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Abstract
The Conic-finance is a new theory for modeling financial markets with many implementa-
tions at present, but its rigorous theoretical substantiation might not be easy to find. In this
work, we try to present, in a clear and well-argued way, both a general model of Conic-finance
and a parametric version, using to this end the well-known theory of monetary measures of
risk. Thus, we will introduce and develop thoroughly this theory, focusing on those measures
that satisfies the properties of convexity or coherence, as well as, finally, the law-invariance
one. Furthermore, in order to gain a better understanding of the Conic-finance’s theory, we
will clarify the terminology of financial markets’ modeling by exhibiting the mathematical
estructure of a simple one-period model, which at the same time will allow us to introduce
some notions of arbitrage theory.
Resumen
La Conic-finance es una nueva teor´ıa de modelizacio´n de mercados financieros que cuenta
con un gran nu´mero de aplicaciones en la actualidad, pero cuya fundamentacio´n teo´rica
rigurosa puede ser dif´ıcil de encontrar. En este trabajo tratamos de presentar y justificar, de
forma clara y bien argumentada, tanto un modelo general de Conic-finance como una versio´n
parame´trica del mismo, apoya´ndonos para lograrlo en la bien conocida teor´ıa de medidas
monetarias de riesgo. Por tanto, introduciremos y desarrollaremos exhaustivamente dicha
teor´ıa, centra´ndonos en el estudio de aquellas medidas con las propiedades de convexidad o
coherencia, as´ı como finalmente de invariancia en ley. Asimismo, para una mayor comprensio´n
de la teor´ıa de Conic-finance, aclararemos la terminolog´ıa relacionada con la modelizacio´n de
mercados financieros definiendo la estructura matema´tica de un modelo sencillo de un periodo,
lo cual a su vez nos permitira´ introducir nociones de teor´ıa de arbitraje.
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La teor´ıa de modelizacio´n de mercados financieros a la que nos referimos con el nombre
de Conic-finance es relativamente joven (las primeras ideas al respecto datan de inicios del
presente siglo) y surge con la intencio´n de generar nuevos modelos capaces de reproducir una
diferencia entre el precio al que el mercado compra y el precio al cual el mercado vende; esta
diferencia, visible en la vida real, no pod´ıa ser justificada a trave´s de los modelos cla´sicos
basados en la ley de un u´nico precio. La mayor´ıa de trabajos relacionados con la Conic-
finance, no obstante, se realizan con un enfoque pragma´tico en el que se ponen de manifiesto
algunas de sus numerosas aplicaciones, en detrimento de una fundamentacio´n matema´tica de
la misma ma´s rigurosa. En esta memoria, dejaremos de lado las mu´ltiples y u´tiles aplicaciones
de esta teor´ıa, y en su lugar trataremos de ofrecer una justificacio´n precisa de sus bases.
Nuestro objetivo sera´ fundamentar la Conic-finance a trave´s de la bien conocida teor´ıa de
medidas monetarias de riesgo. As´ı, nuestra primera meta sera´ introducir y desarrollar ma-
tema´ticamente esta teor´ıa, analizando las relaciones de las medidas de riesgo con sus conjuntos
de aceptacio´n y, lo que constituira´ la parte ma´s extensa del trabajo, tratando de caracteri-
zar exhaustivamente aquellas con las propiedades de convexidad, coherencia, y finalmente
invariancia en ley. Tambie´n presentaremos un modelo sencillo de mercado financiero a partir
del cual intentaremos dejar claros conceptos importantes relacionados con la modelizacio´n de
mercados, cosa que nos permitira´ una mayor comprensio´n de la teor´ıa de Conic-finance que
expondremos. De esta manera, utilizando los resultados que habremos obtenido de la teor´ıa
de medidas monetarias de riesgo, as´ı como nuevos instrumentos matema´ticos como los ı´ndi-
ces de aceptabilidad, trataremos finalmente de cerrar esta memoria dando la fundamentacio´n
deseada tanto del modelo general de la Conic-finance como de un modelo parame´trico par-
ticular, mostrando en ambos casos un procedimiento preciso de obtencio´n de las expresiones
de los precios de compra y de venta.
Estructura de la Memoria
En la Seccio´n 2 introduciremos el concepto de medida monetaria de riesgo desde una
perspectiva axioma´tica, a partir de la cual presentaremos las propiedades de convexidad y
coherencia. Posteriormente, en la Seccio´n 3, desarrollaremos una exhaustiva caracterizacio´n de
las medidas de riesgo convexas; en dicha caracterizacio´n, acabaremos estableciendo un espacio
de probabilidad (Ω,F , P ) y considerando L∞ el espacio de definicio´n de estas medidas, un
marco de trabajo que nos permitira´ profundizar en el desarrollo de esta teor´ıa hasta llegar al
estudio de una nueva propiedad: la invariancia en ley. Una vez realizado todo este ana´lisis,
y antes de abordar la Conic-finance, mostraremos en la Seccio´n 4 terminolog´ıa y conceptos
ba´sicos relacionados con la modelizacio´n de mercados financieros, haciendo especial hincapie´
en la teor´ıa de arbitraje. Finalmente, en la Seccio´n 5 presentaremos la teor´ıa de Conic-finance
y buscaremos las expresiones de los precios de venta y de compra, primero de manera general
y despue´s en un caso ma´s particular en el que nos interesara´ obtener un modelo parame´trico
que nos acabe facilitando un ca´lculo expl´ıcito de dichos precios; en ambos casos, trataremos
de fundamentar cada paso a trave´s de los resultados obtenidos en las secciones anteriores. En
la Seccio´n 6 expondremos las conclusiones.
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En esta primera seccio´n, iniciaremos una aproximacio´n axioma´tica a las medidas mone-
tarias de riesgo; dicha axioma´tica, como comprobaremos, estara´ motivada por ciertos com-
portamientos del sector financiero que queremos modelar. Definiremos tambie´n conceptos
fundamentales relacionados, viendo algunas propiedades generales que satisfacen. Por u´ltimo,
presentaremos algunos ejemplos. El marco matema´tico en el que trabajaremos desde un inicio
es el que se detalla a continuacio´n.
Sea Ω un conjunto de escenarios fijo. Una posicio´n financiera se describe a trave´s de una
aplicacio´n X : Ω −→ R donde X(ω) es el valor neto descontado de la posicio´n al final del
periodo de negociacio´n si el escenario ω ∈ Ω tiene lugar. Nuestro objetivo es cuantificar el
riesgo de X a partir de un nu´mero ρ(X), donde X pertenece a una clase dada X de posiciones
financieras. Empezaremos suponiendo que X es un espacio lineal de funciones acotadas que
contiene las constantes. Por contra, no asumiremos en este inicio que haya sido dada una
medida de probabilidad en Ω.
2.1. Conceptos generales
Definicio´n 2.1. Se define como medida monetaria de riesgo a una aplicacio´n ρ : X → R que
satisface las siguientes condiciones para todo X, Y ∈ X .
Monoton´ıa: Si X ≤ Y , entonces ρ(X) ≥ ρ(Y ).
Invariancia monetaria: Si m ∈ R, entonces ρ(X +m) = ρ(X)−m.
Analicemos el significado financiero de estas propiedades. En cuanto a la monoton´ıa, esta´
claro que el riesgo de una determinada posicio´n deber´ıa reducirse si el perfil de pagos final se
ve incrementado. La invariancia monetaria, tambie´n denominada invariancia por traslacio´n,
esta´ motivada por la interpretacio´n de ρ(X) como la cantidad que tendr´ıa que ser an˜adida a
la posicio´n X para hacerla aceptable desde el punto de vista de una agencia supervisora; as´ı,
si una cierta cantidad m se an˜ade a la posicio´n y se invierte sin riesgo alguno, dicho capital
necesario deber´ıa verse reducido en esa misma cantidad. En particular, esta u´ltima propiedad
implica que
ρ(X + ρ(X)) = 0, (2.1)
as´ı como que
ρ(m) = ρ(0)−m ∀m ∈ R.
Observacio´n 2.2. Para muchas situaciones, no hay pe´rdida de generalidad al asumir que la
medida monetaria de riesgo dada cumpla tambie´n la condicio´n de
Normalizacio´n: ρ(0) = 0
En particular, toda medida monetaria de riesgo ρ que satisfaga la propiedad de
Homogeneidad positiva: Si λ ≥ 0, se tiene que ρ(λX) = λρ(X),
esta´ normalizada. ♦
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Observacio´n 2.3. Estamos considerando que X describe el valor neto descontado de una
posicio´n financiera al final de un periodo; no obstante, tambie´n podr´ıamos pensar en su valor
nominal X˜. Si, por ejemplo, consideramos el factor de descuento 1/(1 + r), donde r es la tasa
de intere´s simple, tendr´ıamos que
X˜ = (1 + r)X.
As´ı, podemos definir la correspondiente medida de riesgo ρ˜(X˜) := ρ(X), tambie´n mono´tona,
pero que en lugar de cumplir la invariancia monetaria satisfar´ıa la siguiente propiedad: ρ˜(X˜+
(1 + r)m) = ρ˜(X˜)−m. ♦
Lema 2.4. Toda funcio´n monetaria de riesgo ρ es continua Lipschitz con respecto a la norma
del supremo ‖ · ‖
|ρ(X)− ρ(Y )| ≤ ‖X − Y ‖
Demostracio´n. Tenemos que X ≤ Y + ‖X − Y ‖; por monoton´ıa e invariancia monetaria
tenemos que ρ(Y + ‖X − Y ‖) = ρ(Y )− ‖X − Y ‖ ≤ ρ(X). Cambiando la relacio´n entre X e
Y obtenemos la afirmacio´n. 
Definicio´n 2.5. Una medida monetaria de riesgo ρ induce la clase
Aρ := {X ∈ X | ρ(X) ≤ 0}
de posiciones aceptables (en el sentido de que no necesitan capital extra). La clase Aρ se
define como el conjunto de aceptacio´n de ρ.
Rec´ıprocamente, considerando una determinada clase A ⊂ X de posiciones aceptables,
e´sta induce la siguiente medida de riesgo
ρA(X) := inf{m ∈ R | m+X ∈ A}. (2.2)
Podemos definir, entonces, el requisito de capital de una posicio´n X ∈ X como la mı´nima
cantidad m para la cual m+X se vuelve aceptable.
Las siguientes dos proposiciones resumen las relaciones entre las medidas monetarias de
riesgo y sus conjuntos de aceptacio´n.
Proposicio´n 2.6. Supongamos que ρ es una medida monetaria de riesgo con conjunto de
aceptacio´n A := Aρ.
(a) A es no vac´ıo, y satisface las dos siguientes condiciones:
inf{m ∈ R | m ∈ A} > −∞, (2.3)
X ∈ A, Y ∈ X , Y ≥ X =⇒ Y ∈ A. (2.4)
Adema´s, A tiene la siguiente propiedad de clausura: para X ∈ A e Y ∈ X ,
{λ ∈ [0, 1] | λX + (1− λ)Y ∈ A} es cerrado en [0, 1]. (2.5)
(b) Se puede recuperar ρ a partir de A:
ρ(X) = inf{m ∈ R | m+X ∈ A}. (2.6)
(c) ρ es homoge´neamente positiva si, y so´lo si, A es un cono.
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Demostracio´n. (a) Las condiciones (2.3) y (2.4) son fa´ciles de comprobar teniendo en cuenta
el contexto financiero y las propiedades de monoton´ıa e invariancia monetaria de ρ. En
cuanto a la propiedad de clausura (2.5), vemos en primer lugar que, fijadas X ∈ A e
Y ∈ X , y considerando λ ∈ [0, 1] y λ+  con  ∈ R, por la continuidad Lipschitz de ρ que
nos proporciona el Lema 2.4
|ρ((λ+ )X + (1− (λ+ ))Y )− ρ(λX + (1− λ)Y )| ≤ ‖(X − Y )‖ = ||‖X − Y ‖,
lo cual, centra´ndonos en el caso en que  tienda a 0, nos permite asegurar la continuidad
de la funcio´n λ 7→ ρ(λX+(1−λ)Y ). La continuidad de esta funcio´n, a su vez, nos permite
comprobar finalmente que el conjunto de λ ∈ [0, 1] tales que ρ(λX + (1 − λ)Y ) ≤ 0 es
cerrado.
(b) La invariancia monetaria implica que, para X ∈ X ,
inf{m ∈ R | m+X ∈ Aρ} = inf{m ∈ R | ρ(m+X) ≤ 0}
= inf{m ∈ R | ρ(X) ≤ m}
= ρ(X).
(c) La homogeneidad positiva de ρ conlleva directamente que A es un cono. La implicacio´n
contraria vendra´ dada por la Proposicio´n 2.8 teniendo en cuenta la Observacio´n 2.7.

Observacio´n 2.7. Con la notacio´n que hemos introducido en la Definicio´n 2.5, notamos que
(2.6) toma la expresio´n
ρAρ = ρ
♦
Proposicio´n 2.8. Consideramos que A es un conjunto no vac´ıo de X que satisface (2.3) y
(2.4). El funcional ρA tiene entonces las siguientes propiedades:
(a) ρA es una medida monetaria de riesgo.
(b) A es un subconjunto de AρA. Si A satisface la propiedad de clausura (2.5), se tiene la
igualdad A = AρA
(c) Si A es un cono, ρA es homogeneamente positiva.
Demostracio´n. (a) Por la definicio´n deA es evidente verificar que ρA satisface las propiedades
de monoton´ıa e invariancia monetaria. Para acabar, tenemos que ver que ρA solo toma
valores finitos. Fijamos una posicio´n Y ∈ A; dada X ∈ X existe un nu´mero finito m tal
que m+X > Y ya que X e Y esta´n acotadas. As´ı,
ρA(X)−m = ρA(m+X) ≤ ρA(Y ) ≤ 0 ⇒ ρA(X) ≤ m <∞.
Para ver que ρA(X) > −∞ para cualquier X ∈ X , tomamos otro nu´mero finito m′ tal que
X + m′ ≤ 0; sabiendo que ρA(0) > −∞ por (2.3), y aplicando monoton´ıa e invariancia
monetaria, obtenemos finalmente
ρA(X) ≥ ρA(0) +m′ > −∞.
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(b) La inclusio´n A ⊆ AρA es directa. Supongamos que A cumple (2.5); debemos mostrar
X /∈ A ⇒ ρA(X) > 0. Para ello, tomamos m > ‖X‖ = supω|X|; existe un  ∈ (0, 1) tal
que m+ (1− )X /∈ A por (2.5). As´ı,
0 ≤ ρA(m+ (1− )X) = ρA((1− )X)− m ⇒ m ≤ ρA((1− )X)
Puesto que ρA es una medida monetaria de riesgo, por el Lema 2.4
|ρA((1− )X)− ρA(X)| ≤ ‖X‖
⇒ ρA(X) ≥ ρA((1− )X)− ‖X‖ ≥ (m− ‖X‖) > 0.
(c) Sea X ∈ X y m ∈ R tales que m + X ∈ A. Como A es un cono, si λ ≥ 0 tenemos que
λ(m+X) ∈ A Por invariancia monetaria de ρA obtenemos
0 ≥ ρA(λ(m+X)) = ρA(λX)− λm.
Considerando m = ρA(X) vemos que ρA(λX) ≤ λρA(X). Ahora cojamos n < ρA(X);
entonces n+X /∈ A, y por ser A un cono, λm+ λX /∈ A para λ ≥ 0. De aqu´ı obtenemos
que λn < ρA(λX), y pensando en n = ρA(X)−  para  ∈ R+ suficientemente pequen˜o,
junto con la desigualdad anterior, llegamos a la a homogeneidad positiva de ρA.

2.2. Convexidad y coherencia
Definicio´n 2.9. A una medida monetaria de riesgo ρ : X → R se le llama medida de riesgo
convexa si cumple la propiedad de
Convexidad: ρ(λX + (1− λ)Y ) ≤ λρ(X) + (1− λ)ρ(Y ), con λ ∈ [0, 1].
Este axioma de convexidad esta´ motivado por la idea financiera de que la diversificacio´n
de los recursos a invertir no deber´ıa incrementar el riesgo.
En el caso en que ρ sea convexa y normalizada, tendremos que
ρ(λX) ≤ λρ(X) para 0 ≤ λ ≤ 1,
ρ(λX) ≥ λρ(X) para λ ≥ 1.
A la primera desigualdad podemos llegar fa´cilmente aplicando la propiedad de convexidad
al par de posiciones financieras X, 0 ∈ X ; dada la normalizacio´n de ρ, ρ(λX) = ρ(λX +
(1 − λ)0) ≤ λρ(X) + (1 − λ)ρ(0) = λρ(X) para toda λ ∈ [0, 1]. En cuanto a la segunda,
consideremos  ∈ (0, 1] y λ ≥ 1; por la desigualdad anterior, tenemos que ρ((λX)) ≤ ρ(λX),
y en particular, cogiendo  = λ−1 ≤ 1, llegamos a ρ(λ−1λX) = ρ(X) ≤ λ−1ρ(λX), de donde
obtenemos la desigualdad correspondiente.
Definicio´n 2.10. Una medida de riesgo convexa ρ se denomina medida de riesgo coherente
si es homoge´neamente positiva.
Observacio´n 2.11. La convexidad de una medida monetaria de riesgo ρ homoge´neamente
positiva es equivalente a la propiedad de
Subaditividad: ρ(X + Y ) ≤ ρ(X) + ρ(Y ).
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As´ı, toda medida de riesgo coherente es subaditiva; esta propiedad ayuda a administrar el
riesgo asociado a una coleccio´n de posiciones diferentes. ♦
Veamos ahora algunas relaciones entre las medidas de riesgo convexas/coherentes y sus
respectivos conjuntos de aceptacio´n.
Proposicio´n 2.12. Sea ρ una medida monetaria de riesgo con conjunto de aceptacio´n Aρ.
Se tiene que
(a) ρ es una medida de riesgo convexa si, y so´lo si, Aρ es convexo.
(b) ρ es coherente si, y so´lo si, Aρ es un cono convexo. Adema´s, si ρ es coherente, el conjunto
Aρ es cerrado.
Ahora consideremos A, un conjunto no vac´ıo de X que satisface (2.3) y (2.4), y su medida
monetaria de riesgo asociada ρA. Se cumple que
(c) Si A es un conjunto convexo, ρA es una medida de riesgo convexa.
(d) Si A es un cono convexo, ρA es una medida de riesgo coherente y el conjunto AρA coincide
con la clausura de A.
Demostracio´n. (a) Es evidente que Aρ es convexo si ρ es una medida de riesgo convexa. El
rec´ıproco se obtendra´ del siguiente apartado (c), teniendo en cuenta la Observacio´n 2.7.
(b) A trave´s del apartado (a) deducimos la convexidad, y el apartado (c) de la Proposicio´n 2.6
nos asegura que es homoge´neamente positiva. La subaditividad, homogeneidad positiva
y continuidad Lipschitz (Lema 2.3) de ρ nos aseguran que es una funcio´n convexa en X ,
de manera que el conjunto Aρ = {X | ρ(X) ≤ 0} es cerrado.
(c) Sean X1, X2 ∈ X y m1, m2 ∈ R tales que mi + Xi ∈ A. La convexidad de A conlleva
que, para λ ∈ [0, 1], λ(m1 +X1) + (1−λ)(m2 +X2) ∈ A. Por la invariancia monetaria de
ρA
0 ≥ ρA(λ(m1 +X1) + (1− λ)(m2 +X2))
= ρA(λX1 + (1− λ)X2)− (λm1 + (1− λ)m2).
de donde se deduce la convexidad de ρA cogiendo, en particular, m1 = ρ(X1) y m2 =
ρ(X2).
(d) A trave´s del apartado (c) deducimos la convexidad, y el apartado (c) de la Proposicio´n
2.8 nos asegura que es homoge´neamente positiva. As´ı, dado que ρA es coherente, por el
apartado (b) obtenemos que AρA es un cono convexo cerrado; esto junto al hecho de
que para cada X ∈ A, tambie´n X ∈ AρA puesto que ρA(X) ≤ 0, nos permite ver que
AρA = A.

Observacio´n 2.13. Situe´monos en el contexto del apartado (d) de la proposicio´n anterior, y
observemos que, en este caso, el hecho de que A cumpliese la propiedad de clausura (2.5) con-
llevar´ıa que A fuese un conjunto cerrado; en efecto, el apartado (b) de esta misma proposicio´n
nos indicar´ıa que AρA es cerrado, y por el apartado (b) de la Proposicio´n 2.8 obtendr´ıamos
que A = AρA , lo que en particular implicar´ıa que A es cerrado. ♦
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2.3. Ejemplos
En este u´ltimo apartado, con el objetivo de aclarar algunos de los conceptos introducidos
hasta ahora, presentaremos tres ejemplos sencillos de medidas monetarias de riesgo. En todos
ellos, X sera´ el espacio lineal de todas las funciones medibles en un determinado espacio
de medidas (Ω,F), y denotaremos por M1 = M1(Ω,F) la clase de todas las medidas de
probabilidad en (Ω,F)1.
Ejemplo 2.14. Consideremos la medida de riesgo ρmax, definida como
ρmax(X) = − inf
ω∈Ω
X(ω) ∀X ∈ X .
El valor ρmax es la mı´nima cota superior de la pe´rdida que puede ocurrir en cualquier escenario,
y por este motivo se le denomina medida de riesgo en el peor de los casos. El conjunto
de aceptacio´n A correspondiente viene dado por el cono convexo de todas las funciones no
negativas de X ; por la Proposicio´n 2.12, pues, vemos que ρmax es una medida de riesgo
coherente. Adema´s, es la medida de riesgo ma´s conservadora en el sentido en que cualquier












donde Q es la clase M1 de todas las medidas de probabilidad en (Ω,F). ♦
Ejemplo 2.15. Sea Q un conjunto de medidas de probabilidad en (Ω,F), y γ : Q→ R una
aplicacio´n tal que supQ γ(Q) < ∞; esta u´ltima caracter´ıstica de γ permite especificar para
cada Q ∈ Q un “nivel”γ(Q). Supongamos que una posicio´n X es aceptable si
EQ[X] ≥ γ(Q) ∀Q ∈ Q.
El conjunto A de estas posiciones satisface (2.3) y (2.4), y adema´s es convexo; por la Propo-








Ejemplo 2.16. Una funcio´n de utilidad en economı´a es una funcio´n real que pretende medir
la “satisfaccio´n” o “utilidad” de un consumidor para todas las combinaciones de posibilidades
disponibles con su posicio´n econo´mica, tratando as´ı de representar tanto su bienestar como
sus preferencias. Para un consumidor perfectamente racional dicha funcio´n de utilidad se suele
modelar mediante una funcio´n u : S → R estrictamente co´ncava, estrictamente creciente y
continua en S.
As´ı, consideremos una funcio´n de utilidad u en R, una medida de probabilidad Q ∈ M1,
y fijemos un valor umbral c ∈ R. Supongamos que una posicio´n X es aceptable para nosotros
si su equivalencia es c como mı´nimo, i.e., la esperanza de su utilidad EQ[u(X)]. esta´ acotada
inferiormente por u(c). Claramente, el conjunto
A := {X ∈ X | EQ[u(X)] ≥ u(c)}
es no vac´ıo, convexo y satisface (2.3) y (2.4). Por lo tanto, ρA es una medida de riesgo convexa
por la Proposicio´n 2.12. ♦
1Para revisar los conceptos de espacio de medidas y de medida de probabilidad, consultar el Ape´ndice A.2.
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3. Medidas de riesgo convexas
En esta seccio´n, introducidos ya los conceptos ba´sicos de las medidas monetarias de riesgo,
nos centraremos en el estudio de las medidas de riesgo convexas. Nuestro intere´s en esta clase
de medidas reside en que verifican ese axioma de convexidad, el cual nos permite una mejor
simulacio´n de determinados comportamientos esperados del sector financiero. En los primeros
dos apartados, veremos como aparecen de manera sistema´tica determinadas representaciones
de medidas de riesgo convexas y coherentes. En el tercer apartado, introduciremos el Valor
en riesgo, buscando a continuacio´n medidas de riesgo convexas que compartan algunas de
sus interesantes caracter´ısticas. Finalmente, introduciremos la nocio´n de invariancia en ley,
propiedad que tambie´n nos interesara´ preservar en las medidas de riesgo convexas que con-
sideremos ma´s adelante, y la cual relacionaremos en la u´ltima seccio´n con representaciones
mediante integrales de Choquet respecto a distorsiones co´ncavas.
El marco general de trabajo en esta seccio´n sera´ el siguiente: consideraremos que el espacio
lineal X esta´ formado por todas las funciones medibles y acotadas en un determinado espacio
medible (Ω,F); as´ı, X es un espacio de Banach2 si esta´ dotado de la norma del supremo
‖ · ‖. Denotaremos por M1 := M1(Ω,F) el conjunto de todas las medidas de probabilidad
en (Ω,F), y por M1,f :=M1,f (Ω,F) el conjunto de todas las medidas finitamente aditivas3
Q : F → [0, 1] que esta´n normalizadas a Q[Ω] = 1. Por EQ[X] denotaremos la integral de X
con respecto a Q ∈ M1,f . Hasta que no se indique lo contrario, no supondremos que haya
sido dada una cierta medida de probabilidad en (Ω,F).
3.1. Representacio´n robusta




Para cada Q ∈ M1,f , el funcional X 7→ EQ[−X] − α(Q) es convexo, mono´tono e invariante
monetario en X ; estas tres propiedades se mantienen cuando aplicamos la norma del supremo






ρ(0) = − inf
Q∈M1,f
α(Q).
Definicio´n 3.1. Nos referiremos al funcional α como funcio´n de penalizacio´n de ρ en M1,f .
Asimismo, diremos que ρ esta´ representada por α en M1,f .
Con esta notacio´n introducida, veremos a continuacio´n el teorema de representacio´n de las
medidas de riesgo convexas




2Para revisar la definicio´n de espacio de Banach, ver el Ape´ndice A.1.
3Para revisar el concepto de medida finitamente aditiva, consultar el Ape´ndice A.2.
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siendo X ∈ X , y donde la funcio´n de penalizacio´n αmin viene dada por la expresio´n
αmin(Q) := sup
X∈Aρ
EQ[−X] para Q ∈M1,f . (3.3)
Adema´s, αmin es la funcio´n de penalizacio´n minimal que representa ρ; cualquier otra funcio´n
de penalizacio´n α para la que se cumpla (3.1) satisface que α(Q) ≥ αmin(Q) para toda Q ∈
M1,f .
Demostracio´n. Recordemos que, para toda X ∈ X , X ′ := X+ρ(X) ∈ Aρ por (2.1); as´ı, para
toda Q ∈M1,f se tiene que
0 ≥ EQ[−X ′]− αmin(Q) = EQ[−X]− ρ(X)− αmin(Q).
De aqu´ı podemos extraer que
ρ(X) ≥ sup
Q∈M1,f
(EQ[−X]− αmin(Q)) ∀X ∈ X .
Teniendo en cuenta este resultado, si construye´ramos una cierta QX ∈M1,f tal que, para
una X dada,
ρ(X) ≤ EQX [−X]− αmin(QX),
completar´ıamos la demostracio´n de la representacio´n (3.2). Por invariancia monetaria, es
suficiente demostrar esto para una cierta X ∈ X tal que ρ(X) = 0. Sin pe´rdida de generalidad,
tambie´n podemos asumir que ρ esta´ normalizada. Consideremos el conjunto convexo no vac´ıo
B := {Y ∈ X | ρ(Y ) < 0}.
Observamos que este conjunto es abierto por la continuidad Lipschitz de ρ que proporciona
el Lema 2.4, y que X /∈ B; as´ı, podemos escribir por el Teorema A.9
`(X) ≤ inf
Y ∈B
`(Y ) =: b,
donde ` es un funcional lineal no nulo y continuo en X .
Consideremos Y ∈ B, Y ≥ 0. Por monoton´ıa, invariancia monetaria y normalizacio´n de ρ,
obtenemos que 1 + λY ∈ B para cualquier λ > 0. Por lo tanto,
`(X) ≤ `(1 + λY ) = `(1) + λ`(Y ) ∀λ > 0,
independientemente de lo grande que sea λ. De aqu´ı podemos concluir que, para Y ≥ 0,
`(Y ) ≥ 0.
Ahora veamos que tambie´n `(1) > 0. Ya que ` no es ide´nticamente cero, debe haber
alguna Y tal que 0 < `(Y ) = `(Y +) − `(Y −). Suponemos sin pe´rdida de generalidad que
‖Y ‖ < 1. La positividad y linealidad de ` implica `(Y +) > 0 y `(1 − Y +) ≥ 0; por lo que
`(1) = `(1− Y +) + `(Y +) > 0.
El Teorema A.34 nos asegura una correspondencia uno a uno entre ciertas medidas fini-
tamente aditivas µ (en particular, las de variacio´n total finita) y los funcionales ` lineales y
continuos en X , lo que en particular nos permite asegurar que existe QX ∈M1,f tal que, con
los funcionales con los que estamos trabajando (`(1) > 0 y `(Y ) ≥ 0 si Y ≥ 0),
EQX [Y ] =
`(Y )
`(1)
para toda Y ∈ X
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Como B ⊂ Aρ,
αmin(QX) = sup
Y ∈Aρ
EQX [−Y ] ≥ sup
Y ∈B




Por otro lado, Y +  ∈ B para cualquier Y ∈ Aρ y cada  > 0; vemos entonces que, haciendo
tender  a 0, la desigualdad de la expresio´n anterior es en realidad una igualdad. As´ı,
EQX [−X]− αmin(QX) =
1
`(1)
(b− `(X)) ≥ 0 = ρ(X).
Vemos que QX es como desea´bamos, i.e., hemos demostrado (3.2) tal como que quer´ıamos.
Nos falta demostrar el u´ltimo apunte del teorema para acabar. Sea α cualquier funcio´n de
penalizacio´n de ρ. Entonces, para todo Q ∈M1,f y X ∈ X
ρ(X) ≥ EQ[−X]− α(Q).










Observaciones 3.3. (a) Si tomamos α = αmin en (3.4), entonces todas las desigualdades




(b) Supongamos que ρ definida como ρ := ρA para un conjunto de aceptacio´n A ⊂ X dado.
Entonces A determina αmin:
αmin(Q) = sup
X∈A
EQ[−X] para toda Q ∈M1,f .
(c) En ocasiones es adecuado representar una medida de riesgo convexa a trave´s de una
funcio´n de penalizacio´n que no es la minimal. Un ejemplo seria el caso en el que, mientras
αmin fuera finita para unas ciertas funciones finitamente aditivas, otra α se concentrase





EQ[−X], X ∈ X , (3.6)
de una medida de riesgo coherente ρ a trave´s de algu´n conjunto Q ∈ M1,f es un caso par-
ticular del teorema de representacio´n para medidas de riesgo convexas que hemos detallado;
corresponde a la funcio´n de penalizacio´n
α(Q) =
{
0 si Q ∈ Q,
+∞ contrariamente.
El siguiente corolario demuestra que la funcio´n de penalizacio´n minimal de una medida de
riesgo coherente es siempre de este tipo.
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Corolario 3.4. La funcio´n de penalizacio´n minimal αmin de una medida de riesgo coherente
ρ toma solo los valores 0 y +∞. En particular,
ρ(X) = max
Q∈Qmax
EQ[−X], X ∈ X ,
para el conjunto convexo
Qmax := {Q ∈M1,f | αmin(Q) = 0},
que es el mayor conjunto con el que la representacio´n (3.6) es compatible.
Demostracio´n. Dado que el conjunto de aceptacio´n Aρ de una medida de riesgo coherente es






para todo Q ∈M1,f y λ > 0. Por lo tanto, αmin solo puede tomar los valores 0 y +∞. 
Nos centraremos ahora en las medidas de riesgo convexas que admiten una representacio´n
en te´rminos de medidas de probabilidad σ-aditivas4. Una medida ρ que as´ı lo admita puede





Incidimos en que, en este caso, no se puede esperar que el supremo sea alcanzado.
A continuacio´n, comprobaremos que la representacio´n en funcio´n de medidas de probabi-
lidad (3.7) esta´ relacionada con ciertas propiedades de continuidad de ρ. Estudiaremos, en
primer lugar, una condicio´n necesaria de “continuidad por arriba”:
Lema 3.5. Una medida de riesgo convexa ρ que admite una representacio´n (3.7) en M1 es
continua por arriba en el sentido de que
Xn ↘ X =⇒ ρ(Xn)↗ ρ(X) (3.8)
Adema´s, esta continuidad por arriba es equivalente a la propiedad de semicontinuidad de´bil
con respecto a la convergencia puntual acotada: si (Xn) es una secuencia acotada en X que
converge puntualmente en X ∈ X , se tiene que
ρ(X) ≤ lim inf
n→+∞
ρ(Xn). (3.9)
Demostracio´n. Demostraremos primero (3.9) bajo la hipo´tesis de que ρ admite una repre-
sentacio´n en M1. Por el teorema de convergencia dominada, tenemos que EQ[Xn]→ EQ[X]
















4Para revisar la propiedad de σ-aditividad, revisar el Ape´ndice A.2.
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Centre´monos ahora en demostrar la equivalencia. Supongamos primero que se cumple
(3.9); por monoton´ıa, ρ(Xn) ≤ ρ(X) para cada n si Xn ↘ X, de donde podemos concluir que
ρ(Xn)↗ ρ(X).
Ahora supongamos la contiduidad por arriba. Sea (Xn) una secuencia acotada en X que
converge puntualmente en X. Definimos Ym := supn≥mXn ∈ X , y observamos que Ym decrece
P -c.s. (casi seguramente en probabilidad) hacia X. Como Xn ≤ Yn, por monoton´ıa ρ(Xn) ≥







En la siguiente proposicio´n encontraremos una condicio´n suficiente fuerte que garantiza
que cualquier funcio´n de penalizacio´n de ρ esta´ concentrada en M1. No obstante, antes
presentaremos un lema necesario para la demostracio´n de dicha proposicio´n.
Lema 3.6. Sea ρ una medida de riesgo convexa en X representada por una funcio´n de
penalizacio´n α en M1,f . Consideramos los conjuntos de nivel siguientes
Λc := {Q ∈M1,f | α(Q) ≤ c}, para c > −ρ(0) = infQ∈M1,fα(Q).
Para cualquier secuencia (Xn) en X tal que 0 ≤ Xn ≤ 1, las dos condiciones siguientes son
equivalentes:
(a) ρ(λXn) −→ ρ(λ) ∀λ ≥ 1.
(b) inf
Q∈Λc
EQ[Xn] −→ 1 ∀c > −ρ(0)
Demostracio´n. (a)⇒(b): En un primer paso mostraremos que, para toda Y ∈ X
inf
Q∈Λc
EQ[Y ] ≥ −c+ ρ(λY )
λ
∀λ > 0 (3.10)
Puesto que α representa a ρ, para Q ∈ Λc vemos que
c ≥ α(Q) ≥ EQ[−λY ]− ρ(λY )
·(− 1λ)−→ EQ[Y ] ≥ −c+ ρ(λY )
λ
de donde se comprueba (3.10).
Consideremos ahora una secuencia (Xn) que satisfaga (a); a trave´s de (3.10) obtenemos











= 1− c+ ρ(0)
λ
donde en la u´ltima igualdad hemos aplicado la invariancia monetaria con ρ(λ) = ρ(0 + λ).
Cogiendo λ→ +∞ y suponiendo Xn ≤ 1, comprobamos que se cumple (b).
(b)⇒(a): Es fa´cil ver por monoton´ıa que, ∀λ ≥ 1 y ∀n,
ρ(λ) ≤ ρ(λXn) = sup
Q∈M1,f
(EQ[−λXn]− α(Q)) ⇒ α(Q) ≤ EQ[−λXn]− ρ(λ)
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Dado que EQ[−λXn] = −λEQ[Xn] ≤ 0 para toda Q, ya que Xn ≤ 1 ∀n, solo contribuira´n en
el ca´lculo del supremo aquellas Q tales que
α(Q) ≤ EQ[−λXn]− ρ(λ) ≤ 1− ρ(λ) = 1 + λ− ρ(0) =: c.




Por la condicio´n (b), supQ∈ΛcEQ[−λXn] = −λ infQ∈ΛcEQ[Xn] −→ −λ uniformemente, de
modo que tenemos en efecto que (a) se cumple. 
Proposicio´n 3.7. Sea ρ una medida de riesgo convexa que es continua por abajo en el sentido
en que
Xn ↗ X =⇒ ρ(Xn)↘ ρ(X)
y supongamos que α es una funcio´n de penalizacio´n cualquiera en M1,f que representa a ρ.
Entonces, α esta´ concentrada en la clase de medidas de probabilidad M1, i.e.,
α(Q) <∞ =⇒ Q es σ-aditiva
Demostracio´n. Recordemos que Q es σ-aditiva si, y so´lo si, Q[An]↗ 1 para cualquier secuen-
cia creciente de eventos An ∈ F tal que
⋃
nAn = Ω. As´ı, tomando Xn = IAn , consideremos
la secuencia (Xn), que en particular cumple 0 ≤ Xn ≤ 1. Sea λ ≥ 1; como ρ es continua
por abajo y λXn ↗ λ, tenemos que ρ(λXn) → ρ(λ). Por lo tanto, se cumple la condicio´n
(a) del Lema 3.6. Dicho lema nos garantiza, pues, que para los conjuntos de nivel Λc defini-
dos en su enunciado, tambie´n se cumple que, ∀c < ∞, infQ∈ΛcEQ[Xn] = infQ∈Λc
∫
IAndQ =
infQ∈ΛcQ(An) −→ Q(Ω) = 1, i.e., Q es σ-aditiva. 
As´ı, esta u´ltima proposicio´n nos permite establecer como criterio que nos asegure que
una medida de riesgo convexa pueda representarse en te´rminos de medidas de probabilidad
σ-aditivas la propiedad de continuidad por abajo. Adema´s, como reflejamos en la siguiente
observacio´n, toda medida de riesgo convexa continua por abajo es tambie´n continua por
arriba:
Observacio´n 3.8. Sea ρ una medida de riesgo convexa continua por abajo. Por la Proposicio´n
3.7 junto con el Lema 3.5, se puede ver que ρ tambie´n es continua por arriba. De aqu´ı conclui-
mos que ρ(Xn)→ ρ(X) para cualquier secuencia (Xn) acotada que converja puntualmente a
X. ♦
3.2. Representacio´n en L∞
De aqu´ı en adelante, fijaremos una medida de probabilidad P en (Ω,F) y consideraremos
medidas de riesgo ρ tales que
ρ(X) = ρ(Y ) si X = Y P -c.s. (3.11)
Notemos que los conjuntos nulos de P tendra´n especial relevancia.
Lema 3.9. Sea ρ una medida de riesgo convexa que satisface (3.11) y que viene representada
por una cierta funcio´n de penalizacio´n como en (3.1). Entonces, α(Q) = +∞ para cualquier
Q ∈M1,f (Ω,F) que no sea absolutamente continua5 respecto a P .
5Para revisar esta relacio´n entre medidas, consultar el Ape´ndice A.2.
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Demostracio´n. Si Q ∈M1,f no es absolutamente continua respecto a P , entonces existe A ∈
F tal que Q[A] > 0 pero P [A] = 0. Tomamos cualquier X ∈ Aρ, y definimos Xn := X − nIA.
Debido a que P [A] = 0, ρ(Xn) = ρ(X), por lo que Xn tambie´n esta´ contenida en Aρ. As´ı,
α(Q) ≥ αmin(Q) ≥ EQ[−Xn] = EQ[−X] + n
∫
IAdQ = EQ[−X] + nQ[A] n→+∞−→ ∞

Atendiendo a (3.11), podemos llegar a identificar X con el espacio de Banach L∞ :=
L∞(Ω,F , P )6. Denotaremos porM1(P ) :=M1(Ω,F , P ) al conjunto de todas las medidas de
probabilidad en (Ω,F) que son absolutamente continuas con respecto a P .
El siguiente teorema caracteriza a toda medida de riesgo convexa en L∞ que puede ser
representada por una funcio´n de penalizacio´n concentrada en medidas de probabilidad; en
particular, por el Lema 3.9, esta funcio´n estara´ concentrada en M1(P ).
Teorema 3.10. Supongamos que ρ : L∞ → R es una medida de riesgo convexa. Las siguientes
condiciones son equivalentes:
(a) ρ puede ser representada por alguna funcio´n de penalizacio´n en M1(P ).




(EQ[−X]− αmin(Q)), X ∈ L∞. (3.12)
(c) ρ es continua por arriba: Xn ↘ X P − c.s.⇒ ρ(Xn)↗ ρ(X)
(d) ρ tiene la “propiedad de Fatou”: para cualquier secuencia (Xn) que converja P -c.s. a
alguna X,
ρ(X) ≤ lim inf
n→+∞
ρ(Xn).
(e) ρ es semicontinua inferiormente considerando la topolog´ıa de´bil* σ(L∞, L1)7.
(f) El conjunto de aceptacio´n Aρ de ρ es de´bilmente* cerrado en L∞; es decir, Aρ es cerrado




(EQ[−X]− αmin(Q)) . (3.13)
para una X ∈ L∞ fijada. Recordando el Teorema 3.2, necesitamos demostrar que m ≥ ρ(X) o,
lo que es lo mismo, que m+X ∈ Aρ. Procederemos por reduccio´n al absurdo: supongamos que
m+X /∈ Aρ. Ya que, por suposicio´n, el conjunto no vac´ıo Aρ es de´bilmente* cerrado, podemos
aplicar el Teorema A.12 en el espacio localmente convexo8 (L∞, σ(L∞, L1)) considerando C :=




`(Y ) > `(m+X) =: γ > −∞. (3.14)
6Descripcio´n de los espacios Lp en el Ape´ndice A.1.
7Para revisar definicio´n y algunas propiedades de la topolog´ıa de´bil*, consultar Ape´ndice A.1.
8Para revisar la definicio´n de espacio localmente convexo, consultar el Ape´ndice A.1.
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Sea `(Y ) = E[Y Z] =
∫
Y ZdP para algu´n Z ∈ L1. Veamos, primero, que Z ≥ 0. Para ello,
fijamos Y ≥ 0; por monoton´ıa, ρ(λY ) ≤ ρ(0) para λ ≥ 0. Entonces, como λY + ρ(0) ∈ Aρ
para todo λ ≥ 0, tenemos que
−∞ < γ < `(λY + ρ(0)) = λ`(Y ) + `(ρ(0)).
Cogiendo λ→ +∞ llegamos a que `(Y ) ≥ 0, lo que a la vez implica que Z ≥ 0; adema´s, dado






define una medida de probabilidad Q0 ∈M1(P ). Por (3.14):
αmin(Q0) = sup
Y ∈Aρ
EQ0 [−Y ] = − inf
Y ∈Aρ
∫



























que contradice nuestra hipo´tesis de entrada (3.13). Por lo tanto, m + X ∈ Aρ, y queda
demostrada la implicacio´n.
(b)⇒(a): Trivial.
(a)⇒(c)⇔(d): Se demuestra igual que el Lema 3.5, cambiando convergencia puntual por
convergencia P -c.s..
(c)⇒(e): Esta implicacio´n la podemos demostrar viendo que C := {ρ ≤ c} es debilmente*
cerrado para c ∈ R. Sea Cr := C∩{X ∈ L∞ | ‖X‖∞ ≤ r} para r > 0. Si (Xn) es una secuencia
en Cr que converge en L1 a una variable aleatoria X, entonces hay una subsecuencia que
converge P -c.s., y la propiedad de Fatou de ρ implica que X ∈ Cr. As´ı, Cr es cerrado en L1,
y por el Lema A.21 se tiene que C := {ρ ≤ c} es de´bilmente* cerrado.
(e)⇒(f): Directa por la definicio´n de Aρ = {X ∈ L∞ | ρ(X) ≤ 0}. 
Para el caso particular de las medidas de riesgo coherentes, tenemos el siguiente corolario:
Corolario 3.11. Una medida de riesgo coherente en L∞ se puede representar por un conjunto
Q ⊂M1(P ) si, y so´lo si, se satisfacen las condiciones equivalentes del Teorema 3.10. En este
caso, el subconjunto maximal que representa a M1(P ) viene dado por
Qmax := {Q ∈M1(P ) | αmin(Q) = 0}.
Demostracio´n. Es totalmente ana´loga a la demostracio´n del Corolario 3.4. 
El Teorema 3.10 nos muestra co´mo se expresa cualquier medida de riesgo convexa ρ,
continua por arriba, en L∞: se consideran todos los modelos probabil´ısticos Q ∈ M1(P ),
teniendo en cuenta que cada uno de ellos tiene una mejor o peor consideracio´n dependiendo
de la funcio´n de penalizacio´n α escogida; as´ı, el valor de ρ(X) se calcula a partir del peor de
los casos, sobre todos esos modelos Q ∈ M1(P ), de la pe´rdida esperada EQ[−X] reducida
por α(Q).
Tambie´n incluiremos una caracterizacio´n de aquellas medidas de riesgo coherentes en L∞
que son continuas por abajo:
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Corolario 3.12. Para una medida de riesgo coherente en L∞ las siguientes propiedades son
equivalentes:
(a) ρ es continua por abajo: Xn ↗ X ⇒ ρ(Xn)↘ ρ(X).
(b) Existe un conjunto Q ⊂M1(P ) que representa a ρ en el cual el supremo se alcanza
ρ(X) = max
Q∈Q
EQ[−X] ∀X ∈ L∞.
(c) Existe un conjunto Q ⊂ M1(P ) que representa a ρ tal que el conjunto de densidades
D := {dQ/dP | Q ∈ Q} es compacto de´bil en L1(Ω,F , P ).
Demostracio´n. (c)⇒(a): Es consecuencia del Lema de Dini : en un conjunto compacto, una
secuencia de funciones continuas fn crecientes hacia una cierta funcio´n f converge uniforme-
mente. Si lo aplicamos a la secuencia ρ(Xn) en el conjunto D, obtenemos que ρ(Xn)↘ ρ(X).
(a)⇒(b): Es fa´cil comprobar esta implicacio´n a trave´s del Corolario 3.4 y la Proposicio´n
3.7.
(b)⇒(c): Sin pe´rdida de generalidad, asumimos que D es compacto de´bil en L1. Para
cualquier X ∈ L∞, el funcional JX lineal y continuo en L1 definido segu´n JX := E[XZ]
alcanza su ı´nfimo en D; de acuerdo con el Teorema de James A.22, esto implica que D es
compacto. 
Para finalizar con este apartado, presentaremos dos ejemplos de medidas de riesgo cohe-
rentes en L∞, las cuales aparecera´n en el apartado siguiente:
Ejemplo 3.13. Consideremos la medida de riesgo en el peor de los casos ρmax introducida
en el Ejemplo 2.14; bajo la condicio´n (3.11) que hemos impuesto en este apartado, podemos
expresar ρmax en te´rminos del ı´nfimo esencial
9 de X:
ρmax(X) := −ess inf X = inf {m ∈ R | X +m ≥ 0 P − c.s.}.
Es fa´cil comprobar que ρmax es coherente, as´ı como que cumple la propiedad de Fatou. Adema´s,
su conjunto de aceptacio´n es igual al cono positivo L∞+ en L
∞, lo cual implica que αmin(Q) = 0




Fije´monos en que el supremo no puede reemplazarse por un ma´ximo si el espacio de proba-
bilidad (Ω,F , P ) no puede reducirse a un modelo finito; si tomamos una X ∈ L∞ tal que
X no alcance su ı´nfimo esencial, efectivamente no puede haber ninguna Q ∈ M1(P ) tal que
EQ[X] = ess inf X = −ρmax. ♦
Ejemplo 3.14. Tomemos por Q la clase de todas las distribuciones condicionadas P [ · |A]
tales que A ∈ F cumple que P [A] > λ para algu´n nivel fijado λ ∈ (0, 1). Entonces, la clase Q
induce la siguiente medida de riesgo coherente
WCEλ(X) := sup {E[−X | A] | A ∈ F , P [A] > λ},
que recibe el nombre de peor esperanza condicionada al nivel λ. ♦
9Para revisar las definiciones de supremo e ı´nfimo esenciales, consultar el Ape´ndice A.3.
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3.3. Valor en riesgo
Una manera comu´n de afrontar la medicio´n del riesgo de una posicio´n financiera X consiste
en especificar un cuantil de la distribucio´n de X bajo la medida de probabilidad P dada. Para
un determinado λ ∈ (0, 1), un λ-cuantil de una variable aleatoria X en el espacio (Ω,F , P )
es cualquier q ∈ R con la propiedad
P [X ≤ q] ≥ λ y P [X < q] ≤ λ.
El conjunto de todos los λ-cuantiles de X es un intervalo [q−X(λ), q
+
X(λ)], donde
q−X(t) = sup{x | P [X < x] < t} = inf{x | P [X ≤ x] ≥ t}
q+X(t) = inf{x | P [X ≤ x] > t} = sup{x | P [X < x] ≤ t}
son las funciones cuantil10 de X inferior y superior, respectivamente. En este apartado, nos
centraremos en las propiedades de q+X(λ), visto como un funcional en un espacio X de posi-
ciones financieras.
Definicio´n 3.15. Fijado λ ∈ (0, 1), definimos el Valor en riesgo (Value at Risk) a nivel λ de
una posicio´n financiera X como
V@Rλ(X) := −q+X(λ) = q−−X(1− λ) = inf{m | P [X +m < 0] ≤ λ}. (3.15)
En el contexto financiero, V@Rλ(X) es la menor cantidad de capital que, an˜adida a X
e invertida sin riesgo, mantiene la probabilidad de obtener un resultado financiero negativo
por debajo del nivel λ. Sin embargo, el Valor en riesgo so´lo controla la probabilidad de una
pe´rdida; no capta el taman˜o de dicha pe´rdida en caso de que se produzca.
Observacio´n 3.16. V@Rλ es una medida monetaria de riesgo positivamente homoge´nea
en X = L0. Adema´s, en general no es una medida de riesgo convexa: puede penalizar la
diversificacio´n. ♦
Una vez introducido el relevante concepto de Valor en riesgo, nuestro objetivo ahora es
intentar encontrar medidas de riesgo convexas (e incluso coherentes) en X := L∞ que se
acerquen a V@Rλ. Para alcanzarlo, podr´ıamos plantearnos de entrada encontrar la mı´nima
medida de riesgo convexa, continua por arriba, que domine a V@Rλ; no obstante, la siguiente
proposicio´n nos muestra que e´sta no existe.
Proposicio´n 3.17. Para cada X ∈ X y λ ∈ (0, 1)
V@Rλ(X) = min{ρ(X) | ρ es convexa, continua por arriba y ≥ V@Rλ}.
Demostracio´n. Sea q := −V@Rλ(X) = q+X(λ), de manera que P [X < q] ≤ λ. Si A ∈ F es
tal que P [A] > λ, en particular P [A ∩ {X ≥ q}] > 0. Esto nos permite definir la siguiente
medida QA
QA := P [ · | A ∩ {X ≥ q}].
Dado que, para todo conjunto B ∈ F , solo contribuyen a que QA(B) 6= 0 determinados
subconjuntos de {X ≥ q}, es fa´cil ver que EQA [−X] ≤ −q = V@Rλ(X).
Consideremos ahora Q := {QA | P [A] > λ}, mediante la cual definimos la siguiente medida
de riesgo coherente
ρ(Y ) := sup
Q∈Q
EQ[−Y ].
10Para revisar definicio´n y propiedades de las funciones cuantil, consultar el Ape´ndice A.3.
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Tenemos entonces que ρ(X) ≤ V@Rλ(X). Para ver la igualdad que buscamos, mostraremos
a continuacio´n que ρ(Y ) ≥ V@Rλ(Y ) para cada Y ∈ X . Sea A := {Y ≤ −V@Rλ(Y ) + } con
 > 0. Tenemos entonces que q+Y (λ) < q
+
Y (λ) +  = −V@Rλ(Y ) + , lo que por la definicio´n de
la funcio´n cuantil superior nos asegura que P [A] > λ, ergo QA ∈ Q. Trivialmente, QA[A] = 1.
Aplicando ρ a los elementos de A tenemos
ρ(Y ) ≥ EQA [−Y ] ≥ V@Rλ(Y )− .
La arbitrariedad de  nos garantiza el resultado que quer´ıamos atendiendo al caso en que
→ 0. 
As´ı pues, viendo que el planteamiento anterior no nos conduce a ningu´n lado, buscaremos
medidas de riesgo convexas cercanas a V@Rλ de otro modo. En particular, nos centraremos
en la siguiente medida de riesgo, definida a partir del Valor en riesgo, que s´ı satisface los
axiomas de medida de riesgo coherente:
Definicio´n 3.18. El Valor en riesgo promedio (Average Value at Risk) a nivel λ ∈ (0, 1] de











donde la u´ltima identidad es cierta debido a que, para toda funcio´n cuantil qX , por el Lema
A.37 q+X = qX casi en todas partes. En particular, la definicio´n de AV@Rλ(X) tiene sentido





Observaciones 3.19. (a) En ocasiones, el Valor en riesgo promedio tambie´n recibe el nom-
bre de “Valor en riesgo condicionado”(Conditional Value at Risk, CV@Rλ) o de ”De´ficit
esperado”(Expected shortfall, ESλ). No obstante, estos dos nuevos te´rminos pueden lle-
var a confusio´n: el primero puede entenderse como el Valor en riesgo con respecto a una
distribucio´n condicionada, y el segundo puede verse como el valor esperado del de´ficit
X−.
(b) Para X ∈ L∞ tenemos
lim
λ→0
V@Rλ(X) = −ess inf X = inf{m | P [X +m < 0] ≤ 0}.
As´ı, tiene sentido definir
AV@R0(X) := V@R0(X) := −ess inf X
que corresponde a la medida en el peor de los casos en L∞ vista en el Ejemplo 3.13.
♦




E[(q −X)+]− q (3.16)
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Demostracio´n. Sea qX una funcio´n cuantil con qX(λ) = q. Por el Lema A.39, X sigue la
misma distribucio´n que qX(U(0, 1)), y por lo tanto
1
λ









donde en la segunda igualdad hemos utilizado que qX(t) ≤ q ⇔ t ≤ λ. 
Teorema 3.21. Para λ ∈ (0, 1], AV@Rλ es una medida de riesgo coherente que es continua
por abajo con representacio´n:
AV@Rλ(X) = maxQ∈Qλ
EQ[−X], X ∈ X (3.17)
donde Qλ es el conjunto de todas las medidas de probabilidad Q absolutamente continuas con
respecto a P (Q  P ) cuya densidad dQ/dP esta´ acotada por 1/λ P -c.s.
Demostracio´n. Para λ = 1, como Q1 = {P}, vemos que se cumple. Sea ahora 0 < λ < 1, y
consideremos la medida de riesgo coherente ρλ(X) := supQ∈Qλ EQ[−X]. Primero asumiremos
que X < 0. Definimos una medida P˜ equivalente a P (P˜ ≈ P ) a partir de dP˜ /dP = X/E[X],













sup{E˜[ϕ] | 0 ≤ ϕ ≤ 1, E[ϕ] = λ}.
Fijemonos en que la condicio´n E[ϕ] = λ de la expresio´n anterior, dado que estamos calculando
el supremo y la esperanza mono´tonamente creciente, puede ser substituida por E[ϕ] ≤ λ; de
esta manera, estamos en condiciones de aplicar el lema de Neyman-Pearson en la forma del
Teorema A.30, apartado (b): cogiendo q un λ-cuantil de X bajo P , podemos definir
ϕ0 = I{X<q} + κI{X=q} con κ =
{

























Dado que dQ0 = λ−1ϕ0dP define una medida de probabilidad en Qλ, deducimos finalmente
que
pλ = maxQ∈Qλ






















donde hemos utilizado el resultado del Lema 3.20 en la u´ltima igualdad. Esto demuestra
(3.17) para X < 0. Podemos generalizar para cualquier X ∈ L∞ utilizando la propiedad de
invariancia monetaria que satisfacen tanto ρλ como AV@Rλ. 
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Observacio´n 3.22. Se puede ver que el conjunto Qλ coincide con el conjunto maximal Qmax
definido en el Corolario 3.11 para toda medida de riesgo coherente en L∞. ♦
Corolario 3.23. Tenemos que, para toda X ∈ X ,
AV@Rλ(X) ≥ WCEλ(X)
≥ E[−X | −X ≥ V@Rλ(X)]
≥ V@Rλ(X),
(3.18)
donde WCEλ es la medida de riesgo coherente definida en el Ejemplo 3.14.
Demostracio´n. Si P [A] ≥ λ, la densidad P [ · | A] con respecto a P esta´ acotada por el valor
1/λ; el Teorema 3.21 nos asegura directamente que AV@Rλ domina a WCEλ. Nos centramos
ahora en la segunda inecuacio´n; ya que, para cualquier  > 0,
P [−X ≥ V@Rλ(X)− ] = P [X ≤ q+X(λ) + ] > λ
tenemos que, por la definicio´n de WCEλ,
WCEλ(X) ≥ E[−X | −X ≥ V@Rλ − ].
Tendiendo  a 0, ya la tenemos. La tercera es evidente debido a que la esperanza es mono´to-
namente creciente. 
Como es lo´gico, hemos dedicado un apartado entero al estudio del Valor en riesgo y del
Valor en riesgo promediado porque ambas medidas son especialmente relevantes. Mientras la
importancia de la primera de ellas reside en que es probablemente la ma´s utilizada en el sector
financiero reciente, lo destacado del Valor en riesgo promediado va mucho ma´s alla´: acaba
siendo un pilar fundamental en la teor´ıa y desarrollo de determinadas medidas de riesgo muy
interesantes, como veremos en el siguiente apartado y en posteriores secciones.
3.4. Medidas de riesgo invariantes en ley
Como ya hemos visto, V@Rλ y AV@Rλ cumplen que solo dependen de la distribucio´n de
una posicio´n respecto a la medida de probabilidad P dada. En este apartado estudiaremos con
detalle la clase de medidas de riesgo convexas que comparten esta propiedad de invariancia
en ley.
Definicio´n 3.24. Una medida monetaria de riesgo ρ en X = L∞(Ω,F , P ) se dice que es
invariante en ley si cumple la siguiente propiedad
Invariancia en ley: ρ(X) = ρ(Y ) siempre que X e Y tengan la misma distribucio´n
respecto a P .
En nuestro marco de trabajo an˜adiremos, a partir de ahora, la suposicio´n de que estamos
trabajando en un espacio de probabilidad (Ω,F , P ) suficientemente rico en el sentido de
que admite variables aleatorias con distribuciones continuas. Por la Proposicio´n A.45, esta
condicio´n se satisface si, y so´lo si, dicho espacio de probabilidad no tiene a´tomos11.
A continuacio´n, formularemos un primer teorema de estructura para medidas de riesgo
convexas invariantes en ley, precedido por un lema necesario en la demostracio´n de e´ste.
11Tal como se detalla en la Definicio´n A.44, un espacio de probabilidad (Ω,F , P ) no contiene a´tomos si
no existe ningu´n conjunto A ∈ F tal que, si P [A] > 0, P [B] = 0 o P [A] = P [B] para cualquier B ∈ F
subconjunto de A.
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Lema 3.25. Para X ∈ L∞ e Y ∈ L1,∫ 1
0
qX(t)qY (t)dt = sup
X˜∼X
E[X˜Y ],
donde X˜ ∼ X indica que X˜ es una variable aleatoria con la misma ley que X.
Demostracio´n. A partir de las desigualdades de Hardy-Littlewood (concretamente la desigual-
dad superior del Teorema A.43), obtenemos que se cumple ”≥” en la expresio´n del lema. As´ı,
nos queda ver la desigualdad contraria para finalizar la demostracio´n.
Consideremos el conjunto D = {y | P [Y = y] > 0}. Adema´s, dado que estamos suponiendo
que el espacio de probabilidad no tiene a´tomos, por la Proposicio´n A.45 podemos coger una
variable aleatoria Z ∈ L1+ con distribucio´n continua. Veamos que la ley de




es continua; en efecto, para cualquier y,
P [Yn = y] = P [Y = y, Y /∈ D] +
∑
x∈D
P [Y = x, Z = n(y − x)] = 0.
De este modo, por el Lema A.41, Un := FYn(Yn) sigue una distribucio´n uniforme en (0, 1), y
adema´s Xn := qX(Un) sigue la misma distribucio´n que X; tambie´n nos fijamos en que, por
el Lema A.39, X˜ := qX(U) ∼ X. An˜adiendo una constante adecuada a X, podemos asumir
sin pe´rdida de generalidad que X ≥ 0. Como Yn ≥ Y , tenemos que qYn ≥ qY casi en todas
partes. As´ı pues, finalmente,∫ 1
0












justo como quer´ıamos ver, y donde la u´ltima identidad se deduce del hecho de que |E[X˜Yn]−
E[X˜Y ]| ≤ 1
n
‖Z‖1‖X‖∞ para toda X˜ ∼ X. En el caso particular en que Y siga una distribucio´n




Teorema 3.26. Sea ρ una medida de riesgo convexa y supongamos que es continua por
arriba. Entonces ρ es invariante en ley si, y solo si, su funcio´n de penalizacio´n minimal
αmin(Q) depende u´nicamente de la ley ϕQ := dQ/dP respecto a P cuando Q ∈ M1(P ). En



















Demostracio´n. Supongamos primero que ρ es invariante en ley; entonces X ∈ Ap implica que
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donde en la u´ltima identidad hemos usado el Lema 3.25. Podemos ver como, efectivamente,
αmin(Q) depende exclusivamente de la ley de ϕQ. Para demostrar la segunda identidad en
(3.19), fije´monos en que, por una parte, X˜ := X + ρ(X) pertenece al conjunto Aρ para
cualquier X ∈ L∞, y por otra podemos identificar q−X − ρ(X) como una funcio´n cuantil de




















Vayamos ahora a por el rec´ıproco: supongamos que αmin(Q) solo depende de la ley de ϕQ.
Tomando la notacio´n Q˜ ∼ Q para indicar que ϕQ y ϕQ˜ siguen la misma ley, y utilizando de


















claramente invariante en ley. 
Ejemplo 3.27. Sea u : R→ R una funcio´n co´ncava creciente, y supongamos que una posicio´n
X ∈ L∞ es aceptable si E[u(X)] ≥ c, donde c es una cierta constante del interior de u(R);
como ya vimos en el Ejemplo 2.16, el correspondiente conjunto de aceptacio´n induce una
medida de riesgo ρ convexa. Adema´s, esta medida ρ es claramente invariante en ley. ♦
El siguiente teorema nos permite ver una caracter´ıstica crucial de las medidas de riesgo
AV@Rλ: pueden interpretarse como elementos fundamentales para la construccio´n de medidas
de riesgo convexas e invariantes en ley en L∞.
Teorema 3.28. Una medida de riesgo convexa ρ es invariante en ley y continua por arriba














Demostracio´n. Vemos que, debido a su especial dependencia con AV@Rλ, el lado derecho de
(3.20) define una medida de riesgo convexa e invariante en ley que es continua por arriba.
Consideramos ahora la implicacio´n contraria: sea ρ invariante en ley y continua por arriba.
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donde ϕ := ϕQ = dQ/dP ; si llegamos a ver esto, aplicando el Teorema 3.26 tendremos
demostrada esta otra implicacio´n. Utilizando que q−X(t) = V@R1−t(X) y qϕ(t) = q+ϕ (t) casi

















Sabemos que q+ϕ es creciente y continua por la derecha, por lo que podemos escribir q
+
ϕ (t) =
ν((1−t, 1]) para alguna medida finita localmente positiva en (0, 1]. Si consideramos la medida










q+ϕ (s)ds = E[ϕ] = 1, (3.21)
i.e., µ es una medida de probabilidad en (0, 1]. As´ı, utilizando que q+ϕ (1 − t) = t−1µ((t, 1]) y
























Asimismo, para cualquier medida de probabilidad µ en (0, 1], la funcio´n definida como q(t) :=∫
(1−t,1] s
−1µ(ds) puede interpretarse como funcio´n cuantil de la densidad ϕ := q(U) de una
medida Q ∈ M1(P ), donde U tiene una distribucio´n uniforme en (0, 1). Juntando este ra-
zonamiento con el desarrollo anterior, obtenemos finalmente una correspondencia uno a uno
entre las leyes de densidades ϕ y las medidas de probabilidad µ en (0, 1]. Hemos logrado
nuestro objetivo; tal como ya indicamos, aplicando el Teorema 3.26 obtenemos la implicacio´n
contraria y finalizamos esta demostracio´n. 
El Teorema 3.28 adopta la siguiente forma para las medidas de riesgo coherentes:
Corolario 3.29. Una medida de riesgo coherente ρ es continua por arriba e invariante en






para algu´n conjunto M⊂M1((0, 1]).
Demostracio´n. Ana´loga a la del Teorema 3.28, teniendo en cuenta tambie´n los resultados
ofrecidos por el Corolario 3.11 para las medidas de riesgo coherentes en L∞. 
Observacio´n 3.30. En contraste con la Proposicio´n 3.17, se puede demostrar que AV@Rλ
es la mejor aproximacio´n conservadora de V@Rλ en la clase de todas las medidas de riesgo
convexas e invariantes en ley que son continuas por arriba, i.e., que es la mı´nima medida de
riesgo convexa, invariante en ley y continua por arriba que domina a V@Rλ. ♦
Observacio´n 3.31. AV@Rλ y WCEλ bajo la suposicio´n de que el espacio de probabilidad
no tenga a´tomos. ♦
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3.5. Distorsiones co´ncavas





las cuales aparecen en el Teorema de representacio´n 3.28 de medidas de riesgo convexas e
invariantes en ley. Nos proponemos caracterizar estas medidas de riesgo ρµ como integrales
de Choquet respecto a una distorsio´n co´ncava de la medida de probabilidad P .
Introduciremos en primer lugar la nocio´n de integral de Choquet, fundamental para el
desarrollo posterior:
Definicio´n 3.32. Sea c : F → [0, 1] una funcio´n de conjuntos que esta´ normalizada y es
mono´tona en el sentido en que c(∅) = 0, c(Ω) = 1, y c(A) ≤ c(B) si A ⊂ B. La integral de





En general. la integral de Choquet es un funcional no lineal respecto a X, aunque para
constantes λ,m ≥ 0 tenemos que ∫ λXdc = λ ∫ Xdc y que ∫ (X +m)dc = ∫ Xdc+m.
Observacio´n 3.33. Se pueden definir medidas de riesgo en un espacio X de funciones aco-
tadas a trave´s de integrales de Choquet. Sea c una funcio´n del estilo descrito en la Definicio´n








Observamos que el lado derecho de la expresio´n anterior es independiente de m ≥ −inf X,




(c(X > x)− 1)dx+
∫ ∞
0
c(X > x)dx ∀X ∈ X . (3.24)




Xdc para toda λ ≥ 0, as´ı como ∫ (X + m)dc =∫
Xdc + m para m ∈ R. Adema´s, se cumple que ∫ Y dc ≥ ∫ Xdc para Y ≥ X. Analizando
todas estas propiedades, vemos como, efectivamente, se puede definir una medida monetaria





Observacio´n 3.34. En el caso particular en que c se defina como c(A) := ψ(P [A]) para
alguna medida de probabilidad P y una funcio´n creciente ψ : [0, 1]→ [0, 1] tal que ψ(0) = 0 y
ψ(1) = 1, la integral de Choquet
∫
Xdc coincide con la integral de Lebesgue usual respecto a
una cierta medida de probabilidad µ. En efecto, supongamos X ≥ 0 sin pe´rdida de generalidad
(siempre podemos coger m ∈ R tal que X+m ≥ 0) y cψ as´ı definida; definiendo µ(x, x+ ] :=
ψ(P (X > x))− ψ(P (X > x+ )), tenemos que µ es una medida de probabilidad y





























donde hemos utilizado el Teorema de Fubini en la tercera igualdad. De manera general, con






Con el concepto de integral de Choquet definido, empezaremos ahora a buscar la carac-
terizacio´n que deseamos. Para ello, consideraremos de inicio el mismo marco de trabajo que
el apartado anterior: supondremos que ha sido fijada una medida de probabilidad P y que
podemos identificar X con L∞, adema´s de asumir que el espacio de probabilidad (Ω,F , P )
con el que trabajamos no tiene a´tomos.
Dado que AV@Rλ es coherente, continua por abajo e invariante en ley, cualquier ρµ para
alguna medida de probabilidad µ en (0, 1] comparte estas mismas propiedades. Como ya
indicamos en la Observacio´n 3.19 (b), podemos extender la definicio´n (3.23) a medidas de
probabilidad µ en el intervalo cerrado [0, 1] definiendo AV@R0(X) = −ess inf X; no obstante,
ρµ solo sera´ continua por arriba y no por abajo si µ({0}) > 0, ya que AV@R0 as´ı definida no
es continua por abajo.
Nuestro primer objetivo sera´ mostrar que ρµ(X) puede identificarse con la integral de
Choquet de la pe´rdida −X respecto a la funcio´n de conjuntos cψ(A) := ψ(P [A]), donde ψ es
la funcio´n co´ncava12 que definira´ el siguiente lema:




s−1µ(ds), 0 < t < 1, (3.25)
define una correspondencia uno a uno entre medidas de probabilidad µ en [0, 1] y funciones
co´ncavas crecientes ψ : [0, 1] → [0, 1] con ψ(0) = 0 y ψ(1) = 1. Adema´s, tenemos que
ψ(0+) = µ({0}).
Demostracio´n. Supongamos que conocemos µ y que ψ esta´ definido por ψ(1) = 1 y por la
expresio´n (3.25). Entonces es fa´cil ver que ψ es co´ncava y creciente en (0, 1]. Adema´s, vemos











I{t<s≤1}dtµ(ds) = µ((0, 1]) ≤ 1.
Podemos de esta manera definir ψ(0) := 0 para as´ı obtener una funcio´n co´ncava creciente en
[0, 1].
12Toda funcio´n co´ncava ψ admite una derivada por la derecha ψ′+, a su vez cont´ınua por la derecha; ana´logo
al estudio de una funcio´n convexa, consultar el Ape´ndice A.1.
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Veamos ahora el rec´ıproco: conocemos la funcio´n co´ncava ψ. Entonces ψ′+(t) es una funcio´n
continua por la derecha y decreciente en el intervalo (0, 1) y puede ser expresada como ψ′+(t) =
ν((t, 1]) para alguna medida ν localmente finita y positiva en (0, 1]. Definiendo µ en (0, 1] a
trave´s de µ(dt) = tν(dt) (ya vimos en (3.21) que µ as´ı definida es una medida de probabilidad
en ese intervalo), comprobamos que se cumple (3.25), i.e. ψ′+(t) =
∫
(t,1]
s−1(sν(ds)) = ν((t, 1]),






I{t<s}ν(ds)dt = 1− ψ(0+) ≤ 1.
Finalmente, tomando µ({0}) := ψ(0+), tenemos que µ define una medida de probabilidad en
[0, 1]. 
Teorema 3.36. Para una medida de probabilidad µ en [0, 1], sea ψ la funcio´n co´ncava definida
en el Lema 3.35. Entonces, para X ∈ X ,








(ψ(P [X > x])− 1) dx+
∫ ∞
0
ψ(P [X > x])dx.
(3.26)
Demostracio´n. A partir de la definicio´n de V@Rλ en la expresio´n (3.15), es evidente que





































Con esto demostramos la primera identidad, siendo el te´rmino extra ψ(0+)AV@R0(−X)
provocado por el hecho de que el intervalo de definicio´n de µ contiene el 0. Para la segunda
igualdad, primero asumiremos X ≥ 0, de manera que




donde FX(x) es la funcio´n de distribucio´n de X. Usando el Teorema de Fubini, y que∫ y
0












ψ(1− FX(x))dx− ψ(0+) ess sup X.
Esto demuestra la segunda identidad para X ≥ 0, puesto que F (x) = P [X ≤ x] = 1−P [X >
x], ψ(0+) = µ({0}) y AV@R0(−X) = ess sup X. Para X ∈ L∞ cualquiera, consideramos
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X + C, donde C := −ess inf X. Por invariancia monetaria de ρµ,
C + ρµ(−X) =
∫ ∞
0
ψ(P [X > x− C])dx =
∫ 0
−C
ψ(P [X > x])dx+
∫ ∞
0




(ψ(P [X > x])− 1)dx+
∫ ∞
0
ψ(P [X > x])dx,
tal como quer´ıamos demostrar. 
Observacio´n 3.37. Notemos que, a partir de la u´ltima expresio´n de (3.26), en particular




(ψ(P [−X > x])− 1) dx+
∫ ∞
0




(ψ(P [X < −x])− 1) dx+
∫ ∞
0
ψ(P [X < −x])dx.




ψ(P [X < y])dy +
∫ +∞
0








donde en la segunda igualdad hemos utilizado que ψ(P [X < y]) = ψ(FX(y)) casi en todas























ydψ(FX(y)) ∀X ∈ L∞.
Esta expresio´n de las medidas coherentes ρµ nos sera´ muy u´til cuando desarrollemos el modelo
parame´trico de Conic-finance. ♦
Ejemplo 3.38. Es evidente ver que la medida de riesgo AV@Rλ es de la forma ρµ en el caso






∧ 1 = 1
λ
(t ∧ λ).





(P [X > x] ∧ λ) dx
para X ∈ L∞+ . ♦
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Para alcanzar el objetivo establecido, sera´ necesario ofrecer ma´s detalles de la funcio´n de
conjuntos cψ(A) = ψ(P [A]) que hemos mencionado en el inicio de este apartado.
Definicio´n 3.39. Sea ψ : [0, 1]→ [0, 1] una funcio´n creciente tal que ψ(0) = 0 y ψ(1) = 1. A
la funcio´n de conjuntos
cψ(A) := ψ(P [A]), A ∈ F ,
la llamamos distorsio´n de la medida de probabilidad P respecto a la funcio´n de distorsio´n ψ.
Definicio´n 3.40. Una funcio´n de conjuntos c : F → [0, 1] mono´tona y normalizada lo es en
el mismo sentido que en la Definicio´n 3.32. Adema´s, una funcio´n de conjuntos mono´tona se
dice que es submodular o 2-alternada si
c(A ∪B) + c(A ∩B) ≤ c(A) + c(B).
Claramente, toda distorsio´n cψ es mono´tona y esta´ normalizada. La siguiente proposicio´n
nos aclara cuando es tambie´n submodular:
Proposicio´n 3.41. Sea cψ la distorsio´n de P respecto a la funcio´n de distorsio´n ψ. Si ψ
es co´ncava, cψ es submodular. Asimismo, si el espacio de probabilidad subyacente no tiene
a´tomos, la implicacio´n contraria tambie´n se cumple.
Demostracio´n. En primer lugar, supongamos que ψ es co´ncava. Cogiendo A,B ∈ F tales que
P [A] ≤ P [B], tenemos que ver que c := cψ = ψ(P [ · ]) satisface
c(A)− c(A ∩B) ≥ c(A ∪B)− c(B).
Definimos r := P [A]−P [A∩B] = P [A∪B]−P [B], de manera que, por como hemos escogido
A y B, r ≥ 0. Si r = 0, la expresio´n anterior se cumple fa´cilmente, transforma´ndose en la
identidad trivial 0 = 0. Para r > 0, la concavidad de ψ implica que
c(A)− c(A ∩B)
P [A]− P [A ∩B] ≥
c(A ∪B)− c(B)
P [A ∪B]− P [B] .
Fije´monos en los denominadores; multiplicando por r en los dos lados obtenemos el resultado
deseado.
Vayamos ahora con el rec´ıproco en el caso en que (Ω,F , P ) no tiene a´tomos: sea c = cψ
submodular. Tenemos que ver que ψ es co´ncava, i.e., que ψ(y) ≥ (ψ(x) + ψ(z))/2 siempre
que 0 ≤ x ≤ z ≤ 1 e y = (x+ z)/2. Para ello, construimos dos conjuntos A,B ∈ F tales que
P [A] = P [B] = y, P [A ∩ B] = x y P [A ∪ B] = z; como el espacio no tiene a´tomos, podemos
asegurar que ninguno de los dos conjuntos A,B es subconjunto del otro. La submodularidad
de c nos proporciona que c(A∪B) + c(A∩B) = ψ(x) + ψ(z) ≤ 2ψ(y) = c(A) + c(B), lo cual
conlleva la concavidad de ψ.
Para la construccio´n de los dos conjuntos A y B, cogemos una variable aleatoria U con
una distribucio´n uniforme en [0, 1] (existe por la Proposicio´n A.45). As´ı, A := {0 ≤ U ≤ y}
y B := {z − y ≤ U ≤ z} son conjuntos con las propiedades que quer´ıamos. 
Recordemos la nocio´n de integral de Choquet presentada en la Definicio´n 3.32, as´ı como la
expresio´n equivalente (3.24) deducida en la Observacio´n 3.33. Podemos notar como el Teorema
3.36 nos permite identificar la medida de riesgo ρµ como la integral de Choquet de la pe´rdida
−X respecto a la distorsio´n co´ncava cψ de la medida de probabilidad P .
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Corolario 3.42. Para una medida de probabilidad µ en el intervalo [0, 1], sea ψ la distorsio´n




Demostracio´n. La demostracio´n es directa comparando la u´ltima expresio´n de ρµ(X) que
presenta el Teorema 3.36 y la definicio´n (3.24) de la integral de Choquet, teniendo en cuenta
que ψ(P [ · ]) = cψ( · ). 
Esto nos conduce a la siguiente caracterizacio´n de medidas de riesgo convexas e invariantes
en ley en te´rminos de distorsiones co´ncavas:
Corolario 3.43. Una medida de riesgo convexa ρ es invariante en ley y continua por arriba












Demostracio´n. Tambie´n es directa: este enunciado es equivalente al Teorema 3.28, substitu-
yendo toda
∫
AV@Rλ(X)µ(dλ) = ρµ(X) que aparece en dicho teorema por el resultado del
Corolario 3.42 anterior. 
Por u´ltimo, como otra consecuencia del Teorema 3.36, alcanzamos la siguiente descripcio´n
expl´ıcita del conjunto maximal de representacio´n Qµ ⊂ M1(P ) para la medida de riesgo
coherente ρµ:
Teorema 3.44. Sea µ una medida de probabilidad en [0, 1], y ψ la funcio´n co´ncava corres-




donde el conjunto Qµ viene dado por
Qµ :=
{





qϕ(s)ds ≤ ψ(1− t) para t ∈ (0, 1)
}
.
Adema´s, Qµ es el subconjunto maximal de M1(P ) que representa a ρµ.
Demostracio´n. La medida de riesgo ρµ es coherente y continua por arriba. Por el Corolario
3.11, sabemos que se puede representar a trave´s del supremo del valor esperado de −X sobre
el conjunto Qmax = {Q ∈ M1(P ) | αmin(Q) = 0}. A partir de la expresio´n (3.19) de αmin










qX(t)qϕ(t)dt ≤ ρµ(−X) ∀X ∈ L∞
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Utilizando el resultado del Teorema 3.36 en la u´ltima expresio´n, obtenemos que, para toda
X ∈ L∞,∫ 1
0





si, y so´lo si, dicha medida Q de densidad ϕ pertenece a Qmax. Para variables aleatorias
constantes X ≡ t, tenemos qX = I[t,1] casi en todas partes, por lo que∫ 1
t
qϕ(s)ds ≤ ψ(0+) +
∫ 1
t
ψ′(1− s)ds = ψ(1− t) ∀t ∈ (0, 1).
Esto demuestra la inclusio´n Qmax ⊂ Qµ.Veamos ahora la inclusio´n contraria; para ello, mostra-
remos que la densidad ϕ de una medida fijada Q ∈ Qµ cumple (3.27) para cualquier X ∈ L∞.
Sea ν la medida finita y positiva en [0, 1] tal que q+X(s) = ν((0, s]). Usando el Teorema de




























Dado que AV@R0(−X) := V@R0(−X) = ess sup X coincide con q+X(1) y que q+X(s) = qX(s)
casi en todas partes, observamos que esta u´ltima expresio´n equivale a (3.27). 
Observacio´n 3.45. En el contexto del Teorema 3.44, es va´lido lo que apuntamos en el
Corolario 3.12: ρµ alcanza el supremo si, y so´lo si, es continua por abajo. Adema´s, en este
caso se podr´ıa probar una tercera condicio´n equivalente a estas dos: µ({0}) = 0. ♦
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Cumplidos nuestros objetivos relacionados con la teor´ıa de medidas monetarias de riesgo,
introduciremos en esta seccio´n algunos conceptos ba´sicos sobre la teor´ıa de modelizacio´n de
mercados financieros que necesitamos conocer antes de abordar la conic-finance. Para ello,
estudiaremos la estructura matema´tica de un modelo sencillo de mercado financiero de un
periodo con un nu´mero finito de activos; sus precios en el instante inicial, cuando se comercia-
lizan, son conocidos, mientras que los precios que tienen al final del periodo se describen como
variables aleatorias en un cierto espacio de probabilidad. Una vez orientado este modelo con
la terminolog´ıa relacionada, estudiaremos la ausencia de arbitraje, una propiedad econo´mi-
ca que buscamos que satisfaga nuestro modelo para asegurar su eficiencia. Por u´ltimo, nos
centraremos en los derechos contingentes y distinguiremos los modelos de mercado completos.
4.1. Modelo de mercado financiero de un periodo
Consideremos un mercado financiero con un nu´mero finito d+1 de activos, los cuales pueden
representar acciones, bonos, bienes o divisas. En un modelo sencillo de un periodo, cada uno
de estos activos esta´ valorado en un determinado precio en el instante inicial t = 0 y en el
instante final t = 1. Representaremos el precio inicial del activo i-e´simo, con i = 0, 1, . . . , d,
mediante pii, y asumiremos que solo puede tomas valores no negativos; es decir, pii ≥ 0 ∀i. De
esta manera, definimos el sistema de precios como la coleccio´n
pi = (pi0, pi1, . . . , pid) ∈ Rd+1+ .
Normalmente, los precios en el instante 1 no son conocidos de antemano en el instante 0; para
modelar esta incertidumbre, fijamos un espacio de probabilidad (Ω,F , P ) y describimos los
precios de los activos en el instante t = 1 como funciones medibles no negativas
S0, S1, . . . , Sd
en (Ω,F), con valores en [0,∞). Cada ω ∈ Ω corresponde a un escenario particular de la
evolucio´n del mercado, de modo que Si(ω) es el precio del activo i-e´simo en el instante 1 si
ocurre el escenario ω.
No obstante, todos los activos no tienen por que´ tener precios inciertos al transcurrir el
periodo; es posible encontrar un bono sin riesgo que nos asegure una cierta cantidad. En
nuestro modelo simplificado, esta oportunidad de inversio´n sin riesgo se incluira´ suponiendo
que
pi0 = 1 y S0 ≡ 1 + r
con r una constante que representa la tasa de intere´s simple. Tiene lo´gica asumir r ≥ 0, pero
para nuestros objetivos es suficiente imponer r > −1 para que en todo momento S0 > 0. Para
distinguir S0 de los activos con riesgo S1, . . . , Sd, introduciremos la siguiente notacio´n:
S = (S0, S)
con S = (S1, . . . , Sd); en la misma linea, escribiremos pi = (1, pi), con pi = (pi1, . . . , pid).
En el instante inicial t = 0, un inversor escogera´ una cartera
ξ = (ξ0, ξ) = (ξ0, ξ1, . . . , ξd) ∈ Rd+1,
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donde ξi representa el nu´mero participaciones del activo i-e´simo. El precio de compra (valor
inicial) de la cartera ξ es igual a




En el instante t = 1, esta cartera tendra´ un valor igual a
ξ · S(ω) =
d∑
i=0
ξiSi(ω) = ξ0(1 + r) + ξ · S(ω),
dependiendo del escenario ω ∈ Ω. En esta interpretacio´n simplificada que estamos realizando,
suponemos impl´ıcitamente que no hay costes extra en la compra y venta de activos; esta
hipo´tesis solo resultar´ıa realista para grandes entidades financieras, no siendo va´lida para
pequen˜os inversores.
Fije´monos en que nuestra definicio´n de cartera permite a las componentes ξi ser negativas:
ξ0 < 0 corresponde a una situacio´n en la que se solicita un pre´stamo para recibir la
cantidad |ξ0| en t = 0, teniendose que devolver la cantidad (1 + r)|ξ0| transcurrido el
periodo.
ξi < 0 para i ≥ 1 se puede interpretar como que una cantidad |ξi| de participaciones del
activo i-e´simo se vendieran sin que realmente se poseyeran, lo que corresponder´ıa a una
venta al descubierto del activo13. En particular, un inversor podr´ıa tomar una posicio´n
a corto plazo ξi < 0 y usar la cantidad piiξi recibida para comprar cantidades ξj ≥ 0,
j 6= i, de los otros activos; en el caso en que el inversor no compre ma´s activos con su
capital, el precio del portfolio ξ = (ξ0, ξ) es ξ · pi = 0.
Definicio´n 4.1. Decimos que una cartera ξ ∈ Rd+1 es una oportunidad de arbitraje si pi ·ξ ≤ 0
pero ξ · S ≥ 0 P -c.s. y P [ξ · S > 0] > 0.
Podemos relacionar el concepto de oportunidad de arbitraje con la existencia de una estra-
tegia de inversio´n que proporcione con probabilidad positiva un cierto beneficio sin exponerse
a ningu´n riesgo de pe´rdida. La existencia de este tipo de oportunidades puede interpretar-
se como una ineficacia del mercado en el sentido en que ciertos activos no tienen un precio
razonable: en el mundo real, si una oportunidad de arbitraje apareciera, generar´ıa una gran
demanda que ajustar´ıa los precios, de manera que acabar´ıa desapareciendo con rapidez.
La ausencia de arbitraje es, pues, una condicio´n que querremos que nuestro modelo de
mercado financiero cumpla, y observemos que implicaria que Si se anulase P -c.s. siempre que
pii = 0; as´ı, de aqu´ı en adelante podr´ıamos asumir sin pe´rdida de generalidad que pii > 0 para
i = 1, . . . , d.
Observacio´n 4.2. Notemos que la medida de probabilidad P solo contribuye a la definicio´n
de una oportunidad de arbitraje a trave´s de los conjuntos nulos por P . ♦
El siguiente lema nos muestra como la ausencia de arbitraje es equivalente a la siguiente
propiedad del mercado: cualquier inversio´n en activos de riesgo que nos conduzca con proba-
bilidad positiva a un resultado mejor que la inversio´n de la misma cantidad en un activo sin
riesgo debe estar expuesta a algu´n riesgo de pe´rdida.
13(En ingle´s short-selling) Operacio´n que implica vender a plazo valores que no se poseen, sino que se han
tomado prestados, con la finalidad de poder comprarlos despue´s a una tarifa menor.
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Lema 4.3. Las siguientes afirmaciones son equivalentes:
(a) El modelo de mercado admite una oportunidad de arbitraje.
(b) Existe un vector ξ ∈ Rd tal que
ξ · S ≥ (1 + r)ξ · pi P -c.s. y P [ξ · S > (1 + r)ξ · pi] > 0.
Demostracio´n. (a)⇒(b): Sea ξ una oportunidad de arbitraje; entonces 0 ≥ ξ · pi = ξ0 + ξ · pi,
de manera que
ξ · S − (1 + r)ξ · pi ≥ ξ · S + (1 + r)ξ0 = ξ · S.
Dado que el producto ξ · S es no negativo P -c.s., y estrictamente positivo con probabilidades
no nulas, por la expresio´n anterior podemos asegurar lo mismo con ξ · S − (1 + r)ξ · pi, lo que
nos conduce a (b).
(b)⇒(a): Sea ξ como en (b); veremos que la cartera ξ = (ξ0, ξ) con ξ0 := −ξ · pi es una
oportunidad de arbitraje. En efecto: por definicio´n, tenemos que ξ · pi = ξ0 + ξ · pi = 0, y
adema´s ξ · S = −(1 + r)ξ · pi + ξ · S ≥ 0 P -c.s. y > 0 estrictamente con probabilidades no
nulas, de donde podemos concluir que ξ as´ı definida es una oportunidad de arbitraje. 
4.2. Ausencia de arbitraje
Ahora nos proponemos caracterizar a los modelos de mercado que no admiten ninguna
oportunidad de arbitraje; estos modelos se dira´ que son libres de arbitraje.
Definicio´n 4.4. Una medida de probabilidad P ∗ es una medida neutral al riesgo, o una
medida martingala, si





, i = 0, 1, . . . , d. (4.1)
En e´sta u´ltima expresio´n, el precio del activo i-e´simo se identifica con la esperanza del valor
final descontado bajo la medida P ∗. De esta manera, podemos ver (4.1) como una fo´rmula de
valorizacio´n cla´sica que no tiene en cuenta el grado de aversio´n al riesgo, motivo por el que
la medida P ∗ que la satisface se dice que es neutral al riesgo.
El siguiente resultado es conocido como el “teorema fundamental de valorizacio´n de precios
de activos”, y nos permite caracterizar modelos de mercado libres de arbitraje en te´rminos
del conjunto
P := {P ∗ | P ∗ es una medida neutral al riesgo tal que P ∗ ≈ P}
de medidas neutrales al riesgo equivalentes a P . A una medida neutral al riesgo equivalente
tambie´n se le denomina medida de valoracio´n (pricing measure) o medida martingala equiva-
lente.
Antes de presentarlo, no obstante, introduciremos un concepto que nos sera´ u´til para su




− pii, i = 1, . . . , d. (4.2)
Con esta notacio´n, el Lema 4.3 implica que la ausencia de arbitraje es equivalente a la con-
dicio´n:
Para ξ ∈ Rd, ξ · Y ≥ 0 P -c.s. =⇒ ξ · Y = 0 P -c.s. (4.3)
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Como Y i esta´ acotada inferiormente por −pii, la esperanza EP ∗ [Y i] de Y i bajo cualquier
medida P ∗ esta´ bien definida, de modo que P ∗ es una medida neutral al riesgo si, y so´lo si,
EP ∗ [Y ] = 0, (4.4)
donde EP ∗ [Y ] es una notacio´n abreviada para el vector d-dimensional con componentes
EP ∗ [Y
i], i = 1, . . . , d.
Teorema 4.5. Un modelo de mercado esta´ libre de arbitraje si, y so´lo si, P 6= ∅. En este
caso, existe P ∗ ∈ P con densidad dP ∗/dP acotada.
Demostracio´n. ⇐) Supongamos que existe una medida neutral al riesgo P ∗ ∈ P . Tomamos
una cartera ξ ∈ Rd+1 tal que ξ · S ≥ 0 P -c.s. y E[ξ · S] > 0; ambas propiedades son tambie´n
va´lidas si substituimos P por la medida equivalente P ∗, de manera que

















Comprobamos, pues, que ξ no puede ser una oportunidad de arbitraje.
⇒) Notemos que, con la nocio´n presentada del vector aleatorio Y de las ganancias netas
descontadas, demostrar esta segunda implicacio´n del teorema es equivalente a demostrar que
la condicio´n (4.3) implica que existe alguna P ∗ ≈ P tal que EP ∗ [Y ] = 0 y cuya densidad
dP ∗/dP este´ acotada.
Primero lo veremos en el caso en que E[|Y |] < ∞. Sea Q el conjunto convexo de todas
las medidas de probabilidad Q ≈ P con densidades dQ/dP acotadas, y denotaremos por
EQ[Y ] el vector d-dimensional con componentes EQ[Y i], i = 1, . . . , d. Dado que asumimos
que |Y | ∈ L1(P ), todas estas esperanzas son finitas. Sea
C := {EQ[Y ] | Q ∈ Q},
y observemos que C es un conjunto convexo en Rd: si Q1,Q0 ∈ Q y α ∈ [0, 1], Qα :=
αQ1 + (1− α)Q0 ∈ Q, y tenemos que αEQ1 [Y ] + (1− α)EQ0 [Y ] = EQα [Y ] ∈ C.
Nuestro objetivo sera´ probar que C contiene el origen; para ello, por reduccio´n al absurdo,
supondremos que 0 /∈ C. A trave´s de la Proposicio´n A.1, obtenemos un vector ξ ∈ Rd tal que
ξ ·x ≥ 0 ∀x ∈ C y tal que ξ ·x0 > 0 para alguna x0 ∈ C. As´ı, ξ cumple que EQ[ξ ·Y ] ≥ 0 ∀Q ∈ Q
y EQ0 [ξ · Y ] > 0 para alguna Q0 ∈ Q, donde claramente esta u´ltima condicio´n implica que
P [ξ · Y > 0] > 0 debido a que Q0 ≈ P .
Veamos que la condicio´n EQ[ξ · Y ] ≥ 0 ∀Q ∈ Q conlleva que el producto ξ · Y es no
negativo P -c.s.; este hecho seria una contradiccio´n a nuestra hipo´tesis (4.3), demostrando as´ı






· IA + 1
n
· IAc .






· ϕn, n = 2, 3, . . .
Como 0 < ϕn ≤ 1, tenemos que Qn ∈ Q, y por lo tanto que
0 ≤ ξ · EQn [Y ] =
1
E[ϕn]
E[ξ · Y ϕn].
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Llegados a este punto, el teorema de convergencia dominada de Lebesgue nos garantiza que
E
[




E[ξ · Y ϕn] ≥ 0,
expresio´n que nos muestra que el producto ξ·Y es no negativo P -c.s. tal como quer´ıamos ver, de
manera que llegamos a la contradiccio´n con (4.3) que nos permite completar la demostracio´n
de esta implicacio´n del teorema para el caso en que E[|Y |] <∞.
Para acabar, lo demostraremos en el caso en que Y no sea P -integrable; entonces simple-
mente substituimos la medida de probabilidad P por una medida equivalente P˜ adecuada,
cuya densidad dP˜ /dP este´ acotada, y mediante la cual EP˜ [|Y |] <∞. Por ejemplo, podemos










1 + |Y |
])−1
.
Recordando la Observacio´n 4.2, claramente substituir P por una medida de probabilidad equi-
valente no afecta a la ausencia de oportunidades de arbitraje en nuestro modelo de mercado.
As´ı, la primera parte de esta demostracio´n sostiene la existencia de una medida neutral al









esta´ acotada. As´ı pues, P ∗ es como desea´bamos, y el teorema queda demostrado. 
Sea
V := {ξ · S | ξ ∈ Rd+1}
el espacio lineal de todos los resultados que pueden ser generados por cualquier cartera. Un
elemento de V se dira´ que es un resultado factible. Una cartera que genera un cierto V ∈ V
en general no es u´nica, pero tenemos la siguiente ley de un precio.
Lema 4.6. Supongamos que el modelo de mercado esta´ libre de arbitraje y que V ∈ V puede
escribirse como V = ξ ·S = ζ ·S P -c.s. para dos carteras diferentes ξ y ζ. Entonces pi ·ξ = pi ·ζ.
Demostracio´n. Tenemos que (ξ − ζ) · S = 0 P ∗-c.s. para cualquier P ∗ ∈ P , de modo que
pi · ξ − pi · ζ = EP ∗
[




donde en la primera igualdad hemos utilizado (4.1). 
Definicio´n 4.7. Definimos el precio de V ∈ V como
pi(V ) := pi · ξ si V = ξ · S, (4.5)
siempre y cuando el modelo de mercado sea libre de arbitraje. Esta definicio´n tiene sentido
por el lema anterior.
Ya hemos visto anteriormente que, en un modelo de mercado sin arbitraje, la condicio´n
ξ · S = 0 P -c.s. implica que pi · ξ = 0. De hecho, podemos asumir sin pe´rdida de generalidad
que
ξ · S = 0 P -c.s. =⇒ ξ = 0, (4.6)
o contrariamente podr´ıamos encontrar i ∈ {0, . . . , d} tal que ξi 6= 0 y representar as´ı el activo









sentido, el activo i-e´simo es redundante y puede ser omitido.
Definicio´n 4.8. Un modelo de mercado se dice que es no redundante si se cumple (4.6).
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4.3. Modelos de mercado completos
En los mercados financieros reales no so´lo se comercia con activos primarios, sino que hay
una gran cantidad de valores cuyos resultados financieros dependen de manera no lineal de los
activos primarios S0, S1, . . . , Sd, y en ocasiones tambie´n de otros factores. Estos instrumentos
financieros reciben los nombres de valores derivados, opciones o derechos contingentes.
Matema´ticamente, es adecuado centrarse en derechos contingentes cuyos resultados sean
no negativos. de manera que podemos interpretarlos como contratos vendidos en el instante
inicial t = 0 y por los que se recibe una cantidad C(ω) ≥ 0 en el instante 1. Un valor
derivado cuyo valor final puede ser tambie´n negativo normalmente se puede descomponer
en una combinacio´n de derechos contingentes no negativos y una posicio´n a corto plazo en
alguno de los activos primarios. Consideraremos la siguiente definicio´n formal de “derecho
contingente”:
Definicio´n 4.9. Un derecho contingente es una variable aleatoria C en el espacio de proba-
bilidad (Ω,F , P ) tal que
0 ≤ C <∞ P -c.s.
C se dice que es derivado de los activos primarios S0, S1, . . . , Sd si podemos escribir C =
f(S0, . . . , Sd) para una funcio´n f medible en Rd+1.
Hasta ahora so´lo hemos fijado los precios pii de nuestros activos primarios Si, por lo que
no queda claro cual tendr´ıa que ser el precio adecuado para un derecho contingente general
C. Nuestro objetivo ahora sera´, pues, identificar aquellos precios compatibles con los precios
de los activos en el sentido en que no generen arbitraje. Modelizaremos esta nueva situacio´n
basa´ndonos en que comercializando C en el instante 0 con precio piC corresponde a introducir
un nuevo activo con precios
pid+1 := piC y Sd+1 := C. (4.7)
Definicio´n 4.10. Un nu´mero real piC ≥ 0 diremos que es un precio libre de arbitraje para
un derecho contingente C si el modelo de mercado extendido de acuerdo con (4.7) es libre
de arbitraje. Al conjunto de todos los precios libres de arbitraje para C lo denotaremos por
Π(C).
En la definicio´n anterior hemos realizado impl´ıcitamente la siguiente hipo´tesis: la intro-
duccio´n de un derecho contingente C como nuevo activo no modifica los precios de los activos
primarios. Tenemos que ser conscientes de que esta suposicio´n so´lo es realista en el caso en
que el volumen comercial de C sea pequen˜o comparado con el de los activos primarios.
El siguiente resultado nos muestra, en particular, que siempre podemos encontrar un precio
libre de arbitraje para cualquier derecho contingente C dado si el modelo inicial esta´ libre de
arbitraje.
Teorema 4.11. Supongamos que el conjunto P de medidas neutrales al riesgo equivalentes
para el modelo de mercado original es no vac´ıo; entonces el conjunto de precios libres de








;P ∗ ∈ P tal que EP ∗ [C] <∞
}
. (4.8)
Demostracio´n. Por el Teorema 4.5, piC es un precio libre de arbitraje para C si, y so´lo si,
existe una medida neutral al riesgo P˜ equivalente a P para el modelo de mercado extendido
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para i = 1, . . . , d, d+ 1.
En particular, P˜ tiene que estar contenida en P necesariamente, de donde obtenemos la
inclusio´n ⊆ en (4.8), Rec´ıprocamente, si piC = EP ∗ [C/(1 + r)] para alguna P ∗ ∈ P , P ∗ es
tambie´n una medida neutral al riesgo equivalente para el modelo de mercado extendido, de
modo que los dos conjuntos en (4.8) son iguales.
Para mostrar que ΠC es no vac´ıo, primero fijamos una medida P˜ ≈ P tal que EP˜ [C] <∞.
Por ejemplo, podemos tomar dP˜ = c(1 + C)−1dP , donde c es la constante de normalizacio´n.
Bajo P˜ el modelo de mercado esta´ libre de arbitraje, y a trave´s del Teorema 4.5 podemos
asegurar que existe P ∗ ∈ P tal que la densidad dP ∗/dP˜ esta´ acotada; en particular, EP ∗ [C] <
∞ y piC = EP ∗ [C/(1 + r)] ∈ ΠC . 
El siguiente teorema nos proporciona una caracterizacio´n de las cotas inferior y superior
piinf(C) := inf Π(C) y pisup(C) := sup Π(C),
que suelen recibir el nombre de cotas de arbitraje para C.
Teorema 4.12. En un modelo de mercado sin arbitraje, las cotas de arbitraje de un derecho




























Demostracio´n. So´lo demostraremos las igualdades asociadas a la cota superior de arbitraje;
la expresio´n asociada a la cota inferior se demuestra de manera similar. Tomamos m ∈ [0,∞]
y ξ ∈ Rd tales que m + ξ · Y ≥ C/(1 + r) P -c.s., y denotamos por M el conjunto de todas
estas m. Considerando la esperanza respecto a P ∗ ∈ P , tenemos que m ≥ EP ∗ [C/(1 + r)],
pudiendo escribir as´ı


















donde en la u´ltima identidad hemos utilizado el Teorema 4.11.
Mostraremos ahora que todas las desigualdades en (4.9) son en realidad identidades. Esto es
trivial para pisup(C) =∞; para pisup(C) <∞, mostraremos que m > pisup(C) ⇒ m ≥ inf M .
Por definicio´n, pisup(C) < m < ∞ requiere la existencia de una oportunidad de arbitraje en
el modelo de mercado extendido a trave´s de (4.7); es decir, existe (ξ, ξd+1) ∈ Rd+1 tal que
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ξ · Y + ξd+1(C/(1 + r) − m) es casi seguramente no negativo y estrictamente positivo con
probabilidad positiva. Dado que el mercado original esta´ libre de arbitraje, ξd+1 no puede ser











y como el te´rmino en el pare´ntesis es negativo debido a que m > pisup(C), vemos que ξ
d+1 < 0.
Por lo tanto, podemos definir ζ := −ξ/ξd+1 ∈ Rd y obtener m + ζ · Y ≥ C/(1 + r) P -c.s., y
as´ı m ≥ inf M .
Veamos que el ı´nfimo de M se alcanza; para ello, asumimos sin pe´rdida de generalidad
que inf M < ∞ y que el modelo de mercado no es redundante en el sentido de la Definicio´n
4.8. Para una secuencia mn ∈ M que decrezca hacia inf M = pisup(C), fijamos ξn ∈ Rd tal
que mn + ξn · Y ≥ C/(1 + r) P -c.s.; si lim infn |ξn| < ∞, existe una subsecuencia de (ξn)
que converge a algu´n ξ ∈ Rd. Aplicando limites, obtenemos pisup(C) + ξ · Y ≥ C/(1 + r)
P -c.s., lo cual implica que pisup(C) ∈M . Como a continuacio´n comprobaremos, el caso en que
lim infn |ξn| =∞ no puede ocurrir, de manera que e´ste es el resultado que busca´bamos.
En efecto, tras adoptar alguna subsecuencia en caso necesario, ηn := ξn/|ξn| converge a
alguna η ∈ Rd con |η| = 1. Bajo la suposicio´n de que |ξn| → ∞, aplicando limites en
pisup(C)
|ξn| + ηn · Y ≥
C
|ξn|(1 + r) P -c.s.
vemos que η · Y ≥ 0. La ausencia de arbitraje implica, pues, que η · Y = 0 P -c.s., y la
no redundancia del modelo nos permite obtener finalmente que η = 0. Sin embargo, esto
contradice el hecho de que |η| = 1. 
Observacio´n 4.13. El Teorema 4.12 muestra que pisup(C) es el menor precio posible de una
cartera ξ con
ξ · S ≥ C P -c.s.
Una cartera as´ı recibe el nombre de estrategia de supercobertura o superreplicacio´n: a trave´s
de ξ, el vendedor de C estar´ıa protegido contra cualquier posible reclamo del comprador de
C. As´ı, un objetivo natural para el vendedor ser´ıa financiar una cartera de este estilo a partir
de los ingresos obtenidos por C. Rec´ıprocamente, el objetivo del comprador seria cubrir el
precio de C a trave´s de la venta de una cartera η con
η · S ≤ C P -c.s.,
que es posible u´nicamente si pi · η ≤ piinf(C). ♦
Una cartera ξ curo resultado final V = ξ ·S es positivo puede interpretarse como un derecho
contingente, y en particular como un derivado; estamos especialmente interesados en aquellos
derechos contingentes que pueden ser replicados por una determinada cartera.
Definicio´n 4.14. Un derecho contingente C se dice que es factible, o bien replicable, si
C = ξ ·S P -c.s. para alguna cartera ξ ∈ Rd+1. A esta cartera estrate´gica ξ se le llama cartera
de re´plica para C.
Notemos que si un derecho contingente C puede ser replicado por alguna cartera ξ, entonces
el problema de determinar el precio de C tiene una solucio´n trivial: es u´nico e igual al valor
ξ · pi de la re´plica debido a la ley de un precio. El siguiente corolario nos muestra, adema´s,
que so´lo los derechos contingentes C factibles/replicables admiten un precio libre de arbitraje
u´nico.
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Corolario 4.15. Supongamos que el modelo de mercado esta´ libre de arbitraje, y sea C un
derecho contingente.
(a) C es replicable si, y so´lo si, admite un u´nico precio libre de arbitraje.
(b) Si C no es replicable, entonces piinf(C) < pisup(C) y
Π(C) = (piinf(C), pisup(C)).
Demostracio´n. Tenemos que el nu´mero de elementos de Π(C) es 1 si C es replicable, por lo
que observamos que (b)⇒(a).
Para demostrar la parte (b), notemos en primer lugar que Π(C) es no vac´ıo y convexo
debido a la convexidad de P , de donde podemos concluir que Π(C) es un intervalo. Para ver
que es un intervalo abierto, es suficiente comprobar que no hay posibilidad de que contenga
sus puntos limites, piinf(C) y pisup(C). Para ello, usamos el Teorema 4.12 para obtener ξ ∈ Rd
tal que
piinf(C) + ξ · Y ≤ C
1 + r
P -c.s.
Dado que C no es replicable, esta desigualdad no puede ser una identidad casi segura. As´ı,
con ξ0 := −(1 + r)piinf(C), la estrategia (ξ0,−ξ, 1) ∈ Rd+2 es una oportunidad de arbitrage
en el modelo de mercado extendido por (4.7), de manera que piinf(C) no es un precio libre de
arbitraje para C. Se puede comprobar que pisup /∈ Π(C) a trave´s de un argumento similar. 
Para acabar, daremos nombre a la deseada situacio´n particular en la que todos los derechos
contingentes son replicables.
Definicio´n 4.16. Un modelo de mercado sin arbitrage se dice que es completo si todo derecho
contingente es replicable.
Observacio´n 4.17. Mencionar, por u´ltimo, un resultado muy conocido sobre los modelos de
mercado completos, el cual los caracteriza segu´n sus conjuntos de medidas neutrales al riesgo:
un modelo de mercado sin arbitraje es completo si, y so´lo si, existe u´nicamente una medida
de probabilidad neutral al riesgo. ♦
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En esta u´ltima seccio´n trataremos de fundamentar el modelo de conic-finance. Nuestro
objetivo, como aclaramos en la Introduccio´n, no son las propias aplicaciones del modelo, que
por otra parte son muchas y muy interesantes, sino ma´s bien presentar sus bases y, a partir
de ellas, desarrollarlo desde un punto de vista teo´rico con cierta rigurosidad matema´tica
apoya´ndonos en toda la teor´ıa de medidas monetarias de riesgo introducida en secciones
anteriores.
En el modelo de conic-finance, los mercados financieros son vistos como una contraparte
para sus participantes, distinguiendo dos direcciones de comercializacio´n: la de comprar a los
mercados y, por otro lado, la de vender a los mismos. Este punto de vista propone una nueva
ley de dos precios:
Precio de venta (ask price): El mercado vende y los agentes compran a este precio.
Precio de compra (bid price): El mercado compra y los agentes venden a este precio.
en contra de la ley de un u´nico precio en la que se basan los modelos cla´sicos de mercados
l´ıquidos. En primer lugar, intentaremos aclarar la idea que ha motivado este nuevo modelo.
En el apartado siguiente, introduciremos las bases teo´ricas generales a partir de las cuales
trataremos de obtener la aceptabilidad de cualquier flujo de efectivo dependiendo de un cierto
nivel de estre´s del mercado; una vez obtenida, buscaremos las expresiones de los precios de
venta y de compra. Por u´ltimo, nos centraremos en un caso particular del modelo general
en el cual, an˜adiendo ciertas condiciones adicionales, llegaremos a un modelo parame´trico
para flujos de efectivo aceptables que nos proporcionara´ unas expresiones de ambos precios
calculables.
Durante esta seccio´n, supondremos que el espacio de flujos de efectivo X , entendiendo flujo
de efectivo como cualquier tipo de activo o derecho contingente, esta´ formado por todas las
variables aleatorias acotadas sobre un determinado espacio de probabilidad (Ω,F , P ); adema´s,
consideraremos la relacio´n de equivalencia (A.2), de manera que podremos identificar X con
el espacio de Banach L∞ = L∞(Ω,F , P ). Ma´s adelante precisaremos que´ flujos de efectivo
consideramos aceptables o no para el mercado, pero adelantamos ya de entrada que el conjunto
de todos los flujos de dinero no negativos lo son.
5.1. Motivacio´n
Es importante, antes de iniciar el desarrollo del nuevo modelo, incidir en un punto clave
de los modelos cla´sicos de mercados l´ıquidos que ha motivado el planteamiento de esta nueva
perspectiva. Cla´sicamente se han modelado mercados libres de arbitraje completos, donde
cualquier flujo de efectivo C es replicable por una cierta cartera estrate´gica, pudie´ndose de-
terminar as´ı un u´nico precio libre de arbitraje de C, piC , que iguale el valor inicial de dicha
cartera. Notemos que, por el resultado presentado en la Observacio´n 4.17, esto equivale a la
existencia y unicidad de una medida neutral al riesgo Q equivalente a P .
Analicemos el papel que desempen˜a la unicidad de este precio libre de arbitraje. Los flujos
de efectivo X := C − piC y −X := piC −C podemos interpretarlos como los flujos resultantes
cuando el mercado compra o vende C al precio piC , respectivamente; notemos que ambos flujos
tienen un valor resultante de 0, y por tanto son aceptables para el mercado. Esto implica que
los participantes del mercado tienen la opcio´n de comercializar con el flujo C en ambas
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direcciones (compra´ndolo a vendie´ndolo al mercado) a este mismo precio piC , valida´ndose as´ı
la ley de un precio cla´sica.
Sin embargo, veamos que´ sucede al trabajar con mercados incompletos, en los cuales en-
contrar una cartera estrate´gica para replicar un flujo de efectivo C cualquiera no es posible en
general, y por lo tanto, como subraya el Corolario 4.15, es probable que tuvie´ramos todo un
intervalo de precios libres de arbitraje posibles para C. Esta incertidumbre en la tarificacio´n
del precio acarrea un riesgo para los participantes del mercado que no se contempla en el caso
de mercados completos.
En efecto, supongamos que el mercado compra un flujo de efectivo C. El flujo resultante
ser´ıa X := C − ω, donde ω sera´ un precio tal que X ≥ 0; de entre todos los precios libres
de arbitraje disponibles, pues, el mercado tendera´ a pagar el mı´nimo de ellos, de manera que
garantice que el flujo de efectivo resultante X sea no negativo en todos los casos. En el caso
en que el mercado lo venda, aplicando la misma lo´gica esperar´ıamos, por contra, que el flujo
resultante fuera −X := (ω + s) − C con s > 0, de manera que, en esta ocasio´n, −X ≥ 0 en
todos los casos. Fije´monos en que, en ambas situaciones, los participantes del mercado deben
asumir el riesgo asociado a la incertidumbre del precio de C que menciona´bamos.
De esta manera, la principal motivacio´n para substituir la ley de un solo precio de los
modelos financieros cla´sicos por una nueva ley de dos precios es, precisamente, la posibilidad
de modelar tambie´n mercados incompletos.
5.2. Modelo general de Conic-finance
Lo primero en lo que nos vamos a centrar es en determinar las caracter´ısticas del conjunto
de flujos de efectivo aceptables o de coste cero, que denotaremos por A; este conjunto con-
tendra´ todos los flujos de efectivo que realmente podr´ıan ser comercializados desde el punto
de vista de una agencia supervisora. Ya hemos comentado que, en particular, todos los flujos
de efectivo no negativos los consideraremos aceptables. Adema´s, con el objetivo de otorgar
a este conjunto comportamientos semejantes a los mercados financieros reales, impondremos
que satisfaga las siguientes propiedades:
A cerrado respecto al escalado por una constante positiva: si X ∈ A, λX ∈ A ∀λ > 0.
A cerrado respecto a la suma: si X, Y ∈ A, X + Y ∈ A.
A satisface la propiedad de clausura (2.5), i.e., para X ∈ A e Y ∈ L∞ cualquiera, el
conjunto {λ ∈ [0, 1] | λX + (1− λ)Y ∈ A} es cerrado en [0, 1].
Fije´monos en que estas condiciones implican que el conjunto de flujos de efectivo aceptables
es un cono convexo; as´ı pues, puesto que A es un conjunto no vac´ıo que satisface los axiomas
(2.3) y (2.4), podemos aplicar el apartado (d) de la Proposicio´n 2.12 y asegurar que dicho
conjunto induce una medida monetaria de riesgo ρA coherente con AρA = A. Adema´s, dado
que A cumple la propiedad de clausura (2.5),por el apartado (b) de la Proposicio´n 2.8
A = AρA := {X ∈ L∞ | ρA(X) ≤ 0}. (5.1)
Notemos que, en particular, A = AρA = A, i.e., A es un conjunto cerrado.
Como L∞ es un espacio de Banach con la norma ‖·‖∞, a trave´s del razonamiento presentado
en la Observacio´n A.11 podemos asegurar que es un espacio localmente convexo. As´ı, puesto
que el conjunto A de flujos de efectivo aceptables es cerrado en L∞, estamos en condiciones
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de aplicar el Teorema A.17 y de asegurar, pues, que A es cerrado respecto a la topolog´ıa
de´bil σ(L∞, (L∞)∗); atendiendo a la Observacio´n A.19, es fa´cil ver que entonces A tambie´n
es cerrado respecto a la topolog´ıa de´bil* σ(L∞, L1). Por lo tanto, a trave´s del Teorema 3.10
de representacio´n de medidas de riesgo convexas, as´ı como al Corolario 3.11 para el caso de
medidas coherentes, obtenemos que ρA puede ser representada como
ρA(X) = sup
Q∈Q
EQ[−X], X ∈ L∞, (5.2)
para un cierto conjunto
Q ⊆ Qmax = {Q ∈M1(P ) | EQ[X] ≥ −ρA ∀X ∈ L∞} ⊂ M1(P ) (5.3)
de medidas de probabilidad en (Ω,F) absolutamente continuas respecto a P . Substituyendo
la expresio´n (5.2) en (5.1), podemos escribir el conjunto de flujos de efectivo aceptables como
A = {X ∈ L∞ | EQ[X] ≥ 0 ∀Q ∈ Q} (5.4)
para un Q como en (5.3). En general, supondremos que Q contiene como mı´nimo una medida
neutral al riesgo; de esta manera, por el Teorema 4.5, nos aseguramos la ausencia de arbitraje.
Nuestro modelo de mercado esta´ definido a trave´s de las especificaciones que imponemos
sobre los flujos de efectivo para considerarlos aceptables, las cuales no esperamos que siempre
sean las mismas sino que puedan variar dependiendo de la situacio´n social y econo´mica que
se suceda. Esto se traduce en que el conjunto de aceptacio´n A, que recordemos que se trata
de un cono convexo en todos los casos, puede ver modificado su taman˜o; de cara a modelar
esta variacio´n, bajo una nocio´n esta´tica de los flujos de efectivo aceptables, utilizaremos un
para´metro para calibrar el nivel de estre´s del mercado de manera que el cono convexo de
aceptacio´n se contraiga al aumentar los niveles de estre´s.
Nuestra idea es modelar el taman˜o del conjunto de aceptacio´n A a trave´s de la variacio´n de
los conjuntos de medidas de probabilidad (5.3) que permiten la expresio´n de dicho conjunto
A. Para ello, introduciremos el concepto de ı´ndice de aceptabilidad que nos permitira´ hablar
de flujos de efectivo aceptables al nivel γ.
Definicio´n 5.1. Sea X un espacio lineal de variables aleatorias acotadas. Un ı´ndice de acep-
tabilidad es una aplicacio´n α : X → [0,∞] que asocia a cada variable aleatoria X ∈ X un
nu´mero α(X) ∈ [0,∞] al que nos referiremos como nivel de aceptabilidad de X; as´ı, diremos
que X ∈ X es aceptable al nivel γ si α(X) ≥ γ. Todo ı´ndice de aceptabilidad α cumple las
siguientes cuatro propiedades (con X, Y ∈ X ):
El conjunto de variables aleatorias aceptables al nivel γ es cerrado respecto a la suma:
si X, Y son aceptables al nivel γ, X + Y tambie´n es aceptable al nivel γ.
Si X es aceptable al nivel γ e Y ≥ X, Y tambie´n es aceptable al nivel γ.
El conjunto de variables aleatorias aceptables al nivel γ es cerrado respecto al escalado
por una constante positiva: si X es aceptable al nivel γ, λX tambie´n es aceptable al
nivel γ para toda λ > 0
El conjunto de variables aleatorias aceptables al nivel γ es cerrado respecto a la conver-
gencia en probabilidad.
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A continuacio´n presentamos un teorema de representacio´n ba´sico para estas aplicaciones;
muestra que cualquier ı´ndice de aceptabilidad α esta´ relacionado con una familia de conjuntos
(Qγ)γ∈R+ de medidas de probabilidad que crece a trave´s del para´metro γ, de manera que el
valor α(X) es el mayor nivel γ tal que la esperanza de X es positiva respecto a cada medida
del conjunto Qγ.
Teorema 5.2. Una aplicacio´n α : L∞ → [0,∞] es un ı´ndice de aceptabilidad si, y so´lo si,
existe una familia de subconjuntos (Qγ)γ∈R+ de M1(P ) tales que Qγ ⊆ Qγ′ para γ ≤ γ′ y
α(X) = sup{γ ∈ R+ | infQ∈QγEQ[X] ≥ 0}, (5.5)
donde inf ∅ =∞ y sup ∅ = 0.
Demostracio´n. No lo demostraremos; ver [4] (Teorema 1, demostracio´n en el ape´ndice). 
Recordamos que hemos introducido el concepto de ı´ndice de aceptabilidad con la idea
de poder modelar el taman˜o del cono convexo de aceptacio´n A a trave´s de un para´metro
(vemos que se tratara´ de γ) que modifique los conjuntos de medidas de probabilidad Q que
cumplen (5.3). As´ı, para lograr nuestro objetivo de relacionar estos ı´ndices de aceptabilidad
con el conjunto de aceptacio´nA y su medida asociada ρA, de aqu´ı en adelante cuando hagamos
referencia a un ı´ndice de aceptabilidad α, e´ste satisfara´ que la familia de subconjuntos asociada
(Qγ)γ∈R+ con las propiedades descritas en el Teorema 5.2, y cuya existencia se demuestra en
el mismo, estara´ contenida en el conjunto Qmax = {Q ∈M1(P ) | EQ[X] ≥ −ρA ∀X ∈ L∞}.
Sea α un ı´ndice de aceptabilidad, y (Qγ)γ∈R+ la familia de subconjuntos de Qmax asociada;
fije´monos en que la representacio´n (5.5) esta´, pues, muy relacionada con la medida de riesgo
coherente ρA. Como cada funcional
ρA,γ := sup
Q∈Qγ
EQ[−X], γ ∈ R+,
es una medida de riesgo coherente bien definida (equivalente a la expresio´n (5.2) para un
cierto conjunto Qγ), vemos que, en particular, α puede representarse como
α(X) = sup{γ ∈ R+ | ρA,γ(X) ≤ 0}. (5.6)
As´ı, tenemos que (ρA,γ)γ∈R+ es una familia de medidas de riesgo coherentes, creciente con
γ, y asociada al indice de aceptabilidad α a trave´s de la familia de subconjuntos (Qγ)γ∈R+ .
Recordando la expresio´n (5.1), podemos de esta forma distinguir finalmente entre diferentes
conos convexos de aceptacio´n Aγ
Aγ := {X ∈ L∞ | ρA,γ ≤ 0} = {X ∈ L∞ | EQ[X] ≥ 0 ∀Q ∈ Qγ} (5.7)
dependiendo del nivel de aceptabilidad γ considerado, tal como busca´bamos.
Observacio´n 5.3. Notemos que si X ∈ L∞ es α-aceptable a un cierto nivel γ > 0, i.e.,
α(X) ≥ γ, podemos deducir a partir de (5.5) que
EQ[X] ≥ 0 ∀Q ∈ Qλ, 0 ≤ λ ≤ γ,
por lo que, en particular, X tambie´n es α-aceptable para todo nivel λ ≤ γ. Esto nos permite
interpretar la relacio´n entre el para´metro γ y los diferentes conos de aceptacio´n Aγ depen-
diendo de la situacio´n econo´mica: cuando crece γ, los conos de aceptacio´n se contraen, como
esperar´ıamos que sucediese en periodos de crisis con alta aversio´n a las pe´rdidas; por con-
tra, cuando γ decrece, dichos conos Aγ se dilatan, considera´ndose as´ı flujos de efectivo con
mayor riesgo, tal como ocurre en e´pocas de crecimiento econo´mico. As´ı pues, γ puede verse,
efectivamente, como un indicador del estre´s, aumentando e´ste con su crecimiento. ♦
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Observacio´n 5.4. En general, supondremos que todos los conjuntos Qγ, γ ≥ 0, contienen
como mı´nimo una medida neutral a riesgo, de modo que podamos asegurar por el Teorema
4.5 la ausencia de arbitraje de nuestro modelo en cualquier situacio´n, para todo valor de γ. ♦
Nuestro siguiente paso sera´, fijado un nivel de aceptabilidad γ para un determinado ı´ndice
de aceptabilidad α, afrontar el problema de determinar el precio de riesgo de un flujo de
efectivo, que representaremos por una variable aleatoria X, cuando es comprado o vendido
por el mercado. Cuando el mercado vende un flujo de efectivo X, esperamos que solicite por
e´l un precio minimal a motivado por la competencia; a la misma vez, el flujo de efectivo
resultante de la venta, a−X, debe ser α-aceptable al nivel γ o, equivalentemente, debe estar
incluido en el cono convexo de aceptacio´n Aγ. Este precio minimal a es el que definimos como
precio de venta (ask price) de X. Para que a−X sea aceptable al nivel γ, el precio de venta a
debe ser mayor que que EQ[X] para toda Q ∈ Qγ, de donde obtenemos la siguiente expresio´n
para dicho precio minimal:
aγ(X) = inf {a | α(a−X) ≥ γ}





Por contra, cuando el mercado compra X a un precio b, es el flujo de efectivo resultante X−b
el que debe ser aceptable al nivel γ; as´ı, podemos obtener una expresio´n ana´loga para el precio
maximal b, al que nos referiremos como precio de compra (bid price):
bγ(X) = infQ∈Qγ
EQ[X]. (5.9)
Notemos como, en particular, el precio de venta domina al precio de compra, i.e., aγ(X) ≥
bγ(X).
Observacio´n 5.5. Tambie´n podemos tratar de fijar los precios de X en el caso en que se
puedan considerar estrategias de cobertura, i.e., carteras autofinanciadas que pueden ser com-
pradas o vendidas en el momento de venta o compra de un flujo de efectivoX, respectivamente,
de manera que la operacio´n global sea α-aceptable a un cierto nivel. As´ı, introduciremos un
conjunto H de flujos de efectivos formado por todas las carteras que pueden convertirse en
estrategias de cobertura de coste cero; una variable aleatoria H ∈ H representa el flujo de
efectivo recibido al seguir una cierta cartera de coste cero o autofinanciada. El precio de venta
de X se define entonces como el menor precio a con el que el mercado puede adquirir una
estrategia de cobertura que cumple la siguiente propiedad: cuando el mercado vende X al mis-
mo precio a, el flujo de efectivo resultante de toda la operacio´n, teniendo en cuenta la compra
de dicha estrategia de cobertura, acaba siendo α-aceptable al nivel γ. Matema´ticamente, el
precio de venta al nivel γ ser´ıa
aγ(X) = inf{a : existe una cartera H ∈ H tal que α(a+H −X) ≥ γ},
donde a+H representa el valor final de la cartera autofinanciada y valor inicial a. Si pensamos
en el precio de compra de X, pasar´ıa a ser el mayor precio b al cual el mercado puede vender
una estrategia de cobertura que satisface la siguiente propiedad: cuando el mercado compra
X al mismo precio b, el flujo de efectivo resultante de toda la operacio´n, teniendo en cuenta
la venta de dicha estrategia de cobertura, acaba siendo α-aceptable al nivel γ. As´ı, podemos
expresar matema´ticamente el precio de compra al nivel γ como:
bγ(X) = sup{b : existe una cartera H ∈ H tal que α(−b−H +X) ≥ γ}.
♦
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5.3. Modelo parame´trico
En este apartado, basa´ndonos en el modelo general de conic-finance, partiremos con el
objetivo de encontrar un modelo parame´trico para los conos de aceptacio´n. Recordamos que
cada ı´ndice de aceptabilidad α lleva asociado una familia de subconjuntos (Qγ)γ∈R+ del con-
junto Qmax de representacio´n de ρA, que a su vez definen las medidas de riesgo coherentes
ρA,γ y los conos de aceptacio´n Aγ a cualquier nivel γ ≥ 0. Antes de empezar con el desarrollo,
no obstante, an˜adiremos un par de hipo´tesis con las que trabajaremos de aqu´ı en adelante:
En primer lugar, para cada nivel γ ≥ 0 asumiremos que Qγ es tal que el conjunto
de densidades D = {dQ/dP | Q ∈ Qγ} es compacto de´bil en L1(Ω,F , P ). Esto, como
veremos, acabara´ resultando muy u´til, y aunque pueda parecer una condicio´n restrictiva
es en realidad una situacio´n t´ıpica en modelos concretos.
En segundo lugar. tal como se plantea en [4], supondremos que todo flujo de efectivo
para ser considerado aceptable u operacional debera´ cumplir, adema´s, que dependa
u´nicamente de su ley de probabilidad asociada. Para comprobar la aceptabilidad al
nivel γ de un flujo de efectivo X, por lo tanto, lo u´nico que necesitaremos saber es
la funcio´n de distribucio´n FX asociada a la variable aleatoria X. Esta suposicio´n debe
interpretarse como una primera aproximacio´n, ya que en general el mercado puede verse
condicionado por otros aspectos ma´s complejos que las leyes de probabilidad de los flujos
que comercializa.
A continuacio´n analizaremos las consecuencias de ambas.
En cuanto a la primera, notemos que, como Qγ representa a ρA,γ, por el Corolario 3.12 las
medidas ρA,γ son cont´ınuas por arriba y las podemos escribir
ρA,γ(X) = maxQ∈Qγ
EQ[−X] ∀X ∈ L∞.
En particular, esto nos garantiza la existencia de una medida de probabilidad Q∗ ∈ Qγ
para la cual se alcanza el ma´ximo de la expresio´n anterior, i.e., para la cual ρA,γ(X) =
EQ∗ [−X] ∀X ∈ L∞. De hecho, podr´ıamos encontrarnos ante un subconjunto Q∗γ ⊂ Qγ de
varias medidas Q∗ con esta propiedad; en este caso, si busca´ramos representar cada conjunto
Qγ a trave´s de una sola medida que permitiera la expresio´n anterior, podr´ıamos escoger una
cualquiera del conjunto Q∗γ sin pe´rdida de generalidad de cara a nuestros objetivos. As´ı pues,
distinguiremos de aqu´ı en adelante una cierta medida Qγ de cada conjunto Qγ tal que permite
la expresio´n
ρA,γ(X) = EQγ [−X] = −
∫
XdQγ ∀X ∈ L∞. (5.10)
En cuanto a la segunda hipo´tesis realizada, e´sta implica que todo cono de aceptacio´n Aγ,
independientemente del nivel γ, depende u´nicamente de las leyes de probabilidad de los flujos
de efectivo que contiene. Dado que, en particular,
Aγ = {X ∈ L∞ | ρA,γ ≤ 0},
podemos relacionar dicha propiedad de Aγ con la propiedad de invariancia en ley de la medida
de riesgo coherente ρA,γ. A partir de la teor´ıa de las medidas de riesgo convexas invariantes
en ley desarrollada en las secciones 3.4 y 3.5, y con la ayuda de la primera hipo´tesis, podemos
llegar a relacionar cada medida Qγ representativa de cada conjunto Qγ (en el sentido ya
especificado) con una cierta funcio´n de distorsio´n co´ncava ψγ:
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− Primero, a partir de la demostracio´n del Teorema 3.28, obtenemos una correspondencia
entreQγ y una cierta medida de probabilidad µγ en el intervalo (0, 1]; de hecho, podemos
extender la definicio´n de µγ en el intervalo cerrado [0, 1] ya que µ
γ({0}) = 0 (esta
condicio´n sigue de la Observacio´n 3.45 debido a la invariancia en ley y continuidad por
arriba de ρA,γ), de manera que podemos expresar
ρA,γ(X) = ρµγ (X) =
∫
[0,1]
AV@Rλ(X)µγ(dλ) ∀X ∈ L∞. (5.11)
considerando AV@R0(X) = −ess inf X.
− Acto seguido, a trave´s del Lema 3.35 podemos relacionar directamente dicha medida de
probabilidad µγ con una cierta funcio´n de distorsio´n ψ
γ, lo que a su vez nos permite
comprobar la correspondencia entre Qγ y ψγ que indica´bamos. As´ı pues, finalmente el
Corolario 3.42 nos muestra que podemos escribir ρA,γ como la integral de Choquet de
la pe´rdida −X respecto a la distorsio´n co´ncava cψγ de la medida de probabilidad P :
ρA,γ(X) =
∫
(−X)dcψγ ∀X ∈ L∞. (5.12)
No obstante, en lugar de utilizar alguna de las representaciones (5.10), (5.11) o (5.12) de
las medidas ρA,γ encontradas hasta ahora, nos interesara´ ma´s de cara a nuestro desarrollo
seguir la representacio´n que se deduce en la Observacio´n 3.37; e´sta proviene del resultado del





xdψγ(FX(x)) ∀X ∈ L∞, (5.13)
donde, como ya sabemos, ψγ esta´ relacionada con la medida Qγ. Atendiendo a la relacio´n que
marca (5.6) entre un cierto ı´ndice de aceptabilidad α y la medida ρA,γ, deducimos finalmente
que los indices de aceptabilidad operacionales se pueden construir segu´n
α(X) = sup
{






El valor α(X) es, pues, el nivel ma´ximo γ para el cual la esperanza de X sigue siendo positiva
cuando distorsionamos su funcio´n de distribucio´n mediante ψγ. As´ı, apoya´ndonos en el razo-
namiento de la Observacio´n 5.3, podemos deducir que la familia de distorsiones co´ncavas ψγ
es creciente en γ, de modo que para cada flujo de efectivo X ∈ L∞ dichas distorsiones actu´an
sobre su funcio´n de distribucio´n FX desplaza´ndola ma´s y ma´s hacia la izquierda a medida que
incrementa γ; esto implicar´ıa una reponderacio´n cada vez mayor de las pe´rdidas y menor de
las ganancias que estar´ıa de acuerdo con la contraccio´n del cono de aceptacio´n que esperamos
ver en esta dina´mica de γ creciente.
Observacio´n 5.6. Comparando las expresiones equivalentes de ρA (5.10) y (5.13), observe-
mos que la esperanza bajo la distorsio´n co´ncava
∫ +∞
−∞ xdψ
γ(FX(x)) es igual al valor esperado
de X bajo la medida de probabilidad Qγ,
∫
XdQγ; as´ı, podemos inferir que la medida Qγ
tiene densidad φγ(FX(x)) respecto a la medida original P , donde φ
γ(u) = dψγ(u)/du. Por lo
tanto, podemos interpretar las esperanzas bajo distorsiones co´ncavas como esperanzas bajo
un cambio de medida Qγ con densidad φγ(FX(x)) respecto a P . ♦
Para obtener aplicaciones pra´cticas de toda esta teor´ıa, nos encontramos ahora ante el
problema de seleccionar una cierta familia parame´trica de distorsiones ψγ de este estilo.
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A continuacio´n presentaremos algunas familias de distorsiones deducidas en [4]. En dicho
art´ıculo, a ra´ız de la interpretacio´n presentada en la Observacio´n 5.6 anterior, imponen dos
condiciones que debe satisfacer una familia de distorsiones co´ncavas ψγ a la hora de calcular
el ı´ndice de aceptabilidad de un determinado flujo de efectivo X segu´n (5.14)
− En primer lugar, para x tendiendo a menos infinito, y por lo tanto FX(x) tendiendo a
cero, se asegura la aversio´n a las pe´rdida imponiendo que la densidad φγ(u) = dψγ(u)/du
tienda a infinito al tender u a cero.
− En segundo y u´ltimo lugar, cuando x tiende a ma´s infinito, i.e. FX(x) tiende a la
unidad, se asegura que no haya una motivacio´n para grandes beneficios imponiendo que
la densidad φγ(u) tienda a cero si u tiende a uno.





, u ∈ [0, 1], γ ≥ 0.
Tal como se plantea en el art´ıculo citado, es posible generalizar esta familia a una de dos





, u ∈ [0, 1], λ, γ ≥ 0,
por lo que en estas distorsiones, por una parte, el para´metro λ controla el ratio de convergencia
al cual la densidad φλ,γ(u) se acerca a infinito cuando u tiende a cero, mientras γ hace lo
propio con el ratio al cual dicha densidad se aproxima a cero al tender u a la unidad; es comu´n,
pues, referirse a λ como una medida de la aversio´n al riesgo en el mercado, as´ı como a γ como
una medida de la ausencia de motivacio´n por beneficios. No obstante, pese a las ventajas
de trabajar con esta familia minmaxvar2, no olvidemos que la teor´ıa que hemos desarrollado
so´lo da explicacio´n a un para´metro, el cual esta´ relacionado con el ı´ndice de aceptabilidad
α considerado14. Por este motivo, en lo que resta seguiremos refirie´ndonos a las distorsiones
co´ncavas seleccionadas segu´n ψγ, lo cual puede interpretarse, para simplificar, que estamos
trabajando con la familia minmaxvar.
Llegados a este punto, estamos interesados en encontrar expresiones para los precios de
venta y de compra que permitan su ca´lculo expl´ıcito a trave´s de estas distorsiones; para ello,
fijamos un nivel de aceptabilidad γ para un cierto ı´ndice de aceptabilidad α. En cuanto al
precio de compra b, imponiendo que Y = X − b sea aceptable a nivel γ, obtenemos a partir
de (5.14) que
α(Y ) ≥ γ ⇐⇒
∫ +∞
−∞
ydψγ(FY (y)) ≥ 0 ⇐⇒
∫ +∞
−∞




(x− b)dψγ(FX(x)) ≥ 0,





14Para dar cabida a ambos para´metros, una opcio´n ser´ıa replantear esta teor´ıa considerando un ı´ndice
bidimensional de aceptabilidad.
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En cuanto al precio de venta a, imponiendo esta vez que Z = a−X sea aceptable a nivel γ,





Por las expresiones equivalentes (5.8) y (5.9) de los precio de venta y de compra, es evidente
que estas representaciones a trave´s de distorsiones co´ncavas mantienen la relacio´n aγ ≥ bγ.
Subrayamos finalmente el hecho de que las expresiones de los precios de compra y de venta
obtenidas a partir de este modelo parame´trico facilitan, tal como busca´bamos, los ca´lculos; se




En la primera parte de este trabajo, una vez presentadas las medidas monetarias de riesgo
y sus conjuntos de aceptacio´n, hemos podido realizar con e´xito una caracterizacio´n progresiva
de medidas de riesgo convexas (y coherentes) a medida que particulariza´bamos nuestro marco
de trabajo e inclu´ıamos en nuestro estudio nuevas propiedades y herramientas matema´ticas.
Destacamos los siguientes resultados:
Las Proposiciones 2.6 y 2.8, que resumen las relaciones entre medidas monetarias de
riesgo y sus conjuntos de aceptacio´n, y en la misma l´ınea la Proposicio´n 2.12, la cual
an˜ade relaciones adicionales en el caso en que trabajemos con medidas de riesgo convexas
o coherentes.
La primera representacio´n robusta de medidas de riesgo convexas, en te´rminos de me-
didas finitamente aditivas, que nos proporciona el Teorema 3.2.
El Teorema 3.10, el cual nos permite caracterizar todas aquellas medidas de riesgo
convexas en L∞ que admiten representacio´n en te´rminos de medidas de probabilidad,
as´ı como los Corolarios 3.11 y 3.12 para el caso de medidas de riesgo coherentes.
La representacio´n que obtenemos de las medidas de riesgo convexas, invariantes en ley y
continuas por arriba en L∞ a partir del Teorema 3.28, y su expresio´n equivalente a trave´s
de integrales de Choquet proporcionada por el Corolario 3.43; en el caso particular de
medidas de riesgo coherentes, representaciones similares nos las ofrecen el Corolario 3.29
y el Corolario 3.42, respectivamente.
En cuanto a la segunda parte, a trave´s del modelo de mercado financiero de un solo per´ıodo
que hemos presentado, hemos podido mostrar conceptos sobre modelizacio´n de mercados que
necesita´bamos aclarar antes de afrontar la teor´ıa de Conic-finance. Remarcamos aqu´ı las
nociones de arbitraje, medida neutral al riesgo y modelo de mercado completo, y subrayamos
especialmente el resultado del Teorema 4.5, el cual relaciona la ausencia de arbitraje en un
modelo de mercado financiero con la existencia de medidas neutrales al riesgo.
En la tercera y u´ltima parte hemos introducido la teor´ıa general de Conic-finance desde
sus bases, viendo la imposicio´n de ciertas condiciones sobre los conjuntos de flujos de efectivos
aceptables a considerar; las relaciones entre conjuntos de aceptacio´n y medidas monetarias de
riesgo vistas en la Seccio´n 1 nos ha permitido expresar el desarrollo posterior en te´rminos de
medidas de riesgo coherentes y continuas por arriba, las cuales, en particular, admiten la re-
presentacio´n en L∞ que nos ofrece el Corolario 3.11. Con dicha representacio´n, y considerando
los ı´ndices de aceptabilidad, hemos conseguido fundamentar la obtencio´n de las expresiones
generales (5.8) y (5.9) de los precios de venta y de compra, respectivamente, en funcio´n de un
indicador de estre´s del mercado. Adema´s, a continuacio´n hemos planteado la bu´squeda de un
modelo parame´trico de Conic-finance que permitiera un ca´lculo expl´ıcito de ambos precios,
y para ello hemos seguido [5] e impuesto nuevas condiciones sobre los conjuntos de acepta-
cio´n; en este caso, hemos logrado relacionar los conos de aceptacio´n resultantes con medidas
de riesgo coherentes, continuas por abajo e invariantes en ley que pueden representarse en
funcio´n de integrales de Choquet respecto a una familia de distorsiones co´ncavas; todo ello a
trave´s de resultados obtenidos en las Secciones 1 y 2. Con esta representacio´n, e introduciendo
una familia parame´trica de distorsiones co´ncavas adecuada, de nuevo hemos logrado justificar
el desarrollo de este modelo hasta encontrar las expresiones (5.15) y (5.16) de los precios de




Funciones y conjuntos convexos
Aqu´ı mostraremos algunas caracter´ısticas ba´sicas de funciones y conjuntos convexos en
espacios euclidianos. Utilizaremos la norma uclidiana: |x| := √x · x para toda x ∈ Rd.
Proposicio´n A.1. Supongamos que C ⊂ Rn es un conjunto convexo no vac´ıo tal que 0 /∈ C.
Entonces existe η ∈ Rn con η · x ≥ 0 ∀x ∈ C, y con η · x0 > 0 para al menos una x0 ∈ C.
Adema´s, si infx∈C |x| > 0, podemos encontrar η ∈ Rn tal que infx∈C η · x > 0.
Demostracio´n. Ver [8], Proposicio´n A.1. 
Definicio´n A.2. Sea A cualquier subconjunto de un espacio lineal E. La envolvente convexa





αixi | xi ∈ A,αi ≥ 0,
n∑
i=1
αi = 1, n ∈ N
}
,
y es el conjunto convexo ma´s pequen˜o que contiene a A. En particular, todo conjunto convexo
coincide con su envolvente convexa.
Definicio´n A.3. Una funcio´n f : R→ R∪{+∞} es una funcio´n convexa propia si f(x) <∞
para algu´n x ∈ R y adema´s
f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y)
para x, y ∈ R y α ∈ [0, 1]. El dominio efectivo de f , que denotamos por dom f , es el conunto
de todas las x ∈ R tales que f(x) <∞.
Notemos que el dominio efectivo de una funcio´n convexa propia f es un intervalo real
S = dom f ; si consideramos como funcio´n f : S → R, e´sta es convexa en el sentido usual.
Veamos a trave´s de la siguiente proposicio´n las propiedades de continuidad y diferenciabilidad
de una funcio´n convexa propia en su dominio efectivo:
Proposicio´n A.4. Sea f una funcio´n convexa propia y D el interior del dominio efectivo de
f , dom f .
(a) f es semicontinua por arriba en dom f y continua Lipschitz localmente en D.
(b) f admite derivadas laterales
f ′−(y) := lim
x↑y
f(x)− f(y)






para toda y ∈ D. Ambas derivadas laterales, adema´s, son funciones crecientes y satisfacen
f ′− ≤ f ′+.
(c) La derivada por la derecha f ′+ es continua por la derecha. La derivada por la izquierda
f ′−, continua por la izquierda.
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(d) f es diferenciable casi en todas partes en D.
Demostracio´n. Ver [8], Proposicio´n A.4. 
Definicio´n A.5. Dada una funcio´n f : R→ R∪{+∞}, su transformada de Fenchel-Legendre
se define como
f ∗(y) := sup
x∈R
(yx− f(x)) , y ∈ R.
Si f es una funcio´n convexa propia, tambie´n se dice que f ∗ es la funcio´n conjugada de f .
Si f 6= +∞, tenemos que f ∗ es convexa y semicontinua por abajo como supremo de las
funciones afines y 7→ yx−f(x); en particular, f ∗ es una funcion convexa propia en su dominio
efectivo.
Ana´lisis funcional en espacios vectoriales de dimensio´n infinita
Introduciremos, en primer lugar, los espacios vectoriales de dimensio´n infinita Lp para p ∈
[0,∞], de especial relevancia a lo largo de todo este trabajo. Para ello, primero consideramos
p ∈ (0,∞] y denotamos por Lp(Ω,F , P ) el conjunto de todas las funciones F -medibles Z en
(Ω,F , P ) tales que ‖Z‖p <∞, donde
‖Z‖p :=
{
E[|Z|p]1/p si p ∈ (0,∞),
inf {c ≥ 0 | P [|Z| > c] = 0} si p =∞. (A.1)
Al conjunto de todas las variables aleatorias finitas P -c.s. lo denotaremos por L0(Ω,F , P ).
Para p ∈ [0,∞], el espacio Lp(Ω,F , P ), que en ocasiones escribiremos de manera simplificada
por Lp, se obtiene a partir de Lp(Ω,F , P ), identificando variables aleatorias que coinciden ex-
cepto en conjunto nulos por P . De esta manera, Lp consiste en todas las clases de equivalencia
respecto a la relacio´n de equivalencia
Z ∼ Z˜ ⇐⇒ Z = Z˜ P − c.s. (A.2)
Definicio´n A.6. Decimos que un espacio vectorial X es un espacio de Banach si esta´ dotado
de una norma ‖ · ‖ con la cual toda sucesio´n de Cauchy es convergente a un elemento de X .
Si p ∈ [1,∞], el espacio vectorial Lp es un espacio de Banach respecto a la norma ‖ · ‖p
definida en (A.1). En el espacio L0, utilizamos la topolog´ıa de convergencia en la medida P .
Esta topolog´ıa esta´ generada por la me´trica
d(X, Y ) := E[|X − Y | ∧ 1], X, Y ∈ L0. (A.3)
No obstante, notemos que d no es una norma. En principio deber´ıamos distinguir entre varia-
bles aleatorias (en Lp) y sus respectivas clases de equivalencia (en Lp). Para simplificar, sin
embargo, usaremos la convencio´n de identificar una variable aleatoria Z ∈ Lp con su clase de
equivalencia, i.e., Z ∈ Lp.
Definicio´n A.7. Un espacio lineal E que lleva asociado una topolog´ıa es un espacio vectorial
topolo´gico si cada conjunto {x}, donde x ∈ E, es cerrado, y adema´s las operaciones del espacio
vectorial son continuas en el sentido siguiente:
(x, y) 7→ x+ y es una aplicacio´n continua de E × E en E.
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(α, x) 7→ αx es una aplicacio´n continua de R× E en E.
Observacio´n A.8. Todo espacio de Banach es un espacio vectorial topolo´gico. ♦
El siguiente resultado es una generalizacio´n del argumento de separacio´n presentado en la
Proposicio´n A.1 en un marco de dimensio´n infinita.
Teorema A.9. En un espacio vectorial topolo´gico E, cualquier par de conjuntos convexos
B y C disjuntos entre si, uno de los cuales tiene un punto interior, pueden ser separados a
trave´s de un funcional ` lineal, continuo y no nulo en E, i.e.,
`(x) ≤ `(y) para toda x ∈ C y toda y ∈ B. (A.4)
Demostracio´n. Ver [6], Teorema V.2.8. 
Si se quiere separar estrictamente dos conjuntos convexos a trave´s de un funcional lineal
(y obtener as´ı una desigualdad estricta en (A.4)), se requieren condiciones adicionales tanto
en los conjuntos convexos como en el espacio E.
Definicio´n A.10. Un espacio vectorial topolo´gico E se dice que es un espacio localmente
convexo si su topolog´ıa tiene una base formada por conjuntos convexos.
Observacio´n A.11. Si E es un espacio de Banach con norma ‖ · ‖, las bolas abiertas
{y ∈ E | ‖y − x‖ < r}, x ∈ E, r > 0,
forman por definicio´n una base para la topolog´ıa de E. Puesto que estas bolas son, en parti-
cular, conjuntos convexos, todo espacio de Banach es pues localmente convexo. ♦
El siguiente teorema es una variante del teorema cla´sico de Hahn-Banach sobre la existencia
de “hiperplanos separadores”.
Teorema A.12. (Hahn-Banach) Supongamos que B y C son dos conjuntos convexos, dis-
juntos entre si y no vac´ıos de un espacio localmente convexo E. En este contexto, si B es






Demostracio´n. Ver [6], Teorema V.2.10. 
De esta manera, en un espacio localmente convexo E, la coleccio´n
E ′ := {` : E → R | ` es continua y lineal} (A.5)
separa los puntos de E: para dos puntos x, y ∈ E diferentes, existe alguna ` ∈ E ′ tal que
`(x) 6= `(y).
Definicio´n A.13. El espacio E ′ definido segu´n (A.5) recibe el nombre de espacio dual o dual
de E.
Como ejemplo, considerando p ∈ [1,∞), se puede comprobar que el dual de Lp(Ω,F , P )
viene dado por Lq(Ω,F , P ), donde q es tal que 1/p+ 1/q = 1.
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Definicio´n A.14. Sea E un espacio lineal, y supongamos que F es una clase lineal de
funcionales lineales en E que separan los puntos de E. La F -topolog´ıa en E, que denotaremos
por σ(E,F ), es la topolog´ıa en E que obtenemos tomando como base todos los conjuntos de
la forma
{y ∈ E | |`i(y)− `i(x)| < r, i = 1, . . . , n},
donde n ∈ N, x ∈ E, `i ∈ F y r > 0.
Veamos algunas propiedades de la F -topolog´ıa:
Proposicio´n A.15. En la situacio´n de la definicio´n anterior, tenemos que
(a) E es un espacio localmente convexo con la F -topolog´ıa.
(b) La F -topolog´ıa es la topolog´ıa ma´s gruesa en E para la cual toda ` ∈ F es continua.
(c) El dual de E con la F -topolog´ıa es F .
Demostracio´n. Consultar la seccio´n V.3 de [6]. 
Definicio´n A.16. Si E ya lleva asociada una topolog´ıa localmente convexa, la E ′-topolog´ıa
σ(E,E ′), donde recordamos que E ′ denota el dual de E, recibe el nombre de topolog´ıa de´bil
en E.
Teorema A.17. Supongamos que E es un espacio localmente convexo y que C es un sub-
conjunto convexo de E. Entonces C es cerrado de´bil si, y so´lo si, C es cerrado respecto a la
topolog´ıa original de E.
Demostracio´n. Si el conjunto convexo C es cerrado respecto a la topolog´ıa original, por el
Teorema A.12 es la interseccio´n de los conjuntos H = {` ≤ c} tales que H ⊃ C, y por lo tanto
cerrados en la topolog´ıa de´bil σ(E,E ′). El rec´ıproco se cumple claramente. 
Definicio´n A.18. Dado un conjunto E localmente convexo, rec´ıprocamente podemos consi-
derar E como un conjunto de funcionales lineales en el espacio dual E ′ tomando x(`) := `(x)
para ` ∈ E ′ y x ∈ E. La E-topolog´ıa σ(E ′, E) obtenida de este modo se denomina la topolog´ıa
de´bil* en E ′. Por el apartado (c) de la Proposicio´n A.15, E es el dual del espacio topolo´gico
(E ′, σ(E ′, E)).
Observacio´n A.19. Centre´monos en el caso en que el espacio localmente convexo E es el
espacio de Banach L∞, cuyo dual denotaremos por (L∞)∗ (por el Teorema A.34, de hecho,
podremos asociar el dual de L∞ con el conjunto ba(Ω,F)). A su vez tenemos que L∞ es el
dual del espacio L1, pero el rec´ıproco en general no es cierto: so´lo podemos asegurar que
L1 ⊆ (L∞)∗. As´ı, observemos que las definiciones de topolog´ıa de´bil y topolog´ıa debil* en L∞
se diferencian a causa de esta inclusio´n:
La topolog´ıa de´bil en L∞ es la (L∞)∗-topolog´ıa σ( L∞, (L∞)∗), aquella en la que, para
toda sucesio´n (Xn)n∈N contenida en L∞,
Xn −→ X para alguna X ∈  L∞ ⇐⇒ Y (Xn) −→ Y (X) ∀Y ∈ (L∞)∗.
La topolog´ıa de´bil* en L∞ es la L1-topolog´ıa σ( L∞, L1); aquella en la que, para toda
sucesio´n (Xn)n∈N contenida en L∞,
Xn −→ X para alguna X ∈  L∞ ⇐⇒ Y (Xn) −→ Y (X) ∀Y ∈ L1.
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Dado que, como hemos indicado, el conjunto L1 esta´ contenido en (L∞)∗ pero en general no es
igual, notemos que la topolog´ıa de´bil es en general ma´s fina e incorpora la base de la topolog´ıa
de´bil*. Asimismo, fije´monos en que L1 siempre acaba siendo el dual de L∞ si dotamos a L∞
con la topolog´ıa de´bil* σ(L∞, L1).
Para acabar este apartado, mostraremos tres resultados relacionados con las topolog´ıas
de´bil y de´bil* introducidas; el primero de ellos nos conducira´ a la caracterizacio´n de los
conjuntos de´bilmente* cerrados de L∞ que se recoge en el segundo, y el tercero es un resultado
fundamental sobre conjuntos compactos de´biles.
Teorema A.20. (Krein-Sˇmulian) Sea E un espacio de Banach y supongamos que C es un
subconjunto convexo del espacio dual E ′. Entonces C es cerrado de´bil* si, y so´lo si, el conjunto
C ∩ {x ∈ E ′ | ‖x‖E′ ≤ r} es cerrado de´bil* para cada r > 0.
Demostracio´n. Ver [6], Teorema V.5.7. 
Lema A.21. Un subconjunto convexo C de L∞ es cerrado de´bil* si para cada r > 0
Cr := C ∩ {X ∈ L∞ | ‖X‖∞ ≤ r}
es cerrado en L1.
Demostracio´n. Dado que Cr es convexo y cerrado en L1, por el Teorema A.17 es cerrado de´bil
en L1. Puesto que la inyeccio´n natural
(L∞, σ(L∞, L1)) −→ (L1, σ(L1, L∞))
es continua, Cr es σ(L∞, L1)-cerrado en L∞. As´ı, vemos que C es cerrado de´bil* gracias al
teorema anterior de Krein-Sˇmulian. 
Teorema A.22. (James) En un espacio de Banach E, un subconjunto A convexo de´bilmente
cerrado y acotado es compacto de´bil si, y so´lo si, todo funcional lineal y continuo alcanza su
supremo en A.
Demostracio´n. Consultar [7]. 
A.2. Teor´ıa de la medida
Medidas de probabilidad
Consideremos un espacio medible (Ω,F).
Definicio´n A.23. Una medida de probabilidad P es una funcio´n de conjuntos definida sobre
la σ-a´lgebra F tal que
∀A ∈ F , P (A) ∈ [0, 1].
P (∅) = 0 y P (Ω) = 1.
P es numerablemente aditiva o σ-aditiva: Para toda sucesio´n numerable {An}n≥1 en F
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A la terna (Ω,F , P ) se le denomina espacio de probabilidad. Denotaremos porM1 =M1(Ω,F)
al conjunto de todas las medidas de probabilidad.
En este apartado nos centraremos en ver algunas relaciones entre medidas de probabilidad;
as´ı, supongamos que P y Q son dos medidas de probabilidad en el espacio medible (Ω,F).
Definicio´n A.24. Se dice que Q es absolutamente continua respecto a P en la σ-a´lgebra F ,
y escribimos Q  P , si ∀A ∈ F
P [A] = 0 =⇒ Q[A] = 0.
Si se cumple a la vez que Q  P y P  Q, se dice que Q y P son equivalentes, y escribimos
Q ≈ P .
El siguiente teorema nos proporciona una caracterizacio´n de la continuidad absoluta.
Teorema A.25. (Radon-Nikodyn) Q es absolutamente continua respecto a P en F si, y so´lo
si, existe una funcio´n F-medible ϕ ≥ 0 tal que∫
FdQ =
∫
FϕdP para toda funcio´n F-medible F ≥ 0. (A.7)
Demostracio´n. Consultar [2]. 
Definicio´n A.26. La funcio´n ϕ recibe el nombre de densidad o derivada de Radon-Nikodyn




Notemos que dicha densidad esta´ un´ıvocamente determinada por (A.7).
Corolario A.27. Si Q  P en F ,
Q ≈ P ⇐⇒ dQ
dP
> 0 P − c.s.








Demostracio´n. Supongamos que Q  P , y sea ϕ := dQ/dP . Tomando una funcio´n F ≥ 0
















Observemos que el u´ltimo te´rmino de la expresio´n anterior es igual a
∫
FdP para toda F si,
y so´lo si, P [ϕ = 0] = 0; esto demuestra el corolario. 
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Si no se cumple que Q  P ni tampoco que P  Q, podemos utilizar la siguiente
descomposicio´n de Lebesgue de P respecto a Q.
Teorema A.28. Para cualquier par de medidas de probabilidad Q y P en (Ω,F), existe un
conjunto N ∈ F tal que Q[N ] = 0 y una funcio´n ϕ ≥ 0 F-medible de manera que
P [A] = P [A ∩N ] +
∫
A





ϕ en N c,
+∞ en N .
Demostracio´n. Sea R := 1
2
(Q+P ); tanto Q como P son absolutamente continuas respecto a








Tenemos entonces que Q[N ] = 0. Ahora definimos
dP








+∞ en N .






























donde en la u´ltima igualdad hemos utilizado que Q[N ] = 0. 
Consideremos la descomposicio´n de Lebesgue de P respecto a Q del teorema anterior.







y usaremos la convencio´n de que dP/dQ =∞ en N .
Proposicio´n A.29. (Lema de Neyman-Pearson) Si A ∈ F es tal que Q[A] ≤ Q[A0], entonces
P [A] ≤ P [A0].
Demostracio´n. Sea F := IA0 − IA; tenemos que F ≥ 0 en N , y F · (dP/dQ− c) ≥ 0. As´ı,












Con esto acabamos la demostracio´n. 
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Las funciones indicatriz de conjuntos solo toman los valores 0 y 1. A continuacio´n, gene-
ralizaremos el Lema de Neyman.Pearson considerando funciones F -medibles ψ : Ω → [0, 1];
denotaremos por R el conjunto de todas estas funciones.
Teorema A.30. Sea Π := 1
2
(P +Q), y definimos la densidad ϕ := dP/dQ como ya hemos
hecho anteriormente.
(a) Tomemos c ≥ 0, y supongamos que ψ0 ∈ R satisface Π-c.s.
ψ0 =
{
1 en {ϕ > c},
0 en {ϕ < c}. (A.8)








(b) Para cualquier αo ∈ (0, 1) hay alguna ψ0 ∈ R de la forma (A.8) tal que
∫
ψ0dQ = α0.
En particular, si c es un (1− α0)-cuantil de ϕ bajo Q, podemos definir ψ0 como
ψ0 = I{ϕ>c} + κI{ϕ=c} con κ =
{
0 si Q[ϕ = c] = 0,
α0−Q[ϕ>c]
Q[ϕ=c] contrariamente.
(c) Cualquier ψ0 ∈ R que cumpla (A.9) es de la forma (A.8) para algu´n c ≥ 0.
Demostracio´n. (a): Se puede ver repitiendo la demostracio´n de la Proposicio´n A.29 tomando
F := ψ0 − ψ.
(b): Sea F la funcio´n de distribucio´n de ϕ bajo Q; entonces Q[ϕ > c] = 1− F (c) ≤ α0 y
Q[ϕ = c] = F (c)− F (c−) ≥ F (c)− 1 + α0 = α0 −Q[ϕ > c],
por lo que κ ∈ [0, 1] y ψ0 ∈ R. Por u´ltimo, es evidente que ∫ ψ0dQ = α0.








Los casos en que α0 :=
∫
ψ∗dQ es igual a 0 o a 1 son triviales. Para 0 < α0 < 1, podemos
tomar ψ0 como en el apartado (b), de manera que α0 =
∫





ψ0dP , como se puede comprobar aplicando (A.9) tanto a ψ∗ como a ψ0 con










f · (ϕ− c)dQ.
No obstante, (A.8) implica que f ≥ 0 P -c.s. en N y que f · (ϕ− c) ≥ 0 Q-c.s., por lo que f
se anula Π-c.s. en {ϕ 6= c}. 
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Medidas finitamente aditivas
En este apartado nos centraremos en las medidas finitamente aditivas, una generalizacio´n
de las medidas de probabilidad en la que no exigimos la propiedad de σ-aditividad. Supon-
dremos que estamos trabajando en espacio medible (Ω,F).
Definicio´n A.31. Una medida finitamente aditiva µ es una funcio´n de conjuntos definida
sobre la σ-a´lgebra F tal que
µ : F → R.
µ(∅) = 0.
µ es finitamente aditiva: Para toda sucesio´n finita {Ai}ni=1 en F de conjuntos disjuntos
















|µ(Ai)| | A1, . . . , An conjuntos disjuntos en F , n ∈ N
}
.
Al conjunto de todas las medidas finitamente aditivas con variacio´n total finita lo denotamos
por ba(Ω,F).
Con M1,f = M1,f (Ω,F) representaremos, tal como hemos mantenido a lo largo de todo
el trabajo, al conjunto de todas las medidas finitamente aditivas µ : F → [0, 1] que esta´n
normalizadas a µ(Ω) = 1; notemos como, claramente, M1,f ⊂ ba.
Observacio´n A.33. Si el espacio (Ω,F) puede reducirse a un conjunto finito, en el sentido
en que F sea generado por una particio´n finita de Ω, claramente el conjunto M1,f coincide
con el conjuntoM1 de todas las medidas de probabilidad σ-aditivas. No obstante, en general,
M1,f es estrictamente mayor que M1. ♦
Acto seguido, explicaremos brevemente algunas nociones de teor´ıa de integracio´n respecto
a una medida µ ∈ ba(Ω,F). Consideramos el espacio X de todas las funciones medibles
y acotadas en (Ω,F) dotado con la norma del supremo, de manera que X es un espacio
de Banach. Por X0 denotaremos el subespacio lineal de todas las funciones escalonadas con











y se puede demostrar que esta definicio´n es independiente de la representacio´n particular de
F . Adema´s, ∣∣∣∣∫ Fdµ∣∣∣∣ ≤ ‖F‖ · ‖µ‖var. (A.10)
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Dado que X0 es denso en X respecto a la norma ‖ · ‖, esta desigualdad nos permite definir la
integral en todo el espacio X como extensio´n del funcional lineal y continuo X0 3 F 7→
∫
Fdµ.




Teorema A.34. La integral
`(F ) =
∫
Fdµ, F ∈ X ,
define una correspondencia uno a uno entre los funcionales lineales ` en X y las medidas
finitamente aditivas µ ∈ ba.
Demostracio´n. Por la definicio´n de la integral y por (A.10), es evidente que cualquier µ ∈ ba
define a un funcional lineal y continuo en X . Rec´ıprocamente, dado un funcional lineal y
continuo `, podemos definir una medida finitamente aditiva µ en (Ω,F) a trave´s de
µ(A) := `(IA), A ∈ F .
Si L ≥ 0 es tal que `(F ) ≤ L para ‖F‖ ≤ 1, tenemos que ‖µ‖var ≤ L, y por lo tanto µ ∈ ba.
Podemos comprobar que la integral respecto a µ coincide con ` en X0; puesto que X0 es dendo
en X , vemos como, efectivamente, ∫ Fdµ y `(F ) coinciden ∀F ∈ X . 
Observacio´n A.35. El Teorema A.34 anterior, en particular, nos permite establecer una
correspondencia uno a uno entre medidas Q ∈ M1,f y funcionales ` lineales y continuos en
X tales que `(1) = 1 y `(X) ≥ 0 ∀X > 0. ♦
A.3. Variables aleatorias
Funciones cuantil
En este apartado, presentaremos en primer lugar la definicio´n y algunas propiedades de
las funciones inversa de funciones en general. Posteriormente, nos centraremos en las funcio-
nes inversa de funciones que reu´nen las caracter´ısticas para ser funciones de distribucio´n de
una cierta variable aleatoria; esta particularidad de funciones inversa recibira´n el nombre de
funciones cuantil.
As´ı, supongamos primero que F : (a, b) → R es una funcio´n creciente (no necesariamente
estrictamente creciente). Sean c := limx↓aF (x) y d := limx↑bF (x).
Definicio´n A.36. Una funcio´n q : (c, d)→ (a, b) se denomina funcio´n inversa de F si
F (q(s)−) ≤ s ≤ F (q(s)+) ∀s ∈ (c, d).
A las funciones
q−(s) := sup{x ∈ R | F (x) < s} = inf{x ∈ R | F (x) ≥ s}
q+(s) := inf{x ∈ R | F (x) > s} = sup{x ∈ R | F (x) ≤ s}
las llamamos las funciones inversa continuas por la izquierda o continuas por la derecha,
respectivamente.
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En el siguiente lema se obtiene una propiedad del conjunto de funciones inversa de una
cierta funcio´n F que tiene especial relevancia: todas coinciden entre si casi en todas partes de
su dominio.
Lema A.37. Una funcio´n q : (c, d)→ (a, b) es una funcio´n inversa de F si, y so´lo si,
q−(s) ≤ q(s) ≤ q+(s) ∀s ∈ (c, d).
En particular, q− y q+ son funciones inversa. Adema´s, q− es continua por la izquierda as´ı
como q+ lo es por la derecha, y toda funcio´n inversa q es creciente y satisface q(s−) = q−(s)
y q(s+) = q+(s) ∀s ∈ (c, d). Es ma´s, cualquier par de funciones inversa coinciden casi en
todas partes en (c, d).
Demostracio´n. Por las definiciones de q− y q+, para cualquier funcio´n inversa q se cumple
q− ≤ q ≤ q+. As´ı, podemos demostrar la primera parte del lema si vemos que F (q+(s)−) ≤
s ≤ F (q+(s)−) ≤ s ≤ F (q−(s)+) ∀s; notemos que s < q+(s) implica F (x) ≤ s y que
y > q−(s) implica F (y) ≥ s, por lo que, en efecto, se cumple dicha expresio´n.
Consideremos ahora el conjunto {x | F (x) > s}, el cual es la unio´n de los conjuntos
{x |F(x) > s+ } para  < 0; vemos, pues, que q+ es continua por la derecha. Un argumento
ana´logo nos permite comprobar la continuidad por la izquierda de q−. Como q− y q+ son
claramente crecientes, la u´ltima parte del lema queda entonces demostrada. 
Lema A.38. Sea q una funcio´n inversa de F . Entonces F es una funcio´n inversa de q.
Demostracio´n. Si s > F (x), q(s) ≥ q−(s) ≥ x, de manera que q(F (x)+) ≥ x. Rec´ıprocamen-
te, s < F (x) implica q(s) ≤ q+(s) ≤ x, y por lo tanto que q(F (x)−) ≤ x. Esto prueba que F
es una funcio´n inversa de q. 
A partir de ahora, asumiremos que F : R −→ [0, 1] es creciente y continua por la derecha;
adema´s, F estara´ ahora normalizada en el sentido en que c = 0 y d = 1. Esta suposicio´n
siempre es cierta si F es la funcio´n de distribucio´n de una variable aleatoria X en un cierto
espacio de probabilidad (Ω,F , P ), i.e., F viene dada por F (x) = P [X ≤ x]. El siguiente
lema muestra que, en particular, tambie´n el rec´ıproco es cierto: toda funcio´n normalizada,
creciente y continua por la derecha F : R→ [0, 1] es funcio´n de distribucio´n de alguna variable
aleatoria.
Lema A.39. Sea U una variable aleatoria en un espacio de probabilidad (Ω,F , P ) con una
distribucio´n uniforme en el intervalo (0, 1), i.e., P [U ≤ s] = s ∀s ∈ (0, 1). Si q es una
funcio´n inversa de una funcio´n F continua por la derecha, creciente y normalizada, F : R→
[0, 1], entonces
X(ω) := q(U(ω))
sigue la funcio´n de distribucio´n F .
Demostracio´n. Primero notemos que cualquier funcio´n inversa de F es medible puesto que
coincide con la funcio´n medible q+ fuera del conjunto numerable {s ∈ (0, 1) | q−(s) < q+(s)}.
Dado que q(F (x)−) ≤ x, tenemos que q(s) ≤ x para s < F (x). Adema´s, el Lema A.38 nos
muestra que q(s) ≤ x implica que F (x) ≥ F (q(s)) = F (q(s)+) ≥ s, por lo que observamos
como
(0, F (x)) ⊆ {s ∈ (0, 1) | q(s) ≤ x} ⊆ (0, F (x)].
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As´ı pues,
F (x) = P [U ∈ (0, F (x))] ≤ P [U ∈ {s | q(s) ≤ x}] ≤ P [U ∈ (0, F (x)]] = F (x).
Considerando la identidad P [U ∈ {s | q(s) ≤ x}] = P [X ≤ x], completamos la demostracio´n.

Definicio´n A.40. Una funcio´n inversa q : (0, 1)→ R de una funcio´n de distribucio´n F recibe
el nombre de funcio´n cuantil. En este caso, nos referiremos a q− y a q+ como las funciones
cuantil inferiores y superiores, respectivamente.
Normalmente, usaremos la notacio´n FX para la funcio´n de distribucio´n de la variable
aleatoria X, as´ı como qX para designar a las correspondientes funciones cuantil. No obstante,
en los casos en los que queramos enfatizar la ley µ de X, escribiremos Fµ y qµ. Al valor qX(λ)
de una funcio´n cuantil a un nivel λ ∈ (0, 1) dado se le suele decir λ-cuantil de X.
El siguiente resultado complementa al Lema A.39, en el sentido en que implica que un espa-
cio de probabilidad soporta a una variable aleatoria con distribucio´n uniforme en el intervalo
(0, 1) si, y so´lo si, soporta a cualquier variable aleatoria no constante con una distribucio´n
continua.
Lema A.41. Sea X una variable aleatoria con funcio´n de distribucio´n continua FX y con
funcio´n cuantil qX . Entonces, U := FX(X) esta´ uniformemente distribuida en (0, 1), y X =
qX(U) P -c.s.
Demostracio´n. Sea (Ω˜, F˜ , P˜ ) un espacio de probabilidad que soporta a una variable aleatoria
U˜ con una distribucio´n uniforme en (0, 1); entonces, por el Lema A.39, X˜ := qX(U˜) sigue
la misma distribucio´n que X, de modo que FX(X) y FX(X˜) tambie´n tienen la misma dis-
tribucio´n. Por otro lado, si FX es continua, tenemos que FX(qX(s)) = s, lo cual conlleva
FX(X˜) = U˜ .
Para ver que X = qX(U) P -c.s., fije´monos primero en que q
+
X(F (t)) ≥ t, y por lo tanto
qX(U) = q
+
X(U) ≥ X P -c.s. Sea f : R → (0, 1) una funcio´n estrictamente creciente; co-
mo qX(U) y X comparten la misma ley, tenemos que E[f(qX(U))] = E[f(X)], obteniendo
finalmente que P [qX(U) > X] = 0. 
A continuacio´n presentamos un lema que nos muestra una relacio´n muy u´til entre funciones
cuantil de variables aleatorias estrechamente relacionadas entre si.
Lema A.42. Si X = f(Y ) para una funcio´n creciente f y qY es una funcio´n cuantil de Y ,
f(qY (t)) es una funcio´n cuantil de X. En particular,
qX(t) = qf(Y )(t) = f(qY (t)) para casi todo valor de t ∈ (0, 1).
Si f es decreciente, entonces f(qY (1− t)) es una funcio´n cuantil de X. En particular,
qX(t) = qf(Y )(t) = f(qY (1− t)) para casi todo valor de t ∈ (0, 1).
Demostracio´n. Si f es decreciente, ya que FY (qY (1 − t)−) ≤ 1 − t ≤ FY (qY (1 − t)) por
definicio´n, q(t) := f(qY (1− t)) satisface
FX(q(t)) = P [f(Y ) ≤ f(qY (1− t))] ≥ P [Y ≥ qY (1− t)]
≥ t ≥ P [Y > qY (1− t)]
≥ FX(q(t)−).
De aqu´ı concluimos que f(qY (1 − t)) es una funcio´n cuantil. Un argumento similar nos per-
mitir´ıa comprobar la relacio´n en el caso en que la funcio´n f es creciente. 
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El siguiente teorema es una versio´n de las desigualdades de Hardy-Littlewood, el cual nos
aporta una estimacio´n de la esperanza E[XY ] en te´rminos de las funciones cuantiles qX y qY .
Teorema A.43. Sean X e Y dos variables aleatorias en (Ω,F , P ) con funciones cuantiles
qX y qY . Entonces, ∫ 1
0




siempre y cuando todas las integrales este´n bien definidas. Si X = f(Y ) y la cota infe-
rior(superior) es finita, esta cota inferior(superior) se alcanza si, y so´lo si, f puede ser esco-
gida como una funcio´n decreciente(creciente).
Demostracio´n. Ver [8], Teorema A.24. 
Definicio´n A.44. Decimos que un espacio de probabilidad (Ω,F , P ) no tiene a´tomos si no
existe ningu´n conjunto A ∈ F tal que, si P [A] > 0, P [B] = 0 o P [A] = P [B] para cualquier
B ∈ F subconjunto de A.
Proposicio´n A.45. Para cualquier espacio de probabilidad las siguientes condiciones son
equivalentes:
(a) (Ω,F , P ) no tiene a´tomos.
(b) Existe una secuencia X1, X2, . . . de variables aleatorias independientes e ide´nticamente
distribuidas con la distribucio´n de Bernouilli P [X1 = 1] = P [X1 = 0] = 1/2.
(c) Para cualquier µ ∈M1(R), existen variables aleatorias Y1, Y2, . . . independientes e ide´nti-
camente distribuidas con distribucio´n µ.
(d) (Ω,F , P ) soporta a una variable aleatoria con distribucio´n continua.
Demostracio´n. Ver [8], Proposicio´n A.27. 
Supremo esencial de una familia de variables aleatorias
En este apartado introduciremos el concepto de supremo esencial de una familia arbitraria
Φ de variables aleatorias en un cierto espacio de probabilidad (Ω,F , P ).
Consideremos el caso en que Φ es numerable; entonces ϕ∗(ω) := supϕ∈ψ ϕ(ω) tambie´n
ser´ıa una variable aleatoria, y por lo tanto ϕ∗ ser´ıa medible. Pero si Φ fuera no numerable, no
podr´ıamos garantizar que el supremo puntual fuera medible, e incluso si as´ı lo fuera, podr´ıa
estar representando un concepto diferente al que buscamos basa´ndonos en las propiedades de
P -casi seguramente. Este hecho nos sugiere la nocio´n del supremo esencial, definido a trave´s
de desigualdades casi seguras.
Teorema A.46. Sea Φ cualquier conjunto de variables aleatorias en (Ω,F , P ).
(a) Existe una variable aleatoria ϕ∗ tal que
ϕ∗ ≥ ϕ P -c.s. ∀ϕ ∈ Φ. (A.11)
Adema´s, ϕ∗ es u´nica casi seguramente en el siguiente sentido: cualquier otra variable
aleatoria ψ con la propiedad (A.11) satisface ψ ≥ ϕ∗ P -c.s.
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(b) Supongamos que Φ es tal que, para ϕ, ϕ˜ ∈ Φ, existe ψ ∈ Φ que cumple ψ ≥ ϕ ∨ ϕ˜.
Entonces existe una secuencia creciente ϕ1 ≤ ϕ2 ≤ · · · en Φ tal que ϕ∗ = limn ϕn P -c.s.
Demostracio´n. Sin pe´rdida de generalidad, podemos asumir que cada ϕ ∈ Φ toma valores en
el intervalo [0, 1]; de lo contrario, podemos considerar Φ˜ := {f ◦ϕ | ϕ ∈ Φ} con f : R→ [0, 1]
estrictamente creciente.
Si Ψ ⊂ Φ es numerable, sea ϕΨ(ω) := supϕ∈Ψ ϕ(ω); en este caso ϕΨ es medible. Afirmamos
que la cota superior
c := sup{E[ϕΨ] | Ψ ⊂ Φ numerable}
es alcanzada por algu´n conjunto numerable Ψ∗ ⊂ Φ. Para verlo, tomamos Ψn con E[ϕψn ]→ c
y sea Ψ∗ :=
⋃
n Ψn; entonces Ψ
∗ es numerable y E[ϕΨ∗ ] = c.
Ahora mostraremos que ϕ∗ := ϕΨ∗ cumple (A.11). Lo haremos por reduccio´n al absurdo,
suponiendo que no se cumple (A.11); as´ı, existe ϕ ∈ Φ tal que P [ϕ > ϕ∗] > 0, de manera que
Ψ′ := Ψ∗ ∪ {ϕ} satisface
E[ϕΨ′ ] > E[ϕΨ∗ ] = c,
que esta´ en contradiccio´n con la definicio´n de c. Adema´s, si ψ es otra variable aleatoria que
cumple (A.11), entonces es evidente que ψ ≥ ϕ∗.
Finalmente, por construccio´n, ϕΨ∗ puede aproximarse mediante una secuencia creciente si
Ψ cumple la condicio´n descrita en (b). 
Definicio´n A.47. La variable aleatoria ϕ∗ que aparece en el Teorema A.46 se define como
el supremo esencial de Φ respecto a P , y escribimos
ess sup Φ = ess sup
ϕ∈Φ
ϕ := ϕ∗.
A partir de e´ste, definimos el ı´nfimo esencial de Φ respecto a P como
ess inf Φ = ess inf
ϕ∈Φ
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