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Convergence analysisAbstract In this paper, we present the Taylor polynomial solutions of system of higher order linear
integro-differential Volterra-Fredholm equations (IDVFE). This method transforms IDVFE into
the matrix equations which correspond to a system of linear algebraic equations. Some numerical
results are also given to illustrate the efficiency of the method.
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Integro-differential equations (IDE) have many applications in
various fields of science and engineering such as biological
models, industrial mathematics, control theory of financial
mathematics, economics, electrostatics, fluid dynamics, heat
and mass transfer, oscillation theory, and queuing theory.
Usually IDE cannot be solved analytically; hence, it is
meaningful to investigate the efficient approximation scheme
for solving these equations. Furthermore, there are several
numerical methods for integro-differential equations such as
El-gendi’s, Wolfe’s, Galerkin methods [1], Euler-Chebyshev
[2], Runge-Kutta [3] methods, rationalized Haar functions [4]method, Galerkin methods with hybrid functions [5], Cheby-
shev collocation method [6] and Lagrange polynomial [7,8]
method.
A Chebyshev collocation method, which was given for the
solution of the linear integro-differential equations, was devel-
oped for the system of Fredholm-Volterra IDE [9].
Taylor polynomial method was recently developed for the
following single Volterra-Fredholm integral equation and
integro-differential equations in real application. Yalc¸inbas
and Sezer [10] employed the Taylor collocation method to
solve second-order linear differential equations. Sezer et al.
[11,12] also used this method in their work on linear integro-
differential equations and high-order linear Fredholm-
Volterra integrodifferential equations, and there is not a
research on the solution methods of the higher-order IDE sys-
tems using the Taylor polynomial method which will be our
focus in Section 2. We will present a numerical framework
for solving the system of integro-differential equations by
modifying diffusion of the known method for integral equa-
tion. We will see that the approximation solution obtained
by the present method has good agreement with the exact solu-
tion so it provides a good approximation when compared toy Taylor
2 Y. Jafarzadeh, B. Keramatiother methods. A considerable advantage of the method is that
it allows us to make use of the computer because this Taylor
method transforms the problem into the matrix equation,
which is a linear algebraic system. Therefore, Taylor coeffi-
cients of the solution are found very easily by using the com-
puter programs.
In this paper, we will consider system of k linear IDEs of
Fredholm-Volterra type in the form of
Xm
n¼0
Xk
j¼1
PnijðxÞyðnÞj ðxÞ ¼ giðxÞ þ
Z x
1
Xk
j¼1
Kijðx; sÞyjðsÞds
þ
Z 1
1
Xk
j¼1
Fijðx; sÞyjðsÞds;
i ¼ 1; 2; . . . ; k; 1 < x < 1; ð1Þ
under the initial conditions. The aim of this study was to get
solution as truncated Taylor polynomial defined by
yjðxÞyjNðxÞ :¼
XN
r¼0
1
r!
y
ðrÞ
j ðcÞðxcÞr; j¼1;2; . . . ;k; 16x;c61;
ð2Þ
or
yjNðxÞ :¼
XN
r¼0
y
ðrÞ
j ðcÞtrðxÞ; ð3Þ
where trðxÞ ¼ 1r! ðx cÞr and N is a positive integer.
The error [13] of Taylor polynomial is as follows:
EnðxÞ ¼ yjðxÞ  yjNðxÞ ¼
y
ðNþ1Þ
j ððxÞÞðx cÞNþ1
ðNþ 1Þ! ; ð4Þ
where ðxÞ lies in the interval ½1; 1 and EnðxÞ is the remainder
of the Taylor polynomial of degree N.
An interesting feature of this method is that when an inte-
gral system has linearly independent polynomial solution of
degree n or less than n, the method can be used for finding
the analytical solution. The suggested expansion method is clo-
ser to the exact solution.
Comparison of the results obtained from this method with
other methods indicates that the suggested method has simple
algorithm and this method can be applied efficiently to a vari-
ety of similar problems.
2. The method of the solution
In this section, we will modify the Taylor polynomial method
for single Volterra-Fredholm integral equation to the current
system of higher order of Volterra-Fredholm integro-
differential equations.
Define the column vectors:
gðxÞ ¼ g1ðxÞ; g2ðxÞ; . . . ; gkðxÞ½ T;
yðnÞðxÞ ¼ yðnÞ1 ðxÞ; yðnÞ2 ðxÞ; . . . ; yðnÞk ðxÞ
h iT
;
where y
ðnÞ
j ðxÞ denotes the derivative of nth-order and
y
ð0Þ
j ðxÞ ¼ yjðxÞ and the matrices
Kðx; sÞ ¼ ½Kijðx; sÞ;Fðx; sÞ ¼ ½Fijðx; sÞ;PnðxÞ ¼ ½pni;jðxÞ;Please cite this article in press as: Jafarzadeh Y, Keramati B, Numerical method fo
collocation, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.08.014where n ¼ 0; 1; 2; . . . ;m and i; j ¼ 1; 2; . . . ; k. Then the system
(1) can be written into the following matrix from:
Xm
n¼0
PnðxÞyðnÞðxÞ ¼ gðxÞ þ
Z x
1
Kðx; sÞyðsÞdsþ
Z 1
1
Fðx; sÞyðsÞds;
ð5Þ2.1. Fundamental relations
The functions defined in (3) can be written in the matrix form
as
yjðxÞ  yjNðxÞ ¼ tðxÞAj;
where tðxÞ ¼ ½t0ðxÞ; t1ðxÞ; . . . ; tNðxÞ; Aj ¼ yjðcÞ; yð1Þj ðcÞ; . . . ;
h
y
ðNÞ
j ðcÞT. So its derivative can be written as
y
ðnÞ
j ðxÞ  yðnÞjN ðxÞ :¼
XN
r¼0
y
ðrÞ
j ðcÞtðnÞr ðxÞ ¼ tðnÞðxÞAj;
where j ¼ 1; 2; . . . ; k;1 6 x 6 1; tðnÞr ðxÞ denotes the nth-order
derivative of trðxÞ and tðnÞðxÞ ¼ tðnÞ0 ðxÞ; tðnÞ1 ðxÞ; . . . ; tðnÞN ðxÞ
h i
.
Similarly, the functions
R x
1 Kijðx; sÞyjðsÞds andR 1
1 Fijðx; sÞyjðsÞds can be written in matrix form ofZ x
1
Kijðx; sÞyjðsÞds ¼ KijðxÞAj;
Z 1
1
Fijðx; tÞyjðtÞdt ¼ FijðxÞAj;
where
KijðxÞ ¼
Z x
1
Kijðx; sÞt0ðsÞds;
Z x
1
Kijðx; sÞt1ðsÞds; . . . ;


Z x
1
Kijðx; sÞtNðsÞds

;
FijðxÞ ¼
Z 1
1
Fijðx; sÞt0ðsÞds;
Z 1
1
Fijðx; sÞt1ðsÞds; . . . ;


Z 1
1
Fijðx; sÞtNðsÞds

;
The column vector yðnÞðxÞ can be written as
yðnÞðxÞ  yðnÞN ðxÞ ¼ TðnÞðxÞA; n ¼ 0; 1; 2; . . . ;m;
where
TðnÞðxÞ ¼
tðnÞðxÞ 0 . . . 0
0 tðnÞðxÞ    0
..
. ..
. . .
. ..
.
0 0    tðnÞðxÞ
2
66664
3
77775
kk
; A ¼
A1
A2
..
.
Ak
2
66664
3
77775
k1
Similarly, the matrix
R x
1 Kðx; sÞyðsÞds and
R x
1 Fðx; sÞyðsÞds
can be written asZ x
1
Kðx; tÞyðtÞdt ¼ KðxÞA;
andr a system of integro-diﬀerential equations and convergence analysis by Taylor
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1
Fðx; tÞyðtÞdt ¼ FðxÞA;
where KðxÞ ¼ ½KijðxÞ and FðxÞ ¼ ½FijðxÞði; j ¼ 1; 2; . . . ; kÞ are
square matrices of order kðNþ 1Þ. Then the system (5) can
be rewritten as
Xm
n¼0
PnðxÞTðnÞðxÞ  KðxÞ  FðxÞ
 !
A ¼ gðxÞ; ð6Þ2.2. Application of the Taylor polynomial method
To compute the Taylor coefficients we use the collocation
points defined by xr ¼ 1þ rh; r ¼ 0; 1; . . . ;N where h ¼ 2N
and the values xr are spread out over the interval [1, 1]. Sub-
stituting the Taylor polynomial points into (6), we obtain the
following matrix form:
Xm
n¼0
PnT
ðnÞ  K F
 !
A ¼ G; ð7Þ
where
Pn ¼
Pnðx0Þ 0 . . . 0
0 Pnðx1Þ    0
..
. ..
. . .
. ..
.
0 0    PnðxNÞ
2
66664
3
77775; TðnÞ ¼
TðnÞðx0Þ
TðnÞðx1Þ
..
.
TðnÞðxNÞ
2
666664
3
777775;
ð8Þ
K ¼
Kðx0Þ
Kðx1Þ
..
.
KðxNÞ
2
66664
3
77775; F ¼
Fðx0Þ
Fðx1Þ
..
.
FðxNÞ
2
66664
3
77775; G ¼
gðx0Þ
gðx1Þ
..
.
gðxNÞ
2
66664
3
77775; ð9Þ
Eq. (7) is the fundamental matrix equation for the system of
Volterra-Fredholm integro-differential equations. The equa-
tion can be written briefly in the form of
WA ¼ G; ð10Þ
where
W ¼
Xm
n¼0
PnT
ðnÞ  K F
 !
¼ ½wij; i; j ¼ 1; 2; . . . ; kðNþ 1ÞTable 1 The numerical results of Example 2.
x Absolute errors of y1
N= 5 N= 10
1 0.00 0.00
0.75 4.38e5 2.14e10
0.5 2.31e5 2.18e10
0.25 8.25e6 1.97e11
0 0.00 0.00
0.25 3.23e6 1.24e10
0.5 8.23e6 1.12e10
0.75 7.41e5 7.32e11
1 0.00 0.00
Please cite this article in press as: Jafarzadeh Y, Keramati B, Numerical method fo
collocation, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.08.014which yield a system of kðNþ 1Þ linear algebraic equations of
unknown Taylor coefficients. Then the matrix of the above
system is
½W;G ¼
w1;1 w1;2    w1;kðNþ1Þ ; g1ðx0Þ
w2;1 w2;2    w2;kðNþ1Þ ; g2ðx0Þ
..
. ..
. ..
. ..
. ..
.
wk;1 wk;2    wk;kðNþ1Þ ; gkðx0Þ
wkþ1;1 wkþ1;2    wkþ1;kðNþ1Þ ; g1ðx1Þ
wkþ2;1 wkþ2;2    wkþ2;kðNþ1Þ ..
.
g2ðx1Þ
..
. ..
. ..
. ..
.
w2k;1 w2k;2    w2k;kðNþ1Þ ; gkðx1Þ
..
. ..
.    ... ; ...
..
. ..
.    ... ; ...
..
. ..
. ..
. ..
. ..
.
wkðNþ1Þ;1 wkðNþ1Þ;2    wkðNþ1Þ;kðNþ1Þ ; gkðxNÞ
2
6666666666666666666666666666664
3
7777777777777777777777777777775
ð11Þ
If the matrix W is nonsingular then we can write A ¼ W1G.
Thus the Taylor coefficients without initial conditions are
determined.
It is possible [9] the matrix representation of initial condi-
tions which depends on the Taylor coefficient matrix A.
To obtain the solution under the initial conditions by
replacing the rows matrix form of the initial conditions by
the last m rows of the matrix (11), we have the new augmented
matrix ½ W; G. If detð WÞ– 0 then we can write
A ¼ ð WÞ1 G: ð12Þ
Thus the Taylor coefficients are uniquely determined.
3. Convergence analysis
In this section, we perform the error estimation for linear IDEs
of Fredholm-Volterra type in the form (5).
Theorem 3.1. Assume that yNðxÞ is the approximate solution
of (5), yðxÞ is exact solution of (5) and that gðxÞ is a function
defined on ½1; 1, Kðx; sÞ and Fðx; sÞ are sufficiently smooth
continuous and arbitrary differentiable then we haveAbsolute errors of y2
N= 5 N= 10
0.00 0.00
6.72e5 2.73e10
3.41e5 2.22e10
7.05e6 2.13e11
0.00 0.00
2.10e6 2.11e10
1.41e6 2.01e10
2.37e5 8.21e11
0.00 0.00
r a system of integro-diﬀerential equations and convergence analysis by Taylor
Figure 1 Dot: Approximate solution. Dash: Exact solution (y2).
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n¼0PnðxÞ yðnÞN ðxÞ  yðnÞðxÞ
  
1
kyNðxÞ  yðxÞk1
6 cþ b; ð13Þ
where c ¼ sup16x61
R x
1 jKðx; sÞjds, b ¼ sup16x61
R 1
1
jFðx; sÞjds.
Proof. By substituting the approximate solution into Eq. (5)
we obtain
Xm
n¼0
PnðxÞyðnÞN ðxÞ¼ gðxÞþ
Z x
1
Kðx;sÞyNðsÞdsþ
Z 1
1
Fðx;sÞyNðsÞds:
ð14Þ
From (5) and (14), it follows that
Xm
n¼0
PnðxÞ yðnÞN ðxÞyðnÞðxÞ
 
6
Z x
1
jKðx;sÞj  jyNðsÞyðxÞjds
þ
Z 1
1
jFðx;sÞj  jyNðsÞyðxÞjds:
This implies that
Xm
n¼0
PnðxÞ yðnÞN ðxÞ  yðnÞðxÞ
 

1
6
Z x
1
jKðx; sÞj  kyNðxÞ  yðxÞk1dsþ
Z 1
1
jFðx; sÞj  kyNðxÞ
 yðxÞk1ds:
Then, we getPm
n¼0PnðxÞ yðnÞN ðxÞ  yðnÞðxÞ
  
1
kyNðxÞ  yðxÞk1
6
Z x
1
jKðx; sÞjdsþ
Z 1
1
jFðx; sÞjds 6 cþ b
which shows that (13) holds and so the proof is completed.Figure 2 Dot: Approximate solution. Dash: Exact solution (y1).4. Numerical examples
In this section, we state the numerical results for the system of
Volterra-Fredholm integro-differential equations.
Example 1. Consider a first-order system of Fredholm-
Volterra IDEs:
y
ð1Þ
1 þ xyð1Þ2 þ 3y2 ¼ 20x3 þ 2x2 þ
1
3
x 3
þ
Z 1
1
ððx tÞy1 þ x2y2Þdt
þ
Z x
1
ð4ty1  y2Þdt;
x2y
ð1Þ
1  yð1Þ2 þ xy1 þ y2 ¼ 5x3  15x2  8xþ
2
3
þ
Z 1
1
ð3ty1 þ ðt2  4xÞy2Þdt
þ
Z x
1
6y1dt:Please cite this article in press as: Jafarzadeh Y, Keramati B, Numerical method fo
collocation, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.08.014Let us approximate the solution by Taylor polynomial of
degree three. The collocation points are as follows:
x0 ¼ 1; x1 ¼  1
30
; x2 ¼ 1
3
; x3 ¼ 1:
g1ðxÞ ¼ 20x3 þ 2x2 þ
1
3
x 3; g2ðxÞ ¼ 5x2  15x2  8xþ
2
3
and the matrices form of Eq. (10) is defined byr a system of integro-diﬀerential equations and convergence analysis by Taylor
Method for system of integro-differential equations and convergence analysis 5P0 ¼
0 3
1 1
0 3
1=3 1
0 3
1=3 1
0 3
1 1
2
66666666666664
3
77777777777775
88
;
P1 ¼
1 1
1 1
1 1=3
1=9 1
1 1=3
1=9 1
1 1
1 1
2
66666666666664
3
77777777777775
88
Tð0Þ ¼
1 1 1=2 1=6 1 1 1=2 1=6
1 1=3 1=18 1=162 1 1=3 1=18 1=162
1 1=3 1=18 1=162 1 1=3 1=18 1=162
1 1 1=2 1=6 1 1 1=2 1=6
2
6664
3
7775
88
;
Tð1Þ ¼
0 1 1 1=2 0 1 1 1=2
0 1 1=3 1=18 0 1 1=3 1=18
0 1 1=3 1=18 0 1 1=3 1=18
0 1 1 1=2 0 1 1 1=2
2
6664
3
7775
88
,
K¼
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
16=9 104=81 40=81 0:13 2=3 4=9 13=81 10=243
4 8=3 26=27 20=81 0 0 0 0
16=9 112=81 40=81 0:13 4=3 4=9 4=81 10=243
8 8=3 8=27 20=81 0 0 0 0
0 8=3 0 4=15 2 0 1=3 0
12 0 2 0 0 0 0 0
2
66666666666664
3
77777777777775
;
F¼
2 2=3 2=3 1=15 2 0 2=3 0
0 2 0 1=5 26=3 0 23=15 0
2=3 2=3 2=9 1=15 2=9 0 2=27 0
0 2 0 1=5 10=3 0 29=45 0
2=3 2=3 2=9 1=15 2=9 0 2=27 0
0 2 0 1=5 2 0 11=45 0
2 2=3 2=3 1=15 2 0 2=3 0
0 2 0 1=5 22=3 0 6=5 0
2
66666666666664
3
77777777777775
:
We have the solution of
y1ðxÞ ¼ x2 þ 3x; y2ðxÞ ¼ 4x3  1:
which is the exact solution. Note that any conditions are not
used.
Example 2. Consider a system of third-order linear Volterra
IDEs:Please cite this article in press as: Jafarzadeh Y, Keramati B, Numerical method fo
collocation, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.08.014y
ð3Þ
1 þ yð2Þ2 þ yð1Þ1 þ exy2 ¼ 1 xex  2ex þ
Z 1
1
ðsinhðtÞy1
þ coshðtÞy2Þdtþ
Z x
1
exty2dt;
y
ð3Þ
2 þ exyð3Þ1  yð1Þ2 þ xy2 þ y1 ¼ 6 x xex þ xexþ2
þ
Z 1
1
3ety1  xexþ1y2
 	
dt
þ
Z x
1
ty1þety2
 	
dt;
with the initial conditions:
y1ð1Þ ¼ e1; y2ð1Þ ¼ e; y1ð0Þ ¼ 1; y2ð0Þ ¼ 1;
y1ð1Þ ¼ e; y2ð1Þ ¼ e:
The exact solution of this system is y1ðxÞ ¼ ex; y2ðxÞ ¼ ex.
The computational results are given in Table 1 and Figs. 1
and 2 for different N. (The absolute errors are obtained by
replacing the first two and the last four rows of the augmented
matrix by the rows of the matrices for conditions.)References
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