Attentional selection in the context of goal-directed behavior involves top-down modulation to enhance the contrast between relevant and irrelevant stimuli via enhancement and suppression of sensory cortical activity. Acetylcholine (ACh) is believed to be involved mechanistically in such attention processes. The objective of the current study was to examine the effects of donepezil, a cholinesterase inhibitor that increases synaptic levels of ACh, on the relationship between performance and network dynamics during a visual working memory (WM) task involving relevant and irrelevant stimuli. Electroencephalogram (EEG) activity was recorded in 14 healthy young adults while they performed a selective face/scene working memory task. Each participant received either placebo or donepezil (5 mg, orally) on two different visits in a double-blinded study. To investigate the effects of donepezil on brain network dynamics we utilized a novel EEG-based Brain Network Activation (BNA) analysis method that isolates location-time-frequency interrelations among event-related potential (ERP) peaks and extracts condition-specific networks. The activation level of the network modulated by donepezil, reflected in terms of the degree of its dynamical organization, was positively correlated with WM performance. Further analyses revealed that the frontal-posterior theta-alpha sub-network comprised the critical regions whose activation level correlated with beneficial effects on cognitive performance. These results indicate that condition-specific EEG network analysis could potentially serve to predict beneficial effects of therapeutic treatment in working memory.
Introduction
Goal-directed attentional selection involves top-down modulation that enhances the contrast between relevant and irrelevant stimuli through enhancement and suppression processes, respectively (Chadick and Gazzaley, 2011; Gazzaley et al., 2005; Labrenz et al., 2012; Zanto et al., 2011) . Previous findings suggest that acetylcholine (ACh) is involved in this neural modulation process (Sarter et al., 2005) .
Cholinergic input contributes to biasing the processing of stimuli in the parietal cortex (Broussard, 2012) . Specifically, it has been suggested that distractors induce increases in prefrontal ACh that in turn recruits parietal ACh efflux to enhance the signal-to-noise ratio (SNR) of relevant signals (see a review in Broussard, 2012) .
Donepezil increases cholinergic synaptic transmission in the brain by reducing the activity of the enzyme that breaks down ACh, thereby prolonging the effective lifetime of this neurotransmitter in the synaptic cleft. Donepezil slightly improves cognitive performance in some mild to moderate Alzheimer's disease (AD) (Birks, 2006) . However, there is limited data on either the cognitive or neural impact of donepezil administered to healthy individuals (e.g. Zaninotto et al., 2009) . Donepezil has been found to improve retention of training related to executive functions as well as verbal, visual and episodic memory probably through its effects on attention (Husain and Mehta, 2011; Palmer, 2002; Rokem et al., 2010; Rowan et al., 2007; Sarter and Bruno, 1997; Wesnes et al., 2002 Wesnes et al., , 2005 . It was also found that donepezil augments the effects of voluntary visual spatial attention (Rokem et al., 2010) that counteract impairments caused by distractors (Roberts and Thiele, 2008; Zenger et al., 2000) and modulates orientation-specific surround suppression (Kosovicheva et al., 2012) .
Recent studies have endorsed a network-level approach to examine neural markers of attention processes (Hamker, 2005; Montijn et al., 2012) , as well as the neural basis of cognitive enhancers on the brain (Husain and Mehta, 2011; Pa et al., 2013) . For example, distributed networks were demonstrated in power and coherence studies involving NeuroImage 88 (2014) [228] [229] [230] [231] [232] [233] [234] [235] [236] [237] [238] [239] [240] [241] alpha and theta oscillations during different stages of WM (Bastiaansen et al., 2002; Sauseng et al., 2002 Sauseng et al., , 2004 Sauseng et al., , 2005a Sauseng et al., , 2005b . Moreover, alphatheta connectivity was found to be impaired in AD, possibly indicating diminished modulation of activity in the posterior cortices by the frontal cortex (Yener and Başar, 2010) .
Cross-frequency phase synchronization between the frontal theta and modality-specific posterior alpha oscillations (parietal alpha in the case of visual processing) suggests a role of this double frequency coupling in gating relevant information (Kawasaki et al., 2010) and is in agreement with findings in the literature emphasizing the importance of phase synchronization in memory processes (Fell and Axmacher, 2011) . This proposed frontal-posterior theta-alpha network is also in line with previous findings demonstrating oscillatory mechanisms of visual WM over a distributed network implicating prefrontal, occipitoparietal and medial temporal sites associated with modulation of frequencies in the 4-12 Hz range (Moran et al., 2010) .
Here, we employed a novel EEG network analysis method, Brain Network Activation (BNA) algorithm (Reches et al., 2013; Shahaf et al., 2012) , to isolate the characteristic network patterns associated with neural task-based responses modulated by donepezil (for details see "BNA analysis" in Methods). BNA is based on the high temporal resolution of ERPs, and by using a formal graph representation depicts the evolving network dynamics in time, location and frequency. The algorithm explores the time lagged dynamics of the co-occurrence between events, i.e., ERP peaks that belong to different spatial locations and distinct frequency bands. During the search for patterns of network activation composed of time-dependent pairs of events, BNA analysis acknowledges and allows a degree of inter-subject variability and uses an individually-based scoring system in view of the known individual variation in the EEG (Meyer et al., 2013) . Hence, the BNA algorithm is congruent with previous studies that identified spatiotemporal patterns of evoked brain electrical activity at different recording sites Gevins and Cutillo, 1993; Gevins et al., 1981; Ioannides et al., 2012; Schinkel et al., 2007) and with the notion that ERPs represent aggregates of underlying neuronal populations (Başar, 2004; Bressler, 2002; Fell et al., 2004; Gevins and cutillo, 1993; Skrandies, 2005) .
In this study, we focused our analyses on responses to distractors (irrelevant face stimuli) in the context of a visual WM task (Gazzaley et al., 2008) performed by healthy young adults, under placebo and donepezil (single 5 mg dose) treatments using the BNA algorithm. The purpose of this work was to test whether network activation dynamics could serve as a predictive model of the WM performance level. We were particularly interested in characterizing the relationship between individual level of activation of the prefrontal-parietal theta-alpha network and improved performance on the WM task following treatment with donepezil. Our main hypothesis was that the prefrontal-parietal network parameters related to time-dependent events in the theta and alpha frequency bands distributed over different scalp regions will be correlated with WM performance and performance improvement following donepezil.
Methods

Participants
14 healthy paid male and female volunteers, age range 19-30 years participated in the study. All volunteers were right-handed and reported to have normal hearing and normal or corrected-to-normal vision. The protocol was approved by the University of California, Berkeley Institutional Review Board and all participants signed an informed consent before participating in the study.
Study design
This study used the same paradigm and an identical stimulus-set to that reported in Gazzaley et al. (2008) . EEG was recorded while participants performed a selective face/scene delayed-recognition task ( Fig. 1) to assess WM in the setting of distracting information (Gazzaley et al., 2008) . Participants were given prior knowledge as to which stimulus type was relevant and irrelevant. Each trial contained two faces and two scenes presented sequentially in a randomized order (cue period), each being displayed for 800 ms (200 ms ISI), followed by a 9 s delay period in which the images were to be remembered and mentally rehearsed. After the delay, a third image appeared (Probe) for a duration of 1 s (Fig. 1) . The participant was asked to respond with a button press (as quickly as possible without sacrificing accuracy) whether the third image (Probe) matched one of the previous images. Participants were given the following instructions: remember faces (ignore scenes, hereafter, Face Memory), remember scenes (ignore faces, hereafter, Scene Memory) or passively view all stimuli (hereafter, Passive View).
When the probe image appeared, it was composed of a face in the face memory condition, and a scene in the scene memory condition. In Passive View, participants were instructed to relax and view the stimuli without trying to remember them. Instead of a probe image, an arrow was presented and participants were required to make a button press indicating the direction of the arrow (Fig. 1) . The task was presented in 3 separate runs (20 trials each) with each of the three conditions in random order. Conditions and stimuli were counterbalanced across participants.
Each participant received either placebo or donepezil (5 mg, orally) on two different visits. Drug administration was double blind, and the order of drug and placebo administration was counterbalanced across participants.
Stimuli
The stimuli consisted of grayscale images of faces and natural scenes. All face and scene images were novel across all conditions and across all runs of the experiment. Images were 225 pixels wide and 300 pixels tall (14 × 18 cm) and subtended~5 by 6°of visual angle (participants werẽ 172 cm from the screen). The face stimuli consisted of a variety of neutral-expression male and female faces across a large age range. The gender of the face stimuli was held constant within each trial, and each stimulus was used in only one trial.
EEG recording and waveform analysis
ERPs were recorded from a 64 channel cap with Ag/AgCl active electrodes (Biosemi Active Two EEG system, Amsterdam, Netherlands) positioned according to the 10-20 international system. Four electrodes, above and below the right eye, and on the outer canthus of each eye served to record eye movements (EOG). Participants were instructed to avoid eye movements, blinking and body movements as much as possible, and to keep their gaze on the center of the screen during task performance. The EEG was sampled at a rate of 256 Hz and stored for off-line analysis. Continuous individual records were subjected to a 0.5-30 Hz band-pass filtering (FIR rectangular filter).
Nuisance components of horizontal eye movements and blinks were removed offline in Matlab (The Mathworks, Natick, MA) using EEGLAB (http://sccn.ucsd.edu/eeglab/index.html) (Delorme and Makeig, 2004) . Epochs of EEG from 200 to 800 ms post-stimulus onset free of excessive electrical interference (b100 μV) were selectively averaged only for the irrelevant faces stimuli of the Scene Memory condition (Remember Scenes condition). Thus, in total, 120 epochs were collected per participant (20 trials × 3 blocks × 2 facial stimuli).
ERP measures and electrode selection
The ERPs were time-locked to the onset of the irrelevant faces (from the Scene Memory task). Selection of electrodes for peak identification analysis was a two-stage process. First, several electrodes were selected for each ERP component of interest based on a previous parcellation (Luo et al., 2010) with the addition of the temporo-occipital electrodes, P9/P10, here. Specifically, for the P1 component, electrodes Pz, P3, P4, POz, PO3, and PO4 were selected for statistical analysis (50-150 ms); N170 (120-220 ms) was analyzed at the P7, P8, P9, P10, PO7, and PO8 electrode sites; P3 (300-500 ms) was analyzed at the following 15 electrode sites (FCz, FC3, FC4, Cz, C3, C4, CPz, CP3, CP4, Pz, P3, P4, POz, PO7, and PO8).
Next, electrodes for statistical analyses were chosen by their maximal value at the group level from each of the above clusters (Gazzaley et al., 2008) . Thus, each ERP component was finally represented by a single electrode chosen from its corresponding multiple electrode cluster based on its maximum amplitude. Only in the case of the P1 component there was a discrepancy between the maximum-amplitude electrodes of placebo and donepezil, respectively, and the maximumamplitude electrode in the donepezil condition was finally chosen as the representative electrode. For the P1 component PO3 was selected; for N170 electrode, P10 was selected; and for P3 electrode, PO8 was selected.
We conducted repeated measures analyses of variance (ANOVA) with Treatment (donepezil, placebo) and Component (P1, N170, P3) as fixed factors and Participants as a random factor. Using planned contrasts, we compared the amplitude and latency values between treatments for each of the components.
BNA analysis
General principles of the BNA algorithm BNA is based on identifying patterns of phase-locked evoked activity and it relates network dynamics to several network parameters. Specifically, the Brain Network Activation (BNA) algorithm exploits the interparticipant sequential temporal co-occurrence of pairs of ERP peaks (event-pairs) extracted from signals that were band-pass filtered into different frequency ranges and that emerged in different spatial locations. Thus, BNA captures the dynamic integration of event-pairs of specific temporal relations, spatial locations and frequencies into a unified functional network. Hence, BNA relies on a tridimensional analysis (Stephane et al., 2012) of time-dependent event-pairs across a group of participants. It is noteworthy that BNA describes functional connections which are not based on correlations of oscillatory activity (e.g., Brázdil et al., 2013) but rather on the temporal co-occurring pairs of ERP peaks.
As mentioned above, the information regarding the temporal cooccurring event-pairs which form into patterns is extracted from the participants of the group. That is, only if a specific sequential activation pattern of co-occurring ERP peaks is common across participants included in the group it will be considered as the characteristic group's network. Therefore, the coordinated activity in time, location and frequency depicted in the BNA group's network imply that the spatiotemporal functional dependencies of regional neuronal activities in different frequency bands represent functional links common to and characteristic of a specific population (e.g. healthy controls, Alzheimer disease patients). Individual brain activation patterns are compared against the group's network to determine the degree of similarity between the two in terms of network dynamics. The degree of similarity is measured by the BNA score as detailed in "Single participant level process and the BNA score" below.
The BNA method allows an encompassing description of brain activation using a graph as the formal representation of a network in which the nodes represent events defined in time, location and frequency-band, and the edges represent consistent temporal activity among nodes. This is a suitable and convenient formal representation of the sequence of time-dependent activations that occur in different frequency-bands and scalp-locations. This formal representation allows a comparison between entire networks representing different groups or conditions as well as the comparison of the single participant to the group by comparing between different multidimensional graphs. This approach is in accordance with the view that cognition results from dynamic interactions of distributed brain areas operating in large-scale networks (Bressler and Menon, 2010) .
Detailed description of the BNA algorithm: Two main processes
The BNA analysis involves two independent processes (Figs. 2A-H), a group level pattern recognition process (blue arrows, Fig. 2 ) and a single participant level similarity evaluation process (red arrows, Fig. 2 ). The group level process does not consist on averaging across participants, which masks variability within the group, but is rather based on identifying the largest common denominator of activation across participants while still preserving the inter-subject variability of individual Fig. 1 . Delay-recognition paradigm. The paradigm consisted of three tasks in which aspects of visual information were held constant while task-demands were manipulated. During each trial, participants observed sequences of two faces and two natural scenes (Cue stimuli) presented in a randomized order. Participants were given the following instructions: remember faces (ignore scenes, hereafter, Face Memory), remember scenes (ignore faces, hereafter, Scene Memory) or passively view all stimuli (hereafter, Passive View). The task was presented in 3 separate runs (20 trials each) with each of the three conditions in random order. Each of the Cue stimuli was presented for a period of 800 ms. After a delay of 9 s. participants were asked to indicate with a button press whether a face or a scene stimulus (i.e., the probe stimulus, presented for a duration of 1 s) matched the previously presented relevant cues, yielding performance measures of the WM task (reaction time and percent-correct). In the passive view response period, an arrow was presented, and participants were required to make a button press indicating the direction of the arrow. In the current study, only the electrophysiological responses to the irrelevant distractor face stimuli appearing in the Cue period of the Scene Memory condition were analyzed. The lines below the stimuli are used to highlight task-relevance in this illustration and were not present in the actual task. Reproduced from Fig. 1 in Gazzaley et al. (2008). participants (for more details see sub-section "Group level process" below).
At the group level, patterns are extracted from EEG data recorded from members of a group of participants, all of whom have undergone the same task. In the single participant level process, EEG data from a single participant external to the group, who underwent the same task, is evaluated against a set of extracted group patterns. A BNA score reflecting the degree of congruity between the participant's pattern of activation and that of the group's is assigned for each individual participant. The two processes will now be described in more detail.
Group level process. The first stage in the group level pattern recognition process involves data preprocessing (Figs. 2A-C). At this stage continuous individual records undergo initial band-pass pass filtering followed by artifact rejection and band-passing to the conventional EEG frequency bands: delta (0.5-4 Hz), theta (3-8 Hz), alpha (7-13 Hz) and beta Outline of steps in the functional network analysis. The BNA analysis involves two independent processes -group pattern analysis (blue arrows) and individual participant evaluation (red arrows). For the group analysis, the raw EEG of each participant undergoes three separate processing stages: (1) preprocessing (artifact removal, band-passing); (2) salient event extraction (discretization, normalization) and (3) network analysis (unitary event extraction, pair-pattern extraction) on all salient events gathered from all of the participants. The single participant level process involves three stages -the first two are identical to the first two stages of the group level process. In the third stage, the single participant activity is compared to the set of patterns collected during the group analysis stage. See text for further details. The multiple arrows stemming from the normalization stage represent the pooling of each participant's salient event to form the database on which the pattern analysis stage was performed. Reproduced from Fig. 1 in Shahaf et al. (2012) .
(12-30 Hz). All overlapping frequency bands were used in the next steps of the analysis to reduce loss of information. The outcome of this analysis stage is a set of EEG time-domain waveform signals per individual frequency band per electrode location. Next, the continuous filtered data is segmented into epochs, sorted according to stimulus type and averaged within each separate frequency band to obtain the ERPs. For further details see "EEG recording and waveform analysis" above.
Second, salient event extraction is performed (Figs. 2D, E). This stage reduces an individual's continuous ERP record into a set of discrete events (peaks and troughs) representing waveforms in each of the frequency bands defined above. For each participant all the minimal and maximal peaks from all frequency bands and electrodes that surpassed a specific threshold are selected for further analysis as follows. Initially, the average frequency band is calculated based on the high and low boundaries of the given frequency band. Next, the percentage threshold, which is the inverse of the average frequency, is computed per frequency band. Finally, the number of peaks selected for analysis is determined by the percentage threshold of the highest normalized peaks (see Appendix A, "Normalization procedure"). This procedure ensures that signals are adequately represented across frequency bands. The selected peaks are considered salient events, each with a defined latency, amplitude, frequency band and location on the scalp, i.e., in a four dimensional space (Figs. 2D, E).
Following the salient-event waveform extraction stage described above, in the third stage, network analysis is performed (Figs. 2F, G). In this stage, BNA identifies functional networks that provide stimulus and task-related structures in the time-location-frequency space of the EEG. BNA first locates clusters that include all or most participants in the group. Each cluster represents a single activity (negative or positive ERP peak) common to the group, over a defined location on the scalp, within a narrow frequency band and with narrow latency and amplitude ranges (this cluster will hereafter be referred to as a group common 'unitary event'). Following unitary event extraction, the algorithm seeks time-dependent 'event-pairs', defined as any two salient events (ERP peaks) in a single participant, each of which is included in a separate unitary event at a given scalp location and at a given frequency band and that maintain a specific temporal relation between them. The BNA algorithm extracts spatiotemporal patterns composed of a set of such temporally-dependent event-pairs contained in multiple unitary events. Previously it was shown that volume conduction is unlikely to be responsible for the temporal contingency between events (Shahaf et al., 2012) .
Each of the events comprising an event-pair is obeying an absolute temporal constraint on its latency (i.e. the absolute time constraint) and both of the events are obeying a relative temporal constraint for the inter-event interval (i.e. the relative time constraint) across a group of participants. Specifically, the absolute time is the latency of an event locked to stimulus onset, while the relative time is the time difference between the latencies of the events comprising the event-pair. The group pattern is then composed of all pairs of temporally co-occurring events that are common to the group from all electrode locations/ frequencies. The term 'temporally co-occurring' refers to a fixed relative time between the two events in each of the participant's event-pairs.
Event-pair identification consists of a sliding adjustable rectangular window which searches for clusters of event-pairs across all participants (Fig. 3) . The horizontal side of the rectangle represents the absolute time of events while the vertical side represents the interevent interval. The plane bounded by the rectangle defines a cluster of event-pairs satisfying both absolute and relative time constraints in order to locate collections of tightly-spaced points with a minimum number of participants determined by a threshold (see Shahaf et al., 2012) . This defined collection of event-pairs across individual participants is represented in the group network that preserves inter-subject variability and therefore allows the comparison of the individual activation to the group's pattern.
Single participant level process and the BNA score. The single participant level similarity evaluation process (red arrows) involves three stages of which the first two (data preprocessing and salient event extraction) (Figs. 2A-E) are identical to the first two stages of the group level process. In the third stage, event-pairs from single participants, that did not participate in the group network, are compared to corresponding event-pairs in the group network (Fig. 2H ) to assess the degree of similarity between the two. The comparison results in a BNA score with a value ranging between 0 and 100, where 100 designates complete congruence in terms of the network activation pattern between the single participant and the group's pattern that functions as a reference brain network.
More specifically, the BNA score is the measure of the functional similarity between the activation pattern of a single participant and the group's network in terms of the sequence of the temporal cooccurrence of event-pairs. The timing parameters that define cooccurrence are associated with event pairs of specific spatial locations and frequencies and therefore the BNA score reflects the similarity level between the activation pattern of the single participant and the group's network in all three dimensions: time, location and frequency (for the exact calculation of the BNA score see Appendix B, "BNA score computation").
For computing the BNA score, individual activation that was recorded for participants under placebo can be assessed against the reference group network under donepezil and vice versa (that is, the treatments could be swapped between the single-participant level and the group level). This possible incongruence of conditions between the individual and the group level while computing the BNA score is made possible since the extraction of activation patterns is divided into two independent processes: the single participant level and the group level process, respectively. This incongruence between conditions could be evident, for example, when BNA scores obtained for participants treated with placebo are separately computed against each reference (group) network of placebo and donepezil, respectively.
The single participant BNA score could be applied to entire networks as described above or else to sub-networks, that is, portions of the network, hereafter termed sub-BNA (sBNA) analysis. sBNA may be employed to calculate the single participant BNA score relative to a sub-network that is a-priori selected for post-hoc analyses.
Comparing the mean BNA score between networks
To test whether the placebo and/or the donepezil network significantly differentiated between placebo and donepezil treatments, individual network activity scores were first computed. That is, individual BNA scores were calculated by comparing the single participant activity to the placebo and donepezil group characteristic networks. These computations yielded placebo network BNA scores and donepezil network BNA scores, respectively. Placebo network BNA scores and donepezil network BNA scores were computed separately for each treatment, i.e. once when the participants received placebo and once when they received donepezil, yielding two sets of scores per network.
Then, Wilcoxon signed-rank test was used to test significance of within-group differences in BNA scores obtained in each of the treatments, placebo and donepezil, respectively. Since the computation of a BNA score consists of a comparison between the single participant activity and the group pattern she/he participated in, it is inherently biased due to over-fitting. Therefore, a leave-one-subject-out (LOSO) cross-validation method was used to compute the placebo or donepezil network BNA scores (see further details in Appendix C, "BNA scores: placebo vs. donepezil").
Correlation analyses
To test whether the donepezil network could serve as a model of WM performance, Spearman's rho correlation coefficients were used to examine the relationship between donepezil network BNA score and WN performance. We computed the correlation between performance in the WM task (i.e. accuracy = percent of correct responses) and the donepezil network BNA scores both obtained under placebo. We also tested the ability of BNA to predict beneficial effects of donepezil by calculating the correlation between the donepezil network BNA score for participants under placebo and the difference in WM performance between placebo and donepezil (donepezil minus placebo). Each of the above correlations was re-computed for the theta-alpha sub-network using sub-BNA (sBNA) analysis (see "sBNA post-hoc analyses" below).
sBNA post-hoc analyses
The single participant BNA score could be applied to entire networks as described above or to sub-networks, that is, portions of the network, termed sub-BNA (sBNA) analysis. Thus, we employed sBNA to compute the BNA scores for a sub-network of the donepezil characteristic network (i.e. sBNA scores) that included only theta-alpha connections. This sub-network was chosen based on previous findings in the literature indicating its importance in gating relevant information in the context of WM tasks (as indicated in the Introduction). A prefrontal/ occipito-parietal theta-alpha sub-network constituting a unique portion of the donepezil characteristic network was chosen for further analysis using sBNA.
The sBNA was defined based on the literature emphasizing the roles of the frontal and prefrontal regions in top-down control (see a summary in Kawasaki et al., 2010) and on the findings indicating that the functional connections between the frontal theta and posterior alpha regions support working memory (Kawasaki et al., 2010; Moran et al., 2010; Zanto et al., 2011) . For extracting the sBNA we chose to focus on frontal and central electrode sites. All possible connections between the frontal/central theta and occipital-parietal alpha nodes were examined. For the frontal and central regions the following electrodes were included: FP1, AF7, AF3, F1, F3, F5, Fpz, Fp2, AF8, AF4, AFz, Fz, F2, F4, F6, FC5, FC3,FC1, C1, C3, C5, CP5, CP3, CP1, CPz, FC6, FC4, FC2, FCz, Cz, C2, C4, C6, CP6, CP4, and CP2. For the occipito-parietal regions the following electrode sites were included: P1, P3, P5, P7, P9, PO7, PO3, POz, Pz, P2, P4, P6, P8, P10, PO8, and PO4. Note that inclusion of electrodes for sBNA analysis was determined on the basis of the relevant regions of interest and not on the basis of the observed specific node activations observed in the donepezil characteristic network as described in the Results section (Placebo and donepezil characteristic networks).
Results
Behavioral measures
The behavioral data analysis focused on the data collected from the Scene Memory condition in which the faces served as distractors and the scenes as the to-be-remembered items, as guided by the findings of Gazzaley et al. (2008) . Both recognition accuracy (hits + correct rejections / total possible items) and response times for the Scene Memory task were compared between treatments (placebo, donepezil) using paired t-tests. There were no significant differences in recognition accuracy [placebo = 87.3% (SD = 7.8); donepezil = 89.9% (SD = 6.9] nor in response time [placebo = 1191.6 ms (SD = 387.1); donepezil = 1144.9 ms (SD = 366.0)] between treatments. Fig. 4 displays the ERP responses to the irrelevant face stimuli (Scene Memory task) in placebo and donepezil. All neural analyses in this study focus on these stimuli in this condition as guided by the results of the Gazzaley et al. (2008) study, which found that the processing of distractor face stimuli was related to scene memory performance. The stimuli elicited the occipito-temporal P1, which peaked around 125 ms on occipito-temporal (P9/P10) as well as occipital (O1/O2) electrodes and had a frontal negative counterpart over Fz. This component was followed by an occipito-temporal (P9/P10) negative deflection, the N170 (~180 ms), with a positive counterpart frontally (Fz) (also known as vertex positive peak [VPP]). Then, a peak activity around 320-330 ms of a negative slow going deflection proceeded on the central site (Fz), which had a respective positive counterpart over occipito-temporal (P9/P10) and occipital (O1/O2) sites. All of the planned contrasts conducted on the peak amplitude and latency values of each of the components measured at the selected electrodes were not significant. Table 1 displays the average amplitude and latency values of the ERP components.
ERP analysis
BNA analyses Placebo and donepezil characteristic networks
The two most characteristic networks selected by the algorithm as the group networks for the placebo and donepezil treatments elicited by irrelevant face stimuli during the cue period of the "Scene Memory" condition are depicted in Figs. 5A and B, respectively. These images display characteristic network activity overlaid on a scalp electrode montage.
Each of the networks displayed above the corresponding gray column (Figs. 5C and D, respectively) is a superposition of all the separate time points at which specific network activity was present. The evolution over time (in ms) of the placebo (A) and donepezil (B) networks is displayed within the gray columns for each characteristic network, (C) and (D), respectively. Overall, the networks are similar, as both involved connections between central theta activity and posterior parieto-occipital theta. However, the donepezil network also included a more frontal activation and more left-lateralized frontocentral activation relative to the placebo network. In addition, a dualfrequency pattern emerged in the donepezil network comprising both theta and alpha activations, whereas the placebo network was characterized by only homogeneous theta dynamics.
The major differences between the two treatments can be observed in the~120-140 ms and~200-220 ms time intervals, respectively (Figs. 5C and D). These time intervals are those in which theta and alpha activations were more prominent (relative to other time frames) as denoted by the stronger hue of color in those intervals (see legend). In the earlier interval, the right frontal (F2, F4, FC4) and occipital theta (O1, O2, PO8) activation emerged in the donepezil treatment (Fig. 5D) while it was absent in the placebo network (Fig. 5C ). In the later time interval, theta activation was more prominent fronto-centrally on the left side in the donepezil treatment, while it was scarcer in the placebo treatment and appeared on the right side. It is noteworthy that at 120 ms, a bi-spectral pattern emerged in donepezil including both theta and alpha unitary events occurring intra-regionally in frontal (F2) as well as in occipital sites (O1, O2, PO8) (Fig. 5B) .
A Wilcoxon signed-rank test comparison of the individual BNA scores (mean ± SD) between placebo (39.6 ± 23.3) and donepezil (55.4 ± 25.7) treatments revealed a significant difference only for the donepezil network (p b 0.05). Since the BNA score reflects the degree of similarity between the individual event-pairs and the corresponding event-pairs in the group network (see Methods), this finding means that significant elements of the donepezil group-level network could not be consistently found in the activations of individual placebo participants (i.e. the theta-alpha coupling between fronto-central and posterior regions, Fig. 5 ). This suggests that the extra bi-spectral coupling in the donepezil network at~120-140 ms after the irrelevant face stimulus is reflective of distractor processing that is present following donepezil treatment and is absent following placebo.
Correlation analyses between BNA scores and performance accuracy
To first test whether the donepezil network could serve as a predictive model of WM performance, we calculated Spearman's rank correlation between accuracy, as measured in the Scene Memory condition, and individual BNA scores. For this analysis, the donepezil network BNA scores for participants under placebo were calculated. The correlation with accuracy scores turned out to be positive and significant (r s = 0.62, p b 0.05) (Fig. 6A ). Fig. 6A shows that participants who received a higher BNA score in the placebo condition, i.e., those participants with a higher level of similarity to the donepezil network in placebo, were better performers on the WM task in the placebo condition. To test the donepezil network as a predictive model of beneficial drug effects, an across-participant Spearman's rank correlation was calculated between the donepezil network BNA scores of participants in the placebo condition and the accuracy difference between placebo and donepezil. This correlation was found to be negative and insignificant (r s = −0.47, p = 0.09).
Correlation analyses between sBNA scores and performance accuracy
A fronto/central-parietal theta-alpha sub-network constituting a unique portion of the donepezil characteristic network (Fig. 5B) was chosen for further analysis using sBNA (Fig. 6B) . We re-computed the two correlation analyses carried out with the donepezil network BNA scores (see "Correlation analyses" above) with the theta-alpha subnetwork sBNA scores (see Methods). The donepezil sub-network sBNA scores of participants in the placebo condition yielded significant Spearman's rank correlations with performance accuracy (r s = 0.55, p b 0.05) (not shown) and with performance accuracy difference scores between placebo and donepezil (r s = −0.74, p = 0.01) (Fig. 6C) . Note that the transition from BNA to sBNA scores improved the correlation with performance accuracy difference and in contrast to the former resulted in a significant correlation. Fig. 6C demonstrates that the further away a participant is from the donepezil characteristic network when under placebo, i.e., those participants with a lower level of similarity to the donepezil network, the greater their performance improvement on the WM task following donepezil treatment (hereafter will be referred as 'responders'). Importantly, the correlation also demonstrates that most (C and D, respectively) . A node is represented as a dot on the scalp, while a colored circle at a specific node denotes activity within a specific frequency band/s. The frequency band of the electrode activity is color coded (see top-left color legend). A colored circle at a node will receive its full hue when the time frame coincides with the group-mean latency of the activity peak and lighter shades when away from it, the spectrum width being dependent on the spread of individual latencies. Gray-shaded lines connect between pair of nodes.
of the participants that received a higher sBNA score (upper left side of the graph), i.e., those with a higher level of similarity to the donepezil network in placebo, exhibited a deterioration of performance following donepezil administration (hereafter will be referred as 'non-responders').
Discussion
Summary of main findings
In the current study, we examined the effects of cholinergic manipulation using donepezil on the relationship between WM performance and network dynamics during distractor processing across individuals. BNA, a novel method of neural network extraction based on ERPs (Shahaf et al., 2012) , revealed that while the donepezil network significantly differentiated between the BNA scores of individuals undergoing placebo and donepezil treatments the placebo network failed to do so. This means that there were unique elements of the donepezil network consistently found among donepezil participants that could not be found in the activations of individual participants under the placebo condition (i.e. fronto-central theta and posterior alpha coupling, Fig. 5 ), but not the reverse scenario.
Results further indicated that those participants with a higher donepezil network BNA score under placebo performed better on the WM task in the placebo condition. That is, the more similar the basal activation of an individual is to the donepezil network the better the WM performance. In other words, the individual level of similarity to the donepezil network, as reflected by the BNA score, serves as a predictor of WM performance.
Moreover, those participants with a lower basal level of similarity to the sBNA donepezil network (Fig. 6B) benefited the most from donepezil administration as measured by the change in WM performance following donepezil administration. That is, participants with a lower basal congruence to the sBNA donepezil network under placebo showed greater improvement in WM task performance following donepezil administration. The strong correlation of the theta-alpha sBNA network with the magnitude of performance improvement following donepezil underlies the crucial element in the donepezil network functional dynamics, namely, the joint activation of frontal theta and posterior alpha. Overall, these results support the hypothesis of the study and indicate that the donepezil network might serve as a model of WM performance, emphasizing the possible role of the cholinergic system in top-down modulation of visual features.
The theta-alpha sBNA network
The fact that during face distractor processing the level of similarity to the fronto/central-parietal theta-alpha sBNA network (Fig. 6B) was correlated with the magnitude of scene WM accuracy improvement following donepezil treatment (Fig. 6C) highlights the importance of this network for representing and maintaining relevant information (Fuster et al., 1985; Gazzaley et al., 2004; Knight et al., 1999; Moran and Desimone, 1985; Rainer et al., 1998; Rissman et al., 2004; Rutman et al., 2010; Shimamura, 1997; Zanto and Gazzaley, 2009; Zanto et al., 2011) . These results are in line with previous findings suggesting that theta and alpha oscillations interact at modality-specific posterior regions, while theta synchronizations connect fronto-central and posterior regions for manipulation of stored representations (Kawasaki et al., 2010) .
Our results showed that theta-alpha simultaneous activation over posterior sites occurs at early stages of visual processing (~120 ms). The P1 component also occurs during this time frame, and has been previously shown to serve as a neural marker of top-down modulation for visual features and objects (Gazzaley et al., 2008; Rutman et al., 2010; Zanto and Gazzaley, 2009; Zanto et al., 2010 Zanto et al., , 2011 . Since the P2 component reflects the matching process between sensory inputs and stored representations (Freunberger et al., 2007; Luck and Hillyard, 1994) it could be that the more prominent theta activation at 200 ms indicates theta involvement in inhibiting irrelevant information in accordance with the suggestion that frontal theta activity is linked to central executive functions (Kawasaki et al., 2010) . The prominent dominance of theta networks identified in our study is in line with the view that theta oscillations are important for the control of working memory functions (Cohen and Ridderinkhof, 2013; Onton et al., 2005; Sauseng et al., 2009) .
The theta-alpha sBNA network accentuated the difference between participants showing improvement ("responders") and deficits ("non-responders") in task performance following donepezil treatment. Specifically, participants with a lower level of similarity to the pre-drug sBNA donepezil network benefited from donepezil administration while participants that received a higher sBNA similarity score under placebo either did not improve or received a negative difference performance accuracy score (indicating impaired performance following donepezil) (Fig. 6C) . These results support the possibility that long-range functional connections between fronto/central theta and parietal alpha activations attenuate the influence of distractors during the processing of relevant stimuli and that these specific connections were strengthened following donepezil in pre-treatment low sBNA score individuals. Interestingly, it was also previously found that the theta-alpha frequency range can distinguish between high and low WM capacity individuals (Moran et al., 2010) .
In addition, previous findings indicate that theta oscillations are important for the control of working memory functions (Cohen and Ridderinkhof, 2013; Onton et al., 2005; Sauseng et al., 2009 ) and that alpha is implicated in goal-directed inhibition of task-irrelevant information and sensory-gating of visual inputs over the posterior cortex (Jensen et al., 2012; Mathewson et al., 2011) . Taken together, the results of this study support the suggestion that the functional link between the frontal theta and posterior alpha reflects frontal midline theta activity monitoring or controlling inhibitory posterior alpha activity (Broussard, 2012; Cohen and Ridderinkhof, 2013; Kawasaki et al., 2010; Min and Park, 2010; Payne and Kounios, 2009 ).
Donepezil might induce an inverted U-shape relationship between BNA score and performance
The correlation between the sBNA scores associated with the theta-alpha network and the change in performance between preand post-donepezil administration may be the consequence of an inverted U-shaped relationship that exists between the level of similarity to this network and performance. Specifically, individuals with a higher level of pre-drug similarity to the theta-alpha donepezil sub-network (those with a higher sBNA score in placebo) either did not improve or deteriorated in performance level following donepezil while those with a lower level of pre-drug similarity to the donepezil sub-network benefited more from donepezil administration (see Cools et al., 2009; Husain and Mehta, 2011) . Thus, an inverted U-shaped relationship may be exemplified by the relationship between the donepezil network score and performance, specifically the descending portion of the curve.
Previous findings support a U-shaped relationship between donepezil and performance. Donepezil has been previously shown to reduce the decline of visual short-term memory and verbal episodic memory in healthy individuals, mainly in those individuals vulnerable to cognitive impairment following sleep deprivation. On the other hand, in the visual short-term memory task the performance of participants who were not as affected by sleep deprivation tended to deteriorate after donepezil intake (Chuah and Chee, 2008; Chuah et al., 2009 ). These results demonstrate the relationship between the pre-medicated level of cognitive function and the effect of medication on performance that might fit such a U-shaped function as described above.
Donepezil increases cholinergic synaptic transmission in the brain by reducing the activity of the enzyme that breaks down ACh. While this study has not offered direct evidence for a correlation between proximity to the donepezil pattern and ACh levels it is possible that the possible inverted U-shaped relationship between the BNA score and cognitive performance is at least partially mediated by ACh. In line with this suggestion, in this study, high-synthesis ACh participants might actually be impaired in their performance following the administration of donepezil (non-responders), while those with low neurotransmitter level and accompanying low baseline working-memory spans might benefit more from drug administration (responders) (see Husain and Mehta, 2011) .
Similarly, the large variability in response improvement among neurologic patient groups following treatment with AChEIs may be explained by baseline indicators of network function (Husain and Mehta, 2011) . Of note, U-shaped like effects have been well characterized for the dopamine system in studies involving experimental animals that show inverted U-shaped relationship between dopamine receptor levels and cognitive performance (Vijayraghavan et al., 2007; Williams and Goldman-Rakic, 1995; Zahrt et al., 1997) .
The inverted U-shaped relationship demonstrated in this study could also be responsible for the lack of significant overall difference in performance measures between treatments. Since the entire group of participants was heterogeneous in terms of response improvement there was a large variability of response, with some participants showing no improvement or impaired performance (non-responders) and others showing strong improvement. Thus, the drug effect was offset since many individuals showed little benefit and even deterioration in cognitive performance following donepezil (see Husain and Mehta, 2011) .
It should be emphasized, however, that the correlation between the sBNA scores associated with the theta-alpha network and the change in performance between pre-and post-donepezil administration may be the consequence of regression to the mean, i.e., those individuals with better WM performance in placebo deteriorated with donepezil and those with worse WM performance in placebo improved with donepezil. Thus, in the current dataset, we cannot rule out the possibility that the hypothesized inverted U-shaped pattern described above between sBNA scores and performance improvement is at least in part driven by the regression to the mean effect. This will be explored in future studies.
Methodological issues
BNA in view of other network analysis methods
Existing methods of network analysis are based on different types of interdependencies such as temporal correlations (Rubinov and Sporns, 2010; Stam, 2005; Stam et al., 2007; Zhou et al., 2009) , coherence across brain regions (Murias et al., 2007; Salvador et al., 2005; Sun et al., 2004; Zhou et al., 2009 ) and synchronization likelihood between electrodes (Ahmadlou and Adeli, 2010) . Other approaches to characterize largescale networks (Bullmore and Sporns, 2009; Rubinov and Sporns, 2011; Stam et al., 2007) use different aspects of graph theoretical analyses (De Vico Fallani et al., 2008) including small world networks (Bassett and Bullmore, 2006) , multiscale data mining (Eldawlatly et al., 2009) , and interdependencies between and within community structures (Ahmadlou and Adeli, 2011) .
A common denominator across most of these methods is that individual measures based on bivariate or multivariate synchronizations are used to characterize patterns of functional integration and segregation within and between brain regions or community structures. Moreover, the vast majority of existing methods that characterize structural or functional networks have been based on properties of static graphs where the links between brain regions (nodes) remain static over time in the sense that the associations between nodes are estimated based on either long or stringent time-windows, whereas brain networks exhibit rapid dynamic changes (Dimitriadis et al., 2010 .
In contrast, the BNA algorithm enables to track dynamic network organization in high temporal resolution using a three dimensional formal graph representation system that depicts the evolution of event pairs in different spatial locations and frequency bands. Hence, the focus of BNA is not on discrete parameters of EEG activity (such as spectral power) but on the entire network configuration which is compared between different groups and conditions.
BNA and its relation to ERP generation models
In the existing literature, two main models explain the generation of an ERP component, phase synchronization, also known as phaseresetting or phase-alignment and additive neural activity (see a review in David et al., 2005 and in Mishra et al., 2012) . According to the first explanation, ongoing oscillatory activity produces an ERP without changes in the amount of activated neurons, while according to the latter option ERPs stem from event-related activation distinct from ongoing background dynamics (Fell et al., 2004) .
BNA methodology is related to a recently suggested model that explains event-related changes in the EEG, the 'Firefly model' (Burgess, 2012) . The Firefly model belongs within the phase-alignment family of theories. According to this model, phase synchronization is achieved by frequency adjustment among neuronal networks with the same preferred frequency of oscillation and it is this coordination across the frequency range that generates the ERP. In the 'Firefly model' study the EEG was decomposed into components comparable to harmonic functions in FFT. Most of these components had a time-varying frequency in the delta, theta and alpha frequency ranges, which correspond to the frequency bands that are functionally related to a meaningful cognitive processing (e.g. Klimesch et al., 1999 ). Since we have used singletrial filtration to extract the frequency bands of different peaks, each discrete ERP peak represents a waveform of the original signal of specific wavelength congruent with the specific band-pass used for filtration. If it can be assumed that the emergence of ERPs can be at least partially accounted for by phase resetting of EEG oscillations, then the cooccurring pair of ERP peaks from two different frequencies (or from the same frequency) in the BNA network may represent a temporal contingency between two different oscillations. Nevertheless, it should be noted that the phase-locking to the external stimulus at each electrode could look like inter-electrode coherence (Srinivasan, 2004) . Therefore, it may be that a third variable is causing the correlation to occur.
It is noteworthy that the averaged scalp recorded ERPs are not fully represented by EEG oscillatory activity (Müller and Anokhin, 2012) . Therefore, it must be stressed that BNA is not directly based on the analysis of EEG oscillations. Hence, it is important to emphasize that the terms used throughout this paper to describe BNA activation as "theta-alpha sub-network" or "theta-alpha connections" relate to peaks of waveforms of specific wavelengths which are congruent with the specific band-pass used for filtration. Thus, the reader should keep in mind that the apparent homology between our findings and studies of oscillatory activity that are cited throughout this paper (Broussard, 2012; Kawasaki et al., 2010; Payne and Kounios, 2009) were achieved while using different methodologies.
Regardless of the mechanism that underlies ERP generation (Makeig et al., 2002; Sauseng and Klimesch, 2008) event-related potentials convey important information regarding early cognitive processing (Mishra et al., 2012 ; see also Sauseng and Klimesch, 2008) and cognitive functions such as attentional selection mediated by top-down control (Slagter et al., 2005) . The goal of BNA analysis is identifying dynamic activation patterns based on ERP peaks that depict cognitive processes immediately ensuing stimulus processing in the context of task performance. Thus, the BNA algorithm is in line with the importance of exploring extrinsic (task-based) functional networks as revealed by functional magnetic resonance imaging (fMRI) (Mennes et al., 2013) as well as by electrophysiology (Luczak et al., 2009 ).
Conclusions
Overall the results of this study indicate that the donepezil characteristic network could serve as a model of WM performance and support previous findings showing that cholinergic modulation increases neural selectivity for incoming information (Freo et al., 2005; Hasselmo, 2006; Kukolja et al., 2009; Pa et al., 2013) . The findings also support the suggestion that AChEI administration needs to be selective and tailored to each individual (Balsters et al., 2011; Rogers et al., 1998) . The theta-alpha sBNA network was found to be sensitive in diagnosing those individuals whose performance would be impaired by the drug. This result might indicate that donepezil specifically impacts thetaalpha connections that are also responsible for the individual differences observed in the level of WM performance.
Following further validation with different populations (e.g. healthy older adults participants, MCI and AD patients) the sBNA theta-alpha network could potentially serve as a predictive model aiding in diagnosing those individuals who may benefit from donepezil as a cognitive enhancer. The findings of this study also indicate that the BNA methodology might contribute to the identification of the mechanism of action underpinning improvement on cognitive tasks following pharmacological administration. The relationships between the results obtained by BNA and other methods relying on non-phase-locked responses should be further examined in future studies.
Appendix A. Normalization procedure
The normalization process was carried out separately for each participant. All minimal and maximal peaks were extracted from the ERPs, for each frequency band and for each electrode. Next, the amplitude of the peaks of each frequency band and electrode was z-score normalized using the standard deviation of the corresponding ERP waveform. Finally, all electrodes were pooled together within each frequency band and the highest normalized peaks were selected in the following manner. In the first step, the average frequency band was calculated based on the high and low boundaries of the frequency band:
Average frequency ¼ high frequency þ low frequency 2 : ðA:1Þ
In the second step, the percentage threshold was computed per frequency band as follows:
Percentage threshold ¼ 1 Average frequency Â 100: ðA:2Þ
The number of peaks selected for analysis was determined by the percentage threshold of the highest normalized peaks which were defined as salient events. The percentage of selected peaks using the above formulas is higher for the lower frequencies and lower for the higher ones. This procedure ensured that signals were adequately represented across frequency bands.
Appendix B. BNA score computation
Previously (Shahaf et al., 2012) , the BNA score was computed by assigning a similarity index (SI) of 1 if the activity of the participant included the same event-pairs as in the group level or otherwise a score of 0. In the former case, the SI was multiplied by the weight of the connection between two evens within the event-pair (see Shahaf et al., 2012) . The weight is based on the number of participants sharing the pair, and the variability of the absolute and relative times of the pair across participants. However, in the current study we used a Gaussian probability distribution function (PDF) to calculate the SI, which was then multiplied by the weight of each event-pair in the pattern. We will now detail the steps that lead to the calculation of the BNA score.
First, each pair of events in the group's network was searched in the activation pattern of the single participant. An event-pair was scored only if each of the events in the pair resided at the same electrode location and frequency band as the corresponding events at the group level. If this congruence in location and frequency occurred, the absolute and relative times of each of the event-pairs of the single participant were scored relative to the distribution of the corresponding parameters at the group level (Eqs. (B.1) and (B.2) ). The absolute time is the latency of an event locked to stimulus onset, while the relative time is the time difference between the latencies of the events comprising the eventpair. The SI was then obtained by averaging the absolute BNA score and the relative time BNA score (Eq. (B.3) ).
To calculate the absolute time (absTime), the participant's timings of a pair of events are compared each to the distribution of the group's corresponding timings of these events. The scores for each of the events are then averaged, as follows: Normal(x, [mean,std] ) denotes a normal distribution. i is an index of one of the pattern's event-pairs. T1 i , T2 i are the latencies of the first and second event of the eventpair (group level). t1 i , t2 i are the timings of the closest event-pair of the single participant to the means of T1 i and T2 i respectively.
To calculate the relative time (relTime), the difference between the latencies of the two events in an event-pair of the single participant was calculated and then compared to the distribution of the difference of this exact event-pair at the group level, as follows: In the next step, the calculation of the weight of each of the eventpairs in the pattern was performed as follows:
where:
n i is the number of participants sharing the event-pair. n p is the number of participants sharing the entire pattern. Tstd is a vector of all the stds of the absolute timings of the eventpairs in the pattern. Trel_std is a vector of all the stds of the relative timings of each of the event-pairs in the pattern.
Finally, the BNA score of a single participant was then calculated by computing the weighted average of all the SI scores of each of the single participant's event-pairs in the pattern.
ðB:5Þ Appendix C. BNA scores: placebo vs. donepezil
To test whether there was a significant difference of the BNA score between the two treatments per a specific network (placebo/donepezil) a BNA combined score was computed as follows. For each participant, the BNA score was computed twice relative to a network representing a specific treatment, e.g. placebo: 1) when the participant participated in the placebo treatment, and 2) when the same participant participated in the donepezil treatment. Finally, a two-tailed paired t-test was performed comparing the means of the two sets of BNA scores per specific network (placebo, donepezil). The same procedure was applied on the donepezil network. To compute the BNA score relative to each of the placebo and donepezil networks, respectively, a Leave-One-SubjectOut (LOSO) cross-validation method was employed. Each participant in turn was left out of her/his own core group (e.g. placebo) and the BNA score was then computed for each participant against the most representative group pattern (excluding the tested participant).
