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Beknopte samenvatting
Het onderzoek in automatische leermethoden en data mining kan aanzien-
lijk versneld worden wanneer we experimentele onderzoeksresultaten kunnen
uploaden naar het internet en verzamelen in applicaties die de data filteren
en organiseren. De massale stroom aan experimenten die uitgevoerd worden
om nieuwe algoritmes te vergelijken, onderzoekshypothesen te testen en data
te modelleren is wellicht erg bruikbaar in verder onderzoek, maar wordt mo-
menteel weggegooid of vergeten. In deze thesis ontwikkelen we een infrastruc-
tuur om automatisch experimenten te exporteren naar experiment databanken,
databanken die specifiek ontworpen zijn om de details van grote hoeveelheden
experimenten, uitgevoerd door verschillende onderzoekers, te verzamelen en om
databank queries op te stellen over nagenoeg elk aspect van het leergedrag van
leeralgoritmes. Ze kunnen opgezet worden voor persoonlijk gebruik, om resul-
taten te delen binnen een onderzoekslabo, of om publieke, globale databanken
op te zetten.
Gelijkaardige trends bestaan in vele andere onderzoeksgebieden, en wij volgen
een gelijkaardige strategie door eerst een formeel domeinmodel, een ontologie,
op te stellen. Daarna gebruiken we deze ontologie om een XML-gebaseerde taal
af te leiden voor het uitwisselen van experimenten, alsook om databankmodellen
af te leiden om alle gedeelde resultaten te organiseren.
Ten slotte tonen we aan hoe zulke databanken gebruikt kunnen worden om
te meta-leren: om nieuwe inzichten te bekomen in het leergedrag van leeral-
goritmes. Door vaak niet meer dan een enkele databank query te gebruiken
hebben we vaak verrassende nieuwe resultaten bekomen. Zo hebben we gede-
tailleerde rangschikkingen van experimenten opgesteld, hebben we inzicht gekre-
gen in het gedrag van ensemble-methoden, hebben we verbeteringen voorgesteld
voor bepaalde algoritmes, hebben we leercurve-analyses uitgevoerd en hebben
we inzicht gekregen in het bias-variance gedrag van leeralgoritmes. We hebben
ook meta-modellen gebouwd om geschikte leeralgoritmes en parameterinstellin-
gen te voorspellen en te verklaren.
Dit illustreert dat er veel geleerd kan worden door voorgaande leerexperimenten
te verzamelen en te hergebruiken, en dat het bouwen van experiment data-
banken om deze experimenten te bevragen een zeer doeltreffende techniek is
om deze data te exploiteren. Vaak leiden zulke analyses tot verrassende nieuwe
inzichten, of interessante nieuwe onderzoeksvragen.

Abstract
Research in machine learning and data mining can be speeded up tremendously
by moving empirical research results out of people’s heads and labs, onto the
network and into tools that help us structure and filter the information. The
massive streams of experiments that are being executed to benchmark new
algorithms, test hypotheses or model new datasets have many more uses beyond
their original intent, but are often discarded or their details are lost over time.
In this thesis, we developed a framework to automatically export experiments
to experiment databases, databases specifically designed to collect all the details
on large numbers of past experiments, performed by many different researchers,
and to compose queries about almost any aspect of the behavior of learning
algorithms. They can be set up for personal use, to share results within a lab,
or to build community-wide repositories.
Following similar developments in several other sciences, we first define a for-
mal domain model, an ontology, for experimentation in machine learning, after
which we use this ontology to define an XML-based language to exchange ex-
periments, as well as a database model to organize all submitted results.
Finally, we demonstrate how such databases can be queried to meta-learn: to
gain new insight into learning algorithm behavior. Using often no more than
a single database query, we obtained surprising new results. This includes
detailed rankings of learning algorithms, insight into the behavior of ensemble
methods, suggestions for improvement of certain algorithms, learning curve
analyses and insight into the bias-variance behavior of algorithms. We also built
meta-models for predicting and explaining the suitability of learning algorithms
and parameter settings. This illustrates that much can be learned by collecting
and reusing past machine learning experiments, and that building experiment
databases to query for them provides an effective way of tapping into this
information, often yielding surprising new insight or generating interesting new
research questions.
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A learning experience is one of those things that say:
“You know that thing you just did? Don’t do that.”
Douglas Adams
Chapter One
Introduction
1.1 Machine Learning
The burgeoning field of Machine Learning tries to answer the following question:
How can we build computer systems that automatically improve
with experience, and what are the fundamental laws that govern all
learning processes? (Mitchell 2006)
Probably the most quintessential type of learning is the discovery of patterns
in series of observations, called knowledge discovery. It is the cornerstone of
empirical science: in the 16th century, the detailed astronomical observations of
Tycho Brahe allowed Johannes Kepler to discover the empirical laws of plan-
etary motion, and nowadays, machine learning techniques are being used to
automatically discover unusual astronomical phenomena in continuous streams
of images generated by earth-bound and space telescopes. Using computer al-
gorithms, any hidden regularities can be automatically detected and employed
to generate increasingly accurate predictions as more data (experience) is made
available. Indeed, many data-intensive empirical sciences now depend on ma-
chine learning techniques to accelerate the discovery of patterns in experimental
data, for instance to pinpoint the functions of individual genes in living cells,
to discover which molecules are active against diseases, and to build highly
accurate profiles of internet search engine users and online shoppers.
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The second part of the question goes beyond building learning systems, and
tries to discover regularities in the behavior of learning processes themselves.
The aim here is to express how learning systems are affected by specific prop-
erties of the data they encounter. This can be done theoretically, leading to an
interesting body of work called computational learning theory, or empirically,
by discovering patterns in the performance of existing learning systems. The
latter is called meta-learning, and is the focus of this text.
First, Section 1.2 will introduce some basic concepts, after which Section 1.3
explains the importance of meta-learning, leading up to the goal of this thesis
stated in Section 1.4. Finally, an outline of the thesis with an overview of its
most important contributions is provided in Section 1.6.
1.2 Knowledge Discovery: An illustration
In this section, we use a running example to introduce some key concepts of the
knowledge discovery process. It may be skipped by those already well-versed
in this area.
Figure 1.1 shows 3 different examples of Bongard problems1, named after the
Russian computer scientist M. M. Bongard. A typical problem consists of 6
figures conforming to a specific, hidden rule (shown on the left), as well as 6
counterexamples, which do not conform to that rule (but sometimes conform
to the negation of it). The ordering of the boxes has no meaning, i.e. all the
boxes on the left side of each problem can be scrambled at will, and there is
also nothing magical about the number 6: some variants exist that have more
examples or that have more positive than negative examples. Can you discover
the hidden patterns?
This is an example of a supervised classification problem, a problem in which
each observation (each of the boxes) is labeled with a classification of that
observation. In this case there are two classes: positive (conforming to the
hidden rule) or negative. The goal is to learn the target concept (the hidden
rule) based on the given observations, and to use it to predict the class of future,
unlabeled observations, such as this one:
1For an in-depth discussion of Bongard problems, and a very fundamental approach to
solving them, see Foundalis (2006)
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Figure 1.1: Three Bongard problems (#91,#48 and #54). Adapted from
Foundalis (2006)
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Figure 1.2: An overview of the steps composing the KDD process. Adapted
from Fayyad et al. (1996)
1.2.1 The knowledge discovery process
To allow a learning algorithm to learn from the given observations, we first
need to convert the images into a representation the algorithm understands
and that (hopefully) still contains the information needed to discover the hidden
pattern. Since the source data is typically stored in databases, this combination
of database techniques and machine learning is called knowledge discovery in
databases (KDD), described by Fayyad et al. (1996) as follows:
KDD is the nontrivial process of identifying valid, novel, potentially
useful, and ultimately understandable patterns in data.
As illustrated in Figure 1.2, it is a multi-step process:
Data selection First, we need to decide which aspects of the problem should
be taken into account. Here, we need the boxed images and the labels.
Data preprocessing Next, we need to extract useful features from the raw data.
In this case, we need to use image processing techniques, e.g. to detect
edges, corners, curvature and entire shapes (such as triangles and circles).
Data transformation Next, we need to select which of the many generated
features are most useful depending on the goal of the task. Possible ap-
proaches here are feature selection techniques which check which features
seem to correlate with the target attribute, and dimensionality reduction
techniques which employ statistical transformations of the data to yield
new, but fewer, features composed by combining several other ones.
Data mining The actual learning step in the knowledge discovery process is
called data mining, in which we employ a learning algorithm to build a
model of the prepared data. As we shall discuss shortly, different algo-
rithms will perform very differently on different data configurations, and
selecting and modifying learning algorithms is a very involved process.
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Table 1.1: A dataset representing the second Bongard problem.
# #  #black# ##shapes . . .
P
i y()
#
P
i y(♦)
#♦ class
1 1 1 0.33 . . . 0.75 0.25 +
2 1 1 0.2 . . . 0.8 0.6 +
3 2 0.5 0.4 . . . 0.5 0.25 +
4 1 0 0.17 . . . 0.8 0.4 +
5 2 0.5 0.33 . . . 0.75 0.35 +
6 2 0 0.4 . . . 0.7 0.25 +
7 1 0 0.33 . . . 0.3 0.8 -
8 1 1 0.2 . . . 0.65 0.8 -
9 2 0 0.4 . . . 0.4 0.55 -
10 2 1 0.33 . . . 0.3 0.6 -
11 2 1 0.33 . . . 0.45 0.85 -
12 2 0 0.33 . . . 0.25 0.7 -
13 0 0 0 . . . 0.3 0.4 ?
Interpretation Finally, the model produced by the learning algorithm needs to
be evaluated for correctness and interpreted in order to speak of ‘knowl-
edge’. Typically, the first models will not be satisfactory, and the whole
process will typically be reiterated and adjusted repeatedly.
1.2.2 Data preprocessing
We now try to learn the target concept behind the second Bongard problem
in Figure 1.1. We assume the data preprocessing and transformation steps
have been completed, providing us with an attribute-value representation of
the given images. This is the simplest form of representing data: a table in
which each row is one observation (called an instance) and each column is a
measurable property (called an attribute or a feature) of each of the figures. In
Table 1.1, we have numbered the boxes as indicated in Figure 1.1 (number 13
is the unlabeled example shown above), and show the values of the following
features:
• The number of triangles (the same can be done for squares and circles)
• The ratio of black triangles over all triangles
• The ratio of triangles over all shapes
• The average Y-coordinate (between 0 and 1) of all black shapes
• The average Y-coordinate (between 0 and 1) of all white shapes
• The target feature: positive, negative or unknown
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Figure 1.3: A scatterplot showing our observations using only the last two
features and the hidden target concept (dashed line).
This representation transforms each observation into a single point in a high-
dimensional space spanned by the identified features. The subspace spanned
by the last two descriptive features is shown in Figure 1.3.
The target concept may be clear by now: in the positive examples, all black
shapes are positioned above the white shapes and vice versa. With these two
dimensions, the target concept is quite straightforward. If we generate many
more examples beyond the 12 given by Bongard, all positive examples will be
above the dashed diagonal line and all negative ones below.
In real-world situations, the features will usually not be this predictive, and
many more features may have to be combined in order to provide a good model
of the data. Also, more often than not, there is noise in the data: the labels or
attribute values of some instances might be wrong, meaning that a completely
correct solution is impossible, and that we must be careful not to model this
noise (a problem known as overfitting). Finally, there may easily be millions of
examples, such as credit card transactions or web searches.
We can now provide a more formal definition of our learning problem:
Supervised classification is the task of learning from a set of classi-
fied training examples (x, c(x)), where x ∈ X (the instance space)
and c(x) ∈ C (a finite set of classes), a classifier function f : X → C
such that f approximates c (the target function) over X .
1.2.3 Modeling the data
One possible learning algorithm to address this classification problem is a deci-
sion tree learner, which assumes that the data can be modeled using a decision
tree, as illustrated in Figure 1.4.
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1.2.3.1 Training
A decision tree is trained by recursively choosing a feature and generating a
test on that feature that splits the data in multiple parts. The quality of a
split is defined by how cleanly it separates the values of the target feature, in
this case how well the positive examples are separated from the negative ones.
There exist several ways to calculate this, but perhaps the most common is
the information-theoretic metric of information gain ratio, which quantifies to
which degree the separation of labels is cleaner than before the extra split was
added (a formal definition is given in Appendix A). We start off with a single
node containing all observations, and after each split, the data points move
down to their respective branch, and stored in so-called leaf nodes. The model
is then further refined by choosing a leaf node and splitting it further.
When we train a decision tree learner2 with our 12 examples, this yields the
decision tree shown in Figure 1.4, consisting of two splits: first on the ‘average
Y-coordinate of all white shapes’, then on the ‘average Y-coordinate of all black
shapes’. These splits are also shown in Figure 1.5: the first split, the vertical
line, already yields a good model (only 1 example was misclassified), while the
second split further refines it. Also shown is the decision boundary, separating
positive from negative examples according to the final model.
1.2.3.2 Interpretation and testing
The decision tree’s solution to the Bongard problem is: “The average Y-position
of the white shapes is smaller or equal to 0.4, or otherwise the average Y-
position of the black shapes is larger than 0.7”. While this is correct according
to Bongard’s 12 examples, it is only an approximation of the actual concept,
indicated by the diagonal line in Figure 1.3. Indeed, when looking at our test
example (the one whose label we want to predict), we see that the decision tree
learner classifies it as a positive example, while it is, in fact, a negative one.
To be fair, the decision tree learner could have approximated the target concept
better if it was given more examples. In Figure 1.6 we show a problem with a
similar target concept (a non-axis-parallel straight line) and 200 examples. We
see that also in this case, the decision tree approximates the target with a step-
like function. Since it can only make axis-parallel splits, it will never be able
to match the target concept exactly, and can only approximate it by building
a very complex decision tree, resulting in very tiny steps. However, another
data transformation step (see Section 1.2.1) could have created a feature equal
to the ratio of the final two descriptive features, in which case the decision
boundary would have become an axis-parallel line, and a decision tree with a
single node would have sufficed to correctly model it. The performance of a
learning algorithm thus depends greatly on specific properties of the data at
hand, and understanding such relationships is a key aim of this thesis.
2We used WEKA’s J48 implementation, with the minimal leaf size set to 1.
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avg Y white <= 0.4 
avg Y black <= 0.7 + (5)
+ (1)- (6)
yes no
yes no
avg Y white <= 0.4 
- (6) 
+ (1)
+ (5)
yes no
Figure 1.4: A decision tree. The
numbers in the leaves show the num-
ber of instances in that leaf.
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Figure 1.5: The data splits (full line)
and decision boundary (dashed line)
implied by the decision tree.
Training examples Decision tree Random Forest
Logistic regression Naive Bayes Nearest Neighbor
SVM - RBF (γ=10) SVM - poly (degree 1) SVM - poly (degree 3)
Figure 1.6: A classification problem with a linear pattern as target concept and
200 training examples, and the predictions of a range of learning algorithms
over the entire instance space. Selected from Fawcett (2009).
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1.3 Meta-learning
1.3.1 Model selection
Figure 1.6 clearly shows that, while each learning algorithm is able to approx-
imate the target concept to some degree, clearly some algorithms are much
better suited to model certain types of data: one algorithm may discover regu-
larities completely missed by other algorithms. Furthermore, most algorithms
have parameters that have a significant impact on the algorithms’ ability to fit
the data, as shown by the three Support Vector Machine (SVM) examples, so
again a correct choice of parameters must be made. This problem is known as
model selection or algorithm selection.
1.3.2 Learning bias
The reason why these learning algorithms perform differently on the same data
is that they are all biased towards finding certain types of regularities. Indeed,
the only information a learning algorithm has are the given examples. The
inductive leap needed to predict the outcome future observations therefore re-
quires at least some assumptions about how we can generalize from the given
data points to future ones, and when these assumptions are wrong, the target
concept will be approximated badly.
The set of assumptions used by a learning algorithm to choose one generaliza-
tion over the other (other than strict consistency with the observed training
instances) is called the inductive bias or learning bias (Mitchell 1980).
We can discern two different components of inductive bias, which are intimately
tied to how learning algorithms seek patterns in the given data:
Language bias Every learning algorithm starts from a predefined data model, a
structure assumed to be able to adequately capture regularities occurring
in the data, e.g. a decision tree. It then learns by increasingly refin-
ing instances of this model, also called hypotheses, as it includes more
observations. The space of all possible models is called the hypothesis
space H . As such, from the viewpoint of the learning algorithm, we can
rephrase our definition of supervised classification as the task of finding
an hypothesis h ∈ H , such that h approximates the target function c over
X . Representational bias is often used as a synonym.
Procedural bias While increasingly refining its hypothesis, one refinement will
need to be selected over all possible refinements. The assumptions made
about which refinement is generally better than others is called the com-
putational or procedural bias, and usually consists of a set of heuristics
designed to guide the search through the hypothesis space H , e.g. the
information gain ratio in decision trees. As such, learning is in fact a
search problem in which the space of all possible hypotheses is searched
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for the one which fits the given data best. This bias may be as simple as
a preference for the simplest hypothesis (Occam’s razor), but is usually
much more complex. In some cases, background knowledge may be avail-
able to help decide which hypothesis is more likely than another. For
instance, when modeling chemical processes, we may use the fact that
single bonds between atoms break much more easily than double bonds
to choose between several hypothetical processes.
The necessity of bias for learning has already been described, in philosophical
terms, by Hume in 1740:
There can be no demonstrative arguments to prove, that those
instances, of which we have had no experience, resemble those, of
which we have had experience (...) We suppose, but are never able
to prove, that there must be a resemblance betwixt those objects,
of which we have had experience, and those which lie beyond the
reach of our discovery (Hume 1740).
1.3.3 No free lunch
The No Free Lunch theorem for machine learning, also known as the conserva-
tion law of generalization performance (Schaffer 1994), even states that, if all
possible data distributions are equally likely, any pair of learning algorithms
will perform the same on average, or that “... for any algorithm, any elevated
performance over one class of problems is exactly paid for in performance over
another class” (Wolpert 2001). It effectively means we will never be able to
build a single best, universal learning algorithm: one that, on average, per-
forms better than all other algorithms over all imaginable data distributions.
Of course, the premise that all possible data distributions are equally likely is a
very strong one: it speaks of a universe in which everything is equally possible
(try to learn in that situation), and some interpretations of the theorem state
that it simply means that one cannot learn without a prior, without making
some assumptions about the data distribution (Giraud-Carrier 2008), as we’ve
discussed intuitively before.
1.3.4 Machine learning: An empirical science
Furthermore, because learning algorithms are heuristic in nature, it is very hard
to theoretically prove that a new algorithm is better than others, even if only
on a subset of problems. While there exists a certain amount of theory relating
some heuristics to finding the hidden concept c, in many cases this relationship
is very little understood. Moreover, unless artificially generated, the given data
and its hidden concept are understood even less, otherwise we wouldn’t need
to model it in the first place.
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As such, the performance of a certain algorithm will nearly always be evaluated
empirically, meaning that machine learning is, to a large extent, an empirical
science. Whether we want to test the performance of a new learning algorithm,
or find out which of the many algorithms may be most suited for tackling a
given data mining problem, we implement the algorithms and evaluate their
performance on real-world datasets.
1.3.5 Meta-learning
The utility of any given learning algorithm thus ultimately depends on how well
its learning bias matches the structure of the data at hand, and is measured in
practice by running the algorithm on that data. Meta-learning is the science of
discovering relationships in this meta-data: between measurable properties of
the data and the algorithm bias on the one hand, and empirical performance
data on the other hand. The (automatic) discovery of patterns in this meta-
data helps us to better understand an algorithm’s behavior on different types
of data, and thus to design better algorithms, or to propose useful knowledge
discovery processes for new problems.
1.3.6 The need for meta-learning
Meta-learning is particularly instrumental in answering two questions inherent
in machine learning research. First, when designers introduce a new learning
algorithm, how do they position it, performance-wise, in the landscape of ex-
isting algorithms? Conversely, when practitioners are faced with a new task,
how do they know which algorithm to use? In either case, the only two viable
alternatives in light of the No Free Lunch theorem are (Giraud-Carrier 2008):
Closed World Assumption Assume that all learning tasks likely to occur in
real-world applications share a common underlying structure and form a
well-defined subset of all imaginable tasks. In this case, find a collection
of tasks representative for this subset to test algorithms. As a designer,
show that a new algorithm is better than others on that collection. As a
practitioner, pick any well-performing algorithm to tackle new problems.
Open World Assumption Don’t assume an underlying structure in real-world
data. As a designer, characterize as precisely as possible on which prob-
lems a novel algorithm outperforms others. As a practitioner, find a way
to determine which algorithm(s) will perform well on the given problem.
1.3.6.1 Designing learning algorithms
The most widely-used approach in machine-learning consists in benchmarking
algorithms against well-known repositories such as the UCI repository (Asun-
cion and Newman 2007), thus implicitly favoring the closed world assumption.
12 CHAPTER 1. INTRODUCTION
To date, however, no one has offered any characterization of real-world learn-
ing tasks, making the assumption that the problems in dataset repositories are
representative for all real-world problems a conjecture at best. Moreover, quite
a few studies only publish results on a small subset of benchmark problems,
without defending why exactly that subset was chosen (Keogh and Kasetty
2003; LaLoudouana and Tarare 2003). Clearly, in this situation it would be
better to follow the open world assumption and investigate on which problems a
novel algorithm outperforms others, and for which types of data it needs further
improvements. Currently however, such meta-analysis is extremely laborious
and occurs only rarely in the literature. In this thesis, we shall address this
problem by automatically gathering the necessary meta-data and facilitating
its analysis, thus stimulating a much deeper understanding of empirical results.
1.3.6.2 Applying learning algorithms
Machine learning research has led to a very rich tapestry or learning algorithms,
each proposing a radically new learning approach or tackling well-known lim-
itations of prior algorithms. Unfortunately, because of limited meta-analysis,
there is comparatively little insight gained in their individual applicability, and
it is far from trivial to predict how well previous analysis will generalize beyond
the problems tested against so far.
Any practical application of learning algorithms on new problems thus requires
an exploratory data analysis (EDA) of various approaches. It is a costly trial-
and-error process in which many algorithms, with many parameter settings, are
run on many different transformations of the same data. It usually involves an
expert guiding this process, based on personal experience with the algorithms
involved. As discussed in Van Someren (2001), experts tend to prefer one or a
few algorithms they know, and transform the data so it fits the algorithm bet-
ter, possibly obfuscating important regularities in the process.3 Giraud-Carrier
(2008) notes that it is ironic that many machine learning experts try to convince
business professionals to listen to what their data tell them and to extract the
information embedded in their business data, while applied machine learning is
guided mostly by hunches, anecdotal evidence, and individual experience, in-
stead of listening to its own meta-data: the performance evaluations of learning
algorithms on previous data mining problems.
Again, automizing the collection of meta-data on prior algorithm applications
and facilitating its analysis would be of great use. By reusing these observations
to discover interesting patterns, we can make informed decisions about which
learning approaches are likely to work best on new problems. Not only is such
an approach much more scientific, it would make detailed expertise readily
available to the entire community of researchers and practitioners.
3He calls this a Procrustean approach, after the Greek character Procrustes who welcomed
travelers to sleep in his guest bed, but only after cutting the feet of guests who were too
tall for this bed, and stretching guests who were too short, which many did not survive.
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1.4 Experiment Databases
The established approach in meta-learning is to gather as many algorithms as
possible and run them on as many datasets as possible in order to build a
large database of meta-examples to learn from. Indeed, this has been done on
several occasions in the past, in projects such as StatLog (Michie et al. 1994)
and METAL (METAL 2001) (see Chapter 3), which yielded many interest-
ing insights. However, the field keeps evolving quickly, and new algorithms,
preprocessing methods, learning tasks and evaluation procedures continue to
emerge in the literature. Thus, it is impossible for a single study to cover this
ever expanding space of learning approaches, and usually, the most recent tasks
and algorithms - typically not yet covered in such studies - attract the most
attention and would benefit most from meta-learning. Moreover, these studies
were mostly aimed at practitioners looking for the best learning algorithms for
a given problem, and much less at designers looking for insight into the perfor-
mance of learning algorithms to steer the development of new techniques.
1.4.1 Collaborative Experimentation
Still, there is definitely no lack of recent learning algorithm meta-data. All
around the globe, thousands of learning experiments are being executed on a
daily basis, generating a constant stream of empirical information on learning
techniques. Unfortunately, they are mostly interpreted with a single focus of
interest and discarded afterwards. The information contained in these exper-
iments, which might have many uses beyond their original intent, is therefore
lost: any follow-up study or meta-learning analysis has to rerun all experiments,
which is not only prohibitively expensive, but also practically cumbersome.
Other sciences are doing a much better job of curating and learning from em-
pirical results, in particular e-Sciences: sciences that generate large volumes of
experimental data, such as bio-informatics (e.g. gene sequences), astrophysics
(e.g. streams of telescope images) and particle physics (e.g. particle collision
data). They collect large amounts of experiments in public databases so they
can be analyzed and reused by researchers all over the world and so that ma-
chine learning techniques can be used to automatically search for useful patterns
in this data.
Like many of these sciences, data mining is also driven by large-scale exper-
imentation: new algorithms are constantly evaluated on benchmark datasets,
and for each new collection of data, extensive exploratory evaluations are ex-
ecuted to arrive at the best possible model. However, unlike these sciences,
there exist no similar experimental repositories for data mining experiments,
and data mining experiments themselves are currently not being documented
and organized well enough to employ data mining techniques to search for in-
sightful patterns in learning performance that would stimulate further machine
learning research.
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1.5 Goal of this thesis
This brings us to the goal of this thesis: to increase both the speed and vigor of
machine learning research itself by offering tools to organize empirical machine
learning information from all over the world, making it universally accessible
and easy to analyze in depth. We also use these tools to corroborate existing
knowledge in this area, and to gain a better understanding of the behavior of
certain learning techniques.
We mean to achieve this through the design of experiment databases : online
repositories designed to automatically collect the details of machine learning
experiments by many different authors, and to intelligently organize them to
enable fast and thorough analysis of the collected results. They offer a global
platform for all kinds of meta-learning investigations, and enable large-scale, in-
depth studies on state-of-the-art techniques that are very hard, if not impossible
to perform when starting from scratch.
As such, we hope to engender a much more dynamic, collaborative approach
to experimentation in machine learning, in which experiments can be freely
shared, linked together and supplemented with meta-data on the used datasets
and learning algorithms. Similar to developments in e-Sciences, we aim to
create an “open scientific culture where as much information as possible is
moved out of people’s heads and labs, onto the network and into tools that can
help us structure and filter the information” (Nielsen 2008).
Experiment databases also directly address some long-standing issues in ma-
chine learning research:
• Many questions about data mining algorithms (e.g. the effect of a param-
eter on a particular performance criterion) can be answered on the fly - in
a single query to the database - using the combined results of many prior
studies. Currently, this requires the manual setup of new experiments, a
very time consuming and laborious procedure.
• Reuse of prior results will enable much larger empirical studies, yielding
more generally valid insights. Indeed, testing learning algorithms under
many circumstances (e.g. many different datasets and parameter set-
tings) is so expensive that, in the current status quo, most studies limit
themselves to a relatively small selection of datasets and parameter vari-
ations, making it hard to interpret how generalizable the findings are. It
has been argued that this creates a false sense of progress (Hand 2006).
• Experiment repositories also serve as a venue to store all the details that
make the experiments reproducible, which is crucial to verify prior results
and to build on them. Unfortunately, data mining experiments are cur-
rently not being documented with the same rigor found in noncomputing
experimental sciences. In fact, reproducibility is listed as one of the fore-
most concerns in a recent panel of the SIAM International Conference on
Data Mining (Hirsh 2008).
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1.6 Roadmap and Contributions
The thesis is organized into three main parts, and a fourth part summarizing
our findings. The Prelude covers the practice and state-of-the-art in meta-
learning research and its applications, Part I explicates the principled design
of experiment databases for machine learning, and Part II uses a pilot imple-
mentation of such an experiment database to perform in-depth meta-learning
studies, illustrating how easily this can be done. The Finale summarizes our
findings and highlights avenues for future work. With each subtopic discussed
below, we also mention the most relevant papers published in the course of this
work.
1.6.1 Prelude
First, in Chapter 2, we provide a survey of the practice and state-of-the-
art in the field of meta-learning. Most importantly, we define a framework
for meta-learning investigations that extends previous frameworks in two im-
portant directions: the internal mechanisms of learning algorithms and the
preprocessing of data. We also cast the literature in this framework, yielding
a very complete overview of meta-learning research, and make two important
observations. First, that new techniques are needed to efficiently share and ex-
ploit meta-data, supporting larger meta-learning studies. Second, that very few
studies are aimed at designers of learning algorithms. We propose to address
these issues by building a community-based meta-learning platform that also
supports descriptive meta-learning studies aimed at understanding algorithm
behavior rather than predicting it.
Our contributions here thus include a very complete but concise overview of
meta-learning literature and the identification of ways in which to drastically
improve further research. We also enlist and explain all the theoretical meta-
data, such as measurable dataset and algorithm properties, that we store in
our experiment database to support advanced meta-learning studies.
Next, Chapter 3 provides a survey of the various architectures that have been
developed, or simply proposed, to build KD support systems. Our main ob-
servation is that most of these systems are seemingly developed independently
from each other, without really capitalizing on the benefits of prior systems.
We therefore propose a new, open KD support architecture that combines the
best aspects of earlier systems, and that solves many of their limitations. Our
main contribution here is a detailed analysis of research in building KD support
systems, the extraction of the most valuable ideas and a proposal for future,
community-based KD support systems.
• Vanschoren, J. (2010) Meta-learning architectures: Collecting, organizing
and exploiting meta-knowledge. In Meta-learning, (N. Jankowski, W.
Duch, K. Grabczewski, ed.), Springer. (In press)
16 CHAPTER 1. INTRODUCTION
1.6.2 Part I
In Part I, we start out by motivating the creation of experiment databases
in Chapter 4, specifically outlining the need for greater reproducibility, gen-
eralizability and interpretability in machine learning research. To learn from
previous practical applications of experiment repositories, we look to so-called
e-Sciences, where they have been applied successfully for some time now. Most
importantly, we will use what we have learned from these sciences to build a
conceptual framework for collaborative experimentation in machine learning,
detailing the required building blocks that will be developed in the subsequent
chapters. Finally, we show how experiment databases can be used to engender
improved experimental methodologies in machine learning research.
Our main contributions here are the architecture and motivation for experiment
databases and collaborative experimentation in machine learning.
• Vanschoren, J., Blockeel, H., Pfahringer, B. and Holmes, G. Experiment
Databases. A new way to share, organize and learn from experiments.
Machine Learning Journal. (Submitted)
• Vanschoren, J. and Blockeel, H. (2010). Experiment Databases. In In-
ductive Databases and Constraint-Based Data Mining, (S. Dzeroski, B.
Goethals, P. Panov, ed.), Springer. (In press)
• Blockeel, H.† and Vanschoren, J.† (2007). Experiment databases: To-
wards an improved experimental methodology in machine learning. Lec-
ture notes in computer science, 4702, 6-17. ECML-2007
From these e-Sciences we learn the importance of unambiguous, standardized
experiment descriptions as well as the necessity for experiment repositories to
extend easily to new developments. To allow researchers to extend such repos-
itories to support new, specific aspects of their research, a formal, conceptual
domain model must be designed that covers all important aspects of machine
learning experimentation, but that also serves as a basis to propose further
extensions in a collaborative fashion.
In the following chapters, we therefore first define a formal domain model,
an ontology, for experimentation in machine learning, after which we use this
ontology to define an XML-based language to exchange experiments, as well as
a database model to organize all submitted results.
Chapter 5 introduces our ontology, called Expose´, providing a structured
core vocabulary for describing machine learning experiments. The main con-
tribution here is the ontology itself, which, even though the current version
is still largely focussed on supervised classification and propositional datasets,
provides a well-founded and formalized domain model of machine learning ex-
perimentation. It covers various types of experiments, the experimental context
(including experimental designs), learning algorithm evaluation techniques and
†First authors, ordered alphabetically
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evaluation measures, datasets and their properties and structure, and finally al-
gorithms and their parameters, components, implementations, internal learning
strategies and measurable properties. It also serves as a foundation to extend
the work in this thesis to many other subfields of machine learning.
In Chapter 6, we cast the ontological vocabulary developed in the previous
chapter into a formal, XML-based language, dubbed ExpML. We also describe
how the ontological concepts and their relationships are translated to XML
elements and syntax, so that ontological extensions can be quickly translated
to updated ExpML definitions.
• Vanschoren, J., Blockeel, H., Pfahringer, B., Holmes, G. (2008). Or-
ganizing the worlds machine learning information. Communications in
Computer and Information Science, 17, 693-708. ISOLA-2008
In Chapter 7, we investigate how machine learning experiments can be intelli-
gently organized in searchable experiment databases. Starting from the Expose´
ontology, we explain how we derived a detailed database model for classification
experiments that allows to write queries about the many aspects of learning
behavior that are covered by the ontology. Our contributions here are twofold.
First, we provide database models for setting up local or global experiment
databases. Second, our pilot experiment database implementation, which can
be queried online, is also a valuable contribution to the community, containing
over 650,000 experiments on many classification algorithms and many datasets.
It is frequently being queried online4, and extensions to the popular WEKA
and KNIME toolboxes5 are currently being developed to send results directly
from those toolboxes to the experiment database, thus allowing thousands of
users to submit new experiments at the click of a button.
• Vanschoren, J., Blockeel, H. A platform for collaborative experimentation
in machine learning. Journal of Machine Learning Research (Submitted)
• Vanschoren, J. and Blockeel, H. (2009). A community-based platform for
machine learning experimentation. Lecture Notes In Computer Science,
5782, 750-754. ECML-2009 (Best demo award)
• Vanschoren, J., Blockeel, H. (2008). Investigating classifier learning be-
havior with experiment databases. Data Analysis, Machine Learning and
Applications - Annual Conference of the Gesellschaft fu¨r Klassifikation,
421-428. GfKL-2007
• Vanschoren, J. (2008). Experiment databases for machine learning. NIPS
Workshop on Machine Learning Open Source Software at NIPS 2008.
4At the time of writing, usage statistics suggest that over 400 visitors have visited the
website more than 100 times, and over 1000 results were exported to csv files for further
analysis.
5See http://www.cs.waikato.ac.nz/ml/weka/ and http://www.knime.org/
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1.6.3 Part II
With a large experiment database now available, we will now use it to perform
in-depth meta-learning studies. First, to hide the inherent complexities of ex-
periment databases from researchers wishing to use them, Chapter 8 presents
two user interfaces: a software interface that can be used by data mining tools
to programmatically submit experiments, as well as intuitive query interface
that allows users to easily compose database queries and visualize the returned
results. Our main contribution here is making it easy for researchers to submit
and query for experiments.
Finally, in Chapter 9, we use these query tools and our pilot experiment
database to perform in-depth meta-learning studies, resulting in many interest-
ing findings. We summarize these findings in three types of studies, increasingly
making use of the available meta-level descriptions, and offering increasingly
generalizable results.
Model-level analysis. We first perform a very general ranking of learning algo-
rithms and verify some earlier studies. We also make interesting observations
concerning ensemble methods: the benefit of bagging over parameter optimiza-
tion varies with the evaluation metric used, bagging primarily reduces variance
error while boosting primarily reduces bias error, and boosting even seems to
be useless for certain algorithms. Finally, we show that statistical significance
tests can be included in queries to build algorithm rankings on the fly.
Data-level analysis. First, we show how the number of trees in a random forest
interacts with the size of the dataset, and found that there exist situations where
performance actually decreases as more trees are added. We also find that some
SVM implementations tend to overfit data with large numbers of attributes and
suggest algorithm improvements, thus illustrating how experiment databases
can help algorithm design. By including data preprocessing steps, we also draw
learning curves for several algorithms and show that they can cross. Finally,
we build a surprisingly simple meta-decision tree modeling the circumstances
under which one algorithm outperforms another and explain the result in terms
of their internal learning mechanisms.
Method-level analysis. Using large amounts of bias-variance decomposition re-
sults, we create bias-variance profiles for all involved algorithms, and provide
further evidence that low-bias algorithms are especially useful on large datasets.
• Vanschoren, J., Pfahringer, B., Holmes, G. (2008). Learning from the
past with experiment databases. Lecture Notes in Artificial Intelligence,
5351, 485-496. PRICAI-2008
• Vanschoren, J., Blockeel, H., Pfahringer, B., Holmes, G. (2008). Exper-
iment databases: Creating a new platform for meta-learning research.
Joint Planning to Learn Workshop at ICML/UAI/COLT 2008, 10-15.
• Vanschoren, J., Van Assche, A., Vens, C., Blockeel, H. (2007). Meta-
learning from experiment databases: An illustration. Annual Machine
Learning Conference of Belgium and The Netherlands, 120-127.
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If you try and take a cat apart to see how it works, the
first thing you have on your hands is a non-working cat.
Douglas Adams
Chapter Two
Meta-Learning
This chapter covers the practice and state-of-the-art in the field of meta-
learning. We start by providing a general definition, and then we move on
to discuss three increasingly hard meta-learning settings in Section 2.2. After
this, we focus on the setting of algorithm selection and outline a general frame-
work in Section 2.3, which we use to highlight the key questions and proposed
solutions in each component of the general meta-learning process in the sub-
sequent sections. Finally, we conclude with a summary of the state-of-the-art,
open issues and suggestions for future research in Section 2.10.
2.1 Introduction
2.1.1 Definition
A quite broad definition of meta-learning is given by Brazdil et al. (2009),
which we present here in a slightly adjusted form1:
Metalearning is the study of principled methods that exploit meta-
knowledge to improve or build self-improving learning systems through
adaptation of machine learning and data mining processes.
1We replaced the words ‘to obtain efficient models and solutions’ with ‘to improve or build
self-improving learning systems’ to emphasize that we want to improve upon learning
systems which do not employ the said meta-knowledge.
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Clarification of the definition’s key concepts is a useful starting point:
Metaknowledge is knowledge about learning processes acquired through expe-
rience with past learning episodes. This knowledge can comprise com-
plete patterns in learning behavior discovered either automatically or by
machine learning experts. We will refer to this type of knowledge as
meta-models, models of a learner’s ability to correctly model the data.
Mostly, however, it consists of characterizations, measurable properties
of datasets and learning algorithms, such as the number of attributes in
a dataset or the relative speed of an algorithm, combined with measur-
able properties of the models built by learning algorithms, such as their
accuracy or size (e.g. the size of a decision tree). To avoid any confu-
sion, we shall use the term meta-data for such characterizations of dataset
and learning algorithms. Like any knowledge discovery problem, it is the
usefulness and quality of this meta-data that will ultimately decide the
quality of the learned meta-models.
Processes These machine learning and data mining processes can be any part
of the knowledge discovery process discussed in Chapter 1. We may
want to use metaknowledge to only propose useful data preprocessing
and transformation techniques, to select a learning algorithm or even just
a part of it, e.g. a parameter setting or an internal component, or even
to suggest entire workflows of techniques (from collecting the data to
postprocessing the produced model).
Adaptation If we are faced with a new learning problem, adapting these pro-
cesses means selecting, adding or combining the most suitable compo-
nents. For instance, many learning algorithms may have to be combined
to model the data better. Alternatively, in case a (partial) workflow ex-
ists, it also means to replace, remove or change certain components based
on the metaknowledge we have.
In short, meta-learning monitors the automatic learning process itself, in the
context of the learning problems it encounters, and tries to adapt its behavior
to perform better. Whereas a normal learning algorithm stops after modeling
the data, a meta-learning system operates continuously over many different
problems. Indeed, any learning system can only learn to adapt itself if it studies
the stream of problems it encounters.
To distinguish between the ‘basic’ form of machine learning and meta-learning,
we shall call the former base-learning (Brazdil et al. 2009). In base-learning,
the learning process consists of increasingly refining an hypothesis with an
increasing number of examples, as discussed in Chapter 1. Nevertheless, if we
offer the learning system the exact same examples again, it will produce the
exact same hypothesis, unless it contains a randomized component. In any
case, it will never learn to improve its performance by dynamically adapting
some internal components to fit the data better.
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2.2 Flavors of meta-learning
There are many different types of metaknowledge, as well as ways to use it to
improve learning systems. In this section, we provide a short outline of three
meta-learning settings, amounting to increasingly hard meta-learning problems,
while focussing on why these approaches improve the speed and/or accuracy
of the underlying base-learners. First, in Section 2.2.1, we try to learn from
models that have been built previously by other algorithms on the same data,
but which we want to improve upon. Next, in Section 2.2.2, we try to learn
from models built on similar data, usually pertaining to a similar task, and
try to facilitate learning by reusing what we have learned before. And finally,
in Section 2.2.3, we try to learn from the performance of other algorithms on
many other kinds of data, hoping to generalize their learning behavior to be
able to recommend useful learning algorithms for future learning problems.
This is by no means meant to be an exhaustive survey, a more complete dis-
cussion of the various settings in which meta-learning is applied can be found
in Brazdil et al. (2009), Vilalta and Drissi (2002b) and Vilalta et al. (2005).
2.2.1 Ensemble learning
2.2.1.1 Definition
An ensemble of learning algorithms is a set of algorithms, trained on the same
problem, whose individual hypotheses are combined in some way to predict
the outcome of new examples (Dietterich 1997; Dietterich 2000). Ensemble
learning works by trying to build models that are sufficiently different from
each other, each supposed to be better at modeling some parts of the data
than other parts, so that, by combining them, we get a better fit for the entire
dataset. These techniques are also known as model combination.
2.2.1.2 Why ensembles work
There are two basic approaches to ensemble learning (Brazdil et al. 2009).
The first approach causes the base-learner’s models to be different by feeding
different subsets of the data to the same base-learner. The meta-algorithm
combining the ensuing predictions can be very simple, such as simply taking
the majority prediction. The second approach exploits differences among base-
learners, and thus feeds the same data to different learning algorithms, after
which a meta-learner tries to learn how the individual predictions should be
combined to get a better prediction. The first approach works especially well
for unstable learning algorithms: those whose models undergo major changes
in response to small changes in the training data, such as decision trees, neural
networks and rule learners. The second approach is useful for stable algorithms,
such as linear regression, nearest neighbor, and linear threshold algorithms.
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Statistical Computational Representational
Figure 2.1: Depiction of three reasons why an ensemble learner could perform
better than an individual base-learner. Adapted from Dietterich (2000).
For now, we only consider the first type of ensemble learning. To understand
why such ensembles improve learning performance, take a look at Figure 2.1, in
which the outer curve denotes the hypothesis space H of the individual base-
learner, and the point labeled f is the true hypothesis we wish to find. There
are three fundamental reasons why an ensemble would perform better than the
individual base-learner (Dietterich 2000):
Statistical Depicted on the left, this effect is most pronounced when there are
too little training examples to converge to f , or simply too much noise
in the training data. Each of the base learners will stop short of finding
the true hypothesis, but will find an hypothesis that is sufficiently close
to it (denoted by the inner curve). By constructing an ensemble of the
produced models, we can smooth out the individual predictions, which is
presumably less likely to be wrong than any individual prediction.
Computational Since algorithms perform a heuristic local search of H , e.g. the
greedy splitting approach in decision tree learners, they may get stuck in
local optima. An ensemble constructed by running the local search from
many different starting points may provide a better approximation to the
true unknown function than any of the individual classifiers, as shown in
the middle of Figure 2.1.
Representational The third reason is depicted on the right of Figure 2.1 and
concerns the base-learner’s representational bias. In most cases, f can-
not be represented by any hypothesis in H , at least not with a finite
number of training examples. However, by forming weighted sums of hy-
potheses drawn from H, it is possible to implicitly ‘expand’ the space of
representable functions.
2.2.1.3 Ensemble learning techniques
The first type of ensemble learning can be exemplified by the following ap-
proaches, for a more complete overview, see Dietterich (2000):
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Bagging Short for bootstrap aggregation, bagging (Breiman 1996) presents
the base-learner with i training sets, each consisting of a sample of m train-
ing examples drawn randomly with replacement2, called a bootstrap, from the
original training set of n items. Usually, m = n. To provide the final predic-
tion, a majority vote is held among the predictions of the i produced models.
It thus samples from the space of all possible hypotheses with a bias toward
hypotheses that give good accuracy on the training data. Consequently, their
main effect will be to address the statistical problem and, to a lesser extent,
the computational and representational. By combining many models one gets a
virtual model that would probably not have been found otherwise (unless per-
haps, more data was available). Especially in noisy datasets, being primarily a
statistical problem, Bagging proves to be very effective.
RandomizationAnother way to produce sufficiently diverse models is to intro-
duce randomness in the model construction process. Random Forests (Breiman
2001), for instance, combine bagging with a slight randomization of the splits
made by decision tree learners, causing the trees to be more unstable, and
making the ensemble more diverse at the risk of generating lower-quality trees.
Randomization is especially useful on very large datasets because those tend to
contain many similar examples, making the bootstrap replicates, and thus the
resulting models, very similar.
Boosting Boosting (Freund and Schapire 1996) works by adding a weight to
each of the training examples. In each iteration, the base-learner is invoked to
minimize the weighted error on the training set, and it returns an hypothesis
h. The weighted error of h is then used to update the weights on the training
examples, placing more weight on training examples that were misclassified by
h and less weight on examples that were correctly classified. In a sense, this
creates progressively more difficult learning problems for the base-learner. In
the end, each model is weighted according to its performance and a weighted
vote is performed to obtain the final prediction. It directly attacks the repre-
sentational problem, by forcing the learner to consider alternative hypotheses.
In high-noise cases however, boosting actually pushes the learner to model the
noise, causing overfitting.
See Dietterich (2000) for a more complete overview, including cross-validated
committees (Parmanto et al. 1996) and error-correcting output coding (Diet-
terich and Bakiri 1995). It is worth noting that the base-learners used for these
techniques are often of the same type, such as decision trees learners. In Chap-
ter 9, we investigate whether the same base-learners can be used for different
ensemble techniques, or whether it is better to use radically different ones.
The second type of ensemble learning hopes to profit mostly from the repre-
sentational aspect of Section 2.2.1.2. It amounts to modeling the data several
times with different biases, arriving at a new bias that hopefully fits the data
better. It can be exemplified by the following approaches:
2This means that the same example can be selected several times.
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Stacking Short for stacked generalization, stacking (Wolpert 1992) takes n
base-learners A1, ..., An and runs them on the same dataset D to produce n
hypotheses h1, ..., hn. Then, a new dataset T is constructed by replacing (or
appending) the features of D with the predictions of each of the hypotheses,
and offered to another algorithm Ameta which builds a meta-model mapping the
predictions of the base-learners to the target of D. One assumes that several
parts of the data are best modeled by different base-learners, and that this
relation can be learned by algorithm Ameta.
Cascade generalization Instead of learning hypotheses h1, ..., hn in parallel,
we can also learn h1 first, append its predictions to dataset D as a new feature,
and then pass this new dataset on to the next base-learner, and so on, until
the final base-learner An tries to learn from D together with the n − 1 prior
hypotheses (Gama and Brazdil 2000).
Other approaches are cascading (Kaynak and Alpaydin 2000), delegating (Ferri
et al. 2004), arbitrating (Ortega et al. 2001) and meta-decision trees (Todor-
ovski and Dzˇeroski 2003). See Brazdil et al. (2009) for an overview.
As a final note, we should mention that sometimes, these techniques are viewed
as a postprocessing step of the knowledge discovery process, since each of the
base-learners already produces a model of the given data. In this text, however,
we will follow a more popular view and treat ensembles as learning algorithms
in their own right, with their own bias (influenced by which base-learner(s)
they use), and their own suitability for use on specific problems.
2.2.2 Transfer learning
2.2.2.1 Definition
In a typical learning scenario, the learner has to start from scratch even if
a new task (e.g. recognizing types of galaxies) is very similar to a previous
task (e.g. recognizing types of stars). In transfer learning, one wishes to reuse
experience on one task to be better at learning a similar one (Thrun and Pratt
1998; Caruana 1997; Rendell et al. 1987). The metaknowledge thus consists of
previously learned models, which the learner is expected to benefit from.
Transfer learning usually works by forcing the hypotheses generated by learn-
ing on different (but similar) tasks to be very similar or to share a common
structure. The commonalities between those hypotheses thus represent, implic-
itly or explicitly, what all these tasks have in common, which we hope to use
to improve our learning of other similar tasks.
Depending on the stage of the learning process in which this experience is used,
we can differentiate between two types of transfer learning (Thrun and Pratt
1998). In representational transfer knowledge is first generated in one task
before being exploited in the next task, and in functional transfer, also known
as multitask learning, various tasks are learned in parallel (Caruana 1997).
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(multitask learning)
Figure 2.2: Two different types of transfer learning in neural networks. Adapted
from Brazdil et al. (2009).
2.2.2.2 Example
As an example, we illustrate how transfer learning can be achieved with artificial
neural networks. An artificial neural network is a network of interconnected
nodes, which mimics certain aspects of the structure of our brain. The nodes are
organized in different layers, in which the first layer has a node for each input
feature, and the final layer has a node for each required output. In between
are a number of hidden layers in which each neuron is connected to a number
of nodes of the previous and subsequent layer, shown in the top left of Figure
2.2. Each connection has a weight (symbolized by the thickness of the lines),
which defines how much of the activation of the previous node is passed on to
the next. Without going into too much detail, the network is typically trained
through backpropagation, in which the feature values of examples are presented
to the corresponding input nodes, and errors in the output are corrected by
adjusting the weights of the connections to previous nodes.
The structure and weights of a trained neural network can be seen as an (un-
interpretable) model of the data it was trained on and can be used to predict
the outcome of future observations. Neural networks are exceptionally useful
for representational transfer learning since the final set of weights obtained by
training the network on a specific problem (called the source network) can be
used as a good initialization of the network for a similar problem (the tar-
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get network) (Thrun and Mitchell 1995; Baxter 1996). This is shown by the
first arrow in Figure 2.2: the exact same weights of the source neural network
trained for recognizing types of stars are used to initialize the target neural
network meant for the recognition of types of galaxies. The next step would
be to train the second network with real examples of galaxies, hoping that a
better initialization of a neural network leads to much faster convergence to the
target concept, so we get a better fit with much fewer training examples. De-
pending on the similarity of the tasks, one might modify the the source network
first before transferring it, an approach called non-literal transfer (Sharkey and
Sharkey 1993).
However, neural networks can also be used for multitask learning (Silver and
Mercer 1996). In this scenario, nodes are shared by different tasks during
training, as shown on the bottom of Figure 2.2. We construct a single neural
network supposed to classify any type of stellar object as the right type of star
or galaxy. If the two tasks have common properties, the same internal nodes
can serve to represent the common sub-concepts simultaneously for both tasks.
Besides from having to learn only once instead of twice, we assume that training
many similar tasks in parallel on a single neural network induces information
that would not have been induced when learning the tasks separately.
2.2.2.3 Other techniques
Other techniques have been proposed for transfer learning with kernel methods
(Evgeniou et al. 2006; Evgeniou and Pontil 2004), parametric Bayesian models
(Rosenstein et al. 2005; Raina et al. 2005; Bakker and Heskes 2003), Bayesian
networks (Niculescu-Mizil and Caruana 2005), clustering (Thrun and Pratt
1998) and reinforcement learning (Hengst 2002; Dietterich et al. 2002).
2.2.3 Modeling learning behavior
In this setting, the metaknowledge consists of a large collection of meta-data
about different learning problems P1, ..., Pn, different learning algorithmsA1, ...,
An, and the performance, under different parameter settings, of an algorithm
Ai on a problem Pi. From this information, we wish to learn the relationship
between the properties of the data and the performance of the learning algo-
rithms. If we can model this relationship, we can predict which algorithms are
worth considering when faced with a certain problem.
This setting will be the focus of this thesis and the remainder of this chapter,
and when we speak of meta-learning from now on, we will always mean this
particular setting. We will still discuss ensembles in great length, but we will
handle them as complex types of algorithms, studying their learning behavior
on different kinds of data, and comparing them with other learning algorithms,
simple or complex.
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Figure 2.3: A comparison of base-learning and meta-learning.
2.2.3.1 Base-learning versus meta-learning
The interplay between base-learning and meta-learning can be described as
shown in Figure 2.3. They both consist of the typical knowledge discovery steps
discussed in Section 1.2.1. On the base-level, we need to select the data features
we think are useful for discovering a pattern, then we collect data points (or
retrieve them from a database), we preprocess and transform the data, e.g. to
remove redundant features, we choose and apply a learning algorithm to model
the data, and finally, we use the produced model (directly or indirectly) to
make predictions about the outcome of future observations. On the meta-level,
we need to define a set of meta-features: characterizations of datasets, learning
algorithms and the produced models we think are useful to learn how to handle
future problems better. We then collect the meta-data (see the dashed lines)
from a large number of base-learning examples: data-characteristics from the
original and preprocessed datasets, as well as characteristics of the produced
models such as the algorithm that built them and its parameter settings, their
accuracy, size and the time it took to build them. Next, we need to preprocess
the meta-data and choose and train a meta-model to discover patterns in this
data. Finally, we use these meta-models to provide advice: we measure the
same data-characteristics on new problems, and use them to predict which
preprocessing steps might be useful, which learning algorithms will perform
well on it, and even to propose entire workflows for handling the new problem.
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2.2.3.2 The No Free Lunch Theorem revisited
There is one implication of the No Free Lunch theorem we haven’t yet consid-
ered: if a meta-learning algorithm can predict which algorithm will be suitable
for any given problem, in itself being some kind of ultimate learning algorithm,
doesn’t this violate the No Free Lunch theorem?
Meta-learning departs from the No Free Lunch theorem in that it takes into
account prior observations of real-life learning problems. As pointed out by
Hartley (1994) and Giraud-Carrier and Provost (2005), we are not interested
in a universal learner, a learning algorithm that is applicable independent of
any assumptions, as is the case in the No Free Lunch theorem, only in one that
is applicable on real-world problems, or maybe even a subset of those.
As such, there is no conflict with the No Free Lunch theorem: for all intents and
purposes, it is possible to build a meta-learning system capable of performing
better than single base-learning algorithms, because the meta-learner learns
to specialize on the real-world meta-examples it encounters, while the base-
learner’s bias is fixed. On the other hand, if a new problem shows up that
belongs to a radically different distribution than that of the meta-examples
it was trained on, then, like any learning algorithm, it will not be able to
produce good predictions. Just like we adapt our actions to perform better in
the context of the world around us, meta-learning tries to adapt its learning
approach based on (a specific subset of) real-world learning problems.
2.3 An algorithm selection framework
In the remainder of this chapter, we shall focus on the latter type of meta-
learning. We will first outline a framework for algorithm selection, in which we
can cast prior work in this area.
2.3.1 Rice’s framework
The algorithm selection problem is older than meta-learning itself. It was first
described in Rice (1976), which presented a formal abstract model that can be
used to explore the question: “With so many available algorithms, which one
is likely to perform best on my problem and specific instance?”
The model is shown in Figure 2.4, and contains four main components:
• The problem space P , in our case the space of all learning problems
• The feature space F of all measurable characteristics of each of the prob-
lems in P , calculated by a feature extraction process f
• The algorithms space A: the set of all base-level learning algorithms
• The performance space Y representing the mapping of each algorithm A
to a set of performance metrics
The algorithm selection problem can be then be formally stated as follows:
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Figure 2.4: Rice’s framework for algorithm selection. Adapted from
Smith-Miles (2008a).
For a given problem instance x ∈ P , with features f(x) ∈ F , find
a mapping S(f(x)) into algorithm space A, such that the selected
algorithm α ∈ A maximizes the performance mapping y(α(x)) ∈ Y .
It also states that features must be chosen so that the varying complexities of
the problem instances are exposed, any known structural properties of the prob-
lems are captured, and any known advantages and limitations of the different
algorithms are related to features. In meta-learning, the selection mapping S,
responsible for selecting the right algorithm A given features f(x) is, of course,
produced by a learning algorithm.
2.3.2 Smith-Miles’s framework
Smith-Miles (2008a) provides a very insightful survey unifying several past
meta-learning studies in Rice’s framework, and also proposes an updated frame-
work for meta-learning applications, shown in Figure 2.5 (full lines). Like in
Rice’s framework, problems are characterized with features and algorithms are
evaluated on those problems. Instead of predicting a single algorithm, though,
this meta-data will be used in two different ways. First, we can learn from
this meta-data to gain insights into the behavior of learning algorithms, which
can in turn be used to improve existing learning algorithms (shown on the
bottom left of Figure 2.5). Second, we can build models of learning behavior,
and use these to automatically recommend interesting learning algorithms for
a particular problem (shown on the bottom right).
2.3.3 An updated framework
However, this framework still does not capture some important aspects of meta-
learning. That is why we propose some extensions, shown in dashed lines in
Figure 2.5. First of all, nearly all algorithms have a range of parameter settings
which have a profound impact on the algorithm’s bias, and thus on their per-
formance on a specific problem P . We want to be able to recommend or study
the effect of these parameter settings as well, and therefore introduce the space
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Figure 2.5: Proposed framework for meta-learning in Smith-Miles (2008a) (full
lines), and our extensions (dashed lines) of this framework.
A′, consisting of algorithms α′ with a specific set of parameter settings. While
one could argue that algorithms with specific learning parameters are simply
different learning algorithms (Soares and Brazdil 2006; Ali and Smith-Miles
2006), we wish to maintain a distinction between how well an algorithm can
perform in general, and what the effects of each of its parameters are. In some
meta-learning settings, the focus could also be entirely on A′. Also, we want
to be able to predict useful preprocessing steps for a given algorithm, which is
why we introduce the space of all preprocessed problems P ′, in which x′ is a
dataset that has been preprocessed in a certain way. Finally, we also want to be
able to generalize over learning algorithms to find patterns involving properties
of algorithms, so we introduce the space G of measurable algorithm features.
We will now use this framework to highlight the most important meta-learning
issues and their proposed solutions in the remainder of this chapter.
2.4 The data meta-feature space F
As lllustrated in Rice’s framework and in Figure 2.3, the first step in meta-
learning is to extract a number of properties in the data that are good predictors
of the relative performance of algorithms. They should have discriminative
power, meaning that they should be able to distinguish between base-learners in
terms of their performance, and have a low computational complexity, preferably
lower than O(n logn) (Pfahringer et al. 2000) otherwise predicting useful base-
learners would not be much faster than actually running all of them.
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2.4.1 Simple, statistical and information-theoretic properties
A range of commonly used data properties measure statistical or information-
theoretical aspects of their distribution. They include the number of attributes,
the skewness of the class attribute, the correlation between two numerical at-
tributes, the entropy of attribute value distributions and many more. A com-
plete list together with explanations of how they relate to the properties of
certain learning algorithms is provided in Appendix A.
2.4.2 Concept-based properties
Another approach is to try and characterize the hidden concept in the dataset.
Vilalta (1999) and Vilalta and Drissi (2002a) proposed two very interesting
measures to do this for classification and prove these measures have great im-
pact on algorithm performance:
• concept variation, the (non-) uniformity of the class-label distribution
throughout the feature space (measured through the distance between
two examples of a different class)
• example cohesiveness, the density of the example distribution in the train-
ing set
2.4.3 Case base properties
Another approach is to compare entire observations with each other (Ko¨pf
and Iglezakis 2002). A dataset may contain two observations with similar
or equal attribute values, but with different labels which might ‘confuse’ a
classifier. Analogously, there might be two or more observations which are
identical, which gives them more weight in some algorithms. Here, properties
derived from case-based learning, originally intended to assess the quality of a
given case-base (Iglezakis and Reinartz 2002; Reinartz et al. 2001), are used.
They perform well in combination with other data characteristics (Ko¨pf and
Iglezakis 2002):
• consistency: A single example is consistent if there does not exist any
other example that is identical, but has a different target value.
• uniqueness : An example is unique if there exists no identical example.
• minimality: An example is subsumed by another example if its attributes
form a true subset of another example with the same label. An example
that is not subsumed by another example is minimal.
• incoherence: Incoherence is a measure for how dissimilar the examples are
in their attribute space. An example is called incoherents if it does not
overlap with any other example in a predefined number δ of attributes.
• similarity: The overall similarity of examples in a dataset is defined as
the normalized weighted sum of four different local similarity measures
(Ko¨pf and Iglezakis 2002).
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Figure 2.6: Different data characterization approaches. Adapted from Brazdil
et al. (2009).
2.4.4 Model-based properties
Until now, all data characteristics have been computed directly on the dataset
itself by measuring properties of the data distribution. As shown in Figure 2.6,
this is only one possible approach. The following three are based on running
actual learning algorithms on the data to get a first idea about the structures
hidden in the data. They are, in a sense, reconnaissance tactics aimed at
probing the hidden concept without doing complete evaluations of the induced
models. The first, model-based characterization, builds a model that is typi-
cally very fast to induce, and characterizes the data based on properties of that
model without doing a full-fledged evaluation of a wide range of learning algo-
rithms. The second, landmarking, runs very simplified, and very fast, learning
algorithms to get an idea of how well that learning approach might perform
in general on that dataset. Finally, subsampling landmarking evaluates (com-
plete) learning algorithms, but only on a small portion of the data, which, for
most algorithms, will run much faster than running them on the entire dataset.
One model that is quite fast to train, and which has shown to provide useful
meta-features for algorithm selection is the decision tree (Bensusan 1998; Peng
et al. 2002; Peng et al. 2002):
• tree width, treedepth, number of nodes, number of leaves are illustrated
in Figure 2.7. A complex tree generally means that the hidden concept
is also quite complex, although as we’ve seen in Section 1.2.3 this is not
always the case. They actually tell us how easily the concept can be
represented by a decision tree.
• maxlevel, μlevel, σlevel are the maximum, mean and standard deviation of
the number of nodes in each level, reflecting the ‘shape’ of the tree.
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Figure 2.7: Structure of a decision tree. Adapted from Peng et al. (2002).
• maxbranch,minbranch, μbranch, σbranch are the maximum, minimum, mean
and standard deviation of all branch lengths, reflecting whether some in-
stances can be classified with fewer attributes than others.
• maxatt,minatt, μatt, σatt are the maximum, minimum, mean and stan-
dard deviation of the number of times each attribute occurs in the nodes
of the tree. It reflects whether some attributes are more important than
other attributes, and how many different attributes are needed to gener-
ate a reasonable model of the data.
2.4.5 Landmarking
2.4.5.1 Landmarking algorithms
A radically different way of probing the structure of the concepts hidden in the
data is running some algorithms on it with very different biases, and see how
well they perform: the better they do, the closer their bias fits the data. This
is what is done naturally when we manually seek an appropriate algorithm:
we first select a wide range of very different algorithms, do some preliminary
evaluations, and then we remove all algorithms that don’t seem to perform well,
leaving us with a small set of candidates to evaluate in detail. The caveat is that
evaluating complete algorithms just to characterize datasets is quite wasteful,
and the goal of meta-learning has always been to find some meta-features which
can be computed quickly.
The first approach to solve this is to find some very ‘inexpensive’ versions of
the algorithms, hoping they tell us something about the performance of their
more expensive siblings. Landmarking (Pfahringer et al. 2000; Bensusan and
Giraud-Carrier 2000b; Bensusan and Giraud-Carrier 2000a) mimics this ap-
proach by proposing some very simplified, bare-bones algorithms which only
do a few refinement steps3. As we’ve discussed in Section 1.3.2, some learning
3The idea was first proposed in the StatLog project (Michie et al. 1994) under the term
yard stick methods, but was initially not followed up on.
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algorithms work by first building a very crude model of the data and then in-
creasingly refining it. As the most important decisions are made in those first
few steps, these models already hint at how well the algorithm’s bias matches
the data. As such, building several of such crude models with very different
learning algorithms and evaluating their performance can give us a good indica-
tion of the nature of the structures hidden in the data, and allows us to situate
datasets in the space of all learning problems. Indeed, one can imagine this
space consisting of areas of expertise (Bensusan and Giraud-Carrier 2000b),
in which a particular learning algorithm performs very well, and the goal of
landmarking is locating new problems in this space: “tell me what can learn
you and I will tell you what you are”.
The following landmarking algorithms have been proposed:
• Decision stumps : Using a decision tree learner, C5.0 to be precise, a
single decision node is constructed (representing a single split of the data)
which is then to be used for classifying test observations. The goal of this
landmark learner is to establish closeness to linear separability.
• Random tree: Also using decision trees, an attribute is chosen randomly
at each node until the entire tree is built. The goal of this landmark
learner is to inform about irrelevant attributes.
• Worst node: By using the decision tree’s information gain ratio again,
the least informative attribute is used to make the single split. Together
with the first landmark learner, this landmarker is supposed to inform
about linear, axis-parallel separability (Pfahringer et al. 2000).
• 1-Nearest Neighbor : Define a distance on the instance space, e.g. the
euclidean distance, and label a new observation with the observation of
the closest training example. In classification problems, the goal of this
landmark learner is to determine how close instances belonging to the
same class are.
• Elite 1-Nearest Neighbor : A 1-Nearest Neighbor is used again, but only
on a subset of attributes, i.e. the most informative attributes according
to the information gain ratio. It intends to establish whether a task in-
volves parity-like relationships between its attributes (Clark and Thorn-
ton 1997), which means that no single attribute is considerably more
informative than another.
• Na¨ıve Bayes: A simple learning algorithm using Bayes’ theorem to calcu-
late the possibility that an observation belongs to a certain class. Since
it assumes that the attributes are conditionally independent from each
other, this landmarker is used to measure the extent to which the at-
tributes actually are independent given the class.
• Linear Discriminant : A single linear target function is computed splitting
the instance space in two. Like decision stumps, it also establish closeness
to linear separability, but not axis-parallelism.
1-Nearest Neighbor, Na¨ıve Bayes and Linear Discriminant are actual learning
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algorithms with their parameters set to the simplest possible setting, which
makes them fast enough to be used for landmarking.
Some variants exist. Bensusan and Kalousis (2001) showed that while land-
marking is of great use for predicting the performance of algorithms, it did
not fare so well on ranking learning approaches (see Section 2.9.1). Relative
landmarkers (Soares et al. 2001) remedy this by using performance measures
that are predictors of relative, rather than individual performance. While the
former studies have focussed on classification, landmarkers for regression have
also been proposed (Ler et al. 2005).
2.4.5.2 Sub-sampling landmarkers
A second solution are subsampling landmarkers (Fu¨rnkranz and Petrak 2001):
they run the learning algorithms on a small sample of the data, which for most
algorithms will result in much faster training times. Indeed, learning algorithms
typically learn the most from the first few examples. More examples will fur-
ther fine-tune the model, but the performance gains will be small in comparison
with the first few examples. When plotting the performance of learning algo-
rithms on increasingly larger samples of a dataset, the resulting curve is called
a learning curve. It will typically shoot up after a small percentage of the data
and will, depending on the learning algorithm, start to level off shortly after
that. The assumption of subsampling landmarking is that the performance of
one point in the beginning of the learning curve will help us to predict the
performance on the entire dataset. Unfortunately, there are great variations in
the learning curves of several algorithms: some will level off completely, while
others tend to keep on improving slowly given more data. Probably because of
this, subsampling landmarking is not as efficient as was hoped (Fu¨rnkranz and
Petrak 2001; Fu¨rnkranz et al. 2002)4. A relative version, predicting rankings
instead of performances, was also proposed: these so-called sampling-based rel-
ative landmarks (Soares et al. 2001) seem to be better for ranking, but overall
the results are rather mixed.
However, instead of taking one subsample, we could invest a bit more and take
small subsamples of different sizes, effectively measuring the first part, and thus
the shape of the learning curve, which hopefully gives us a better prediction of
the performance on the entire dataset than just a single point. Meta-learning
on data samples (MDS) (Leite and Brazdil 2005) works by first determining
the complete learning curves of a number of learning algorithms on several dif-
ferent datasets. Next, for a new dataset, progressive subsampling was done up
to a certain point, experimentally determined to be m = 7 steps, each of which
containing 26+0.5m data points. Further work defined an algorithm to auto-
matically decide when to stop sampling (Leite and Brazdil 2007). Finally, the
4Fu¨rnkranz et al. (2002) also introduced 5 variations that combine the results of subsam-
pling landmarkers in different ways, e.g. pairing 2 algorithms and storing which one
performed best on the subsample, but this does not seem to improve performance
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resulting partial learning curves were matched to the nearest complete learning
curve for each algorithm in order to predict their final performances on the
entire new dataset. To tackle situations where the shape of the learning curve
may be correct, but the starting point is not, a case-based reasoning process
called adaption is used which moves the curve up or down to fit the partial
curve better. The meta-knowledge thus simply consists of all learning curves
on different problems, which are quite expensive to compute at training-time,
but at prediction-time, drawing the partial learning curves is fairly efficient,
and they seem to be able to predict learning performance quite accurately,
depending on how many progressive samples are taken. The same approach
has also been used to predict the stopping point in progressive sampling: the
point where the learning curve does not increase sufficiently to warrant further
training, leading to time savings when many algorithms need to be evaluated
(Leite and Brazdil 2004).
In closing, it may be clear that landmarking offers an interesting trade-off: if
available, more time could be invested in getting more accurate meta-features
and thus more accurate predictions. In the limit, it approximates running the
complete algorithms on the complete datasets, but of course the goal is to stop
long before that.
2.4.6 Task-specific meta-features
In some tasks, the data cannot be represented as a single table, and many
meta-features may not be useful anymore. One example is time series analysis,
in which the data consists of a sequence of values, or a signal over time. In
this case, meta-features such as the trend, or slope, of the time series regression
model can be used (Arinze 1994; Venkatachalam and Sohl 1999). Also, while the
normal correlation ρXY cannot be used, the sample autocorrelation coefficients
(given by the correlation between points which are a lag time τ apart in the
series) can be used instead (Arinze 1994; Prudeˆncio and Ludermir 2004; dos
Santos et al. 2004):
• MEAN-COR, the mean of the absolute values of the 5 first autocorrela-
tions: high values of this feature suggests that the value of the series at
a time point is very dependent of the values in recent past points.
• TAC-X, the statistical significance of autocorrelations: indicates the pres-
ence of at least one significant autocorrelation in the first X autocorrela-
tions.
• COEF-VAR, coefficient of variation: measures the degree of instability in
the series.
Note that, since some of these meta-features are time-dependent, they will be
updated several times during the meta-learning process to include the most
recent time series information.
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Also for unsupervised learning, or clustering, in which no labels are available,
some variants of statistical and information-theoretic meta-features have been
proposed using, among others, the V arCoef of each attribute separated in
three values corresponding to the first three quartiles of their value distributions
(Soares et al. 2009). Finally, Wang et al. (2006, 2009) define meta-features for
clustering time series, although they may have to be revisited since it has been
shown that the clusters extracted by most current algorithms are essentially
random (Keogh and Lin 2005).
Another meta-learning setting is to not select the best algorithm, but rather
to select the best parameter settings for a predefined algorithm. In this case,
algorithm-specific meta-features may be defined aimed at discriminating the
performance of the learning algorithm under different parameter settings. For
instance, to predict the right parameters for a specific kernel of a Support Vector
Machine, it has been shown that kernel matrix-based meta-features lead to bet-
ter results than general ones (Soares and Brazdil 2006). In a somewhat different
approach, properties of the kernel matrices where combined with other meta-
features describing the data in terms of their relation to the margin (Tsuda
et al. 2001).
Finally, meta-learning has also been promoted as a way to solve the algorithm
selection problem in other sciences, a very nice overview of which is provided
by Smith-Miles (2008a). Smith-Miles (2008b) proposed a set of meta-features
specifically aimed at selecting algorithms for the Quadratic Assignment Prob-
lem in the field of optimization.
2.4.7 Selecting meta-features
While several studies have compared different sets of meta-features, also com-
bining several meta-features of different types (Bensusan and Kalousis 2001;
Pfahringer et al. 2000; Ko¨pf et al. 2000; Todorovski et al. 2002; Lee and
Giraud-Carrier 2008), there are no conclusive results indicating that one set of
meta-features is definitely better or worse than others. It depends on the na-
ture of the meta-learning problem under study each time. Interestingly though,
a comparison between landmarkers and statistical and information-theoretic
meta-features showed that using landmarkers alone yields the best results, and
that adding other meta-features often tends to impair their performance (Ben-
susan and Kalousis 2001; Pfahringer et al. 2000). The exception to this rule
seems to occur when the chosen meta-learner is a linear discriminant or na¨ıve
Bayes algorithm, in which case it is best to combine the two types of meta-
features.
Case-based meta-features only seem to perform adequately in combination with
other meta-features (Ko¨pf and Iglezakis 2002). More studies are needed to
provide further insight.
In any case, making a good selection of meta-features is paramount. It may
be clear by now that the meta-feature space is very high-dimensional, while
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each instance in this space requires a completely new dataset to characterize.
Since the collection of publicly available datasets is limited, this amounts to
very few samples in a very large space, providing very sparse evidence for any
recommendation we deduce from it. It may help to reduce dimensionality by
selecting the most relevant meta-features, or otherwise, to find a way to obtain
more datasets (see Section 2.6).
One way of selecting meta-features is to only choose those measures assumed
to be relevant for the problem at hand. For instance, if we have a constrained
set of base-learners, we could select meta-features useful for discriminating
between them (Aha 1992; Kalousis and Hilario 2001b; Kalousis and Hilario
2001a). For instance, a set of seven meta-features were selected especially to
discriminate between very diverse algorithms: decision trees, neural networks,
nearest neighbors and na¨ıve Bayes (Brazdil et al. 2003).
Lee and Giraud-Carrier (2008) used visual analysis and computational complex-
ity considerations to find 4 meta-features whose values are directly relevant to
certain ranges of predictive accuracy for 7 learning algorithms. They also de-
fined discretization thresholds for these 4 features and showed they can be used
to boost the accuracy of the meta-level classification task.
A more fundamental approach is to start from the complete set of meta-features,
and use automatic feature selection techniques to eliminate those features which
seem to contribute the least, depending on the specific meta-learning problem.
In Todorovski et al. (2000) a wrapper feature selection approach is used to
select the most useful meta-features, showing that it improves meta-learning
performance. A slightly different approach is used in Kalousis and Hilario
(2001b). First, the meta-learning problem is transformed into several pairwise
meta-learning problems, each aimed at predicting which of two algorithms is
superior, after which feature selection techniques are used to select different
sets of meta-features for each single one of them.
2.5 The algorithm meta-feature space G
Next to describing properties of the datasets, it might be useful to describe
properties of algorithms as well. Indeed, it would be very useful to induce
meta-rules that tell us when a kind of algorithm is useful, rather than a specific
implementation: otherwise we are unable to tell whether a somewhat modified
version of an algorithm would work equally well. Also, these properties may
tell us why an algorithm performs well or badly, or whether a certain modifi-
cation may correct the problem or not (Van Someren 2001), which is useful in
algorithm design.
To address these issues, we need to expand our range of meta-features with
properties of the algorithms under consideration.
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2.5.1 Qualitative properties
A first set of algorithm characteristics have been identified by Michie et al.
(1994) and Hilario and Kalousis (2001):
• Type of data it can handle, e.g. numerical, nominal or relational
• Whether it can handle costs. This feature indicates whether the algorithm
can take a cost function into account which adds weight to certain types
of errors. Sometimes, e.g. when fighting credit card fraud or in medical
predictions, a false negative can be much worse than a false positive.
• Strategy, a categorization of learning algorithms by the learning strategy
they follow, or by the family of learning algorithms they belong to. One
example is to look at the type of model they build. We will come back
to this in Chapter 5.
• Variable handling, i.e. whether the algorithm operates sequentially, ex-
amining one attribute at a time (e.g. decision tree learners), in parallel,
examining all attributes simultaneously (e.g. neural networks), or a hy-
brid of the two.
• Cumulativity. Algorithms which do not allow attributes to interact, such
as na¨ıve Bayes have high cumulativity, while decision trees have low cu-
mulativity, allowing maximal interaction between variables (Blockeel and
Dehaspe 2000).
• Incrementality. An algorithm is incremental if it can build and refine a
model gradually as new training instances come in, without reexamining
all instances seen in the past. However, they are generally very sensitive
to the order in which examples are presented.
A second set of properties is more subjective and expresses how practical the
algorithm is to use. Each is assigned a 5-level score (Hilario and Kalousis 2001).
• Comprehensibility of the method: is it easy for users to understand how
the algorithm works and what its parameters do?
• Interpretability of the learned model: whether the model can be inter-
preted to extract knowledge. For instance, a decision tree is easy to
interpret by humans, a neural network is not.
• Parameter handling, the degree to which model and search parameters
are handled automatically, or how much work goes into fine-tuning all
parameter settings. Na¨ıve Bayes is very simple to tune, Support Vector
Machines are much harder to optimize.
2.5.2 Quantitative properties
The main problem with these qualitative properties is that they depend on ex-
perts to correctly classify each algorithm. One expert’s opinion may differ from
the next, and some algorithms may be hard or impossible to classify. Another
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approach is to test properties of algorithms through controlled experiments. As
such, we can build quantitative profiles of algorithms, a number of which are
proposed in Hilario and Kalousis (2000a). We mention the proposed algorithm
properties here with related work, and will also build some of these profiles in
Chapter 9.
2.5.2.1 Bias-variance profile
Bias-variance analysis (Kohavi andWolpert 1996) is a statistical technique that
allows us to characterize the errors made by learning algorithms by splitting up
the total expected misclassification error in a sum of three components, each
covering a portion of the data points that were classified incorrectly.
• The (squared) bias error is the systematic error the learning algorithm is
expected to make because its bias doesn’t match the data: the algorithm
cannot approximate the concept close enough. Given different samples of
the data, the algorithm will always classify these data points wrongly.
• The variance error is a measure for how strongly generated hypotheses
vary on different samples of the same dataset. Given different samples of
the data, the algorithm will sometimes classify these data points correctly
and sometimes incorrectly.
• The (squared) intrinsic error is associated with the inherent uncertainty
in the data.
Dietterich and Kong (1995) investigate the relationship between learning bias
(see Section 1.3.2) and the statistical bias- and variance error. If an algorithm’s
bias is ‘appropriate’, meaning that it can approximate the hidden concept close
enough, there exists a trade-off between the bias error and variance error: using
complex (or ‘flexible’) models results in low bias error, but high variance error
due to overfitting: the algorithm is more likely to model noise. On the other
hand, using simple, highly constrained models leads to low variance error, but
high bias error since the model is too rigid to approximate the target concept
more closely, also known as underfitting.
This is illustrated in Figure 2.8. Each row uses a certain data sample and each
column a certain algorithm. The target concept is the low degree polynomial.
The algorithm on the left builds a linear model which is too rigid to approximate
the target concept, and which only varies slightly on different samples. It has
high bias error: a misclassified point will likely be misclassified no matter which
training sample is used. The algorithm on the right builds models that are too
complex, and which will vary greatly as the training sample changes. This
means it has high variance: many points will be correctly classified on some
training samples, but incorrectly on others. Vice versa, the left algorithm
exhibits low variance error, while the right one exhibits low bias error.
Bias and variance can be measured only with regard to the expectation of a
learned models actual output, averaged over the ensemble of possible training
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Figure 2.8: Bias versus variance error (Geurts et al. 2005).
sets D for a fixed sample size N. We thus need to evaluate algorithms on many
different equally-sized samples of the same dataset, and repeat this process
over many datasets in order to assess the average percentage of bias error
versus variance error typically observed in the algorithm. If an algorithm has
parameters that influence its bias, then we must take these into account as well.
We will investigate this algorithm property in depth in Section 9.3.
2.5.2.2 Runtime properties
Training and execution time and (memory) space can be measured either by
recording the relative cpu and memory usage, or by expressing the algorithm’s
time and space complexity as a function of dataset dimensions.
2.5.2.3 Resilience properties
These properties measure how well the algorithm handles certain types of data
that are typically harder to learn from.
Scalability A learning algorithm is scalable if its performance doesn’t suffer too
much when operating on larger datasets.
Resilience to missing values Increasingly remove values from a dataset and
track how badly each algorithm is affected by this (Hilario and Kalousis
2000a).
Resilience to noise Increasingly add noise to datasets and study how algo-
rithms are affected (Aha et al. 1991).
Resilience to irrelevant attributes Irrelevant attributes are attributes that are
not correlated with the target attribute. Increasingly add irrelevant at-
tributes and study the effect Hilario and Kalousis (2000b). For instance,
na¨ıve Bayes is utterly unaffected by irrelevant attributes.
Resilience to redundant attributes Redundant attributes are attributes that
are interdependent, i.e. they offer no information that hasn’t been given
by other attributes. Domingos and Pazzani (1997) shows that na¨ıve Bayes
is surprisingly resistant to redundant attributes, while Wettschereck et al.
(1997) shows that nearest neighbors algorithms are affected strongly.
44 CHAPTER 2. META-LEARNING
2.6 The problem spaces P and P ′
Having now described an extensive array of useful meta-features, the next thing
we need is a large collection of datasets and algorithms to characterize and to
gather the necessary meta-data to learn from.
There are several large repositories of datasets we can use, such as the UCI
Machine Learning Repository (Asuncion and Newman 2007). Unfortunately,
while these contain plenty of datasets for benchmarking algorithms (currently
around 150), each dataset provides one meta-example of the performance of
a learning algorithm, giving us not much to learn from. Of course, there are
many, many more datasets out there, but few of them are public domain. In
some settings, such as massive data streams which continuously generate new
examples, or truly giant datasets which can be segmented into a large number
of subsets, these problems are not so acute.
2.6.1 Expanding P
There are several ways to get more datasets. The first is to generate new
datasets by manipulating existing ones. This may be done by changing the
distribution of the data, e.g. by adding noise or changing the class distribution,
or by changing the structure of the problem, e.g. by adding irrelevant features
(Aha 1992; Hilario and Kalousis 2000b). Soares (2009) proposed to generate
new datasets by simply switching various attributes with the target attributes
yielding new datasets referred to as datasetoids, and showed that the extra
meta-training points improve performance.
A second approach is to generate new datasets from scratch (Vanschoren and
Blockeel 2006). This works by first defining a concept, and then randomly
generating data points, labeling them with the predefined concept. This has
the great benefit that the hidden concept is known, so we can find out exactly
which properties of these concepts are beneficial or detrimental to a learning
algorithm’s performance. As such, these artificial datasets are a great asset to
really understand learning behavior.
However, when trying to generate meta-data for algorithm selection, some cau-
tion is needed. First, we must avoid, as much as possible, to introduce un-
necessary bias in the set of artificial datasets by including only certain kinds
of concepts. And second, we must try to generate datasets that approximate
natural ones. This means building a dataset generator that introduces typical
characteristics of natural data such as noise, irrelevant attributes, missing val-
ues, complex relationships between attributes, different correlations, and very
different distributions of attribute values. Unfortunately, there is no way of
telling how ‘natural’ an artificial dataset is, and building a dataset generator
able to include all these aspects remains a challenge (Scott and Wilkins 1999;
Dries 2006).
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2.6.2 The preprocessed problem space P ′
As discussed in Section 1.2.1, the knowledge discovery process is much more
involved than simply preparing a dataset and selecting an appropriate learning
algorithm. Often, the applicability of a learning algorithm depends heavily of
the data preprocessing and transformation processes that preceded it. A sim-
ple data transformation, e.g. discretizing the numerical attributes, can enable
the use of new learning algorithms, and a preprocessing step such as feature
selection aimed at removing irrelevant features can have a profound impact on
the relative performance of learning algorithms which are less resilient against
such complications than other algorithms, as discussed in Section 2.5.2.
We should therefore not simply predict the correct algorithm: we should offer
complete workflows of processes. Various approaches to do this will be discussed
in Chapter 3.
Note that all preprocessed datasets making up the preprocessor space P ′ are
also good candidates to extend P . Datasets in various stages of preprocess-
ing and transformation can be characterized and have algorithms run on them
to get meta-data about how various learning algorithms are affected by such
data alterations. Not only does this provide a more complete picture of the
performance of learning algorithms under various conditions, it is also useful
meta-data to generate workflows for future problems. For instance, algorithms
that are more resilient against missing values are less likely to require a pre-
processing step aimed at reducing the number of missing values.
The proposed bias-variance profile of learning algorithms can be of great help
here. If a learning algorithm exhibits high bias error, feature construction tech-
niques may be of use. These replace the attributes by new attributes typically
constructed by combining several other ones, radically changing the structure of
the instance space. Feature selection, on the other hand, is generally useful for
variance reduction: fewer irrelevant attributes reduce the chance of overfitting,
whereas little relevant information is lost. Analysis on real-world data mining
problems has revealed that especially variance is a very important source of
error before preprocessing (Van Der Putten and Van Someren 2004).
2.7 The algorithm spaces A and A′
When users needs to find an algorithm implementation, there is quite a large va-
riety of data mining suites they can choose from, such as WEKA5, KNIME6 and
R7, to name a few. Including all these algorithms in a meta-learning scenario
would require running all of them on a large number of datasets. Moreover,
many of these algorithms have a number of parameters which have a profound
5http://www.cs.waikato.ac.nz/ml/weka/
6http://www.knime.org/
7http://www.r-project.org/
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effect on their performance, and many of these parameters are continuous, so
the number of alternative values is infinite. The computational cost of gen-
erating meta-data for all these alternatives is sufficient to warrant a careful
selection of learning algorithms and parameter settings under consideration.
Since we want a limited selection of base-learners that still covers the algorithm
space A, we need to select algorithms that are sufficiently different from each
other. Likewise, we want to cover the space of parameterized algorithms A′,
so we also need to select a number of parameter values that cover the range of
possible parameter values in a sufficiently dense manner.
There are few objective guidelines about how to do this. Usually, an informed
decision must be made using knowledge of how the various algorithms and im-
plementations differ from each other, what are the most sensible values for each
of the parameters, and how all this relates to the datasets under consideration.
However, there are some experimental approaches to determine the adequacy
of a given set of base-algorithms. Soares et al. (2004) proposes the following
four conditions to evaluate a given set on m algorithms A = a1, ..., am, or
alternatively, m parameter settings for a given learning algorithm:
• Overall relevance: For most datasets, there must be a ai that performs
better than a suitable baseline (e.g. a very simple learning algorithm).
• Overall competitiveness : The results of all algorithms in A cannot be
significantly improved by adding an additional algorithm to A.
• Individual competitiveness: For every ai there should be at least one
dataset on which ai is superior to any other algorithm in A
• Individual relevance: For every ai and every other aj , there should be at
least one dataset on which ai is significantly better than aj .
Except for the second condition, it is possible to check these conditions ex-
perimentally by generating the meta-data and checking afterwards whether
these conditions hold. Though it is practically difficult to guarantee the second
condition, increasingly large alternative sets can be tried to see if the overall
competitiveness can be improved.
Another approach is to determine empirically how similar two algorithms are
in terms of their performance on a collection of datasets. Kalousis et al. (2004)
achieves this by considering all possible pairings of algorithms, running them on
a set of datasets, and calculating the error correlation: the correlation between
the errors made by the two algorithms. This value is one if the two algorithms
make exactly the same errors, and zero if they never make the same error. For
each algorithm pair, the error correlations over all datasets are collected and
plotted in a histogram. Finally, the affinity coefficient (Bock and Diday 2000)
is used to calculate the distance between the histograms, and this information is
in turn used to construct a hierarchical clustering, grouping algorithms together
that perform similarly over all datasets. Knowing which algorithms perform
similarly and which datasets are similar provides useful insights into whether
a given learning algorithm should be considered or not.
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2.8 The performance space Y
With a well-defined set of algorithms and datasets, we now need to evaluate the
algorithms on the datasets to see how well they perform. This will, together
with the dataset and algorithm characterizations, constitute the meta-data
from which we want to learn about the the suitability of learning algorithms
on different kinds of data.
2.8.1 Evaluation metrics
The performance of the base-learning algorithms can be quantified in many
different ways. The vast majority of studies in meta-learning only use the
predictive accuracy in classification, i.e., the percentage of examples classified
correctly, and the normalized mean squared error in regression, i.e., the nor-
malized squared sum of all errors. However, there are many more useful metrics
that can be considered instead, such as the area under the Receiver Operating
Characteristic-curve, precision and recall to name a few, each of which are
specifically useful in particular data mining settings. Definitions of these can
be found in any textbook on machine learning or data mining. We will also
discuss them in more depth in Section 5.3.4
2.8.2 Combining metrics
Furthermore, the end users of a meta-learning system may be interested in an
aggregate of evaluation metrics: they may want a learning algorithm that is
both fast and accurate. Since different users have different needs, it is no use
to define these aggregates beforehand. Rather, we evaluate the base-learners
with a range of different metrics, and we aggregate the performance evaluations
afterwards, during the meta-learning phase, according to the wishes of the user.
Brazdil et al. (2003) propose an aggregate metric, the adjusted ratio of ra-
tios, which allows the user to add emphasis either on the predictive accuracy
or the training time (also see Section 3.3.2.4). An alternative is to use Data
Envelopment Analysis (DEA) (Charnes et al. 1978; Nakhaeizadeh and Schn-
abl 1997) which automatically adjusts the weights of the different evaluation
metrics. Variants of DEA also exist that allow the user to define the relative
importance of the different metrics (Nakhaeizadeh and Schnabl 1998).
2.9 The meta-learner S
Having collected all the necessary meta-data, the final step in the meta-learning
process, illustrated in Figure 2.3, is to choose a meta-learner, train it on the
meta-data and predict which algorithms are best suited for a given problem.
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2.9.1 Meta-learning targets
There are several types of outputs that can be generated by meta-learning
algorithms (Brazdil et al. 2009), their utility depends on the specific meta-
learning setting:
Recommendations We can simply return the estimated best algorithm out of
the entire set of base-learners (Pfahringer et al. 2000; Kalousis 2002), or in
case we want to predict parameter settings, the estimated optimal value
for that parameter (Kuba et al. 2002; Soares et al. 2004). However,
to give the user some more options, we can also return all algorithms
that perform sufficiently well: within a predefined margin around the
performance of the best algorithm (Todorovski and Dzeroski 1999), or not
significantly worse than the best one (Jorge and Brazdil 1996; Kalousis
and Theoharis 1999).
Rankings Alternatively, we could provide a full ranking of all the base-learners
(Brazdil et al. 1994; Brazdil et al. 2003; Soares and Brazdil 2000), so
that users can select the highest-ranking algorithm they consider useful,
or if more time is available, to do further evaluations with the top-N
algorithms. Some variants of this approach are weak rankings, in which
algorithms that perform similarly (not significantly different) get the same
rank (Brazdil et al. 2001), and incomplete ranking, in which some base-
learners are omitted, e.g. because not enough meta-data was available to
warrant a reliable prediction.
Performance estimates In this case, regression models are built predicting the
performance of each of the learners on the new dataset (Bensusan and
Kalousis 2001; Gama and Brazdil 1995; Ko¨pf et al. 2000; Sohn 1999).
Since absolute values can be misleading, Gama and Brazdil (1995) pro-
poses three ways of rescaling them: by the distance to the performance
of the best algorithm, the distance to some performance baseline, or nor-
malizing them by calculating the difference with the mean performance
on that dataset divided by the standard deviation. Tsuda et al. (2001)
proposes an alternative approach in which the meta-learner predicts, for
each of the examples in the new dataset, whether a specific base-learner
can correctly predict its class.
Descriptive meta-learning Next to predictive meta-learning, in which the aim
is to predict the utility of algorithms, we can also pursue descriptive
meta-learning, aimed at using the collected meta-data to build models
that teach us something about the learning algorithms involved: to find
patterns in the learning behavior of the base-learners. Not only can these
patterns can be exploited to make informed decisions about which algo-
rithms to select, they also provide insights useful for modifying algorithms
to better fit the problem at hand, or for developing better or more gen-
erally applicable algorithms.
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2.9.2 Algorithms for meta-learning
Any base-level algorithm could be considered to be used at the meta-level as
well. Selecting the most useful one constitutes a meta-meta-learning prob-
lem (Rendell et al. 1987), depending on the precise set of meta-features and
performance-based meta-data used. Also, more practical considerations may
come into play when selecting a meta-learner, such as the desired type of out-
put or incrementality, the ability to easily extend the model when new meta-
examples become available. However, there do exist some experimental com-
parisons of several meta-level learners. We discuss them based on the type of
output under consideration.
2.9.2.1 Recommendations
In the setting of recommending a single algorithm, Bensusan and Giraud-Car-
rier (2000b) and Pfahringer et al. (2000) examine which of ten different meta-
learners are most useful. In both cases, the meta-learners were trained on a
large collection of artificial datasets and tested on a smaller sample of real-
world datasets. Results indicate that there is no single best meta-learner, but
that decision tree-like algorithms (C5.0trees, C5.0rules and C5.0boost) seem to
have an edge, especially when used in combination with landmarkers. Further
experiments performed purely on real-world data corroborate these results, al-
though they also show that most meta-learners are very sensitive to the exact
combination of statistical and information-based meta-features used (Ko¨pf and
Iglezakis 2002).
In the setting of recommending a subset of algorithms, Kalousis (2002) and
Kalousis and Hilario (2001b) showed that on statistical and information-theoretical
meta-features, boosted decision trees obtained better results than nearest neigh-
bor, normal decision trees and decision tree-based rule learning methods. Lindner
and Studer (1999) and Hilario and Kalousis (2001) employed relational case-
based reasoning, able to use relational representations of meta-examples, in-
cluding algorithm properties independent of the dataset (see Section 2.5.2) and
histogram representations of dataset attribute properties (see Section A.7).
2.9.2.2 Ranking
The most commonly used meta-learning algorithm for ranking is based on k-
nearest neighbors (kNN): the k datasets nearest to the new dataset are selected
and the rankings of algorithms on those datasets are combined into the final
ranking of algorithms for the new dataset (Soares and Brazdil 2000; Brazdil
et al. 2003; dos Santos et al. 2004). The rankings can be combined by simply
computing the average rank of each algorithm (Soares and Brazdil 2000), or
by using success rate ratio’s and significant wins (Brazdil and Soares 2000).
(Brazdil et al. 2001) also uses significant wins to produce a more concise ranking
in which redundant algorithms, those that never seem to perform significantly
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better than another algorithm, are removed. There seem to be no significant
differences in the performances of these methods (Soares 2004).
Another way to produce rankings is to first estimate the performances of all
algorithms, and then transform these results into a ranking (Bensusan and
Kalousis 2001; Ko¨pf et al. 2000), yielding better results than the nearest
neighbor-based approach.
Finally, rankings can also be produced by using predictive clustering trees
(Todorovski et al. 2002; Blockeel et al. 2000) (see below). These, in turn,
yield more accurate rankings than the former two methods.
2.9.2.3 Performance estimation
Predicting algorithm performance generates as many regression problems as
there are base-learners, each predicting the performance of a specific base-
learner on the new dataset. Gama and Brazdil (1995) compares four differ-
ent regression techniques: logistic regression, C4.5rules, M5.1 (a model tree
learner8) and kNN, and finds that they exhibit similar performance. Bensusan
and Kalousis (2001) compares a regression rule learner (Cubist) with a kernel
method and finds that the latter produces slightly more accurate predictions.
In a different setting, Janssen and Fu¨rnkranz (2007) use a regression algorithm
to predict the accuracy of different rule learning heuristics. Both linear regres-
sion and neural networks have been tested with the latter achieving slightly
better results, but only in its simplest setting (1 hidden node), which corre-
sponds to a linear model.
Instead of predicting the performance of each algorithm separately, we can also
use a clustering tree9 (Blockeel et al. 2000) and predict the performance of all
algorithms at once (Todorovski et al. 2002). The decision nodes represent tests
on the values of meta-features and the leaf nodes contain sets of performance
estimates: one for each base-learner. An extra benefit is that the resulting tree
can be easily interpreted (see the next section). Results obtained with this
method are comparable with those combining separate regression models.
2.9.2.4 Descriptive meta-learning
In order to learn about the behavior of learning algorithms, the meta-learner
of choice clearly needs to be one whose model can be easily interpreted. One
of the earliest studies aimed at discovering guidelines for the selection of al-
gorithms was the StatLog project (Michie et al. 1994), in which rules were
constructed that dictated whether an algorithm was deemed appropriate or in-
appropriate for use on a given dataset. More recently, Ali and Smith (2006)
8Model trees (Quinlan 1992) are decision trees capable of regression by storing linear re-
gression models in their leaves.
9A clustering tree, such as the CLUS algorithm, tries to minimize the variance of the
examples in each leaf and maximize the variance across different leaves, an approach also
used in clustering.
2.10. SUMMARY AND CONCLUSIONS 51
used a decision-tree based rule learner to discover update rules defining, for each
algorithm, when it should be used. The same approach was used to discover
rules about the selection of kernels in SVMs (Ali and Smith-Miles 2006). Aha
(1992) and Kalousis and Theoharis (1999) constructed decision trees for pairs of
algorithms indicating whether, on a given dataset, one of them was significantly
better or not. While these are actually predictive approaches, the underlying
models were interpretable. A very different approach was followed by Smith
et al. (2002), in which Self-Organising Maps (SOMs) (Kohonen 1982) were
employed, an unsupervised neural network approach to clustering able to draw
a two-dimensional map of the clusters. In this case, they were used to cluster
similar datasets based on statistical and information-theoretic meta-features
and identify how algorithms perform in those different clusters.
Some approaches have also tried to exploit relational descriptions of meta-
features. For instance, Todorovski and Dzeroski (1999) has used FOIL (Quinlan
and Cameron-Jones 1993), an ILP algorithm, to induce rules about the utility
of learning algorithms.
Gaining insights into the behavior of learning algorithms is a central theme in
this thesis, and we will come back to this issue soon.
2.10 Summary and conclusions
In this chapter, we have given a perspective overview of the field of meta-
learning, focussing on the task of understanding and predicting learning behav-
ior, and we have used an extension of Rice’s framework for algorithm selection
to highlight the key questions and proposed solutions in each component of the
general meta-learning process. Similar to Smith-Miles (2008a), we can recast
the literature in Rice’s framework, or in this case, the extended framework used
in this chapter. The result is shown in Table 2.1, containing a representational
sample of the various meta-learning studies in machine learning. We’ve also
ordered the studies by date of publication to get a sense of how the field has
evolved over time.
The table shows the task handled in each study: classification, regression, time
series analysis (forecasting), clustering or parameter selection. It also covers
each of the meta-learning aspects discussed in this chapter: the number of nat-
ural and artificial datasets P and preprocessed datasets P ′ used, the number of
algorithms A and their parameter settings A′ covered, the meta-features F and
G exploited, the evaluation metric Y applied and the meta-learners S consid-
ered for each of the targets: recommendation, ranking, performance prediction
and declarative model generation. The word ‘dyn’ in the landmarking column
means that the number of subsampling landmarkers is chosen dynamically.
Algorithms and datasets Reading the table from left to right, a first trend to
observe is that while meta-learning used to focus on classification, more recently
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some inroads have been made into other tasks, showing that meta-learning can
be of great use there as well. When it comes to the datasets used, it shows that
most studies, with the exception of time series analysis, employ relatively few
datasets. Some studies try to tackle the lack of publicly available datasets by
generating artificial datasets or, more interestingly, by applying preprocessing
techniques to generate alternative datasets based on natural data. Still, only
few studies go that far and then only try a few preprocessing techniques, such
as adding or removing irrelevant attributes or missing values. This approach
should definitely be taken further: including the behavior of learning algorithms
under these alternate conditions will provide much richer meta-data.
Furthermore, most studies pick only a few different algorithms, and their pa-
rameters settings are never varied, thus only generating meta-learning advice
valid for their default performance, which is likely to be suboptimal. The only
exception are studies where the meta-learning goal is to predict the value of
a parameter, in which case each parameter setting is viewed as a different al-
gorithm, and no other algorithms are involved. Moreover, this parameter is
always a component of an SVM algorithm. It would be very useful to explore
the parameter space of many more algorithms, especially those where perfor-
mance changes dramatically with different settings, such as ensemble learners.
Most likely, the main reason why so little dataset and algorithm variants are
tried is that collecting the meta-data is expensive: every single combination
of these factors must be tried, cross-validated, and repeated several times to
account for random effects, easily resulting in millions of experiments. Also
keep in mind that most of the studies between 1994 and 2003 were heavily
facilitated by two large projects, StatLog (Michie et al. 1994) and METAL
(Giraud-Carrier 2005), in which many researchers pooled their resources and
established new ways to generate and share meta-data. It is no coincidence that
many studies share the same datasets, algorithms and meta-features: those
indicated with an asterix (*) all stem from the StatLog project, and most
studies between 2001 and 2003 use the same 9-10 base-learners included in
the METAL project (both are discussed in Section 3.3.2). If we want to take
meta-learning to a level where many more datasets, preprocessors, algorithms
and parameters are included we need to find new ways to efficiently share and
exploit meta-data.
This is an issue we wish to resolve in this thesis: in Part II of this thesis,
we define an XML-based language in which machine learning experiments can
be freely exchanged and introduce experiment databases that automatically
gather and organize them. As will be discussed in Chapter 4 they bring many
benefits for various machine learning researchers, and are an ideal platform for
meta-learning studies.
Meta-features Still, meta-learning is not only about empirical data. The
more theoretical aspect of finding useful meta-features is equally important.
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Our summary table, and our discussion in Section 2.4 show that the range
of data meta-features, especially statistical and information-theoretic ones, is
investigated quite extensively. One might still wonder whether these meta-
features get us any closer towards understanding why an algorithm performs
well on a dataset or not. Many studies are based on the idea that if we simply
use enough meta-features, there will be enough information for a meta-learner
to discover the complex patterns that link combinations of these features to the
performance of the algorithm. The meta-rules generated in this manner gener-
ally use complex combinations of terms like mutual information and attribute
skewness, and do not always provide much insight.
As discussed in Chapter 1, the only fundamental reason why a learning algo-
rithm performs well on a dataset is because its bias matches the data. Even
the simplest of algorithms will perform brilliantly if the data is represented as
the algorithm expects it to be. Therefore, we need better ways of describing
the bias of learning algorithms, and define meta-features able to link properties
of the data to properties of the learning algorithms.
Some developments do seem more related to a learner’s bias. Landmarking
provides an estimate of how well an algorithm’s representational bias fits the
data. Subsampling landmarkers also help by characterizing the shape of the
learning curve of various learning algorithms. Indeed, learning curves are a
very useful expression of how the learner’s bias reacts to the given data (both
representationally and procedurally) that may deserve more attention. Algo-
rithm properties work the other way around: we take a known, easy to measure
property of the data, and see how well each algorithm responds to it. Again,
this is a very useful link between data properties and learning bias that deserves
to be investigated more deeply.
Evaluation and advice When it comes to the applied performance metrics,
we see that almost all studies use predictive accuracy. One could wonder why
other metrics are ignored, especially since applying performance metrics is very
fast. If other metrics had been recorded as well, these could be used to offer
more targeted recommendations.
Finally, we can see that most studies have focussed on recommendation and
ranking. This reflects the fact that they are performed with practitioners in
mind. Very few studies are aimed at designers of learning algorithms: re-
searchers who wish to understand why an algorithm performs well on a given
dataset or not, and what can be done to improve algorithms.
This is also an issue we wish to resolve through the creation of experiment
databases that allow a very wide range of queries on the behavior of learning
algorithms. We show many examples of their capabilities in Chapter 9.
Human beings, who are almost unique in having the
ability to learn from the experience of others, are also
remarkable for their apparent disinclination to do so.
Douglas Adams
Chapter Three
Intelligent Knowledge Discovery
Support
3.1 Introduction
While a valid intellectual challenge in its own right, meta-learning finds its
real raison d’eˆtre in the practical support it offers Data Mining practitioners
(Giraud-Carrier 2008). Indeed, the whole point of understanding how to learn
in any given situation is to go out in the real world and learn as much as
possible, from any source of data we encounter! However, almost any type of
raw data will initially be very hard to learn from, and about 80% of the effort in
discovering useful patterns lies in the clever preprocessing of data (Morik and
Scholz 2004). Thus, for machine learning to become a tool we can instantly
apply in any given situation, or at least to get proper guidance when applying
it, we need to build extended meta-learning systems that encompass the entire
knowledge discovery process, from raw data to finished models, and that keep
learning, keep accumulating meta-knowledge, every time they are presented
with new problems.
The algorithm selection problem is thus widened into a workflow creation prob-
lem, in which an entire stream of different processes needs to be proposed to
the end user. This entails that our collection of meta-knowledge must also be
extended to characterize all those different processes.
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In this chapter, we provide a survey of the various architectures that have been
developed, or simply proposed, to build such extended meta-learning systems.
They all consist of integrated repositories of meta-knowledge on the KD process
and leverage that information to propose useful workflows. Our main obser-
vation is that most of these systems are very different, and were seemingly
developed independently from each other, without really capitalizing on the
benefits of prior systems. By bringing these different architectures together
and highlighting their strengths and weaknesses, we aim to reuse what we have
learned, and we draw a roadmap towards a new generation of KD support
systems.
While this survey covers related work in the area of organizing and using meta-
data on learning processes, and various lessons will be learned, it can be safely
skipped without loss of continuity if one wants to proceed to the main parts of
this thesis.
Despite their differences, we can classify the KD systems in this chapter in the
following groups, based on the way they leverage the obtained meta-data:
Expert systems In expert systems, experts are asked to express their reason-
ing when tackling a certain problem. This knowledge is then converted
into a set of explicit rules, to be automatically triggered to guide future
problems.
Meta-models The goal here is to automatically predict the usefulness of work-
flows based on prior experience. They contain a meta-model that is up-
dated as more experience becomes available. It is the logical extension of
meta-learning to the KD process.
Case-based reasoning In general terms, case-based reasoning (CBR) is the
process of solving new problems based on the solutions of similar past
problems. This is very similar to the way most humans with some KD
experience would tackle the problem: remember similar prior cases and
adapt what you did then to the new situation. To mimic this approach,
a knowledge base is populated by previously successful workflows, anno-
tated with meta-data. When a new problem presents itself, the system
will retrieve the most similar cases, which can then be altered by the user
to better fit her needs.
Planning All possible actions in a KD workflow are described as operations
with preconditions and effects, and an AI planner is used to find the
most interesting plans (workflows).
Querying In this case, meta-data is gathered and organized in such a way that
users can ask any kind of question about the utility or general behavior
of KD processes in a predefined query language, which will then be an-
swered by the system based on the available meta-data. They open up
the available meta-data to help users make informed decisions.
Orthogonal to this distinction, we can also characterize the various systems by
the type of meta-knowledge they store, although in some cases, a combination
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of these sources is employed.
Expert knowledge Rules, models, heuristics or entire KD workflows are en-
tered beforehand by experts, based on their own experience with certain
learning approaches.
Experiments Here, the meta-data is purely empirical. They provide objective
assessments of the performance of workflows or individual processes on
certain problems.
Workflows Workflows are descriptions of the entire KD process, involving lin-
ear or graph-like sequences of all the employed preprocessing, transfor-
mation, modeling and postprocessing steps. They are often annotated
with simple properties or qualitative assessments by users.
Ontologies An ontology is a formal representation of a set of concepts within
a domain and the relationships between those concepts. They provide a
fixed vocabulary of data mining concepts, such as algorithms and their
components, and describe how they relate to each other, e.g. what the
role is of a specific component in an algorithm. They can be used to
create unambiguous descriptions of meta-knowledge which can then be
interpreted by many different systems to reason about the stored infor-
mation. A more in-depth discussion is provided in Chapter 5.
While we cover a wide range of approaches, the landscape of all meta-learning
and KD solutions is quite extensive. However, most of these simply facilitate
access to KD techniques, sometimes offering wizard-like interfaces with some
expert advice, but they essentially leave the intelligent selection of techniques
as an exercise to the user. Here, we focus on those systems that introduce new
ways of leveraging meta-knowledge to offer intelligent KD support. We also skip
KD systems that feature some type of knowledge base to monitor the current
workflow composition, but that do not use that knowledge to advise on future
problems, such as the INLEN system (Michalski et al. 1992; Kaufman 1997;
Kaufman and Michalski 1998). This overview partially overlaps with previous,
more concise overviews of meta-learning systems for KD (Brazdil et al. 2009;
Giraud-Carrier 2008). Here, however, we provide a more in-depth discussion
of their architectures, focussing on those aspects that can be reused to design
future KD support systems.
In the remainder of this chapter, we will split our discussion in two: past and
future. The past consists of all previously proposed solutions, even though
some of these are still in active development and may be extended further.
This will cover the following five sections, each corresponding to one of the
five approaches outlined above. For each system, we consecutively discuss its
architecture, the employed meta-knowledge, any meta-learning that is involved
and finally its benefits and drawbacks. Finally, in Section 3.7, we provide
a short summary of all approaches, before looking towards the future: we
outline a platform for the development of future KD support systems aimed at
bringing the best aspects of prior systems together. The meta-learning platform
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developed in this thesis will play a central role in this platform, as well as a
number of other so-called third generation KD tools, often still in their design
phase, which are especially geared towards a community-based approach for
gathering the necessary meta-knowledge and executing KD workflows.
3.2 Expert systems
3.2.1 Consultant-2
One of the first inroads into systematically gathering and using meta-knowledge
about machine learning algorithms was Consultant-2 (Craw et al. 1992; Slee-
man et al. 1995): an expert system developed to provide end-user guidance
for the MLT machine learning toolbox (MLT 1993; Kodratoff et al. 1992).
Although the system did not learn by itself from previous algorithm runs, it
did identify a number of important meta-features of the data and the produced
models, and used these to express rules about the applicability of algorithms.
3.2.1.1 Architecture
A high-level overview of the architecture of Consultant-2 is shown in Figure
3.1. It was centered around a knowledge base that stored about 250 rules,
hand-crafted by machine learning experts. The system interacted with the
user through question-answer sessions in which the user was asked to provide
information about the given data (e.g. the number of classes or whether it could
be expected to be noisy) and the desired output (e.g. rules or a decision tree).
Based on that information, the system then used the stored rules to calculate
a score for each algorithm. The user could also go back on previous answers
to see how that would have influenced the ranking. When the user selected an
algorithm, the system would automatically run it, after which it would engage
in a new question-answer session to assess whether the user was satisfied with
the results. If not, the system would generate a list with possible parameter
recommendations, again scored according to the stored heuristic rules.
3.2.1.2 Meta-knowledge
The rules were always of the form if(An) then B, in which An was a con-
junction of properties of either the task description or the produced models,
and B expressed some kind of action the system could perform. First, the
task description included qualitative measures entered by the user, such as the
task type, any available background knowledge and which output models were
preferable, as well as quantitative measures such as the number of classes and
the amount of noise. Second, the produced models where characterized by the
amount of time and memory needed to build them and model-specific features
such as the average path length and number of leaf nodes in decision trees, the
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Figure 3.1: The architecture of Consultant-2. Derived from Craw et al. (1992)
number and average center distance of clusters and the number and significance
of rules.1 The resulting actions B could either adjust the scores for specific al-
gorithms, propose ranges for certain parameter values, or transform the data
(e.g. discretization) so as to suit the selected algorithm. Illustrations of these
rules can be found in Sleeman et al. (1995).
3.2.1.3 Meta-learning
There is no real meta-learning process in Consultant-2, it just applied its pre-
defined ‘model’ of the KD process. This process was divided into a number of
smaller steps (selecting an algorithm, transforming the data, selecting param-
eters,...), each associated with a number of rules. It then cycles through that
process, asking questions, executing the corresponding rules, and triggering the
corresponding actions, until the user is satisfied with the result.
3.2.1.4 Discussion
The expert advice in Consultant-2 has proven to be successful in a number of
applications, and a new version has been proposed to also provide guidance for
data preprocessing. Still, to the best of our knowledge, Consultant-3 has never
been implemented. An obvious drawback of this approach is the fact that the
heuristic rules are hand-crafted. This means that for every new algorithm, new
rules have to be defined that differentiate it from all the existing algorithms.
One must also keep in mind that MLT only had a limited set of 10 algorithms
covering a wide range of tasks (e.g. classification, regression and clustering),
making it quite feasible to select the correct algorithm based on the syntactic
1These were used mostly to advise on the algorithm’s parameters.
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properties of the input data and the preferred output model. With the tens or
hundreds of methods available today on classification alone, it might not be so
straightforward to make a similar differentiation. Still, the idea of a database of
meta-rules is valuable, though instead of manually defining them, they should
be learned and refined automatically based on past algorithm runs. Such a
system would also automatically adapt as new algorithms are added.
3.3 Meta-models
3.3.1 STABB and VBMS
The groundwork for many meta-learning systems were laid by two early precur-
sors. STABB (Utgoff 1986) was a system that basically tried to automatically
match a learner’s bias to the given data. It used an algorithm called LEX with
a specific grammar. When an algorithm could not completely match the hidden
concept, its bias (the grammar) or the structure of the dataset was changed
until it could. VBMS (Rendell et al. 1987) was a very simple meta-learning
system that tried to select the best of three learning algorithms using only two
meta-features: the number of training instances and the number of features.
3.3.2 The Data Mining Advisor (DMA)
The Data Mining Advisor (DMA) (Giraud-Carrier 2005) is a web-based algo-
rithm recommendation system that automatically generates rankings of classi-
fication algorithms according to user-specified objectives. It was developed as
part of the METAL project (METAL 2001).
3.3.2.1 Foundations: StatLog
Much of the theoretical underpinning of the DMA was provided by the StatLog
project (Michie et al. 1994), which was aimed to provide a large-scale, objec-
tive assessment of the strengths and weaknesses of the various classification
approaches existing at the time. Its methodology is shown in Figure 3.2.
First, a wide range of datasets are characterized with a wide range of newly
defined meta-features (see Section A). Next, the algorithms are evaluated on
these datasets. For each dataset, all algorithms whose error rate fell within a
certain (algorithm-dependent) margin of that of the best algorithms were la-
beled applicable, while the others were labeled non-applicable. Finally, decision
trees were built for each algorithm, predicting when it can be expected to be
useful on a new dataset. The resulting rules, forming a rule base for algorithm
selection, can be found in Michie et al. (1994).
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Figure 3.2: The StatLog approach.
3.3.2.2 Architecture
The architecture of the DMA is shown in Figure 3.3. First, the tool is trained
by generating the necessary meta-data, just as in StatLog. However, instead of
predicting whether an algorithm was applicable or not, it ranked all of them.
New datasets can be uploaded via a web-interface, its meta-features automat-
ically computed (below the dotted line in Figure 3.3). Bearing privacy issues
in mind, the user can choose to keep the dataset, the data characterizations
or both hidden from other users of the system. Next, the DMA will use the
stored meta-data to predict the expected ranking of all algorithms on the new
dataset. Finally, as a convenience to the user, one can also run a number of
algorithms on the new dataset, after which the system returns their true rank-
ing and performance. Figure 3.4 shows an example of the rankings generated
by DMA. The meaning of the ‘Predicted Score’ is explained in Section 3.3.2.4.
3.3.2.3 Meta-knowledge
While the METAL project discovered various new kinds of meta-features (see
Section 2.4), these were not used in the DMA tool. In fact, only a set of 7
numerical StatLog-style characteristics was selected2 for predicting the relative
performance of the algorithms. This is most likely due to the employed meta-
learner, which is very sensitive to the curse of dimensionality.
At its inception, the DMA tool was initialized with 67 datasets, mostly from
the UCI repository. Since then, an additional 83 tasks were uploaded by users
(Giraud-Carrier 2005). Furthermore, it operates on a set of 10 classification
algorithms, shown in Figure 3.4, but only with default parameter settings, and
evaluates them based on their predictive accuracy and speed.
2Some of them were slightly modified. For instance, instead of using the absolute number
of symbolic attributes, DMA uses the ratio of symbolic attributes.
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Figure 3.3: The architecture of DMA. Adapted from Brazdil et al. (2009).
Figure 3.4: An illustration of the output of the DMA. The first ranking fa-
vors accurate algorithms, the second ranking favors fast ones. Taken from
Giraud-Carrier (2005).
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3.3.2.4 Meta-learning
DMA uses a k-nearest neighbors (kNN) approach as its meta-learner, with k=3
(Brazdil et al. 2003). This is motivated by the desire to continuously add new
meta-data without having to rebuild the meta-model every time.
A multi-criteria evaluation measure is defined (the adjusted ratio of ratios)
which allows the user to add emphasis either on the predictive accuracy or the
training time. This is done by defining the weight AccD of the training time
ratio. This allows the user to trade AccD% accuracy for a 10-time increase/de-
crease in training time. The DMA interface offers 3 options: AccD=0.1 (focus
on accuracy), AccD=10 (focus on speed) or AccD=1 (equal importance). The
user can also opt not to use this measure and use the efficiency measure of
Data Envelopment Analysis (DEA) instead (Giraud-Carrier 2005). The sys-
tem then calculates a kind of average over the 3 most similar datasets for each
algorithm (the ‘predicted score’ in Figure 3.4) according to which the ranking
is established.
3.3.2.5 Discussion
The DMA approach brings the benefits of meta-learning to a larger audience
by automating most of the underlying steps and allowing the user to state some
preferences. Moreover, it is able to continuously improve its predictions as it is
given more problems (which are used to generate more meta-data). Unfortu-
nately, it has a number of limitations that affect the practical usefulness of the
returned rankings. First, it offers no advice about which preprocessing steps
to perform or which parameter values might be useful, which both have a pro-
found impact on the relative performance of learning algorithms. Furthermore,
while the multi-criteria ranking is very useful, the system only records two
basic evaluation metrics, which might be insufficient for some users. Finally,
using kNN means no interpretable models are being built, making it a purely
predictive system. Several alternatives to kNN have been proposed (Pfahringer
et al. 2000; Bensusan and Giraud-Carrier 2000b) which may be useful in future
incarnations of this type of system.
3.3.3 NOEMON
NOEMON (Kalousis and Hilario 2001b; Kalousis and Theoharis 1999), shown
in Figure 3.5, follows the approach of Aha (1992) to compare algorithms two by
two. Starting from a meta-database similar to the one used in DMA, but with
histogram-representations of attribute-dependent features (see Section A.7),
the performance results on every combination of two algorithms are extracted.
Next, the performance values are replaced with a statistical significance test in-
dicating when one algorithm significantly outperforms the other and the num-
ber of data meta-features is reduced using automatic feature selection. This
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Figure 3.5: NOEMON’s architecture. Based on Kalousis and Hilario (2001b).
data is then fed to a decision tree learner to build a model predicting when one
algorithm will be superior or when they will tie on a new dataset. Finally, all
such pairwise models are stored in a knowledge base.
At prediction-time, the system collects all models concerning a certain algo-
rithm and counts the number of predicted wins/ties/losses against all other
algorithms to produce the final score for each algorithm, which is then con-
verted into a ranking.
3.4 Planning
The former two systems are still limited in that they only tackle the algorithm
selection step. To generate advice on the composition of an entire workflow, we
need additional meta-data on the rest of the KD processes. One straightforward
type of useful meta-data consists of the preconditions that need to be fulfilled
before the process can be used, and the effect it has on the data it is given. As
such, we can transform the workflow creation problem into a planning problem,
aiming to find the best plan, the best sequence of actions (process applications),
that arrives at our goal - a final model.
3.4.1 The Intelligent Discovery Electronic Assistant (IDEA)
A first such system is the Intelligent Discovery Electronic Assistant (IDEA)
(Bernstein et al. 2005). It regards preprocessing, modeling and postprocessing
techniques as operators, and returns all plans (sequences of operations) that
are possible for the given problem. It contains an ontology describing the
preconditions and effects of each operator, as well as manually defined heuristics
(e.g. the speed of an algorithm), which allows it to produce a ranking of all
generated plans according to the user’s objectives.
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Figure 3.6: The architecture of IDEA. Derived from Bernstein et al. (2005).
3.4.1.1 Architecture
The architecture of IDEA is shown in Figure 3.6. First, the systems gathers
information about the given task by characterizing the given dataset. Further-
more, the user is asked to provide additional metadata and to give weights
to a number of heuristic functions such as model comprehensibility, accuracy
and speed. Next, the planning component will use the operators that populate
the ontology to generate all KD workflows that are valid in the user-described
setting. These plans are then passed to a heuristic ranker, which will use the
heuristics enlisted in the ontology to calculate a score congruent with the user’s
objectives (e.g. building a decision tree as fast as possible). Finally, this ranking
is proposed to the user which may select a number of processes to be executed
on the provided data. After the execution of a plan, the user is allowed to
review the results and alter the given weights to obtain new rankings. For in-
stance, the user might sacrifice speed in order to obtain a more accurate model.
Finally, if useful partial workflows have been discovered, the system also allows
to extend the ontology by adding them as new operators.
3.4.1.2 Meta-knowledge
IDEA’s meta-knowledge is all contained in its ontology. It first divides all
operators into preprocessing, induction or postprocessing operators, and then
further into subgroups. For instance, induction algorithms are subdivided into
classifiers, class probability estimators and regressors. Each process that pop-
ulates the ontology is then described further with a list of properties, shown
in Figure 3.7. It includes the required input (e.g. a decision tree for a tree
pruner), output (e.g. a model), preconditions (e.g. ‘continuous data’ for a dis-
cretizer), effects (e.g. ‘removes continuous data’, ‘adds categorical data’ for a
discretizer), incompatibilities (e.g. not(continuous data) for na¨ıve Bayes) and
a list of manually defined heuristic estimators (e.g. relative speed). Addition-
ally, the ontology also contains recurring partial plans in the form of composite
operators.
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Figure 3.7: Part of IDEA’s ontology. Taken from Bernstein et al. (2005).
3.4.1.3 Meta-learning
Though there is no actual meta-learning involved, planning can be viewed as
a search for the best-fitting plan given the dataset, just as learning is a search
for the best hypothesis given the data. In the case of IDEA, this is achieved
by exhaustively generating all possible KD plans, hoping to discover better,
novel workflows that experts never considered before. The provided meta-data
constitute the initial state (e.g. ‘numerical data’) and the user’s desiderata (e.g.
‘model size small’) make up the goal state.
3.4.1.4 Discussion
This approach is very useful in that it can provide both experts and less-skilled
users with KD solutions without having to know the details of the intermediate
steps. The fact that new operators or partial workflows can be added to the
ontology can also give rise to network externalities, where the work or expertise
of one researcher can be used by others without having to know all the details.
The ontology thus acts as a central repository of KD operators, although new
operators can only be added manually, possibly requiring reimplementation.
The limitations of this approach lie first of all in the hand-crafted heuristics of
the operators. Still, this could be remedied by linking it to a meta-database such
as used in DMA and learning the heuristics from experimental data. Secondly,
the current implementation only covers a small selection of KD operators. To-
gether with the user-defined objectives, this might constrain the search space
well enough to make the exhaustive search feasible, but it is unclear whether
this would still be the case if large numbers of operators are introduced. A final
remark is that most of the used techniques have parameters, whose effects are
not included in the planning.
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Figure 3.8: The architecture of GLS. Adapted from Zhong et al. (2002).
3.4.2 Global Learning Scheme (GLS)
The ‘Global Learning Scheme’ (GLS) (Zhong and Ohsuga 1994; Zhong et al.
2001; Zhong et al. 2002) takes a multi-agent system approach to KDD planning.
It creates an “organized society of KDD agents”, in which each agent only does
a small KDD task, controlled by a central planning component.
3.4.2.1 Architecture
Figure 3.8 provides an overview of the system. It consists of a pool of agents,
which are described very similarly to the operators in IDEA, also using an on-
tology to describe them formally. However, next to base-level agents, which
basically envelop one DM technique each, there also exist high-level agents, one
for each phase of the KD process, which instead point to a list of candidate
agents that could be employed in that phase. The controlling ‘meta-agent’
(CMA) is the central controller of the system. It selects a number of agents
(high-level agents at first) and sends them to the planning meta-agent (PMA).
The PMA then creates a planning problem by transforming the dataset proper-
ties and user objectives into a world state description (WSD) for planning and
by transforming the agents into planning operators. It then passes the problem
to a STRIPS planner (Fikes and Nilsson 1971). The returned plans are passed
back to the CMA, which then launches new planning problems for each high-
level agent. For instance, say the data has missing values, then the returned
plan will contain a high-level missing value imputation agent: the CMA will
then send a range of base-level agents to the PMA to build a plan for filling in
the missing values. The CMA also executes the resulting sub-plans, and calls
for adaptations if they do not prove satisfactory.
3.4.2.2 Meta-knowledge
GLS’s meta-knowledge is similar to that of IDEA. The ontology description
contains, for each agent, the data types of in- and output, preconditions and
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effects. In the case of a base-level agent, it also contains a KD process, other-
wise, a list of candidate sub-agents. However, the same ontology also contains
descriptors for the data throughout the KD process, such as the state of the
data (e.g. raw, clean, selected), whether or not it represents a model and the
type of that model (e.g. regression, clustering, rule). This information is used
to describe the world state description. Finally, the CMA contains some static
meta-rules to guide the selection of candidate agents.
3.4.2.3 Meta-learning
In Zhong et al. (2002), the authors state that a meta-learning algorithm is used
in the CMA to choose between several discretization agents or to combine their
results. Unfortunately, details are missing. Still, even if the current system does
not learn from previous runs (meaning that the CMA uses the same meta-rules
every time), GLA’s ability to track and adapt to changes performed by the user
can definitely be regarded as a form of learning (Brazdil et al. 2009).
3.4.2.4 Discussion
Given the fact that covering the entire KD process may give rise to sequences of
tens, maybe hundreds of individual steps, the ‘divide and conquer’ approach of
GLS seems a promising approach. In fact, it seems to mirror the way humans
approach the KD problem, as shown in Figure 1.2: identify a hierarchy of
smaller subproblems, combine operators to solve them and adapt the partial
solutions to each other until we converge to a working workflow. Unfortunately,
to the best of our knowledge, there are no thorough evaluations of the system,
and it remains a work in progress. It would be interesting to replace the fixed
rules of the CMA with a meta-learning component to select the most promising
agents, and to use IDEA-like heuristics to rank possible plans.
3.5 Case-based reasoning
Planning is especially useful when starting from scratch. However, if successful
workflows were designed for very similar problems, we could simply reuse them.
3.5.1 CITRUS
CITRUS (Engels 1996; Wirth et al. 1997) is built as an advisory compo-
nent of Clementine, a well-known KDD suite. An overview is shown in Figure
3.9. It contains a knowledge base of available ‘processes’ (KD techniques) and
‘streams’ (sequences of processes), entered by experts and described with pre-
and postconditions. To use it, the user has to provide an abstract task de-
scription, which is appended with simple data statistics, and choose between
several modi of operation. In the first option, the user simply composes the
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Figure 3.9: The architecture of CITRUS. Derived from Wirth et al. (1997).
entire KDD process (stream) by linking processes in Clementine’s editor, in
which case CITRUS only checks the validity of the sequence. In the second
option, case-based reasoning is used to propose the most similar of all known
streams. In the third option, CITRUS assists the user in decomposing the task
into smaller subtasks, down to the level of individual processes. While pre- and
postconditions are used in this process, no planning is involved. Finally, the
system also offers some level of algorithm selection assistance by eliminating
those processes that violate any of the constraints.
3.5.2 ALT
ALT (Lindner and Studer 1999) is a case-based reasoning variation on the
DMA approach. Next to StatLog-type meta-features, it adds a number of
simple algorithm characterizations (see Section 2.5). It has a meta-database
of ‘cases’ consisting of data meta-features, algorithm meta-features and the
performance of the algorithm. When faced with a new problem, the user can
enter application restrictions beforehand (e.g. ‘the algorithm should be fast and
produce interpretable models’), and this information is then appended to the
data meta-features of the new dataset, thus forming a new case. The system
then makes a prediction based on the three most similar cases. The meta-data
consists of 21 algorithms, 80 datasets, 16 StatLog data characteristics, and 4
algorithm characteristics.
The two previous approaches share a common shortcoming: the user still faces
the difficult task of adapting it to her specific problem. The following systems
try to alleviate this problem by offering additional guidance.
3.5.3 MiningMart
The MiningMart project (Morik and Scholz 2004) is designed to allow successful
preprocessing workflows to be shared and reused, irrespective of how the data
is stored. While most of the previously discussed systems expect a dataset in
a certain format, MiningMart works directly on any SQL database of any size.
70 CHAPTER 3. INTELLIGENT KNOWLEDGE DISCOVERY SUPPORT
The system performs the data preprocessing and transformation steps in the
(local) database itself, either by firing SQL queries or by running a fixed set of
efficient operators (able to run on very large databases) and storing the results
in the database again. Successful workflows can be shared by describing them
in an XML-based language, dubbed M4, and storing them in an online case-
base. The case description includes the workflow’s inherent structure as well as
an ontological description of business concepts to facilitate searching for cases
designed for certain goals or applications.
3.5.3.1 Architecture
The architecture of the system is shown in Figure 3.10. To map uniformly de-
scribed preprocessing workflows to the way data is stored in specific databases,
it offers three levels of abstraction, each provided with graphical editors for
the end-user. We discuss them according to the viewpoint of the users who
wish to reuse a previously entered case. First, they use the business ontology
to search for cases tailored to their specific domain. The online interface then
returns a list of cases (workflows). Next, they can load a case into the case
editor and adapt it to her specific application. This can be done on an abstract
level, using abstract concepts and relations such as ‘customer’, ‘product’ and
the relation ‘buys’. They can each have a range of properties, such as ‘name’
and ‘address’, and can be edited in the concept editor. In the final phase, these
concepts, relations and properties have to be mapped to tables, columns, or
sets of columns in the database using the relation editor. All details of the en-
tire process are expressed in the M4 language3 and also stored in the database.
Next, the compiler translates all preprocessing steps to SQL queries or calls to
the operators used, and executes the case. The user can then adapt the case
further (e.g. add a new preprocessing step or change parameter settings) to
optimize its performance. When the case is finished, it can be annotated with
an ontological description and uploaded to the case-base for future guidance.
3.5.3.2 Meta-knowledge
MiningMart’s meta-knowledge can be divided in two groups. First, there is
the fine-grained, case-specific meta-data that covers all the meta-data entered
by the user into the M4 description, such as database tables, concepts, and
workflows. Second, there is more general meta-knowledge encoded in the busi-
ness ontology, i.e. informal annotations of each case in terms of its goals and
constraints, and in the description of the operators. Operators are stored in
a hierarchy consisting of 17 ‘concept’ operators (from selecting rows to adding
columns with moving windows over time series), 4 feature selection operators,
and 20 feature construction operators, such as filling in missing values, scaling,
3Examples of M4 workflows can be downloaded from the online case-base:
http://mmart.cs.uni-dortmund.de/caseBase/index.html
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Figure 3.10: MiningMart architecture. Derived from Morik and Scholz (2004).
discretization and some learning algorithms used for preprocessing: decision
trees, k-means and SVMs. The M4 schema also captures known precondi-
tions and assertions of the operators, similar to the preconditions and effects of
IDEA and GLS. Their goal is to guide the construction of valid preprocessing
sequences, as was done in CITRUS. The case-base is available online (Morik
and Scholz 2004) and currently contains 6 fully-described cases.
3.5.3.3 Meta-learning
While it is a CBR approach, there is no automatic recommendation of cases.
The user can only browse the cases based on their properties manually.
3.5.3.4 Discussion
The big benefit of the MiningMart approach is that users are not required to
transform the data to a fixed, often representationally limited format, but can
instead adapt workflows to the way the source data is actually being stored and
manipulated. Moreover, a common language to describe KD processes would be
highly useful to exchange workflows between many different KD environments.
Pooling these descriptions would generate a rich collection of meta-data for
meta-learning and automated KD support. M4 is certainly a step forward in
the development of such a language.
Compared to IDEA, MiningMart focusses much more on the preprocessing
phase, while the former has a wider scope, also covering model selection and
postprocessing steps. Next, while both approaches describe their operators with
pre- and postconditions, MiningMart only uses this information to guide the
user, not for automatic planning. MiningMart could, in principle, be extended
with an IDEA-style planning component, at least if the necessary meta-data
can also be extracted straight from the database.
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There are also some striking similarities between MiningMart and GLS. GLS’s
agents correspond to MiningMart’s operators and its controller (CMA) corre-
sponds to MiningMart’s compiler. Both systems use a hierarchical description
of agents/operators, which are all described with pre- and postconditions. Still,
while MiningMart focuses on preprocessing, GLS wants to cover the entire KD
process), while MiningMart interfaces directly with databases, GLS requires
the data to be prepared first, and while MiningMart stores the meta-data of
the workflows for future use, GLS doesn’t.
3.5.4 The Hybrid Data Mining Assistant (HDMA)
The Hybrid Data Mining Assistant4 (HDMA) (Charest and Delisle 2006; Charest
et al. 2006; Charest et al. 2008) also tries to provide advice for the entire knowl-
edge discovery process using ontological (expert) knowledge, as IDEA does, but
it does not provide a ranking of complete processes. Instead, it provides the
user with expert advice during every step of the discovery process, showing
both the approach used in similar cases and more specific advice for the given
problem triggered by ontological knowledge and expert rules.
3.5.4.1 Architecture
An overview of the system is provided in Figure 3.11. It is based on two stores of
information. The first is a repository of KDD ‘cases’, detailing previous work-
flows, while the second is an ontology of concepts and techniques and a number
of rules concerning those techniques. The system is assumed to be associated
with a DM toolkit for actually running and evaluating the techniques.
The user first provides a dataset, which is characterized partly by the system,
partly by the user (see below). The given problem is then compared to all
the stored cases and two scores are returned for each case: the similarity with
the current case, and the ‘utility’ of the case, as assessed by previous users.
After the user has selected a case, the system starts cycling through five phases
of the KDD process, as identified by the CRISP-DM (Chapman et al. 1999)
model. At each phase the user is provided with the possible techniques that
can be used in that phase, the techniques that were used in the selected case,
and a number of recommendations generated by applying the stored rules in
the context of the current problem. The generated advice may complement,
encourage, but also advice against the techniques used in the selected case. As
such, the user is guided in adapting the selected case to the current problem.
3.5.4.2 Meta-knowledge
In the case base, each case is described by 66 attributes. The first 30 attributes
include StatLog-like meta-features, but also qualitative information entered by
4This is not the official name, we only use it here to facilitate our discussion.
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Figure 3.11: The architecture of HDMA. Adapted from Charest et al. (2008).
users, such as the type of business area (e.g. engineering, marketing, finance,...)
or whether the data can be expected to contain outliers. Then, the proposed
workflow is described by 31 attributes, such as the used preprocessing steps,
how outliers were handled, which model was used, which evaluation method
was employed and so on. Finally, 5 more attributes evaluate the outcome of
the case, such as the level of satisfaction with the approach used in each step
of the KD process. A number of seed cases were designed by experts, and
additional cases can be added after evaluation.
The ontology, on the other hand, captures a taxonomy of DM concepts, most
of which where elicited from CRISP-DM. A small part is shown in Figure 3.12.
For instance, it shows that binarization and discretization are two data transfor-
mation functions, used to make the data more suitable to a learning algorithm,
which is part of the data preparation phase of the CRISP-DM model. The
dashed concepts are the ones for which exist specific KD-techniques (individu-
als). These individuals feature in expert rules that describe when they should
be used, depending on the properties of the given problem. Some of these
rules are heuristic (e.g. “use an aggregation technique if the example count is
greater than 30000 and the data is of a transactional nature”), while others
are not (e.g. “if you select the Naive Bayes technique, then a nominal target
is required”). In total, the system contains 97 concepts, 58 properties, 63 in-
dividuals, 68 rules and 42 textual annotations. All knowledge is hand-crafted
by experts and formalized in the OWL-DL ontology format (Dean et al. 2003)
and the SWRL rule description language (Horrocks et al. 2004).
3.5.4.3 Meta-learning
The only meta-learning occurring in this system is contained in the case based
reasoning. It uses a kNN approach to select the most similar case based on the
characterization of the new problem, using a feature-weighted, global similarity
measure. The weight of each data characteristic is pre-set by experts.
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Figure 3.12: Part of the HDMA ontology. Adapted from Charest et al. (2008).
3.5.4.4 Discussion
HDMA is quite unique in that it leverages both declarative information, viz.
concepts in the ontology and case descriptions, as well as procedural information
in the form of rules. Because of the latter, it can be seen as a welcome extension
of Consultant-2. It doesn’t solve the problem of (semi-)automatically finding
the right KD approach, but it provides practical advice to the user during
every step of the KD process. Its biggest drawback is probably that it relies
almost entirely on input from experts. Besides from the fact that the provided
rules and heuristics may not be very accurate in some cases, this makes it
hard to maintain the system. For every new technique (or just a variant of an
existing one), new rules and concepts will have to be defined to allow the system
to return proper advice. As with Consultant-2, some of these issues may be
resolved by introducing more meta-learning into the system, e.g. advice on the
proper weights for each data characteristic in the case based reasoning step, to
update the heuristics in the rules and to find new rules based on experience.
Finally, the case-based advice, while useful in the first few steps, may lose its
utility in the later stages of the KD process. More specifically, say the user
chooses a different preprocessing step as applied in the proposed case, then the
subsequent stages of that case (e.g. model selection) may lose their applicability.
A possible solution here would be to update the case selection after each step,
using the partial solution to update the problem description.
3.5.5 NExT
NExT, the Next generation Experiment Toolbox (Bernstein and Daenzer 2007)
is an extension of the IDEA approach to case-based reasoning and to the area of
dynamic processes, in which there is no guarantee that the proposed workflow
will actually work, or even that the atomic tasks of which it consists will execute
without fault. First, it contains a knowledge base of past workflows and uses
case-based reasoning to retrieve the most similar ones. More often than not,
only parts of these workflows will be useful, leaving holes which need to be filled
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with other operators. This is where the planning component comes in: using
the preconditions and effects of all operators, and the starting conditions and
goals of the KD problem, it will try to find new sequences of operators to fill
in those holes.
However, much more can go wrong when reusing workflows. For instance,
a procedure may have a parameter setting that was perfect for the previous
setting, but completely wrong for the current one. Therefore, NExT has an on-
tology of possible problems related to workflow execution, including resolution
strategies. Calling a planner is one such strategy, other strategies may entail
removing operators, or even alerting the user to fix the problem manually.
Finally, it does not start over each time the workflow breaks. It records all the
data processed up to the point where the workflow breaks, tries to resolve the
issue, and then continues from that point on. As such, it also provides an online
log of experimentation which can be shared with other researchers willing to
reproduce the workflow.
NExT has only recently been introduced and thorough evaluations are still
scarce. Nevertheless, its reuse of prior workflows and semi-automatic adaption
of these workflows to new problems seems very promising.
3.6 Querying
A final way to assist users is to automatically answer any kind of question they
may have about the applicability, general utility or general behavior of KD
processes, so that they can make informed decisions when creating or altering
workflows. While the previous approaches only stored a selection of meta-data
necessary for the given approach, we could collect a much larger collection
of meta-data of possible interest to users, and organize all this data to allow
the user to write queries in a predefined query language, which will then be
answered by the system based on the available meta-data. While this approach
is mostly useful for experts knowing how to ask the questions and interpret the
results, frequently asked questions could be wrapped in a simpler interface for
use by a wider audience.
3.6.1 Advanced Meta-Learning Architecture (AMLA)
One example of this approach is the Advanced Meta-Learning Architecture5
(AMLA) (Grabczewski and Jankowski 2007). It is a data mining toolbox ar-
chitecture aimed at running ML algorithms more efficiently whilst inherently
supporting meta-learning by collecting all meta-data from every component in
the system and allowing the user to query or manipulate it.
5This is again not the officially coined name of the system.
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Figure 3.13: The architecture of AMLA. Derived from Grabczewski and
Jankowski (2007).
3.6.1.1 Architecture
An overview of the system is provided in Figure 3.13. It encapsulates all stan-
dard KD operations with modules which can then be used as building blocks
for KD processes. Each module has a set of inputs and outputs, each of which
is a ‘model’, i.e. an actual model (e.g. a decision tree) or a dataset. It also has
a special ‘configuration’ input which supplies parameter settings, and a special
‘results’ output, which produces meta-data about the process. For instance, in
the case the process encapsulates a decision tree learner, the input would be
training data, the configuration would state its parameters, the output would
provide a decision tree model and the results would state, for instance, the
number of nodes in the tree. All results are represented as name-value pairs
and stored in a repository, which collects all results generated by all modules.
The modules are very fine grained. For instance, there are separate modules for
testing a model against a dataset (which export the performance evaluations
to the repository) and for sub-components of certain techniques, such as base-
learners in ensembles, kernels in SVMs and so on. Modules often used together
can be combined in ‘schemes’, which again have their own inputs, outputs,
configurations and results. Schemes can also contain unspecified modules, to
be filled in when used, in which case they are called templates. There also
exist ‘repeater’ modules which repeat certain schemes many times, for instance
for cross-validation. This compositionality allows to build arbitrarily complex
KD workflows, quicker implementation of variants of existing algorithms, and
a more efficient execution, as modules used many times only have to be loaded
once. The result repository can be queried by writing short scripts to extract
certain values, or to combine or filter the results of previous queries. Finally,
‘commentators’ can be written to perform frequently used queries, e.g. statis-
tical significance tests, and store their results in the repository.
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3.6.1.2 Meta-knowledge
The stored meta-data consists of a large variety of name-value pairs collected
from (and linked to) all previously used modules, templates and schemes. They
can be of any type.
3.6.1.3 Meta-learning
Meta-learning is done manually by programming queries. The query’s con-
straints can involve the modules having generated the meta-data or the type
of properties (the name in the name-value pairs). As such, previously obtained
meta-data can be extracted and recombined to generate new meta-knowledge.
Secondly, templates with missing modules can also be completed by looking up
which were the most successful completed templates in similar problems.
3.6.1.4 Discussion
This is indeed a very fundamental approach to meta-learning, in the sense that
it keeps track of all the meta-data generated during the design and execution
of KD processes. On the other hand, each query has to be written as a small
program that handles the name-value pairs, which might make it a bit harder
to use, and the system is still very much under construction. For instance, at
this stage of development, it is not entirely clear how the results obtained from
different workflows can be compared against each other. It seems that many
small queries are needed to answer such questions, and that a more structured
repository might be required instead.
3.7 A new platform for intelligent KD support
3.7.1 Summary
An overview of the previously discussed architectures is shown in Table 3.1.
The columns represent consecutively the portion of the KD process covered,
the system type, how it interacts with the user, what type of meta-information
is stored, the data it has been trained on, which KD processes it considers,
which evaluation metrics are covered, which meta-features are stored and which
meta-learning techniques are used to induce new information, make predictions
or otherwise advise the user.
As the table shows, and the systems’ discussions have indicated, each system
has its own strengths and weaknesses, and cover the KD process to various
extents. Some algorithms, like MiningMart and DMA provide a lot of support
and gather a lot of meta-information about a few, or only one KD step, while
others try to cover a larger part of the entire process, but consider a smaller
number of techniques or describe them with less information, usually provided
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by experts. All systems also expect very different things from their users. Some,
especially CITRUS, GDL and AMLA, put the user (assumed to be an expert)
firmly in the driver’s seat, leaving every important decision to her. Others, like
Consultant-2, GLS, MiningMart, HDMA and NExT allow the user to interfere
in the workflow creation process, often explicitly asking for input. Finally, the
meta-model systems and IDEA almost completely automate this process, offer-
ing suggestions to users which they may adopt or ignore. Note that, with the
exception of Consultant-2, none of the systems performing algorithm selection
also predict appropriate parameters, unless they are part of a prior workflow.
A few systems obviously learned from each other. For instance, DMA, NOE-
MON and ALT learned from StatLog, NExT learned from IDEA and HDMA
learned from prior CBR and expert system approaches. Still, most systems are
radically different from each other, and there is no strong sense of convergence
to a general platform for KD workflow generation.
3.7.2 Desiderata
We now look forward, striving to combine the best aspects of all prior systems:
Extensibility Every KD support system that only covers a limited number of
techniques will at some point become obsolete. It is therefore important
that new KD techniques can be added easily. (GLS, AMLA)
Integration Ideally, the system should be able to execute the workflow. It
should also be able to call on some existing KD tools to execute processes,
instead of reimplementing every KD process in a new environment. In-
deed, as new types of algorithms are created and new data preprocessing
methods are developed, it becomes infeasible to re-implement this con-
tinuous stream of learning approaches. (Consultant-2, HDMA)
Self-maintenance Systems should be able to update their own meta-knowledge
as new data or new techniques become available. While experts are very
useful to enrich the meta-knowledge with successful models and work-
flows, they cannot be expected to offer all the detailed meta-data needed
to learn from previous KD episodes. (DMA, NOEMON, ALT, AMLA)
Common language As more and more KD techniques are introduced, it be-
comes infeasible to locally run all the experiments needed to collect the
necessary meta-data. It is therefore better to take a community-based
approach, in which descriptions of KD applications can be generated by,
and shared with, the entire community. To achieve this, a common lan-
guage should be used to make all the stored meta-data interchangeable.
MiningMart)
Ontologies Meta-knowledge should be stored in a way that makes it machine-
interpretable, so that KD support tools can use it effectively. This is
reflected by the use of ontologies in many of the discussed systems. Sec-
ond, consensus should also be sought to establish a common vocabulary
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for the concepts and relations used in KD research, as a basis for common
languages. (IDEA, GLS, MiningMart, HDMA, NExT)
Querying The stored meta-data should also be stored in a way that facilitates
manual querying by users. Indeed, we cannot foresee all the possible uses
of meta-data beforehand, and should therefore enable the user to perform
custom investigations. (AMLA)
Workflow reuse and adaptation Since most KD applications focus on a lim-
ited number of tasks, it is very likely that there exist quite a few prior
successful workflows that have been designed for that task. Any intelli-
gent KD support system should therefore be able to return similar work-
flows, but also offer extensive support to adapt them to the new problem.
(MiningMart, HDMA, NExT)
Planning When no similar workflows exist, or when parts of workflows need
to be redesigned, using the KD processes’ preconditions and effects for
planning is clearly a good approach, although care should be taken that
the planning space is not prohibitively large. (IDEA,GLS,NExT)
Learning Last but not least, the system should get better as it gains more
experience. This includes planning: over time, the system should be able
to optimize its planning approach, e.g. by updating heuristic descriptions
of the operators used. (DMA, NOEMON, GLS, all CBR approaches)
3.7.3 Architecture
These aspects can be combined in the KD support platform shown in Figure
3.14. It is based on the work in this thesis and on the description of the DM
laboratory in Kalousis et al. (2008).
3.7.3.1 A community-based approach
This platform is set in a community-based environment, with many people using
the same KD techniques. It could cover a very general domain, such as KD
as a whole, or a more specific one, such as bio-technology, which may result in
more specific types of meta-data and more specific ontologies.
Notice that first of all, a common language is used to exchange meta-data
between the KD assistant and the tools with which it interacts. First, on the
right, there are the many DM/KD toolboxes that implement a wide variety
of KD processes. They exchange workflows, descriptions of algorithms and
datasets, produced models and evaluations of the implemented techniques.
On the left, there are web services. In the last couple of years, there has been a
strong movement away from locally implemented toolboxes and datasets, and
towards KD processes and databases offered as online services. These Service
Oriented Architectures (SOAs) (Foster 2005) define standard interfaces and
protocols that allow developers to encapsulate tools as services that clients can
access without knowledge of, or control over, their internal workings. In the
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Figure 3.14: A proposed platform for intelligent KD support.
case of a database, this interface may offer to answer specific queries, e.g. a
database of airplane flight may return the flight schedule for a specific plane.
In the case of a learning algorithm, the interface may accept a dataset (or a
database implemented as a web service) and return a decision tree. Existing
tools are discussed in Section 3.7.4.3.
While we did not explicitly include experts as a source of meta-knowledge,
we assume that they will build workflows and models using the available web
services and toolboxes.
When the KD assistant interacts with these services, it will exchange workflows,
descriptions of the web services (where to find them and how to interact with
them), produced models and evaluation results. Given the rise of web services,
XML is a very likely candidate as the modeling language for this common
language. Web services interact with each other using SOAP (Simple Object
Access Protocol) messages, and describe their interface in WSDL (Web Services
Description Language), both of which are described in XML. XML is also used
by many KD/DM toolboxes to serialize their data and produced models.
3.7.3.2 A DM/KD ontology
The vocabulary used for these descriptions should be described in a common
ontology. Despite many proposed ontologies, there is of yet no consensus on
an ontology for DM or KD, but we hope that such an ontology will arise over
the coming years. Imagine the internet without HTML, and it is obvious that
a common language for KD is essential for progress in this field. The ontology
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should also provide detailed descriptions of KD processes, such as their place in
the hierarchy of different processes, the internal structure of composite learn-
ing algorithms, preconditions and effects of all known KD operators, and the
parameters that need to be tuned in order to use them. Additional information
can be added to extend the ontology to engender further KD support (such as
the list of KD issues and solutions in NExT).
3.7.3.3 A meta-data repository
All generated meta-data is automatically stored and organized in a central
repository. This repository, which we call an experiment database (ExpDB), is
the main focus of this work. It collects all the details of all performed exper-
iments, including the workflows used and the obtained results, thus offering a
complete log of the experimentation which can be used to reproduce the sub-
mitted studies. Moreover, using the ontology, it automatically organizes all the
data so it can be easily queried by expert users, allowing it to answer almost
any kind of question about the properties and the performance of the used KD
techniques, using the meta-data from many submitted studies. It serves as the
long-term memory of the KD assistant, but also as that of the individual re-
searcher and the community as a whole. It will be frequently polled by the KD
assistant to extract the necessary meta-data, and should contain a query inter-
face for manual investigations as well. The database itself can be wrapped as a
web service, allowing automatic interaction with other tools and web services.
3.7.3.4 Planning and execution
The KD assistant interacts with two more components: an AI planner used
to solve any planning problems, and an executer component which runs the
actually implemented KD algorithms in KD/DM toolboxes or web services
to execute workflows, or perhaps to do other calculations such as computing
meta-features if they are not implemented in the KD assistant itself. The
executer polls the ExpDB to obtain the necessary descriptions and locations of
the featured web services, algorithms or datasets.
As for the output generated by the KD assistant, we foresee two important types
of advice (beyond manual querying), although surely many more kinds of advice
are possible. The first is a ranked list of workflows produced by the KD assistant
(even if this workflow only consists of a single learning algorithm). The second,
possibly more useful approach is a semi-automatic interactive process in which
the user actively participates during the creation of useful workflows. In this
case, the KD assistant can be associated with a workflow editing tool (such as
Taverna), and assist the users as they compose workflows, e.g. by checking the
correctness of a workflow, by completing partial workflows using the planner,
or by retrieving, adapting or repairing previously entered workflows.
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3.7.4 Implementation
3.7.4.1 ExpDBs and ontologies
While such a KD support system may still be some way off, recently, a great
deal of work has been done that brings us a lot closer to realizing it.
First of all, experiment databases are the main focus of this thesis, and will
be covered in Chapter 4. We also propose a DM ontology in Chapter 5, and
an XML-based language for exchanging KD experiments in Chapter 6. Note
that building such an ontology should be a collaborative process, and we will
therefore build upon some other recently proposed ontologies in DM, such as
OntoDM (Panov et al. 2008; Panov et al. 2009), DMO (Kalousis et al. 2008;
Hilario et al. 2009; Kietz et al. 2009), KDDONTO (Hidalgo et al. 2009) and
KD ontology (Za´kova´ et al. 2008; Za´kova´ et al. 2009).
Some parts of these ontologies extend beyond the scope of this thesis, but are
perfectly fit for realizing the proposed platform. For instance, DMO (Kietz
et al. 2009) covers the preconditions and effects of all KD operators, expressed
as rules in the Semantic Web Rule Language (SWRL) (Horrocks et al. 2004).
3.7.4.2 Planning
Concerning planning, several approaches have been outlined that translate the
ontological descriptions of KD operators to a planning description based on
the standard Planning Domain Description Language (PDDL) by using an
ontological reasoner to query their KD ontologies before starting the actual
planning process (Klusch et al. 2005; Liu et al. 2007; Sirin et al. 2004).
Other approaches integrate a reasoning engine directly in the planner, so that
the planner can directly query the ontology when needed (Kietz et al. 2009;
Za´kova´ et al. 2008; Za´kova´ et al. 2009).
Klusch et al. (2005) and Liu et al. (2007) use a classical STRIPS planner
to produce the planning, while Sirin et al. (2004) and Kietz et al. (2009)
propose an Hierarchical Task Network (HTN) planning approach (Sacerdoti
1974), in which each task has a set of associated methods, which decompose
into a sequence of (sub)tasks and/or operators that, when executed in that
order, achieve the given task. The main task is then recursively decomposed
until we obtain a sequence of applicable operators. Somewhat similar to GLS,
this divide-and-conquer approach effectively reduces the planning space.
Za´kova´ et al. (2009) uses an adaptation of the heuristic Fast-Forward (FF)
planning system (Homann and Nebel 2001). Moreover, it allows the completed
workflows to be executed on the Orange DM platform, and vice-versa: work-
flows composed in Orange are automatically annotated with their KD ontology
so that they can be used for ontology querying and reasoning. It does this by
mapping their ontology to the ontology describing the Orange operators.
Finally, Kalousis et al. (2008) propose a system that will combine planning
and meta-learning. It contains a kernel-based, probabilistic meta-learner which
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dynamically adjusts transition probabilities between DM operators, conditioned
on the current application task and data, user-specified performance criteria,
quality scores of workflows applied in the past to similar tasks and data, and
the users profile (based on quantified results from, and qualitative feedback
on, her past DM experiments). Thus, as more workflows are stored as meta-
knowledge, and more is known about the users building those workflows, it will
learn to build workflows better fit to the user.
3.7.4.3 Web services
The development of service oriented architectures for KD, also called third-
generation DM/KD, has gathered steam, helped by increasing support for
building workflows of web services.
Taverna (Roure et al. 2009), for instance, is a system designed to help scien-
tists compose executable workflows in which the components are web services,
especially for biological in-silico experiments. Similarly, Triana (Taylor et al.
2007) supports workflow execution in multiple environments, such as peer-to-
peer (P2P) and the Grid. Discovery Net (Rowe et al. 2003) and ADMIRE
(Le-Khac et al. 2006) are platforms that make it easier for algorithm designers
to develop their algorithms as web services and Weka4WS (Talia et al. 2005)
is a framework offering the algorithms in the WEKA toolkit as web services.
Finally, Orange4WS (Podpecan et al. 2009) is a service-oriented KD platform
based on the Orange toolkit. It wraps existing web services as Orange workflow
components, thus allowing to represent them, together with Orange’s original
components, as graphical widgets for manual workflow composition and execu-
tion. It also proposes ways to wrap local algorithms as web services.
3.8 Conclusions
In this chapter, we have provided a survey of the different solutions proposed
to support the design of KD processes through the use of meta-knowledge and
highlighted their strengths and weaknesses. We observed that most of these
systems are very different, and were seemingly developed independently from
each other, without capitalizing on the benefits of prior systems. Learning from
these prior architectures, we proposed a new, community-based platform for KD
support that combines their best features, and showed that recent developments
have brought us close to realizing it. Still, important challenges remain, most
notably the development of a flexible and scalable experiment database and
the definition of a common language to share complex KD meta-data. In the
following chapters, we explicate how these challenges can be met.
Prelude Conclusions
In the prelude to this thesis, we have covered the practice and state-of-the-art
in meta-learning research and its applications, providing a foundation for the
work in the subsequent parts.
First, in Chapter 2, we have provided a survey of research in the field of
meta-learning. We identify three increasingly difficult meta-learning settings:
ensemble learning (learning from models previously built on the same data),
transfer learning (learning from models built on similar data), and the modeling
of learning behavior over different kinds of data, each time focussing on why
these approaches improve the speed and/or accuracy of the underlying base-
learners.
Focusing on this last setting, we define a framework for meta-learning to high-
light the key questions and proposed solutions in each component of the general
meta-learning process:
• The data meta-feature space F, covering simple, statistical, information-
theoretic, concept-based, case based and model based properties of the
data, in addition to landmarking.
• The algorithm meta-feature space G, covering qualitative as well as mea-
surable properties of the data.
• The problem space P, which we extended with the preprocessed problem
space P’, covering all possible ways to preprocess a certain dataset.
• The algorithm space A, which we extended with the parameterized algo-
rithm space A’.
• The performance space Y of evaluation measures
• The meta-learner S.
For the latter, we classified all approaches that could be found in literature
based on the type of advice they can give: recommendations, rankings, per-
formance estimates and descriptive models. We also describe in detail which
algorithms have been tried in previous studies for each of these goals.
Finally, we recast the literature in the extended framework introduced in this
chapter, and two important observations were made. First, that most of them
use a limited amount of datasets and algorithms, and that, if we want to take
meta-learning to a level where many more datasets, preprocessors, algorithms
and parameters are included we need to find new ways to efficiently share and
exploit meta-data. Second, that very few studies are aimed at designers of
learning algorithms: researchers who wish to understand why an algorithm
performs well on a given dataset or not, and what can be done to improve
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algorithms. We will address these issues in the next part of this thesis by
building community-wide, organized repositories of meta-data on learning pro-
cesses. The extended framework for meta-learning proposed here will be central
to their design.
Next, Chapter 3 provides a survey of the various architectures that have been
developed, or simply proposed, to build KD support systems. They all consist of
integrated repositories of meta-knowledge on the KD process and leverage that
information to propose useful workflows. Our main observation is that most of
these systems are very different, and were seemingly developed independently
from each other, without really capitalizing on the benefits of prior systems.
By bringing these different architectures together and highlighting their re-
spective strengths and weaknesses, we compiled a list of desiderata for the
development of future KD support system. We also propose a new KD support
architecture that combines the best aspects of earlier systems, and that solves
many of their limitations by taking a community-based approach built around
experiment databases that allow many people using the same KD techniques to
collaborate and benefit from each other’s meta-data. While such a KD support
system may still be some way off, we show that recently, a great deal of work
has been done that brings us a lot closer to realizing it.
Part I
Organizing Machine
Learning Information
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Outline Part I
In the previous chapters, we provided a perspective overview of the state-of-
the-art and progress made in the field of meta-learning and its most practical
application: offering advice to practitioners based on prior experience. This
analysis revealed a number of avenues for improvement, and in this part of the
thesis, we describe how we can put these into practice.
One important observation was that meta-learning approaches are typically
aimed at practitioners, not at designers of learning algorithms. Still, as illus-
trated in Figure 2.5, meta-learning is a very important component of algorithm
design: it is used to evaluate how new algorithms perform in general or under
specific conditions, to investigate why they behave as such, and to improve
them based on the gained insight. Currently, this is a very laborious enterprise
requiring manual experiment setups, which slows down progress and limits the
depth with which these investigations can be performed.
Conversely, the thousands of experiments run by algorithm designers to evalu-
ate their algorithms are not being used to update the collection of meta-data
that drive meta-learning approaches. As such, meta-learning studies need to
repeat those experiments, which is prohibitively expensive. Indeed, we ob-
served that most meta-learning studies only use a limited number of datasets,
preprocessors, algorithms or parameter variations.
In the following chapters, we address these issues by offering a community-
based approach to experimentation in machine learning, in which the massive
streams of experiments that are being executed to evaluate learning algorithms
are automatically shared with researchers all over the world, and organized into
repositories, experiment databases, that intelligently organize all the meta-data
so it can be investigated in depth. Whereas the StatLog and METAL projects
shared meta-data between meta-learning researchers, experiment databases al-
low for a much more profound, community-wide exchange of experiment details.
By pooling the meta-data generated by meta-learning studies (e.g. dataset and
algorithm characterizations), algorithm designers (e.g. detailed evaluations of
new algorithms) and practitioners (e.g. exploratory evaluations of algorithms
on new datasets), we create a tremendously valuable resource for all types of
investigations into the behavior of learning algorithms.
We discuss the motivations behind these experiment databases in depth in
Chapter 4. Next to providing a rich source of data which can be mined to
discover patterns in learning behavior and leveraged to provide targeted advice
on how to tackle new KDD problems, there are also important benefits for
algorithm designers and for machine learning research in general. Next, we show
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how similar developments in other empirical sciences, such as astrophysics and
bioinformatics, have boosted their progress, and use what we learned from these
sciences to create a framework for the implementation and use of experiment
databases in machine learning.
A first hurdle on the road towards the free exchange of machine learning exper-
iments is the development of a common language in which to describe them.
In Chapter 5, we provide an ontology (a formal, machine interpretable do-
main model) of machine learning experimentation, called Expose´. It provides a
common, unambiguous vocabulary that covers the concepts and relationships
inherent to machine learning experimentation, as well as many details of well-
known algorithms. Although the ontology is easily extensible and general in
intent, we will focus on the task of supervised classification in the remainder of
this thesis.
In Chapter 6, we use this ontology to define an XML-based language for de-
scribing experiments, called ExpML, so that experiments can be automatically
annotated and shared between software agents, such as data mining toolboxes
and public experiment databases. We describe the minimal amount of infor-
mation needed to make experiments fully reproducible and discuss the syntax
used to describe experiment components, such as algorithms, datasets and eval-
uation metrics, as well as exact experimental setups and the obtained results.
Finally, in Chapter 7, we discuss the implementation of the experiment database
itself, and more specifically, how to intelligently organize the involved meta-data
so that queries can be written about any aspect of the stored experiments, their
components, and their outcomes.
See first, think later, then test. But always see first.
Otherwise you will only see what you were expecting.
Most scientists forget that.
Douglas Adams
Chapter Four
Experiment Databases
All around the globe, thousands of machine learning experiments are being
executed on a daily basis, generating a constant stream of empirical informa-
tion on learning techniques. Unfortunately, they are mostly interpreted with
a single focus of interest and discarded afterwards. Yet, the information con-
tained in these experiments might have many uses beyond their original intent
and, if properly stored, could be of great use to boost future research. In this
chapter, we propose the use of experiment databases : databases designed to
collect the details of these experiments, and to intelligently organize them in
online repositories to enable fast and thorough analysis of a myriad of collected
results. They engender a much more dynamic, collaborative approach to ex-
perimentation, in which experiments can be freely shared, linked together, and
immediately reused by researchers all over the world. The use of such pub-
lic repositories is common practice in many other scientific disciplines, aiming
to create an “open scientific culture where as much information as possible is
moved out of people’s heads and labs, onto the network and into tools that can
help us structure and filter the information” (Nielsen 2008).
First, we highlight the drawbacks inherent to contemporary machine learning
research in Section 4.1, and show how they can be alleviated through the use
of experiment databases in Section 4.2. Next, we discuss similar efforts in
other experimental sciences in Section 4.3, draw upon them to design a concep-
tual framework for experiment databases in Section 4.4.2, and show how these
databases engender a more rigorous experimental methodology in Section 4.5.
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4.1 Motivation
“Study the past”, Confucius said, “if you would divine the future”. This surely
applies in machine learning as well. Whether we aim to develop new learning
algorithms or analyze new pieces of data, it is essential to correctly interpret
the results of earlier analysis to gain a deeper understanding of the behavior
of prior learning approaches, the effects of their parameters and the utility of
data preprocessing.
As discussed in Section 1.3.4, machine learning is - to a large extent - an empir-
ical science, which means that much of this historical information comes in the
form of algorithm evaluations. Much like in many other empirical sciences, we
collect empirical evidence of the behavior of learning algorithms by observing
them as they run on real-world datasets. If we have a new theory about how al-
gorithms will perform under certain conditions, we test that theory by running
controlled experiments evaluating those algorithms under exactly those condi-
tions, hopefully discovering empirical laws that drive the field forward. But
there are other uses as well: we often want to investigate under which condi-
tions one algorithm outperforms another, how an algorithm parameter should
be tuned to fit the given data, or simply whether an algorithm will be fast
enough to be used in a certain application. This leads to thousands of empiri-
cal studies appearing in the literature. Unfortunately, it is not straightforward
to correctly interpret these published results and use them as stepping stones
for further research: they often lack the details needed to reproduce them, and
it is typically difficult to interpret how generally valid they are.
4.1.1 Reproducibility and Reuse
Indeed, while much care and effort goes into these studies, they are essen-
tially conducted with a single focus of interest and summarize the empirical
results accordingly. The individual experiments are usually not made publicly
available, thus making it impossible to reuse them for further or broader in-
vestigation. Moreover, because of space restrictions imposed on publications,
it is often practically infeasible to publish all details of the experimental setup,
making it, in turn, very hard for other researchers to reproduce the experiments
and verify if the results are interpreted correctly.
This lack of reproducibility has been warned against repeatedly. Hirsh (2008)
lists the limited scholarship of machine learning studies as one of the most
important challenges highlighted during a panel discussion of the 2007 SIAM
International Conference on Data Mining:
Unfortunately, we often do not see results documented with the
rigor found in other noncomputing experimental sciences. [...] As
a scholarly community, we need to be able to document experimental
results in sufficient detail to allow reproducibility.
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Pedersen (2008) notes that
... as a community we accept that our publications don’t provide
enough space to describe our elaborate 21st century empirical meth-
ods in sufficient detail to allow for re-implementation and repro-
duction of results. [...] We publish page after page of experimental
results where apparently small differences determine the perceived
value of the work. In this climate, convenient reproduction of re-
sults establishes a vital connection between authors and readers.
Finally, (Sonnenburg et al. 2007) criticize the lack of open source distributions
of the developed learning algorithms:
... few machine learning researchers currently publish the soft-
ware and/or source code associated with their papers (Thimbleby
2003). This contrasts for instance with the practices of the bioinfor-
matics community, where open source software has been the founda-
tion of further research (Stajich and Lapp 2006). The lack of openly
available algorithm implementations is a major obstacle to scientific
progress in and beyond our community.
Recently, some conferences have started to require that all submitted research
be fully reproducible (Manolescu et al. 2008), adding notices to all publications
stating whether or not the results could be verified. Still, there exist no common
protocols for making published experiments reproducible, and very few software
tools that facilitate this process.
4.1.2 Generalizability and Interpretation
A second issue is that of generalizability: in order to ensure that results are
generally valid, the empirical evaluation needs to be equally general, meaning
that it must cover many different conditions such as various parameter settings
and various kinds of datasets, e.g. differing in size, skewness, noisiness or with
or without being preprocessed with basic techniques such as feature selection.
Unfortunately, many studies limit themselves to algorithm benchmarking, often
exploring only a small set of different conditions, and averaging the results. It
has long been recognized that such studies are in fact only ‘case studies’ (Aha
1992), and should be interpreted with caution.
In fact, Hand (2006) suggests that the many benchmarking studies appearing
in the literature, in which each new algorithm seems to outperform prior ones,
provide a false sense of progress:
...no method will be universally superior to other methods: rel-
ative superiority will depend on the type of data used in the com-
parisons, the particular data sets used, the performance criterion
and a host of other factors. Moreover, the relative performance
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will depend on the experience the person making the comparison
has in using the methods, and this experience may differ between
methods: researcher A may find that his favorite method is best,
merely because he knows how to squeeze the best performance from
this method. [...] an apparent superiority in classification accuracy,
obtained in laboratory conditions, may not translate to a superiority
in real-world conditions...
Moreover, a number of studies have illustrated that sometimes, overly general
conclusions can be drawn. In time series analysis research, for instance, it has
been shown that many studies were biased toward the datasets being used,
leading to contradictory results (Keogh and Kasetty 2003). The authors there-
fore suggest that datasets should be selected that cover the entire spectrum of
dataset properties such as size, skewness and the amount of noise. Further-
more, Perlich et al. (2003) describe how the relative performance of logistic
regression and decision trees depends strongly on the size of dataset samples.
Since the vast majority of empirical studies do not take the sample size into
account, this raises questions as to what extent the reported results can be
generalized. Hoste and Daelemans (2005), in turn, show that in text mining,
the relative performance of lazy learning and rule induction is easily dominated
by the effect of parameter optimization, data sampling, feature selection, and
their interaction.
These studies underline that there are good reasons to thoroughly explore dif-
ferent conditions, or at least to clearly state under which conditions certain
conclusions may or may not hold. Otherwise, it is very hard for other re-
searchers to correctly interpret the results.
4.2 Experiment databases
Given the amount of effort invested in empirical assessment, and the importance
of correct interpretations thereof, it would be highly useful to have a standard-
ized and automated way of publishing experiments in full detail, including all
details on how they were obtained, thus providing a full and fair account of
conducted research and a source of unambiguous information on the covered
algorithms for further investigation and application. Therefore, we propose the
use of experiment databases : databases specifically designed to collect all the
details on large numbers of past experiments, and to organize them to facilitate
their analysis.
The idea of databases that log and automatically organize one’s machine learn-
ing experiments was first proposed by Blockeel (2006) as an elegant way to
remedy the low reproducibility and generalizability of most machine learn-
ing experiments. Still, he did not present details on how to construct such
a database. In this and the following chapters, we will describe how we can
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implement them in practice, and more importantly, how they can be used to
engender a global infrastructure for sharing experiments performed by many
different researchers, and make them immediately available to everyone.
A key question here is how to automatically organize all experiments so that
their results can be optimally reused. To achieve this, every new experiment
is broken down to its components (such as the algorithm, parameter settings
and dataset used), and its results are related to the exact configuration of those
components stored in fine-grained database tables covering every aspect of the
experiment setup. It then only takes a query (e.g in SQL) to ask for all results
under specific conditions. For instance, requesting the parameter settings of
an algorithm and its performance results allows to track the general effect of
each parameter. Additionally requesting the dataset size allows to highlight
what influence that may have on those parameters. Such queries thus allow to
quickly peruse the results under different conditions, reorganizing them at will,
thus enabling fast and thorough analysis of large numbers of collected results.
The expressiveness of database query languages warrants that many kinds of
hypothesis can be tested by writing only one or perhaps a few queries. The
returned results can also be interpreted unambiguously, as all conditions under
which the returned results are valid are stated in the query itself.
4.2.1 Meta-learning
It may be clear that such large, organized repositories of empirical meta-data
serve as a great platform for meta-learning studies. To allow in-depth meta-
learning studies such as covered in Chapter 2, it suffices to extend the stored
descriptions of datasets and algorithms with the same insightful theoretical
meta-features. Experiment databases allow to easily annotate datasets and
algorithms with such properties, so that they can be added by any researcher.
As such, the myriad of empirical results, past and present, are immediately
linked to all known theoretical properties of algorithms and datasets, providing
new grounds for deeper analysis.
As such, it becomes much easier for any researcher to perform advanced meta-
learning investigations. For instance, algorithm designers can simply extend
their queries to include these theoretical properties and gain precise insights on
how their algorithms perform on different kinds of data or how they relate to
other algorithms. These insights can then lead to improved algorithm imple-
mentations or detailed guidelines on their use. We will see many examples of
this capability in Chapter 9. Moreover, practitioners performing exploratory
data analysis can also benefit from such resources by doing quick searches for
the most interesting approaches (e.g. ‘Is this algorithm still fast enough if I feed
it large numbers of attributes?’) or information on how to use specific algo-
rithms (e.g. ‘What parameter seems most important to tune, and what would
be a good value range?’). As such, non-expert users of certain algorithms can
check which algorithms are worth trying and how they can be tuned.
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4.2.2 Overview of benefits
We can summarize the benefits of sharing machine learning experiments and
storing them in public databases as follows:
Reproducibility The database stores all details of the experimental setup, thus
attaining the scientific goal of truly reproducible research.
Reference All experiments, including algorithms and datasets, are automat-
ically organized in one resource, creating a useful ‘map’ of all known
approaches, their properties, and results on how well they fared on pre-
vious problems. As such, we get a detailed overview of how algorithms
from many studies perform relative to one another, and many aspects
of learning behavior, that may only be known to some experts, can be
instantly explored by writing a query. This also includes negative results,
which usually do not get published in the literature, but may still at-
tribute important information: when designing new algorithms, knowing
which ideas did not work is just as valuable as knowing which ones did.
Visibility It adds visibility to (newly) developed algorithms, as they may appear
in queries.
Reuse It saves time and energy, as previous experiments can be readily reused.
Especially when one wishes to benchmark a new algorithm on commonly
used datasets, there is no need to run older algorithms over and over
again, as their evaluations are likely to be available online. This would
also improve the quality of many algorithm comparisons, because the
original authors probably know best how to tune their algorithms, and
because one can also easily take the stored dataset properties into account
to find out how they affect the relative performance of algorithms, instead
of just averaging the results over all datasets.
Generalizability It enables larger and more generalizable studies. Studies cov-
ering many algorithms, parameter settings and datasets are hugely ex-
pensive to run, but could become much more feasible if a large portion
of the necessary experiments are available online. Even if many exper-
iments are missing, one can use the existing experiments to get a first
idea, and run additional experiments to fill in the blanks. And even when
all the experiments have yet to be run, the automatic storage and organi-
zation of experimental results markedly simplifies conducting such large
scale experimentation and thorough analysis thereof. During querying it
is also immediately clear just how general any observed trends are, since
all conditions under which the returned results are valid are stated as
constraints in the query itself.
Integration The formalized descriptions of experiments also allow the integra-
tion of such databases in data mining tools, for instance, to automatically
log and share every experiment in a study or to reuse past experiments
to speed up the analysis of new problems.
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4.3 Experiment Repositories in e-Sciences
In this section, we survey the implementation and use of experiment reposito-
ries in other empirical sciences in order to draw lessons in setting up similar
repositories for machine learning.
4.3.1 Surviving the data deluge
The idea of sharing empirical results is certainly not new: it is an intrinsic
aspect of many other sciences, especially e-Sciences : computationally intensive
sciences that generate large volumes of experimental data, and depend on the
internet as a global, collaborative workspace to analyze all this data. Examples
are fields like genomics, neuroscience, high-energy physics and astrophysics,
where gene sequencers, MRI scanners, particle accelerators and earth-based and
space telescopes produce massive streams of data of increasingly high resolution.
To make all this data accessible to scientists all over the world, it is organized in
central resources and presented in common data formats which allow automatic
interaction with data analysis tools. Data mining techniques have become
an essential part of these e-Sciences: they are crucial to automatically find
meaningful patterns in this data deluge (e.g. to detect whether any sky objects
have changed between two observations).
It is worth noting that machine learning and data mining themselves are also
increasingly driven by large-scale experimentation: clusters of computers are
often employed to evaluate new algorithms on benchmark datasets or to execute
extensive exploratory evaluations on new collections of data to arrive at the
best possible model. It thus seems logical to also collect these massive streams
of experiments in public databases so they can be analyzed and reused by
researchers all over the world, and especially to use data mining techniques on
this meta-data to engender the same automatic discovery of insightful patterns.
In the remainder of this section, we cover the fields where these repositories are
most evolved: bio-informatics, astrophysics and high-energy physics.
4.3.2 Bioinformatics
4.3.2.1 Microarray Databases
Probably the best known example in bio-informatics are microarray databases,
specifically DNA-microarrays : high-throughput screening experiments aimed
at pinpointing the functions of individual genes.
Some background: every living cell contains a large set of genes. However,
in each type of cell, only a fraction of these genes are expressed, resulting in
unique properties. A cell carries out its functions through gene expression, in
which genes are copied and converted into specialized molecules. Most genes
encode proteins, in which case the information from a gene is first transcribed
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into messenger RNA (mRNA), in turn translating into proteins. Studying the
kinds and amounts of mRNA produced by a cell teaches us something about
which genes are turned on and thus about the function of those genes.
A DNA-microarray is a small membrane or glass slide containing samples of
many different known genes (actually single strands of those genes called DNA
templates). They exploit the ability of a given mRNA molecule to bind, or
hybridize, to the DNA template from which it originated. Scientists isolate
mRNA from each cell type, generate the complementary molecule (cDNA),
and attach a fluorescent tag. By incubating a microarray with a mix of two
differently tagged samples (usually a target and a control) and exciting the
fluorescent tags with a laser, we can determine which and how much mRNA
is bound to each site on the array by recording the resulting color (red, green
or yellow if both samples hybridize) and intensity. As such, we can measure
the expression levels of hundreds or thousands of genes in a single experiment.
Figure 4.1 shows the results of such an experiment.
Microarray experiments provide much more information than can be analyzed
by a single study. The need for reproducibility, as well as recognition of the
potential value of microarray results beyond the summarized descriptions found
in most papers, have led to the creation of public repositories of microarray
data, such as ArrayExpress (Brazma et al. 2003), and submitting experiments
to these repositories has become a condition for publication in over 50 journals
(Ball et al. 2004).
4.3.2.2 Three supporting initiatives
These repositories are supported by three complementary initiatives.
Minimal information The first is a set of guidelines stating the Minimum
Information About a Microarray Experiment (MIAME) (Brazma et al. 2001).
It defines the information that is required to permit another researcher to un-
derstand the experiment and the data (Stoeckert et al. 2002). They include
the makeup of the microarray, details of the sample and any treatments it
underwent, and other information such as who did the experiment and which
scanners were used. This information is stored in a local, MIAME-compliant
database, which may store other details as well.
Standard language The second is a standard, formal language to exchange
experiments between researchers: the MicroArray Gene Expression language
(MAGE) (Spellman et al. 2002) defines both an object model used to de-
sign databases (MAGE-OM) and an XML-based standard for data exchange
(MAGE-ML) (Stoeckert et al. 2002), with complementary software to load it
into databases. If researchers want to reuse data from other studies, they search
public repositories, download the MAGE-ML documents and import them into
their local database. On publication, the researcher indicates exactly which hy-
bridizations are associated with the paper and exports all data as MAGE-ML
documents to be uploaded to a public repository.
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Ontologies The third component is an ontology to describe biological samples
and their manipulations. This is necessary to remove ambiguities and to facil-
itate automatic processing. For instance, when indicating that the cell under
study is from a certain type of mouse, a human will be able to tell if one species
is a subspecies of another, but a computer won’t. Instead of building an all-
encompassing ontology, the MGED Ontology1 focuses on microarray-related
concepts that reflects the MIAME guidelines and MAGE structure. It can
be extended further by existing ontologies for different subfields, such as the
Gene Ontology (Ashburner et al. 2000) of genes and their products, or the Na-
tional Center for Biotechnology Information (NCBI) taxonomy for organisms.
However, with many sometimes competing ontologies, some harmonization is
needed. The Open Biomedical Ontology (OBO) Foundry2 tries to define a
set of ontologies that are freely available, use a consistent syntax, and that
complement (rather than compete with) other ontologies of that set.
Several tools have arisen that use these standards to allow the exploration of
large bodies of gene expression data. GeneExplorer3, for instance, is shown in
Figure 4.2. Each row corresponds to a gene on the microarray, each column
corresponds to a different sample, e.g. from different cells, and the colors
indicate the expression levels of all the genes: between 8 times less than the
mean (green) and 8 times greater than the mean (red). It also uses hierarchical
clustering to group samples based on similarity in their expression levels.
4.3.2.3 Similar standards
Their success has instigated similar approaches in related fields, such as the
MIAPE guidelines for experiments in proteomics (the large-scale study of pro-
teins), which are stored in several repositories based on the experimental tech-
nique used, such as PRIDE for mass spectrometry data (Vizcaino et al. 2009).
4.3.2.4 The robot scientist
One remaining drawback is that experiment description is still partially per-
formed manually. Still, some projects are automating the process further. The
Robot Scientist (King et al. 2009; Soldatova et al. 2006) is a fully automated
scientific discovery system trying to identify the functions of genes in yeast cells.
It has ontologies and standards for all the physical aspects of experiment exe-
cution, such as the locations of all the instruments and the positions of wells
on a microplate. Moreover, it uses machine learning to generate hypotheses
about the functions of genes and builds ontological descriptions about what
has been learned from past experiments. It has autonomously made several
novel scientific discoveries.
1http://www.mged.org/ontology
2http://www.obofoundry.org/
3http://gmod.org/wiki/GeneXplorer
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Figure 4.1: A hybridized DNA-microarray.
Figure 4.2: GeneExplorer
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Figure 4.3: A query on the ALADIN interactive sky atlas.
4.3.3 Astrophysics
While little more than a decade ago, astrophysical observations used to be kept
on private servers at observatories, a concerted effort in providing improved
access to this data has resulted in the creation of Virtual Observatories (Szalay
and Gray 2001), combining the astronomical data from different telescopes.
Specialized software systems are used to allow transparent access to these het-
erogeneous data collections. For instance, Figure 4.3 shows the interface of
the ALADIN interactive sky atlas4 (Bonnarel et al. 2000): simply entering a
coordinate (in time and space!) immediately returns a layered image of the
sky at that coordinate, with many options to delve deeper into the data. Since
many instruments are being used for systematic surveys of the universe, this
provides astronomers with an unprecedented catalog - a World-Wide Telescope
- to study the evolving universe. They are supported by an extensive list of
different protocols driving automation, such as an XML format for tabular in-
formation (VOTable) (Ochsenbein et al. 2004) and astronomical binary data
(FITS), an Astronomical Data Query Language (ADQL) (Yasuda et al. 2004)
and informal ontologies (Derriere et al. 2006) called Unified Content Descrip-
tors (UCDs). The data is stored in databases all over the world and is queried
for by a variety of portals (Schaaff 2007). It is now seen as indispensable to
analyze the constant flood of data. In addition, all the astronomy literature is
online and is cross-indexed with the observations5.
4http://aladin.u-strasbg.fr/aladin.gml
5http://simbad.u-strasbg.fr/simbad/
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4.3.4 Physics
Various subfields of physics also share their experimental results. Low-energy
nuclear reaction data can be expressed using the Evaluated Nuclear Data File
(ENDF) format and collected into searchable ENDF libraries.6 In high-energy
particle physics, the HEPDATA7 website scans the literature and downloads the
experimental details directly from the machines performing the experiments.
Finally, XML-formats and databases have been proposed for high-energy nu-
clear physics as well (Brown et al. 2007).
4.4 Designing Experiment Databases
We will now summarize what we have learned from these sciences and use this
to build similar collaborative infrastructures for machine learning.
4.4.1 Lessons learned
First and foremost, all these sciences seem to have evolved towards online,
public infrastructures for experiment exchange, using more or less the same
three components:
A formal representation language: to enable a free exchange of experimental
data, a standard and formal representation language needs to be agreed
upon. Such a language may also contain guidelines about the information
necessary to ensure reproducibility.
Ontologies: defining a coherent and unambiguous description language is not
straightforward. It generally requires a careful analysis of the concepts
used within a domain and their relationships. This is formally represented
in ontologies (Chandrasekaran and Josephson 1999): machine manipula-
ble models of the domain providing a controlled vocabulary in which the
interpretation of each concept is clearly described.
A searchable repository: to reuse experimental data, we need to locate it first.
Experiment repositories therefore still need to organize all data to make
it easily retrievable.
Still, the context in which machine learning experiments are typically executed
offers some advantages which we can exploit. First, compared to the in vitro
experiments in bioinformatics, the in silico experiments in machine learning
should be much easier to keep track of, perhaps even automated completely.
Indeed, microarray databases, for all their benefits, are sometimes criticized
for imposing too much ‘administrative’ work (Stoeckert et al. 2002). In ma-
chine learning, a common software interface could be developed, in different
6http://www.nndc.bnl.gov/exfor/endf00.jsp
7http://durpdg.dur.ac.uk/hepdata/
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Figure 4.4: The architecture of experiment databases.
programming languages, that uniformly represents the performed experiments
and exports them in the formal representation language mentioned above. As
such, experiments could be shared at the click of a button.
Second, in contrast to scientific equipment, we can store algorithms and other
pieces of code into the database as well. As such, all information necessary
to reproduce the stored experiments can be found easily, and algorithms and
scripts will be more easily reused and improved. As discussed in Sonnenburg
et al. (2007), there are many benefits to publishing even preliminary versions of
algorithms: it will be much easier for authors to get feedback, others may even
fix some remaining bugs or extend the algorithm, and good implementations
will often be reused (and cited). The stored algorithms should be cross-linked
with existing repositories for machine learning algorithms8.
Finally, while different kinds of machine learning experiments exist, most of
them have an inherent structure that we can use to organize the experiments.
We can thus go further than storing experiments ‘per study’ as is currently done
in bioinformatics. While there is no real machine learning equivalent to the
celestial coordinate system used in astrophysics, one can imagine the space of
possible experiments that can be executed using a certain number of algorithms
and a certain number of datasets. As such, we can organize experiments in this
space to relate them to each other and make them easily retrievable.
8http://mloss.org
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4.4.2 Conceptual Framework
These considerations lead to the conceptual framework for collaborative exper-
imentation shown in Figure 4.4. Note that it also implements our framework
for meta-learning shown in Figure 2.5. It consists of the following components,
which will be covered in detail in the subsequent chapters of this text:
Interface First, to facilitate the automatic exchange of machine learning exper-
iments, an application programming interface (API) should be provided,
see Chapter 8, that builds uniform experiment instances out of all details
of the experimental setup (indicated by tag symbols), and the obtained
results. This API can then be used by software agents, e.g. data mining
workbenches (shown on the right in Figure 4.4) or custom algorithm im-
plementations, to automatically exchange experiments with experiment
databases or other software agents.
ExpML To promote the free exchange of experiments, a common language
should be introduced for describing experiments in machine learning, let’s
call it ExpML. As such, experiments can be streamed between software
agents. This language should be very flexible, and make sure that all
details necessary for reproducibility are provided. We will introduce such
a language in Chapter 6.
Ontology The vocabulary and structure of ExpML files is provided by an on-
tology of machine learning experimentation. It provides a formal domain
model that can be adapted and extended on a conceptual level, thus
fostering collaboration between many researchers. Any conceptual exten-
sions to the domain model can then be translated into updated or new
description languages and database models for specific types of experi-
ments. It will be described in Chapter 5.
ExpDB Experiment databases (ExpDBs) collect experiments and organize all
the contained information. ExpDBs can be setup locally, e.g. for a single
person or a single lab, or it can be a public one open to submissions by
many different researchers. Their design will be described in Chapter 7.
Query interfaces The data stored in ExpDBs is accessed through query inter-
faces. We will describe several such interfaces in Chapter 8.
The bottom of the figure shows different ways to tap into the stored information,
which will be illustrated in detail in Chapter 9:
Querying allows a researcher to formulate questions about the stored experi-
ments, and immediately get all results of interest. Such queries could be
aimed at discovering ways in which an algorithm can be improved (e.g.
see Section 9.1.2), thus completing the algorithm development cycle.
Mining A second use is to automatically look for patterns in algorithm perfor-
mance by mining the stored meta-data. The insights provided by such
meta-models can then be used to design better algorithms or to select and
apply them in knowledge discovery applications (Brazdil et al. 2009).
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Figure 4.5: Experimental methodologies in machine learning
Integration Data mining toolboxes could also interface with ExpDBs directly,
for instance to download the results of experiments that have been run
before by a different user of that toolbox. Conversely, they could also
automatically export all performed experiments to an ExpDB to analyze
the results more easily, to allow reuse, or simply to keep a detailed log of
all performed experimentation.
4.5 Using Experiment Databases
There are many ways in which these experiment databases could be used in
machine learning research. In this section, we describe how their application
can solve the issues of reproducibility, generalizability and interpretability high-
lighted in Section 4.1.
4.5.1 Personal logs
In their simplest form, they serve as personal logs that automatically keep track
of performed research, ensuring that researchers can reproduce their own ex-
periments at a later point in time, and shared upon publication. This situation
is depicted in Figure 4.5(a). Any question we may have about the behavior
of learning algorithms needs to be answered by setting up new experiments.
It is a laborious procedure in which we need to collect datasets, algorithms
and evaluation procedures, and set up experiments specifically to test each new
hypothesis. Moreover, the problem of generality remains: each experiment
typically occurs under many constraints (e.g. default parameter settings), as
measuring each possible effect is very labor-intensive.
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4.5.2 An improved methodology
However, Figure 4.5(b) illustrates how experiment databases can also enable an
improved methodology, first proposed by Blockeel (2006). Instead of designing
experiments to test a specific hypothesis, one can design them to cover, as well
as possible, the space created by all the variables of the problem, and store
all these results in a database. Several strategies can be applied to select a
range of suitable experiments (see Section 4.5.4), which could then be run and
submitted automatically to an experiment database to organize the results.
One hypothesis after another can then be tested simply by querying the database
for the relevant experiments and interpreting the returned results. While in this
methodology, more experiments are needed to be able to evaluate the learning
algorithms under a variety of conditions, the results will be much more general.
Indeed, we know exactly how generalizable the results are, since all constraints
are listed explicitly in the query. We can thus be confident that we interpreted
the results correctly.
An added benefit is that, when testing algorithms under many different cir-
cumstances, there is a large probability that the results will also be of interest
to other researchers working with the same kind of methods and vice versa:
a portion of the necessary experiments may already have been run before, in
which case we can just reuse them. Sharing experiments in an organized fash-
ion boosts the value of experimental results: due to the network effect created
by several researchers contributing their findings on various learning methods,
queries on this meta-data will paint an increasingly detailed picture of learning
performance, and less and less experimentation will be needed to compare new
algorithms to prior ones, meaning that algorithm designers can focus all their
time and resources on refining their algorithms, and that practitioners get a
large amount of meta-data to guide their search for the best algorithms for
future problems.
4.5.3 An illustration
To further illustrate the difference between the two approaches, say Ann, us-
ing the first methodology in Figure 4.5(a), wants to test the effect of dataset
size on the complexity of trees learned by C4.5, a decision tree-based learning
algorithm. To do this, she selects a number of datasets of varying sizes, runs
C4.5 (with default parameters) on those datasets, and interprets the results.
Bob, a proponent of the new methodology proposed here (and shown in Figure
4.5(b)), would instead build a large database of C4.5 runs (with various param-
eter settings) on a large number of datasets, possibly reusing a large amount
of experiments already existing in experiment databases. To perform these ex-
periments, he could use DM tools that automatically generate a large array of
experiments according to his specifications (e.g. the experimenter component
in WEKA), and store the ensuing results directly into an ExpDB. Bob then
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queries the database for C4.5 runs, selecting the dataset size and tree size for
all runs with default parameter settings (explicitly mentioning this condition in
his query), and plotting them against each other. If Ann wants to test whether
her results on default settings for C4.5 are representative for C4.5 in general,
she needs to set up new experiments. Bob, on the other hand, only has to
write a second query, this time not including the condition. This way, he can
easily investigate under which conditions a certain effect will occur and be more
confident about the generality of his results. Moreover, when there seem to be
complex interactions between all of C4.5’s parameter settings, he could simply
use all the available experiments to automatically build a model that describes
these interactions, as will be illustrated in Section 9.2.3.2.
The initial investment with respect to experimentation will likely pay off in
the long run, especially since many hypotheses can easily be tested, returned
results are more general, and more experiments can be reused. For instance,
say another researcher is interested in the runtime (or another performance
metric) of C4.5 on these experiments: since this is recorded in the experiment
database as well, these experiments will not have to be repeated and can be
reused for free.
4.5.4 Designing generalizable experiments
How do we design experiments so that they cover a wide range of different
conditions? First, we select the algorithm(s) of interest from a large set of
available algorithms. To choose their parameter settings, one can specify a
probability distribution for each different parameter according to which values
should be generated. In the simplest case, this could be a uniformly sampled
list of reasonable values. Covering the dataset space can be done identically to
the selection of datasets in meta-learning, covered in Section 2.6.
These algorithms, parameter settings and datasets create the space of possible
experiments. To ensure that their final results are generalizable, we need to
cover this space as well as possible, but also populate it in a reasonably dense
way to be able to ask very specific queries, e.g. showing the effect of a specific
algorithm parameter on specific kinds of datasets.
A straightforward way to do this is a fine-grained grid search, but given that
the experiment space can be very high-dimensional, this may not always be
feasible. One could also look at techniques from active learning or Optimal
Experiment Design (OED) (Cohn 1996) to focus on the most interesting ex-
periments given the outcome of previous experiments. Another simple, yet
effective way is selecting random values for all variables of our experiments.
To imagine how many experiments would be needed in this case, assume that
each of these variables has on average v values (numerical parameters variables
are discretized into v bins). Running 100v experiments with random values for
all parameters implies that for each value of any single parameter, the average
outcomes of about 100 experimental runs will be stored. This seems sufficient
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to be able to detect most correlations between outcomes and the value of this
parameter. To detect n-th order interaction effects between parameters, 100vn
experiments would be needed. Taking, for example, v = 20 and n = 2 or n = 3,
this yields respectively 40,000 and 800,000 experiments, a large number, but
(especially for fast algorithms) not infeasible with today’s computation power.
Note how this contrasts to the number of experimental runs typically reported
on machine learning papers. Still, the factor 100 is the price we pay for ensur-
ing reusability and generalizability. The more people run and share generalized
experiments, the more experiments we can reuse, making generalizability prac-
tically free in the end. The vn factor is unavoidable if one wants to investigate
nth order interaction effects between parameters. Most existing work does not
even study effects higher than the second order.
4.6 Conclusion
In this chapter, we have described how the use of experiment databases can
boost machine learning research. Experiment databases are databases specifi-
cally designed to collect all the details on large numbers of past experiments,
performed by many different researchers, and to make them immediately avail-
able to researchers all over the world. They use the world wide web as a global,
user-driven collaborative workspace in which researchers can freely exchange
experimental results. Often, there are many more uses of such data than can
be covered in single studies, and by combining data from different sources, the
resulting pool of data enables studies that were infeasible before.
We started off by outlining the main benefits these ExpDBs would bring to
machine learning research. To learn from previous practical applications of
such databases, we looked to so-called e-Sciences, where they have, in some
form or another, been applied successfully for some time now, particularly in
bioinformatics, astrophysics and high-energy physics. From this, we learned
that they all seem to have evolved towards online, public infrastructures for
experiment exchange, using more or less the same three components: formal
experiment description languages, ontologies, and searchable repositories.
In machine learning, we can improve further on these systems by automating
experiment submission, storing the algorithms and datasets as well, and using
the inherent structure of machine learning experiments to relate them to each
other in an homogenous way and make specific results more easily retrievable.
These considerations led to a conceptual framework for collaborative experi-
mentation which forms the backbone for the remainder of this thesis.
Finally, we show how ExpDBs can form an integral component of a collabora-
tive, much more dynamic and rigorous experimental methodology for machine
learning research, in which many questions about learning algorithms could be
answered on the fly, and which solves three important issues with contemporary
studies: reproducibility, generalizability and interpretability.
Language is a city to the building of which
every human being brought a stone.
Ralph Waldo Emerson
Chapter Five
The Expose´ Ontology
Sharing machine learning experiments with each other starts with speaking the
same language. Moreover, if we want to automatically organize thousands of
experiments generated by various researchers all over the world, this language
should be interpretable by machines. Designing a coherent and unambigu-
ous formal language is not straightforward, especially since experimentation in
machine learning is a very involved process including various statistical tech-
niques and many different setups. Indeed, a very fine-grained description will
be needed if we wish to answer questions about detailed aspects of the involved
learning algorithms and datasets.
In this chapter, we establish an ontology, called Expose´, in which the concepts
used within machine learning experiments and their relationships are carefully
described and expressed in a formal domain model. It provides a common,
unambiguous vocabulary for researchers wishing to describe their experiments,
and it explicates the inherent structure of machine learning experiments. This
will be instrumental to develop valid ways to express experiments in formal
representation languages (see Chapter 6) and to store them in an organized
fashion (see Chapter 7).
While machine learning and data mining are extensive and creative sciences, not
easily captured in a domain model, researchers do share common experimental
procedures which we can express. Also, while learning algorithms are complex,
composite objects, we can elucidate their structure given a sufficiently flexible
domain model and a sufficiently extensive vocabulary.
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The field of ontology engineering (Calero et al. 2006) provides techniques for
designing such models, especially in collaboration with many researchers. In-
deed, ontologies are built to evolve: they can be modified, extended and re-
fined to cover ever more types of experiments, tasks and algorithms. There are
thus a logical choice for the principled design of community-based experiment
databases.
In a way, we start small. We will focus on supervised classification and our ex-
periments are limited to algorithm evaluations on static, propositional datasets.
Still, this already covers a decent amount of contemporary experimentation and
includes many concepts common to other subfields.
We start with explaining what ontologies are and why we need them in Section
5.1. Next, in Section 5.2 we discuss various previously proposed ontologies for
data mining. Finally, in Section 5.3, we introduce our Expose´ ontology for
describing machine learning experimentation, starting with the top-level con-
cepts, and consecutively highlighting the way we represent experiments, exper-
imental setups, model evaluation measures, algorithm performance estimation
techniques, datasets, algorithms and their components, and internal learning
mechanisms. We will also focus on some of the concepts, algorithms and tech-
niques which will emerge in Chapter 9 when we explore the data stored in our
experiment database. Section 5.4 concludes.
5.1 Introduction
5.1.1 Definition
An ontology is defined as a “formal, explicit specification of a shared concep-
tualization” (Studer et al. 1998), in which a conceptualization is an abstract
model of some phenomenon in terms of relevant concepts. It is used to cap-
ture knowledge about some domain of interest: it describes the concepts in the
domain and also the relationships that hold between those concepts (Horridge
et al. 2009). In the context of this work, they can be described more specif-
ically as formal representation vocabularies (Chandrasekaran and Josephson
1999), meaning that they provide an unambiguous vocabulary for a certain
domain based on logical statements. The fact that the stored knowledge is
formally expressed means it can be interpreted and manipulated by machines.
There exist various languages for describing ontologies. In this work, we will
use the OWL language (an anagram of Web Ontology Language), which is an
extension of the XML-based RDF (Resource Description Framework) format
allowing greater interpretability. There also exist different OWL sublanguages
with various degrees of expressiveness. Here, we’ll use OWL-DL, which is based
on Description Logic (Baader et al. 2005), a formal knowledge representation
language for which practical logical reasoning algorithms exist to reason about
the stored knowledge (Horridge et al. 2009).
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Figure 5.3: Representation of classes (containing individuals).
5.1.2 Example
The best way to explain what ontologies are and what they look like is to give
an example. To express knowledge formally, the OWL language allows to define
classes of individuals, properties of individuals, and operations on classes:
Individuals represent objects in the domain of interest. In this work, this could
be the objects shown in Figure 5.1, such as C4.5 (a learning algorithm),
letter (a dataset) and precision (an evaluation metric).
Properties are binary relations between individuals: they link the two individ-
uals together. As shown in Figure 5.2, this could include the property ‘has
parameter’ which links the individual ‘minimal leaf size’ to the individual
‘C4.5’ algorithm, or that ‘C4.5’ uses a ‘decision tree’ as its representa-
tional model. Properties can also be transitive or symmetric.
Classes are sets that contain individuals, as shown in Figure 5.3. They are
described using formal descriptions that state all the requirements for an
object to be a member of that class. In Figure 5.3, it is stated that a
learner evaluation always has the indicated three participants.
Operations are operations on classes such as taking the union, intersection and
complement that can be used in logical descriptions.
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Classes are typically organized into hierarchies of subclasses (with the ‘is-a’
relationship), also known as taxonomies. Subclasses specialize (are subsumed
by) their superclasses. For instance, in Figure 5.3, C4.5 belongs to the class
‘decision tree learner’, which is a subclass of ‘learning algorithm’. This means
that being a decision tree learner implies that you are a learning algorithm, and
thus inherit all properties of learning algorithms. In OWL-DL, hierarchical
relationships between classes can be computed automatically in a reasoner.
Say we define a ‘decision tree learner’ as being a ‘learning algorithm’ that
uses a ‘decision tree’ as its model, then all algorithms that use some kind of
decision tree model will automatically be regarded as decision tree learners.
Such automatic inference (or ‘classification’) is especially useful to keep large
ontologies maintainable and avoid human errors. It also improves the reuse
of ontologies in different applications, where different hierarchies may be of
interest than the one defined manually.
5.1.3 Why do we need ontologies?
There are many good reasons to develop an ontology for experimentation in
data mining.
An unambiguous vocabulary A first reason is that such an ontology provides
us with an exact and formal domain model that we can use to design consis-
tent and extensible experiment description languages and database models. For
instance, one could simply state that an experiment evaluates a learning algo-
rithm on a dataset and reports the evaluation results according to some metric,
but this is highly ambiguous. First, there are many kinds of experiments in
machine learning, so we’ll need to be more explicit. Second, the term ‘learning
algorithm’ is also ambiguous: is it an abstract algorithm or an implementation?
Moreover, it can have parameter settings that we need to take into account.
Then there are ensemble algorithms depend on other learning algorithms (base-
learners): an algorithm can thus be the main learner in one experiment and
only a base-learner in the next. How do we measure the effect of the ensemble
technique? Datasets can also be preprocessed to various degrees and they can
be split into training and test data in many different ways.
If we want to develop experiment databases which are to collect and relate the
results of different studies, we need to provide a clear terminology that captures
the complex structure of learning algorithms and their evaluation. Otherwise,
the results of any two researchers will likely be incomparable.
A basis for collaboration A second reason is that the development of lan-
guages and databases for experiment exchange is essentially a community affair.
Data mining and machine learning are extensive and ever-expanding fields, so it
should be easy for anyone to suggest changes or extensions to keep these infras-
tructures in sync with current research. An ontology offers a conceptual basis
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for such collaboration involving many researchers: it allows to modify, extend
and refine our domain model on a conceptual level, after which these exten-
sions or modifications can be translated to updated representation languages
(i.e. XML elements and syntax) and database models (i.e. tables, fields, data
types and constraints), as shall be discussed in the following chapters. Related
to this is the ability to reuse previously defined knowledge. If the ontology is
to be extended to cover experiments in a new task, it can likely reuse many of
the concepts already defined for other tasks.
Intelligent software integration A third reason is that ontologies can be au-
tomatically queried by software agents (Sirin and Parsia 2007). As discussed
in Chapter 8, we plan to use this aspect in future work to build more flexible,
user-friendly query interfaces. Moreover, as mentioned in 3.7.4.3, learning al-
gorithms are increasingly being reimplemented as services available on the web.
Ontologies are central to this development, since they offer formal descriptions
of the algorithms and datasets that can be interpreted by other software agents.
As such, ontologies support the automatic exchange of empirical evaluations be-
tween web services and online experiment repositories or any other tool that is
interested in this information.
Improved meta-learning As noted in Section 2.10, the only fundamental rea-
son why a learning algorithm performs well on a dataset is because its bias
matches the data, which led to the conclusion that we need better ways of
describing the bias of learning algorithms. Indeed, almost all meta-learning
studies handle learning algorithms as black boxes, without taking the internal
components of learning algorithms into account. A detailed ontology of learning
algorithms can help “pry open these black boxes to sort out salient algorithm
features such as the structure and parameters of the models built, the data
partitions effected in data space, the cost function used and the optimization
strategy adopted to minimize this cost function” (Hilario et al. 2009). Linking
the performance results of many algorithms to the internal components which
define their bias could provide important new insights.
The unification of machine learning As stated in Goble et al. (2006), sci-
entific progress increasingly depends on pooling know-how and results, making
connections between ideas, people and data, and finding and reusing knowledge
and resources generated by others in perhaps unintended ways. It is about har-
vesting and harnessing the collective intelligence of the scientific community.
In this context, ontologies define a common vocabulary for people in different
machine learning subfields, so ideas and results will spread more easily. Work
on ontologies could one day lead to a generally accepted framework to unify
the area of data mining (Dzeroski 2007), seen as one of the most challenging
open problems in data mining research today (Yang and Wu 2006).
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5.2 Previous work
For all these reasons, the design of ontologies for machine learning received quite
a bit of attention in recent years, and many ontologies have been proposed for
various goals. We can categorize them in two classes: deep or heavyweight
ontologies and lightweight ontologies.
5.2.1 Heavyweight ontologies
Heavyweight ontologies are built top-down. They start from predefined top-
level concepts and relationships. They then try to build new ontologies using
those top-level concepts, making sure that no descriptions are violated. It is
harder to build such ontologies because they require a deep understanding of
the involved concepts. Their benefits are that they integrate easily with other
sciences (thus fostering collaboration), that concepts are completely unambigu-
ous, and that more powerful computational inference techniques can be used
based on predefined relationships.
First, EXPO (Soldatova and King 2006) is a top-level ontology that mod-
els scientific experiments in general. It formalizes experimental principles so
that empirical research can be uniformly expressed and automated as much
as possible. It covers concepts such as hypotheses, (un)controlled variables,
experimental designs and experimental equipment, to name a few.
OntoDM (Panov et al. 2009) is a general ontology for data mining with the
aim of providing a unified framework for data mining research. It attempts
to cover the full width of data mining research, containing high-level concepts,
such as data mining tasks and algorithms, and more specific concepts related
to certain subfields, such as constraints for constraint-based data mining.
5.2.2 Lightweight ontologies
In contrast, lightweight ontologies are built bottom up with a specific applica-
tion in mind. Rather than establishing universal facts, they simply represent
knowledge in a formal way so it can be queried. They are more practical to
build and use, but are typically not generally valid outside of the context of the
application for which they were designed. They don’t integrate as nicely with
other ontologies, but often, a loose coupling can still be very useful.
DAMON (DAta Mining ONtology) (Cannataro and Comito 2003), one of the
first ontologies for data mining, was meant to offer domain experts a taxonomy
for looking up tasks, methods and software tools given a certain goal.
KDDONTO (Diamantini et al. 2009) is a more formal (OWL-DL) ontology
with the same goal: to discover suitable KD algorithms and to express compo-
sitions of KD processes. It covers the inputs (dataset, parameters) and outputs
(models) of the algorithms and any pre- and postconditions for their use.
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KD ontology (Za´kova´ et al. 2008) describes planning-related information
about datasets and KD algorithms. It is used in conjunction with an AI plan-
ning algorithm: pre- and postconditions of all KD operators are extracted from
the ontology and converted into a standard PDDL planning problem so it can
be solved by the planner (Klusch et al. 2005). It is used in an extension of the
Orange toolkit (Demsˇar et al. 2004) to automatically plan and offer the best
KD workflow (Za´kova´ et al. 2009).
The eProPlan ontology (Kietz et al. 2009) also describes all KD operators
with their in/outputs and pre/postconditions, but is meant to be used in a
collaborative KD support system, under development, that generates (partial)
workflows, checks and repairs workflows built by users, retrieves workflows pre-
viously built by other users, and provides explanations with its workflows.
DMOP, the Data Mining Ontology for Workflow Optimization (Hilario et al.
2009), models the internal structure of learning algorithms, and is explicitly de-
signed to support algorithm selection. It covers concepts such as the structure
and parameters of predictive models, the involved cost functions and optimiza-
tion strategies. It is meant to be integrated with the eProPlan ontology to
support the generation of optimal KD workflows.
5.3 The Expose´ Ontology
We now turn to the description of our ontology for machine learning experi-
mentation, called Expose´. Next to introducing the necessary vocabulary and
structure for the ExpML representation language and the database described
in the following two chapters, we will also pay extra attention to a number
of learning algorithms and techniques which will be used and discussed in the
meta-learning investigations performed in Chapter 9. The entire ontology cur-
rently defines over 850 concepts concerning the structure of the experimenta-
tion process, as well as many different dataset and algorithm characteristics,
experimental design methods, evaluation functions and algorithm descriptions.
It is important to note that this is a straw-man proposal that is intended to
instigate discussion. Ontologies have varying levels of maturity, from ontologies
proposed by individuals, over pre-standard versions accepted by a group of
people, to generally accepted ontologies used by many. Our ontology is still
fairly young. It has been influenced and adapted by quite a few people, mostly
through close collaboration with the authors of the other ontologies mentioned
in the previous section, but is by no means generally accepted yet. One of the
biggest caveats is that the current ontology, while general in intent, focuses
on predictive classification, only one of several machine learning tasks. The
ensuing representation language and database will thus be limited in the same
way.
In designing Expose´, we paid close attention to existing guidelines for ontology
design (Noy and McGuinness 2002; Karapiperis and Apostolou 2006):
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Top-level ontologies It is considered good practice to start from generally ac-
cepted and unambiguously described concepts and relationships (Panov
et al. 2009). We started from the Basic Formal Ontology (BFO)1 cover-
ing top-level scientific concepts and the OBO Relational Ontology (RO)2
offering a predefined set of relationships.
Ontology reuse If possible, (parts of) other ontologies should be reused to
build on the knowledge (and the consensus) expressed in those ontologies.
When designing Expose´, we reused general machine learning concepts
from the OntoDM ontology (Panov et al. 2008), experimentation-related
concepts from the EXPO ontology (Soldatova and King 2006), and con-
cepts related to internal algorithm mechanisms from the DMOP ontology
(Hilario et al. 2009). In fact, Expose´ bridges the gap between the very
specific concepts of DMOP and the very general ones of OntoDM, thus
providing an important contribution to the harmonization of various data
mining ontologies. Any future extensions of any of these other ontologies
can directly be used to update Expose´, and vice-versa.
Design patterns Ontology design patterns3 are reusable, successful solutions
to recurrent modeling problems. For instance, we mentioned that a learn-
ing algorithm can act as an individual learner in one experiment, and as
a base-learner for an ensemble learner in the next. This is a case of an
agent-role pattern, in which an agent (algorithm) only plays a certain role
in a process in some occasions, but not always. A predefined relationship,
‘realizes’, is used to indicate that a individual is able to fulfill a certain
role. We have used such patterns as often as we could.
Quality criteria General criteria include clarity (descriptions of the concepts
should make the meaning of each concept clear), coherence or consis-
tency (there should be no logical contradictions), extensibility (future
uses should be anticipated) and minimal commitment (only support the
intended knowledge sharing activities). These criteria are rather qualita-
tive, and were only evaluated through discussions with other researchers.
Finally, many Expose´ concepts were extracted from earlier working versions of
our experiment database, thus providing concepts and relationships that proved
practically useful to organize experimental information. Vice versa, many limi-
tations of those earlier versions were solved through Expose´’s much more princi-
pled design, and the range of questions that can be answered through querying
in the current version will be evaluated in Chapter 9.
The complete ontology can be downloaded from the experiment database web-
site (http://expdb.cs.kuleuven.be), and explored and edited using any OWL-
DL editor, e.g. the Prote´ge´ editor (v4)4 we used to build Expose´.
1http://www.ifomis.org/bfo
2http://www.obofoundry.org/ro/
3http://ontologydesignpatterns.org
4http://protege.stanford.edu/
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Figure 5.4: An overview of the top-level concepts in the Expose´ ontology.
5.3.1 Top-level View
Figure 5.4 shows the most important top-level concepts and relationships. The
full arrows symbolize an ‘is-a’ relationship, meaning that the first concept is a
subclass of the second, and the dashed arrows symbolize other common rela-
tionships. Double arrows indicate one-to-many relationships, for instance, an
algorithm application can have many parameter settings.
The three most important categories of concepts are information content en-
tity, which covers datasets, models, and abstract descriptions of objects (e.g.
algorithms), implementation, and planned process, a sequence of actions meant
to achieve a certain goal. When talking about experiments, this distinction is
very important. For instance, the concept ‘C4.5’ can mean the abstract algo-
rithm, a specific implementation or an execution of that algorithm with specific
parameter settings, and we want to distinguish between all three.
As such, ambiguous concepts such as ‘learning algorithm’ are broken up accord-
ing to different interpretations (indicated by bold ellipses in Figure 5.4): an
abstract algorithm specification (e.g. in pseudo-code), a concrete algorithm im-
plementation, code in a certain programming language with a version number,
and a specific algorithm application, a deterministic function with fixed param-
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Figure 5.5: Experiments in the Expose´ ontology.
eter settings, run on a specific machine with an actual input (a dataset) and
output (a model), also see Figure 5.5. The same distinction is used for other
algorithms (for data preprocessing, evaluation or model refinement), mathe-
matical functions (e.g. the kernel used in an SVM), and parameters, which can
have different names in different implementations and different value settings
in different applications. When a function or an algorithm is used as part of an-
other algorithm, e.g. a kernel method or an ensemble, it is called a component,
and will also be fixed in an algorithm application.
Finally, there are also qualities, properties of a specific dataset or algorithm
(see Figures 5.11 and 5.12), and roles : an algorithm can play the role of a base-
learner in an ensemble (also see Figure 5.13) and a dataset can be a training
set in one experiment and a test set in the next.
5.3.2 Experiments
Figure 5.5 shows the ontological description of experiments, with the top-level
concepts from Figure 5.4 drawn in double ellipses. In essence, experiments are
workflows, sequences (or directed graphs) of operators, which are defined by
inputs, outputs and participants. The general nature of workflows allows the
description of many kinds of experiments. Still, some types of experiments, e.g.
simulations of agents operating in a certain environment (Frawley 1989) should
be represented differently. Some experiments can also consist of many smaller
experiments, and use a particular experimental design to investigate the effects
of various experimental variables, e.g. parameter settings. We’ll come back to
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this in the next section.
We will now focus on a particular kind of experiment: a learner evaluation
(indicated by a bold ellipse). This type of experiment applies a specific learning
algorithm (with fixed parameters) on a specific input dataset and evaluates
the produced model by applying one or several model evaluation functions,
e.g. predictive accuracy (see Section 5.3.4). In predictive tasks, a performance
estimation technique, e.g. 10-fold cross-validation (see Section 5.3.5), is applied
to generate training- and test sets, evaluate the resulting models and aggregate
the results. After it is executed on a specific machine, it will output a model
evaluation result containing the outcomes of all evaluations and, in the case
of predictive algorithms, the predictions made by the models. Other outputs,
such as a final model, are generated by applying the learning algorithm again
on the entire dataset.
Finally, more often than not, the dataset will have to be preprocessed first.
Since experiments are workflows, we can define setups in which various data
processing applications preprocess the data before it is passed on to the learning
algorithm. Figure 5.6 explicates such a workflow. The ovals represent the in-
and outputs: datasets, models and model evaluation results. A data processing
workflow is an (often used) sequence of data processing steps. Figure 5.6 shows
one with three preprocessors. A learner evaluation takes a dataset as input
and applies performance estimation techniques and model evaluation functions
to evaluate a specific learner application. This is a very strict definition of
how the learning algorithm is evaluated, making sure it can be interpreted
unambiguously. Of course, there are other types of learner evaluations. The
bottom part of Figure 5.6 shows a more complex evaluation procedure which
we will discuss in Section 5.3.5.
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5.3.3 Experiment context
Figure 5.7 models the context in which scientific investigations are conducted,
which is of great importance to describe exactly how experiments were set up
and to be able to correctly interpret their outcome. Many of these concepts
are originally defined in the EXPO ontology (Soldatova and King 2006). Since
we treat experiments as fine-grained evaluations that can be reused to answer
various questions, we differentiate between a singular experiment, a single al-
gorithm run, and a composite experiment, a series of experiments set up with a
certain goal. The latter can be described by its authors, references to publica-
tions in which it features, and the experiment context, such as the goal of the
experiment, the hypothesis to be tested and the conclusions.
Finally, a composite experiment varies a number of experimental variables,
which can be (un)controlled or (in)dependent, according to a specific exper-
imental design (Kuehl 1999; Sacks et al. 1989) defining which values to as-
sign to each of these variables. In many machine learning experiments, these
variables will include the choice of algorithm, their parameter settings or the
dataset used. Such designs can be very simple, such as the one-factor-at-a-time
(OFAT) design, in which one variable is varied while the others are held con-
stant (e.g. on the default value of a parameter setting), but they can also be
more complicated, such as factorial, exploratory or orthogonal designs (Ryan
2007). A final, very interesting technique is active learning (Cohn et al. 1996;
Beygelzimer and Dasgupta 2009), in which new experiments are selected based
on the experiments executed before and some goal, e.g. the uncertainty of the
outcome of the new experiment or the density of experiments in the space of
possible variable assignments.
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Figure 5.8: Learner evaluation measures in the Expose´ ontology.
5.3.4 Learner evaluation
Next to describing how the experiments were set up, we also need to describe
exactly how the learning algorithms were evaluated. The ontology currently
covers 96 performance measures used in various learning tasks, and some of
the more popular ones are shown in Figure 5.8. With the exception of a few
measures which will be used repeatedly in Chapter 9, we do not intend to
discuss them in detail here since they are covered in many textbooks (Witten
and Frank 2005; Bishop 2006). Instead, we will focus on their role in the
evaluation process.
Evaluation functions To reiterate, a learner evaluation is a singular experi-
ment that evaluates a single learning algorithm application on a single input
dataset, by applying a number of model evaluation functions on the resulting
model. Depending on the task, and thus the kind of model, many different
122 CHAPTER 5. THE EXPOSE´ ONTOLOGY
evaluation functions have been defined. In some tasks, all available data is
used to build a model, and the evaluation functions are then simply applied
on that model. For instance, when performing clustering (Jain et al. 1999)
(the assignment of a set of observations into subsets, called clusters, so that
observations in the same cluster are similar in some sense), we typically want
to maximize the distance between two clusters (the inter-cluster similarity)
and minimize the sum of the distances from every point to its cluster’s center
(the intra-cluster variance). There are many more specific ways of defining
these measures: for instance, the single-link inter cluster similarity measures
the distance between the two closest points belonging to different clusters.
Still, as said before, we will focus on supervised predictive modeling, illustrated
in the bottom half of Figure 5.8. In this case, the dataset is split up into
a training set used to train the model and a test set to evaluate it. Also,
instead of using the model itself, it is sufficient (and often more practical) to
use the model’s predictions to evaluate it. In the case of a binary classification
problem (involving only two classes: positive and negative), the total number
of predictions can be divided into the number of true positives (TP), true
negatives (TN), false positives (FP, predicted positive but actually negative)
and false negatives (FN). These values are typically stored in a confusion matrix
or contingency table (also defined for multi-class predictions): it stores, for each
set of classes (i, j), the number of cases where class i was predicted as class j.
Using the number of predictions of each type, different measures can be de-
fined, such as predictive accuracy ( TP+TNTP+TN+FP+FN ), simply the percentage of
correct predictions, precision ( TPTP+FP ), the probability that a positively pre-
dicted example is actually positive, and recall ( TPTP+FN ), the probability that
a positive example is also predicted positively. The latter two are heavily used
in information retrieval tasks. Some measures are derived from others, such as
the f-measure, the harmonic mean of precision and recall (2 precison·recallprecision+recall ).
It is also important to note that there are many situations in which a false
negative might be much worse than a false positive (e.g. when testing for a
disease), or vice versa, in which case a cost function should be included that
returns the actual cost of a misclassification.
In multi-class problems, involving c classes, the same measures can also be
used by transforming the multi-class prediction into c binary predictions, in
each of which one of the c classes is positive and the others negative, and by
taking the weighted average of the performance over these c binary problems,
weighted by the number of examples in each class. Some other measures are
derived from numeric prediction (regression) problems. For instance, the root
mean squared error (RMSE) takes the square root of the sum of squares of the
differences between the predicted (pi) and actual (ai) numeric values of each of
the n examples (
√
(p1−a1)2+...+(pn−an)2
n ). In a classification context, the same
metric is used by taking the difference between the actual and predicted class
probabilities, or 0/1 for an incorrect/correct classification.
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Figure 5.9: The ROC curves (left) and precision-recall curves (right) of two
algorithms. The larger the area under the curve, the better the performance.
Graphical evaluations A more powerful way to interpret the performance of a
learning algorithm is to store an entire graph instead of a single number, yield-
ing graphical evaluation measures. For probabilistic classifiers (which return
a probability for each class instead of a single class prediction), it is possible
to vary the classification threshold value which is used to decide whether an
example is positive. When we take two trade-off evaluation metrics, plot these
evaluations against each other for each threshold value, and connect the re-
sulting points, we obtain a curve: when precision is plotted against recall we
yield a precision-recall curve (see bottom right of Figure 5.8); when the true
positive rate ( TPTP+FN ) is plotted against the false positive rate (
FP
FP+TN ), this
produces a receiver operating characteristic, or ROC-curve. Figure 5.9 shows an
example of such curves and how they can be used to compare algorithms. The
relationship between ROC and precision-recall curves is discussed in Davis and
Goadrich (2006). The area under these curves is an often-used evaluation mea-
sure, called the area under the precision-recall curve (AUPRC) and AUROC,
also called AUC, respectively. Finally, an alternative way to generate these
curves is to vary an algorithm parameter, yielding a new evaluation for each
parameter setting, thus obtaining a measure for the algorithm’s performance
irrespective of the parameter’s value.
Provost et al. (1998) and Demsar (2006) have argued that using only predictive
accuracy can be misleading when comparing algorithms, and that ROC curves
are a more accurate measure. In turn, Drummond and Holte (2000) show
that ROC-curves can be overly optimistic when class skewness is high, and
promote the use of cost curves instead. Hand (2009) shows that the AUC can
be misleading if the ROC curves cross and that they inherently use different
misclassification cost distributions for different classifiers, a situation which is
corrected in an improved AUC-based measure called the H-measure.
In conclusion, there are many ways to evaluate learning algorithms, so it is
crucial to explicate exactly what has been measured.
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Figure 5.10: Learner evaluation procedures in the Expose´ ontology.
5.3.5 Algorithm performance estimation
It is important to realize that when evaluating a model based on a test set, the
evaluation obtained is only an estimate of its true performance on the target
population. If we have huge amounts of data, the test set is likely to be very
representative for the target population, but for smaller amounts of data we
cannot be so sure. To make maximal use of the available data, the learner
evaluation can employ a more intricate performance estimation algorithm to
eradicate, as much as possible, any bias introduced by dividing the data into
training and test sets.
These are shown in Figure 5.10. The most basic technique is the holdout :
simply remove a portion of the data (e.g. one-third), train the algorithm on
the remaining examples, and test its predictions on the holdout set. As said
before, you may be unlucky: the holdout set may not be representative, or
indeed all examples of a specific class may be removed, so that the learner
simply does not know about it. One could do a stratified holdout, in which the
distribution of classes is preserved as well as possible, but this is still a primitive
safeguard.
A more fundamental way to attenuate any bias is to repeat the whole process
k times with several random samples and average the performance evaluations
afterwards, thus reducing the impact of any unlucky dataset splits. One way to
do this is the bootstrap (see Section 2.2.1.3): sample with replacement until we
get a training set as large as the original datasets (but containing duplicates),
use the examples that were not sampled as test examples, and repeat this k
times. While useful for small datasets, each training set will contain, on average,
only 63.2% of the examples.
One of the most popular performance estimation procedures is k-fold cross-
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validation: divide the dataset randomly in k equal parts (dubbed folds), strat-
ified or not, and perform n holdout evaluations, each one using one of the folds
for testing and the remaining k − 1 for training. Experimental testing shows
that cross-validation is almost completely unbiased for n = 10, generating train-
ing sets containing 90% of the examples (Markatou et al. 2006). Bias can be
reduced further by running several cross-validation procedures, yielding, for in-
stance, 5x2 cross-validation: 5 iterations of 2-fold cross-validation (Dietterich
1998), after which the results over all iterations are averaged. A final variant
is leave-one-out cross-validation, in which k is the total number of instances in
the dataset. This provides a maximal amount of training examples, and zero
bias, but it is of course much more expensive. Still, this is not a complete list:
many variants of these estimation techniques exist.
A final algorithm performance estimation technique is the bias-variance decom-
position, previously described in Section 2.5.2.1. There exist several ways to
perform this decomposition (Kohavi and Wolpert 1996; Webb and Conilione
2005), but they all involve running a large number (e.g. 200) of bootstraps,
and tracking whether examples are systematically being misclassified or only
on some iterations.
Comparing algorithms When comparing learning algorithms, it is important
to make sure they are trained on the same data. For a 10-fold cross-validation
procedure, this means that the exact same folds must be used to train each
learning algorithm. However, Bradford and Brodley (2001) demonstrate exper-
imentally that using only one partition of the instances into cross-validation
folds may lead to statistically erroneous conclusions when used to compare
algorithms, providing further motivation to perform multiple cross-validation
runs. In any case, if we wish to reuse prior evaluations of rival algorithms (e.g.
when benchmarking new algorithms), it is important that these folds can be
easily retrieved or generated anew. In this respect, note that these performance
estimation procedures are algorithms in our ontology, meaning they also have
implementations with version numbers and applications with parameter set-
tings (e.g. the number of folds and the random seed used to split the data).
As such, the evaluation procedures can always be repeated exactly.
The experimental setup becomes even more convoluted when algorithm param-
eters are to be optimized. Indeed, while a learner evaluation always evaluates
a specific learner application (with specific parameter settings), sometimes one
wants to evaluate a learning algorithm under optimized parameter settings.
Here, it is important that the data used to optimize the parameter settings is
different from the training data, and the data used to estimate the performance
of the resulting model must be different from both. This requires another kind
of experiment, called an optimized learner evaluation, illustrated in the bot-
tom half of Figure 5.6, which evaluates a learner application range, a set of
learner applications with various parameter settings. It is a two-step approach
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in which first a portion of the data is used in a model selection procedure to
find the optimal parameter settings, after which the optimal model is evalu-
ated on a separate test set. The model selection procedure contains standard
learner evaluations (which could be stored separately as well), in which the
data is split again into training and so-called validation or optimization sets.
The performance estimation procedure is typically the same in the two steps.
When this is a cross-validation procedure, it is often called a double or two-step
cross-validation procedure: it outputs a single evaluation for the algorithm,
aggregating the performance of models optimized on several data folds. Again,
we store all used implementations and parameter settings so the results can be
interpreted unambiguously.
Statistical significance tests Finally, statistical tests are needed to estab-
lish whether the performance differences between algorithms are statistically
significant. For classification, Dietterich (1998) evaluates five commonly used
statistical tests, based on the probability of Type I error, incorrectly detecting
a difference when no difference exists, and the power of the test, the ability
to detect algorithm differences when they do exist. The first two tests are
the difference of the proportions of incorrectly classified examples (Snedecor
and Cochran 1989), and the resampled paired t-test based on taking several
random train/test splits. While especially the latter is often used, they have
been shown to have a large Type I error. The also very popular 10-fold cross-
validation paired t-test performs better in this respect, and is also the most
powerful test, but still exhibits a somewhat elevated probability of Type I er-
ror. The 5x2cv paired t-test, based on 5 iterations of 2-fold cross-validation
performs even better, yielding acceptable Type I error while still being very
powerful. Finally, McNemar’s test (Everitt 1992), which involves building a
contingency table recording the number of examples misclassified by either,
both, or none of the two algorithms, has very low Type I error, but is a bit
less powerful than the 5x2cv paired t-test. As such, the 5x2cv test is recom-
mended for algorithms that are fast enough to run 10 times, while McNemar’s
test is recommended for those that can be run only once. Alpaydin (1999) later
constructed a more robust 5x2cv F test with a lower Type I error and higher
power, and Nadeau and Bengio (2003) proposed a corrected resampled t-test
that adjusts the variance based on the overlaps between subsets of examples.
Bouckaert and Frank (2004) investigated experiment replicability, found the
5x2cv t-test unsatisfactory and opted for the corrected resampled t-test.
While these test are executed on one dataset at a time, after which typically
the number of win-ties-losses are reported, Demsar (2006) proposes statistical
tests for comparing algorithms on multiple datasets: the Wilcoxon signed ranks
test (Wilcoxon 1945) for comparison of two classifiers and the Friedman test
(Friedman 1940) with the corresponding post-hoc tests for comparison of more
classifiers over multiple data sets. We shall be using the latter to compare
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learning algorithms over large numbers of datasets in Chapter 9.
5.3.6 Datasets
Next to the evaluation procedure, there are two more components needed to
perform a learner evaluation: the learning algorithm and the dataset. Figure
5.11 shows the most important concepts used to describe the latter. Several
types of datasets are defined: collections such as image and document corpora,
relational data such as databases and graphs, and propositional datasets such
as item sequences, time series and attribute-value tables. For now, only the
last type of data is developed in detail.
Specification The data specification (in the middle section of Figure 5.11)
describes the structure of the dataset. A dataset can have a number of data
features and data instances. If the dataset is labeled, it has one or more tar-
get features, which are nominal in classification data and numeric in regression
data. Individual instances can be further described with instance properties
indicating, for instance, whether the instance is actually labeled. Individual
features can be described with their name and type, e.g. numeric (integer,
real,...) or a set of possible nominal values. This constitutes a minimal de-
scription of the data, similar to the file header in the ARFF dataset format.
For other types of data (e.g. relational data) this specification will have to
be extended. Finally, a dataset has descriptions, including the dataset name,
version, download url and a textual description of its origin, which are needed
to make the dataset easily retrievable.
Roles A specific dataset can play different roles in different experiments (top
of Figure 5.11): it can be a training set in one evaluation and a test set in
the next. This is mostly useful in experiments where we want to define this
explicitly, or when we want to store the results of the evaluations on individual
folds for additional meta-data. The same datasets can also assume different
roles outside a data mining context.
Data properties As said before, we wish to link all empirical results to the-
oretical metadata, called properties, about the underlying datasets to perform
meta-learning studies. These data properties are shown in the bottom half of
Figure 5.11, and may concern individual instances, individual features or the
entire dataset. Both feature properties such as feature skewness or mutual in-
formation with the target feature, as well as dataset properties of various kinds
have been discussed in detail in Section 2.4. They can be attached to new or
existing dataset definitions and are thus also linked to all experiments on those
datasets.
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Figure 5.11: Datasets in the Expose´ ontology.
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5.3.7 Algorithms
One last aspect of the ontology we wish to highlight is the description of al-
gorithms. To allow the exploration of algorithm performance under different
configurations and parameter settings, and include all aspects that influence
their performance in queries, we need a detailed vocabulary to describe them.
Algorithm implementations Figure 5.12 shows how algorithms and their con-
figurations are expressed in our ontology. As mentioned in Section 5.3.1, algo-
rithm applications are algorithm implementations with specific parameter and
component settings. Parameter settings attach a value to a parameter imple-
mentation, which depending on the algorithm in which they are implemented,
can have different internal names and different default values. Algorithm im-
plementations are described with all information needed to retrieve and use
them, such as their name, version, url, programming language, and the library
they belong to (if any). Moreover, they can be further described with certain
informative properties, e.g. their susceptibility to noisy data, as discussed in
Section 2.5. Like dataset properties, these are linked to all experiments using
these algorithm implementations and can be used to analyze the results.
Algorithm parameters Parameter implementations are concretizations of gen-
eral algorithm parameters. While this is not explicitly shown in Figure 5.12,
well-known parameters of learning algorithms are defined and linked to the
learning algorithms or functions to which they belong. For instance, a decision
tree typically has a parameter stating the minimal amount of examples in a
leaf node before it splits, and a radial basis function (RBF) kernel typically
has a ‘gamma’ parameter reflecting the width of the basis functions. As such,
we can use these general names in queries, instead of the often obscure names
used in algorithm implementations. Finally, note that we refer to algorithm
parameters as hyperparameters, to distinguish between model parameters: the
parameters that define the structure of certain representational models.
Algorithm components Next to parameter settings, some algorithms also
have internal components: other algorithms or mathematical functions which
have a great influence on the behavior of the learning algorithms and which can
be selected by the user. As these components can often be used by themselves
as well, we explicate the roles they can play when used in a learning algorithm,
such as base-learners in ensemble learners, distance functions in clustering and
nearest neighbor algorithms and kernels in kernel-based learning algorithms.
See Figure 5.13. As such, we can describe the make-up of a learning algorithm
application exactly. Moreover, different implementations of a general algorithm
may also include internal data processing techniques (e.g. data discretization)
to make them more universally applicable. When analyzing their results, it is
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Figure 5.12: Algorithms and their configurations in the Expose´ ontology.
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Figure 5.13: Algorithms and functions can act as algorithm components.
important that we know exactly what data processing is performed internally
in different algorithm implementations.
The top half of Figure 5.12 shows the classes of algorithms that are currently
defined in the ontology, with a strong focus on predictive algorithms, and which
components they generally have. For instance, a support vector machine (SVM)
is always assumed to have a kernel, and when the SVM is applied, the kernel and
the kernel implementation will be fixed. Note that many of these components
can be parameterized as well, and their parameter settings are thus defined in
their specific algorithm or function application description, not as parameters of
their overarching learning algorithm. This is to ensure that these parameters
can be queried for in a uniform way. We won’t discuss the workings of all
these algorithms in this text, since they are amply described in many machine
learning textbooks.
Algorithm mechanisms Finally, as discussed in Section 5.1.3, we wish to offer
better ways to describe the bias of learning algorithms, and thus need to look at
the internal learning mechanisms on which they are built. Figure 5.14 describes
how the ontology explicates three mechanisms that have a great influence on a
learner’s bias: the model structure, the structure used to represent regularities
in the data, as well as the type of decision boundaries this model entails, the
optimization strategy used to refine the representational model to better fit
the data at hand and, for predictive algorithms, the prediction strategy used
to apply the model and predict the outcome of unseen examples. Extensive
hierarchies are defined for each of these aspects, often inspired by the DMOP
ontology (Hilario et al. 2009). Still, this hierarchy is certainly not complete
and should be extended further. As with algorithm properties, the principle
aim of this description is to include these mechanisms in meta-learning queries.
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Figure 5.14: Internal learning mechanisms in the Expose´ ontology.
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5.3.8 Algorithms: an example
Figure 5.15 shows the representation of the bagging algorithm (Breiman 2001),
previously discussed in Section 2.2.1.3, in terms of its general classification,
components, parameters, model structure, optimization strategy and predic-
tion strategy. We can only show the direct ancestors here. Thus, the bagging
algorithm is an ensemble algorithm which uses a single base-learner. It has one
component: a predictive algorithm which fulfills the role of base learner. Its
model structure is simply an ensemble of other models, and its optimization
strategy is an ensemble generation strategy, which tries to improve the ensem-
ble by adding new, preferably very different models. It does this by bagging:
sample the training data to get new training sets (bags) of a certain size, build
a new model using the base learner and repeat this a number of times. This
establishes two parameters as shown. To predict the outcome of new exam-
ples, it performs a simple majority vote over all models in the ensemble. Just
to clarify, while this model shows that the parameters actually belong to the
bagging procedure, they are defined as parameters of the general algorithm as
well. By describing these internal mechanisms it becomes possible to define
exactly how two similar algorithms differ from each other, and investigate the
effects this may have.
5.4 Conclusions
In this chapter, we have established an ontology for experimentation in machine
learning: a domain model that covers a large portion of the involved concepts
and the relationships between those concepts, thus providing a core vocabulary
on which we can build common, extensible representation languages to share
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thousands of experiments with the world, as well as database models which
allow queries on any aspect of the experimental setup, or on any aspect or
property of the involved learning algorithms and datasets.
While focussing on predictive accuracy and propositional datasets, the resulting
ontology is quite extensive. It treats experiments as workflows to allow the def-
inition of various types of experiments and includes the possibly extensive data
processing workflows that precede them. It also covers the experiment context
in which learning algorithm evaluations are performed, stating which were the
experimental variables, what hypotheses were tested and what was concluded
from the results. Next, we covered the various learner evaluation measures
that are used in current research, as well as the techniques used to estimate the
performance of predictive learning algorithms on unseen data. We also covered
the structure and properties of datasets to link them to the performance of
learning algorithms, and last but not least, we described the properties and
structure of learning algorithms themselves, including their parameters, inter-
nal components such as kernels, base-learners and distance functions, and their
internal learning mechanisms such as the representational model and optimiza-
tion strategy. All this is described in sufficient detail to reproduce the described
experiments exactly and to ask questions about many aspects of the underlying
components.
The end result is a very rich and well-structured vocabulary which, as we shall
see in the next chapter, allows to describe supervised classification experiments
in all their aspects. Still, it is also limited in many respects. First of all,
the ontology should be extended towards other tasks, such as unsupervised
learning. Furthermore, we did not investigate in depth how to handle other
types of experiments: simulation experiments, time series analysis and mining
data streams will probably require many extensions. Still, since an experi-
ment is presented as a workflow, it should be possible to design new workflows
that describe these experiments, and to translate them into database models
allowing the queries most useful in those domains. Regarding reinforcement
learning, lessons can be learned from the RL logbook project.5. Probably the
greatest caveat is that we do not yet store models in a way that allows us to
write queries about their structure. Here, many lessons may be learned from
inductive databases to remedy this (Fromont et al. 2007).
Yet, it provides a firm starting point for extensions in all these directions. It
allows researchers from various subfields of machine learning to add their own
additional concepts needed to describe their experiments, after which these
changes can be translated to new or updated markup languages and database
schemas for those subfields. It is also linked to wider ontologies, such as On-
toDM and EXPO, whose additional concepts facilitate the extension of this
ontology in breadth, while other ontologies, such as DMOP, allow to extend it
further in depth.
5http://logbook.rl-community.org/
In rivers, the water that you touch is the last of what
has passed and the first of that which comes; so with
present time.
Leonardo Da Vinci
Chapter Six
The ExpML Markup Language
Having developed a formal vocabulary for describing machine learning exper-
iments in the previous chapter, we can now start to use it to automatically
stream machine learning experiments from the software agents running the
experiments to local or online repositories where they can be analyzed and
reused by anyone interested in the results. In this chapter, we will introduce an
XML-based, formal representation language for machine learning experiments,
dubbed ExpML, based on the Expose´ ontology. As we shall see, this language is
a quite straightforward translation from ontological concepts to XML elements
and attributes, and from ontological relationships to XML syntax.
The automatic exchange and organization on machine learning experiments
enabled by such languages improves greatly over the current methodology in
machine learning, which is to only publish averaged results in papers. Indeed,
Soldatova and King (2006) argue that “at the beginning of the 21st century,
the formalization of scientific knowledge is no longer just a philosophical desir-
able, but a technological necessity.” More powerful experimentation tools and
computer clusters output ever large amounts of experiment data, which allows
us to perform ever more valuable and accurate research, but also increases the
need for empirical results to be filtered and organized automatically.
Moreover, it engenders a much more dynamic, useful and convenient way to
publish empirical investigations (Nielsen 2008):
... the journal system is perhaps the most open system for the
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transmission of knowledge that could be built with 17th century
media. [. . . ] This system has changed surprisingly little in the last
300 years. The Internet offers us the first major opportunity to
improve this collective long-term memory, and to create a collec-
tive short-term working memory, a conversational commons for the
rapid collaborative development of ideas.
Indeed, by sending our machine learning experiments onto the network and
into tools that automatically organize them, we build up a large collective
memory of empirical observations that can be tapped into by researchers all
over the world to speed up research and collaborate dynamically on certain
topics. Sharing experimental results makes them tremendously more valuable
than when they just sit on someone’s hard drive: they can fuel further research,
by many researchers, for years to come.
As shown in Figure 4.4, we wish to realize this in practice by extending data
mining software agents so they can import and export ExpML descriptions of
experiments. A number of data mining tools do already offer some features to
facilitate the logging and sharing of experiments, but unfortunately, each tool
uses its own format to describe the experiments, which only covers experiments
run with the tool in question. This is sufficient as a personal, although typically
unstructured log of experimentation, but does not allow the free exchange of
empirical information pursued here. To the best of our knowledge, the only
standardized language is the Predictive Model Markup Language (PMML)1,
which allows to exchange predictive models, but not detailed experimental se-
tups nor evaluations.
The remainder of this chapter is structured as follows. Since we want to make
sure that all shared experiments are reproducible, we shall first propose some
guidelines about the required minimal information about a machine learning
experiment in Section 6.1, somewhat similar to the MIAME guidelines men-
tioned in Section 4.3.2.1. In Section 6.2, we discuss how we can translate our
ontological domain model to an XML language, and illustrate this process and
the ensuing ExpML language using a real example. Section 6.3 concludes.
6.1 Minimal Information about an ML Experiment
In this section, we propose some simple guidelines to ensure that shared experi-
ments are reproducible. We consecutively discuss how the learning algorithms,
the datasets, and the evaluation procedures should be described to achieve this
goal.
1See http://www.dmg.org/pmml-v3-2.html
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6.1.1 Algorithms and Functions
When describing new algorithm implementations, one should ideally store a
complete symbolic description of the implementation of an algorithm, and ex-
periment databases could in fact be designed to store, for instance, the entire
source code. However, as a minimal requirement, formal descriptions should
provide the name and version of each algorithm, together with a pointer to
source code or an executable, so that the algorithm can be retrieved at any
time. Alternatively, since url’s do change, it might be interesting to give each
algorithm a unique identifier, similar to the identifiers given to scientific pub-
lications. Some identification of the environment (e.g. the required operating
system and libraries) and possibly some guidelines on how to setup and run
the algorithm complete this description.
Optionally, a description of the algorithm’s parameters can also be added to
describe, for instance, their function in the algorithm and which value ranges are
sensible. Moreover, we can also annotate the algorithm further with generally
known or calculated properties of the algorithm (see Section 2.5). It should
also be possible to define new algorithm properties at any time, preferably
accompanied by a detailed description of the exact procedure or formula used
to calculate them.
When describing experiments run with these algorithms, the values of all pa-
rameter settings should always be included. For randomized algorithms, we
must also store the seed for the random generator they use as another param-
eter. As such, an algorithm application is always a deterministic function. In
the cases where learning algorithms are dependent on other algorithms or func-
tions, such as base-learners, kernels or search functions, these should also be
described in the same way as we store algorithm applications, including any
parameter settings those methods may have. The exact composition of the
main algorithm should also be made clear.
6.1.2 Datasets
Similarly, to describe datasets, one can store name, version and a pointer to
a representation of the actual dataset. The latter could be an online text file
(possibly in multiple formats) that the algorithm implementations can read,
but it could also be a dataset generator together with its parameters (including
the generator’s random seed) or a detailed description of the data processing
workflow that produced it, including its structure, the data processing appli-
cations involved (again including their parameter setting) and a pointer to the
input dataset. If storage space is not an issue, one could also store the dataset
itself in the database. Optionally, characterizations of the dataset (see Section
2.4) can be attached to its description, and new data characterizations should
provide the procedure or formula used to calculate them.
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6.1.3 Evaluation Procedure
To correctly interpret (and repeat) the outcome of an experiment, we need to
describe exactly how the algorithm is run and evaluated as well. For instance, in
case we use a cross-validation procedure to estimate the predictive performance
of the algorithm on unseen data, this implies storing (a seed to generate) the
exact folds. In case a piece of code is used to perform this procedure, we could
again store it the way we did with algorithms, i.e. as a deterministic function.
Also the exact functions used to compute performance estimates (e.g. RMSE,
predictive accuracy,. . . ) should be described. To make the experiments more
reusable in various domains, it is advisable to compute a variety of frequently
used metrics, or to store the information from which they can be derived. In
the case of classifiers, the latter implies storing the full contingency table (see
Section 5.3.4).
Finally, to be able to verify the speed of an algorithm, i.e. how long it takes to
build a model, we also need to store a detailed description of the used machine
to be able to compare experiment runtimes. This is only an issue for comparing
runtimes, as most performance metrics are independent of the machine used.
One approach, currently used in several data mining challenges, is to report
the results of a benchmark process assessing the machine’s relative speed.
6.1.4 Models and Contexts
Even if an experiment is fully repeatable, there are other bits of information we
still might want to store. Indeed, another important outcome of the experiment
is the model generated by the algorithm. For instance, one could store specific
properties of these models, such as the time to learn the model, its size, and
model-specific properties (e.g. tree depth) for further analysis. If storage space
allows this, also a full representation of the model could be stored for later
visualization or analysis, e.g. using existing model description languages like
PMML, although it might be cheaper to rebuild the model if it is needed.
For predictive models, it is also useful to store the individual (probabilistic)
predictions for each example in the dataset as it allows the computation of
additional (or new) evaluation criteria without rerunning all experiments.
Moreover, as discussed in Section 5.3.3, an experiment is usually part of a range
of experiments created to test a certain hypothesis. Therefore, it would be
highly useful to describe exactly how this range of experiments was generated.
For instance, one could have run a fixed algorithm on a range of datasets, or
varied one of its parameter’s values using a normal distribution around the
default value. A detailed description of the exact experiment setup makes sure
that the complete range of experiments can be repeated at any time.
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6.1.5 Replicability versus Generalizability
Drummond (2009) remarks that replicability, the ability to obtain exactly the
same result under exactly the same conditions, should be discerned from ‘repro-
ducibility’, the ability to obtain the same result even if some conditions change.
“Reproducibility requires changes; replicability avoids them.” He claims that
replicating an experiment brings no new knowledge, and is harder to achieve
(requiring much more detail to be reported) than reproducing it, which at least
teaches us that a result is general enough to also hold under different conditions.
While this is a valid argument when we wish to build upon the conclusions
of other researchers, in which case the ability to obtain the same result even
if some conditions change should really be called ‘generalizability’, it is not
valid when we wish to build upon their exact experimental observations. For
instance, ‘the earth revolves around the sun on an elliptical path’ is a conclusion
that should be reproducible even with somewhat different measurements, but
when we want to investigate the exact shape or tilt of the ellipse not reported
in previous studies, we need the exact astronomical observations.
Reusing prior observations for further analysis is only possible if they are de-
scribed in sufficient detail to interpret them unambiguously, so that they can be
clearly related to new observations. The goal here is not to verify the outcome
per se, but rather to explore the results further. Also for browsing experimental
data stored in a database, having the specific conditions is extremely valuable
as a way to navigate the space of all possible experiments. While the queries
we write can be very general, the underlying data should be exact in order to
assure that the correct results are being returned.
6.2 From Ontology to Markup Language
Now we know which information we should share, we need to find a way to
express it in an unambiguous, machine-interpretable way. Using the Expose´
ontology as our core vocabulary offers us a principled approach to build such
a language: associate ontological concepts with XML elements, and express
ontological relationships to XML syntax. This translation process is especially
useful because it allows ontological extensions (e.g. to new machine learning
tasks) to be translated directly to updated ExpML definitions. These defini-
tions (e.g. in XML Schema Definition format) can then be used by researchers
to express their experiments in XML. Software interfaces, see Chapter 8, can
be build to automatically export the experiments of a certain data mining tool
to ExpML files, or upload them to a repository.
Only when ontological extensions are needed to support new kinds of exper-
iments does one have to translate the extensions into an updated XML defi-
nition, and adapt software interfaces to include the changes. The choice for
XML as our modeling language is quite straightforward: it is well-known and
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ubiquitous in software agents (e.g. web services) and many tools exist to create,
manipulate or verify XML data.
6.2.1 Operators and processes
First, we need to define which aspects of machine learning experiments we wish
to share. We can divide these in two groups:
• Definitions of new experimental operators, such as new algorithms, datasets,
evaluation functions and kernels, including known or measured properties
of these operators, such as dataset or algorithm characterizations. These
correspond to implementations, datasets and qualities in our ontology.
• The experimental setups and results, corresponding to planned processes
in our ontology: experiment workflows, data processing workflows, and all
their outputs, such as model evaluation results.
Because ontological relationships are more expressive than XML syntax, differ-
ent relationships between these concepts need to be translated quite differently.
Rather than producing a list of guidelines, we start from an example experi-
ment which we wish to share, and discuss how we can translate the different
relationships as they occur.
Our example is a real experiment (experiment 445080 in our experiment database)
which we want to express in ExpML: we will first describe a new dataset and
algorithm implementation, and then we perform an experiment in which the
dataset is preprocessed with a feature selection technique, and subsequently
used to evaluate the newly added algorithm implementation.
6.2.2 New Operators
6.2.2.1 Algorithm implementations
We start by describing a new algorithm implementation, i.e. WEKA’s imple-
mentation of the bagging algorithm. Figure 6.1 shows the ExpML description,
together with the corresponding Expose´ concepts above. First, we take the
core concept, learning algorithm implementation, and convert it into a sim-
ilarly named XML element. We used a shorthand, learner implementation,
since there is no ambiguity.
While this concept itself has no specific relationships with other concepts, it
inherits many relationships from its parent, algorithm implementation:
Has-part and has-participant For these relationships, the target simply be-
comes a nested XML subelement of the source. For instance, in Figure 6.1,
an algorithm implementation can contain multiple parameter implementations.
They occur in the XML code as nested elements of learner implementation.
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<expml >
<learner_implementation name="weka.Bagging " version ="1.31.2"
url="http://www.cs.waikato .ac.nz/..." language ="java" os="any"
libname ="weka" libversion="3.4.8" instance_of="bagging_algorithm"
classpath="weka.classifiers.meta.Bagging ">
<parameter_impl name="P" instance_of="bag_size ">
<property name="default_value" >100</property >
<property name="suggested_value_range" >20,40,60,70,80,90 ,100</ property >
</parameter_impl >
<parameter_impl name="I" instance_of="number_of_iterations">
<property name="default_value" >10</property >
<property name="suggested_value_range" >10,20,40,80 ,160</ property >
</parameter_impl >
<parameter_impl name="S" instance_of="random_seed">
<property name="default_value" >1</property >
</parameter_impl >
<learner_implementation role="base -learner "/>
<property name="performs_classification">true </property >
<property name="performs_regression">true </property >
<property name="handles_missing_values">true </property >
<property name="handles_numeric_attributes">true </ property >
...
</learner_implementation>
Figure 6.1: An algorithm implementation, in Expose´ and ExpML.
We shorten the names of implementation and application elements to ‘impl’
and ‘appl’.
Has-description We differentiate between two types here. In the first type,
the target concept is a subclass of identifier, e.g. name in Figure 6.1, in which
case the target becomes an attribute of the parent element: see the attributes
name, version, url and so on in the XML code. Moreover, if the identifier is
necessary for reproducibility (see previous section), it becomes a required at-
tribute in the XML schema definition so that ExpML files can be automatically
verified for repeatability.
In the second type, the target is a subclass of quality, in which case it becomes
an XML subelement called property with name-value attributes, as shown at
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the bottom of Figure 6.1. Note that parameter implementation also has has-
description relationships, likewise resulting in XML attributes and property
subelements.
Is-concretization-of This relationship points to the general, implementation-
independent description of algorithms, functions and parameters, which is ref-
erenced in an instance of attribute. Here, for instance, our algorithm im-
plementation is an instance of a bagging algorithm, shown at the very top of
Figure 6.1. The same goes for parameter implementations and their more gen-
eral, unambiguous names, e.g. bag size.
Has-component If a concept is an instance of another concept, it also inher-
its its relationships. Since our implementation is an instance of an ensemble
algorithm, it inherits a has-component relationship, a special case of the has-
participant relationship, pointing to a certain role to be fulfilled. The element
expected to fulfill that role, in this case another learner implementation, is
added as an subelement in the XML code. The role to be fulfilled, base-learner
in this case, is specified in a role attribute.
Part-of Finally, part-of relationships, here indicating that the algorithm im-
plementation is part of a programming library, are translated as attributes: the
libname and libversion attributes in the XML code.
6.2.2.2 Dataset
Figure 6.2 shows the definition of a new dataset. The translation to XML is
analogous to the previous example, with the exception that we don’t wish to
define new XML elements for every type of dataset, such as attribute-value table
as is the case here. We therefore use a type attribute to specify the kind of
dataset we are dealing with. Note that the dataset has features because it is
propositional, and a target feature because the data is labeled.
6.2.3 Experiment Workflows
Figure 6.3 shows, from bottom to top, a small experiment workflow, the expres-
sion of the first half of this workflow in ExpML and the corresponding parts
of the ontology. We start with the data processing workflow in the ontology,
which has datasets as input and output. A new type of relationship appears:
Has-specified-input The input of an element becomes an attribute, input
data, of the source element. Here, we first include our previously defined
dataset (assuming the dataset is known, a shorter reference suffices), and state
it as the input of the data processing workflow. To allow a flexible workflow
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<dataset name="kr-vs-kp" version ="1" repository="uci" type="attribute -value"
instance_of="classification_data" url="http ://...">
<target_feature name="class" index="-1"/>
<feature name="bkblk" index="0">
<property name="datatype ">{t,f}</ property >
</feature >
...
<feature name="class" index="37">
<property name="datatype ">{won ,nowin}</property >
<property name="entropy " >0.998576</ property >
</feature >
<property name="format">ARFF </ property >
<property name="number_of_features" >37</property >
<property name="number_of_instances" >3196</ property >
<property name="noise -signal_ratio" >30.3908 </property >
<property name="default_accuracy" >0.522215</ property >
<property name="landmarker_1NN" >0.672426</ property >
...
</dataset >
Figure 6.2: A dataset definition, in Expose´ and ExpML.
definition, inputs and outputs are given an id as one of their attributes. As such,
if a dataset with id=‘d1’ serves as an input, the receiving element will have an
attribute input data=‘d1’, or input data=‘d1,d2’ if it has more than one
input. has-specified-output works in the same direction. The output will get
an attribute output of=‘o1’, in which o1 is the id of the element creating the
output. All this is illustrated in Figure 6.3. An element can also have multiple
outputs (appear in the output of attribute of multiple elements). As such,
arbitrary complex workflows can be defined.
Our data processing workflow (Figure 6.3) contains a single participant: a data
processing application, i.e. a feature selection algorithm. It also requires an
input, which will be the same dataset as before, and has a participant: an
algorithm implementation. It can also have multiple parameter settings and
component settings, which will become XML subelements.
In this case, there are two components (see the has-component relationships
of the feature selection algorithm in the ontology): a feature subset evaluation
function and a search algorithm. Each component setting has a participant
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<dataset id="d1" name="kr-vs -kp" url="http://expdb.cs.kuleuven .be/...">
<target_feature name="class" index="-1" />
</dataset >
<data_processing_workflow id="op1" input_data="d1">
<data_processing_appl id="op2" input_data="d1">
<data_processing_impl name="AttributeSelection" version ="1.7"
libname ="weka"/>
<component_setting>
<function_appl role="feature_subset_evaluator">
<function_impl name="CfsSubsetEval" version ="1.26" />
</function_appl >
</component_setting>
<component_setting>
<search_algorithm_appl role="search_algorithm">
<search_algorithm_impl name="BestFirst" version ="1.28" />
<parameter_setting name="D" value="1"/>
<parameter_setting name="N" value="5"/>
</search_algorithm_appl >
</component_setting>
</data_processing_appl>
</data_processing_workflow>
<dataset id="d2" name="kr-vs -kp-AttrSelection -CfsSubsetEval -BestFirst -D1-N5"
url="http://expdb.cs.kuleuven .be/..." output_of="op1,op2">
<target_feature name="class" index="-1"/>
</dataset >
op1
d1
data processing workflow
op2 d2
kr-vs-kp-
AttrSel...
kr-vs-kp
op3
learner evaluation
e1
model evaluation result
p1
prediction result
data processing appl
Figure 6.3: An experimental workflow (data preprocessing) in Expose´ and
ExpML
6.2. FROM ONTOLOGY TO MARKUP LANGUAGE 145
assumed to fulfill each of these roles. In the ontology, a realizes relationship
indicates which processes can fulfill them. The first is a function application,
hence the inclusion of a function appl element in the XML code of component
setting, with a role attribute signaling the role it is fulfilling. It also has a
participant: a function impl.
The second is a search algorithm appl that, next to the implementation,
also has some parameter settings, as indicated in the XML code. Note that we
make a small exception here: normally, a parameter impl subelement should
be included in the parameter setting. Still, as an algorithm will only use
its own parameter implementations, we chose for a more compact and more
readable representation, in which simply the name is added as an attribute.
The resulting dataset, dubbed ‘d2’ is then described in the last lines of XML
code in Figure 6.3, stating that it is the output of the data processing applica-
tion ‘op2’ and of the entire data processing workflow ‘op1’.
6.2.4 Experiment Evaluation and Results
As shown in the second part of the workflow at the bottom of Figure 6.3, this
datasets serves as the input for a learner evaluation, which will in turn produce
a model evaluation result and a prediction result.
The ExpML description is shown in Figure 6.4, and the corresponding onto-
logical concepts in Figure 6.5. It consists of a learning algorithm application
complete with parameter and component settings (in this case including a base
learner application with its own parameter settings), a performance estimation
application (in this case 10-fold cross-validation) and a list of evaluation func-
tions to assess the produced models, pointing to their precise implementation.
This level of detail is important to assess whether the results of this evaluation
can be confidently reused. Indeed, there are many pitfalls associated with the
statistical evaluation of algorithms (Salzberg 1999; Bradford and Brodley 2001;
Demsar 2006; Dietterich 1998). By stating exactly which techniques were used,
it will be easy to query for trustworthy results. For instance, when comparing
algorithms with cross-validation, it is important that the same folds are used
for all algorithms. By stating the cross-validation implementation and the ran-
dom seeds used in this experiment, it is possible to check if this is the case, and
also to rebuild those exact same folds for further experimentation. Although
not shown here, it is also possible to define each fold as a dataset (with a down-
load url), and to state these datasets in the performance estimation application
description as components fulfilling a ‘cross-validation fold’ role.
The output of the experiment is shown next, consisting of all evaluation results
(also stating the machine used in order to interpret cpu time) and all predic-
tions, including the probabilities for each class. Storing predictions is especially
useful if we want to apply new evaluation metrics afterwards without rerunning
all prior experiments. We do not provide a format to describe models, as there
already exist such formats (e.g. PMML).
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<learner_evaluation id="op3" input_data="d2" series ="exp1"
experiment_id="445080 ">
<learner_appl id="op4">
<learner_impl name="Bagging " version ="1.31.2.2 " libname ="weka"/>
<parameter_setting name="P" value="100"/>
<parameter_setting name="I" value="10"/>
<parameter_setting name="S" value="1"/>
<component_setting>
<learner_appl role="base -learner ">
<learner_impl name="REPTree " version ="1.19.2.2 " libname ="weka"/>
<parameter name="M" value="2"/>
<parameter name="V" value="0.0010"/>
<parameter name="N" value="3"/>
<parameter name="S" value="1"/>
<parameter name="L" value="-1"/>
</learner_appl >
</component_setting>
</learner_appl >
<performance_estimation_appl id="op5">
<performance_estimation_impl name="Evaluation.crossValidateModel".../>
<parameter_setting name="numfolds " value="10"/>
<parameter_setting name="random" value="1"/>
</performance_estimation_appl >
<model_evaluation_function_appl name="predictive_accuracy">
<model_evaluation_function_impl name="Evaluation.pctCorrect".../>
</model_evaluation_function_appl >
...
</learner_evaluation>
<model_evaluation_result id="e1" output_of="op3">
<machine >vic_ni -09-10</ machine >
<evaluation name="build_cputime" value="2.25"/>
<evaluation name="build_memory" value="36922896 "/
<evaluation name="mean_absolute_error" value="0.01712292"/>
<evaluation name="root_mean_squared_error" value="0.08567175"/>
<evaluation name="relative_absolute_error" value="0.03431352"/>
<evaluation name="root_relative_squared_error" value="0.17151280"/>
<evaluation name="predictive_accuracy" value="0.99123905"/>
<evaluation name="kappa" value="0.98243855"/>
<evaluation name="confusion_matrix" value="[[won ,nowin ] ,[1660,19],[9 ,1508]]"
/>
<evaluation name="precision_array" value="[[won ,nowin ] ,[0.9887 ,0.9941]] "/>
<evaluation name="recall_array" value="[[won,nowin ] ,[0.9946 ,0.9876]] "/>
<evaluation name="fmeasure_array" value="[[won ,nowin ] ,[0.9916 ,0.9908]] "/>
<evaluation name="precision_mean" value="0.991376 "/>
<evaluation name="recall_mean" value="0.991082 "/>
<evaluation name="fmeasure_mean" value="0.99122 "/>
...
</model_evaluation_result>
<prediction_result id="p1" output_of="op3">
<prediction instance ="0000" value="won">
<probability outcome ="won" value="0.98589249"/>
<probability outcome ="nowin" value="0.0141075011"/>
</prediction >
...
<prediction instance ="3195" value="nowin">
<probability outcome ="won" value="0.0101243029"/>
<probability outcome ="nowin" value="0.98987569"/>
</prediction >
</prediction_result>
</expml >
Figure 6.4: An experimental workflow (setup and results) in ExpML
6.2. FROM ONTOLOGY TO MARKUP LANGUAGE 147
experiment 
workflow
singular
experiment
learner 
evaluation
learning algorithm 
application
has participant
performance 
estimation 
application
has participant
has specified 
output
machineis executed 
on
dataset
model 
evaluation 
result
has specified
 input
parameter
setting
has 
participant
component
setting
has 
participant
model evaluation 
function application
has participant
prediction 
result
model
has specified 
output has specified output
evaluation
prediction
has part
has part
algorithm 
application
planned 
process
algorithm 
implementation
has 
participant
has specified 
input
model evaluation 
function implementation
has participantKD workflow
has specified input
has description
has description
algorithm 
component rolerole
algorithm role
function role kernel
base-learner
has  participant parameter 
implementation
has  
participant
realizes
learning algorithm 
implementation
has participant
probability
has part
has participant
Figure 6.5: An experimental workflow (setup and results) in Expose´
<composite_experiment id="exp1">
<author_details >...</author_details >
<bibliographic_reference >...</bibliographic_reference >
<task >classification </task >
<experimental_design name="one -factor -at-a-time">
<variable type="controlled" name="P" >20, 30, 40 ... 100</ variable >
<variable type="controlled" name="I" >10, 20, 40 ... 160</ variable >
<variable type="controlled" name="base_learner">All non -ensemble
classification algorithms with default parameters.</ variable >
<variable type="uncontrolled">machine </variable >
</experimental_design>
<goal >...</goal >
<hypothesis >...</hypothesis >
<conclusion >...</conclusion >
</composite_experiment>
Figure 6.6: Context of an empirical study.
6.2.5 Experiment Context
Finally, next to individual results, the context in which scientific investigations
are conducted is also of great use to correctly interpret their outcome. An
example description is shown in Figure 6.6 and the corresponding part of the
ontology can be found in Figure 5.7. Note that is has an id which is referenced in
the learner evaluation in Figure 6.4. We don’t nest all singular experiments
in one element since this would inhibit parallel execution of learner evaluations.
First of all, it covers the experimental setup including a specific experimental
design (automated or involving humans) and the considered (un)controlled and
(in)dependent variables. Second, bibliographical information is stored to cross-
reference experiments and publications, so that, given a publication, we can
easily locate the associated experiments. On a final note, it is also worthwhile
to state the goals, hypotheses and conclusions of a study, if only to look up
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whether a certain topic has been investigated before. This is especially useful
for small-scale studies or studies with negative results, which are nearly im-
possible to publish in most sciences, but can be freely published as ExpML
descriptions and stored in public experiment databases. Submitting them to
an experiment database provides a way of saying “I tried this because I thought
it was interesting or made perfect sense, but it didn’t work”. The conclusions
could provide an explanation why the approach did not work, so that later
researchers do not venture down the same blind alleys.
6.3 Conclusions
Returning to the the conceptual framework of experiment databases depicted
in Figure 4.4, it is clear that their successful realization hinges on practical for-
mal description languages for machine learning experiments. They are key in
allowing experiments to be freely shared and reused within the machine learn-
ing community, and in enabling data mining tools to automatically stream
experiments over the network to other software agents or central experiment
repositories. In Section 4.4.2, we demanded that such a language be very flexi-
ble: it should capture the basic structure of machine learning experiments, yet
allow each element (e.g. algorithms, kernels, datasets, evaluation metrics,...) to
be described further to define the exact setup and cover task-specific properties.
In this chapter, we have hurdled this challenge by casting the ontological vo-
cabulary developed in the previous chapter into a formal, XML-based language
dubbed ExpML. By consistently translating the involved concepts and their
relationships to XML elements and syntax, we obtain a flexible language that
describes experiments as workflows and defines the exact, arbitrarily complex
composition of all involved operators. Moreover, any ontological extensions to-
wards other types of experiments can be translated in the same fashion, thus
allowing ExpML to adapt quickly to other subfields or changing needs.
We have illustrated this translation process and the flexibility of the ensuing
language by using a real experiment as it was run, described and stored in our
experiment database. Moreover, a set of guidelines was presented about the
minimal amount of information that should be included to make sure the ex-
periments are reproducible. In our XML definition, these are listed as required
attributes. As such, any submitted ExpML files can be automatically veri-
fied for completeness. A formal definition of the language in the XML Schema
Document (XSD) format is available online (http://expdb.cs.kuleuven.be).
Next to making sure that experiments are reproducible, ‘publishing’ them in
ExpML adds real value to experimental results: they become part of a large
collective memory of empirical observations that can be tapped into by re-
searchers all over the world to speed up research and collaborate dynamically.
Exactly how all these ExpML descriptions can be organized for quick and effi-
cient analysis will be shown in the next chapter.
The men of experiment are like the ant, they only collect and use;
the reasoners resemble spiders, who make cobwebs out of their own
substance. But the bee takes a middle course: it gathers its
material from the flowers of the garden and of the field, but
transforms and digests it by a power of its own.
Francis Bacon
Chapter Seven
Anatomy of an Experiment
Database
In the previous chapter, we have introduced ExpML, a formal description lan-
guage that allows data mining tools to automatically send all performed exper-
iments onto the network in a unified fashion. With the Internet now teeming
with data mining experiments, the final step is to gather and organize all this
empirical and theoretical information in searchable experiment databases. In
doing so, each singular experiment becomes a point in the space of all possible
experiments, immediately linked to all known theoretical information about its
components. We can then explore this space to locate, rearrange, and reuse ex-
periments of interest in many future studies. The ensuing benefits for machine
learning research were already discussed in detail in Chapter 4, so we will not
repeat them here.
In this chapter, we discuss how to design such experiment databases in standard
relational database systems, and introduce a pilot implementation. Since every
successful database design starts with a good conceptual model of the data
that is to be stored, we will again start from the Expose´ ontology, described in
Chapter 5, to define a detailed database model for classification experiments
that allows to write queries about the many aspects of learning behavior that
are covered by that ontology. The range of questions that can be answered in
this fashion, in just one or perhaps a few queries, will be amply illustrated in
Chapter 9. Moreover, as with ExpML, this coupling will allow future refine-
149
150 CHAPTER 7. ANATOMY OF AN EXPERIMENT DATABASE
laid
eid
experiment
evaid
did
sid
laid
learner_application
did
data
evaid
evaluator_application
eid
evaluation
eid
classification_prediction
sid
study
eid
admin
Figure 7.1: The experiment table in the experiment database.
ments and extensions of the ontological domain model (e.g. to other tasks) to
be translated more easily into refinements of the database, or to develop new
databases optimized for other types of experiments.
In the remainder of this chapter, we will first provide some concise guidelines
on how to translate ontologies into relational database models and apply them
to our Expose´ ontology to design a pilot experiment database for classification
in Section 7.1 . In Section 7.2, we fill this database with algorithms, datasets,
and a myriad of classification experiments. Section 7.3 concludes.
7.1 From Ontology to Database Model
Databases are typically designed based on a conceptual entity-relationship
model that models entities, attributes and relationships which are then con-
verted into tables, columns and relations between tables. While ontological do-
main models are much more expressive, and are more suitable for the conceptual
modeling of scientific domains in high detail, unfortunately, there is no straight-
forward way to convert them into relational database models. Still, there do
exists some general guidelines (El-Ghalayini et al. 2007), which we shall ap-
ply here, resulting in a database model for our pilot experiment database. We
will subsequently cover the parts of the database used for storing experiments,
learning algorithms, datasets (and data processing workflows), evaluation tech-
niques, outputs (evaluations and predictions) and finally the context and exe-
cution of experiments.
7.1.1 Experiments
The database model is necessarily dependent on the kind of experiment that
needs to be stored (although multiple types can be stored in the same database).
In our pilot experiment database, we focus on learner evaluations, yielding a
single table simply called experiment. Figure 7.1 shows that, as in the corre-
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Figure 7.2: Learning algorithms in the experiment database.
sponding part of Expose´ shown in Figure 5.5, such an experiment has the par-
ticipants learner application,performance estimation application (shortened to
evaluator application) andmodel evaluation functions, the latter of which is bet-
ter linked to the evaluation table (see table evaluation metric in Figure 7.5).
An experiment also has an input dataset (simply called data), and two outputs:
model evaluation function applications (here: evaluations) and models, from
which we store the prediction result (here: classification predictions). It
is in itself part of a composite experiment, called study. A final table contains
some administrative information about the experiment execution (e.g. the ma-
chine on which it ran).
As such, every experiment (and its outcome) becomes a point in the space
spanned by all learner applications, datasets and evaluator applications, which
can be explored simply by adding or dropping constraints about these dimen-
sions.
7.1.2 Learning Algorithms
With the basic structure set, we can start to translate more specific parts of
the ontology, starting with the composition of learning algorithm applications,
shown in Figure 5.12. We translate all the relationships of the concept algorithm
application (learning algorithm application’s parent class), the result of which
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is shown in Figure 7.2. While many other aspects, such as database perfor-
mance, influence our design decisions, we mostly used the following guidelines
(El-Ghalayini et al. 2007):
• Classes can be mapped to entities (tables), under some constraints: the
table should also contain some meaningful attributes or relations. More-
over, one has to define a useful level of abstraction. Since it would be
counterproductive to have separate tables for each type of algorithm de-
fined in the ontology (indeed, algorithm comparisons would become very
laborious), we only withheld tables at the level of learning algorithms (ap-
plication, implementation, and general specification), as shown in Figure
7.2. The names of specific types of learning algorithms will however still
occur in the database as rows in a table (see table learner in Figure
7.2) and used in queries. Likewise, many of the more specific concepts
will become rows in a table that lists specific elements of that type, for
instance, evaluation functions (see table evaluation metric in Figure
7.5) and dataset properties (table data property in Figure 7.3). Other
concepts are eschewed for being too general: we don’t have a table for
the top-level quality concept, but we do for algorithm property (table
‘learner property’ in Figure 7.2).
• Intrinsic property relationships, meaning relationships with concepts that
belong only to a certain class, are mapped to attributes (columns). As
such, every has-description relationship to identifiers becomes an at-
tribute in a database table. In Figure 7.2, learner implementation gets
the attributes name, version, url, and so forth. Other relationships of this
kind, like has-model-structure also become attributes.
• Emergent property relationships, with concepts not belonging to a certain
class (e.g. the number of instances property of datasets) become relations,
or linking tables in the case of many-to-one relationships. For instance,
the has-description relation between learning algorithm implementation
and algorithm property becomes the learner property value linking
table between learner implementation and learner property in Fig-
ure 7.2. The forked arrow tail indicates that there can be many learner
property value assignments for each learner implementation.
• Any has-part or has-participant relationship in the ontology becomes a re-
lation between database tables. In fact, most relationships in the database
model are of this type. Moreover, has-specified-input and has-specified-
output are also specific kinds of has-participant relationships. In Fig-
ure 7.2, a learner application can have multiple learner parameter
setting participants, and a learner parameter setting has a learner
parameter participant.
• Other ontological relationships simply have to be translated according to
their meaning. For instance, the is-concretization-of relationship between
a learning algorithm implementation and the general learning algorithm
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also becomes a simple relationship in the database model linking algo-
rithm implementations with their more general definitions also shown in
Figure 7.2).
Reviewing the database model in Figure 7.2, we see it shows that learning
algorithms are composite, parameterized objects, and that learner application
stores the exact configuration used in an experiment. It can have multiple
learner parameter settings, each linked to a specific learner parameter storing
all known theoretical information about its use, such as default values and
suggested value ranges. We separate between parameter implementations and
general parameters through the alias attribute which states the general name
of the parameter. The is default attribute flags the application with all
default parameter settings. A learner application can also be composed out of
learner components, which play a certain role, and can either be a learner
application, kernel application or function application, each of which can in turn
have its own parameter settings (and further component settings in the case of
a learner). Although a kernel is actually also a function, we provide a separate
table to store kernel-specific information and make queries more interpretable.
All this completely defines the learning algorithm configuration: queries can
select the values of all parameters and components in a learning algorithm and
query constraints allow to zoom in on results for specific settings.
Experiment results are also linked to theoretical information about the algo-
rithm attached to the learner implementation, which also links to the general
learner and has a list of learner properties (e.g. its bias-variance profile
or noise resilience). As said before, the one-to-many relationship calls for two
tables here: one for storing the properties (e.g. their name and formula) and
one for storing the value of each property.
7.1.3 Datasets and Data Processing
Figure 7.3 shows how datasets and data processing workflows are stored, fol-
lowing the parts of the ontology shown in Figure 6.2 (structure and properties)
and Figure 6.3 (data processing). Data represents any dataset, original or
preprocessed by (the output of) a preprocessing step. The latter is a link-
ing table necessary because multiple datasets can be required as input for a
preprocessor application. A (data processing) workflow is a named collec-
tion of preprocessing steps. Since preprocessors are algorithms, they also have
an implementation and can also use a series of parameter settings. We can
thus store the exact workflows used to generate a certain dataset, and query
for datasets preprocessed in a specific way.
Theoretical information about the datasets is also attached, and thus linked
to all experiments using them. First, a dataset contains multiple data features
(some of which can be targets), described by their name and data type, and both
entire datasets and data features can have multiple theoretical data properties.
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Figure 7.3: Datasets and data processing in the experiment database.
7.1.4 Evaluation Techniques
Performance estimation applications, shortened to evaluator applications,
such as 10-fold cross-validation, are stored very similarly to learning algorithms,
as shown in Figure 7.4. Like all algorithms, they can have a range of parameter
settings and contain an implementation which, in turn, concretizes a more
general evaluator.
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Figure 7.4: Performance estimation techniques in the experiment database.
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Figure 7.5: Experiment outputs in the experiment database.
7.1.5 Outputs: Evaluations and Predictions
Figure 7.5 shows the outputs of a learner evaluation experiment. First, we store
all (probabilistic) classification predictions, but because of their sheer volume,
we save them as a compressed string. This means they cannot be directly
queried, but they can be expanded in the software interface (see Chapter 8).
Next, we have three tables for three kinds of evaluations. The model evalua-
tion function application concept in Figure 5.5 is represented in three tables
depending on the structure of the result. The first is the standard evaluation,
in which case the result consists of a single value. It is linked to the evaluation
metric implementation function that computed it, which is in turn linked to
the general evaluation metric (e.g. predictive accuracy). The second kind
is an array of per-class evaluations of binary evaluation metrics, each time
assigning one class to be positive and the remaining ones to be negative, as
discussed in Section 5.3.4. The third kind is the complete confusion matrix,
also previously discussed in Section 5.3.4.
7.1.6 Context and Execution
Finally, Figure 7.6 shows a table containing information about the execution
of the experiment as well as the study (composite experiment) to which a sub-
mitted learner evaluation belonged. The corresponding part of the ontology
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is shown in Figure 5.7. A study contains the context in which a group of ex-
periments was executed, including textual descriptions of the hypotheses, goals
and conclusions of the study. It can also contain a specific experiment design
and the list of variables and their range of values that were varied in the de-
sign. One can also search for submitted experiments associated with published
papers or a certain author.
7.2 Populating the Database
As we want to use this database to gain insight into the behavior of machine
learning algorithms under various conditions, we first need to populate it with
very diverse experiments.
First, we need to add the necessary implementations and datasets. We se-
lected 54 well-known classification algorithms from the WEKA platform (Hall
et al. 2009) and inserted them together with detailed descriptions of all their
parameters (e.g. sensible value ranges). We also added a range of simple
algorithm properties (e.g. the representation model used). Next, we added
a cross-validation procedure and two bias-variance decomposition implemen-
tations (Kohavi and Wolpert 1996), also from WEKA, as well as 45 imple-
mentations of evaluation measures. Concerning datasets, 149 commonly used
datasets were taken from the UCI repository and inserted together with 56 data
characteristics, calculated for each dataset. Finally, two data preprocessor im-
plementations were added: feature selection with Correlation-based Feature
Subset Selection (Hall 1998), and a subsampling procedure.
To generate a sample of classification experiments that covers a wide range
of conditions, while also allowing to test the performance of some algorithms
under very specific conditions, three series of experiments were performed, in
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which a number of algorithms were explored more thoroughly than others:
• A first series of experiments simply varied the chosen algorithm, running
them with default parameter settings on all datasets.
• To study parameter effects, a second series varied the parameter set-
tings, with at least 20 different values, of a smaller selection of popular
algorithms: SMO (a support vector machine (SVM) trainer), Multilayer-
Perceptron, J48 (C4.5), 1R, RandomForest, Bagging and Boosting. Next
to parameter settings, component settings were are also varied: two dif-
ferent kernels were used in the SVM, with their own range of parameter
settings, and all non-ensemble learners were used as base-learners for en-
semble learners. In the case of multiple varied parameters, we used a
one-factor-at-a-time design: each parameter is varied in turn while keep-
ing all other parameters at default.
• Finally, a third series of experiments used a random sampling design to
uniformly cover the entire parameter space (with at least 1000 settings)
of an even smaller selection of algorithms: J48, Bagging and 1R.
All parameter settings were run on all datasets, and for all randomized algo-
rithms, each experiment was repeated 20 times with different random seeds.
More detailed information on exactly which parameter settings were used can
be found in the stored experiment context descriptions.
As for the evaluation procedure, all experiments were evaluated with 10-fold
cross-validation, using the same folds on each dataset, using all 45 evaluation
metrics. A large portion was additionally evaluated with a bias-variance anal-
ysis.
In total, the experiment database currently contains over 650,000 experiments
and is in itself a contribution to the machine learning community. It can be
publicly accessed online using various interfaces, as shall be shown in the next
chapter.
7.3 Conclusions
In this chapter, we have investigated how machine learning experiments can
be intelligently organized in searchable experiment databases. Starting from
the Expose´ ontology, we derived a detailed database model for classification
experiments that allows us to write queries about the many aspects of learn-
ing behavior that are covered by the ontology. In this database model, each
singular experiment becomes a point in the space of all possible experiments,
immediately linked to all known theoretical information about its components.
By querying it, we can quickly locate and rearrange thousands of experiments,
and reuse them in many future studies.
More specifically, the database is designed in such a way that we can:
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• explore the space spanned by all learner applications, evaluator applica-
tions, datasets and the evaluation outcome simply by adding or dropping
constraints about these dimensions in queries.
• write queries to select the values of specific parameters and internal com-
ponents of complex learning algorithm configurations. Conversely, by
adding constraints on these internal components we can zoom in on ex-
perimental results obtained with very specific algorithm configurations.
• store the exact workflows used to generate a specific dataset, and query
for datasets preprocessed in a specific way.
• link all empirical results generated by experiments to stored theoretical
information about the learning algorithms and datasets (or single data
features).
• search for submitted experiments associated with published papers or a
certain author.
Finally, since we want to use this database to gain insight into the behavior of
machine learning algorithms under various conditions, we populated it with a
myriad of very diverse experiments on many algorithms and many datasets.
Conclusions Part I
In this part of the thesis, we have set out to organize the world’s machine
learning information, or at least a portion of it. Through a community-based
approach to machine learning experimentation, we aim to create a collabora-
tive workspace in which researchers can freely exchange experimental results.
In a first step to this ideal, we offer tools that allow the massive streams of
experiments that are being executed to evaluate learning algorithms to be au-
tomatically shared and gathered into open repositories, experiment databases,
that automatically organize all the meta-data so it becomes easily accessible to
all, and can be investigated in depth simply by writing queries.
We can summarize the benefits of this approach as follows:
Reproducibility The database stores all details of the experimental setup, thus
attaining the scientific goal of truly reproducible research.
Reference All experiments, including algorithms and datasets, are automat-
ically organized in one resource, creating a useful ‘map’ of all known
approaches, their properties, and results on how well they fared on pre-
vious problems. This also includes negative results, which usually do not
get published in the literature.
Visibility New learning algorithms will pop up in relevant queries.
Reuse It saves time and energy, as previous experiments can be readily reused.
Generalizability It enables larger and more generalizable studies. Studies cov-
ering many algorithms, parameter settings and datasets are hugely ex-
pensive to run, but become much more feasible if a large portion of the
necessary experiments are available online.
Integration The formalized descriptions of experiments also allow the integra-
tion of such databases in data mining tools, for instance, to automatically
log and share every experiment in a study or to reuse past experiments
to speed up the analysis of new problems.
In Chapter 4, we started off by outlining the need for greater reproducibility,
generalizability and interpretability in machine learning research. To learn from
previous practical applications of experiment repositories, we looked to so-called
e-Sciences, where they have, in some form or another, been applied successfully
for some time now, particularly in bioinformatics, astrophysics and high-energy
physics. From this, we learned that they all seem to have evolved towards
online, public infrastructures for experiment exchange, using more or less the
same three components: ontologies, formal experiment description languages,
and searchable repositories.
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Additional considerations specific to machine learning led to a conceptual frame-
work for collaborative experimentation in machine learning.
In Chapter 5, we have established Expose´: an ontology for experimentation
in machine learning. It covers a large portion of the involved concepts and their
relationships, thus providing a core vocabulary on which we can build common,
extensible representation languages and database models.
While focussing on supervised classification and propositional datasets, the re-
sulting ontology is quite extensive. It treats experiments as workflows to allow
the definition of various types of experiments and includes the possibly exten-
sive data processing workflows that precede them. It also covers the experi-
ment context in which individual learning algorithm evaluations are performed,
the various learner evaluation measures and performance estimation techniques
that are used in current research, the structure and properties of datasets and
of learning algorithms. The latter include their parameters, internal compo-
nents such as kernels, base-learners and distance functions, and their internal
learning mechanisms.
In Chapter 6, we have cast the ontological vocabulary developed in the pre-
vious chapter into a formal, XML-based language, dubbed ExpML. By con-
sistently translating the involved concepts and their relationships to XML ele-
ments and syntax, we obtain a flexible language that describes experiments as
workflows and defines the exact composition of all involved operators. More-
over, any ontological extensions towards other machine learning tasks and other
types of experiments can be translated in the same fashion, thus allowing
ExpML to adapt quickly to other subfields or changing needs.
We have illustrated this translation process and the flexibility of the ensuing
language by using a real experiment as it was run, described and stored in
our experiment database. Moreover, a set of guidelines was presented about
the minimal amount of information that should be included to make sure the
experiments are reproducible. As such, any submitted ExpML files can be
automatically verified for completeness.
In Chapter 7, we have investigated how machine learning experiments can be
intelligently organized in searchable experiment databases. Starting from the
Expose´ ontology, we derived a detailed database model for classification exper-
iments that allows to write queries about the many aspect of learning behavior
that are covered by the ontology. In this database model, each singular exper-
iment becomes a point in the space of all possible experiments, immediately
linked to all known theoretical information about its components. By querying
it, we can quickly locate and rearrange thousands of experiments, and reuse
them in many future studies.
Finally, since we want to use this database to gain insight in the behavior of
machine learning algorithms under various conditions, we populated it with a
myriad of very diverse experiments on many algorithms and many datasets.
Part II
Learning From the Past
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Outline Part II
While in the previous part of this thesis, we described how to organize large
amounts of empirical machine learning results in experiment databases, this
part is concerned with using these experiment databases to learn from past
experiments and gain new insights.
First, Chapter 8 describes how to access the experiment database. Two separate
interfaces will be defined:
• A software interface that can be used by data mining tools to interact with
locally set up experiment databases as well as online, global experiment
repositories. We will also use one popular data mining toolbox, WEKA,
and extend it to import ExpML experiment setups, run them, and return
the results.
• An intuitive query interface that allows users to easily compose database
queries and visualize the returned results. An online web interface and
a desktop explorer tool are shown, and the use of an intuitive graphical
point-and-click interface is demonstrated.
Next, Chapter 9 will use the experiment database described in Chapter 7 and
the query tools in the previous chapter to evaluate how easily the results of
previously stored experiments can be exploited for the discovery of new insights
into a wide range of meta-learning questions, as well as to verify a number of
recent studies.
More specifically, we distinguish between three types of studies, increasingly
making use of the available meta-level descriptions, and offering increasingly
generalizable results:
1. Model-level analysis. These studies evaluate the produced models through
a range of performance measures, but consider only individual datasets
and algorithms. They identify HOW a specific algorithm performs, either
on average or under specific conditions.
2. Data-level analysis. These studies investigate how known or measured
data properties, not individual datasets, affect the performance of algo-
rithms. They identify WHEN (on which kinds of data) an algorithm can
be expected to behave in a certain way.
3. Method-level analysis. These studies don’t look at individual algorithms,
but take general properties of algorithms (e.g. their bias-variance profile)
into account to identify WHY an algorithm behaves in a certain way.
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Simplicity is the ultimate sophistication.
Leonardo da Vinci
Chapter Eight
Interfaces: Hiding the Complexity
Returning to our conceptual framework for collaborative experimentation in
machine learning in Figure 4.4, we find that we have now covered three of the
five boxed components: the ontology (Expose´), experiment markup language
(ExpML) and experiment database (ExpDB). Two components remain: an API
to build uniform experiment instances out of all necessary details (and express
them in ExpML), and a query interface that allows users to easily compose
database queries and thoroughly analyze the returned data.
Indeed, while the fine-grainedness of the experiment database model (see Chap-
ter 7) allows very flexible querying, it also means that the resulting SQL queries
tend to become rather complex when different aspects of machine learning ex-
periments (e.g. algorithms, datasets and evaluations) need to be linked to-
gether, simply because many tables need to be joined.
However, we can also use the inherent structure of the model to our advantage,
and in this chapter, we will use it to design intuitive interfaces that hide this
complexity from the user.
First, Section 8.1 discusses the API and how it was used to run and store all the
experiments currently available in the experiment database. Next, we discuss
the available database interfaces: an online web interface and a desktop ex-
plorer tool, in Section 8.2. Finally, Section 8.3 illustrates the use of a graphical
query tool that allows to compose queries through an intuitive point-and-click
interface. Section 8.4 concludes.
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Figure 8.1: Software Components
8.1 Software Components
Figure 8.1 shows the various software components involved in using experi-
ment databases to run and analyze machine learning experiments. Perhaps
the most important component is the ExpML Interface, which allows other
software agents to build uniform experiments as described in this thesis. The
current version provides a Java API to build such experiment instances pro-
grammatically, and to import/export them from/to ExpML files or ExpDBs.
The details required by the API include all information necessary to reproduce
the experiment and organize its results. We won’t discuss any implementation
details here: JavaDocs and other documentation is provided on the database
website, and the source code contains a series of working examples to illustrate
its use.
The next component, the core of our system, offers various ways to manipulate
experiment instances. First, it contains an experiment generator which creates
new experiments according to a few implemented experiment design meth-
ods. Second, it interfaces with the MySQL implementation of our experiment
database, connecting remotely to it using RMI (Remote Method Invocation):
it stores new experiments and extracts any necessary information. Third is
the experiment runner, which connects to high throughput computing (HTC)
systems to quickly run many experiments. It sends an ExpML description of
every experiment setup (without the output evaluations and predictions) to-
gether with a job description needed for the HTC job scheduling systems.
To execute the experiments, we wrote a wrapper around the WEKA toolbox,
that imports the experiment in ExpML, runs it using the WEKA platform,
and exports the finished experiment again in ExpML. A full integration into
WEKA is also planned as future work. Finally, all finished experiments are
returned to the core system and stored in the database.
The last component is the query interface, which connects to the database
through a PHP server and that uses JSON (JavaScript Object Notation, a
simple data-interchange format), to describe the returned results.
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Figure 8.2: The ExpDB Web Interface
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Up-to-date documentation and information about this framework can be found
online at http://expdb.cs.kuleuven.be. This includes all source code, database
schemas, OWL-DL descriptions of Expose´ and XSD descriptions of ExpML, all
licensed under GPLv2 or higher.1 All this allows to quickly set up new experi-
ment databases, and even to adapt them to specific needs.
8.2 Interfaces
The database can be accessed through two query interfaces: an online interface
on the homepage itself and a desktop application. Both allow to launch queries
written in SQL, or composed using the graphical query tool discussed in Section
8.3. For both methods, many examples are available in the interfaces, including
the ones used in the next chapter.
8.2.1 An online interface
The online query interface, again available on http://expdb.cs.kuleuven.be,
is shown in Figure 8.2. The top part shows the query tool which will be
discussed in Section 8.3. After a query has been composed, the corresponding
SQL code is automatically generated and shown in the box below. The query in
question shows all predictive accuracy evaluations of all algorithms on dataset
‘anneal’. While the SQL query may seem complex, it simply selects the name of
the learner and the value of the evaluation and adds three constraints: that the
dataset should be ‘anneal’, that it should be original (not preprocessed), and
that the evaluation metric should be ‘predictive accuracy’. The remainder of
the query simply joins the necessary table together. The bottom part of Figure
8.2 shows the results. The web interface can show the results as a table or as a
2D-scatterplot, shown here. Since the query did not specify which parameter
settings should be used (and did not aggregate the results in any way), one
can clearly see the variation caused by the parameter settings. We will analyze
such results in depth in the next chapter. Besides the result table and the
scatterplot, a third option is to output the data in a certain format (e.g. csv)
so it can be analyzed by other tools.
8.2.2 A desktop application
The second interface, shown in Figure 8.3, is a desktop explorer tool with
additional functionality. First, the SQL query is updated in real time as the
query graph is altered, and it allows users to save and load graph queries
to/from a file. Second, it has additional visualizations: colorized 2D and 3D
scatterplots, so that experiments (points) can be colored based on algorithm,
1Part of desktop query interface uses code of the KNIME project (www.knime.org), and is
licensed accordingly.
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Figure 8.3: The ExpDB Explorer Tool
dataset, or any other feature, as well as Self Organizing Maps (SOMs) (Kohonen
1998): a clustering method that builds a two-dimensional map of the clusters.
SOMs can, for instance, be used to discover clusters of datasets that are similar
to each other based on their meta-features (Smith et al. 2002).
8.3 The graphical query tool
When one is unfamiliar with the structure of the experiment database, the best
way to query it is the graphical query tool. The best way to understand how
it works is simply to use it, although we’ll provide some guidance here as well.
As shown in Figure 8.4, it starts out with a simple graph showing the com-
ponents of an experiment. It is thus similar to Figure 7.1, but with a few
simplifications. First, nodes in double ellipses are ‘stacked’, which means that
there are other, more specific nodes beneath it. For instance, in the case of
learner there is a learner implementation and learner application node under-
neath that do link directly to experiment. They thus hide the details that may
not be needed at first, and allow to expand the query exactly as much as is
needed to compose the query. Second, ‘output’ is an artificial node that hides
the many possible outputs so as not to overload the graph.
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Figure 8.4: Collapsed query graph
8.3.1 Expanding the graph
Clicking on a node expands all its children, or when it is stacked, the stack
is laid open. Conversely, right-clicking a node collapses it. A simple physics
engine lays out the new graph automatically, although nodes can be manually
dragged as well. Figure 8.5(a) shows what happens if learner is clicked: the
learner implementation and learner application are shown, and below them,
there are hints : a list of children that may be of interest. In the case of
the learner implementation, it indicates that learning algorithm properties are
connected to the implementation, and in the case of the learner application, it
shows that it can be expanded to show component and parameter settings.
Figure 8.5(b) shows the expansion of the data node. Next to a node storing
data properties, it also allows to specify data workflows: the original dataset
becomes the output of a preprocessing step, which takes another dataset as
input. Input and output relations are shown by arrows on the edges. The pre-
processing step links to a preprocessor, which can be further expanded to reveal
the implementation and parameter settings. Click preprocessor step again to
bring up a second, third,... input dataset.
Figure 8.5(c) shows the expansion of the output node: it reveals four types of
output: evaluations, per-class evaluations, confusion matrices and predictions,
as previously shown in Figure 7.5. If one type of output is selected, the re-
maining ones and the output node disappear. Clicking evaluation yields the
graph shown in Figure 8.5(d), revealing an evaluation metric that allows to
choose a certain evaluation measure. Clicking evaluation a second time brings
the output node back again.
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(a) Learning algorithm expansion
(b) Data processing expansion
(c) Output expansion (d) Evaluation selection
Figure 8.5: Expanding the query graph
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(a) Selecting attributes (b) Composing constraints
Figure 8.6: Selecting attributes and composing constraints
8.3.2 Selecting attributes and composing constraints
Figure 8.4 shows that green brackets and red exclamation marks appear next
to each node. The green brackets are used to select attributes. As shown in
Figure 8.6(a), clicking the brackets brings up a list of all attributes (a quick
query is sent to the database to retrieve it). Clicking an attribute adds it to the
list of attributes selected by the query, as shown in [name] in Figure 8.6(b).
Selecting the same attribute twice removes it again.
To compose constraints, a click on the red exclamation mark (Figure 8.6(b))
brings up a red-bordered field in which the constraint can be typed. Still, as
most constraints restrict the values of attributes, the constraint box is pre-
ceded with an ‘s’ and succeeded with a ‘v’ button. Clicking the ‘s’ button
again brings up a list of attributes to select from, and clicking ‘v’ brings up a
complete, scrollable list of attribute values that appear in the database (except
for floating point-typed attributes). In Figure 8.6(b), we selected ‘name’, and
thus a complete list of all learner names available in the dataset is returned. It
even checks other constraints: for instance, if a certain learning algorithm was
selected, only parameters belonging to that algorithm will be returned when
composing a parameter constraint on that algorithm.
Selecting a value completes the constraint, as shown by the name=‘anneal’
constraint on the bottom of Figure 8.6(b). Clicking the ‘v’ button again allows
to select a second, third,... value, as shown at the data node in Figure 8.7(a).
Clicking the exclamation point again allows to declare multiple constraints. As
such, a wide range of queries can be intuitively composed by a few clicks in the
query tool.
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8.3.3 An example query
A more advanced query composed in this fashion is shown in Figure 8.7(a).
It selects the value of the parameter aliased ‘gamma for RBF kernel’, belong-
ing to the ‘weka.RBF’ kernel implementation, and used as a component in the
application of the learner implementation ‘weka.SMO’, an SVM implementa-
tion. Next, the value of the measured predictive accuracy is selected, as well
as the name of the dataset, which can be any of the stated four, but all non-
preprocessed. Finally, the number of attributes in each of these datasets is
requested. The double brackets with property (and parameter) indicate that
the linking table (which only has a ‘value’ attribute) is hidden.
As such, this query shows the performance effect of the ‘gamma’ parameter
setting of the RBF kernel on a number of datasets. When run in the desktop
interface, it can be visualized either as a 2D scatterplot, showing the parameter
effect on each dataset in a different color (Figure 8.7(b)), or as a 3D scatterplot
in which the number of attributes is the third dimension. The interpretation
of these results will be resumed in Section 9.1.2.
While this is one example of the use of learning algorithm components in
queries, the query in Figure 8.3 is a second: it compares the performances
of all possible base-learners in a Bagging ensemble on the ‘adult’ dataset.
Note that this graphical querying tool still has its limitations: for instance, it
currently can’t perform outer joins or include aggregation functions, but it does
help to write the basic (sub)queries, and the SQL code it generates can always
be refined manually afterwards.
8.4 Conclusions
In this chapter, we have covered the remaining two components of our frame-
work for collaborative experimentation in machine learning.
The first is a software interface that can be used by data mining tools to
programmatically export experiments to ExpML files, or to immediately store
them in an experiment database. We have used this interface to write a wrap-
per for the WEKA toolbox that accepts ExpML descriptions of experimental
setups (without the outputs), runs the experiment and returns the finished ex-
periment again in ExpML. Moreover, this has enabled us to easily parallelize
the execution of experiments on high performance computing systems.
The second component is an intuitive query interface that allows users to easily
compose database queries and thoroughly analyze the returned results. Two
such interfaces are available: an online web interface and a desktop explorer
tool. Both contain visualization tools to analyze the retrieved data, and both
offer an intuitive graphical point-and-click interface that allows to compose
queries simply by selecting the appropriate attributes and assembling the right
constraints.
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(a) A more advanced query
(b) 2D scatterplot (c) 3D scatterplot
Figure 8.7: Visualizations in the query interface
Somewhere, something incredible is waiting to be known.
Carl Sagan
Chapter Nine
Exploring learning behavior
In this chapter, we use the experiment database described in Chapter 7 and
the query tools in the previous chapter to evaluate how easily the results of
previously stored experiments can be exploited for the discovery of new insights
into a wide range of meta-learning questions, as well as to verify a number of
recent studies. In doing this, we aim to take advantage of the theoretical
information stored with the experiments to gain deeper insights.
More specifically, we distinguish between three types of studies, increasingly
making use of the available meta-level descriptions, and offering increasingly
generalizable results (a similar distinction is identified by Van Someren (2001)):
1. Model-level analysis. These studies evaluate the produced models through
a range of performance measures, but consider only individual datasets
and algorithms. They identify HOW a specific algorithm performs, either
on average or under specific conditions.
2. Data-level analysis. These studies investigate how known or measured
data properties, not individual datasets, affect the performance of algo-
rithms. They identify WHEN (on which kinds of data) an algorithm can
be expected to behave in a certain way.
3. Method-level analysis. These studies don’t look at individual algorithms,
but take general properties of algorithms (e.g. their bias-variance profile)
into account to identify WHY an algorithm behaves in a certain way.
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Figure 9.1: A graph representation of our query.
9.1 Model-level analysis
In the first type of study, we are interested in how individual algorithms perform
on specific datasets. This type of study is typically used to benchmark, compare
or rank algorithms, but also to investigate how specific parameter settings affect
performance.
9.1.1 Comparing Algorithms
To compare the performance of all algorithms on one specific dataset, we have
to select the name of the algorithm used and, for instance, the predictive accu-
racy recorded in all experiments on a certain dataset. This can be translated to
SQL as shown graphically in Figure 9.1: we join the necessary tables and select
(in brackets) the learner name and the value of an evaluation, adding the con-
straints (in ovals) that the evaluation metric should be predictive accuracy and
that the dataset’s name should be, for instance, ‘letter’. is original=‘true’
indicates that we only want the non-preprocessed version of the dataset.
These query graphs are equivalent to the ones used in the graphical query
interface in Chapter 8. Here, however, we redraw them in a more conventional
way that has the added benefit that they are more easily readable.
Running the query returns all known experiment results, which are scatter-
plotted in Figure 9.2, ordered by performance. This immediately provides a
complete overview of how each algorithm performed. Since the generality of
the results is constrained only by the constraints written in the query, the re-
sults on sub-optimal parameter settings are shown as well (at least for those
algorithms whose parameters were varied), clearly indicating the performance
variance they create. As expected, ensemble and kernel methods are very de-
pendent on the selection of the correct base-learner or kernel, respectively.
We can however extend the query to ask for more details about these algo-
rithms. Figure 9.3 shows how to append the name of the kernel and the name
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Figure 9.2: Performance of all algorithms on dataset ‘letter’.
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Figure 9.3: A partial graph representation of the extended query, showing how
to select kernels (left) and the base-learners of an ensemble method (right).
The rest of the query is the same as in Figure 9.1.
of the base-learner in algorithms that have such components, yielding the re-
sults shown in Figure9.4. This provides a very detailed overview of learning
performance on this dataset. For instance, when looking at SVMs, it is clear
that especially the RBF-kernel is of great use here, which is not unexpected
given that RBF kernels are popular in letter recognition problems. However,
there is still much variation in the performance of the RBF-based SVM’s, so
it might be interesting to investigate this in more detail. Also, while most al-
gorithms vary smoothly as their parameters are altered, there are large jumps
in the performances of SVMs and RandomForests, which are, in all likelihood,
caused by parameters that heavily affect their performance.
Moreover, when looking at the effects of bagging and boosting, it is clear that
some base-learners are much stronger than others. For instance, it appears
that bagging and boosting have almost no effect on logistic regression and
naive Bayes. In fact, bagged logistic regression has been shown to perform
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Figure 9.4: Performance of all algorithms on dataset ‘letter’, including base-
learners and kernels. Some similar (and similarly performing) algorithms were
omitted to allow a clear presentation
poorly (Perlich et al. 2003), and naive Bayes, which generally produces very
little variance error (see Section 9.3) is unlikely to benefit from bagging, a
variance-reduction method. Conversely, bagging random trees seems to be
hugely profitable, but this does not hold for boosting. A possible explanation
for this is the fact that random trees are very prone to variance error, which is
primarily improved by bagging but much less by boosting (Bauer and Kohavi
1999). Another explanation is that boosting might have stopped early. Some
learners, including the random tree learner, can yield a model with zero training
error, causing boosting to stop after one iteration. A new query showed that
on half of the datasets, the boosted random trees indeed yield exactly the same
performance as the single random tree. This shows that boosting is best not
used with base learners that can achieve zero training error, which includes
random trees, random forests and SVMs with radial basis function or high-
degree polynomial kernels.
Finally, it also seems more rewarding to fine-tune random forests, multi-layer
perceptrons and SVMs than to bag or boost their default setting, while both
bagging and boosting C4.51 does yield large improvements. Still, this is only
one dataset, we will examine whether these observations still hold over many
datasets in Section 9.1.3.
The remainder of this chapter is dedicated to investigating each of these aspects
in more detail. Given the large number of stored experiments, each query
returns very general results, likely to highlight things we were not expecting,
1This is actually J48, WEKA’s implementation of the C4.5 algorithm.
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Figure 9.5: The effect of parameter gamma of the RBF-kernel in SVMs on a
number of different datasets, with their number of attributes shown in brackets,
and the accompanying query graph.
providing interesting cases for further study. In that respect, ExpDBs are a
great tool for exploring learning behavior.
9.1.2 Investigating Parameter Effects
First, we examine the effect of the parameters of the RBF kernel. Based on
the previous query (Figure 9.3 (left)), we can zoom in on the SVM’s results by
adding a constraint that the learner implementation should be weka.SMO, see
Figure 9.5 (left), and add a new dimension by additionally asking for the value
of the parameter we are interested in, e.g. ‘gamma’ of the ‘RBF’ kernel. While
we are doing that, we can just as easily ask for the effect of this parameter on
a number of other datasets as well, yielding Figure 9.5 (right).
When comparing the effect of gamma to the variation in RBF-kernel perfor-
mance on the ‘letter’ dataset in the previous plot, we see that all the variation
is explained by the effect of this parameter. We also see that its effect on other
datasets is markedly different: on some datasets, performance increases until
reaching a maximum and then slowly declines, while on other datasets, perfor-
mance decreases very slowly up to a point, after which it quickly drops down
to default accuracy. Moreover, this behavior seems to correlate with the num-
ber of attributes in each dataset (shown in brackets), which we will investigate
further in Section 9.2.1.
9.1.3 General Comparisons
Previous queries investigated the performance of algorithms under rather spe-
cific conditions. Yet, by simply dropping the constraints on the datasets used,
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the query will return the results over a large number of different problems. Fur-
thermore, to compare algorithms over a range of performance metrics, instead
of only considering predictive accuracy, we can use a normalization technique
used by Caruana and Niculescu-Mizil (2006): normalize all performance met-
rics between the baseline performance and the best observed performance over
all algorithms on each dataset. Using the aggregation functions of SQL, we can
do this normalization on the fly, as part of the query. We won’t print any more
queries here, but they can be found in full on the database website.
One can now perform a very general comparison of supervised learning algo-
rithms. We select all UCI datasets and all algorithms whose parameters were
varied (see Section 7.2) and, though only as a point of comparison, logistic
regression, nearest neighbors (kNN), naive Bayes and RandomTree with their
default parameter settings. As for the performance metrics, we used predictive
accuracy, F-measure, precision and recall, the last three of which were averaged
over all classes. We then queried for the maximal (normalized) performance of
each algorithm for each metric on each dataset, averaged each of these scores
over all datasets, and finally ranked all classifiers by the average of predictive
accuracy, precision and recall.2 The result of this query is shown in Figure 9.6.
Taking care not to overload the figure, we compacted groups of similar and
similarly performing algorithms, indicated with an asterix (*). The overall best
performing algorithms are mostly bagged and boosted ensembles. Especially
bagged and boosted trees (including C4.5, PART, Ripper, NaiveBayesTree,
REPTree and similar tree-based learners) perform very well, in agreement with
the results reported by Caruana and Niculescu-Mizil (2006). Another shared
conclusion is that boosting full trees performs dramatically better than boosting
stumps (see Boosting-DStump) or boosting random trees.
However, one notable difference is that C4.5 performs slightly better than Ran-
domForests and MultiLayerPerceptrons, though only for predictive accuracy,
not for any of the other measures. A possible explanation lies in the fact that
performance is averaged over both binary and multi-class datasets: since some
algorithms perform much better on binary than on multi-class datasets, we can
expect some differences. Still, it is easy to investigate these effects: we add
a constraint that restricts our results to binary datasets and also ask for the
evaluations of another metric used in Caruana and Niculescu-Mizil (2006) (root
mean squared error (RMSE)), yielding Figure 9.7.
On the 35 binary datasets, MultiLayerPerceptrons and RandomForest do out-
perform C4.5 on all metrics, while bagged and boosted trees are still at the top
of the list. On the other hand, boosted stumps perform much better on binary
datasets.
2Since all algorithms were evaluated over all of the datasets (with 10-fold cross-validation),
we could not optimize their parameters on a separate calibration set for this comparison.
To limit the effect of overfitting, we only included a limited set of parameter settings,
all of which were fairly close to the default setting. Nevertheless, these results should be
interpreted with caution as they might be optimistic.
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Figure 9.6: Ranking of algorithms over all datasets and over different perfor-
mance metrics. Parameter settings are not fully optimized.
Figure 9.7: Ranking of algorithms over all binary datasets and over different
performance metrics. Parameter settings are not fully optimized.
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Furthermore, since this study contains many more algorithms, we can make
a number of additional observations. In Figure 9.6, for instance, the bagged
versions of most strong learners (SVM, C4.5, RandomForest, etc.) seem to im-
prove primarily on precision and recall, while the original base-learners (with
optimized parameters) perform better on predictive accuracy. Apparently, tun-
ing the parameters of these strong learners has a much larger effect on accuracy
than on the other metrics, for which it is better to employ bagging than param-
eter tuning, at least on multi-class datasets. On binary datasets, the relative
performances of most algorithms seem relatively unaffected by the choice of
metric, except perhaps for RMSE.
We can also check whether our observations from Section 9.1.1 still hold over
multiple datasets and evaluation metrics. First of all, averaged over all datasets,
the polynomial kernel seems to perform better than the RBF kernel in SVM’s.
Also contrary to what was observed earlier, bagging and boosting does generally
improve the performance of logistic regression, at least when compared to its
default setting. The other observations do hold: boosting (high-bias) naive
Bayes classifiers is much better than bagging them, bagging (high-variance)
random trees is dramatically better than boosting them, and while boosting
trees is generally beneficial, boosting SVM’s and RandomForests is not. This
is further evidence that boosting stops early on these algorithms, while
pruning mechanisms in tree learners avoid overfitting and thus allow boosting
to perform many iterations.
Remarks Note that while this is a very comprehensive comparison of learning
algorithms, we used rather general experiments: one parameter was varied
while the other ones were kept at their default value (see Section 7.2). As
these experiments were not performed to optimize the algorithm’s parameter
settings on each dataset, these rankings are not to be interpreted as ‘the only
true rankings’. Here, we aimed to show that such comparisons can be easily
made by querying. Additional experiments should performed if one wishes to
draw definite conclusions about relative learning performance.
Also, while we printed the general names of the learning algorithms to make
them easily recognizable, remember that these are, in fact, all WEKA imple-
mentations. A simple query modification could ask for the implementation
name instead, so that several implementations of a certain algorithm could be
compared. However, to get a meaningful result, many more experiments should
be run with algorithm implementations from many different toolboxes.
Ideally, the differences between these implementations should be expressed
clearly, so that we can query for the effects of different implementation choices.
The part of the ontology shown in Figure 5.14 is a good step in this direc-
tion, but further extensions will be needed to perform in-depth comparisons of
different implementations of the same algorithms.
Finally, each such comparison is still only a snapshot in time. However, as new
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algorithms, datasets and experiments are added to the database, one can at
any time rerun the query and immediately see how things have evolved. These
remarks are also valid in the next subsection.
9.1.4 Ranking Algorithms
In some applications, one prefers to have a ranking of learning approaches,
preferably using a statistical significance test. This can also be written as a
query in most databases. For instance, to investigate whether some algorithms
consistently rank high over various problems, we can query for their average
rank (using each algorithm’s optimal observed performance) over a large num-
ber of datasets. Figure 9.8 shows the result of a single query over all UCI
datasets, in which we selected 18 algorithms to limit the amount of statistical
error generated by using ‘only’ 87 datasets. To check which algorithms per-
form significantly different, we used the Friedman test, as discussed in Demsar
(2006). The right axis shows the average rank divided by the critical differ-
ence, meaning that two algorithms perform significantly different if the average
ranks of two algorithms differ by at least one unit on that scale. The critical
difference was calculated using the Nemenyi test with p=0.1, 18 algorithms and
87 datasets.
This immediately shows that indeed, some algorithms rank much higher on av-
erage than others over a large selection of UCI datasets. Boosting and bagging,
if used with the correct base-learners, perform significantly better than SVMs,
and SVMs in turn perform better than C4.5. We cannot yet say that SVM are
also better than the MultilayerPerceptron or RandomForests: more datasets
(or fewer algorithms in the comparison) are needed to reduce the critical dif-
ference. Note that the average rank of bagging and boosting is close to two,
suggesting that a (theoretical) meta-algorithm that reliably chooses between
the two approaches and the underlying base-learner would yield a very high
rank. Indeed, rerunning the query while joining bagging and boosting yields
an average rank of 1.7, down from 2.5.
Of course, to be fair, we should again differentiate between different base-
learners and kernels. We can drill down through the previous results by adjust-
ing the query, additionally asking for the base-learners and kernels involved,
yielding Figure 9.9. Bagged Naive Bayes trees seem to come in first, but the
difference is not significant compared to that of SVMs with a polynomial kernel
(although it is compared to the RBF kernel). Also note that, just as in Section
9.1.1, bagging and boosting PART and NBTrees seem to yield big performance
boosts, while boosting random trees proves particularly ineffective.
In any such comparison, it is important to keep the No Free Lunch theorem
(Wolpert 2001) in mind: if all possible data distributions are equally likely,
“... for any algorithm, any elevated performance over one class of problems
is exactly paid for in performance over another class”. Even if method A is
better than method B across a variety of datasets, such as the UCI datasets
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Figure 9.8: Average rank, general algo-
rithms (non-optimized).
Figure 9.9: Average rank, specific al-
gorithm setups (non-optimized).
in Figure 9.9, this could be attributed to certain properties of those datasets,
and results may be very different over a group of somehow different datasets.
An interesting avenue of research would be to repeat these queries on various
collections of datasets, with different properties or belonging to specific tasks,
to investigate such dependencies.
9.2 Data-Level analysis
While the queries in the previous section allow a detailed analysis of learn-
ing performance, they give no indication of exactly when (on which kind of
datasets) a certain behavior is to be expected. In order to obtain results that
generalize over different datasets, we need to look at the properties of individual
datasets, and investigate how they affect learning performance.
9.2.1 Data Property Effects
In a first such study, we examine whether the ‘performance jumps’ that we
noticed with the Random Forest algorithm in Figure 9.4 are linked to dataset
size. Querying for the effect of the number of trees in the forest on all datasets,
ordered from small to large yields Figure 9.10.
This shows that predictive accuracy increases with the number of trees (indi-
cated with different labels), usually leveling off between 33 and 101 trees. One
dataset in the middle of the figure is a notable exception: obtaining less than
50% accuracy with a single tree on a binary problem, it actually performs
worse as more trees are included, as more of them will vote for the wrong
class. Also, as dataset size increases, the accuracies for a given forest size vary
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Figure 9.10: The effect of data size and the number of trees on random forests.
The actual dataset names are omitted since they are too many to print legibly.
less as trees become more stable on large datasets, eventually causing clear
performance jumps on very large datasets. However, for very small datasets,
the benefit of using more trees is overpowered by the randomness in the trees.
All this illustrates that even simple queries can give a detailed picture of an
algorithm’s behavior, showing interactions between parameters and data prop-
erties.
Let’s take a closer look at the atypical dataset that caused RandomForest
to perform worse with more trees. It is called monks-problems-2 test, and
represents a binary classification problem with 6 attributes (each having 2 up to
4 nominal values). The task is to separate those instances for which exactly two
of the attributes are assigned their first values. It is somewhat similar to parity
problems, in the sense that higher-order interactions between the attributes (by
which we mean that the value of an attribute depends on the values of several
other attributes) make it hard to learn for most learning algorithms.
A query similar to the very first one yields Figure 9.11. We see that indeed,
most algorithms do not surpass the default accuracy of 67% for this dataset
(at least not with default parameters). There are however some notable ex-
ceptions. Some algorithms score very badly. Random Tree, for instance, does
indeed hardly pass the 50% mark. Random Committee also uses Random Tree
as a base-learner, and thus suffers from the same problem as Random Forests.
Some algorithms reach perfect accuracy under certain parameter settings: Mul-
tilayerPerceptron when having 3 or more hidden nodes (all experiments used
only one hidden layer) and SVMs when using a polynomial kernel of order 2 or
higher (default accuracy is never surpassed when using first order polynomial
or RBF kernels). These requirements are not surprising for dealing with a near-
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Figure 9.11: Performance comparison of all algorithms on the monks-problems-
2 test dataset.
parity problem. The remaining perfect-scoring algorithms are ensembles, and
only perform perfectly when using the MultilayerPerceptron as a base learner.
The performance of C4.5 is harder to explain. We will revisit this question in
Section 9.2.3.2.
A second effect we can investigate is whether the optimal value for the gamma-
parameter of the RBF-kernel is indeed linked to the number of attributes in
the dataset. After querying for the relationship between the gamma-value
corresponding with the optimal performance and the number of attributes in
the dataset used, we get Figure 9.12(a).
Although the number of attributes and the optimal gamma-value are not di-
rectly correlated, it looks as though high optimal gamma values predominantly
occur on datasets with a small number of attributes, also indicated by the
fitted curve. A possible explanation for this lies in the fact that this SVM
implementation normalizes all attributes into the interval [0,1]. Therefore, the
maximal squared distance between two examples,
∑
(ai − bi)2 for every at-
tribute i, is equal to the number of attributes. Since the RBF-Kernel computes
e(−γ∗
P
(ai−bi)2), the kernel value will go to zero very quickly for large gamma-
values and a large number of attributes, making the non-zero neighborhood
around a support vector very small. Consequently, the SVM will overfit these
support vectors, resulting in low accuracies. This suggests that the RBF kernel
should take the number of attributes into account to make the default gamma
value more suitable across a range of datasets. It also illustrates how experi-
ment databases can assist algorithm development.
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Figure 9.12: (a) The effect of the number of attributes on the optimal gamma-
value. (b) Learning curves on the Letter-dataset.
9.2.2 Preprocessing Effects
Since the database can also store preprocessing methods, we can investigate
their effect on the performance of learning algorithms. For instance, to investi-
gate if the results in Figure 9.2 are also valid on smaller samples of the ‘letter’
dataset, we can query for the results on downsampled versions of the dataset,
yielding a learning curve for each algorithm, as shown in Figure 9.12(b). It
is clear that the ranking of algorithms also depends on the size of the sample.
While logistic regression is initially stronger than C4.5, the latter prevails when
given more data: the learning curves cross! This confirms earlier analysis by
Perlich et al. (2003). Also note that RandomForest performs consistently bet-
ter, that RacedIncrementalLogitBoost crosses two other curves, and that the
performance of the HyperPipes algorithm actually worsens given more data,
which suggest it was “lucky” on the smaller samples.
9.2.3 Mining for Patterns in Learning Behavior
As shown in Figure 4.4, another way to tap into the stored information is to
use data mining techniques to automatically model the effects of many different
data properties on an algorithm’s performance.
9.2.3.1 Modeling Data Property Effects
For instance, when looking at Figure 9.6, we see that OneR performs much
worse than the other algorithms. Still, some earlier studies, most notably one by
Holte (1993), found very little performance differences between OneR and the
more complex C4.5. To study this discrepancy in more detail, we can query for
the default performance of OneR and J48 (a C4.5 implementation) on all UCI
datasets, and plot them against each other, as shown in Figure 9.13(a). This
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(a) (b)
Figure 9.13: (a) J48’s performance against OneR’s for all datasets, discretized
into 3 classes. (b) A meta-decision tree predicting algorithm superiority based
on data characteristics.
shows that on many datasets, the performances are indeed similar (crossing
near the diagonal), while on others, C4.5 is the clear winner. We also see that
J48’s performance never drops below 50%, which makes it much more useful
as a base-learner in ensemble-methods than OneR, which also can be deduced
from Figure9.6.
To model the circumstances under which J48 performs better than OneR,
we first discretize these results into three classes as shown in Figure 9.13(a):
“draw”, “win J48” (4% to 20% gain), and “large win J48” (20% to 70% gain).
We then extend the query by asking for all stored characteristics of the datasets
used, and train a meta-decision tree on the returned data, predicting whether
the algorithms will draw, or how large J48’s advantage will be (see Figure
9.13(b)). From this surprisingly small tree, we learn that C4.5 has a clear
advantage on datasets with many class values and, to a lesser extent, on large
datasets with high class entropies. This can be explained by the fact that OneR
bases its prediction only on the most predictive attribute. When the class at-
tribute has more values than the attribute selected by OneR, performance will
necessarily suffer.
Interestingly, if we add the constraint that only datasets published at the time
of these earlier studies can be used, the dominance of C4.5 is much less pro-
nounced. Querying for the date at which each dataset was published (in the
UCI repository) gives us some insight into the effects of dataset availability.
Figure 9.14(a) displays the average gain of C4.5 over OneR over time. This
confirms that on the datasets used in (Holte 1993), all from the period 1988-
1989, C4.5 only yields small improvements, while it greatly outperforms OneR
on later datasets. Furthermore, Figure 9.14(b) plots the number of classes in
each dataset over time, showing that most datasets of that period featured only
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Figure 9.14: (a) Gain of C4.5 over OneR over time and moving average. (b)
Number of classes in UCI datasets over time and moving average.
a few classes. These figures also suggests that one of the conclusions in Holte
(1993), i.e. that most UCI datasets were too simple, had a clear effect, since
datasets added later seem to be more complex on average.
9.2.3.2 Modeling Parameter Effects
In Section 9.2.1 we investigated the effect of algorithm parameters on the
monks-problems-2 test dataset. As can be seen from Figure 9.11, a lot of
results for C4.5 score below the default accuracy, some lie above this default
accuracy and a few reach accuracies higher than 85%. In order to gain insight
into the relationship between the parameter settings of C4.5 and its accuracy
on this dataset, we queried for all parameter settings of C4.5 on this dataset.
Then, we used C4.5 to generate a (meta-)decision tree that predicts in which
interval (below default accuracy, above default accuracy or higher than 85%)
the accuracy lies of a tree built with a certain combination of parameters. The
resulting tree, which obtained 97.3% accuracy, is shown in Figure 9.15.
The parameter settings used in the meta-tree are binary splits (whether bi-
nary splits are used in the tree), min inst (the minimal number of instances in
a leaf of the tree), use rep (whether reduced error pruning is used), pruning
(whether pruning is used) and conf thresh (the confidence threshold for reg-
ular pruning). As can be derived from the tree in Figure 9.15, C4.5 is able
to build the best models if binary splits are used, if the minimal number of
instances per leaf is smaller than 3 and if reduced error pruning is not used
as the pruning technique. Knowing the concept of monks-problems-2 test, it
is indeed clear that binary splits are a better option, as only the first value of
each of the attributes is related to the class value. Moreover, more examples
(and thus more splits) remain in each branch, allowing better generalization.
Concerning the minimal number of instances in the leaves it is indeed necessary
for a (near-)parity problem like this, to grow the tree (nearly) up to the level
190 CHAPTER 9. EXPLORING LEARNING BEHAVIOR
Figure 9.15: A meta-tree learned on a meta-dataset concerning predictive ac-
curacies of trees learned on the monks-problems-2 test dataset.
of individual instances. The fact that reduced error pruning seems to reduce
the performance over normal pruning could be explained by the validation set
that is used to do the pruning, leaving fewer examples for training.
9.3 Method-Level Analysis
While the results in the previous section are clearly more generalizable towards
the datasets used, they only consider individual algorithms and do not gener-
alize over different techniques. Hence, we need to include the stored algorithm
properties in our queries as well.
9.3.1 Bias-Variance Profiles
One very interesting algorithm property is its bias-variance profile. Since the
database contains a large number of bias-variance decomposition experiments,
we can give a realistic numerical assessment of how capable each algorithm
is in reducing bias and variance error. Figure 9.16 shows, for each algorithm,
the proportion of the total error that can be attributed to bias error, using
default parameter settings and averaged over all datasets. The algorithms are
ordered from large bias (low variance), to low bias (high variance). Naive-
Bayes is, as expected, one of the algorithms whose error consists primarily
of bias error, while RandomTree has very good bias management, but gener-
ates more variance error. When looking at the ensemble methods, it clearly
shows that bagging is a variance-reduction method, as it causes REPTree to
shift significantly to the left, just as RandomForest sweeps RandomTree to the
left. Conversely, boosting reduces bias, shifting DecisionStump to the right in
AdaBoost and LogitBoost (additive logistic regression).
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Figure 9.16: The average percentage of bias-related error for each algorithm
averaged over all datasets.
9.3.2 Bias-Variance Effects
As a final study, we investigate the claim by Brain and Webb (2002) that on
large datasets, the bias-component of the error becomes the most important
factor, and that we should use algorithms with good bias management to tackle
them. To verify this, we look for a connection between the dataset size and
the proportion of bias error in the total error of a number of algorithms, using
the previous figure to select algorithms with very different bias-variance pro-
files. Averaging the bias-variance results over datasets of similar size for each
algorithm produces the result shown in Figure 9.17. It shows that bias error
is of varying significance on small datasets, but steadily increases in im-
portance on larger datasets, for all algorithms. This validates the previous
study on a larger set of datasets. In this case (on UCI datasets), bias becomes
the most important factor on datasets larger than 50000 examples, no matter
which algorithm is used. As such, it is indeed advisable to look to algorithms
with good bias management when dealing with large datasets.
9.4 Conclusions
Much can be learned by looking at past learning experiments, and the creation
of experiment databases provides an effective way of tapping into this informa-
tion, often yielding surprising new insights or generating interesting research
questions. We summarize these findings in three types of studies, increasingly
making use of the available meta-level descriptions, and offering increasingly
generalizable results.
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Figure 9.17: The average percentage of bias-related error in algorithms as a
function of dataset size.
Model-level analysis. We first perform a very general ranking of learning algo-
rithms and verify some earlier studies. We also make interesting observations
concerning ensemble methods: the benefit of bagging over parameter optimiza-
tion varies with the evaluation metric used, bagging primarily reduces variance
error while boosting primarily reduces bias error, and boosting even seems to
be useless for certain algorithms. Finally, we show that statistical significance
tests can be included in queries to build algorithm rankings on the fly.
Data-level analysis. First, we show how the number of trees in a random forest
interacts with the size of the dataset, and found that there exist situations where
performance actually decreases as more trees are added. We also find that some
SVM implementations tend to overfit data with large numbers of attributes and
suggest algorithm improvements, thus illustrating how experiment databases
can help algorithm design. By including data preprocessing steps, we also draw
learning curves for several algorithms and show that they can cross. Finally,
we build a surprisingly simple meta-decision tree modeling the circumstances
under which one algorithm outperforms another and explain the result in terms
of their internal learning mechanisms.
Method-level analysis. Using large amounts of bias-variance decomposition re-
sults, we create bias-variance profiles for all involved algorithms, and provide
further evidence that low-bias algorithms are especially useful on large datasets.
Still, we have probably just seen the tip of the iceberg, and many more types of
queries could be written to delve deeper into the available experimental results.
As such, we are confident that many more interesting results can be discovered
by learning from past experiments. In the words of Albert Einstein:
Learn from yesterday, live for today, hope for tomorrow.
The important thing is not to stop questioning.
Conclusions Part II
Whereas Part I of this thesis hurdled the challenge of designing experiment
databases that can collect and organize large amounts of empirical machine
learning results from many researchers, Part II has demonstrated how such
databases can be queried to gain new insights into learning algorithm behavior.
Interfaces First, in Chapter 8, two separate ways were identified to access the
experiment database.
The first is a software interface that can be used by data mining tools to
programmatically export experiments to ExpML files, or to immediately store
them in an experiment database. We have used this interface to write a wrapper
for the WEKA toolbox that accepts ExpML descriptions of experimental setups
(without the outputs), runs the experiment and returns the finished experiment
again in ExpML.
The second component is an intuitive query interface that allows users to easily
compose database queries and thoroughly analyze the returned results. Two
such interfaces are available: an online web interface and a desktop explorer
tool. Both contain visualization tools to analyze the retrieved data, and both
offer an intuitive graphical point-and-click interface that allows to compose
queries simply by selecting the appropriate attributes and assembling the right
constraints.
Exploring learning behavior Next, in Chapter 9, we have used these query
tools and the experiment database designed and populated with experiments
in Chapter 7 to evaluate how easily the results of previously stored experi-
ments can be exploited for the discovery of new insights into a wide range of
meta-learning questions. We summarize our findings in three types of studies,
increasingly making use of the available meta-level descriptions, and offering
increasingly generalizable results:
Model-level analysis. We performed a very general ranking of learning algo-
rithms including all the algorithms and datasets stored, and multiple evaluation
measures. We verified an earlier study by Caruana and Niculescu-Mizil (2006)
and also made some additional observations. First, bagged versions of most
strong learners (SVM, C45, RandomForest, etc.) seem to improve primarily
on precision and recall, while the original base-learners (with optimized pa-
rameters) perform better on predictive accuracy. We also find that boosting
(high-bias) naive Bayes classifiers is much better than bagging them, bagging
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(high-variance) random trees is dramatically better than boosting them, and
while boosting trees is generally beneficial, boosting SVM’s and RandomForests
is not. This is further evidence that boosting stops early on these algorithms.
Next, we showed that advanced statistical significance tests Demsar (2006) can
be employed in queries to build rankings of learning algorithms, and showed
that over all UCI datasets, some algorithms are indeed significantly stronger
than other ones.
Data-level analysis. In a first study of this type, we showed how the number
of trees in a random forest interacts with the size of the dataset, and found
one dataset, a near-parity problem, on which performance actually decreased
as more trees were added to the ensemble. Next, we built a meta-learning
tree based on C4.5 evaluations on that dataset, showing exactly how these
parameters interact with the near-parity properties of the dataset.
We also found that WEKA’s SVM implementation tends to overfit its support
vectors for large gamma values on datasets with large numbers of attributes,
which suggests that the RBF kernel should take the number of attributes into
account. This illustrates how experiment databases can assist algorithm devel-
opment.
When including data preprocessing steps, we found that the learning curves of
several algorithms cross.
Finally, we built another meta-decision tree modeling the circumstances under
which J48 outperforms the OneR algorithm (previously shown to perform simi-
larly on many datasets (Holte 1993)), and explained the result in terms of their
internal workings. Restricting the results to datasets available at previous time
periods explained why previous studies obtained different results.
Method-level analysis. Using large amounts of bias-variance decomposition
results, we created a bias-variance profile for a large number of algorithms,
showing the average proportion of its total error that can be attributed to bias
error. It also shows that bagging is a variance-reduction method, while boosting
reduces bias.
A final study of the effect of the dataset size on the proportion of bias error in
the total error of a number of algorithms, showed that it is indeed advisable
to look to algorithms with good bias management when dealing with large
datasets (Brain and Webb 2002).
All this illustrates that much can be learned by looking at past learning exper-
iments, and that building experiment databases and querying them provides
an effective way of tapping into this information, often yielding surprising new
insights or generating interesting research questions.
Finale
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A teacher is a person who never says anything once.
Howard Nemerov
Chapter Ten
Summary and Future Work
10.1 Summary
Research in machine learning and data mining can be speeded up tremendously
by moving empirical research results “out of people’s heads and labs, onto
the network and into tools that help us structure and filter the information”
(Nielsen 2008). The massive streams of experiments that are being executed to
benchmark new algorithms, test hypotheses or model new datasets have many
more uses beyond their original intent, but are often discarded or their details
are lost over time. In this thesis, we developed a framework to automatically
export experiments to experiment databases, databases specifically designed to
collect all the details on large numbers of past experiments, performed by many
different researchers, and to compose queries about almost any aspect of the
behavior of learning algorithms. They can be set up for personal use, to share
results within a lab, or to build community-wide repositories.
This research is thus specifically aimed at facilitating and speeding up machine
learning research itself:
• Many questions about data mining algorithms (e.g. the effect of a pa-
rameter on a particular performance criterion) can be answered on the fly
- in a single query to the database - using the combined results of many
prior studies. In the current methodology, this requires the manual setup
of new experiments, a very time consuming and laborious procedure.
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• Large-scale empirical studies providing generally valid insights are sped
up tremendously by experiment reuse. While most algorithms are rela-
tively fast, testing them under many circumstances (e.g. many different
datasets and many different parameter settings) is prohibitively expen-
sive when one has to start from scratch. The current status quo is that
most studies limit themselves to a relatively small selection of datasets
and parameter variations, making it hard to interpret how generalizable
the findings are. It has been argued that this creates a false sense of
progress (Hand 2006).
• Experiment repositories also serve as a venue to store all the details that
make the experiments reproducible, which is crucial to verify prior re-
sults and to build off them. Unfortunately, data mining experiments are
currently not being documented with the rigor found in noncomputing ex-
perimental sciences, leading to a lot of critique (Pedersen 2008). In fact,
reproducibility is listed as one of the foremost concerns in a recent panel
of the SIAM International Conference on Data Mining (Hirsh 2008).
First, we have covered the practice and state-of-the-art in meta-learning re-
search and its applications, providing a foundation for the work in the subse-
quent parts. In particular, we defined a framework for meta-learning investiga-
tions, and we also used this to highlight the different types of meta-data that
should be stored in order to gain insight into the behavior of learning algo-
rithms. Next, we provide a survey of the various architectures that have been
developed, or simply proposed, to build KD support systems. We also propose
a new KD support architecture that combines the best aspects of earlier sys-
tems, and that solves many of their limitations by taking a community-based
approach built around experiment databases that allow many people using the
same KD techniques to collaborate and benefit from each other’s meta-data.
Next, we have set out to organize the world’s machine learning information, or
at least a portion of it. In a first step to this ideal, we offer tools that allow
the massive streams of experiments that are being executed to evaluate learn-
ing algorithms to be automatically shared and gathered into open experiment
databases that intelligently organize all the meta-data so it can be investigated
in depth. To learn from previous practical applications of experiment repos-
itories, we looked to so-called e-Sciences, where they have, in some form or
another, been applied successfully for some time now, particularly in bioinfor-
matics, astrophysics and high-energy physics. From this, we learned that they
all seem to have evolved towards online, public infrastructures for experiment
exchange, using more or less the same three components.
The Expose´ ontology. We have established Expose´: an ontology for ex-
perimentation in machine learning. It covers a large portion of the involved
concepts and their relationships, thus providing a core vocabulary on which
we can build common, extensible representation languages and database mod-
els. While focussing on supervised classification and propositional datasets,
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the resulting ontology is quite extensive. It treats experiments as workflows
to allow the definition of various types of experiments and includes the pos-
sibly extensive data processing workflows that precede them. It also covers
the experiment context in which individual learning algorithm evaluations are
performed, the various learner evaluation measures and performance estima-
tion techniques that are used in current research, the structure and properties
of datasets and of learning algorithms. The latter include their parameters,
internal components such as kernels, base-learners and distance functions, and
their internal learning mechanisms.
The ExpML Markup Language. Next, we cast this ontological vocabulary
into a formal, XML-based language, dubbed ExpML. By consistently translat-
ing the involved concepts and their relationships to XML elements and syntax,
we obtain a flexible language that describes experiments as workflows and de-
fines the exact composition of all involved operators. Moreover, any ontological
extensions towards other machine learning tasks and other types of experiments
can be translated in the same fashion, thus allowing ExpML to adapt quickly
to other subfields or changing needs. We have illustrated this translation pro-
cess and the flexibility of the ensuing language by using a real experiment as
it was run, described and stored in our experiment database. Moreover, a
set of guidelines was presented about the minimal amount of information that
should be included to make sure the experiments are reproducible. As such,
any submitted ExpML files can be automatically verified for completeness.
Experiment Databases Then, we have investigated how machine learning
experiments can be intelligently organized in searchable experiment databases.
Starting from the Expose´ ontology, we derived a detailed database model for
classification experiments that allows to write queries about the many aspect of
learning behavior that are covered by the ontology. In this database model, each
singular experiment becomes a point in the space of all possible experiments,
immediately linked to all known theoretical information about its components.
By querying it, we can quickly locate and rearrange thousands of experiments,
and reuse them in many future studies. Also, since we want to use this database
to gain insight into the behavior of machine learning algorithms under various
conditions, we populated it with a myriad of very diverse experiments on many
algorithms and many datasets.
Finally, we demonstrate how such databases can be queried to gain new insights
into learning algorithm behavior.
Query Interfaces We provide two interfaces that hide the inherent complexi-
ties of experiment databases. The first is a software interface that can be used
by data mining tools to programmatically export experiments to ExpML files,
or to immediately store them in an experiment database. We have used this
interface to write a wrapper for the WEKA toolbox that accepts ExpML de-
scriptions of experimental setups (without the outputs), runs the experiment
and returns the finished experiment again in ExpML. The second component is
an intuitive query interface that allows users to easily compose database queries
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and thoroughly analyze the returned results. Two such interfaces are available:
an online web interface and a desktop explorer tool. Both contain visualiza-
tion tools to analyze the retrieved data, and both offer an intuitive graphical
point-and-click interface that allows to compose queries simply by selecting the
appropriate attributes and assembling the right constraints.
Exploring learning behavior Finally, we used these query tools and the
experiment database to evaluate how easily the results of previously stored
experiments can be exploited for the discovery of new insights into a wide
range of meta-learning questions. We summarize these findings in three types
of studies, increasingly making use of the available meta-level descriptions, and
offering increasingly generalizable results.
Model-level analysis. We first perform a very general ranking of learning algo-
rithms and verify some earlier studies. We also make interesting observations
concerning ensemble methods: the benefit of bagging over parameter optimiza-
tion varies with the evaluation metric used, bagging primarily reduces variance
error while boosting primarily reduces bias error, and boosting even seems to
be useless for certain algorithms. Finally, we show that statistical significance
tests can be included in queries to build algorithm rankings on the fly.
Data-level analysis. First, we show how the number of trees in a random forest
interacts with the size of the dataset, and found that there exist situations where
performance actually decreases as more trees are added. We also find that some
SVM implementations tend to overfit data with large numbers of attributes and
suggest algorithm improvements, thus illustrating how experiment databases
can help algorithm design. By including data preprocessing steps, we also draw
learning curves for several algorithms and show that they can cross. Finally,
we build a surprisingly simple meta-decision tree modeling the circumstances
under which one algorithm outperforms another and explain the result in terms
of their internal learning mechanisms.
Method-level analysis. Using large amounts of bias-variance decomposition re-
sults, we create bias-variance profiles for all involved algorithms, and provide
further evidence that low-bias algorithms are especially useful on large datasets.
10.2 Future Work
10.2.1 A Portal for Collaborative Experimentation
While the feasibility and practical usefulness of experiment databases has been
demonstrated in this thesis, we believe that the potential of this approach can
be leveraged tremendously, and made available to the entire machine learning
community, by extending it along a number of dimensions, each of which entails
new scientific challenges.
Ontological extensionsOur ontology can still be extended significantly, most
importantly to other data mining tasks, such as regression, clustering, graph
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mining, relational learning, data streams and time-series analysis. Moreover,
the current model is mainly aimed at covering the syntax of describing experi-
ments, and the ontology should be extended to model semantic aspects of data
mining as well. For instance, many data mining algorithms are variants of the
same basic approach, or share certain properties with other algorithms. These
relationships should be investigated and expressed explicitly to allow a much
deeper analysis of performance results. Many of these semantic relationships
could be discovered by querying the portal itself: newly observed trends can
lead to new ontological descriptions, which in turn allow more powerful queries,
thus creating a positive feedback loop. An example of this can be found in the
bias-variance decompositions in Chapter 9: when averaged over many datasets,
these can in turn be used to characterize known algorithms.
Querying models Models are currently not stored in a way that allows them
to be included in queries. To solve this, we aim to employ techniques from
inductive databases (Fromont et al. 2007), databases in which models are stored
next to the data from which they were extracted.
Auto-population Another benefit of inductive databases is that they can
execute algorithms based on a given query (e.g., when no results yet exist
under the stated constraints). Currently, an experiment database is passive
and will only return previously stored results. However, by interpreting a users
query, it could actively start the execution of new experiments, and show the
new results to the user as they become available. We want to investigate how
to interpret these queries and use active learning principles to select the most
useful experiments given the ones that are already stored. Results from this
research will also be very useful to further research on inductive databases.
Quality ControlWhen everybody can freely submit buggy algorithms, or bad
(perhaps even fraudulent) ExpML descriptions, the quality of an experiment
database will diminish. Therefore, we should think about ways to verify the
quality of submitted results. One solution, used in several repositories in bio-
informatics, is to attach a trustworthiness value to the source of certain results.
Experiments submitted from a trusted tool may be labeled very trustworthy,
while custom submissions might get a lower value until the results are veri-
fied. In the case that a portal can run its own experiments, it could rerun all
submitted experiments and verify the results.
10.2.2 Large-scale meta-learning
The second avenue of future research is to use this portal as a platform for
meta-learning studies. Data mining methods will then be run on this portal to
discover insightful patterns in the performance of data mining algorithms on
various problems. The sheer amount of experiments stored in such portals and
the way in which they are organized enables meta-learning studies that were
not possible before.
Meta-models A first approach is to automatically build interpretable models
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that relate the performance of data mining algorithms to properties of the data
on which they were run, as shown in Chapter 9. We plan to expand this research
and look for many more insightful patterns in data mining performance. Using
the portal and its semantic descriptions, such discoveries are likely to be made
much faster than was possible before.
Algorithm recommendation Past experiments are also very useful to pro-
vide practical advice for new data mining problems. Many proposals exist for
recommender systems, but to the best of our knowledge, none were built to
process this amount of experiments with this amount of detail (e.g. parame-
ter settings, data preprocessing workflows). This brings new opportunities to
provide more targeted advice.
Appendix
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Appendix A
Simple, Statistical and
Information-Theoretic Data
Properties
A.1 Some notes on notation
Let us introduce some notation that will be used to describe the characteriza-
tions we are going to use. For a continuous variable X , we denote its mean,
standard deviation and variance by μX ,σX and σ2X respectively. The covariance
of variables X and Y , indicating how much these two change together is denoted
by σXY . For nominal attributes X , with I distinct values, and Y , with J dis-
tinct values, we can display their joint distribution in a contingency matrix with
I rows and J columns, and denote each value as πij . We denote the marginal
distributions of X and Y as πi+ =
∑
j πij and π+j =
∑
i πij . The conditional
probability distribution of Y given X is denoted by πj|i = P (Y = yj|X = xi).
A.2 Simple features
The first set of meta-features exploit the fact that many algorithms are very
sensitive to the number of instances in the data, the number of attributes,
the number or missing values, the number of classes in classification, or the
type of attributes (nominal, numerical or binary). Learning tends to become
increasingly harder as the number of attributes increases, a principle known as
the curse of dimensionality. Every added attribute adds a new dimension to
the feature space, which means that the distance between observations in this
space will become ever larger, and any unseen case we wish to predict will lie
very far from the examples in the instance space. To attain the same ‘density’ of
examples, we need an exponentially increasing amount of extra training points.
Some algorithms, like nearest neighbor, are very sensitive to this problem, while
decision tree learners, which only consider the most ‘interesting’ features, in
terms of information gain, are much less so.
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Furthermore, missing values can be guessed, e.g. using a costly low rank ap-
proximation, but this introduces uncertainty in the data. Many algorithms
simply remove all instances with missing values, which wastes precious training
points.
Also, some algorithms simply cannot handle some types of attributes and inter-
nally transform the data. For algorithms that are numerically-challenged (to
be politically correct) numerical attributes can be replaced by nominal ones
through discretization: separating the attribute’s values in several intervals,
thus losing some information. Vice versa, for nominally-challenged algorithms,
each value of each nominal attribute can be replaced by a binary indicator at-
tribute, indicating whether the example has that attribute’s value or not, which
often introduces many new attributes. The latter technique, although necessary
for some algorithms, heavily increases the dimensionality of the data and may
thus be disadvantageous for algorithms sensitive to the curse of dimensionality.
Most of these meta-features, indicated with an [s], were first identified in the
StatLog project (Michie et al. 1994), an overview of which can also be found
in Castiello et al. (2005). Meta-features indicated with a [k] were, to the best
of our knowledge, identified by Kalousis (2002), and those indicated with a [r]
are variants for regression which are useful when a meta-feature can only be
used for classification, identified in Soares et al. (2004).
• n [s], the total number of instances (both training and test)
• attr [s], the number of attributes (including target attribute)
• num [k], the number of numerical attributes
• nom [s], the number of nominal attributes
• bin [s], the number of binary attributes (including nominal attributes
coded as indicator variables)
• %nom [k], the percentage of nominal attributes
%nom =
nom
attr
(A.1)
• %num [k], the percentage of numerical attributes
%num =
num
attr
(A.2)
• cl [s], the number of classes
• dim [k], the dimensionality of the dataset (defined by
dim =
attr
n
(A.3)
• ex/cl, the number of examples for class (Aha 1992)
• mvals [k], the number of missing values
• %mvals [k], the percentage of missing values
%mvals =
mvals
attr · n (A.4)
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• %outliers [r], the proportion of attributes with outliers
Many different versions of these measures abound. For instance, Kalousis et al.
(2004) uses logn, log nattr and log
n
cl instead.
A.3 Normality-related features
Some classification algorithms, like Naive Bayes and linear discriminants, as-
sume that the values of the attributes are normally distributed within each
class, so meta-features have been proposed to measure how non-normal the
value distributions actually are:
• γ [s], the skewness or lack of symmetry in the distribution, or the 3rd
standardized moment
γ =
E(X − μX)3
σ3X
(A.5)
• β [s], the kurtosis or fatness of the distribution’s tail, or the 4th stan-
dardized moment
β =
E(X − μX)4
σ4X
(A.6)
A.4 Redundancy-related features
Furthermore, algorithms are also affected by the degree of redundancy in a
dataset: if two or more attributes are dependent, they don’t add much infor-
mation and only increase the dimensionality of the dataset. This is measured
by estimating the strength of the relationship between attributes:
• ρXY [s], the correlation coefficient measuring the association between two
numerical attributes
ρ =
σXY√
σ2Xσ
2
Y
(A.7)
• Ri [s], the multiple correlation coefficient measuring the maximal corre-
lation coefficient between a numerical attribute Xi and some linear com-
bination of all other numerical attributes Ziα, with Zi = (X1, . . . , Xi−1,
Xi+1, . . . , Xnum) and α a non-zero vector.
Ri = argmaxα=0
σXiZiα√
σ2Xiσ
2
Ziα
(A.8)
• τXY [k], the concentration coefficient measuring the association between
two nominal attributes, or the proportional reduction in the probability
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of an incorrect guess predicting Y , with J distinct values, using X , with
I distinct values
τXY =
∑
i
∑
j
π2ij
πi+
−∑j π2+j
1−∑j π2+j (A.9)
• pvalXY [k], the p-value of the F-distribution for a nominal attribute X with
I values and a numeric attribute Y . The Analysis of Variance (ANOVA)
examines how a numerical variable affects a nominal one by examining
whether the means of the I groups defined on Y by X are different.
The ratio of the between group variance and the within group variance
MS(B)/MS(W ) follows the F-distribution and the p-value of that distri-
bution gives the probability of observing that ratio under the assumption
that the group means are equal (Kalousis 2002).
A.5 Attribute-target associations
Probably the most important property of an attribute is its association with
the target attribute: the more the attribute tells us about the target attribute,
the more useful it will be to model the data. As discussed above, irrelevant
attributes add to the curse of dimensionality, and different learning algorithms
exhibit different degrees of resilience against them (Hilario and Kalousis 2000b).
If a dataset has many irrelevant attributes, this may indicate that it is better
to use a feature selection or feature construction step first, or to choose an
algorithm that, implicitly or explicitly, performs such operations internally.
Most of these measures can be used only in classification.
• H(X) [s], the entropy of a nominal1 attribute X is a measure of the un-
certainty (or randomness) associated with it. It measures the average
information content one is missing when one does not know the exact
value of X . If entropy is zero (if all values are the same), the attribute
contains no information. The class entropy H(C) is the amount of in-
formation required to specify the class of an instance, a measure for how
‘informative’ the attributes need to be. A low H(C) means that the dis-
tribution of examples among classes is very skewed (containing some very
infrequent classes) which some algorithms cannot handle well.
H(X) = −
∑
i
πi+log2(πi+) (A.10)
1Although a definition exists for numerical distributions (using an integral instead of a
summation), it is of no use for empirical data, and the entropy of numerical attributes
(or targets) is calculated by discretizing the values in equal-length intervals (Michie et al.
1994).
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• H(X)norm [s], the normalized entropy of a nominal attribute X rescales
entropy to the [0..1] interval (Castiello et al. 2005)
H(X)norm =
H(X)
log2n
(A.11)
• MI(Y,X) [s], the mutual information between nominal attributes X and
Y describes the reduction in uncertainty of Y due to the knowledge of X ,
and leans on the conditional entropy H(Y |X). It is also the underlying
measure of the information gain metric used in decision tree learners.
MI(Y,X) = H(Y )−H(Y |X) (A.12)
H(Y |X) =
∑
i
p(X = xi)H(Y |X = xi) (A.13)
= −
∑
i
πi+
∑
j
πj|ilog2(πj|i) (A.14)
• UC(X,Y ), the uncertainty coefficient is the mutual information between
an attribute X and target attribute Y divided by the entropy of Y . It
measures the proportional reduction in the statistical variance of Y when
X is known (Agresti 2002). It is strongly related to the information
gain ratio used in decision trees, which is defined as UC(Y,X), or the
proportional reduction in in the variance of X when target Y is known.
UC(X,Y ) =
MI(Y,X)
H(X)
(A.15)
• μUC , the median of the uncertainty coefficients, indicates the amount of
information each attribute contains about the target Y (Kalousis et al.
2004).
• MI(C,X) [s], the average mutual information of each attribute X with
the class attribute C is a simplified alternative for μUC
MI(C,X) =
∑attr
i=1 MI(C,Xi)
attr
(A.16)
• EN -attr [s], the equivalent number of attributes is a quick estimate of the
number of attributes required, on average, to describe the class (assuming
independence).
EN -atrr =
H(C)
MI(C,X)
(A.17)
• NS-ratio [s], the noise to signal ratio is an estimate of the amount of
non-useful information in the attributes regarding the class. H(X) is the
average information (useful or not) of the attributes.
NS-ratio =
H(X)−MI(C,X)
MI(C,X)
(A.18)
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The following are useful for numerical targets:
• V arCoeftarget [r], the coefficient of variation of the target is defined as the
ratio of the standard deviation to the mean of the target attribute and can
be used instead of entropy on numerical targets. It is a normalization of
the standard deviation of the target useful for numerical targets Xtarget.
A related measure, sparsity of the target, is V arCoeftarget discretized into
3 values.
V arCoeftarget =
σX
μX
(A.19)
• outlierstarget [r], indicates the presence of outliers in Xtarget.
• stationaritytarget [r], indicates whether σXtarget > μXtarget .
• ρXYtarget , see Formula A.7, measures the correlation between a numerical
attribute X and a numerical target Ytarget.
• pvalXYtarget , see Section A.4, measures the correlation between a nominal
attribute X and a numerical target Ytarget.
• ρmax [s], the first canonical correlation coefficient measures the associa-
tion between all numerical attributes and a nominal (class) attribute. In
principal component analysis (PCA), datasets are transformed into a new
dataset with fewer dimensions (attributes). The first dimension, called
the first principal component is a new axis in the direction of maximum
variance. The variance of this principal axis is given by the largest eigen-
value λ1. It thus measures how well the classes can be separated by the
numerical attributes.
ρmax =
√
λ1
1 + λ1
(A.20)
• frac1 [s], the fraction of the total variance retained in the 1-dimensional
space defined by the first principal component can be computed as the
ratio between the largest eigenvalue λ1 of the covariance matrix S and
the sum of all its eigenvalues:
frac1 =
λ1∑
i λi
(A.21)
Even more statistical meta-features, based on the distances between examples
and the probability density function (pdf) and cumulative distribution function
(cdf) of the entire dataset are discussed in Ali and Smith-Miles (2006).
A.6 Algorithm-specific properties
One could also define some properties tailored to the bias of certain learning
algorithms.
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• M [s], Box’s M-statistic measures the equality of the covariance matrices
Si of the different classes. If they are equal, then linear discriminants
could be used, otherwise, quadratic discriminant functions should be used
instead. As such, M predicts whether a linear discriminant algorithm
should be used or not. In the following, Si =
Sci
ni−1 is the i class covariance
matrix with Sci the i class scatter matrix and ni the number of examples
pertaining to class i, and S = 1n−cl
∑
i Sci the pooled covariance matrix.
It is zero when all individual covariance matrices are equal to the pooled
covariance matrix.
M = γ
∑
i
(ni − 1)log |S||Si| (A.22)
γ = 1− 2num
2 + 3num− 1
6(num + 1)(cl − 1) (
∑
i
1
ni − 1 −
1
n− cl ) (A.23)
• SD-ratio [s], the standard deviation ratio, is a reexpression of M which
is one if M is zero and strictly greater than one if the covariances differ.
SD-ratio = exp(
M
num
∑
i(ni − 1)
) (A.24)
A.7 Propositional versus relational features
Many of these features produce a value for each attribute, and some of them,
like ρXY , compute a value for all pairs of continuous attributes, resulting in
O(2num) coefficients. If we are to use a propositional learner (one that expects a
single table as its dataset) this results in a variable number of feature columns
for each dataset. The solution of the STATLOG project, as well as subsequent
studies (Brazdil et al. 1994; Lindner and Studer 1999; Soares and Brazdil
2000; Sohn 1999) was to simply take the average over all attributes (or all
combinations). This means that some very different datasets may end up with
exactly the same description. For instance, one dataset may have attributes
which are either highly correlated (close to 1) or highly anti-correlated (close
to -1), while another one may show correlations all close to zero: in both cases,
the average correlation will be close to zero, while most algorithms will perform
very differently on them (Kalousis 2002).
There are several ways of countering this problem. Todorovski et al. (2000)
included the minimum and maximum value as well, and used feature selection
techniques to lower the number of meta-features afterwards. Kalousis and
Theoharis (1999) composed a histogram of the values in each set: for every
meta-feature consisting of more than one value, its theoretical range of values
is determined, e.g. [-1..1] in case of attribute correlation, and divided in ten
equal length bins. As such, the correlation coefficients between all numerical
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attributes can be represented as [ρ1 . . . ρ10] on each dataset. One extra bin, in
this case ρNaN , is added to signal the amount of outcomes that were impossible
to compute. The same technique can also be used to signal the amount of
missing values in each attribute, as this distribution has been shown to critically
affect the performance of learning algorithms Kalousis and Hilario (2001b).
A more fundamental approach is to use a relational learning algorithm as a
meta-learner, one that can read in relational data descriptions. Todorovski
and Dzeroski (1999) used inductive logic programming (ILP) (De Raedt et al.
2008), allowing the meta-features to be stored in a relational representation
(e.g. a relational database), and generating first order rules about the behavior
of learning algorithms. A somewhat similar approach is proposed in Hilario and
Kalousis (2001) and (Kalousis and Hilario 2003), where a case-based reasoning
system is used instead.
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