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This dissertation investigates plane nonlinear shear wave motion in a
material that possesses a single relaxation mechanism. Derivations that em-
ploy three common yet separate descriptions of viscoelasticity are followed to
arrive at the same mathematical model for a nonlinear and relaxing medium.
The model is then used to obtain a single wave equation for linearly polar-
ized particle motion, and two coupled wave equations for elliptically polarized
particle motion. The resulting wave equations account for cubic nonlinearity
and viscoelasticity in the form of a single relaxation mechanism. Progressive
wave solutions are obtained from a Burgers-type evolution equation, thereby
illustrating competition between nonlinearity and viscoelasticity in the wave
motion. Energy loss due to relaxation is found insufficient to prevent the
occurrence of multivalued solutions of the evolution equation when the wave
amplitude is sufficiently large, thus indicating that the model is lacking essen-
tial physics in those cases. Multivalued solutions are prevented by employing
weak shock theory in the obtained analytical solution for a step shock, or by
introducing shear viscosity when solving the evolution equation numerically.
vii
A coordinate transformation is employed that allows simulation of waveform
evolution up to and beyond the point of waveform overturning, which permits
determination of the parameter space in which multivalued solutions exist.
The analysis is also applied to nonlinear shear waves in media characterized
by attenuation that is proportional to frequency raised to some power. Finally,
standing nonlinear shear waves are investigated by developing an augmented
Duffing equation that describes the nonlinear response of a shear wave res-
onator near its lowest resonance. Both linearly and elliptically polarized mo-
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used are m = 0.68, ω0tr = 0.23, s = 0.9, ε0 = 0.6, and β = 2. . 122
D.1 (a) Critical value of the dimensionless power-law attenuation
coefficient acr below which an initially sinusoidal shear waveform
will overturn at a finite distance from the source. (b) Expanded
view for values near ν = 1. . . . . . . . . . . . . . . . . . . . . 154
D.2 Propagation distance Xvt = xvt/xsh at which an initially si-
nusoidal shear waveform develops a vertical tangent versus di-
mensionless attenuation coefficient a in a medium with power-
law attenuation for several value of the exponent ν. Triangular
markers on the horizontal axis indicate the value of a above
which waveform overturning will not occur for the correspond-




Soft elastic materials such as rubber and soft tissue possess small shear
moduli, resulting in shear wave speeds on the order of 1 m/s. The small shear
moduli of these materials facilitate the generation of shear deformations with
large shear strains, potentially of order unity, necessitating the consideration
of nonlinear elastic effects in the subsequent motion.
At the same time, materials such as rubber and soft tissue have a com-
plex internal structure. For example, soft tissue is composed at the microscale
of a dense, irregular mesh of various cells and tissues. Strain energy associ-
ated with deformation of these materials contributes to rearrangement of the
internal micro-structure, the complex dynamics of which can occur over many
time scales. On the macroscale, these processes cumulatively manifest as vis-
coelasticity, for which the material response to deformation or applied stress
is rate-dependent and results in energy loss.
This dissertation is a study of the combined effects of nonlinear elastic-
ity and viscoelasticity on the propagation of plane shear waves in soft elastic
media. The particular type of viscoelasticity considered is known as stress re-
laxation, which has the benefit of a simple mathematical representation that
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lends itself to analytical treatment. This work borrows heavily from the study
of nonlinear acoustic waves in relaxing fluids, for which the mathematics are
very similar, the difference being that leading-order nonlinearity is cubic for
plane shear waves, whereas it is quadratic for compressional waves. The aim
of this dissertation is to both quantitatively and qualitatively describe ways
that viscoelasticity, in the form of stress relaxation, affects the motion of plane
shear waves of finite-amplitude.
1.1 Background
1.1.1 Shear waves in soft tissue
The principle motivation behind this work is the use of shear waves
for material characterization, in particular the mechanical characterization of
soft tissue. It is known that the health of soft tissue is correlated with its
shear stiffness. For example, cirrhotic liver is stiffer than healthy liver, and a
breast tumor is stiffer than the healthy tissue surrounding it. While manual
palpation has been used for centuries as a diagnostic tool, in the 1990s a tech-
nique known as shear wave elastography began to develop in which shear wave
propagation in soft tissue, observed using conventional ultrasound imaging
techniques, is used to infer the shear stiffness of the tissue in order to identify
regions of healthy and unhealthy tissue (see, e.g., the review by Sarvazyan et
al. [1]). In practice, shear waves used for elastography may be generated using
the acoustic radiation force produced by a high-intensity sound beam [1], or
alternatively, characteristics of the noisy ambient shear wave field can be used
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to infer the shear modulus of the medium [2].
Attempts have been made recently to exploit the nonlinear shear mod-
ulus as a diagnostic metric, a technique known as nonlinear elastography. The
most common technique used for nonlinear elastography is the measurement
of the shear wave speed as a function of the magnitude of pre-stress of a mate-
rial, and is known as acoustoelastography [3]. Use of acoustoelastography has
revealed the nonlinear shear modulus to be a promising identifier of regions of
unhealthy tissue, for example in the detection of breast tumors [4].
It is well known that shear waves in soft tissue are subject to viscoelastic
effects; see the review by Carstensen and Parker [5]. As of yet, however, tissue
models used for nonlinear elastography do not account for the viscoelasticity of
the medium. It is therefore of interest to those in the field of nonlinear material
characterization of soft solids, such as nonlinear elastography, to understand
the interaction of nonlinear and viscoelastic effects in the propagation of shear
waves.
1.1.2 Propagation of nonlinear shear waves
While the study of the propagation of acoustic waves of finite amplitude
dates back to Euler in 1759 [6], the study of nonlinear shear waves began more
recently. Gol’dberg [7] was the first, in 1961, to investigate the nonlinear prop-
agation of elastic waves in an isotropic solid, demonstrating that leading order
nonlinear effects in plane shear wave propagation are cubic, compared to the
leading order quadratic nonlinearity for compressional waves. Lee-Bapty and
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Crighton [8] studied in detail a modified version of the Burgers equation that
describes the evolution of progressive plane waves in a medium with purely
cubic nonlinearity, and they developed the corresponding weak shock theory
(see also Naugolnykh and Ostrovsky [9] for weak shock relations for progres-
sive plane waves subject to cubic nonlinearity). Extensions of the Fubini and
Fay solutions to describe the spectral evolution of an initially monochromatic
waveform in a medium with cubic nonlinearity were derived by Gusev and
Makov [10].
Measurements of nonlinear waveform distortion and shock formation
in a plane shear wave were published first by Catheline et al. [11] in 2003.
They excited a plane shear wave of 100 Hz and transverse particle velocity
amplitude 0.6 m/s in a tissue-mimicking gel phantom with a shear wave speed
of 1.6 m/s. The wave thus had a very large acoustic Mach number (ratio of
particle velocity amplitude to shear wave speed) of 0.375, and exhibited sig-
nificant nonlinear distortion, including shock formation. Their measurements,
presented in Fig. 1.1, confirmed that nonlinearity in the plane shear wave is
purely cubic, as the nonlinearly generated harmonics were only odd multiples
of the fundamental. Dispersion was negligible in their phantom. Furthermore,
the reported value of the nonlinear shear modulus inferred from their mea-
surement was on the order of kilopascals, the same order of magnitude as the
linear shear modulus. In contrast, elastic constants associated with compres-
sive deformations in tissue-like materials are of the same order as those for
water, e.g., on the order of gigapascals.
4
Figure 1.1: (a) Measurement and (b) simulation of a shear waveform contain-
ing shocks. Plots (c) and (d) show the harmonic content of the measured and
simulated waveforms in (a) and (b), respectively. Figure 1.1 is adapted from
Figs. 2 and 3 of Catheline et al. [11].
The vast difference in the order of magnitude of the nonlinear elastic
constants for shear deformations compared to compressive deformations moti-
vated Hamilton et al. [12] to develop a formulation of the strain energy density
up to fourth order in strain that is specific to incompressible materials such as
soft tissue and rubber. Zabolotskaya et al. [13] subsequently used that formu-
lation for the strain energy density to derive an expression for the shear wave
coefficient of nonlinearity in an incompressible material. They also considered
the effects of viscous absorption (attenuation but no dispersion) and presented
solutions for third harmonic generation from a time-harmonic source. Using
an acoustoelastographic technique along with the expression of Zabolotskaya
et al. for harmonic generation by a plane wave in a viscous medium, Rénier et
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al. [14] were able to measure independently the three elastic constants in the
strain energy expansion of Hamilton et al. for agar gelatin samples, demon-
strating that they are all of the same order of magnitude.
Nonlinear shear waves have also been studied in the context of shear
wave beams. Zabolotskaya [15] was the first to obtain a parabolic equation for
diffracting elastic waves in an isotropic solid, showing that shear wave beams
are subject to quadratic as well as cubic nonlinearity. Spratt et al. [16] investi-
gated the effect that diffraction and quadratic nonlinearity have on the prop-
agation of shear wave beams with various polarizations. Wochner et al. [17]
studied the interaction of diffraction and cubic nonlinearity in the propagation
of shear wave beams.
1.1.3 Linear and nonlinear waves in relaxing media
Rayleigh [18] was the first to speculate that something like a relax-
ation process could influence the propagation of a sound wave; in particular
he postulated that some energy in the sound wave could go to the rotation
of molecules (as opposed to translation), thus contributing to attenuation of
the sound wave. Einstein [19] later discussed acoustic propagation in a re-
acting mixture of two gases, attempting to develop a method for measuring
the rate of the chemical reaction. He noted that the frequency of the sound
wave would affect the extent to which acoustic energy was used for the chem-
ical reaction, and would therefore affect the attenuation of the acoustic wave
and the compressibility of the gas. The classical phenomenological model for
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acoustic wave motion in a relaxing fluid was developed by Mandel’shtam and
Leontovich [20], a condensed description of which in the English language is
given by Landau and Lifshitz [21].
Following their initial pioneering work in nonlinear optics, R. V. Khokhlov
and his students in Moscow turned their attention in the early 1960s to nonlin-
ear acoustic wave motion in a relaxing fluid. The first investigation of nonlinear
acoustic wave motion in a relaxing fluid was by Polyakova et al. [22], who ob-
tained an analytical solution for propagation of a pressure jump. Soluyan and
Khokhlov [23] soon afterwards presented further results for periodic acoustic
waves of finite amplitude in a relaxing fluid. The most common modern ap-
plication of nonlinear acoustic wave propagation in a relaxing fluid is to sonic
boom propagation through the atmosphere [24], as air exhibits two distinct
relaxation mechanisms in the audible frequency range [25].
The study of shear wave propagation in relaxing media is a recent de-
velopment. Carstensen and Parker present a good discussion of various linear
viscoelastic models for tissue in shear and the motivation behind them [5].
It is common in the biomedical community to represent viscoelastic materi-
als using a configuration of lumped-element springs and dampers, such as the
Maxwell and Voigt models [26]. The particular lumped element configuration
that accounts for simple stress relaxation is known as the Standard Linear
Solid model or Zener model. Asbach et al. [27] found good agreement be-
tween measured shear wave speed and attenuation with that predicted by a
linear Zener model in both healthy and unhealthy liver tissue in the 20–60 Hz
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range. Recently, Yengul et al. [28] reported measurements of a torsional shear
wave resonator formed from a tissue-mimicking gel, showing that the material
response corresponded to a linear Zener model in the 1–100 Hz range. The
only previous study of nonlinear shear waves in a relaxing material appears
to be the investigation carried out by Andreev et al. [29] in 2011, who nu-
merically and experimentally studied the nonlinear response of a shear wave
resonator formed from plastisol, a type of soft rubber. They found that in the
linear limit the plastisol behaved according to a linear Zener model in the 30–
300 Hz frequency range, and then compared their measurements to numerical
simulations based on a nonlinear Zener material model.
1.2 Outline of the dissertation
This dissertation is divided roughly into three parts: development of
the material model for plane shear deformations in a relaxing solid (Chapter 2),
analysis of progressive shear waves of finite amplitude in a relaxing medium
(Chapters 3 and 4), and the analysis of nonlinear standing shear waves (Chap-
ter 5). In each chapter, analyses are presented that illustrate the competition
between nonlinearity and relaxation. Furthermore, in each chapter (except for
Chapter 4), applications of the derived solutions for measurement of nonlinear
and viscoelastic parameters are presented and discussed.
In Chapter 2 a model for plane shear waves in a nonlinear, relaxing ma-
terial is developed following three approaches: a method common to biome-
chanics that employs a nonlinear Zener lumped-element configuration, the
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internal variable approach of Mandel’shtam and Leontovich common to lin-
ear and nonlinear acoustics, and a three-dimensional tensor description of vis-
coelasticity. Various solutions and representations of the resulting constitutive
relation are presented that illustrate the effects of nonlinearity and viscoelastic-
ity. Nonlinear shear wave equations that account for relaxation are presented
for the cases of linearly and elliptically polarized particle motion. Extension of
the material model to multirelaxing media and diffracting beams is discussed.
Chapter 3 is concerned with progressive nonlinear shear wave motion in
a relaxing material. An evolution equation similar to Lee-Bapty and Crighton’s
modified Burgers equation is derived and subsequently solved in a number of
ways that demonstrate the competition between nonlinearity and relaxation
in progressive wave motion. In particular, analytical solutions are obtained
for the profile of a steady step shock and for harmonic generation in radiation
from a time-harmonic source. The limiting cases of waves with very low or
very high source frequency are discussed, with a weak shock theory solution
developed in the high-frequency case.
Chapter 4 is an investigation of the mathematical phenomenon of wave-
form overturning, in which solutions of the evolution equation for progressive
plane shear waves may possess three or more values at the same point in time
and space. A coordinate transformation that enables numerical simulation of
multivalued waveforms, first developed by Hammerton and Crighton to in-
vestigate overturning of nonlinear acoustic waves in a relaxing fluid [30, 31],
is extended to the case of nonlinear shear waves. The formulation is used
9
to determine the critical source amplitude above which waveform overturning
will occur as a function of the source frequency of an initially sinusoidal shear
wave, and also the distance from the source at which overturning first occurs
when this critical amplitude is exceeded. Thus the parameter space in which
multivalued solutions of the evolution equation derived in Chapter 3 exist is
mapped out numerically.
Nonlinear and relaxation effects on standing shear waves are the topic
of Chapter 5. The nonlinear shear wave equation developed in Chapter 2 is
approximated using a normal mode expansion, thereby reducing the full wave
equation to one or more ordinary differential equations that are augmented
forms of the Duffing equation. An implicit expression for the amplitude-
dependent frequency response of the resonator for excitation near the lowest
resonance frequency is obtained from the augmented Duffing equation. Sub-
harmonic generation is considered in the case where the excitation frequency
is near the second resonance frequency. When the particle motion of the
resonator is elliptically polarized, approximate solutions of two coupled aug-
mented Duffing equations are obtained that illustrate effects due to coupling
of the transverse displacement components that arises from nonlinearity.
Derivations that are necessary to include in the dissertation, but would
be distracting in the main text, are included in Appendices A and C, which
cover weak shock theory and Hammerton and Crighton’s coordinate trans-
formation, respectively. An amusing historical anecdote that is relevant to
Chapter 4 is detailed in Appendix B. Finally, an analysis of overturning of
10
nonlinear shear waves that parallels Chapter 4, but for a material that ex-
hibits power-law attenuation, is presented in Appendix D.
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Chapter 2
Material Models for Soft, Relaxing Media
Elastic materials such as soft tissue and rubber are made up of many en-
tangled chains of molecules. This complex internal structure results in stretch-
ing and subsequent rearranging of the molecules in response to an applied stress
or strain, with the response of the material taking place over many different
time scales. These materials are called viscoelastic; the material response to
deformation results in both the loss and storage of elastic energy. Due to the
complex internal structure of these materials, it is necessary to develop math-
ematical models that account for the macroscale effects of the rearrangement
and interaction of the molecules that make up the material on the microscale.
Furthermore, soft tissue and rubber possess small shear moduli, result-
ing in a low shear wave speed, on the order of meters per second. Thus these
materials facilitate the generation of shear strains, or equivalently shear waves
with acoustic Mach number, on the order of unity. A complete mathemati-
Selected material from this chapter was previously published in J. M. Cormack and
M. F. Hamilton, “Plane nonlinear shear waves in relaxing media,” J. Acoust. Soc. Am.
143, 1035–1048 (2018), which appears as Ref. [32] in this dissertation. Contributions from
JMC include conception and analysis of the material models and equations of motion, and
writing of the article.
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cal model of such a material that accounts for elastic nonlinearity as well as
viscoelasticity is therefore of great interest to those that study the nonlinear
elasticity of materials like soft tissue and rubber. In this chapter a mathemat-
ical material model for pure shear deformations is developed that accounts for
nonlinearity up to third order in strain, and viscoelasticity with simple stress
relaxation.
In this work it is assumed that viscoelastic effects are small and on
the same order as nonlinear effects. Thus terms in the model equations that
represent a combination of nonlinearity and viscoelasticity will be excluded as
negligible. Nonlinearity in shear wave motion is described in Sec. 2.1 in the
lossless case. Viscoelastic effects are incorporated later on in the derivation
in Sec. 2.2, where stress relaxation is modeled using three commonly used
approaches. A lumped-element representation, an approach typically used in
the modeling of soft tissues that is convenient for visualization, is detailed in
Sec. 2.2.1. Section 2.2.2 begins with a general stress-strain relation that is
augmented with an internal rate-dependent state variable, a procedure com-
mon to linear and nonlinear acoustics. These two approaches are valid only
in the one-dimensional case of linearly polarized plane shear waves. A three-
dimensional material model for elliptically polarized particle motion is devel-
oped in Sec. 2.2.3 by determining the appropriate form of a stress relaxation
tensor for plane shear wave motion. A discussion and interpretation of the
mathematical material model is given in Sec. 2.3. The chapter is concluded
in Sec. 2.4 by presenting a nonlinear shear wave equation that is obtained
13
from the material model and includes cubic nonlinearity and relaxation. In
the case of elliptically polarized motion there are two coupled nonlinear wave
equations.
2.1 Nonlinearity
The strain energy density in an isotropic solid may be expanded to
fourth order in particle displacement as [12]






















where µ is the shear modulus, K is the bulk modulus, A, B, C, E, F , G,
and H are higher-order elastic constants, and I1 = Eii, I2 = EijEji, and

















where ui is particle displacement in direction xi
1. For soft, nearly incompress-
ible elastic media, for example soft tissue, for which µ/K = O(10−5) [1, 11],
the strain energy density may instead be expressed as [12]






which depends only on the three elastic constants µ, A, and D, which are all of
the same order of magnitude in value. The first Piola-Kirchhoff stress tensor
1In the definitions of the invariants and Eq. (2.2), and for the remainder of the disser-
tation, Einstein’s index notation is used to describe tensor expressions. Repeated indices
represent a summation over the repeated index, e.g., I1 = Eii = E11 + E22 + E33.
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The particular cases of deformation associated with plane shear waves
are illustrated in Fig. 2.1. The particle displacement is confined to the plane
perpendicular to the direction of wave propagation, and consists in general of
two vector components. When the two components of the particle motion are
in phase, particle trajectories in the y-z plane trace out a straight line, and the
wave is called linearly polarized. On the other hand, when a phase difference
exists between the two components of the motion, particle trajectories in the
y-z plane are closed loops and the wave is elliptically polarized.
For a linearly polarized plane shear wave in which u (with index sup-
pressed) is particle displacement perpendicular to the propagation direction x,















where β is the coefficient of nonlinearity. The form of β depends on which
expansion of the strain energy density is used to describe the medium. For




































Figure 2.1: Illustration of particle motion in plane shear waves with linear or
elliptical polarization.
Elliptically polarized plane shear waves have particle motion with two
components that are both perpendicular to the direction of propagation:
u = uy(x)ey + uz(x)ez. (2.8)
In this case there are two contributing components of the stress tensor, which







































Equations (2.9) and (2.10) show clearly the coupling between the two compo-
nents of the particle motion due to nonlinearity of the deformation.
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By considering nonlinearity independently from viscoelasticity, we have
been able to determine the form of the stress-strain relation and the coefficient
of nonlinearity β in terms of constants in the strain energy density expansion.
These expressions for the lossless and nonlinear stress-strain relation are aug-
mented to account for stress relaxation in Sec. 2.2.
2.2 Relaxation
In this section the stress-strain relation is obtained for a relaxing and
nonlinear medium three separate ways. The approaches are common to the
analysis of wave motion in viscoelastic fluids and solids, and each illustrates
the mechanics from a different perspective.
2.2.1 Nonlinear Zener body representation
A method for depicting viscoelastic materials that is convenient for
visualization and is common in the field of biomechanics is the use of lumped-
element models for one-dimensional shear deformations. Two common con-
figurations are depicted in Fig. 2.2; Fig. 2.2(a) shows a Kelvin-Voigt body,
which is used to represent materials that exhibit classical viscous losses [32],
and Fig. 2.2(b) depicts the configuration that will be analyzed here and is
known as a nonlinear Zener model, or sometimes as the standard solid model.
The lower arm in both Figs. 2.2(a) and 2.2(b) accounts for nonlinear elasticity
with a modulus that depends on the shear deformation ε = ∂u/∂x according
to µ1(ε) = µ0(1 +
2
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Figure 2.2: Lumped-element representation of a nonlinear elastic medium (a)
with classical viscosity (b) with relaxation. The system in (b) is the one
analyzed in this work.
which corresponds to the lossless nonlinear constitutive relation presented in
Eq. (2.5). Linear elements in the upper arm in Fig. 2.2(b) introduce relaxation
via the elastic modulus µ2 and shear viscosity η2, such that the stress across
the upper arm is σ2 = µ2ε2µ = η2ε̇2η.
The individual stresses and deformations are related as σ = σ1 +σ2 and















This stress-strain relation may be rearranged into a more standard and con-











































It is clear from Eq. (2.12) that the response can be separated into
two regimes: low frequency or slowly varying motions for which tr|d/dt|  1
and the linear shear modulus is given by µ0, and high frequency or rapidly
varying motions for which tr|d/dt|  1 and the linear shear modulus is given
by µ∞. The subscripts 0 and ∞ thus correspond to the value of the linear
shear modulus at zero and infinite frequency respectively. This interpretation
is expanded on in Secs. 2.2.2 and 2.3.1–2.3.3.
A medium characterized by classical viscous losses may be modeled us-
ing the lumped-element configuration shown in Fig. 2.2(a). To obtain Fig. 2.2(a)
from Fig. 2.2(b) the linear stiffness µ2 is replaced by a rigid link, i.e., the limit
µ2 →∞ is taken. Taking that limit in Eq. (2.11) results in the same nonlinear
stress-strain relation used by Zabolotskaya et al. [13] in their Sec. V where
η = η2. In Eq. (2.13) the limit µ2 →∞ corresponds to the simultaneous limits
tr → 0 and mtr → η/µ0.
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2.2.2 Internal state variable formulation
An alternative approach for determining the stress-strain relation in a
nonlinear relaxing material is through the expansion of a general state equa-
tion. This approach was first presented by Mandel’shtam and Leontovich [20]
to describe sound absorption in liquids, and is traditional in nonlinear acous-
tics literature [33]. In particular it is the approach used by Polyakova et al. [22]
in the first investigation of nonlinear acoustic wave propagation in a relaxing
fluid.
One can determine the dependence of stress on deformation for a monore-
laxing elastic medium by asserting that for one-dimensional motion the stress
depends on some additional state variable ξ as well as the deformation ε such
that
σ = σ (ε, ξ) . (2.15)
The new state variable ξ accounts for an arbitrary inelastic property of the
medium, the perturbation of which returns the state variable to its equilibrium
value ξ0(ε) according to the rate equation
dξ
dt
= −ξ − ξ0(ε)
tr
. (2.16)
We will later make use of the value of ξ0(ε) in a quiet medium that is undis-
turbed by a wave: ξ0(ε0) = ξ00, which is a constant.
In the atmosphere, for example, the variable ξ accounts for vibrational
energy of diatomic molecules such as oxygen or nitrogen, and in the ocean it
accounts for concentrations of boric acid or magnesium sulfate. Because air
20
and seawater both exhibit two relaxation processes, they are termed multire-
laxing media, and in both cases Eq. (2.15) would require two additional state
variables to account for each relaxation process, ξ1 and ξ2, each with their own
rate equations defined by ξ01(ε), tr,1, ξ02(ε), and tr,2. See Blackstock [25] for
further details on the relaxation mechanisms in air and seawater. Extensions
to multirelaxing media are discussed further in Sec. 2.3.5 below.
Equation (2.15) is now expanded in a Taylor series to cubic order in
the deformation and first order in the perturbation of ξ:




















(ξ − ξ0), (2.17)
where σ0 = 0 (no pre-stress), ε0 = 0 (no pre-strain), and subscripts on par-
tial derivatives indicate the value of the corresponding quantity at which the
derivative is evaluated. Because particle motion in a plane shear wave is per-
pendicular to the propagation direction, symmetry requires that (∂2σ/∂ε2)ξ0 =
0, and therefore quadratic terms are absent from the constitutive relation. An
alternative expansion is obtained by taking ξ00, instead of ξ0(ε) as in Eq. (2.17),
as the reference value of ξ [34]:




















(ξ − ξ00). (2.18)
The expansion in Eq. (2.17) represents motion of the material that
occurs slowly enough that the internal variable ξ is allowed sufficient time
to relax and remains at the equilibrium value ξ0, and so (∂σ/∂ε)ξ0 = µ0 is
identified as the equilibrium modulus, thus labeled because the internal state of
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the material is always in equilibrium. On the other hand, Eq. (2.18) represents
motion that occurs so rapidly that the internal variable ξ may not relax and is
confined to values near the unperturbed value ξ00. Therefore (∂σ/∂ε)ξ00 = µ∞
is labeled the frozen modulus because in this case the internal state of the
material is frozen in time. The two moduli µ0 and µ∞ are sometimes also
referred to as the relaxed and unrelaxed moduli, respectively, for example in
geophysics.
A relation between the equilibrium and frozen moduli is obtained from
Eqs. (2.17) and (2.18) by first expanding ξ0 about ε0: ξ0(ε) = ξ00 +(∂ξ0/∂ε)ε0ε.



































Comparison of the linear order coefficients of ε in Eqs. (2.18) and (2.19), and
recognizing that the difference between the nonlinear terms is negligible, results























To obtain a stress-strain relation, the time derivative of Eq. (2.18) is




























(ξ − ξ0) . (2.21)





















































where Eq. (2.20) has been used. After comparison with Eq. (2.12) the coeffi-










Equations (2.23) and (2.25) offer an alternative means of expressing the


















Landau and Lifshitz [21] assert that µ∞ > µ0 by deriving an equivalent
viscosity parameter in the frequency domain, and also note that the same
conclusion follows from Le Chatelier’s principle that any internal processes
must act to reduce the stress. Thus it is concluded from Eq. (2.25) that
(∂σ/∂ξ)ε0 and (∂ξ0/∂ε)ε0 must have opposite signs. From Eq. (2.3) it follows
that (∂ε/∂σ)ξ0 > 0. Thus Eq. (2.27) reveals that the inequality m > 0 is
required.
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Equation (2.27) may be connected directly to the lumped-element model
in Fig. 2.2(b). Because µ2ε2µ = η2ε̇2η and ε = ε2µ + ε2η, the deformation of the
damper satisfies the rate equation
dε2η
dt
= −ε2η − ε
η2/µ2
. (2.28)
Comparison with Eq. (2.16) reveals that the internal state variable for the
lumped-element model in Fig. 2.2(b) is ξ = ε2η, the equilibrium value is ξ0 = ε,
and the relaxation time is tr = η2/µ2; therefore (∂ξ0/∂ε)ε0 = 1. Since the stress
across the lumped-element system is σ = µ1ε + µ2ε2µ = (µ1 + µ2)ε − µ2ε2η it
follows that (∂σ/∂ξ)ε0 = −µ2. Substituting these values, along with Eq. (2.23),
into Eq. (2.27) yields the result m = µ2/µ0, which is the expression for the
relaxation strength given by Eq. (2.14).
2.2.3 Relaxation tensor
The lumped-element representation and state equation methods used
to model the material response in Secs. 2.2.1 and 2.2.2, respectively, are con-
venient when considering one-dimensional motion that can be described using
scalar functions. In order to describe elliptically polarized plane wave motion
in a relaxing elastic material, a tensor description of the viscoelastic material
response is necessary.
According to the memory hypothesis, the instantaneous stress in a ma-
terial is due to the complete history of the strain [35]. The elastic component
of the stress that reacts instantaneously to changes in strain may be separated
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without loss of generality from the viscous component that depends on the
strain history. The stress tensor is thus written as
σij = σ̄ij + σ̄
′
ij, (2.29)
where σ̄ij and σ̄
′
ij are the elastic and viscous stresses, respectively, and they
are both Piola-Kirchoff stresses. The elastic stress σ̄ij is found from Eq. (2.4)
as in Sec. 2.1. The viscous stress σ̄′ij will now be determined. The derivation
begins with a general expression for the viscous Cauchy stress2 τ ′ij, which is
simplified by considering the specific deformation of pure shear. The viscous
Piola-Kirchhoff stress is then determined from the Cauchy stress with the
formula σ̄′ij = (det F)τ
′
ik(F
−T )kj, where Fij = δij + ∂ui/∂xj is the deformation
gradient.









where τ ′ij is the viscous (Cauchy) stress tensor. In Eq. (2.30), ekl is the in-












2A Cauchy stress tensor represents forces in the material frame, or current configuration,
with relation to areas in the material frame. It is necessarily symmetric. The first Piola-
Kirchhoff stress tensor, however, relates forces in the material frame to areas in the reference
configuration, and is in general not symmetric. The desired form of the stress tensor is the
first Piola-Kirchhoff form, as that is the form that appears in the relation we will use for
conservation of momentum in the material frame, Eq. (2.68) in Sec. 2.4.
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which is used here instead of the finite strain tensor Ekl given by Eq. (2.2)
in order to be consistent with the assumption that viscoelastic effects are as
small as nonlinear effects. The fourth order tensor Gijkl is referred to as the
relaxation tensor. For an isotropic and homogeneous material the relaxation







δijδkl + g(t) (δikδjl + δilδjk) . (2.32)
Plane shear wave motion is volume conserving, so there will be no compres-
sive, or dilatational, strain. Therefore the first term on the right-hand side
of Eq. (2.32) may be neglected and what remains of the relaxation tensor is
described completely by the scalar function g(t):
Gijkl(t) = g(t) (δikδjl + δilδjk) . (2.33)
For a plane elliptically polarized shear wave with particle displacement given
by Eq. (2.8), the only nonzero components of τ ′ij have i 6= j and kl = yx, zx,
xy, or xz in Eq. (2.30), and therefore there are only four possible components
of the stress:
















where εi = ∂ui/∂x.
The Piola-Kirchhoff stress σ̄′ij in Eq. (2.29) is obtained from the Cauchy
stress τ ′ij using the formula given after Eq. (2.29). For this special case of
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deformation, transformation of the stress tensor does not alter the nonzero
















In order for the viscous stress tensor to account for a single relaxation
mechanism, we make the choice
g(t) = mµ0e
−t/tr , (2.38)

















Combination of Eqs. (2.9), (2.10), (2.29), (2.39), and (2.40) yields






























Equations (2.41) and (2.42) are rearranged into a form consistent with Eqs. (2.12)


























































Clearly Eqs. (2.44) and (2.45) reduce to the stress-strain relations given by
Eq. (2.12) and (2.22) for the case of linear polarization when either uy = 0 or
uz = 0. Otherwise, each relation is identical to the case of linearly polarized
particle motion, but with the addition of extra nonlinear terms that account
for coupling between the two components of the transverse motion.
In the case of linearly polarized motion when εy = ε and εz = 0, the
relaxation function may be connected to the internal variable formulation from


























Comparison of Eqs. (2.17) and (2.29) reveals that σ̄′ = (∂σ/∂ξ)ε0(ξ − ξ0) =
−tr(∂σ/∂ξ)ε0 ξ̇. Substitution into that relation for σ̄′ of the expression for ξ̇ in
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Substitution of the definition of m given in Eq. (2.27) yields g(t) = mµ0e
−t/tr ,
which is identical to the definition of g(t) given by Eq. (2.38).
2.3 Discussion of the material model
The form of Eq. (2.12) or (2.22) lends itself to an interpretation of the
constitutive relation for a nonlinear, relaxing material as the superposition of
two lossless nonlinear Hooke’s laws, one which has linear shear modulus µ0
and dominates for slow deformations when trd/dt  1, and the other which
has linear shear modulus µ∞ = (1 + m)µ0 that dominates for rapid deforma-
tions when trd/dt 1. Taken as a whole, however, each constitutive relation
represents a lossy material for which the shear modulus is rate dependent.
The behavior of the material is explored in this section: a frequency domain
approach is used in Sec. 2.3.1, and time domain solutions are presented in
Secs. 2.3.2–2.3.4. Modeling choices made in the derivations are discussed in
Sec. 2.3.5. Finally, extension of the model to multirelaxing media and multi-
dimensional motion is discussed in Sec. 2.3.6.
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2.3.1 Complex shear modulus
In the linear case, a common way to represent a viscoelastic material is
in the frequency domain through the complex modulus µ̃(ω) = µ′(ω) + jµ′′(ω),
where ω is the frequency, and µ′ and µ′′ are called the storage modulus and loss
modulus, respectively. The relations σ = σωe
jωt and ε = εωe
jωt are substituted























where m = (µ∞ − µ0)/µ0 is the relaxation strength as before. The complex
modulus in Eq. (2.52) may also be represented in terms of the magnitude |µ̃|
and loss factor η = µ′′/µ′:
|µ̃| = µ0
[





1 + (1 +m)ω2t2r
. (2.54)
Equations (2.53) and (2.54) reduce for materials that possess values of the
relaxation strength m that are much less that unity such that µ′ = |µ̃| and
µ′′ = η in that case.
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Physical interpretation of Eqs. (2.54) is as follows: for a sinusoidal
applied strain with ε(t) = ε0 sinωt, the effective shear modulus at frequency ω
is the magnitude |µ̃| and the loss factor is related to the difference in phase φ
between the stress and the strain by φ = tan−1 η. The phase φ also corresponds
to the angle of the complex modulus in Eq. (2.52), φ = ∠ µ̃. Thus the stress
is given in the time domain by σ(t) = |µ̃|ε0 sin(ωt + φ). This representation
of the complex modulus is used in the time-domain example in Sec. 2.3.3 to
describe the stress response to a sinusoidal strain that is applied at t = 0, and
is extended to nonlinear motion in Sec. 2.3.4.
The storage modulus, loss modulus, and phase difference, plotted against
frequency in Fig. 2.3, offer insight into the frequency dependence of the mate-
rial response. At very low frequencies (ωtr  1) Eqs. (2.53) reduce to µ′ = µ0
and µ′′ = mµ0ωtr; the storage modulus is constant with frequency and the
loss modulus increases proportionally to frequency. The phase difference at
low frequencies is small and increases proportionally to frequency. At very
high frequencies (ωtr  1) Eqs. (2.53) reduce to µ′ = µ∞, µ′′ = mµ0/(ωtr);
the storage modulus is again constant with frequency, but with a different
value [larger; recall the discussion following Eq. (2.26)], and the loss modulus
decreases in proportion to frequency. The phase difference is again small and
decreases in proportion to frequency. At intermediate frequencies (ωtr ≈ 1)
the storage modulus increases smoothly from µ0 to µ∞. The loss modulus
and phase difference increase from low frequencies to a peak value at ωtr = 1
and ωtr = (1 + m)
−1/2, respectively, and then decrease with increasing fre-
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Figure 2.3: (a) Storage and (b) loss moduli, and (c) phase difference (m = 0.5)
between stress and strain as functions of frequency.
quency. Frequency dependence of the effective shear modulus |µ̃| and loss
factor η are qualitatively similar to that of the storage modulus and loss mod-
ulus, respectively. In Chapter 3 the storage and loss moduli are related to the
frequency-dependent shear wave speed c(ω) and attenuation coefficient α(ω)
for a progressive wave.
In σ-ε space, time harmonic motion is a closed loop that encloses a
finite area because of the phase difference between the stress and the strain,
indicating that the process is irreversible and results in energy loss. The work
W done on the material during one cycle of harmonic motion is the energy
lost per cycle, and is found from the closed contour integral W =
∮
σ dε, which










|µ̃|ε0 sin(ωt+ φ)× ωε0 cosωt dt (2.55)
= π|µ̃|ε20 sinφ. (2.56)
The energy lost per cycle is thus proportional to the phase difference φ, which
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achieves a maximum value at the frequency given by ωtr = (1 + m)
−1/2. For
materials with m  1, the relation |µ̃| sinφ ' µ′′ holds, and the energy lost
per cycle can be expressed in terms of the loss modulus as W = πµ′′ε20.
The motion described after Eqs. (2.54), for which the energy loss per
cycle is given by Eq. (2.56), is used in rheometry measurements to determine
the viscoelastic properties of a material. During such an experiment, the phase
difference between the stress and an applied strain is monitored as a function
of frequency. For a relaxing material, the frequency ωW,Rh at which the phase














In addition to rheometry techniques, other methods that use progressive wave
propagation or resonance techniques can be used to determine the viscoelastic
properties of a material sample. Progressive wave propagation and resonance
techniques are discussed in Chapters 3 and 5, respectively. The frequency of
interest, where maximum energy loss occurs, is given by ωW,Prog = 1/tr for a
progressive wave, and by ωW,Res = t
−1
r (1 + m)
−3/4 for the standing waves in
Chapter 5.
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2.3.2 Response to applied step strain
An illustration of the effect of viscoelasticity in the time domain is the
stress response to an applied step strain, for which the deformation is defined
by
ε = ε0H(t), (2.59)
where H(t) = 1 for t > 0 and H(t) = 0 otherwise. Substitution into Eq. (2.12)
and use of the relations ε3 = ε30H(t), ε̇ = ε0δ(t) where δ(t) = Ḣ(t) is the
Dirac delta function, and d
dt
[ε3] = ε30δ(t) results in a first-order linear ordinary
















The stress response to a step strain given by Eq. (2.60) is presented in
Fig. 2.4 for three values of the applied step strain. It illustrates, in a different
way than the complex modulus, the rate, or frequency dependence, of the
material response. Upon application of the strain, the stress immediately





0 and then subsequently relaxes to
a value of σ(∞) = µ0ε0 + 23βµ0ε
3
0 at a rate determined by the relaxation time
tr. Thus for a deformation that occurs slowly compared to the relaxation time
tr, the material has ample time to adjust, resulting in the softer equilibrium
shear modulus µ0. For rapid deformations such as the onset of the step strain
or a high-frequency oscillation, the material has no time to adjust to the
deformation and relax, resulting in the stiffer frozen modulus µ∞.
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Figure 2.4: Shear stress in the material in response to an applied step strain
for which ε(t) = ε0H(t). Blue, red, and orange curves correspond to strain
amplitudes ε0 of 0 (linear theory), 0.2, and 0.4, respectively. The relaxation
strength in each case is m = 0.25. A value of β = 2 is assumed.
The nonlinear solution in Eq. (2.60) and the curves in Fig. 2.4 demon-
strate competition between relaxation and nonlinearity, which is a recurring
theme in this dissertation. The transient term accounts for relaxation and
has a magnitude determined by the relaxation strength m, and the nonlinear
term accounts for finite amplitude effects and has a magnitude proportional
to βε20. The competition between the terms can be quantified by the dimen-
sionless ratio δ = 3m/2βε20, which is large if relaxation dominates or small if
nonlinearity dominates. The ratio δ is equal to ∞ (linear theory), 4.69, and
1.17 for the blue, red, and orange curves, respectively, in Fig. 2.4, indicating
that relaxation is dominant in the responses represented by the blue and red
curves, whereas the orange curve corresponds to the case where nonlinearity
affects the response about as much as relaxation. A similar ratio D is used
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in Chapter 3 to quantify competition between relaxation and nonlinearity in
the propagation of a progressive wave, in particular a steady shock front [see
Eq. (3.24)].
2.3.3 Response to transient sinusoid
An illustration that combines the frequency and time domain aspects
of the effects of relaxation on the material response from Secs. 2.3.1 and 2.3.2
is the stress response to a sinusoidal strain that is applied at t = 0. In this
case the deformation is given by
ε(t) = ε0H(t) sinωt. (2.61)
Substitution of Eq. (2.61) into Eq. (2.12) as in Sec. 2.3.2 and ignoring non-
linearity results in an ordinary differential equation that can be integrated to
obtain the stress response:
σ(t) = ε0
[
−µ′′e−t/tr + |µ̃| sin(ωt+ φ)
]
H(t), (2.62)
where the loss modulus µ′′ is the second of Eqs. (2.53), and |µ̃| and φ = tan−1 η
are the magnitude and phase of the complex modulus given by Eqs. (2.54).
The two terms in square brackets in Eq. (2.62) are the transient and steady-
state responses, respectively. The transient term is proportional to the loss
modulus and decays at a rate determined by the relaxation time; it is only
significant for intermediate frequencies (ωtr ≈ 1) and during the time interval
0 < t < tr. The steady-state term, as discussed after Eqs. (2.54), is the time-
domain representation of the complex modulus presented in Eqs. (2.54): the
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effective shear modulus at frequency ω is the magnitude |µ̃|, and the phase
difference φ between the stress and the applied strain is given by the arctangent
of the loss factor η. The energy lost per cycle in the steady state is given by
Eq. (2.56), and is only significant at intermediate frequencies when the phase
difference is near its maximum.
In each plot of Fig. 2.5 the applied strain given by Eq. (2.61), the
stress response given by Eq. (2.62), and the transient part of the stress given
by σtr = −ε0µ′′e−t/tr are represented by the dashed black, solid blue, and
dotted black curves, respectively. Figure 2.5(a) reveals that at low frequencies
(ωtr  1) the stress is very nearly in phase with the applied strain and the
effective shear modulus is the equilibrium modulus |µ̃| ≈ µ0; the stress has
ample time to adjust and stay in equilibrium throughout the motion. The
transient part of the stress is very small in amplitude in this case due to
the small value of the loss modulus at low frequencies, and it decays rapidly
compared to the period of the motion. At the intermediate frequency depicted
in Fig. 2.5(b), the stress and strain are out of phase and the effective shear
modulus is in the range µ0 < |µ̃| < µ∞; the stress in this case increases initially
with the strain, but has just begun to relax by the time the strain reaches its
initial peak at ωt = π/2, resulting in a phase difference between the stress
and strain that persists out to steady state. The transient part of the stress
is most apparent in Fig. 2.5(b) because the maximum of the loss modulus
occurs at this frequency (ωtr = 1). Finally, at high frequencies (ωtr  1)
Fig. 2.5(c) illustrates that the stress and strain are in phase and the effective
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Figure 2.5: Stress response to an applied strain that is a sinusoid beginning at
t = 0. (a) Low frequency, (b) intermediate frequency, and (c) high frequency
cases. In each plot the black dashed, solid blue, and black dotted curves repre-
sent the applied strain ε/ε0, the stress response σ/µ0ε0, and the transient part
of the stress response σtr/µ0ε0 = −(µ′′/µ0)e−t/tr , respectively. The relaxation
strength is m = 0.7 for all cases.
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shear modulus is the frozen modulus |µ̃| ≈ µ∞, because the stress does not
have time to relax during the rapidly varying motion. The transient part of
the stress in this case decays slowly compared to the period of the motion, but
is not significant due to the small value of the loss modulus at high frequencies.
2.3.4 Nonlinear response to sinusoid
By ignoring transient effects and retaining nonlinear terms in a deriva-
tion similar to that of Eq. (2.62), an expression for the steady-state stress
response to a finite-amplitude, sinusoidal applied strain is obtained. Such an
expression is useful for determining the coefficient of nonlinearity from a rheo-
logical experiment. Substitution of the applied strain given by Eq. (2.61) into
Eq. (2.12), including nonlinearity, integrating the resulting differential equa-
tion, and ignoring transient terms results in the steady-state solution for the
stress response:










0 sin 3ωt. (2.63)
The first term on the right-hand side of Eq. (2.63) is the linear steady-state
response and the last two terms are due to the finite amplitude of the defor-
mation. The second term is an additional term at the drive frequency ω that
accounts for a finite-amplitude adjustment of the amplitude of the response
and the phase difference between the stress and the strain. The amplitude-




















The third term on the right-hand side of Eq. (2.63) represents the response
at 3ω. The measured amplitude of the response at three times the drive








The nonlinear solution for the stress response in Eq. (2.63) therefore offers a
means to experimentally determine the nonlinear and viscoelastic properties
of a material using rheological techniques. Progressive wave and resonance
methods for determining these material properties are identified in Chapters
3 and 5, respectively.
2.3.5 Discussion of modeling choices
As stated in the first paragraph of this chapter, the complex internal
structure of soft tissue and rubber makes modeling at the microscale level
implausible. Thus in order to obtain a useful model, physical modeling choices
must be made as to how to represent the macroscale behavior of the material.
Those choices that are made in Sec. 2.2 are identified and discussed in this
section.
It is assumed that effects due to viscoelasticity are small and on the
same order as nonlinear effects. This choice manifests in each of the three
derivations in Sec. 2.2. In the lumped-element model in Sec. 2.2.1 the as-
sumption is enforced by restricting the stiffness µ2 and damper η2 to be linear
elements. This results in the the same nonlinear term appearing in both
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parenthesized expressions in Eq. (2.12). For the state variable expansion in
Sec. 2.2.2, the assumption of weak viscoelasticity allowed us to expand only
to first order in deviations of ξ, and also to ignore combinations of terms such
as the difference between (∂3σ/∂ε3)ξ0ε
3 and (∂3σ/∂ε3)ξ00ε
3 in Eqs. (2.17) and
(2.18). Finally, in the approach employing a relaxation tensor in Sec. 2.2.3,
assuming a linear relation between viscous stress and strain allowed for several
simplifications that resulted in the simple forms of Eqs. (2.39) and (2.40) for
the components of the viscous stress tensor.
In Sec. 2.2.1, the choice of how to represent the viscoelasticity of the
material was made up front by representing the material with the specific
lumped-element configuration of a nonlinear Zener body. Other combina-
tions of springs and dampers in either parallel or series result in their own
constitutive relations. Several lumped-element configurations are commonly
used to represent soft tissue in shear [26]; see especially the recent review by
Carstensen and Parker [5]. Other types of viscoelasticity have been modeled
using lumped-element configurations that are fractal [36], contain fractional
elements [37], or are based on a generalized Maxwell body [38]. The general-
ized Maxwell body is also a representation of a material that exhibits multiple
relaxation mechanisms [39].
The material model was chosen in Sec. 2.2.2 by introducing Eq. (2.16)
to explicitly define the behavior of the internal variable. The rate equation
chosen for Eq. (2.16) is the simplest analytical representation of an internal
variable that requires a finite time to react to a change in the state of the ma-
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terial; it can be interpreted as a first-order expansion in the rate of change ξ̇ of
the internal variable when the deviation ξ−ξ0 is small [21]. A viscoelastic ma-
terial that exhibits a different kind of stress relaxation could be modeled using
another choice of rate equation for the internal variable instead of Eq. (2.16),
such as a power-law, which would result in a different stress-strain relation.
Equation (2.16) is commonly used to represent molecular relaxation of motion
in gases when used in conjuction with acoustical models.
Finally, the model of stress relaxation considered in Sec. 2.2.3 was de-
veloped by choosing the relaxation function g(t) to be given by Eq. (2.38).
As is Eq. (2.16), Eq. (2.38) is the simplest analytical form that the relaxation
function can take to represent a material that requires a finite time to react
to an applied stress or strain, and other manifestations of stress relaxation
would be modeled by a different choice for the function g(t). There are few
restrictions on the behavior of the relaxation function, apart from being real-
valued and bounded for all t. Causality requires that g(t) = 0 for t < 0,
which is taken into account by the integration limits in Eq. (2.30). The re-
laxation function is seen to be equivalent to the step response given above in
Eq. (2.60) after the elastic contribution is subtracted out, which introduces
additional restrictions, namely g(0+) < ∞ and g(t → ∞) = 0. Furthermore,
most materials exhibit a so-called fading memory for which the magnitude
of the relaxation function and of its derivative are monotonically decreasing
functions of time [35]. Holm and Holm [39] provide a good description of the
relationship between relaxation functions and lumped-element configurations
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for viscoelastic media.
2.3.6 Extensions of the model
A material with a different response than the stress relaxation described
above is often modeled using a spectrum of relaxation processes. As discussed
after Eq. (2.16), air and sea water both exhibit two separate relaxation mech-
anisms. Also, materials that are characterized by power-law attenuation such
as soft tissue and marine sediment can be modeled as multirelaxing materi-
als [40]. The lumped-element model developed in Sec. 2.2.1 may be augmented
to account for multiple relaxation mechanisms by adding an additional linear
spring-damper combination in parallel with the upper arm in Fig. 2.2(b) for
each additional relaxation mechanism, thereby creating a generalized Maxwell
model [39]. As discussed after Eq. (2.16) in Sec. 2.2.2, multiple relaxation
mechanisms can be included in the state equation by introducing an addi-
tional internal state variable and corresponding rate equation for each relax-
ation mechanism:
σ = σ(ε, ξ1, ξ2, · · · ), ξ̇i = −(ξi − ξi0)/tr,i. (2.66)
In the relaxation tensor approach of Sec. 2.2.3, the relaxation function g(t)




−t/tr,2 + · · · , mi > 0. (2.67)
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All three modeling approaches offer unique insights into the internal behavior
of a relaxing material, and are all illustrative in the case of a monorelaxing
medium. However, the algebraic manipulations required to derive a stress-
strain relation for a multirelaxing material from a generalized Maxwell repre-
sentation or from an expansion of a state equation are cumbersome, whereas
the relaxation function given by Eq. (2.67) is straightforward to implement in
the convolution form of the constitutive relation.
The models developed and discussed in this chapter are for the special
one-dimensional case of plane wave motion, a very simple kind of deformation
for which the scalar lumped-element and state variable expansion derivations
can be used to obtain the stress-strain relation, as in Secs. 2.2.1 and 2.2.2, re-
spectively, and for which the relaxation tensor can be simplified significantly,
as in Sec. 2.2.3. Incorporating the effects of viscoelasticity into multidimen-
sional motion such as a diffracting shear wave beam requires the development
of a relaxation tensor as in Sec. 2.2.3. However, not all of the simplifications
used in Sec. 2.2.3 for plane waves apply in this case. For example, there are
more components of the viscous stress tensor for a diffracting beam than those
given in Eqs. (2.34) and (2.35).
2.4 Plane nonlinear shear wave equations
This chapter is concluded with the presentation of equations of motion










where ρ is the density of the material, and the relationship between stress
σij and particle displacement ui is given by Eq. (2.12) or (2.22) for linearly
polarized plane waves, or Eqs. (2.44) and (2.45) for elliptically polarized plane
waves. In each case the stress and strain are functions of only one spatial vari-
able, and so evaluation of the right-hand side of Eq. (2.68) is straightforward.
For linearly polarized waves, substitution of Eq. (2.12) or (2.22) into Eq. (2.68)



























µ0/ρ is identified as the low-frequency limit of the shear wave
speed. In the limit of tr →∞ the high-frequency limit of the shear wave speed




1 +m. The relaxation strength may then






The expression in square brackets on the left-hand side of Eq. (2.69), when
set equal to zero, is identical to the lossless nonlinear shear wave equation
derived by Zabolotskaya et al. [13], who present several solutions for the cases
of no losses and also when classical thermoviscous losses are included. Equa-
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which explicitly shows again that a relaxing material can be described as the
superposition of two lossless material models with different shear moduli, or
in this case shear wave speeds. When taken as a whole, Eq. (2.71) represents
a material with energy loss due to an effective elastic modulus that depends
on deformation rate.
In the case of elliptically polarized plane wave motion, Eqs. (2.44) and
































































The expressions in braces in Eqs. (2.72) and (2.73), when set equal to zero,
are the coupled nonlinear wave equations in a lossless material, as presented
by Zabolotskaya et al. [13] along with several solutions.
The remainder of this dissertation consists of solutions of Eqs. (2.69)–
(2.73). Progressive wave motion in Chapters 3 and 4 is limited to the analysis
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of linearly polarized plane waves in order to focus the discussion on the effects
of relaxation on nonlinear shear wave motion. Elliptically polarized plane
waves are analyzed in Chapter 5 for the case of standing waves, where the
response of a shear wave resonator to elliptical driving motion is investigated.
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Chapter 3
Plane Progressive Nonlinear Shear Waves
In this chapter the propagation of plane progressive shear waves in a
nonlinear and relaxing material is investigated. A progressive wave is a distur-
bance that propagates in one direction and transports energy in that direction.
Progressive waves do not interact with boundaries or other waves. On the other
hand, standing waves that consist of forward and backward traveling waves of
equal amplitude do not result in a net transport of energy. Standing waves
are the topic of Chapter 5. Furthermore, analyses in this chapter are limited
to shear waves with particle motion that is linearly polarized in order to focus
the discussion on the competition between nonlinearity and relaxation in pro-
gressive wave motion. Plane nonlinear progressive shear waves with elliptically
polarized particle motion are discussed by Zabolotskaya et al. [13].
A simplified version of the nonlinear wave equation presented in Sec. 2.4
for progressive wave motion is derived in Sec. 3.1. The resulting equation is
termed an evolution equation because it describes the evolution of a time wave-
Selected material from this chapter was previously published in J. M. Cormack and
M. F. Hamilton, “Plane nonlinear shear waves in relaxing media,” J. Acoust. Soc. Am.
143, 1035–1048 (2018), which appears as Ref. [32] in this dissertation. Contributions from
JMC include derivation of equations of motion, derivation and validation of solutions, and
writing of the article.
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form, in a reference frame moving at the small signal shear wave speed, during
propagation away from the source in a nonlinear and relaxing medium. An
exact solution of the evolution equation for the profile of a steady step distur-
bance is derived in Sec. 3.2. In Sec. 3.3 numerical solutions are presented for
the evolution of an initially sinusoidal waveform that develops shocks. Lim-
iting forms of the evolution equation in the cases of weak nonlinearity, low
frequencies, and high frequencies are presented in Sec. 3.4, with solutions pre-
sented for third harmonic generation and shock front propagation in the cases
of weak nonlinearity and high frequency motion, respectively.
3.1 Evolution equation
A simplified model for progressive wave propagation in a nonlinear,
relaxing medium is obtained from the full nonlinear wave equation presented

























by introducing the retarded time τ and slowly varying length scale x1 [13]:
τ = t− x/c0, x1 = ε20x, (3.2)
where ε0 = v0/c0  1 is a typical acoustic Mach number and v0 is a char-
acteristic particle velocity amplitude for the wave. For a progressive wave,
the Mach number is also equivalent to the strain amplitude of the wave. The
significance of the slowly varying length scale is that changes in the waveform
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during propagation due to nonlinearity or relaxation take place over a distance
of several wavelengths, and so the parameter ε0 is used here as a small scaling
parameter. The derivation then consists of transforming Eq. (3.1) into the
(τ, x1) coordinate system. To be consistent with the fourth order expansion of
the strain energy density used in Sec. 2.1, only terms up to O(ε30) are retained
in the evolution equation. The assumption that effects due to relaxation are
small and on the same order as nonlinear effects is enforced by introducing the
restriction that the relaxation strength is small, i.e., m = O(ε0), from which
it follows that the relaxation strength may be expressed as m = 2(c∞− c0)/c0
to lowest order in c∞ − c0.
Transformation of the time and space derivatives into the moving ref-


















































































The final dimensional form of the evolution equation is obtained by reinstating



















Equation (3.8) is the desired evolution equation for plane progressive shear
waves in a nonlinear and relaxing medium, and it is the main result of this
section. The second parenthesized expression in Eq. (3.8), when set equal to
zero, is identical to the evolution equation derived by Zabolotskaya et al. [13]
for plane nonlinear shear waves in a lossless medium. The first parenthesized
expression on the left-hand side and the term on the right-hand side account
for relaxation, and are identical to the corresponding terms in the evolution
equation for plane compressional waves in a relaxing fluid [22, 41].
The form of the evolution equation in Eq. (3.8) is convenient for both
analytical and computational analysis of progressive waves, as well as for physi-
cal interpretation. The retarded time scale places the wave in a reference frame
that translates along with the wave at the equilibrium wave speed c0, thereby
avoiding the need for a spatial propagator term such as e−jkx in analytical
solutions and reducing the necessary computational domain size of numerical
solutions. Use of the slowly varying length scale results in Eq. (3.8) having
only a single first-order spatial derivative, allowing one to rewrite the evolution




















where the mathematical identity in Eq. (2.43) has been used. The left-hand
side of Eq. (3.9) represents change in the wave profile during propagation
through the medium, and terms on the right-hand side account for the pro-
cesses that affect the evolution of the waveform, namely nonlinearity and re-
laxation. The form of the evolution equation presented in Eq. (3.9) lends
itself to numerical solutions, as an algorithm based on operator splitting is
easily implemented beginning with Eq. (3.9); see, for example, the algorithm
of Cleveland et al. [41] for simulation of nonlinear acoustic waves in a relax-
ing fluid, a modified version of which is used to obtain the simulated results
presented in Sec. 3.3.
3.1.1 Attenuation and dispersion
Energy loss due to the phase difference between stress and strain that
is a consequence of relaxation is discussed in Chapter 2, with the energy loss
per cycle during time-harmonic excitation given by Eq. (2.56). For a progres-
sive wave, energy loss due to this phase difference manifests as a frequency-
dependent attenuation of the wave amplitude with propagation distance. Be-
cause the effective shear modulus of the material is also frequency dependent,
the attenuation is accompanied by a frequency-dependent wave speed, which
is known as dispersion. Relations for the attenuation and dispersion resulting
from relaxation for progressive waves with m  1 are obtained by ignoring






















Figure 3.1: Frequency dependence of (a) attenuation coefficient and (b) phase
speed for a relaxing material.
Solutions of the first of Eqs. (3.10) are of the form vω(x) ∝ e−α̃x, and thus linear
solutions of Eqs. (3.8) at frequency ω are v(x, τ) ∝ e−α̃xejωτ . The attenuation
































The amplitude of a signal with frequency ω thus decreases with distance at
a rate given by the attenuation coefficient α(ω), and the phase speed of the
signal is given by c(ω).
The frequency dependencies of the attenuation and phase speed in
Eqs. (3.11) and (3.12) are shown in Fig. 3.1. At low frequencies corresponding
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to ωtr  1, Eqs. (3.11) and (3.12) reduce to α(ω) ' mω2tr/2c0 and c(ω) ' c0,
respectively; the material exhibits the same viscoelastic behavior as a medium
that is characterized by classical viscous losses: attenuation that increases as
frequency squared and a constant phase speed. At high frequencies corre-
sponding to ωtr  1, Eqs. (3.11) and (3.12) reduce to α(ω) ' m/2c0tr and
c(ω) ' c0(1 + m/2); both attenuation and phase speed are constant with
frequency. At intermediate frequencies (ωtr ≈ 1) both the attenuation coeffi-
cient and phase speed increase monotonically with frequency. The magnitudes
of both the attenuation and the dispersion are determined by the relaxation
strength m, and because the attenuation coefficient α must be a positive quan-
tity, the restriction m > 0 is reinforced by Eq. (3.11).
The attenuation and phase speed can be directly related to the storage






where λ = ω/2πc0 is the shear wavelength. With Eq. (3.14) written as αλ =
λ/lα, where lα = 1/α is the attenuation length, it is seen that the loss modulus
is a measure of the number of wavelengths that a wave will propagate before
attenuating in amplitude by a factor of 1/e. The quantity αλ is commonly
referred to as the inverse quality factor Q−1 and is used in geophysics literature
to describe progressive wave attenuation. Finally, the phase speed is related
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Rearrangement of Eq. (3.8) into a dimensionless form is convenient for
carrying out subsequent calculations, and also yields insight into competition
between the physical processes that affect waveform evolution. The following







, θ = ωτ, θr = ωtr. (3.17)
The particle velocity v is scaled by a characteristic amplitude v0, propagation





initially sinusoidal waveform with amplitude v0 in a lossless medium, and the
time scale τ and relaxation time tr are both scaled by a characteristic frequency














where the constant D = mc20/2βv
2
0 is the scaled relaxation strength. The















which shows clearly the role played by the parameter D as a metric of competi-
tion between relaxation and nonlinearity. By virtue of the scaling parameters
in Eqs. (3.17), one has V = O(1) and ∂/∂θ = O(1) so that the first term
on the right-hand side of Eq. (3.19), which accounts for nonlinearity, is O(1).
Similarly, the integral in the second term on the right-hand side of Eq. (3.19) is
O(1), so that the second term, which accounts for relaxation, is O(D). There-
fore when D  1 the second term dominates the first and relaxation effects
control waveform evolution. Conversely, the first term dominates the second
when D  1, so that nonlinear effects dictate waveform evolution in that case.
3.2 Step shock
A solution of Eq. (3.18) is obtained for a step disturbance propagating
into an undisturbed medium with V = 0 and possessing amplitude V = 1 far
behind the wavefront. Such a waveform is stationary (i.e., ∂V/∂X = 0) in the
















Equation (3.20) is integrated directly to obtain(
1
3









V − V 3
)
= const. (3.21)
The conditions far ahead of the wavefront are dV/dψ = 0 and V = 0, and
far behind the wavefront they are dV/dψ = 0 and V = 1, and therefore
the integration constant must be zero. The ordinary differential equation in
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Eq. (3.21) is solved by separating variables:
3D − 1 + 3V 2





Integration of the right-hand side of Eq. (3.22) is straightforward. The left-
hand side is first expanded using partial fractions,
3D − 1 + 3V 2








which is easily integrated. The final result is the implicit solution for the wave
profile of a steady jump transition in a nonlinear, relaxing medium with cubic
nonlinearity:





+ ψ0 . (3.24)
The new integration constant ψ0, which merely translates the solution relative
to the coordinate ψ, is set equal to zero in what follows. Equation (3.24) is
similar to the solution obtained by Polyakova et al. [22] for a steady shock
wave in a relaxing fluid with quadratic nonlinearity.
In general, Eq. (3.24) cannot be inverted analytically to obtain the
desired explicit solution V (ψ). However, for D  1, which indicates that
nonlinearity is weak in comparison with relaxation (βv20/c
2
0  m/2), Eq. (3.24)
can be inverted to obtain
V ' exp(ψ/3Dθr)√
1 + exp(2ψ/3Dθr)
, D  1 . (3.25)
This solution describes a step shock with nominal dimensionless rise time
ψrise = 3Dθr (or dimensional rise time trise = 3Dtr  tr), and is equivalent to
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the solution presented by Crighton [42] for a step shock in a viscous medium
with cubic nonlinearity. The quantity Dθr plays the role of a dimensionless
viscous attenuation parameter in Eq. (3.25). In this case the limit of D  1
corresponds to the low-frequency limit discussed after Eq. (3.12) because the
rise time of the shock is much greater than the relaxation time.
Shown in Fig. 3.2(a) is a comparison of Eqs. (3.24) (solid curve) and (3.25)
(dashed curve) for D = 1. Even though the strong inequality D  1 is not
satisfied, apart from a slight advance in phase the approximate solution cap-
tures the wave profile reasonably well. For D > 5 (not shown) the curves are
nearly indistinguishable.
For D < 1/3, which indicates that nonlinearity is strong in comparison
with relaxation (βv20/c
2
0 > 3m/2), Eq. (3.24) describes a multivalued waveform.
Shown in Fig. 3.2(b) is the solution for the critical value D = 1/3, for which
an infinite slope appears at the leading edge of the wavefront at ψ = 0. For
smaller values of D the unphysical multivalued solution can be corrected using
weak-shock theory as follows.
Immediately behind the shock, which is modeled as a discontinuity,
the propagation speed is the quantity c∞ obtained in the high-frequency limit
because of the rapid change in the waveform at the shock [43]. From the













where xsh and vsh are the position of the shock along the propagation axis and
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Figure 3.2: Solutions for a step shock in a relaxing medium for different values
of D. (a) D = 1, solid curve obtained using Eq. (3.24) with ψ0 = 0 and dashed
curve obtained using the asymptotic relation given by Eq. (3.25). (b) D = 1/3,
the critical value below which a multivalued solution is predicted by Eq. (3.24).
(c) D = 0.1, vertical solid line inserted according to Eq. (3.29) based on
weak-shock theory to correct the multivalued portion of the dashed waveform
predicted by Eq. (3.24).
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particle velocity amplitude at the shock, respectively. The shock must also be
stationary relative to the retarded time ψ. The speed at which the reference















Equating dxsh/dt and (dx/dt)ψ after substituting c∞ ' c0(1 + m/2) yields
an expression for the shock amplitude vsh. To leading order in the relaxation
strength m the shock amplitude is, in dimensionless form,
Vsh =
√
1− 3D , D ≤ 1/3 , (3.28)
where Vsh = vsh/v0. The arrival time of the shock ψsh is obtained by substi-
tuting Eq. (3.28) into Eq. (3.24):




, D ≤ 1/3 , (3.29)
where we have set ψ0 = 0 as before. The result ψsh = 0 is obtained for the
critical value D = 1/3, which identifies the location of the leading edge of the
wavefront in Fig. 3.2(b).
The dashed curve shown in Fig. 3.2(c) for D = 0.1 is the multivalued
solution obtained from Eq. (3.24). The location of the vertical solid line rep-
resenting the shock is determined by Eq. (3.29), which yields ψsh/θr = 1.51,
and the corresponding shock amplitude is given by Eq. (3.28), which yields
Vsh = 0.837.
In general, the waveforms in Fig. 3.2 are qualitatively the same as those
for a step shock in a relaxing fluid with quadratic nonlinearity [22].
60
3.3 Evolution of an initially sinusoidal waveform
In order to illustrate the combined effects of nonlinearity and relaxation
for a periodic waveform, numerical simulations were performed using the al-
gorithm described in [41] following minor modification to account for cubic
nonlinearity. In order to stabilize shocks that develop in the waveform, a term
that accounts for classical viscous losses is added to Eq. (3.18) so that the

















where the dimensionless viscous attenuation parameter is A = αtvxsh and
αtv = ηω
2/2ρc30 is the viscous attenuation coefficient [13]; see also Sec. 2.2.1.
Shown in the first row of Fig. 3.3 are simulated shear waveforms at X = 3
(solid curves) for an initially sinusoidal waveform V = sin θ at X = 0 (dashed
curves) in a viscous medium [Fig. 3.3(a)] and a relaxing medium [Fig. 3.3(b)].
The waveforms in Fig. 3.3(a) were obtained from Eq. (3.30) with D = 0 and
A = 10−3. This value of A is sufficiently small that for propagation out
to X = 3 the simulations are in agreement with weak-shock theory; that
is, the effect of viscosity is negligible except at the shocks, which resemble
discontinuities on the scale of the periodicity of the waveform. The waveforms
in Fig. 3.3(b) were obtained from Eq. (3.30) with D = 0.25, θr = 1, and
A = 10−3. Because the value of D is sufficiently small for shock formation to
occur (see Chapter 4), the viscous loss term in Eq. (3.30) is needed in order
to simulate results that agree with weak-shock theory.
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The waveform in Fig. 3.3(a) for a shear wave in a viscous medium
exhibits the characteristic distortion reported elsewhere [8, 9, 13, 17, 11], most
notably the appearance of two shocks per period. The waveform in Fig. 3.3(b)
for a shear wave in a relaxing medium exhibits rounding of the waveform just
behind each shock, similar to that which occurs for compressional waves in









Compressional wave in viscous medium









Compressional wave in relaxing medium









Shear wave in viscous medium









Shear wave in relaxing medium
Figure 3.3: Numerical simulation of initially sinusoidal waveform at X = 0
(dashed curves) out to X = 3 (solid curves) for a shear wave (upper row) and
a compressional wave (lower row) in a viscous medium (left column) and in a
relaxing medium (right column).
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relaxing fluids. Note that the nonlinear shear waveform remains symmetric,
i.e., V (X, θ + π) = −V (X, θ) for all X, even in a relaxing medium. This
relation applies to any Fourier series containing only odd harmonics regardless
of their amplitudes and phases.
For comparison, Figs. 3(c) and (d) in the lower row repeat Figs. 3(a)
and (b) in the upper row but for quadratic nonlinearity, e.g., for compressional
waves in a fluid. Propagation in a viscous fluid, Fig. 3.3(c), was simulated by
solving Eq. (3.30) with V 2 replaced by V in the first term on the right-hand
side and with D = 0 and A = 10−3. To simulate propagation in a relaxing
fluid, Fig. 3.3(d), the same modified form of Eq. (3.30) as used for Fig. 3.3(c)
was solved, but with D replaced by D′ = mc0/2βv0 [41], and with the same
parameter values used as in Fig. 3.3(b): D′ = 0.25, θr = 1, and A = 10
−3. As
for the simulation of shear waves in a relaxing medium, viscous loss is utilized
in Eq. (3.30) to account for shock formation.
3.4 Limiting cases
Three limiting cases of Eq. (3.18) are developed in this section. The case
of weak nonlinearity is examined in Sec. 3.4.1, where a solution for harmonic
generation in the field generated by a time harmonic source is presented. A
Kortweg-de Vries (KdV) equation is obtained from Eq. (3.18) in Sec. 3.4.2 in
the limit of low frequency wave motion. Finally, an exact solution is obtained
for the approximate form of Eq. (3.18) in the limit of very high frequency
motion in Sec. 3.4.3.
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3.4.1 Weak nonlinearity
When nonlinearity is weak compared to relaxation, i.e., D>∼ 1, small
deviations from the linear solution may be determined by considering third-
harmonic generation in the field generated by a harmonic source. Let the
source condition be V (θ, 0) = sin θ = Im{ejθ} and assume a solution of the
form
V = V1 + V3, |V1|  |V3|, (3.31)
where the fundamental and third harmonic are expressed as




jθ − c.c., (3.32)




j3θ − c.c., (3.33)
and c.c. denotes the complex conjugate. Substitution of Eqs. (3.32) and (3.33)
into Eq. (3.18) following the method of successive approximations yields two
ordinary differential equations for the complex amplitudes:
dṼ1
dX






Ṽ 31 , Ṽ3(0) = 0, (3.35)
where
























Figure 3.4: Harmonic amplitudes in the field generated by a time harmonic
source with D = 1 and θr = 1. (a) Fundamental and third harmonic am-
plitudes given by Eqs. (3.37) and (3.38), respectively. (b) Third harmonic
amplitude with (solid) and without (dashed) dispersion.
and α̃ is given by the second of Eqs. (3.10). The differential equations are









These solutions may be compared with those for second-harmonic generation
in a monorelaxing fluid [44].
The amplitudes of the fundamental and third harmonic are presented
in Fig. 3.4(a) for parameter values of D = 1 and θr = 1, which correspond to
a source amplitude that results in relatively weak nonlinearity [see Eq. (3.25)
and Fig. 3.2(a)] and a frequency for which there is a relatively significant dif-
ference in the phase speeds for the fundamental and third harmonic. While the
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amplitude at the source frequency is monotonically decreasing with distance,
the amplitude of the third harmonic initially increases close to the source as
energy is transfered from the fundamental into the third harmonic because of
nonlinearity. Farther from the source, the third harmonic amplitude reaches
a peak value as attenuation effects dominate those of nonlinearity. Following
this peak, both harmonic amplitudes decrease monotonically.
Dispersion is relatively weak in a relaxing medium compared to attenu-
ation, and so a relatively simple analytical estimate of the distance at which the
maximum amplitude of the third harmonic occurs for weak nonlinearity may
be obtained by ignoring dispersion altogether, which is equivalent to ignoring
the imaginary part of Eq. (3.36). Doing so yields the following approximation







where ζrn = Re{ζn} = n2Dθr/(1 + n2θ2r). This approximation agrees to within
10% of the result obtained when dispersion is included by retaining the imagi-
nary part of ζn in Eq. (3.36). Third harmonic amplitudes are plotted with and
without dispersion taken into account in Fig. 3.4(b). The effect of dispersion
is a reduction in efficiency of nonlinear energy transfer to the third harmonic,
resulting in the solid curve lying underneath the dashed curve in Fig. 3.4 for
all X.
Measurement of third harmonic generation can be used to determine the
nonlinear and viscoelastic material properties of a material. Equations (3.37)–
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(3.39) provide the necessary set of relations for inferring D, θr, and β from
measurements of the evolution of the fundamental and third harmonic fields.
Such a measurement has been reported for a material characterized by classical
viscous losses [14].
3.4.2 Low frequency waves
Asymptotic forms of the model equation are obtained at low and high









where LR = (1 + θr ∂θ)
−1 is a linear operator and ∂θ ≡ ∂/∂θ. In terms
of dimensional quantities one has θr∂θ = tr∂τ , and therefore this quantity
represents the ratio of the relaxation time to the characteristic time scale of
the waveform. For a sinusoidal waveform θr∂θ thus corresponds to ωtr, and
for a pulse which decays exponentially as e−t/t0 it corresponds to tr/t0.
At very low frequencies relative to the relaxation time, i.e., O(θr∂θ)
1, the operator LR may be expanded as
LR = 1− θr∂θ +O[(θr∂θ)2], (3.41)












, O(θr∂θ) 1. (3.42)
The first term on the right-hand side of Eq. (3.42) is a viscous loss term with
dimensionless attenuation coefficient Dθr. The second term results in disper-
sion equivalent to that described by the Kortweg–de Vries (KdV) equation.
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3.4.3 High frequency waves
At very high frequencies relative to the relaxation time, i.e., O(θr∂θ)
1, the operator LR may be expanded as
LR = (θr∂θ)
−1 [1 + (θr∂θ)−1]−1
= (θr∂θ)




where the antiderivatives ∂−1θ , etc., correspond to integrations. Keeping the











V, O(θr∂θ) 1. (3.44)
The first term on the right-hand side of Eq. (3.44) shifts the reference phase
speed from c0 at low frequencies to c∞ at high frequencies. The second term
accounts for the frequency-independent losses that are associated with relax-
ation at high frequencies.
The change of variables
Q = eDX/θrV, Z =
1− e−2DX/θr
2D/θr
, Θ = θ +DX (3.45)














where F (θ) = V (θ, 0) = Q(Θ, 0) is the initial waveform radiated by a source at
X = 0. Substitution of Eqs. (3.45) into Eq. (3.47) yields the following implicit















, x lr, (3.49)
where lr ≡ 2c0tr/m is a relaxation length scale equal to the attenuation length
at high frequencies (lr = 1/α, ωtr  1). Thus for x  lr the waveform no
longer distorts but only decays uniformly in amplitude. The disappearance
of further nonlinear evolution of a waveform at large distances is known as
waveform freezing [45].
Any solutions of the simple-wave equation (3.46) may be transformed
using Eqs. (3.45) to describe plane nonlinear shear waves in a relaxing medium
at high frequencies. For example, if the waveform is initially a sinusoid with











The shock formation distance reduces to Xsh ≈ 1 + D/θr for D  1, and it
increases to infinity in the limit D → θr/2. At distances X > Xsh Eq. (3.48)
describes a multivalued waveform. Multivalued waveforms must be corrected
using weak-shock theory. Shock formation will not occur for D/θr = xsh/lr >
69
1/2. Shock formation in an initially sinusoidal shear wave in a relaxing medium
is the subject of Chapter 4.
The evolution of a shock front followed by a short tail propagating into
an undisturbed relaxing medium with cubic nonlinearity may be described
as follows. The requirement that the transient following the shock be short,
tpulse  tr, is a result of the high-frequency approximation; see the discussion
following Eq. (3.40). The shock amplitude as a function of propagation dis-







F (Φ) dΦ, (3.51)
which is derived in Appendix A. In Eq. (3.51), Qsh and Φsh are the values
of Q and Φ = Θ + ZQ2 at the shock, and V (θ, 0) = Q(Θ, 0) = F (θ)H(θ)
is the initial shape of the pulse, where H(θ) is the Heaviside step function.
Evaluation of the integral in Eq. (3.51) leads to an expression relating the
shock amplitude Qsh to Z, from which one obtains Θsh = F
−1(Qsh)−ZQ2sh for
the arrival time of the shock. Using the transforms given by Eqs. (3.45) one
finds that the shock amplitude is
Vsh = e
−DX/θrQsh, (3.52)





V 2sh −DX. (3.53)
Inspection of Eq. (3.51) reveals that for large Z one obtains the proportional-
ities Qsh ∝ Z−1/3 and Θsh ∝ −Z1/3. In the far field (X → ∞) Z approaches
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a constant value and one obtains Vsh ∝ e−DX/θr for the shock amplitude and
θsh ∝ −DX for the shock arrival time.
This section concludes with application of the general weak-shock so-
lution given by Eqs. (3.51)–(3.53) to the case of radiation of a shock followed
initially by an exponential tail. Let F (θ) = e−θ/θ0 , where θ0  θr (i.e., t0  tr)






Q3sh +Qsh − 1 = 0, (3.54)






































for the shock arrival time. The pulse distorts as it propagates, increasing in
duration as the shock advances. In particular, the time required for the tail









The 1/e decay time of the pulse increases due to nonlinear distortion, but
use of the asymptotic relation Vsh ∝ e−DX/θr in Eq. (3.58) reveals that it
71






























Figure 3.5: Comparison of the analytical weak-shock solution of Eq. (3.44)
(solid curves) with numerical solutions of Eq. (3.30) (dashed curves) for a
shock followed initially by an exponential tail at X = 0 as it propagates out
to X = 1 and X = 3 for D = 0.5 and three initial pulse durations relative to
relaxation time: (a) t0/tr = 1, (b) t0/tr = 0.3, and (c) t0/tr = 0.1.
approaches a constant value for large X. The constant value of the 1/e decay
time is another illustration of waveform freezing, as the shape of the waveform
no longer distorts due to nonlinearity.
Figure 3.5 compares the above analytical solution of Eq. (3.44) (solid
curves) for a shock followed initially at X = 0 by an exponential tail with
numerically simulated waveforms obtained from Eq. (3.30) at X = 1 and
X = 3 (dashed curves) for several initial pulse durations θ0/θr = t0/tr. As
in Sec. 3.3, a small amount of viscous loss is necessary to stabilize the shocks
so that the solutions agree with weak shock theory. Insofar as Eqs. (3.48),
(3.55), and (3.57) comprise a weak-shock solution of Eq. (3.44), a more general
purpose of Fig. 3.5 is to ascertain the frequency range in which Eq. (3.44)
provides a good approximation of Eq. (3.18) for modeling the evolution of a
transient waveform containing a shock. As shown in Fig. 3.5(a) for t0/tr = 1,
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the analytical solution of Eq. (3.44) captures the amplitude and arrival time
of the shock even for a pulse that has duration comparable to the relaxation
time, although there is poor agreement for the tail following the shock. The
better agreement at the shock than for the tail is to be expected because the
shock is characterized by much more rapid motion than the tail, and Eq. (3.44)
is a high-frequency approximation of Eq. (3.18). Description of the tail by the
analytical solution of Eq. (3.44) becomes more accurate as t0/tr decreases to
t0/tr = 0.3 in Fig. 3.5(b) and finally t0/tr = 0.1 in Fig. 3.5(c), which indicates
good agreement out to at leastX = 3. The convergence of the tail for t0/tr  1




Initially Sinusoidal Shear Wave
Equation (3.8) derived in Chapter 3 for the evolution of a shear wave-
form in a nonlinear, relaxing medium can have solutions that are multivalued
at a finite distance from the source, meaning that the model equation pre-
dicts that the wave variable possesses multiple values at the same point in
time and space (see, e.g., Secs. 3.2 and 3.4.3). This phenomenon was referred
to by Hammerton and Crighton [30, 31] as waveform overturning because of
the resemblance of the multivalued solutions with the common sight of gravity
waves on water that ‘break.’ Overturning of a nonlinear acoustic wave is a well
studied process; one of the earliest encounters with overturning of an acoustic
waveform occurred more than 170 years ago, the amusing story of which is
documented in Appendix B.
Multivalued solutions represent a failure of the evolution equation to
Selected material from this chapter was previously published in J. M. Cormack and
M. F. Hamilton, “Plane nonlinear shear waves in relaxing media,” J. Acoust. Soc. Am.
143, 1035–1048 (2018), and J. M. Cormack and M. F. Hamilton, “Overturning of nonlinear
compressional and shear waves subject to power-law attenuation or relaxation,” Wave Mo-
tion 85, 18–33 (2019), which appear as Refs. [32] and [53], respectively, in this dissertation.
Contributions from JMC include derivation of transformed equations of motion, numerical
solution of those equations, validation of solutions, and writing of the article.
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properly account for the underlying physics. It was Stokes [47] who first
pointed out that the lossless model for acoustic waves of finite amplitude must
break down at the instant of shock formation, and that viscosity limits wave-
form steepening such that multivalued waveforms cannot exist in real media.
By accounting for viscosity and heat conduction in a fluid, Taylor [48] derived
an expression for a steady shock profile for weak but finite jumps in acous-
tic pressure, revealing explicitly the competition between nonlinear waveform
steepening and energy dissipation. “In a nutshell,” observed Blackstock [6],
“nonlinearity makes a wave interesting, dissipation keeps it honest.” Thus
waveform overturning is avoided by balancing nonlinearity with the inclusion
of additional mechanisms for energy loss, such as thermoviscous absorption,
in the nonlinear evolution equation, or by supplementing the model equations
with weak shock theory [49]. Overturning of a nonlinear shear wave is a similar
mathematical phenomenon; in the absence of dispersion it has been studied in
detail using weak shock theory [9, 8].
Attenuation and dispersion due to relaxation are not always sufficient
to balance nonlinear waveform steepening and prevent waveform overturning.
Multivalued solutions are avoided in Chapter 3 of this dissertation by including
viscous losses in Eq. (3.30) for the numerical solutions presented in Sec. 3.3,
and by supplementing solutions of Eq. (3.8) using weak shock theory in Sec. 3.2
in the case of a step shock profile, and in Sec. 3.4.3 in the high frequency limit.
In the cases of the step shock or a high frequency waveform, analytical solu-
tions reveal the minimum source amplitude above which waveform overturning
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occurs, and below which it does not. However, unlike Eqs. (3.24) and (3.48),
no analytical solution is available for a periodic waveform in a relaxing medium
with frequencies that are low or intermediate in relation to the relaxation fre-
quency, defined as ωr = 1/tr. In particular, and of interest here, the minimum
source amplitude for shock formation in an initially sinusoidal waveform must
be determined numerically.
Direct numerical solution of Eq. (3.8) cannot reliably determine condi-
tions for the existence of multivalued solutions because numerical dispersion
and dissipation introduce unavoidable inaccuracies in conventional numerical
schemes, such as the finite difference algorithm used in Sec. 3.3, as the gradient
becomes very large. To circumvent this impediment while studying waveform
overturing of nonlinear acoustic waves in a relaxing fluid, Hammerton and
Crighton [30] developed a reformulation of the evolution equation in intrinsic
coordinates that enables accurate numerical simulation of waveform evolution
up to and beyond the point at which a waveform first becomes multivalued.
Using their formulation in intrinsic coordinates, Hammerton and Crighton
were able to determine the minimum source amplitude of an initially sinu-
soidal acoustic waveform above which waveform overturning occurs at a finite
distance from the source [31].
In this chapter, the approach of Hammerton and Crighton [30, 31] is
applied to shear waves in a relaxing medium. The intrinsic coordinate system
is introduced in Sec. 4.1, where the form of Eq. (3.19) in intrinsic coordinates is
presented. A detailed derivation of the coordinate transformation and develop-
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ment of the evolution equation in intrinsic coordinates is given in Appendix C.
Based on numerical solutions of the evolution equation in intrinsic coordinates,
the minimum source amplitude above which an initially sinusoidal shear wave
in a relaxing medium will become multivalued at a finite distance from the
source is determined numerically in Sec. 4.2 over a broad range of frequen-
cies. Finally, for source amplitudes above the critical amplitude determined in
Sec. 4.2, the distance from the source at which a vertical tangent first appears
in the waveform, denoting the onset of overturning, is determined in Sec. 4.3.
In the limits of low and high frequencies, a relaxing material has an
attenuation coefficient that is proportional to frequency raised to an exponent,
i.e., α ∝ ων , where ν = 2 and ν = 0 at low and high frequencies, respectively.
So-called power-law attenuation of this kind, but with an exponent that is not
necessarily an integer and is in the range 0 ≤ ν ≤ 2, has been observed for shear
waves in brain tissue [50], tissue-mimicking phantoms [51], and polymers [52],
for example. The corresponding analysis and results that are presented in this
chapter for overturning of shear waves in a relaxing medium are presented
for shear waves in a medium that exhibits power-law attenuation, and the
accompanying dispersion, in Appendix D. The content of this chapter and
of Appendix D can be found in Ref. [53], along with similar treatments of




The form of the evolution equation to be solved in this chapter is the
dimensionless form given in Eq. (3.19), with the dimensionless quantities V ,
θ, and X defined in Eqs. (3.17). The intrinsic coordinates that describe a
waveform V (θ) at a propagation distance X are the angle ψ(θ) of the tangent
to the waveform and the corresponding arc length s(θ) along the waveform
from V (0) to V (θ):




1 + (∂V/∂θ)2 dθ . (4.1)
For example, a waveform given by V = sin θ in physical coordinates is shown
in Fig. 4.1(a), and the corresponding waveform in intrinsic coordinates in
Fig. 4.1(b). Evolution of the waveform is then described by ψ(X, s) rather
than V (X, θ). Transformation of the solution for ψ(X, s) back to a particle
velocity waveform is accomplished via the integrals
V = V0(X) +
∫ s
0
sinψ ds , θ =
∫ s
0
cosψ ds , (4.2)
where V0(X) = V (X, 0). In what follows it is assumed that V0(X) = 0, even
in the presence of the dispersion that results from relaxation, because the
source waveform is expressed only for θ ≥ 0 and zero-padded sufficiently that
the condition V0(X) = 0 is maintained throughout the simulated evolution of
the waveform. If V0(X) 6= 0 then an additional term appears in the evolution
equation for ψ(X, s) and an additional evolution equation for V0(X) is required
[see Eqs. (3.10) and (3.11) in Ref. [30]].
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Figure 4.1: (a) A waveform given by V = sin θ in physical coordinates, and
(b) the corresponding waveform in intrinsic coordinates.
After transformation of Eq. (3.19) into intrinsic coordinates (see Ap-
pendix C for details), the evolution equation becomes
∂ψ
∂X




















































Waveform steepening accounted for by the first two terms on the right-hand
side of Eq. (4.3) is symmetric about ψ = 0 because the distortion is due to the
cubic nonlinearity in Eq. (3.19). The last two terms in Eq. (4.3), which depend
on the function f(ψ) given by Eq. (4.4), are responsible for attenuation and
dispersion due to relaxation.
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Figure 4.2: Simulation of an initially sinusoidal shear waveform in a relaxing
medium with very high frequency (θr  1). (a) Physical waveforms: initial
sinusoidal waveform (blue), a waveform that has developed vertical tangents
(green), and a multivalued waveform that has overturned (red). (b) Corre-
sponding waveforms in intrinsic coordinates.
An example calculation is presented in Fig. 4.2 for an initially sinusoidal
shear wave with source frequency large compared to the relaxation frequency
(θr  1). This case was chosen because of the availability of an implicit
analytical solution, namely that presented in Eq. (3.48). A value of D = θr/4
was chosen to ensure that waveform overturning would occur according to
Eq. (3.50). The sinusoidal source waveform in physical coordinates [blue curve
in Fig. 4.2(a)] is transformed into intrinsic coordinates using Eqs. (4.1), and
is presented as the blue curve in Fig 4.2(b). The evolution of ψ(X, s) is then
determined via numerical solution of Eq. (4.3) by marching forward in X.
Distorted waveforms in intrinsic coordinates are presented as the green and
red curves in Fig. 4.2(b) at distances of X/Xvt = 1 and 3, respectively, where
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Xvt is given by Eq. (3.50). The green and red physical waveforms in Fig. 4.2(a)
are recovered from those in Fig. 4.2(b) using Eqs. (4.2). Shock formation
occurs at X = Xvt [green curves in Figs. 4.2(a) and 4.2(b)] when ψ achieves
a value of π/2, indicating that a vertical tangent has appeared in the particle
velocity waveform. At greater distances, the waveform in intrinsic coordinates
has regions for which |ψ| > π/2 [red curve in Fig. 4.2(b)], corresponding to a
physical waveform that is multivalued [red curve in Fig. 4.2(a)]. The waveforms
in Fig. 4.2(a) are indistinguishable from the analytical solution presented in
Eq. (3.48).
4.2 Critical source amplitude for waveform overturning
The criterion for waveform overturning during propagation of an ini-
tially sinusoidal plane shear wave in a relaxing medium is determined in this
section via numerical solution of Eq. (4.3). Waveform overturning is charac-
terized by the critical value of the scaled relaxation strength Dcr(θr), which is
the smallest value of D (largest value of v0) for which shock formation does
not occur for the source frequency given by θr = ωtr, and thus the minimum






The critical source amplitude for which waveform overturning occurs at a finite
distance from the source in an initially sinusoidal plane shear wave propagating
in a relaxing medium is determined as follows. The source condition V (0, θ) =
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sin θ is transformed into intrinsic coordinates using Eqs. (4.1) and the evolution
equation in intrinsic coordinates presented in Eq. (4.3) is solved numerically
by marching forward in X until either the function |ψ| achieves a value of π/2,
indicating that overturning has occurred, or until the maximum value of |ψ|
begins to decrease as the waveform propagates, indicating that attenuation and
dispersion due to relaxation have kept waveform steepening in check such that
the waveform remains single-valued for all X. The critical source amplitude
that results in waveform overturning, if it exists, is found in this manner
through iteration.
The evolution equation is solved numerically by approximating deriva-
tives on the right-hand sides of Eqs. (4.3) and (4.4) using second-order cen-
tral finite differences and by approximating integrals using Simpson’s rule.
The time waveform is discretized using approximately 2000 points per cycle.
Marching forward in X proceeds with a first-order Euler method using a step
size of approximately 5× 10−6.
The computed curve for Dcr(θr) is presented in Fig. 4.3(a). As indi-
cated, shock formation (or a multivalued waveform) occurs in the parameter
space below the curve, and not in the parameter space above. The low- and
high-frequency asymptotes shown as the dashed lines are
Dcr = 1/3, θr  1, (4.6)
= θr/2, θr  1. (4.7)
The high-frequency asymptote, Dcr = θr/2, is obtained from the analytical
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Figure 4.3: (a) Critical value of D = mc20/2βv
2
0 as a function of θr = ωtr below
which an initially sinusoidal shear wave radiated at frequency ω with amplitude
v0 will form a shock after propagating a finite distance, and above which
shock formation does not occur. The asymptotes (dashed lines) are given by
Eqs. (4.6) and (4.7). (b) Distance Xvt from the source at which a vertical
tangent first develops in an initially sinusoidal shear waveform in a relaxing
medium as a function of the scaled relaxation strength D for several values
of source frequency θr. Triangular markers indicate the source amplitude at
which Xvt is infinite at the given source frequency.
solution for this frequency range given by Eqs. (3.48) and (3.50).
The low-frequency asymptote, Dcr = 1/3, was deduced numerically.
The fact that this critical value is the same as that for the step disturbance ana-
lyzed in Sec. 3.2 may be more than coincidence. Hammerton and Crighton [31]
found analogous correspondence for a compressional wave in a relaxing fluid
with quadratic nonlinearity; see also Crighton and Scott [54]. Deviation of the
numerically obtained curve from the low frequency asymptote near θr = 0.1 is
also reflected in their results. A first-order correction at low frequencies can be
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written as Dcr = 1/3− ξθr + O(θ2r) where ξ is a positive constant. Simulated
waveforms for values of θr<∼ 0.05 were not obtained due to numerical diffi-
culties when evaluating the exponentials in Eq. (4.4). Note that Hammerton
and Crighton [31] plot Γ = D′crθr, where D
′
cr = mc0/2βvcr for a compressional
wave, versus Ω = θr in their Fig. 2 rather than Dcr versus θr as in Fig. 4.3(a)
in the present work.
Referring back to Fig. 3.3(b), for which the values D = 0.25 and θr = 1
were used, from Fig. 4.3(a) it is seen that shock formation is guaranteed at
a finite propagation distance for D<∼ 1/3 regardless of the value of θr. For
θr = 1 the critical value is Dcr ' 0.53, and Eq. (4.5) indicates that the source
amplitude v0 corresponding to Fig. 4.3(b) exceeds the critical amplitude vcr
required for shock formation by approximately 45%.
At low frequencies a relaxing medium behaves approximately like a
medium with viscous losses [recall Eq. (3.42)], so one might conclude that
nonlinearity would always be balanced by relaxation at those frequencies and
waveform overturing would never occur. However, as demonstrated by the
numerically obtained waveforms in Fig. 3.5 for propagation of a shock initially
followed by an exponential tail, and in particular Fig. 3.5(a), the rapid varia-
tion in the waveform that occurs at a shock is characterized by high frequen-
cies. Attenuation and dispersion from relaxation in the high-frequency limit
are unable to prevent waveform overturning, as determined in Sec. 3.4.3, and
so waveform overturning occurs even for source waveforms that are initially
slowly varying with respect to the relaxation time tr. The critical source am-
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plitude is larger (Dcr smaller) for initially low-frequency sinusoidal waveforms
than for high-frequency waveforms because attenuation of the nonlinearly gen-
erated harmonics is greater relative to that of the source frequency for low
frequency waveforms. Kashcheeva et al. [55] show that any attenuation law
for which the attenuation coefficient increases more slowly than in proportion
to frequency (i.e., α ∝ ω1) at the highest frequencies is insufficient to always
prevent waveform overturning; relaxation has α ∝ ω0 at high frequencies, and
so waveform overturning occurs at sufficiently high source amplitudes.
4.3 Shock formation distance
In the region of the parameter space that allows for an initially sinu-
soidal waveform to develop a vertical tangent at a finite distance from the
source, either the model equation must be augmented to include additional
mechanisms for energy loss (or conceivably dispersion) in order to ensure that
the waveforms remain single-valued, or multivalued solutions must be corrected
using weak-shock theory. However, even at source amplitudes for which the
model equation allows for waveform overturning, the equation may still rea-
sonably approximate the essential physics up to the distance at which the
vertical tangent forms. It is therefore of interest to know the vertical-tangent
formation distance whenever the critical source amplitude is exceeded.
The generalization of the shock formation distance used in this sec-
tion to define the distance xvt at which a vertical tangent first develops in
an initially sinusoidal shear waveform in a relaxing medium is Xvt = xvt/xsh,
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0 is the shock formation distance in the lossless case. The
distance Xvt is plotted in Fig. 4.3(b) as a function of the relaxation strength
for several source frequencies. In the lossless limit (D = 0) each curve ap-
proaches xvt = xsh. For D > 0 the shock formation distance increases with
D as attenuation and dispersion due to relaxation partially balance waveform
steepening and delay the development of vertical tangents in the waveform.
The high-frequency curve with θr = 10 is given approximately by Eq. (3.50).
For lower source frequencies, the nonlinearly generated harmonics experience
more attenuation compared to the fundamental, and so the shock formation
distance increases more rapidly with increasing D. At values of D denoted by
the triangular markers on the horizontal axis of Fig. 4.3(b), the shock forma-
tion distance at the denoted frequency is infinite; waveform overturning will
not occur at values of D greater (source amplitudes lower) than the indicated
value.
Referring back to Fig. 3.3(b), for which D = 0.25 and θr = 1, it is seen
from Fig. 4.3(b) that a vertical tangent develops in the waveform at a distance
given by Xvt ' 1.24. Beyond that distance Eq. (3.18) predicts a multivalued
waveform which must be corrected by using weak shock theory, or as was
done in Sec. 3.3 with numerical solutions of Eq. (3.30), by including viscous
absorption in the model equation. Thus the waveform presented in Fig. 3.3(b),




Nonlinear Shear Wave Resonator
In this chapter, nonlinear standing shear waves in a relaxing medium
are investigated through the analysis of a shear wave resonator. The specific
configuration to be considered in this chapter is depicted in Fig. 5.1. The
resonator has length L, is driven by a prescribed time-harmonic acceleration
at the base, and is stress free at the other end. The base and free end of the
resonator are the planes perpendicular to the x axis at x = 0 and x = L,
respectively. The boundary conditions are
a(0, t) = a0(cosωt ey + s sinωt ez),
∂u
∂x
(L, t) = 0, (5.1)
where ei is the unit vector in the i direction and the parameter s defines the
polarization of the drive motion. Particle motion in the resonator is linearly
polarized for s = 0, circularly polarized for s = 1, and elliptically polarized
otherwise. The resonator is formed from a nonlinear, relaxing elastic material,
so the equation of motion is the nonlinear wave equation given in Eq. (2.69)
Selected material from this chapter was previously published in J. M. Cormack and
M. F. Hamilton, “Plane nonlinear shear waves in relaxing media,” J. Acoust. Soc. Am.
143, 1035–1048 (2018), which appears as Ref. [32] in this dissertation. Contributions from
JMC include derivation of equations of motion, derivation and validation of solutions, and
writing of the article.
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Figure 5.1: Illustration of the resonator configuration, detailing the three cases
of drive motion polarization.
for linearly polarized motion (s = 0), or the coupled equations in Eqs. (2.72)
and (2.73) for elliptically or circularly polarized motion when 0 < s ≤ 1.
First, the case of linearly polarized driving motion for which s = 0
in Eq. (5.1) is considered in Sec. 5.1. The response of the resonator in the
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linear case is obtained in Sec. 5.1.1. For excitation near the lowest reso-
nance, the nonlinear wave equation is approximated by an augmented form of
the Duffing equation by using a normal mode expansion technique that has
been employed previously for nonlinear string vibrations [56] and nonlinear
acoustic resonators [57], and an implicit analytical solution is obtained for the
amplitude-dependent frequency response of the resonator in Sec. 5.1.2. The
augmented Duffing model is applied to the problem of subharmonic generation
in Sec. 5.1.3. A resonator driven with elliptically polarized motion (0 < s ≤ 1)
is analyzed in Sec. 5.2, in which a pair of coupled augmented Duffing equa-
tions result from the coupled nonlinear shear wave equations. Approximate
solutions are presented that demonstrate effects due to the coupling between
components of the motion that result from nonlinearity.
5.1 Linearly polarized motion
For s = 0 the drive motion and resulting motion of the resonator are
linearly polarized. The first of Eqs. (5.1) reduces to a(0, t) = a0 cosωt ey, and
the equation of motion for the resonator is the nonlinear wave equation for

























where u is the particle displacement in the y direction. In Sec. 5.1.1, an exact
solution of Eq. (5.2) is obtained in the linear case for harmonic driving motion.
The nonlinear response near the lowest resonance is approximately described in
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Sec. 5.1.2 by reducing Eq. (5.2) to an augmented form of the Duffing equation.
Subharmonic generation is considered in Sec. 5.1.3.
5.1.1 Linear solution
Without the nonlinear term in Eq. (5.2), the linear solution is found by
setting u = −[ã(x)/ω2]ejωt, such that the transverse acceleration at any posi-
tion x along the resonator is expressed as a(x, t) = Re[ã(x)ejωt], and applying
the boundary conditions ã(0) = a0 and ã
′(L) = 0, where the prime indicates
a derivative with respect to x. The resulting expression for the acceleration of











, c̃2 = c20
1 + jωtr(1 +m)
1 + jωtr
. (5.4)
The complex shear wave speed is related to the complex shear modulus in
Eq. (2.52) by the expression µ̃ = ρc̃2. The linear response given by Eq. (5.3) is
plotted versus frequency in Fig. 5.2, showing resonance peaks of the first three
modes of the resonator.
The resonance frequencies ωn are those at which the magnitude of
Eq. (5.3) exhibits local maxima. These frequencies may be estimated using




, n = 1, 2, 3... . (5.5)
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Figure 5.2: Linear response of the resonator showing the first three resonances
according to Eq. (5.3) (solid curve) and the response of only the first mode
according to Eq. (5.31) (dashed curve).
Since the wave speed in the medium is bounded at low frequencies by c0 and
at high frequencies by c∞ = (1 + m)
1/2c0, the n
th resonance frequency falls
within the range ωn0 < ωn < ωn∞ where
ωn0 = c0kn, (5.6)
ωn∞ = (1 +m)
1/2c0kn. (5.7)
Modes for which ωntr  1 have resonance frequencies ωn ' ωn0 and those
for which ωntr  1 have ωn ' ωn∞. Resonance frequencies estimated in this
manner are found to be in good agreement with Eq. (5.3). For example, with
the material parameters cited by Andreev et al. [29] for their Resonator I,
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m = 0.68 and ω10tr = 0.23, because ω10tr is reasonably small compared with
unity the first resonance frequency (n = 1) is well approximated by Eq. (5.6),
ω1/ω10 ' 1. The second resonance (n = 2) has ω2tr ' 0.78, and ω2/ω10 = 3.38
lies midway between ω20/ω10 = 3.00 and ω2∞/ω10 = 3.89.
Energy dissipation in a resonator can be described using the quality
factor Qn of the n
th resonance peak, which is defined as the magnitude of the
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is the imaginary part of the first of Eqs. (5.4) evaluated at ωn. When the
relaxation strength is small (m  1), Eq. (5.9) reduces to the expression in
Eq. (3.11) for the progressive wave attenuation coefficient α, and the quantity
k′′n/(ωn/c0) reduces to µ
′′/µ0 where the loss modulus µ
′′ is given in Eq. (2.52).
For a given resonance frequency ωn, k
′′
n increases with relaxation time from
small values (ωntr  1), achieves a maximum value near ωntr = 1, and then
decreases with increasing relaxation time. The hyperbolic sine in Eq. (5.8) is
a monotonically increasing function of its argument, therefore the minimum
value of Qn occurs at the maximum value of k
′′
n. Thus energy dissipation at






5.1.2 Augmented Duffing equation
In order to use a modal expansion technique to develop a model equa-
tion that describes the nonlinear frequency response of the resonator, the first
step is to incorporate the source acceleration into the wave equation by intro-
ducing a reference frame that is attached to the resonator at x = 0, thereby
transforming the boundary conditions so that they are homogeneous. Thus
define the relative displacement U(x, t) = u(x, t) − u0 cosωt and correspond-
ing relative acceleration A(x, t) = a(x, t) − a0 cosωt, in terms of which the








− a0 cosωt, (5.11)




























In this moving reference frame the source acceleration appears in Eq. (5.12)
as a body force, and the boundary conditions become, in place of Eqs. (5.1),
U(0, t) = 0,
∂U
∂x
(L, t) = 0, (5.13)
which are homogeneous as desired. Without the nonlinear terms in Eq. (5.12),
these boundary conditions lead to the following solution for the acceleration








where A(x, t) = Re[Ã(x)ejωt] and k is as defined in the first of Eqs. (5.4).
Substitution of A(x, t) = a(x, t)− a0 cosωt in Eq. (5.14) recovers the solution
in the fixed frame, Eq. (5.3).
Equation (5.12) permits an augmented form of the Duffing equation to
be developed for modeling the nonlinear amplitude-frequency response of the
system when driven near one of the resonance frequencies ωn. The following




Un(t) sin knx, (5.15)
where kn is given by Eq. (5.5). Upon substitution in Eq. (5.12), the non-
linear term generates products of the form UkUlUm that account for energy
exchange among different modes. Of interest here are drive frequencies only
in the neighborhood of the resonance corresponding to one particular mode.
A resonator for which the lowest modes exhibit prominent resonance peaks
allows for excitation of one of those modes with negligible direct excitation of
the other modes. Furthermore, asynchronous modal interaction due to disper-
sion reduces the amount of energy transferred out of the mode being excited
directly. At least for excitation of one of the lowest modes, it is thus sufficient
to retain only the nonlinear terms UkUlUm for which k, l and m are all equal to
n after substitution of Eq. (5.15) in (5.12). The following approximate relation









sin knx+ Sn(x, t)
]
= −mω2n0trU̇n sin knx, (5.16)
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where the overdots indicate time derivatives and






n(t) sin knx cos
2knx+ a0 cosωt (5.17)
is a source term accounting for the nonlinearity (first term) and the forcing
function (second term).
The spatial dependence in Eq. (5.16) is eliminated via multiplication






















The orthogonality of sin knx yields the correct contributions to mode n from



























n + hna0 cosωt
)
= 0. (5.20)
Each expression in parentheses in Eq. (5.20), if set equal to zero individu-
ally, constitutes a lossless Duffing equation,1 the first expression with natural
1The Duffing equation, named after Georg Duffing, is the nonlinear ordinary differential
equation of the form ẍ + cẋ + αx + βx3 = γ cosωt that is commonly used to describe
nonlinear effects in oscillatory systems. See Stoker [58] for an in-depth treatment of the
Duffing equation and its solutions for harmonic motions.
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frequency ωn0 in the linear approximation, and the second with natural fre-
quency ωn∞. Taken as a whole, Eq. (5.20) is a lossy Duffing-like equation with
a damped natural frequency between ωn0 and ωn∞ in the linear approximation,
as discussed following Eqs. (5.6) and (5.7).





jωt + c.c.. (5.21)
Time derivatives in Eq. (5.18) can then be replaced with powers of jω, and




In terms of the complex acceleration amplitude Ãn = −ω2Ũn in the moving






























which can be rearranged to obtain an implicit expression for Ãn,
Ãn
a0





























Analytical solutions for |Ãn| are available because Eq. (5.26) is a cubic polyno-
mial in |Ãn|2; alternatively, it is straightforward to solve the equation numer-
ically. Multiple real roots of Eq. (5.26) exist in some regions of the parameter
space, so that Eq. (5.23) is a multivalued function of ω in those regions. Phys-
ically, a multivalued frequency response function corresponds to hysteresis or
jump phenomena, which are discussed below in relation Fig. 5.3.
Equation (5.15) with modal amplitudes given by Eq. (5.23) with β = 0
recovers Eq. (5.3) for the linear response. In this case the summation is written
as









and it converges to the linear solution given in Eq. (5.3) with a sufficient
number of terms included in the summation.
Attention is now focused on finite-amplitude excitation in the vicinity
of the first resonance (n = 1), for which one may write
Ã(L) ' Ã1 sin k1L = Ã1, ω ' ω10. (5.28)
The acceleration ã in the fixed reference frame is found from the acceleration
Ã in the moving reference frame via the relation ã(L) = Ã(L) + a0. Equa-




























Figure 5.3: Response of the resonator near the lowest resonance: Linear re-
sponse according to Eq. (5.3) (dashed curve), nonlinear response obained from
Eq. (5.30) according to the augmented Duffing model (solid curves), and non-
linear response obtained from direct numerical solution of Eq. (5.2) (dotted
curves). Numbers above each pair of curves indicate the acoustic Mach number
ε0 = a0/ω10c0 of the source motion at ω = ω10. Multivalued curves indicate
hysteresis.
Multiplication by ã∗ then provides the acceleration amplitude |ã| in the fixed








Once |Ãn| is found from Eq. (5.26), Eqs. (5.24) and (5.25) may be evaluated,
and the acceleration in the fixed frame is given by Eq. (5.30).
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2 (0.273 + ω21∞/ω
2)
2
(1− ω210/ω2)2 + (ωtr)2(1− ω21∞/ω2)2
, β = 0, (5.31)
where 0.273 = h1 − 1. This solution for the first mode is shown as the dashed
curve in Fig. 5.2, and it is seen to be in good agreement with the complete
linear solution, the solid curve given by Eq. (5.3), in the vicinity of the first
resonance.
Nonlinear frequency responses predicted by Eq. (5.30) are shown as
solid curves in Fig. 5.3, with linear theory given by Eq. (5.3) shown for reference
as the dashed curve. As in Fig. 5.2, material parameters are taken as those
cited for Resonator I by Andreev et al. [29]: m = 0.68, ω10tr = 0.23, and
β = 2.01. The number above the frequency response curve indicates the value
of the acoustic Mach number ε0 = a0/ω10c0 of the source acceleration at the
drive frequency ω = ω10 for that case. As the source acceleration is increased
the effective stiffness of the system increases in accordance with Eq. (2.12),
and the resonance curves bend to the right, ultimately becoming multivalued
and thus indicating hysteresis or a jump phenomenon. This same behavior was
reported by Andreev et al. [29] in experiments performed using a shear-wave
resonator with a mass attached at x = L.
Jump phenomenon refers to the behavior of a physical system near




vt, on the frequency response curve at which
the tangent to the curve is vertical. The frequency response curve according
to Eq. (5.30) is multivalued in the region ω−vt < ω < ω
+
vt. The upper and
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lower branch represent steady-state responses that are stable, while the middle
branch is an unstable response, e.g., if the resonator in Fig. 5.3 is driven with
amplitude ε0 = 0.12 and frequency ω
−
vt < ω < ω
+
vt, the amplitude will tend
towards either the upper or lower branch in the steady state, depending on the
initial conditions. The amplitude of the response will not tend towards the
middle branch unless the necessary initial conditions are specified exactly,2
and thus the middle branch of the multivalued frequency response curve in
Fig. 5.3 cannot be obtained experimentally. If the resonator is initially driven
with ε0 = 0.12 at a frequency ω < ω
−
vt and the frequency is slowly increased,
the response follows the upper branch of the tuning curve in the region ω−vt <
ω < ω+vt. Further increase of the frequency past ω
+
vt forces the response to
jump down to the only branch of the tuning curve for ω > ω+vt. Similarly, if
the resonator is initially driven at a frequency ω > ω+vt and the frequency is
slowly decreased, the response follows the lower branch of the tuning curve in
the region ω−vt < ω < ω
+
vt, jumping up once the frequency is decreased below
ω−vt. Jump phenomena are associated with hysteresis due to this difference
in response when the drive frequency is increased compared to when it is
decreased.
The dotted curves in Fig. 5.3 are numerical solutions obtained by
solving Eq. (5.2) directly while enforcing the boundary conditions u(0, t) =
−(a0/ω2) cosωt and ∂u/∂x (L, t) = 0. The broken dotted curve corresponding
2See Nayfeh and Mook [59] for a discussion of the stability of steady-state periodic
solutions of the Duffing equation
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to ε0 = 0.12 indicates that hysteresis was observed in the numerical solutions.
The analytical approximation given by Eq. (5.30) is seen to be in qualitative
agreement with the full numerical solution in terms of predicting the onset of
hysteresis in the vicinity of ε0 = 0.08, and it is in reasonable overall quan-
titative agreement prior to hysteresis. The overestimation of the resonance
peaks by Eq. (5.30) is likely due to ignoring the transfer of energy to higher
harmonics and other modes in the analytical approximation.
The numerical solutions in Fig. 5.3 were obtained using a finite-difference
scheme that approximates the spatial derivatives in Eq. (5.2) with second-
order central differences, then marches forward in time with a first-order Eu-
ler method. Relaxation was included using operator splitting, similar to the
technique employed by Cleveland et al. [41]. Hysteresis was taken into account
by retaining the end state of the simulation at the previous drive frequency
for use as the initial conditions at the next drive frequency, the latter being
either slightly higher or lower than the previous drive frequency depending
on whether the frequency is being swept upwards or downwards, respectively.
The steady-state response of the resonator at each drive frequency was decom-
posed into a Fourier series to extract the component of the response at the
drive frequency as required for comparison with Eq. (5.30).
Figure 5.4 illustrates the effect of the relaxation time on the nonlinear
response near the lowest resonance. The effect of the relaxation time on the
linear frequency response of the lowest mode is to alter the resonance frequency
ω1 and quality factor Q1. As discussed after Eq. (5.5), the resonance frequency
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Figure 5.4: Nonlinear frequency response functions for a resonator with m =
0.68 and various values of drive amplitude and relaxation time. In all plots
the black dashed is the linear response given by Eq. (5.3) and solid blue curves
are the nonlinear responses given by Eq. (5.30). Numbers above the nonlinear
response curves indicate the acoustic Mach number ε0 = a0/ω10c0 of the source
motion at ω = ω10. Multivalued curves indicate hysteresis.
is bounded by ω10 = c0k1 and ω1∞ = c∞k1, and thus for small relaxation times
ω1 ' ω10 and for large relaxation times ω1 ' ω1∞ =
√
1 +mω10. Energy
dissipation is maximized and the quality factor Q1 minimized at the relaxation
time that satisfies Eq. (5.10).
When the relaxation time is small compared to the resonance frequency
[Fig. 5.4(a)], linear theory (dahsed curve) shows that the resonance frequency
is very close to ω10 and that the quality factor is large (Q1 ≈ 40). Because
of the sharp resonance peak in this case, significant steepening of the fre-
quency response curve occurs at relatively small drive amplitudes; the tuning
curve is multivalued for a drive amplitude corresponding to a Mach number
of ε0 = a0/ω10c0 = 0.01 at the base of the resonator, and further steepening
of the tuning curve occurs for increasing drive amplitudes. In Fig. 5.4(b) the
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Figure 5.5: Frequency of maximum resonator response as a function of drive
amplitude for several values of the coefficient of nonlinearity. Each curve
was determined from numerical evaluation of Eq. (5.30) with m = 0.68 and
ω10tr = 0.23.
relaxation frequency is given by ω10tr = 0.5, which is near the critical value
ω10tr ≈ 0.61 according to Eq. (5.10). The linear response in this case indicates
a resonance frequency slightly greater than ω10 and a smaller quality factor of
Q1 ≈ 5.3. Due to the relatively large damping in this case, large drive ampli-
tudes are necessary in order to see substantial nonlinear effects. The case of a
large relaxation time is presented in Fig. 5.4(c): the linear response has a res-
onance frequency near ω1∞ ≈ 1.29ω10 and a quality factor of Q1 ≈ 20 that is
larger than the intermediate frequency case in Fig. 5.4(b) but smaller than the
low frequency case in Fig. 5.4(a). For the quality factor in Fig. 5.4(c), nonlin-
ear effects are evident at moderate drive amplitudes compared to Figs. 5.4(a)
and 5.4(b).
The approximate analytical solution for the nonlinear response near
the lowest resonance in Eq. (5.29) provides a means for determining the co-
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efficient of nonlinearity and viscoelastic parameters from measurement of the
response of a shear wave resonator. The viscoelastic parameters m and tr can
be determined from linear measurements by comparing the measured response
with Eq. (5.3). See Ref. [28] for a recently reported measurement of the com-
plex modulus of tissue-mimicking gel using a torsional shear wave resonator.
Once the linear viscoelastic material parameters are obtained, the coefficient of
nonlinearity may be determined by comparison of the measured nonlinear re-
sponse near the lowest mode with the analytical solution given by Eq. (5.29).
For example, the set of curves presented in Fig. 5.5 shows the frequency of
maximum response ωmax of the first mode as a function of drive amplitude for
several values of the coefficient of nonlinearity β as determined from numerical
evaluation3 of Eq. (5.30). The frequency of maximum response ωmax increases
approximately with the square of the drive amplitude; a similar dependence
was reported by Andreev et al. [29] in their measurements.
5.1.3 Subharmonic generation
In this section, the augmented Duffing model is extended to describe
subharmonic generation, a commonly observed phenomenon in nonlinear reso-
nant systems. Subharmonic generation is a sustained response at a frequency
that is a fraction of the drive frequency. It is commonly observed in systems
3The curves in Fig. 5.5 may be determined analytically by differentiating Eq. (5.26)
with respect to ω and setting d|Ã|2/dω equal to zero, resulting in a polynomial in ωmax.
However, the solutions are unwieldy expressions that offer little physical insight, and so the
numerically obtained curves in Fig. 5.5 are preferred in this case.
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that possess nonlinear restoring forces, and has been studied in the context
of nonlinear bubble dynamics [60], microelectromechanical systems [61], and
acoustic resonators [62, 63].
Subharmonic generation in a resonator is analogous to parametric am-
plification or three-wave mixing in nonlinear acoustics [49] and nonlinear op-
tics [64]. It occurs because of nonlinear interaction of motion at the drive
frequency with transients that are concentrated near a system resonance. For
example, if a resonator with natural frequency ω0 is in some undriven initial
state (not necessarily rest) and is then subjected to a drive frequency ω ≈ 3ω0,
the spectrum of the response near the time that the drive motion began will
have two peaks: one near ω0 that represents the free response (the part of the
response associated with the homogeneous solution), and another near ω due
to the driven motion (related to the particular solution). If the restoring force
in the resonator is linear, the two components of the response are independent
of each other. The free response will decay due to whatever losses are inherent
to the system, and the forced response will increase to its steady-state value
and remain there as t→∞.
On the other hand, if the restoring force exhibits cubic nonlinearity,
as it does for plane shear waves and for the augmented Duffing equation in
Eq. (5.20), the free and forced parts of the response are coupled because of the
nonlinearity. One combination frequency in this case is ω − 2ω0 ≈ ω0, which
provides a means for energy to be continually transferred from the forced re-
sponse at ω to the free response near ω0 due to the nonlinear interaction of
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the two components of the resonator motion. If the conditions are right, this
energy transfer can be maintained out to steady state, and the response at
t → ∞ will have components at both the drive frequency ω and the subhar-
monic ω/3.
Analysis begins with substitution of the expansion given by Eq. (5.15)
into the nonlinear wave equation in the moving reference frame given by
Eq. (5.12). The drive frequency is ω ≈ 3ω1 so that the subharmonic is near
the lowest resonance frequency ω1 of the resonator. Because the resonator has
also that ω2 ≈ 3ω1, the drive motion directly excites motion of resonator at
the second mode as well. Therefore the first two terms in Eq. (5.15) must be
retained in order to account for motion of the system in the first and second
modes. Orthogonality of each mode shape is used as in Sec. 5.1.2 to obtain













































where the relation 3k1 = k2 has been used. Steady-state solutions of Eqs. (5.32)
and (5.33) are sought that have components at the drive frequency ω ≈ 3ω1
and at one-third the drive frequency ω/3. Thus a harmonic balance method
is employed and the following expressions are assumed for the steady-state
106
















ejωt + c.c. (5.35)
The terms in Eq. (5.34) represent the subharmonic response Ã and the response
of the first mode to the drive frequency B̃1, respectively. The second mode
response is assumed to consist only of a component at the drive frequency that
has complex amplitude B̃2.
Substitution of Eqs. (5.34) and (5.35) into Eq. (5.32) and equating




















Ã∗2(B̃1 + B̃2), (5.36)
where


















Similarly, substitution of Eqs. (5.34) and (5.35) into Eq. (5.33) and equating
terms at ω yields
B̃2 (H20 + jωtrH2∞)













































Finally, the complex amplitude B̃1 for the response of the first mode at the





1− ω210/ω2 + jωtr(1− ω21∞/ω2)
. (5.40)
The subharmonic amplitude Ã and the second mode response B̃2 are then
determined by solving the system of complex-valued algebraic equations in
Eqs. (5.36) and (5.38). Equation (5.36) reveals that the trivial solution for
which Ã = 0 and B̃2 6= 0 is a possible steady state solution. Nontrivial
solutions of Eqs. (5.36) and (5.38) are determined numerically using FSOLVE
in Matlab.
Nontrivial solutions of Eqs. (5.36) and (5.38) for the subharmonic am-
plitude Ã are plotted versus frequency in Fig. 5.6 for three cases with various
values of tr, m, and ε0. In all three cases, nontrivial solutions exist only
when the drive motion is above a certain frequency that is greater than 3ω1
(corresponding to ω/ω10 > 3 in Fig. 5.6), which is also true of subharmonic
generation resulting from the classical Duffing equation [58]. The solid curve,
determined from Eqs. (5.36) and (5.38), in each case resembles a droplet in
shape, with two nontrivial solutions existing within a certain frequency range.
Red squares in Fig. 5.6(a) represent the subharmonic amplitude determined
from direct numerical solution of the coupled augmented Duffing equations in
Eqs. (5.32) and (5.33). The numerically obtained results lay only on the upper
branch of the curve, suggesting that the lower branch represents an unstable
response, as does the middle branch of the multivalued part of the frequency
response curve presented in Fig. 5.3.
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Figure 5.6: Frequency dependence of the subharmonic amplitude as deter-
mined from numerical solution of Eqs. (5.36) and (5.38) for cases of low, mid,
and high frequency compared to the relaxation frequency. Red squares in
(a) represent the subharmonic amplitude in that case determined from direct
numerical solution of Eqs. (5.32) and (5.33).
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The effect of the relaxation time, as discussed in connection with Fig. 5.4,
is to alter the natural frequencies and the quality factors of the resonance
peaks. In the context of subharmonic generation, those effects manifest as a
shift in the critical frequency above which subharmonic generation can occur
and to change the drive amplitude needed to generate the subharmonic. For
the small value of the relaxation time in Fig. 5.6(a), subharmonic generation
is possible for ω/ω10>∼ 3.06 with m = 0.1 and ε0 = 0.1. For the intermediate
value of tr in Fig. 5.6(b), the critical frequency is increased slightly compared
to Fig. 5.6(a); nontrivial solutions exist for ω/ω10>∼ 3.08. However, because of
the peak in energy dissipation in the first mode near ω1tr ≈ 1, the relaxation
strength in this case must be much lower (m = 0.01) in order for damping to
be small enough for subharmonic generation to occur. In Fig. 5.6(c) for the
large value of the relaxation time the critical frequency is much higher than
in the former two cases; nontrivial solutions exist for ω/ω10>∼ 3.28. Nayfeh
and Mook [59] present a good discussion of the influence of damping and drive
amplitude on subharmonic generation for the classical Duffing equation.
The response of the resonator at the drive frequency is significantly
affected by subharmonic generation. The total response at the drive frequency
in the fixed reference frame ã(ω) = B̃1 − B̃2 + a0 is presented in Fig. 5.7 for
both the case in which subharmonic generation occurs and the case in which
it does not. Parameters used correspond to those used in Fig. 5.6(a). Because
damping is relatively small in this case, the frequency response curve in the
absence of subharmonic generation, given by the thin line, is multivalued,
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Figure 5.7: Response of the resonator at the drive frequency corresponding to
the case presented in Fig. 5.6(a). The dashed curve is linear theory given by
Eq. (5.3). The thin solid curve is the nonlinear response without subharmonic
generation according to Eq. (5.23). The thick curve and red squares are the
nonlinear response at the drive frequency when subharmonic generation occurs,
determined by solving either Eqs. (5.36) and (5.38) or Eqs. (5.32) and (5.33),
respectively.
indicating hysteresis as for the right-most curve in Fig. 5.3. The thick line
represents the response when subharmonic generation occurs. The multivalued
“figure 8” shaped curve indicates that multiple nontrivial solutions exist for the
response at the drive frequency when subharmonic generation occurs, with the
two branches corresponding to those in Fig. 5.6(a). As in Fig. 5.6(a), the red
squares correspond to the response at the drive frequency determined from
direct numerical simulation of the coupled augmented Duffing equations in
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Eqs. (5.32) and (5.33); the numerically obtained results lay only on one branch
of curve, suggesting that the other branch represents steady-state responses
that are unstable.
Despite agreement between solutions obtained using the harmonic bal-
ance method by solving Eqs. (5.36) and (5.38) and solutions obtained by direct
numerical solution of the augmented Duffing equations in Eq. (5.32) and (5.33),
subharmonic generation has not been observed in numerical solutions of the
full nonlinear wave equation given by Eq. (5.2). Good agreement is observed
between the augmented Duffing model and the numerical solution of Eq. (5.2)
for drive motion near 3ω10 when subharmonic generation does not occur. The
culprit is most likely the prevalence of the trivial solution of Eq. (5.36). While
initial conditions for Eqs. (5.32) and (5.33) were found that result in subhar-
monic generation, the availability of initial conditions for Eq. (5.2) that result
in subharmonic generation seems to be much more limited.
5.2 Elliptically polarized motion
For s 6= 0 in Eq. (5.1) the particle motion in the resonator is elliptically
polarized. Combination of Eq. (5.11) with Eqs. (2.44) and (2.45) yields coupled





































































where Uy(x, t) = uy(x, t)− u0 cosωt and Uz(x, t) = uz(x, t)− su0 sinωt. Cou-
pling between the two components of the transverse particle motion is ac-
counted for by the second terms of the expressions in square brackets on the
left-hand sides of Eqs. (5.41) and (5.42).
Only excitation near the lowest resonance frequency is considered here;
subscripts corresponding to mode number are thus neglected for the remain-
der of this section. The fields Uy(x, t) and Uz(x, t) are expressed as modal
expansions with only the first term retained:
Uy = Uy(t) sin kx, Uz = Uz(t) sin kx, (5.43)
where k = π/2L. Substitution of Eqs. (5.43) into Eqs. (5.41) and (5.42)
and elimination of the spatial dependence using orthogonality of sin kx as in
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where ω0 = c0k and h = 4/π. The response of the resonator at the drive
frequency is expressed as Uy,z = −12(Ãy,z/ω
2)ejωt + c.c., and substitution into































































where the superscript ∗ indicates the complex conjugate. A general solution
of Eqs. (5.46) and (5.47) is not available. Approximate solutions in limiting
cases are obtained in Secs. 5.2.1–5.2.3.
5.2.1 Weakly nonlinear motion
Deviations from the linear response in the case of small but finite driv-
ing motions are examined by dividing Eqs. (5.46) and (5.47) by ω0c0 and







y,z + · · ·
)
, ε0  1, (5.48)
114
where ε0 = a0/ω0c0 is the acoustic Mach number of the resonator base in the
laboratory reference frame. Substitution of Eq. (5.48) into Eqs. (5.46) and
(5.47) and equating first-order terms in ε0 yields the linear response:
x(0)y = −h
1 + jωtr
1− ω20/ω2 + jωtr (1− ω2∞/ω2)
, (5.49)
x(0)z = −jsx(0)y . (5.50)
The two components of particle motion are uncoupled in the linear case and the
responses are proportional to the drive motion; the factor of −js in the second
expression indicates that the minor component x
(0)
z lags the major component
x
(0)
y by π/2 in phase and is scaled in amplitude by a factor of s. The response
of the major component in the linear limit a0x
(0)
y corresponds to the solution
given in Eq. (5.23) with β = 0.
The nonlinear terms are found by equating coefficients of ε30 after sub-























The effect of nonlinearity in this case is to shift the frequency response curves
for both components of the motion to slightly higher frequencies, increasing
the frequency at which the response is maximum.
An example of the nonlinear coupling of the particle displacement com-
ponents is an amplitude-dependent phase difference ∆φ between the responses,
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Figure 5.8: Difference in phase between major and minor components in the
weakly nonlinear case for several values of the drive amplitude. For each curve
m = 0.68, ω0tr = 0.23, β = 2, and s = 0.5.
where the difference is ∆φ = π/2 in the linear case. To O(ε30), the phase dif-
ference between the major and minor components is







∣∣x(0)y ∣∣3 ω60ω6 (1− s2) sinφ0, (5.53)
where φ0 = ∠x
(0)
y . The phase difference is proportional to the square of the
drive amplitude, and is maximized for s 1 and near resonance where sinφ0 ≈
1. The frequency dependence of the phase difference ∆φ is plotted for several
values of drive amplitude ε0 in Fig. 5.8.
While the assumption of weak nonlinearity can be valid in the case of
plane progressive waves for source strains up to ε0 ' 0.1, the peak strain in a
resonator is amplified considerably near resonance. Thus the accuracy of the
approximation depends on the sharpness of the lowest resonance peak. For
example, the nonlinear response of a resonator with quality factor Q1 ' 10
can be approximated by Eq. (5.48) for driving amplitudes up to ε0 ' 10−2.
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5.2.2 Nearly linearly polarized motion
Another consequence of the coupling between components of the parti-
cle motion is a transfer of energy from the major component Ãy to the minor
component Ãz. This energy transfer can result in a significant amplification
of the minor component compared to the linear response, and it is most sig-
nificant when s 1, for which the motion is nearly linearly polarized. In this
case the responses are expanded in s as
Ãy = ÃL + sÃ
(1)
y + · · · , Ãz = −jsÃ(1)z + · · · , s 1. (5.54)
After substitution of Eqs. (5.54) into Eq. (5.46) and equating terms indepen-













which is the implicit solution for the response of the resonator at the drive fre-
quency to linearly polarized driving motion presented in Eq. (5.23). Equating
terms with the factor s reveals that the only solution for Ã
(1)
y is trivial.
Substitution of Eqs. (5.54) into Eq. (5.47) and equating terms that are





























The major and minor components may be expressed in terms of their real and
imaginary parts as Ã2L = pL + jqL and Ã
(1)
z = xz + jyz, and then Eq. (5.56)
can be written in matrix form:















































Equation (5.58) can be inverted analytically or numerically.
Response curves for the major and minor components near the lowest
resonance are shown in Fig. 5.9 for s 1. As in Figs. 5.3 and 5.4, the frequency
response curves bend towards the right as the forcing amplitude increases.
Whereas the peak amplitude of the major component response is moderately
amplified compared to linear theory by increasing the drive amplitude, the
peak amplitude of the minor component is increased significantly. Figure
5.9(e) shows a peak response of the minor component that is double that
predicted by linear theory, and Fig. 5.9(f) shows an amplification of almost a
factor of four.
Accuracy of the expansions in Eqs. (5.54) depends both on the value
of s as well as the amplitude of the driving motion. Comparison of solutions
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Figure 5.9: Resonator response in the limit of nearly linearly polarized motion
(s  1). In each plot are the linear (dashed curves) and nonlinear (solid
curves) responses in the laboratory frame. In the top row is the response of the
major component ãy = Ãy+a0. The lower row shows the response of the minor
component ãz = Ãz − jsa0. Each column is labeled with the dimensionless
drive amplitude ε0 = a0/ω0c0. Parameters used are for plastisol [29]: β = 2,
m = 0.68, and ω0tr = 0.23.
of Eq. (5.58) with numerical solutions of Eqs. (5.44) and (5.45) reveals that,
with parameters for plastisol [29] and for moderate forcing amplitudes near
ε0 = 0.05, the approximate solution Ã
(1)
z is valid up to s ' 0.2. For a larger
drive amplitude of ε0 = 0.1, Ã
(1)
z is accurate only up to s ' 0.1.
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5.2.3 Nearly circularly polarized motion
Motion of the system that is nearly circularly polarized is approximately
described by expanding the response in e = 1− s 1:
Ãy = ÃC + eÃ
(1)




z + · · ·
)
, e 1. (5.62)
Substitution of Eqs. (5.62) into either of Eqs. (5.46) or (5.47) and equating




















Equations (5.63) are formally equivalent to Eqs. (5.55) apart from the coef-
ficient 1/2 in the nonlinear term in the former, compared with 3/8 in the
latter, indicating that rightward bending of the tuning curve due to nonlinear-
ity is slightly more pronounced for circularly polarized motion than for linear



































































































pC − ωtrqC qC + ωtrpC
qC + ωtrpC −pC + ωtrqC
]
, (5.68)
x = [xy, yy, xz, yz]
T , (5.69)
Ã(1)y,z = xy,z + jyy,z, (5.70)
Ã2C = pC + jqC , (5.71)














Equation (5.66) is inverted numerically.
An example frequency response in the case of nearly circularly polarized
motion is presented in Fig. 5.10. The dashed curves represent the response
in the fixed reference frame in the case of circularly polarized motion ãC =
ÃC + a0. In the nearly circularly polarized case corresponding to the solid
curves, the magnitude of the major component ãy [blue curve in Fig. 5.10(a)]
follows closely with that of ãC except near resonance, where the response is
reduced compared to ãC . The magnitude of the minor component ãz [red
curve in Fig. 5.10(b)] lies slightly below ãC at all frequencies due to the non-
zero value of the eccentricity e. The reduction of the magnitude of the major
component near resonance indicates that energy is transfered from the major
to the minor component at those frequencies, similar to that observed in the
case of nearly linearly polarized motion in Sec. 5.2.2.
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Figure 5.10: Frequency response functions for the major and minor compo-
nents in the case of nearly circularly polarized motion (solid curves) with
e = 0.1. In each plot the black dashed curve represents the case of circular po-
larization ãC = ÃC + a0. Parameters used are m = 0.68, ω0tr = 0.23, s = 0.9,
ε0 = 0.6, and β = 2.
Comparison of the response according to the expansion in Eq. (5.62)
with numerical solutions of Eqs. (5.41) and (5.42) shows that the expansion
is accurate for values of e<∼ 0.05 or, equivalently, in the range 0.95<∼ s ≤
1. Furthermore, for the same drive amplitude, a multivalued tuning curve
for circularly polarized motion will have different vertical-tangent frequencies
than the corresponding tuning curve in the case of nearly circularly polarized
motion. Use of a multivalued frequency response function ÃC in Eq. (5.66)
to compute the higher-order terms Ã
(1)
y,z yields singular solutions of Eq. (5.66)
because of this discrepancy. Therefore Eq. (5.66) may only be used to compute
Ã
(1)




Summary and Future Directions
This dissertation is an investigation of the interaction between nonlinear
elastic and viscoelastic effects in the propagation of plane shear waves. The
primary goals were to develop a mathematical description of plane shear wave
motion in a nonlinear, relaxing material, and to describe various ways that
nonlinearity competes with viscoelasticity during the motion of progressive
and standing shear waves. By considering viscoelastic effects due to stress
relaxation in particular, we were able to make significant progress analytically,
supplemented with several numerically obtained results.
In Chapter 2 the material model that describes shear deformations of
a relaxing, elastic material was developed using three separate approaches.
Each approach is common to a different field and offers unique insights into
the underlying physics of relaxation and nonlinearity. Relations connecting
the three approaches to each other were presented. Extensions of the model to
multirelaxing media and diffracting shear wave beams were discussed. Finally,
nonlinear wave equations were presented that govern the propagation of plane
shear waves in a relaxing material. In the case of elliptically polarized shear
waves, the two nonlinear wave equations for the components of the transverse
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particle motion are coupled as a result of nonlinearity.
Chapter 3 focused on the propagation of progressive plane shear waves.
An evolution equation similar to the Burgers equation was derived using the
standard transformation of the nonlinear wave equation into a retarded time
frame. Several analytical solutions of the evolution equation were derived that
demonstrate the influence of relaxation on the nonlinear evolution of a plane
shear wave, including an expression for the profile of a steady step shock, a
solution for harmonic generation from an initially sinusoidal source, and a weak
shock solution for waves at frequencies well above the relaxation frequency.
In Chapter 3 it was revealed by solutions of the evolution equation
that energy dissipation due to relaxation is unable to keep waveform steep-
ening in check and prevent initially single-valued time waveforms from devel-
oping infinite gradients and ultimately becoming multivalued. In Chapter 4
the evolution equation was transformed into an intrinsic coordinate system,
thereby enabling numerical simulation of nonlinear shear waveform evolution
in a relaxing medium up to and beyond the point at which overturning occurs.
The critical source amplitude above which waveform overturning occurs was
determined numerically over a broad range of source frequencies. An interest-
ing result from Chapter 4 is that there exists a critical source amplitude above
which waveform overturning will occur regardless of the source frequency, even
at frequencies well below the relaxation frequency, where a relaxing material
might be expected to behave like a classically viscous medium.
Nonlinear standing shear waves were the topic of Chapter 5, where a
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shear wave resonator formed from a nonlinear, relaxing material was analyzed.
With the nonlinear wave equation approximated by a modal expansion, the
amplitude-dependent frequency response of the resonator was described using
one or more ordinary differential equations that are augmented forms of the
Duffing equation. For linearly polarized particle motion of the resonator, an
implicit analytical expression for the amplitude-dependent frequency response
was obtained for the case where the drive frequency is near the lowest reso-
nance. Subharmonic generation was examined for the case where the drive fre-
quency is near the second resonance frequency. Elliptically polarized particle
motion of the resonator near the lowest resonance was examined by obtain-
ing approximate solutions of two coupled augmented Duffing equations that
demonstrate effects due to the coupling between the transverse displacement
components that arises because of nonlinearity. Jump phenomena and hys-
teresis were observed in all cases for sufficiently large amplitudes of the drive
motion.
The availability of analytical solutions of the model equations yields
simple means for inferring material parameters from measured data, and they
should prove useful for applications in material characterization, such as non-
linear elastography. In each of Chapters 2, 3, and 5, solutions are obtained
that may be used for the measurement of viscoelastic and nonlinear material
parameters: the rheological application of Sec. 2.3.4, the expression for har-
monic generation in radiation from a time-harmonic source given in Sec. 3.4.1,
and the amplitude-dependent frequency response of a nonlinear shear wave
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resonator derived in Sec. 5.1.2, for example.
The main limitation of this work is its focus on relaxation as the form
of viscoelasticity. While stress relaxation has been observed in shear wave
motion in a variety of elastic materials (see, e.g., Refs. [27, 28, 29]), and its
simple mathematical representation allowed us to make substantial progress
analytically, many other manifestations of viscoelasticity have also been ob-
served, such as power-law attenuation (see, e.g., Refs. [51, 52]). Procedures for
extending each of the modeling approaches employed in Chapter 2 in order to
describe materials that exhibit other types of viscoelasticity (e.g., power-law
attenuation or multiple relaxation mechanisms) are discussed in that chap-
ter. Once a stress-strain relation is obtained for the material of interest, the
nonlinear shear wave equation and corresponding evolution equation can be
obtained for the material following the procedures outlined in Secs. 2.4 and 3.1,
respectively. The extent to which analytical progress can be made depends
on the form of the resulting wave and evolution equations. For example, a
considerable amount of effort has been devoted to the case of linear wave mo-
tion with power-law attenuation, for which the loss term is expressed in terms
of a fractional derivative [67, 68]. It is reasonable to expect that nonlinear
analyses should be worthy of pursuit for arbitrary types of viscoelasticity, for
example harmonic generation in the case of weak nonlinearity as carried out in
Sec. 3.4.1; see also Blackstock [44]. It is also reasonable to expect that numer-
ical solution of the equations would be possible following the same procedures
that were used in Secs. 3.3 and 5.1.2.
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Finally, all of the analyses and results contained in this work are re-
stricted to plane shear waves, for which the transverse particle displacement
is a function of only one spatial dimension. The restriction to only one-
dimensional motion permitted the derivation of relatively simple wave and
evolution equations that facilitated investigation of the competition between
nonlinearity and viscoelasticity. A similar study of multidimensional mo-
tion, such as a diffracting shear wave beam in a relaxing medium, would
rely on model equations that are much more complex mathematically; see,
e.g., Refs. [15, 16, 17]. Additionally, the lumped-element material representa-
tion and the internal variable formulation of the state equation presented in
Secs. 2.2.1 and 2.2.2, respectively, are only valid in the one-dimensional case.
An extension of the relaxation tensor approach employed in Sec. 2.2.3 is neces-
sary to obtain a stress-strain relation for multidimensional shear deformations





Derivation of Head Shock Integral
Derived here is the integral relation Eq. (3.51) that determines the
amplitude of a shock propagating into an undisturbed medium subject to the
simple-wave relation Eq. (3.46). The corresponding relation for the evolution
of a compressional wave that consists of a head shock propagating into a quiet
fluid, for which the nonlinearity is quadratic, was presented by Whitham [46].
A pulse is radiated that is initially described by Q(Θ, 0) = F (Θ)H(Θ)
where H(Θ) is the Heaviside step function. As a result of nonlinear wave-
form distortion, the initially vertical wave front will become multivalued. The
multivalued waveform is described using the parametric solution of Eq. (3.46):
Q = F (Φ), Φ = F−1(Q) + ZQ2. (A.1)
The multivalued waveform is corrected using the equal-area rule of weak-shock
theory,1 whereby the areas bounded by the multivalued waveform on either side
Material from this appendix was previously published in J. M. Cormack and
M. F. Hamilton, “Plane nonlinear shear waves in relaxing media,” J. Acoust. Soc. Am.
143, 1035–1048 (2018), which appears as Ref. [32] in this dissertation. Contributions from
JMC include derivation of equations of motion, derivation and validation of solutions, and
writing of the article.
1Lee-Bapty and Crighton [8] provide several examples and an in-depth discussion of
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of the shock arrival time Θsh must be equal. Integration over the waveform








(Θsh −ΘF ) dQ = 0, (A.2)
where ΘF = F











dF = 0, (A.3)
where the definition of Φ given after Eq. (A.2) and the relation dQ = dF
have been substituted into the third term in Eq. (A.3). Evaluation of the first
integral and the second term in the last integral is straightforward. The re-
maining integral is evaluated by substituting dF = F ′ dΦ and then integrating





ΦF ′ dΦ = (FΦ)|0Φsh −
∫ 0
Φsh
F (Φ) dΦ, (A.4)
where the integration limits of the integral over Φ correspond to Φ = Φsh at
the shock, by definition, and Φ = 0 at the tip of the multivalued waveform
where Q = 1. Substitution of Eq. (A.4) into Eq. (A.3) yields
ΦshQsh − ZQ3sh + (ΦF )|0Φsh −
∫ 0
Φsh
F (Φ) dΦ +
1
3
ZQ3sh = 0, (A.5)
where the relation Θsh = Φsh−ZQ2sh has been used. The first and third terms






F (Φ) dΦ. (A.6)
weak shock theory and the equal area rule as applied to waves in a medium with cubic
nonlinearity.
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The integral relation given in Eq. (A.6) is an extension of the corre-
sponding relation obtained by Whitham [46] for the head shock of a compres-
sional wave propagating into a quiet fluid with quadratic nonlinearity. Evolu-
tion of a head shock in a medium with nth order nonlinearity is described by






F (Φ) dΦ. (A.7)
With n = 2, Eq. (A.7) recovers Whitham’s head shock integral for a compres-
sional wave with quadratic nonlinearity, and with n = 3 Eq. (A.7) reduces
to Eq. (A.6) and describes the evolution of a head shock in a shear wave, for
which the nonlinearity is cubic.
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Appendix B
A Disagreement about the Theory of Sound
The following anecdote is focused on a series of letters published in
Philoshopical Magazine between 1848 and 1849. The exchange of letters covers
disagreement over two fundamental questions that were at the forefront of
physical acoustics at that time. The first was a discrepancy between the
predicted and measured speed of sound in air, and the second regarded the
interpretation of an exact, yet misleadingly simple, solution for propagation
of a finite-amplitude plane wave in air. This Appendix is an expansion of
a story found in the chapter “History of Nonlinear Acoustics: 1750s–1930s”
by D. T. Blackstock, in Hamilton and Blackstock’s Nonlinear Acoustics [6].
While unrelated to shear wave propagation in relaxing media, it is a relevant
precursor to the study presented in Chapter 4 of this dissertation. The account
is also quite amusing. Literature that is not cited in the main text of this
dissertation are cited as footnotes in this appendix.
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B.1 Newtonian sound speed and Laplace’s correction
Isaac Newton’s prediction in 16861 of the speed of sound, b0 =
√
p0/ρ0
where p0 and ρ0 are the ambient atmospheric pressure and density, based on
the use of Boyle’s law for the constitutive relation of air stirred up quite a bit
of confusion in the scientific community in the 18th and 19th centuries. New-
ton’s prediction was lower, by about 16%, than the commonly accepted value
based on decades of artillery testing, prompting many attempts to explain the
discrepancy.
Thermodynamics as a field of research was nonexistent at Newton’s
time and was only just beginning to develop in the late 18th century. It
was Pierre-Simon Laplace who, in 1816, first2 provided the correct reason for
the discrepancy, noting that, in modern terminology, acoustic processes are
adiabatic, not isothermal as Newton had presupposed (by no fault of his own):
“Since this [heat] diffusion takes place very slowly relative to the velocity of the
vibrations, we may suppose without sensible error that during the period of a
single vibration the quantity of heat remains the same between two neighboring
molecules.”
Several decades later in 1847, James P. Joule3 put Laplace’s theory to
1I. Newton, Principia Mathematica Sec. VIII. Of motion propagated through fluids
(1686). Translation by R. B. Lindsay, Acoustics: Historical and Philisophical Development
(Dowden, Hutchinson & Ross, Stroudsburg, PA, 1972), pp. 75–86.
2P.-S. Laplace, “On the velocity of sound through air and through water,” Ann. Chim.
Phys. 3, 338–241. English translation by Lindsay (1972) pp. 180–182.
3J. P. Joule, “On the theoretical velocity of sound,” Phil. Mag. Ser. 3 31, 114–115
(1847).
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the test and performed the appropriate calculations using recently measured
values of the heat capacity of air, and showed that Laplace’s prediction for
the speed of sound matched almost exactly the measured value. In modern
notation the adiabatic sound speed is written as c0 =
√
γp0/ρ0 where γ is the
ratio of specific heats, and for air γ = 1.4.
B.2 “Manifest absurdity”
The thermodynamic explanation was not immediately adopted by all.
One amusing exchange of ideas began in March 1848 when Rev. James Challis4
presented a solution for the three-dimensional wave equation using separation
of variables, misinterpreted his expression for the phase velocity, and claimed
that he had discovered the reason for Newton’s discrepancy without the use
of thermodynamics.5 His conclusion was based on his interpretation that the
solution showed that sound is “non-divergent” (i.e., non-diffracting; diffraction
theory would not arise for several decades after this exchange).
In the next issue of Philosophical Magazine, George B. Airy6 wrote back
4Rev. James Challis (1803–1882) at this time was the Plumian Professor at the University
of Cambridge and director of the Cambridge Observatory. He is best known for refining the
accuracy of the instrumentation of the observatory, his observations of comets and asteroids,
and unfortunately also for barely losing the race to discover the planet Neptune.
5J. Challis, “Theoretical determination of the velocity of sound,” Phil. Mag. Ser. 3 32,
276–284 (1848).
6George Biddel Airy (1801–1892) was at this time the Astronomer Royal (director of the
Royal Observatory in Greenwich). His tenure as Astronomer Royal is best known for his
organization of the many lunar observations made at the observatory, and for establishing
the Prime Meridian to run through Greenwich. He, along with Challis, receives a part of
the blame for not discovering Neptune first.
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to Challis, correctly interpreting his solution as a plane wave decomposition of
the wave field, and pointing out that the phase speed of any plane wave in the
expansion is given by Newton’s prediction b0.
7 Airy does not mention Laplace’s
thermodynamic theory. He also states of the plane waves, again revealing the
absence of diffraction theory at this time, that “these waves cannot all originate
from one source, and therefore this solution does not relate to the problem of
sound.”
Challis responded8 in May 1848 to Airy’s interpretation of his solution
as a plane-wave expansion by claiming that the existence of plane waves is
“manifest absurdity” and “physically impossible”, citing the fact that the exact
implicit solution of Siméon Poisson for a plane wave of finite amplitude in air,9
u = f [x−(c+u)t] where u is the particle velocity and f is an arbitrary function,
predicts that a plane wave in air will at some point evolve into a waveform for
which “the points of no velocity are also points of maximum velocity.” Challis
was apparently the first to identify the mathematical phenomenon of waveform
overturning, but unfortunately concluded that it disqualifies the existence of
plane waves altogether. Challis wrote two more letters in July and October
of 1848 detailing his thoughts regarding the speed of sound and the (non-)
existence of plane and spherical waves in air.
7G. B. Airy, “The Astronomer Royal’s remarks on Professor Challis’s theoretical deter-
mination of the velocity of sound,” Phil. Mag. Ser. 3 32, 339–343 (1848).
8J. Challis, “On the velocity of sound, in reply to the remarks of the Astronomer Royal,”
Phil. Mag. Ser. 3 32, 494–499 (1848).
9S. D. Poisson, “Mémoire sur la théorie du son,” J. l’école Polytech. 7, 319–392. Transla-
tion of Secs. 23–25 by R. T. Beyer, Nonlinear Acoustics in Fluids (Van Nostrand Reinhold,
New York, 1974), pp. 23–28.
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B.3 Stokes enters the controversy
The most impactful argument in this exchange came in October 1848
with the publication in Philosophical Magazine of the groundbreaking letter
“On a difficulty in the theory of sound,” by George G. Stokes [47],10 which
begins with the amusing statement: “It is not my intention to enter the con-
troversy, but...”. The main concern of Stokes in this letter is not the discrep-
ancy with the speed of sound, but is instead with Challis’s claim that a plane
wave in air is not physically admissible. Stokes correctly interpreted Poisson’s
implicit solution and identified the consequences of the amplitude-dependent
phase speed, sketching for the first time waveform steepening of an initially
sinusoidal wave. He then determined the point in the wave field, now referred
to as the shock formation distance, at which a vertical tangent forms in the
waveform, and points out that the mathematical model upon which Poisson’s
solution is based can no longer be valid once this occurs.
After ascertaining that the usual differential equations of motion are
invalid past the shock formation distance, Stokes speculated about the sub-
sequent motion. He showed that a surface of discontinuity can develop in
the waveform, speculated that reflections must occur at the discontinuity, and
presented relations for conservation of mass and conservation of momentum
10George Gabriel Stokes (1819–1903) made many contributions to the fields of fluid dy-
namics, optics, and chemistry, to name only a few. He graduated from Pembroke College
at the University of Cambridge in 1841 as Senior Wrangler (top undergraduate student in
Mathematics) and in 1848 was a fellow of the College. In 1849 he was appointed Lucasian
Chair of Mathematics, a position he held until his death. He was 29 years of age during this
anecdote.
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across a surface of discontinuity. These two relations now make up two-thirds
of the famous Rankine-Hugoniot relations for discontinuous motion in gases.
Stokes did not derive the third (conservation of energy) as he did not realize
that the shock was necessarily a lossy process.11 Stokes then directly addressed
Challis’s claims of mathematical prediction versus physical admissibility: “It
does not follow that the discontinuous motion considered can ever take place
in nature, for we have all along been reasoning on an ideal elastic fluid which
does not exist in nature,” and concluded by speculating that viscosity would
act to limit waveform steepening such that a surface of discontinuity never
forms in a real fluid.
Rev. Challis wasted no time in responding: in November 1848 he wrote
in another letter12 that Stokes’s claim that a surface of discontinuity can de-
velop in a plane wave in air only proves that plane waves cannot exist. He
writes “How then stands the question? According to my reasoning plane-waves
are physically impossible; according to Mr. Stokes’s, plane-waves are wholly
incompatible with the transmission of articulate and musical sounds [emphasis
is Challis’s]. The only conclusion from either result is, that the hypothesis
of plane-waves in inadmissible.” In other words, Challis claimed that because
sound fields from speech and music do not contain surfaces of discontinuity
11This was by no fault of his own, as before with Newton, the necessary thermodynamical
tools were not available to him at the time. It was not until his famous article in 1870
that Rankine realized that a surface of discontinuity must be accompanied by a change in
entropy and therefore energy loss. Thus the famous shock relations bear his name and not
Stokes’s.
12J. Challis, “Further investigation of the nature of aerial vibrations,” Phil. Mag. Ser. 3
33, 462–466 (1848).
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that such surfaces must not exist at all. Challis continues, “It may, however be
urged that spherical waves are possible; and that as these become plane-waves
at an infinite distance from the centre, the latter are also physically possible.”
He then demonstrates that an arbitrary spherically spreading waveform gen-
erates mass as it propagates, concluding that spherical waves also cannot exist
in nature as they violate conservation of mass.13
B.4 “An interesting field of inquiry”
Stokes spent his Christmas holiday writing a reply, and on December
23, 1848 submitted another letter.14 He first addressed Challis’s claim that
only musical sounds may exist, reminding Challis of the difference between a
real fluid and the mathematical model of an ideal fluid: “I was particularly
careful to keep purely mathematical questions quite distinct from the physical
considerations which followed. ... What signifies it if the ideal elastic fluid
which forms the basis of our mathematical reasoning be wholly incompetant
to transmit such sounds unchanged?” Stokes then recognized that even though
the ideal fluid may not be a good model for air when surfaces of discontinu-
ity can develop in the wave field, the model could be useful in the region
of propagation before they develop. He stated that, due to spreading and
13The other conclusion to draw from Challis’s analysis is that spherically spreading wave-
forms may not be arbitrary, as plane waves may be. See, for example, Landau and Lifshitz,
Fluid Mechanics, 2nd ed. (Butterworth-Heinemann, Oxford, 1987), Sec. 70.
14G. G. Stokes, “On some points in the received theory of sound,” Phil. Mag. Ser. 3 34,
52–60 (1849).
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thermoviscous losses, “musical sounds” would travel a considerable distance
without significant alteration. He also wrote:
The effect of distance upon the quality of sound ... would form an
interesting field of inquiry.
Stokes could not have written more of an understatement; the field of inquiry
to which he refers in the above remark is Nonlinear Acoustics itself! The
letter concludes with the presentation of no less than four separate arguments
against Challis’s claim that spherical waves violate conservation of mass.
The quotation above being the apex of the story, we conclude with a
summary of the end of the exchange between Challis and Stokes. Challis re-
sponded immediately to Stokes’s arguments in January 1849,15 although with
a more aggressive tone than before. Challis wrote that he will no longer address
Stokes’s claims regarding discontinuities in plane waves, “as this difference is
not likely to be removed by further mathematical discussion.” Moving on to
the question of the admissibility of spherical waves, Challis presented a more
detailed version of his previous argument, but again ignoring the necessary
physical considerations in his derivation that Stokes pointed out in his last
letter.
Between February and June of 1849, Stokes and Challis exchanged five
more letters arguing over the existence of spherical waves in air, and Challis
15J. Challis, “Continuation of researches in the mathematical theory of aerial vibrations,”
Phil. Mag. Ser. 3 34, 88–98 (1849).
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published another continuing his arguments for a hydrodynamical explanation
of the sound speed discrepancy. Eventually, Stokes wrote that he will no longer
continue to debate either point: “It is not my intention to attack Professor
Challis’s new views respecting the theoretical velocity of sound; because if
Professor Challis and I cannot agree on ... so plain a matter as the theory of
spherical waves, I see little chance of our agreeing on the [former] subject.”16
Airy eventually replied17 to Challis as well, remarking, “the expression
‘a plane wave of air is impossible’ stands on precisely the same footing as
the expression ‘a tide in the Severn is impossible.’ ” Airy also presented the
first derivation for harmonic generation from a time harmonic source using
successive approximations in his reply.
The issue of the theoretical velocity of sound arose again a few years
later in 1851, though this time it was Professor Richard Potter of University
College London who doubted Laplace’s theory, and it was William J. R. Rank-
ine of Glasgow University who came to its defense.18 It was in this letter that
Rankine first used the symbol γ to represent the ratio of specific heats, a no-
tation that is commonly used to this day. Two years after that, with new
measurements of specific heats and his budding new Mechanical Theory of
Heat, Rankine was able to calculate the speed of sound based on Laplace’s
16G. G. Stokes, “On the theory of sound,” Phil. Mag. Ser. 3 34, 501–502 (1849).
17G. B. Airy, “The Astronomer Royal on a difficulty in the problem of sound,” Phil. Mag.
Ser. 3 34, 401–405 (1849).
18W. J. M. Rankine, “On Laplace’s theory of sound,” Phil. Mag. Ser. 4 1, 225–227
(1851).
140
theory for five gases, demonstrating remarkable agreement with experimental
observations in all five cases.19
B.5 Summary
On top of being a fun tale, the story above serves as an illustrative
example of how a peculiarity encountered in mathematical physics was ap-
proached. Challis took the mathematical model of an ideal fluid to give the
complete picture of sound in air, thereby concluding that predictions of the
model that didn’t make physical sense pointed to limitations in nature instead
of the model. Stokes, on the other hand, recognized that an ideal fluid is only
a modeling tool that cannot be universally applied. Stokes’s arguments are
reminiscent of George E. P. Box’s famous saying, “All models are wrong, but
some are useful.”
Stokes further recognized the need for a new model to describe the
propagation of the wave after the ideal fluid model breaks down. His specu-
lations about conservation of mass and momentum now make up two of the
three Rankine-Hugoniot shock relations, which are widely used in gas dynam-
ics to this day. The reduced form of the Rankine-Hugoniot relations in the
case of discontinuities with small, but finite, jumps is the foundation of weak
shock theory.
19W. J. M. Rankine, “Mechanical Theory of Heat.-Velocity of sound in gases,” Phil. Mag.
Ser. 4 5, 483–486 (1853).
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Appendix C
Formulation of the Evolution Equation in
Intrinsic Coordinates
Here, basic relations employing the intrinsic coordinates introduced by
Hammerton and Crighton [30] are presented. First, a formulation for the
transformation of a general evolution equation is derived in Sec. C.1. The
evolution equation for plane nonlinear shear waves in a relaxing medium is
then transformed in Sec. C.2 by applying the formulation to Eq. (3.19).
C.1 Transformation of a general evolution equation
In reference to the dimensionless physical coordinates in Eq. (3.17), the
intrinsic coordinate system consists of the arc length s(θ) along the waveform
from V (0) to V (θ), and the angle ψ(θ) of the tangent to the waveform at
that point (see Fig. 4.1). The spatial coordinate X is unchanged. Thus the
evolution of the waveform is described by ψ(X, s) instead of V (X, θ). The
Selected material from this appendix was previously published in J. M. Cormack and
M. F. Hamilton, “Overturning of nonlinear compressional and shear waves subject to power-
law attenuation or relaxation,” Wave Motion 85, 18–33 (2019), which appears as Ref. [53]
in this dissertation. Contributions from JMC include derivation of transformed equations
of motion, numerical solution of those equations, validation of solutions, and writing of the
article.
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transformation is defined by




1 + (∂V/∂θ)2 dθ . (C.1)
From these definitions follow the differential relations







as well as the inverse transformation
V = V0(X) +
∫ s
0
sinψ ds , θ =
∫ s
0
cosψ ds , (C.3)
where V0(X) = V (X, 0). For simplicity, it is henceforth assumed here that
V0(X) = 0 for all X. If V0(X) 6= 0 an additional term appears in the evolution
equation for ψ(X, s) and an additional evolution equation for V0(X) is required
[see Eqs. (3.10) and (3.11) in Ref. [30]].
A general evolution equation has the following form:
∂V
∂X
= G(X, θ, V, ∂V/∂θ, ...), (C.4)
where G is a function of the space and time coordinates as well as V and
derivatives of V with respect to retarded time θ. From Eq. (C.1) we have


















where g is the function G recast in the intrinsic variables. Change in arc length
with propagation distance is accounted for by expansion of ∂ψ/∂X using the














where (∂ψ/∂X)s indicates that the derivative is taken with s held constant.
This is the case for all occurrences of ∂ψ/∂X henceforth and in Chapter 4, but
the subscript s will be neglected beyond this point. Substituting Eq. (C.4) and























Once the function G in Eq. (C.4) is identified for the evolution equation of
interest, g can be found by direct substitution of Eqs. (C.3). The deriva-
tive ∂g/∂s is evaluated and substituted into Eq. (C.9), which is then simpli-
fied to obtain the new evolution equation for ψ(X, s). Waveform evolution
is then determined in intrinsic coordinates by solving Eq. (C.9) numerically.
Equations (C.3) return the intrinsic-coordinate waveforms ψ(s) to the physical
waveforms V (θ), which are multivalued for |ψ| > π/2.
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C.2 Transformation of Eq. (3.19)
The form of the evolution equation to be used here for plane nonlinear
shear waves in a relaxing medium is Eq. (3.19). Comparison with (C.4) shows
that in this case




















where h(ψ) is the function H(V ) recast in the intrinsic variables. The first



















































The first term on the right-hand side of Eq. (C.13) and the first two terms
on the right-hand side of Eq. (C.14) contain tangent and secant terms that
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become unbounded if the waveform |ψ(s)| achieves a value of π/2, indicating
that V (θ) has developed a vertical tangent. The presence of these terms is
undesirable if one wishes to simulate multivalued waveforms in V (X, θ), for
which |ψ| > π/2. Integration of first term on the right-hand side of Eq. (C.14)

























Substitution of Eqs. (C.13) and (C.15) into Eq. (C.9) results in cancellation
of terms involving secψ, giving
∂ψ
∂X






























































where f(ψ) = h cosψ. The form of f(ψ) for a relaxing medium is now devel-
oped.
Attenuation and dispersion in an otherwise inviscid, monorelaxing fluid
are accounted for by the term given in Eq. (C.11). Factoring out e−θ/θr and
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which can be simplified to

































Following the discussion after Eq. (C.14), expressions that contain tangent
or secant terms are undesirable as they become unbounded as the waveform
develops a vertical tangent. Thus the appropriate method for including losses
in the intrinsic coordinate formulation is with the evolution equation given by
Eq. (C.17) and f(ψ) given by Eq. (C.21).
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Appendix D
Overturning of Nonlinear Shear Waves in
Media that Exhibit Power-Law Attenuation
Waveform overturning of nonlinear shear waves in media that exhibit
power-law attenuation and the accompanying dispersion is the subject of this
appendix. The analysis and results parallel the content of Chapter 4 for the
overturning of shear waves in a relaxing medium. First, the evolution that
describes the propagation of a plane nonlinear shear wave subject to power-
law attenuation is presented. The loss term, which is a fractional derivative,
is then transformed into intrinsic coordinates. The form of the loss term
in intrinsic coordinates demonstrates that overturning may only occur when
the attenuation coefficient increases more slowly than linearly with frequency.
Numerical results are then presented for the critical source amplitude above
which an initially sinusoidal waveform will overturn at a finite distance from
the source. Finally, for source amplitudes that exceed the critical value, the
distance at which waveform overturning first occurs is determined numerically.
Selected material from this appendix was previously published in J. M. Cormack and
M. F. Hamilton, “Overturning of nonlinear compressional and shear waves subject to power-
law attenuation or relaxation,” Wave Motion 85, 18–33 (2019), which appears as Ref. [53]
in this dissertation. Contributions from JMC include derivation of transformed equations
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D.1 Basic equations
A nonlinear evolution equation similar to Eq. (3.9) that describes the














where c0 in this case is the shear wave speed in the lossless case, and the last
term is a fractional derivative.1 The coefficient δν is a material parameter
with units [T νL−1]. The parameters δν and ν can be connected to fractional
constitutive relations [65]. See the discussion in Sec. 2.3.5 of this dissertation
and especially Refs. [38] and [66] for a connection between relaxation and
power-law attenuation.
Ignoring the nonlinear term in Eq. (D.1), taking the Fourier transform
F{v} = vω, and employing the defining relation F{∂νv/∂τ ν} = (jω)νF{v} for
the fractional derivative one obtains
dvω
dx
+ α̃νvω = 0, α̃ν = (jω)
νδν . (D.2)
Inspection of the exponentials of linear solutions of Eq. (D.2) leads to the
following expressions for the attenuation coefficient α(ω) and phase speed c(ω)
of motion, numerical solution of those equations, validation of solutions, and writing of the
article.
1Good references for wave equations that contain fractional derivatives are the books by
S. Holm [67] and F. Mainardi [68].
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The attenuation increases with frequency raised to the power ν, as required,
and the phase speed satisfies the Kramers-Kronig relations [69]. It follows
from Eq. (D.3) that δν > 0 is required for 0 ≤ ν < 1, and δν < 0 for 1 < ν < 3,
etc.
At low frequencies corresponding to ωtr  1, Eqs. (3.11) and (3.12) re-
duce to α(ω) ' mω2tr/2c0 and c(ω) ' c0, respectively; attenuation increases
as frequency squared and the phase speed is constant. At high frequencies
corresponding to ωtr  1, Eqs. (3.11) and (3.12) reduce to α(ω) ' m/2c0tr
and c(ω) ' c0(1 +m/2); both attenuation and phase speed are constant with
frequency. A relaxing medium thus exhibits two different power-law behav-
iors. At low frequencies, Eqs. (D.3) and (D.4) with ν = 2 are equivalent to
Eqs. (3.11) and (3.12) with δ2 = mtr/2c0. At high frequencies, Eq. (D.3)
with ν = 0 is equivalent to (3.11) with δ0 = m/2c0tr, although the phase
speed given by Eq. (3.12) is the high frequency phase speed c∞, not the low
frequency speed as given by Eq. (D.4) with ν = 0.












where Aν = δνω










Transformation of Eq. (D.5) then follows the same procedure as in Sec. C.2,
the only difference being the form of f(ψ) corresponding to the fractional loss
term in Eq. (D.7). The evolution equation in intrinsic coordinates is
∂ψ
∂X






























the first two terms of which are identical to those in Eq. (4.3), and the function
fν(ψ) that accounts for attenuation and dispersion from power-law attenuation
is obtained as follows. Combination of Eqs. (D.7) and (C.1), and the chain





































tanψ 1 ≤ ν ≤ 2 . (D.13)
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The purpose of expressing the nonlinear evolution equation in intrinsic
coordinates is to enable numerical simulation of solutions for waveforms V (θ)
that contain vertical tangents or are multivalued. As discussed after Eq. (C.14)
this means that inclusion of tangent and secant terms in the evolution equation
for ψ(X, s) is undesirable. Elimination of the tangent and secant was possible
in the terms responsible for waveform steepening in Eqs. (4.3) and (D.8) and
for the loss term in Eq. (4.4) that accounts for relaxation, but was not possible
for the fractional loss term with exponent in the range 1 < ν ≤ 2 in Eq. (D.13).
Whereas relaxation on its own is not necessarily sufficient to balance
nonlinear and prevent waveform overturning, power laws that have exponent
greater than unity are. This observation follows from noting that fν(ψ) for
1 < ν ≤ 2 in Eq. (D.13) becomes unbounded whereas frel(ψ) and fν(ψ) for
0 ≤ ν ≤ 1 in Eqs. (4.4) and (D.12), respectively, remain finite as |ψ| → π/2,
corresponding to the formation of a vertical tangent in the waveform V (θ).
This conclusion based on the form of fν(ψ) is consistent with a frequency-
domain analysis of Kashcheeva et al. [55] demonstrating that pre-existing dis-
continuities are stable in media with power-law attenuation only for exponents
less than unity.
D.2 Critical source amplitude and shock formation
distance
Multivalued solutions of Eq. (D.5) are possible for 0 ≤ ν ≤ 1. The criti-
cal source amplitude above which an initially sinusoidal waveform will develop
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a vertical tangent is characterized by the following dimensionless attenuation
coefficient obtained from Eq. (D.3):
a = α(ω)xsh = Aν cos(νπ/2). (D.14)
The parameter a is thus proportional to the attenuation coefficient α and
inversely proportional to the source amplitude v0. The critical value of a
below which an initially sinusoidal waveform will develop a vertical tangent is









The value of acr may be determined analytically for ν = 0, in which
case one obtains a = A0 and Eq. (D.5) has an implicit solution,







, ν = 0, (D.16)





From Eq. (D.17) it follows that acr(0) = 1/2. Waveform overturning is pro-
hibited for ν > 1, so it is concluded that acr(1) = 0. Values of acr(ν) for
0 < ν < 1 are determined by numerical solution of Eq. (4.3) with f(ψ) given
by Eq. (D.12). The fractional derivative in Eq. (D.12) is evaluated using the
left-sided Caputo definition [71].
The curve acr(ν) is presented in Fig. D.1. Below the curve, the source
amplitude is too high for power-law attenuation to balance nonlinearity and
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Figure D.1: (a) Critical value of the dimensionless power-law attenuation co-
efficient acr below which an initially sinusoidal shear waveform will overturn
at a finite distance from the source. (b) Expanded view for values near ν = 1.
a vertical tangent inevitably develops at a finite distance from the source.
Above the curve, the initially sinusoidal waveform remains single-valued for
all propagation distances. The critical value acr(ν) decreases smoothly with
increasing ν up until it decreases rapidly to zero as ν approaches unity, as
displayed more clearly by the expanded view in Fig. D.1(b). The curve may
be approximated in the region 0 ≤ ν <∼ 0.95 to within 5% by acr(ν) ' 1/2 −
0.40ν + 0.05ν2.
Values of the shock formation distance Xvt = xvt/xsh are shown in
Fig. D.2 as a function the attenuation coefficient a in Eq. (D.14) for several
values of the exponent ν. The curve corresponding to ν = 0 in Fig. D.2 is given
by Eq. (D.17). For larger power-law exponents the shock formation distance
increases more quickly with a due to the increased amount of attenuation ex-
perienced by nonlinearly generated harmonics. At the point denoted by black
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Figure D.2: Propagation distanceXvt = xvt/xsh at which an initially sinusoidal
shear waveform develops a vertical tangent versus dimensionless attenuation
coefficient a in a medium with power-law attenuation for several value of the
exponent ν. Triangular markers on the horizontal axis indicate the value of a
above which waveform overturning will not occur for the corresponding value
of the power-law exponent ν.
triangles on the horizontal axis the shock formation distance is infinite. For
values of a larger than that, the initially sinusoidal waveform never develops
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[37] S. Holm, S. P. Näsholm, F. Prieur, and R. Sinkus, “Deriving fractional
acoustic wave equations from mechanical and thermal constitutive equa-
tions,” Computers and Mathematics with Applications 66, 621–629 (2013).
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