Abstract -The size of flat-panel liquid-crystal displays is getting larger; as a result, it is becoming harder to inspect for defects and may require a human visual inspector to judge the severity of the defects on the final product. Recently, mura phenomenon, which is defined as a visual blemish with non-uniform shapes and boundaries, is becoming a serious unpleasant effect which needs to be detected and inspected in order to standardize the LCD's quality. Hence, an automation process based on machine vision has proven to be a good choice to facilitate and stabilize the process. An effective general algorithm for detecting different types of mura defects with various contrast, shape, and direction, based on the fusion of the normalized magnitude of first-and second-order derivative responses in four directions, is proposed. The experiments applied on various types of pseudo-mura with different shapes show an efficient detection rate of more than 90%.
Introduction
Thin-film-transistor liquid-crystal displays (TFT-LCDs) have experienced rapid growth in terms of applications and manufacturing trends. A wide variety of products, e.g., notebooks, TVs, monitors, PDAs, and mobile devices reflect a high demand in the production of LCDs because of their great overall performance, high resolution, and clear visibility. To enhance the mass production of TFT-LCDs, especially for quite large panel sizes, the quality control and defect inspection become a difficult task and is costly; hence, an automatic inspection system using machine vision would be the best choice instead of manual inspection. Machine vision plays an important role in the detection of stains or blemishs in an LCD, the so-called mura defect, which is defined as a visual defect in TFT-LCDs with low contrast and non-uniform brightness regions. Automating the process would enhance the detection rate and feasibility as well as reduce manpower cost to the lowest level because nowadays the manual inspection by skilled engineers is still considered to be the dominating process in the industry. This makes the process inconsistent, non-standardized, and costly. An automated, accurate, fast, consistent, and reliable inspection system becomes crucial for both the TFT-LCD manufacturer and the end-users to quantify and classify mura defects in the new manufactured LCD panels, in which it acts as a link between them for a better understanding of LCDs' quality. The main components of a TFT-LCD include a backlight module, liquid crystal, polarizer, color filter, and TFT array. Defects such as area, point, line, and curve would severely affect the visualization of a LCD panel. However, there are a variety of sources of defects in LCD panels, such as unevenness in the color filter, contamination between layers, and non-uniform distribution of liquid-crystal materials.
In fact, many researchers in the field have paid immense attention to automate the mura detection and inspection. [1] [2] [3] [4] The Video Electronics Standards Association (VESA) 5 and Semiconductor Equipment and Material International (SEMI) 6 have spent much effort on setting standards for classifying and quantizing defects, respectively. Several mura-detection algorithms have been proposed in the literature. Chen et al. 1 proposed a detection algorithm based on the Laplacian of the Gaussian (LoG) filter for cluster muras. Song et al. 2 utilized morphological operational tools in image processing to improve the detectability, and it was mainly designed to detect blob-mura defects. Lee and Yoo 3 used modified regression diagnostics and Niblack's thresholding to detect region-mura quantize it based on segmenting the panel image into small sub-windows. Many literature citations about the study of the effect of the size of the mura and its location related to the measurement of human visual perception have been studied. 11, 12 This paper mainly focuses on the detection of mura defects that exists on the front of screen (FOS) of a LCD panel; these defects could appear with different shapes, sizes, contrasts, polarities, and types. The intent of the segmentation of a photographed FOS is to separate defects from the background. As a result, this process classifies each image pixel in a way that it could be defective (mura) or intact (background). In this study, we propose an efficient algorithm based on the fusion of the first-and second-order derivative responses in four directions in order to enhance the edges of mura defects in an LCD FOS sample. A labeled mask indicating each candidate defect is generated by assigning each defect's location in the image; therefore, this mask is prepared to be used for further evaluative assessments based on some criteria and standards such as SEMU. 6 The classification of these defects is critical for reasons of visual satisfaction.
The remainder of this paper is organized as follows: Section 2 gives an overview of the measurement system setup. Section 3 explains, in detail, the proposed mura-detection algorithm, including image preprocessing, gradient, fusion process, and post-processing. In Sec. 4, we present experimental results and details. In Sec. 5, we conduct discussions on the algorithm and its outputs, and Sec. 6 concludes this paper with summaries and suggestions for future works.
2
System architecture and approach
The measurement system was setup as shown in Fig. 1 , and the main parts are a 32-in. LCD panel, inspected by an experienced engineer that it is free of any visible defect, this panel is provided with a modified gamma curve circuitry, which is mainly utilized to simulate pseudo-mura patterns.
The second component is a personal computer (PC) which is used essentially to generate samples and to drive the TFT-LCD panel. The last part is a high-quality CCD camera provided with a sensor cooler that is able to decrease the ambient temperature down to -10°C, which impressively minimizes some noise generated by the CCD sensors. The output of the camera is a raw image file with a 1536 × 1024 pixel resolution and 14-bit gray-scale levels. A totally dark room should be used in this experiment. The viewing angle of the camera equals 90°± 1°, and the distance along the normal axis to the LCD panel is 100 cm. The process of collecting FOS samples is the following: The LCD is driven by predesigned samples generated by a pattern generator or a PC as in our work. Each pattern is taken by a pre-calibrated digital CCD camera and then sent to the PC for further processing by the proposed algorithm. This methodology has shown efficiency and reliability to mura phenomenon under carefully designed samples. 7 Indeed, by using this method, only one panel is sufficient to facilitate the experiment by improving the efficiency.
Pseudo-mura patterns
In the experiment, 138 pseudo-mura testing patterns have been designed and used; these samples are grouped into three classes ranging essentially from low-to-high brightness background with the following common well-known defects of the LCD industry: Dots mura, Band mura (Hband and V-band), line mura (G-line and S-line), region mura (large and medium), port mura, and spot mura, all with different locations and different contrastive strength with respect to the background. Figure 2 shows some pseudo-mura patterns designed for the experiment, each sample in the figure is cropped to the size of 350 × 350 pixels, and then downsized for the purpose of clarification. These mura types are considered to appear frequently in the industry, and the assigned classification for each type is based on the shapes and sizes of each defect. Many physi- cal factors cause these defects such as some alloys in liquid crystal and malfunction in liquid-crystal distribution. However, any failure in the functionality of the cell unit or the backlight unit of a LCD module may cause these types of defects.
Mura detection algorithm by segmentation
A flowchart on mura detection technique, as proposed in this study, is illustrated in Fig. 3 . In this figure, the output of some processes is shown besides its related block. The algorithm is mainly based on three stages: in the first stage, the input image is essentially calibrated. Second, the gradient in four directions is applied two times in order to obtain first-and second-order derivatives. Then the arithmetic mean of their normalized magnitudes are obtained, and, finally, a thresholding process is applied in order to specify the location, shape, and size of each defect with cleaning up of any remaining unwanted residuals from the thresholding process by applying a morphological post-processing. The main steps in this flowchart will be discussed further in the following subsections.
Preprocessing and residual image extraction
Generally, the preprocessing step is an essential improvement in the first stage of the entire process in order to enhance the visibility of any unwanted defects or unexpected deformations in an FOS sample image of an LCD panel. On the other hand, we want to clean up the image of any false information that may result from the environment or the measurement equipment, e.g., the CCD camera. Therefore, the captured image is preprocessed to extract the residual image of the background surface. This process is used essentially to calibrate the image by minimizing the luminance variations caused by the viewing angle or the CCD sensors, in addition to removing the influence of background non-uniformity. One way to achieve this is by generating a no-mura sample on the FOS LCD with the same background brightness of the next sample with pseudomura. Later, the captured image for a pseudo-mura is divided by the former captured image, in which we take the average image of three no-mura samples in our work. The following equation is used to calculate the calibrated image.
( 1) where I is the calibrated luminance intensity image result, I 0 is the FOS sample to be inspected, and I i(no-mura) is the i-th luminance intensity image sample of the test panel with no-mura. The process is illustrated in Fig. 4 . It is clearly shown how the image is enhanced after applying the process, but there is still a shadowing effect in the middle area which can be further suppressed by applying the gradient operation to obtain derivative responses as shown next.
Averaging filter
The averaging filter is used mainly to reduce noises imposed on the sample image. The blurring effect here is utilized to remove the small trivial details while enhancing comparable larger objects which are considered to be mura defects. As proposed in the Laplacian of the Gaussian process, 8 to enhance and detect edges, the Gaussian operator works as an average filter to facilitate the Laplacian process. In this work, we adopted a simple average filter for simplicity and effectiveness in this field; the size of the used filter is 15 × 15 and the filter is applied on the 2-D input image x(r, t) as in the following equation:
Applying this process by using a spatial convolution process would output a smoothed image ready for further processing without being disturbed by noises as shown next. 
Gradient operation and derivatives
The first-order derivative of an image can be calculated by finding the gradient vector. The gradient has proven its feasibility in industrial inspection and machine vision as an important step for the automated inspection of defects. 8 One of the practical features of the gradient is the capability to enhance defects with suppressing slowly varying features in the background such as the shadowing effect. Hence, it would be an efficient replacement for human inspection and analysis; therefore, it was essentially used in edge-detection algorithms. Convolving an image with Sobel kernels is considered to be a useful operation to calculate the image gradient. In our approach, we used kernels to find the gradient in four directions as shown in the following equation:
Such that G(x, y) is the gradient response of image intensity matrix I(x, y) and ᮏ is a 2-D convolution operator. k's are the Sobel kernels used to obtain the gradient in four directions (i.e., 0°, 45°, 90°, and 135°). Figure 5 illustrates these kernels in 3 × 3 dimension. The magnitude of the gradient response is calculated by the following equation: (4) where G 11 , G 12 , G 13 , and G 14 are the gradient vectors of G 1 (x, y) in Eq. (3).
The second derivative of the sample image
The Laplacian process used in digital systems is basically equivalent to a second-order derivative in a manner that it highlights the discontinuity in objects presented in an image; furthermore, it suppresses any regions with slowly varying intensities, these characteristics have a great impact on cleaning the image further of any unwanted signals in the image such as the optical path distortion. Therefore, the output of this filter would be an image having relatively higher intensity regions which represent edges of an object. 8 This is found to be very useful in mura detection since our goal is to enhance the defect edges while deemphasizing the slowly varying signals in the background, in which these variations are noises resulting from the CCD sensor and the environment. Noises still exist even after the compensation operation in the preprocessing step, but with lower impact. Therefore, Laplacian operation tends to increase the contrast in the locations where an edge of one defect is present. Rather than obtaining the second-order 
( , ) ( , ) ( , ) ( , ). derivation of an image by applying a Laplacian kernel, we can obtain it by sequentially applying a gradient operation two times on the image itself as in Eqs. (5) and (6) to make the edges of any defect be highlighted more.
(5)
The fusion operation of two responses
The first-order derivative of a mura image works as a complementary enhancement technique to the second-order derivative as well as the smoothing average filter. The results of these operations are merged in a way to provide an enhanced defect which is now ready to be detected by the next step, namely thresholding. This method is adopted since the application of the Laplacian operator will solely enhance fine details aggressively. Thus, this leads to a more noisy output than the result of the gradient for one time; therefore, an average filter has been used in the two stages of the gradient in this work. The gradient response to noise has lower impact than the Laplacian, and we can suppress it more by using the averaging filter as discussed in Subsection 3.1.1. The result of the second-derivative magnitude has an effect of producing double edges just around the mura boundaries, this makes the thresholding for a relatively large-sized mura producing two detected binary areas around those boundaries. To overcome this problem, a fusion of the first-and the second-derivative magnitudes has 
( , ) ( , ) ( , ) ( , ), been adopted and then a thresholding technique is applied (see Fig. 7 ).
where the norm is shorthand for normalization operation on the input image x as in the following equation: (8) in which I is a 2-D input image and min and max operators to find the minimum and maximum intensity in the entire image I, respectively. This operation is to assure that norm(I) ∈ [0,1]. As a result, the double edges are enhanced and the new gain value from the first-derivative response increases the response of the second derivative to a level which makes the thresholding output giving the real edges of detect without creating separately segmented areas. The results show distinctive details in the highest-contrast areas while suppressed noise in the flat slow variance area as illustrated in Fig. 6(b) . This process has proven to be very efficient by combining the best features of the first and the second derivatives.
Thresholding
There are many proposed thresholding techniques in the literature, and they were considered to be simple but efficient processes to separate objects from the background. However, the output of this operation is a binary image with one and zero states indicating the foreground and the background objects, respectively. Otsu's method 9 has been chosen in this work; it is automated and unsupervised by using the image histogram. The principle of this process is to search exhaustively for the threshold value that makes the intraclass variance minimized. This method has proven to be very efficient in selecting a valid global thresholding level. 10 
Morphological post-processing operation
Sometimes the binary image resulting from the thresholding block in Fig. 3 may present a hole inside the segmented area of a detected region-mura defect type. This problem arises from the uniformity of the intensity distribution inside a detected defect. However, this can be fixed, by applying a morphological hole-filling operation. A hole can be removed by filling in the background starting from the edges of the image, any unreached pixels would be considered as a hole and should be fixed. 8 
Experimental results
Our proposed algorithm has been applied on 138 pseudomura samples on a TFT-LCD 32-in. panel with its description explained in Subsection 2.1. The results of mura detection for five samples are shown in Fig. 6 , the left column (a) shows the output of the preprocessing step, and the right column (b) shows the corresponding binary images after thresholding followed by morphological operation, which represent the labeled mura-area masks for each leftside sample. These results show how effectively our proposed mura-detection technique can work. The estimated detection runtime for the proposed algorithm, excluding the intensity image files reading and writing, is around 700 msec for each LCD panel. The algorithm was implemented by using Matlab ® 2010 and performed by a PC with an Intel ® Ci5-760, 2.8-GHz, 2.0-GB RAM.
Discussions
For further investigation on the behavior of the first-and second-order derivative responses, and on the fusion response of their magnitudes, a small segment of band-mura defect profile in the x-axis direction is illustrated in Fig. 7 . The normalized magnitude of the first-order derivative response, the second-order derivative response, and the fusion of both by applying arithmetic mean operation are shown in Figs. 7(a)-7(c), respectively. It is clear that in Fig. 7 (a) the slowly varying intensities are suppressed to very low intensity values while the response shows highest intensity levels just around the maximum slope of the original intensity curve.
The case for the second-derivative response shown in Fig.  7 (b) is almost inverted so that the maximum intensity value of this response appears just as a small slope value of the original signal; this happens only with gradually increasing-decreasing intensity values, as shown in Fig. 7 for gradual V-band mura, without uniform intensity distribution between them. Thus, fusing these two responses by taking the arithmetic mean for both, we obtain a more suitable signal for global thresholding as shown in Fig. 7 (c).
Conclusions
In this paper, an effective algorithm for detecting different type of mura defects in TFT-LCDs is proposed. This approach can be divided into three main steps: Preprocessing; in which the FOS sample is compensated; then the firstand second-order derivative responses in four directions by using a Sobel filter are obtained and fused by arithmetic mean operation of their magnitudes. Finally, a thresholding process is applied on the entire image and followed by postprocessing morphological operation to fill up the holes produced in some segmented regions.
By performing this technique on 138 real FOS LCD panel samples, the mura areas were detected efficiently. For regions with pre-designed pseudo-muras, after segmenting the candidate mura areas, they were combined in a labeled mask which could be further inspected by quantifying the candidates. This could be done by finding mura levels and then deciding whether this level is acceptable by the human vision standard or not. 3, 6 The proposed system achieved over 90% of successfully detected muras.
