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Resumo
Se´ries financeiras apresentam problemas se´rios para as te´cnicas mais tra-
dicionais de modelagem por se´ries temporais. Alguns dos seus aspectos
emp´ıricos impedem sua correta compreensa˜o por ana´lises lineares. Por ou-
tro lado, te´cnicas na˜o-parame´tricas veˆm conseguindo, nas u´ltimas de´cadas,
resultados expressivos na ana´lise de dados dependentes.
Essa dissertac¸a˜o tem por ponto inicial os trabalhos de Bertrand(1996),
Avesani e Bertrand(1997) e Genon-Catalot et al (1992), que versam sobre
estimac¸a˜o na˜o-parame´trica da volatilidade vista como coeficiente de modelos
de difusa˜o.
Apresentamos uma comparac¸a˜o de quatro famı´lias de estimadores na˜o-
parame´tricos, treˆs dela por func¸a˜o-nu´cleo e uma por ondaletas. As com-
parac¸o˜es sa˜o realizadas por suas propriedades teo´ricas, quando conhecidas, e
por simulac¸a˜o, ale´m de uma ilustrac¸a˜o em se´rie real.
Encontramos fortes evideˆncias favora´veis aos estimadores por func¸a˜o-
nu´cleo normal e por ondaletas, quando as verdadeiras volatilidades sa˜o sua-
ves e apenas a esses u´ltimos, quando as func¸o˜es de volatilidade teˆm saltos.
Confirma-se nas simulac¸o˜es a superioridade computacional das ondaletas so-
bre os demais me´todos.
iii
Abstract
Financial series present serious problems for more traditional techniques
of modeling temporal series, because these linear models do not account for
certain empirical aspects. On the other hand, in the past few decades, non-
parametric techniques have been obtaining impressive results in the analysis
of dependent data.
The present thesis is based on the work of Bertrand (1996), Avesani
and Bertrand (1997), and Genon-Catalot et al. (1992), who discuss non-
parametric estimation of volatility as a coefficient in diffusion models.
We present a comparison of four families of non-parametric estimators,
three of them using kernel functions and one using wavelets. The compari-
sons include theoretical properties, when known, as well as simulation and
application on a real series.
All four estimators seem adequate as long as the true volatility is smooth,
but when there are irregular peaks, only wavelets were found to reproduce
the volatility accurately. The computational superiority of wavelets was con-
firmed by the simulations.
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1Introduc¸a˜o
Se´ries financeiras apresentam problemas se´rios para as te´cnicas mais tradicio-
nais de modelagem por se´ries temporais. Alguns dos seus aspectos emp´ıricos,
conhecidos na literatura como fatos estilizados, impedem sua correta compre-
ensa˜o por ana´lises lineares. Veja, por exemplo, (Herencia 1997) e (Gourie´roux
1997).
Por outro lado, te´cnicas na˜o-parame´tricas veˆm conseguindo, nas u´ltimas
de´cadas, resultados expressivos na ana´lise de dados dependentes. Veja, por
exemplo, (Bosq 1998) e (Antoniadis and Oppenheim 1995), para resultados
relativos a func¸o˜es-nu´cleo e ondaletas.
Estudos veˆm mostrando a importaˆncia fundamental da volatilidade, a
variaˆncia condicional instantaˆnea, na correta percepc¸a˜o e predic¸a˜o de valores
de se´ries correlacionados.
A correta modelagem da volatilidade depende, entre outras coisas, de um
bom modelo (no caso parame´trico) e de boas estimativas de valores aber-
rantes. Os valores aberrantes se mostram extremamente problema´ticos para
modelos tradicionais, mas a capacidade adaptativa das ondaletas os trata de
forma natural e automa´tica ((Walter 1992b) e (Walter 1992a)).
Va´rias aplicac¸o˜es de me´todos na˜o-parame´tricos em se´ries financeiras teˆm
aparecido na literatura desde predic¸a˜o por simulac¸a˜o histo´rica a modificac¸o˜es
do me´todo de sieves (Darolles and Gourie´roux 2001), passando por te´cnicas
semiparame´tricas (Han and Wei 2000), suavizac¸a˜o por polinoˆmios locais
((Ha¨rdle and Tsybakov 1997) e (Yang, Ha¨rdle and Nielsen 1999)) e estimac¸a˜o
de quantis da distribuic¸a˜o condicional por func¸a˜o-nu´cleo (Abberger 1997).
Podemos destacar (Hoffmann 1999), que utiliza te´cnicas na˜o-lineares de
ondaletas para um caso espec´ıfico: modelo AR(1) na˜o-linear e demonstra
a capacidade adaptativa das ondaletas a espac¸os de Besov, no esp´ırito de
(Donoho and Johnstone 1993), para se´ries de dados dependentes.
Se´ries de alta frequ¨eˆncia trazem ainda outros desafios a`s te´cnicas es-
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tat´ıticas: ale´m de potencializarem os efeitos da dependeˆncia, tambe´m eviden-
ciam o custo computacional da te´cnica empregada. Nesse ponto, as ondaletas
levam evidente vantagem sobre as demais.
Essa dissertac¸a˜o tem por ponto inicial os trabalhos de (Bertrand 1996),
(Avesani and Bertrand 1997) e, principalmente, de (Genon-Catalot, Laredo
and Picard 1992), cujos resultados teo´ricos motivam a aplicac¸a˜o das ondaletas
nesse problema.
No primeiro cap´ıtulo, discutimos as se´ries financeiras e os fatos estili-
zados, evidenciando a dificuldade dos modelo tradicionais ARMA em mo-
delar tais se´ries. No segundo cap´ıtulo, introduzimos a integral estoca´stica
de Itoˆ para depois definir formalmente os modelos de difusa˜o. No ter-
ceiro e quarto cap´ıtulos, apresentamos as te´cnicas na˜o-parame´tricas de es-
timac¸a˜o por Func¸a˜o-nu´cleo e Ondaletas, respectivamente. Discutimos em
cada um deles os detalhes das te´cnicas e de suas utilizac¸o˜es. No quinto
cap´ıtulo, adaptam-se os estimadores na˜o-parame´tricos para modelos de di-
fusa˜o e estudam-se suas principais propriedades teo´ricas conhecidas. Ilus-
trac¸o˜es das te´cnicas comparadas sa˜o realizadas no sexto cap´ıtulo, por si-
mulac¸a˜o e uma se´rie real. As concluso˜es sa˜o apresentadas ao final desse
cap´ıtulo. Alguns resultados teo´ricos sa˜o expostos no apeˆndice, onde tambe´m
sa˜o apresentados alguns outros detalhes das simulac¸o˜es.
Cap´ıtulo 1
Volatilidade em Se´ries
Financeiras
1.1 Se´ries Financeiras
O mercado financeiro envolve diversas taxas de juros, de caˆmbio, ac¸o˜es,
boˆnus etc. que sa˜o negociados em diferentes per´ıodos de tempo. Existe uma
enorme variedade de maneiras de negociar tais produtos. A sequ¨eˆncia dos
valores negociados de um desses e´ chamada de uma se´rie financeira.
Os dois principais motivos pra se estudar uma se´rie financeira sa˜o inter-
pretac¸a˜o e previsa˜o. O primeiro tem por objetivo entender como os prec¸os se
comportam ao longo do tempo, quais fatores influenciam mais na flutuac¸a˜o
dos prec¸os, ou seja, entender diferentes aspectos do mercado financeiro. O
segundo tem por objetivo prever a evoluc¸a˜o das se´ries e, consequ¨entemente,
fazer investimentos assumindo riscos calculados.
Para analisarmos uma se´rie financeira e dela extra´ırmos essas informac¸o˜es
de interesse, geralmente recorremos a um modelo. Um tipo de modelagem
muito utilizada para processos observados ao longo do tempo, conhecidos
como se´ries temporais, sa˜o os conhecidos modelos ARMA. Esses modelos sa˜o
muito difundidos na literatura, pela facilidade e eficieˆncia de implementac¸a˜o.
Nesse tipo de modelagem, valores atuais da se´rie sa˜o modelados como uma
func¸a˜o linear dos valores passados e de um processo de ru´ıdos, que pode ser
3
4 CAPI´TULO 1. VOLATILIDADE EM SE´RIES FINANCEIRAS
interpretado como um processo de inovac¸o˜es. Um modelo ARMA(p, q) pode
ser escrito como:
Xt = α + α1Xt−1 + ...+ αpXt−p + ²t − β1²t−1 − ...− βqαt−q, (1.1)
onde α1, · · · , αp e β1, · · · , βq sa˜o os paraˆmetros do modelo e ²t, t ∈ T , e´ um
ru´ıdo branco, sendo T um conjunto de ı´ndices, com certas condic¸o˜es pouco
restritivas em α1, · · · , αp e β1, · · · , βq.
Apesar da grande utilidade de tais modelos, verificou-se que os mesmos
eram incapazes de retratar corretamente o comportamento de se´ries financei-
ras. Em grande parte, porque se´ries financeiras teˆm uma natureza na˜o-linear,
principalmente devido a os prec¸os serem na˜o estacionarios. Para amenizar o
efeito dessa correlac¸a˜o e tornar a se´rie estaciona´ria, frequ¨entemente modela-
se a se´rie dos retornos, que e´ constru´ıda utilizando-se uma tranformac¸a˜o da
famı´lia Box-Cox na se´rie original. Normalmente, utiliza-se a se´rie dos retor-
nos compostos, definida por:
Yt = log(Xt)− log(Xt−1) ∀t, (1.2)
onde Xt e´ a observac¸a˜o da se´rie original no tempo t.
Utiliza-se a transformac¸a˜o em (1.2), principalmente porque ela representa,
aproximadamente, a variac¸a˜o percentual dos prec¸os:
log(Xt)− log(Xt−1) ∼= Xt −Xt−1
Xt−1
.
Essas se´ries dos retornos compostos teˆm algumas caracter´ısticas emp´ıricas
as quais os modelos ARMA tambe´m na˜o conseguem reproduzir. Tais carac-
ter´ısticas sa˜o conhecidas como fatos estilizados, que sera˜o discutidos em mais
detalhes na sec¸a˜o 1.2.
Existem outros tipos de modelos que sa˜o utilizados para se´ries financei-
ras. Para a implementac¸a˜o de alguns desses, e´ importante conhecer o valor
de uma varia´vel latente (na˜o-observa´vel), conhecida como volatilidade. A
volatilidade pode ser interpretada, grosseiramente, como a variabilidade dos
retornos. Discutiremos a volatilidade em mais detalhes na sec¸a˜o 1.3, junta-
mente com alguns poss´ıveis modelos.
Entre os modelos onde a volatilidade e´ parte integral, existem aqueles
que sa˜o definidos para observac¸o˜es discretas, ou seja, o conjunto de ı´ndices
T esta´ contido em N ou Z. Nesse caso, os mais difundidos na literatura
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sa˜o os modelos Autoregressivos de Volatilidade Condicional Heterosceda´stica
(ARCH) e os Modelos de Volatilidade Estoca´stica (SV). Ja´ na formulac¸a˜o
teo´rica em tempo cont´ınuo, ou seja, o conjunto de ı´ndices T e´ cont´ınuo, os
modelos mais utilizados sa˜o os Modelos de Difusa˜o. Esses modelos sera˜o
discutidos na sec¸a˜o 1.3 e no cap´ıtulo 2.
1.2 Fatos Estilizados
Como foi mencionado na sec¸a˜o 1.1, verificou-se empiricamente que os mode-
los ARMA na˜o conseguiam reproduzir algumas caracter´ısticas das se´ries de
retornos, os Fatos Estilizados. Vamos discutir algumas delas nesta sec¸a˜o e
para isso, utilizaremos como exemplo um se´rie real: os valores de abertura
das ac¸o˜es da Telebra´s-PN, na Bolsa de Valores de Sa˜o Paulo, do dia 30 de
junho de 1994 ate´ o dia primeiro de julho de 1998.
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Figura 1.1: Valor de Abertura das Ac¸o˜es da Telebra´s-PN
Os retornos, definidos por 1.2, sa˜o ilustrados na figura 1.2.
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Figura 1.2: Se´rie dos Retornos da Telebra´s-PN
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A primeira caracter´ıstica que discutiremos aqui e´ a de que grandes re-
tornos sa˜o seguidos de grandes retornos, em valor absoluto, e que pequenos
retornos sa˜o seguidos de pequenos retornos, em valor absoluto. Ou seja, os
choques que ocorrem na se´rie levam algum tempo para serem absorvidos
pela mesma. Esses conjuntos de retornos sa˜o chamados de conglomera-
dos de volatilidade. Este fenoˆmeno esta´ sempre presente nas se´ries dos
retornos, como podemos observar na figura 1.2. Se simularmos uma se´rie
temporal utilizando um modelo ARMA, na se´rie resultante dos retornos, na˜o
observaremos esse comportamento, indicando a incapacidade dos mesmos em
reproduzir essa importante caracter´ıstica da se´rie de retornos.
Outra caracter´ıstica muito observada e´ que a distribuic¸a˜o dos retornos
tem caudas pesadas, tornando a presenc¸a de valores extremos bem mais
comum do que os modelos ARMA admitiriam. Podemos observar essa ca-
racter´ıstica graficamente, na figura 1.3, ou podemos utilizar um ı´ndice na˜o-
parame´trico para medir o peso das caudas, como o I´ndice de Cauda definido
em 1.2.1.
Definic¸a˜o 1.2.1 (I´ndice de Cauda).
Definimos os ı´ndice de cauda , com paraˆmetro α, τD(F, α) para
a cauda direita e τE(F, α) para a cauda esquerda, por:
τD(F, α) =
(
1
C
)
F−1(1− α)− F−1(0, 5)
F−1(0, 75)− F−1(0, 5) e
τE(F, α) =
(
1
C
)
F−1(0, 5)− F−1(α)
F−1(0, 5)− F−1(0, 25) , 0 < α < 0, 5,
onde F e´ a distribuic¸a˜o emp´ırica e a constante C e´ dada por
Φ−1(1− α)− Φ−1(0, 5)
Φ−1(0, 75)− Φ−1(0, 5) .
Para estabelecer uma escala de refereˆncia, se a distribuic¸a˜o dos retornos
fosse normal, obter´ıamos como ı´ndice 1; se fosse uma Cauchy-padra˜o, seria
maior que 8, 4. Os ı´ndices de cauda da se´rie exemplo sa˜o expressos na tabela
1.1.
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Tabela 1.1: I´ndices de Cauda para a Se´rie Telebra´s-PN
I´ndice de Cauda
α τE τD
0, 01 1, 5774 1, 3994
0, 05 1, 2887 1, 1041
0, 10 1, 2105 1, 0712
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Figura 1.3: Histograma dos Retornos - Telebra´s PN
Uma terceira caracter´ıstica importante e´ a simetria dos retornos. Esse
fato estilizado fere as condic¸o˜es dos modelos ARMA pois, por construc¸a˜o, a
se´rie dos retornos de um modelo ARMA teria uma distribuic¸a˜o assime´trica.
Uma maneira interessante de avaliar a simetria da se´rie Telebra´s-PN e´ constru-
indo-se um gra´fico de simetria, que se baseia na comparac¸a˜o das distaˆncias
quantis Q(α) e Q(1 − α). Se a distribuic¸a˜o em questa˜o for sime´trica, essas
distaˆncias teˆm o mesmo valor. Para a se´rie Telebra´s-PN, veˆ-se o gra´fico de
simetria na figura 1.4.
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Figura 1.4: Gra´fico de Simetria dos Retornos
Podemos notar no gra´fico 1.4 que os pontos mostrados realmente se apro-
ximam de um reta, com excec¸a˜o dos pontos extremos, que podem ser facil-
mente interpretados como consequ¨eˆncia das caudas pesadas da distribuic¸a˜o
dos retornos. Assim, na nossa se´rie exemplo, temos bastante evideˆncia da
simetria dos retornos.
Existem muitos outros fatos estilizados e para o leitor interessado, in-
dicamos (Herencia 1997). O importante e´ entender que devido a eles, a
metodologia tradicional dos modelos ARMA na˜o e´ adequada para modelar
se´ries financeiras, havendo enta˜o a necessidade de se utilizarem os modelos
de volatilidade.
1.3 Modelos de Volatilidade
Os modelos de volatilidade sa˜o aqueles em que a volatilidade e´ explicitamente
utilizada. A volatilidade pode ser interpretada como a variac¸a˜o dos retornos;
assim, quando nos referimos a um mercado vola´til, queremos dizer que os
prec¸os do mercado esta˜o variando muito. Nos modelos que sera˜o introduzidos
a seguir, tanto naqueles com tempos cont´ınuos quanto naqueles com tempos
discretos, a volatilidade e´ modelada como a variaˆncia condicionada em toda
a informac¸a˜o anterior a`quele momento, ou seja, a volatilidade no instante de
tempo ti, σ
2
ti
, de uma se´rie {Xt}t²T , e´ dada por
σ2ti = V ar(Xti |{Xt}t<ti).
Para exemplificar como uma mudanc¸a na volatilidade afeta a se´rie, iremos
ilustrar uma se´rie simulada 1 e seus retornos, com a respectiva func¸a˜o de
1A se´rie simulada e´ uma modelo de difusa˜o com func¸o˜es h = 1, b = 0, 75−Xt
1.3. MODELOS DE VOLATILIDADE 9
volatilidade determin´ıstica utilizada em sua construc¸a˜o, na figura 1.5.
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Figura 1.5: Efeito da Volatilidade em uma Se´rie Financeira
Na figura 1.5, percebe-se claramente como a volatilidade influencia na
estrutura de se´rie, e como um aumento na volatilidade implica um aumento
na variac¸a˜o dos retornos. Nos modelos de volatilidade, e´ esse tipo de estrutura
que sera´ imposta, sendo o interesse em se estimar e entender a volatilidade
de uma se´rie.
Na pro´xima subsec¸a˜o, fazemos uma breve introduc¸a˜o aos modelos de vo-
latilidade em tempos discretos. Os modelos de volatilidade cont´ınuos, foco
deste trabalho, sa˜o apresentados no cap´ıtulo 2.
1.3.1 Modelos de Volatilidade em Tempos Discretos
Primeiramente, iremos definir os modelos Autoregressivos de Volatilidade
Condicional Heterosceda´stica (ARCH). Existem diversas generalizac¸o˜es desse
modelo. Por simplicidade, discutiremos somente o modelo ARCH(q); para
outros modelos, indicamos (Gourie´roux 1997). Um detalhe interessante desse
tipo de modelo e´ que a volatilidade e´ observa´vel.
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Definic¸a˜o 1.3.1 (Modelo ARCH(q)).
O modelo ARCH, de ordem q, e´ definido por:
Xt|It−1 ∼ N (0, σ2t ) e
σ2t = ω +
q∑
i=1
αiX
2
t−i, (1.3)
onde σ2t e´ a volatilidade no instante t, It = {Xt, Xt−1, ..., X1},
ω e´ uma constante positiva e {αi}i=1,..,q, com αi > 0, sa˜o os
paraˆmetros do modelo.
Note que, modelando-se a volatilidade como dependente dos quadrados
das observac¸o˜es passadas, reproduzem-se os conglomerados de volatilidade.
Para obter algumas propriedades do modelo ARCH(q), e´ interessante ex-
pressa´-lo como
Xt = σt²t,
onde as varia´veis ²t = Xt/σt constituem um processo de inovac¸o˜es padroni-
zado, ou seja, sa˜o ru´ıdos brancos. Podemos agora citar algumas propriedades
do modelo ARCH(q).
Proposic¸a˜o 1.3.1 (Propriedades do Modelo ARCH(q)).
Se o processo {Xt}t²N segue um modelo ARCH, de ordem q, pode-
mos expressar Xt = σt²t, com ²t = Xt/σt ∀t. Nessa formulac¸a˜o,
podemos obter as seguintes propriedades para o processo ²t:
E[²t|It−1] = 0,
E[²t²t−k] = 0, ∀k 6= 0
V ar[²t|It−1] = 1,
onde It = {Xt, Xt−1, ..., X1}.
Para mais propriedades sobre os modelos ARCH e como obter estimativas
para os mesmos, indicamos ao leitor interessado (Gourie´roux 1997).
Definiremos agora os modelos de Volatilidade Estoca´stica (SV). Existem
diversas formulac¸o˜es e generalizac¸o˜es destes modelos. Discutiremos aqui, por
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simplicidade, somente o modelo log-normal, tambe´m conhecido com AR(1)-
SV. Nesse tipo de modelo, em contraste com os modelos ARCH, a volatilidade
na˜o e´ observa´vel.
Definic¸a˜o 1.3.2 (Modelo AR(1)-SV).
O modelo AR(1)-SV e´ definido como:
Xt|σt ∼ N (0, σ2t ) e
log(σ2t ) = δ + γlog(σ
2
t−1) + ηt, (1.4)
onde σ2t e´ a volatilidade no instante t, δ e γ sa˜o paraˆmetros do
modelo, com |γ| < 1, e ηt ∼ N (0, ση) i.i.d. para todo t.
Para obter algumas propriedades do modelo AR(1)-SV, e´ interessante
expressa´-lo como
Xt = σt²t,
onde as varia´veis ²t = Xt/σt constituem um processo de inovac¸o˜es padroni-
zado, ou seja, sa˜o ru´ıdos brancos. Podemos agora citar algumas propriedades
do modelo AR(1)-SV.
Proposic¸a˜o 1.3.2 (Propriedades do Modelo AR(1)-SV).
Se o processo {Xt}t²N segue um modelo AR(1)-SV podemos ex-
pressar Xt = σt²t, com ²t = Xt/σt ∀t. Nessa formulac¸a˜o, pode-
mos obter as seguintes propriedades para o processo ²t:
log(²2t ) ∼ logχ21 com (1.5)
E[log(²2t )] = −1, 27 e
V ar[log(²2t )] =
pi2
2
. (1.6)
Para outras propriedades sobre os modelos AR(1)-SV e como obter esti-
mativas para os mesmos, indicamos ao leitor interessado (Herencia 1997).
Os modelos dessas duas famı´lias SV e ARCH conseguem, tanto teo´rica
como empiricamente, reproduzir os fatos estilizados, descritos na sec¸a˜o 1.2.
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Cap´ıtulo 2
Modelos de Difusa˜o
Neste cap´ıtulo, iremos definir os modelos de difusa˜o, onde a volatilidade e´
uma func¸a˜o de tempo cont´ınuo. Primeiramente, iremos introduzir os concei-
tos de equac¸o˜es diferenciais estoca´sticas e de integrais estoca´sticas, especifi-
camente de Integrais de Itoˆ. Posteriormente, utilizando essas ferramentas,
iremos definir os modelos de difusa˜o e comentar a respeito de sua utilizac¸a˜o
para modelar se´ries financeiras de alta frequ¨eˆncia.
2.1 Equac¸o˜es Diferenciais Estoca´sticas
Como uma motivac¸a˜o para as equac¸o˜es diferenciais estoca´sticas, vamos
utilizar uma equac¸a˜o diferencial cla´ssica para modelar o crescimento popu-
lacional:
dN(t)
dt
= a(t)N(t), (2.1)
com condic¸a˜o inicial N(0) = A, onde N(t) e´ o tamanho da populac¸a˜o no
tempo t e a(t) e´ a raza˜o de crescimento relativa, no instante t. Esse modelo
simples definido em (2.1) e´ razoa´vel, pore´m tambe´m pode ser razoa´vel supor
que a func¸a˜o a(t) na˜o seja totalmente determin´ıstica e esteja sujeita a uma
variac¸a˜o causada pelo ambiente, satisfazendo a seguinte relac¸a˜o:
a(t) = r(t) + ², (2.2)
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onde r(t) e´ uma func¸a˜o determin´ıstica e ² e´ um elemento aleato´rio, do qual
conhecemos somente o comportamento probabil´ıstico.
Assim, seria interessante desenvolver uma teoria de equac¸o˜es diferenciais
que admitisse uma func¸a˜o com comportamento aleato´rio, como aquele defi-
nido em (2.2). Tais equac¸o˜es sa˜o conhecidas como equac¸o˜es diferenciais
estoca´sticas. Note que, utilizando (2.2), podemos reescrever (2.1) como:
dN(t)
dt
= r(t)N(t) +N(t)². (2.3)
Em (2.3), devemos procurar um processo estoca´stico para representar ².
Primeiramente, vamos definir:
Definic¸a˜o 2.1.1 (Processo Estoca´stico).
Um processo estoca´stico e´ um conjunto parametrizado de varia´veis
aleato´rias {Xt}t∈T , definidas no espac¸o de probabilidade (Ω,F , P )
e que assumem valores no Rn. O espac¸o parame´trico T pode ser
qualquer conjunto no Rn. Para cada t ∈ T fixo, Xt(w) e´ uma
varia´vel aleato´ria e, para cada w ∈ Ω fixo, {Xt(w)}t∈T e´ cha-
mado de trajeto´ria do processo.
Intuitivamente, queremos encontrar um processo estoca´stico {Vt}t∈T bem
comportado, tal que:
dN(t)
dt
= r(t)N(t) +N(t)Vt (2.4)
e que satisfac¸a a`s seguintes propriedades ba´sicas:
(i) Se t1 6= t2, enta˜o Vt1 e Vt2 sa˜o independentes;
(ii) Vt e´ um processo estoca´stico estaciona´rio,
ou seja, a distribuic¸a˜o conjunta de {Vt1+t, ..., Vtk+t}
na˜o depende de t; e
(iii) E(Vt) = 0 para todo t.
 (2.5)
Pode-se provar, no entanto, que na˜o existe um processo estoca´stico {Vt}t∈T
que satisfac¸a (2.4) e as condic¸o˜es (2.5), pois o mesmo na˜o pode ter uma tra-
jeto´ria cont´ınua. Indicamos para o leitor mais interessado (Oskendal 1995).
Uma soluc¸a˜o e´ utilizar uma versa˜o discreta de (2.4), dada por:
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N(tk+1)−N(tk)
tk+1 − tk = r(tk)N(tk) +N(tk)Vtk . (2.6)
Caso existisse o limite do termo da esquerda, com ∆tk = tk+1 − tk → 0,
obter´ıamos dN(t)/dt com t = tk+1. Pore´m, e´ importante notar que o conceito
de limite em (2.6) serve somente como motivac¸a˜o para reescrevermos (2.4),
pois tal limite na˜o existe 1 . Utilizando ∆tk = tk+1 − tk, podemos escrever
(2.6) como:
N(tk+1)−N(tk) = r(tk)N(tk)∆tk +N(tk)Vtk∆tk. (2.7)
Note que, utilizando a seguinte partic¸a˜o dos tempos, 0 = t0 < t1 < · · · <
tk < · · · < tm = t, e trabalhando recursivamente com (2.7), obtemos:
N(t)−N(0) =
m−1∑
k=0
r(tk)N(tk)∆tk +
m−1∑
k=0
N(tk)Vtk∆tk. (2.8)
Ate´ o momento, apenas colocamos (2.3) numa maneira matematicamente
correta. Agora vamos modificar ligeiramente a expressa˜o (2.8), utilizando um
processo ∆Wtk =Wtk+1 −Wtk em lugar de Vtk∆tk.
N(t) = N(0) +
m−1∑
k=0
r(tk)N(tk)∆tk +
m−1∑
k=0
N(tk)∆Wtk . (2.9)
O u´nico processo estoca´stico {Wt}t∈T que pode ser utilizado em (2.9) e
que satisfaz as condic¸o˜es (2.5), tendo uma trajeto´ria cont´ınua e´ o Processo
Estoca´stico de Wiener. Para obter mais detalhes, indicamos (Oskendal
1995).
1Estamos tratando de elementos aleato´rios, para os quais a noc¸a˜o matema´tica de limite
nunca existe, a na˜o ser em casos triviais.
16 CAPI´TULO 2. MODELOS DE DIFUSA˜O
Definic¸a˜o 2.1.2 (Processo Estoca´stico de Wiener).
Um Processo Estoca´stico de Wiener e´ um processo estoca´stico
{Wt(w)}t≥0 Gaussiano cont´ınuo com incrementos independentes
tal que:
i. P (W0 = 0) = 1 (2.10)
ii. E(Wt) = 0 ∀t > 0 (2.11)
iii. Wt −Ws L= Y ∀0 ≤ s ≤ t (2.12)
iv. Wt2 −Wt1 ⊥⊥ Wt4 −Wt3 , (2.13)
∀0 ≤ t1 < t2 ≤ t3 < t4, (2.14)
onde Y e´ uma varia´vel aleato´ria com distribuic¸a˜o N (0, t− s).
O processo de Wiener e´ a descric¸a˜o matema´tica doMovimento Browni-
ano, descoberto pelo botaˆnico escoceˆs Robert Brown, ao observar que gra˜os
de pole´n suspensos na a´gua realizavam movimento irregulares.
Supondo que exista o limite da expressa˜o em (2.9) quando ∆tk → 0, para
todo k ≥ 0, obtemos:
N(t) = N(0) +
∫ t
0
r(t)N(t)dt+
∫ t
0
N(t)dWt, (2.15)
onde a segunda integral em (2.15) e´ uma integral estoca´stica. Sua existeˆncia,
num certo sentido, sera´ discutida na sec¸a˜o 2.2. Assim, partindo do conceito de
equac¸a˜o diferencial estoca´stica em (2.3), encontramos a necessidade de lidar
com integrac¸a˜o estoca´stica. Note que podemos utilizar uma outra notac¸a˜o
para representar (2.15), de forma a torna´-la parecida com (2.3), mas que
fique claro que e´ apenas uma liberdade notacional:
dN(t) = r(t)N(t)dt+N(t)dWt. (2.16)
2.2 Integral de Itoˆ
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Quando falamos de integrais estoca´sticas, estamos geralmente interessa-
dos na integral de uma func¸a˜o f : [0,∞) × Ω → R com relac¸a˜o a ∆Wt.
Procedendo de forma semelhante a uma integral de Riemann-Stieltjes, a in-
tegral estoca´stica e´ definida como o limite de (2.17), quando ∆t → 0, onde,
sem perda de generalidade, supomos que 0 ≤ A < B:∫ B
A
f(t, w)dWt = lim
∆t→0
∑
j
f(t∗j , w)[Wtj+1 −Wtj ](w). (2.17)
No caso da integral de Riemann-Stieltjes, qualquer que seja t∗j ∈ [tj, tj+1]
escolhido, o limite obtido sera´ o mesmo. No caso das integrais estoca´sticas,
como tambe´m ocorre com a integral de Lebesgue, a escolha de t∗j em (2.17)
modifica o resultado. Assim, dependendo da escolha de t∗j , definimos dife-
rentes integrais estoca´sticas. As escolhas que se teˆm mostrado mais u´teis sa˜o
t∗j = tj, que leva a` definic¸a˜o da integral de Itoˆ, e t
∗
j =
tj+tj+1
2
, que leva a` de-
finic¸a˜o da integral de Stratonovich. Ao longo desta dissertac¸a˜o, utilizaremos
somente as integrais de Itoˆ.
Necessitamos, para a definic¸a˜o precisa da integral de Itoˆ, de dois conceitos
adicionais. Eles sera˜o introduzidos nas definic¸o˜es 2.2.1 e 2.2.2.
Definic¸a˜o 2.2.1 (Mensurabilidade).
Dado o espac¸o de probabilidade (Ω,F , P ), uma func¸a˜o g(·, ·) :
[0,∞)× Ω→ R e´ Ft-mensura´vel se
g−1(t, U) = {w ∈ Ω; g(t, w) ∈ U} ∈ Ft, (2.18)
para todos os Borelianos U ⊂ R.
Definic¸a˜o 2.2.2 (Processo Adaptado). Seja
{Ft}t≥0 uma famı´lia crescente de σ-a´lgebras de subconjuntos de
Ω. Um processo g(·, ·) : [0,∞)×Ω→ R e´ Ft-adaptado, se para
cada t ≥ 0, a func¸a˜o g(t, .) e´ Ft-mensura´vel.
Agora, podemos definir a integral estoca´stica de Itoˆ.
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Definic¸a˜o 2.2.3 (Integral Estoca´stica de Itoˆ).
Seja f(·, ·) uma func¸a˜o [0,∞)× Ω→ R que satisfac¸a:
i- (t, w)→ f(·, ·) e´ B × F-mensura´vel.
ii- f(t, ·) e´ Ft-adaptada.
iii- E[
∫ B
S
f(t, w)2dt] < ∞,
onde Ft e´ a σ-a´lgebra gerada pelo processo estoca´sticoWs(·) , com
s ≤ t (Ft = σ{Ws, s ≤ t}), F e´ a menor σ-a´lgebra que conte´m
Ft,∀t e B denota a σ-a´lgebra de Borel no segmento [0,∞).
Utilizando ∆j = tj+1 − tj, a integral estoca´stica de Itoˆ e´ definida
como:∫ B
A
f(t, w)dWt = lim|∆j |→∀j0
∑
j
f(tj, w)[Wtj+1 −Wtj ](w), (2.19)
onde {tj}j=0,1,... e´ uma partic¸a˜o qualquer de [A,B] ⊆ [0,∞),Wtj(w)
e´ um processo de Wiener definido em 2.1.2.
A integral de Itoˆ possui diversas propriedades. Apresentaremos algumas,
a seguir.
Proposic¸a˜o 2.2.1. Sejam f e g duas func¸o˜es que satisfac¸am as
condic¸o˜es da definic¸a˜o 2.2.3, com 0 ≤ A < U < B e c uma
constante qualquer. Enta˜o:∫ B
A
fdWt =
∫ U
A
fdWt +
∫ B
U
fdWt, (2.20)
∫ B
A
(cf + g)dWt = c
∫ B
A
fdWt +
∫ B
A
gdWt e (2.21)
E
[∫ B
A
fdWt
]
= 0. (2.22)
Iremos enunciar a seguir um resultado muito utilizado:
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Teorema 2.2.1 (Isometria de Itoˆ).
Para toda func¸a˜o f que satisfaz as condic¸o˜es de existeˆncia da
integral de Itoˆ, temos:
E
[(∫ B
A
f(t, w)dWt
)2]
= E
[∫ B
A
f 2(t, w)dt
]
. (2.23)
O teorema 2.2.1 e´ conhecido como isometria de Itoˆ, pois mostra a igual-
dade da esperanc¸a de duas normas definidas diferentemente, uma com a
integral de Itoˆ e outra com a integral de Riemann-Stieltjes.
Como a integral de Itoˆ e´ aleato´ria, e´ razoa´vel que ela tenha uma distri-
buic¸a˜o conhecida, principalmente levando-se em conta sua construc¸a˜o.
Teorema 2.2.2. Para toda func¸a˜o h determin´ıstica que pertenc¸a
ao espac¸o funcional L2(R) e que satisfac¸a as condic¸o˜es de existeˆncia
da integral de Itoˆ, ou seja, nesse caso, ∀t, h(t) seja um segmento
de Borel em R e Ft-adaptada:∫ B
A
h(t)dWt ∼ N
(
0,
∫ B
A
h2(t)dt
)
. (2.24)
2.3 Processo de Itoˆ
Combinando uma integral de Riemann-Stieltjes com uma integral de Itoˆ
obtemos um processo estoca´stico conhecido como processo de Itoˆ.
Definic¸a˜o 2.3.1 (Processo de Itoˆ).
Para todas as func¸o˜es u : [0,∞) × Ω → R e v : [0,∞) × Ω → R
tais que v(·, ·) satisfac¸a as condic¸o˜es de existeˆncia da integral de
Itoˆ, definimos como um processo de Itoˆ, Xt, por:
Xt = X0 +
∫ t
0
u(s, w)ds+
∫ t
0
v(s, w)dWs. (2.25)
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Para qualquer processo de Itoˆ, podemos definir a seguinte regra de inte-
grac¸a˜o por partes:
Teorema 2.3.1 (Integrac¸a˜o por Partes).
Sejam {Xt}t∈T e {Yt}t∈T dois processos de Itoˆ quaisquer. Enta˜o∫ t
0
XsdYs = XtYt −X0Y0 −
∫ t
0
YsdXs −
∫ t
0
dXsdYs. (2.26)
Analisando o caso espec´ıfico do teorema 2.3.1 para o caso Xt = Yt, ∀t
e utilizando a definic¸a˜o 2.3.2, obtemos a seguinte regra de integrac¸a˜o por
partes: ∫ t
0
XsdXs =
X2t
2
−
∫ t
0
(dXs)
2
2
(2.27)
e percebemos que a integrac¸a˜o por partes de um integral estoca´stica e´ di-
ferente da integrac¸a˜o por partes usual, de uma integral de Riemann, que e´
definida da seguinte forma: ∫ t
0
xdx =
x2
2
, (2.28)
pois subtrai-se o termo
∫ t
0
(dXs)
2/2.
Motivado por esse termo restante, um processo estoca´stico interessante e
bastante utilizado na derivac¸a˜o de resultados envolvendo modelos de difusa˜o
pode ser constru´ıdo. Esse processo e´ conhecido como Variac¸a˜o Quadra´tica e
e´ definido em 2.3.2.
Definic¸a˜o 2.3.2 (Processo de Variac¸a˜o Quadra´tica).
Seja {Xt}t∈T um processo de Itoˆ qualquer. Definimos como pro-
cesso de variac¸a˜o quadra´tica o seguinte processo estoca´stico:
< X,X >t= lim
∆tk→0
∑
tk≤t
|Xtk+1 −Xtk |2, (2.29)
onde 0 = t1 < · · · < tn = t e´ uma partic¸a˜o de [0, t] e ∆tk
= tk+1 − tk.
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2.4 Modelos de Difusa˜o
Um modelo de difusa˜o e´ um caso especial de processo de Itoˆ, utilizando-se
func¸o˜es b : [0,∞)×Ω→ R e σ : [0,∞)×Ω→ R, que satisfac¸am as condic¸o˜es
de existeˆncia da integral de Itoˆ.
Definic¸a˜o 2.4.1 (Modelo de Difusa˜o).
Para todas as func¸o˜es b : [0,∞)×Ω→ R e σ : [0,∞)×Ω→ R que
satisfac¸am as condic¸o˜es de existeˆncia da integral de Itoˆ, definimos
como Modelo de Difusa˜o o seguinte processo estoca´stico:
Xt = X0 +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs. (2.30)
A func¸a˜o b(·, ·) e´ chamada de coeficiente de n´ıvel, ja´ que ela e´ responsa´vel
pela mudanc¸a de n´ıvel da se´rie, e a func¸a˜o σ(·, ·) e´ chamada de coeficiente
de difusa˜o, pois a mesma define a velocidade e o tamanho das oscilac¸o˜es da
se´rie.
O mesmo modelo de difusa˜o definido em (2.30) pode ser reescrito como:
dXt = b(t,Xt)dt+ σ(t,Xt)dWt. (2.31)
A notac¸a˜o utilizada em (2.31) e´ mais utilizada na literatura, sendo ado-
tada neste texto.
2.5 Volatilidade nos Modelos de Difusa˜o
Nesta sec¸a˜o, vamos mostrar que a volatilidade dos modelos de Difusa˜o
e´ o quadrado da func¸a˜o σ : [0,∞) × Ω → R. Para isso, utilizando a de-
finic¸a˜o de volatilidade e lembrando que a func¸a˜o σ(·, ·) satisfaz as condic¸o˜es
de existeˆncia da integral de Itoˆ, temos que:
E(dXt/{Xs}s≤t) = E(dXt/Ft)
= E (b(t,Xt)dt/Ft) + E (σ(t,Xt)dWt/Ft)
= b(t,Xt)dt+ σ(t,Xt)E (dWt/Ft)
= b(t,Xt)dt. (2.32)
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E((dXt)
2/{Xs}s≤t) = E((dXt)2/Ft)
= E
(
(b(t,Xt)dt)
2/Ft
)
+ E
(
(σ(t,Xt)dWt)
2/Ft
)
+ 2E (b(t,Xt)dtσ(t,Xt)dWt/Ft)
= (b(t,Xt)dt)
2 + σ2(t,Xt)E
(
(dWt)
2/Ft
)
+ 2b(t,Xt)dtσ(t,Xt)E (dWt/Ft)
= (b(t,Xt)dt)
2 + σ2(t,Xt). (2.33)
Assim, de (2.32) e (2.33), temos que a volatilidade dos modelos de difusa˜o
e´ definida por:
V ar(dXt/{Xs}s≤t) = V ar(dXt/Ft)
= E((dXt)
2/Ft)− (E(dXt/Ft))2
= (b(t,Xt)dt)
2 + σ2(t,Xt)− (b(t,Xt)dt)2
= σ2(t,Xt). (2.34)
2.6 Simulac¸a˜o de um Modelo de Difusa˜o
Nas simulac¸o˜es de processos de difusa˜o realizadas nesta dissertac¸a˜o, uti-
lizamos o me´todo de Euler, que e´ definido simplesmente como:
Definic¸a˜o 2.6.1 (Me´todo de Euler).
Seja {Xt}t∈T o processo estoca´stico definido pelo modelo de di-
fusa˜o dXt = b(t,Xt)dt + σ(t,Xt)dWt com t ∈ [T0, T ]. O me´todo
de Euler para simulac¸a˜o deste processo, utilizando uma partic¸a˜o
fina qualquer (discretizac¸a˜o) do tempo definida por T0 = t0 <
t1 < ... < tn = T e´ recursivamente dado por:
Xtn+1 = Xtn + b(tn, Xtn)∆n+1 + σ(tn, Xtn)Ytn+1 (2.35)
onde Xt0 = x0 e´ a condic¸a˜o inicial, σ e´ a variaˆncia da distri-
buic¸a˜o normal, ∆n = tn − tn−1 e a varia´vel aleato´ria Ytn+1 tem
distribuic¸a˜o N (0, σ2|∆n+1|).
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Este me´todo e´ claramente derivado de uma versa˜o discreta, como em
(2.6), para a equac¸a˜o (2.31).
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Cap´ıtulo 3
Estimac¸a˜o por Func¸a˜o-Nu´cleo
Neste cap´ıtulo, introduzimos o conceito de estimac¸a˜o na˜o parame´trica
por func¸a˜o-nu´cleo e enunciamos algumas de suas principais propriedades. A
devida adaptac¸a˜o dessa te´cnica para a volatilidade e´ feita no cap´ıtulo 5.
3.1 Introduc¸a˜o
A origem dos estimadores por func¸a˜o-nu´cleo esta´ associada a` estimac¸a˜o de
densidades. Ja´ era conhecido um estimador o´timo para a func¸a˜o de distri-
buic¸a˜o, a distribuic¸a˜o emp´ırica. No entanto, na˜o e´ poss´ıvel sua adaptac¸a˜o
direta para a densidade. Como veremos a seguir, os estimadores por func¸a˜o-
nu´cleo fazem essa adaptac¸a˜o de forma parcial.
Definic¸a˜o 3.1.1 (Distribuic¸a˜o Emp´ırica).
Seja {X1, ..., Xn} uma amostra aleato´ria (ou seja, X1, ..., Xn in-
dependentes e identicamente distribu´ıdos) da distribuic¸a˜o FX . O
estimador emp´ırico de FX e´ dado por:
F̂n(x) =
1
n
n∑
i=1
1(−∞,x](Xi), ∀x ∈ R. (3.1)
Note que o estimador F̂n na˜o e´ diferencia´vel nos pontos amostrais, sendo
sua derivada nula caso contra´rio. Portanto, na˜o e´ via´vel utiliza´-lo direta-
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mente para estimar a densidade de X. A soluc¸a˜o encontrada foi utilizar um
estimador funcionalmente parecido com (3.1).
Definic¸a˜o 3.1.2. Seja {X1, ..., Xn} uma amostra aleato´ria da
distribuic¸a˜o FX(
∫
fX). O estimador emp´ırico de fX e´ dado por:
f̂n(x) =
1
n
n∑
i=1
1[x](Xi), ∀x ∈ R. (3.2)
Note que o estimador em (3.2) e´ inu´til, pois a probabilidade de o evento
[Xi = x] ocorrer e´ nula se Xi e´ uma varia´vel aleto´ria cont´ınua, o que e´
conflitante, pois esta e´ a u´nica raza˜o para se estimar uma densidade. Assim,
houve a necessidade de se fazer uma pequena modificac¸a˜o em (3.2). Note
que (3.2) pode ser reescrito da sequinte forma:
f̂n(x) =
1
n
n∑
i=1
1[x](Xi) =
1
n
n∑
i=1
1[0](Xi − x)
=
1
n
n∑
i=1
K(Xi − x), (3.3)
onde K(·) = 1[0](·). Utilizando-se (3.3) para uma func¸a˜o K(·) com proprie-
dades de regularidade mais deseja´veis, criamos uma famı´lia de estimadores
que podem ter um desempenho pro´ximo ao o´timo.
Definic¸a˜o 3.1.3 (Estimador de Densidade).
Seja {X1, ..., Xn} uma amostra aleato´ria da distribuic¸a˜o FX(
∫
fX).
O estimador por func¸a˜o-nu´cleo de fX(x) e´ dado por:
f̂n(x) =
1
n
n∑
i=1
K(Xi − x), (3.4)
onde K(·) e´ uma func¸a˜o conhecida e chamada de func¸a˜o-nu´cleo.
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Para que o estimador definido por (3.4) tenha boas propriedades, de-
vemos restringir-nos a func¸o˜es K(·) que gozem de certas propriedades de
regularidade. Chamaremos tais func¸o˜es de func¸o˜es-nu´cleo admiss´ıveis. Pela
observac¸a˜o feita sobre (3.3), e´ natural que K(·) = 1[0](·) na˜o seja consi-
derada admiss´ıvel, servindo (3.3) apenas como motivac¸a˜o para a utilizac¸a˜o
de func¸o˜es-nu´cleo na estimativa da densidade. As restric¸o˜es que definem
func¸o˜es-nu´cleo admiss´ıveis de forma sistema´tica sa˜o apresentadas na subsec¸a˜o
3.1.1.
E´ importante salientar que ale´m da maior utilidade pra´tica do estimador
definido em (3.4) com relac¸a˜o ao estimador emp´ırico, aquele reproduz as
propriedades o´timas do estimador emp´ırico de FX . Essas propriedades sera˜o
enunciadas na sec¸a˜o 3.3.
3.1.1 Restric¸a˜o nas Func¸o˜es-Nu´cleo
A func¸a˜o K(Xi − .) pode ser interpretada como o peso de cada varia´vel
aleato´ria Xi no estimador da densidade num ponto espec´ıfico x ∈ R. Assim,
faz sentido que a func¸a˜o K(·) seja sime´trica, de forma que observac¸o˜es que
estejam a` mesma distaˆncia de x tenham o mesmo peso na estimativa de
fX(x)
1. Como estamos interessados em estimar uma func¸a˜o que e´ cont´ınua,
e´ interessante que a func¸a˜o-nu´cleo tambe´m seja cont´ınua e integra´vel.
Levando-se em conta os argumentos acima e algumas outras propriedades
que ficara˜o claras posteriormente, exige-se que as func¸o˜es-nu´cleo satisfac¸am
a`s seguintes condic¸o˜es: ∫ ∞
−∞
K(x)dx = 1 (3.5)
e, como consequ¨eˆncia da simetria, tambe´m que:∫ ∞
−∞
xK(x)dx = 0. (3.6)
Alguns exemplos bastante utilizados de func¸o˜es-nu´cleos sa˜o dados na ta-
bela 3.1.1.
Para visualizar o comportamento das func¸o˜es-nu´cleo descritas em 3.1.1
e entender o seu efeito na estimativa de densidade fX , desenhamos algumas
delas na figura 3.1.
1Podemos argumentar que para se´ries financeiras, tal simetria na˜o e´ ta˜o natural.
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Tabela 3.1: Exemplos de Func¸o˜es-Nu´cleo Admiss´ıveis
K(x) Nome
1[−1/2,1/2](x) Uniforme
1√
2pi
e−x
2/2 Normal
0, 75(1− x2)1(|x|≤1) Epanechnikov
15
16
(1− x2)21(|x|≤1) Biponderada
(1− |x|)1(|x|≤1) Triangular
1
2
1(|x|≤1) Retangular
−4 −3 −2 −1 0 1 2 3 4
0
0.5
1
1.5
2
2.5
3
Funçao−nucleo Retangular
−4 −3 −2 −1 0 1 2 3 4
0
0.5
1
1.5
2
2.5
3
Funçao−nucleo Triangular
−4 −3 −2 −1 0 1 2 3 4
0
0.5
1
1.5
2
2.5
3
Funçao−nucleo Normal
−4 −3 −2 −1 0 1 2 3 4
0
0.5
1
1.5
2
2.5
3
Funçao−nucleo Epanechnikov
Figura 3.1: Func¸o˜es-Nu´cleo Admiss´ıveis
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O efeito das diferentes func¸o˜es-nu´cleo e´ evidente observando os gra´ficos
acima. Utilizando-se a func¸a˜o retangular, as observac¸o˜es que sa˜o utilizadas
na estimativa do ponto x teˆm o mesmo peso. Com a func¸a˜o Triangular,
quanto mais distante a observac¸a˜o for de x, menor sera´ o seu peso, e se a
distaˆncia for maior que um, o peso e´ nulo. A func¸a˜o de Epanechnikov e´
similar a` triangular, pore´m sem o pico da mesma. Ja´, na func¸a˜o normal,
todas as observac¸o˜es sa˜o utilizadas para se estimar qualquer ponto x, mas
observac¸o˜es distantes va˜o tendo seu peso diminu´ıdo significativamente.
3.1.2 Paraˆmetro de Alisamento
Para dar maior flexibilidade a` estimativa, introduziu-se um novo paraˆmetro
h no estimador (3.4), conhecido como paraˆmetro de escala. Assim, de forma
mais geral, o estimador por func¸a˜o-nu´cleo de densidade e´ definido por:
f̂h(x) =
1
nh
n∑
i=1
K
(
Xi − x
h
)
=
1
n
n∑
i=1
Kh(Xi − x), (3.7)
onde Kh(·) = K(./h)/h. O paraˆmetro de alisamento influencia diretamente
no peso dado a cada observac¸a˜o na estimativa de fX(x). Se utilizarmos
um h grande, observac¸o˜es mais distantes de x passara˜o a ter um peso mais
significativo enquanto que, utilizando um h pequeno, somente observac¸o˜es
pro´ximas de x va˜o ter um peso significativo, definindo enta˜o h o grau de
alisamento de f̂n. De forma mais clara, quanto maior for h, mais alisada
e regular torna-se a estimativa da densidade e, quanto menor for h, mais
detalhada e irregular. A influeˆncia de cada h na ana´lise esta´ relacionada a`
func¸a˜o-nu´cleo utilizada, sendo assim a escolha de ambos fundamental.
Ilustramos estimativas por func¸a˜o-nu´cleo na figura 3.2, utilizando func¸a˜o-
nu´cleo uniforme para diferentes paraˆmetros de alisamento, onde o efeito do
paraˆmetro h na estimativa se torna bastante claro.
A grosso modo, o paraˆmetro h define a quantidade factual de observac¸o˜es
que sera˜o utilizadas na estimativa de cada fX(x). Note que as condic¸o˜es
definidas para que a func¸a˜o K(·) seja uma func¸a˜o-nu´cleo sa˜o atendidas por
Kh(·).
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Figura 3.2: Efeito do paraˆmetro de Alisamento h
3.2 O Estimador de Nadaraya-Watson
Suponha que queiramos analisar um conjunto de dados independentes e iden-
ticamente distribu´ıdos de (X,Y ), de tamanho n, {(Xi, Yi)}ni=1, e estejamos
interessados num estimador da esperanc¸a condicional E(Y/X = x), para
modelar a relac¸a˜o das varia´veis aleato´rias X e Y da seguinte forma:
Yi = E(Yi/Xi) + ²i i = 1, ..., n, (3.8)
onde ²i e´ o erro amostral de cada observac¸a˜o.
Seja m(x) = E(Y/X = x). Supondo que Y e X sejam conjuntamente
absolutamente cont´ınuas, temos:
m(x) = E(Y/X = x) =
∫
R
yfY/X=x(y)dy =
∫
R
y
fX,Y (x, y)
fX(x)
dy. (3.9)
Utilizando-se o me´todo da substituic¸a˜o (tambe´m conhecido como me´todo
”Plug-in”na literatura), ou seja, substituindo-se as func¸o˜es desconhecidas por
suas estimativas, obtemos de (3.9) que:
m̂(x) =
∫
R
y
f̂X,Y (x, y)
f̂X(x)
dy. (3.10)
Em (3.7), ja´ discutimos um estimador por func¸a˜o-nu´cleo para a densidade
fX , faltando agora encontrarmos um estimador por func¸a˜o-nu´cleo para fX,Y .
Utilizando racioc´ınio ana´logo, obtemos:
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f̂X,Y (x, y) =
1
nh2
n∑
i=1
K
(
Xi − x
h
)
K
(
Yi − y
h
)
=
1
n
n∑
i=1
Kh(Xi − x)Kh(Yi − y), (3.11)
onde Kh(·) = K(./h)/h. Substituindo (3.7) e (3.11) em (3.10), temos que:
m̂(x) =
∫
R
y
f̂X,Y (x, y)
f̂X(x)
dy =
∫
R
y
n∑
i=1
Kh(Xi − x)K
(
Yi − y
h
)
n∑
i=1
K
(
Xi − x
h
) dy
=
n∑
i=1
Kh(Xi − x)
∫
R
yK
(
Yi − y
h
)
dy
n∑
i=1
K
(
Xi − x
h
) . (3.12)
Pela transformac¸a˜o de varia´veis v = (Yi − y)/h e lembrando que uma
func¸a˜o-nu´cleo admiss´ıvel K(·) deve ser sime´trica e ter norma 1, obtemos, de
(3.12), que:
m̂(x) =
n∑
i=1
Kh(Xi − x)
∫
R
(vh+ Yi)K(v)hdv
n∑
i=1
K
(
Xi − x
h
)
=
n∑
i=1
Kh(Xi − x)Yi
n∑
i=1
Kh(Xi − x)
. (3.13)
O estimador de m(·) definido em (3.13) e´ conhecido como o Estimador
de Nadaraya-Watson que sera´ o estimador de regressa˜o por func¸a˜o-
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nu´cleo nesta dissertac¸a˜o. E´ interessante salientar que esse estimador pode
ser reescrito como:
m̂(x) =
1
n
n∑
i=1
Wn,i(x)Yi, (3.14)
onde
Wn,i(x) =
nKh(Xi − x)
n∑
i=1
Kh(Xi − x)
. (3.15)
Percebe-se claramente de (3.14) que o estimador de Nadaraya-Watson
nada mais e´ do que uma me´dia ponderada das observac¸o˜es {Yi, i = 1, ..., n},
pela sequ¨eˆncia de pesos {Wn,i(x), i = 1, ..., n}, definida em (3.15).
3.2.1 Erro do Estimador de Nadaraya-Watson
Estamos interessados em avaliar a eficieˆncia do estimador de Nadaraya-
Watson, definido em (3.13). Uma medida cla´ssica para isso e´ o Erro Quadra´tico
Me´dio (EQM), pois o mesmo avalia o v´ıcio e a variaˆncia do estimador simul-
taneamente. Para facilitar a notac¸a˜o, utilizaremos EQM(x) em lugar de
EQM(m̂(x),m(x)) e nenhuma confusa˜o a isso deve ser associada.
EQM(x) = EQMm̂,m(x) = E(m̂(x)−m(x))2
= V ar(m̂(x)) + (E(m̂(x))−m(x))2
= V ar(m̂(x)) + Vı´cio2(m̂(x)). (3.16)
A medida (3.16) tem caracterizac¸a˜o local, isto e´, mede a qualidade local
de m̂(·) como estimador de m(·) num espec´ıfico ponto x ∈ R. Essa caracte-
rizac¸a˜o nos e´ problema´tica por na˜o responder de forma sinte´tica a` questa˜o
de m̂(·) ser um bom estimador de m(·). Para tanto, seria interessante uma
medida global, que fosse similar a (3.16) mas que avaliasse m̂(·) em todos os
pontos. E´ importante frisar que mesmo que essas medidas globais sejam pe-
quenas, pode haver pontos em que o erro cometido na estimativa seja grande,
tendo pore´m o conjunto de tais pontos medida nula, no sentido de Lebesgue.
Diversas dessas medidas sa˜o propostas na literatura e apresentamos algumas
delas a seguir.
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Definic¸a˜o 3.2.1 (Erro Absoluto Integrado).
Seja m̂ um estimador da func¸a˜om. O Erro Absoluto Integrado(EAI)
desse estimador e´:
EAI =
∫
R
|m̂(x)−m(x)|w(x)dx, (3.17)
onde w(·) e´ uma func¸a˜o-peso na˜o-negativa.
Definic¸a˜o 3.2.2 (Erro Quadra´tico Integrado).
Seja m̂ um estimador da func¸a˜o m. O Erro Quadra´tico Inte-
grado(EQI) desse estimador e´:
EQI =
∫
R
(m̂(x)−m(x))2w(x)dx, (3.18)
onde w(·) e´ uma func¸a˜o-peso na˜o-negativa.
Definic¸a˜o 3.2.3 (Erro Quadra´tico Me´dio Integrado).
Seja m̂ um estimador da func¸a˜o m. O Erro Quadra´tico Me´dio
Integrado(EQMI) desse estimador e´:
EQMI = E
(∫
R
(m̂(x)−m(x))2w(x)dx
)
, (3.19)
onde w(·) e´ uma func¸a˜o-peso na˜o-negativa.
Uma versa˜o discreta do EQI e´ definida a seguir.
Definic¸a˜o 3.2.4 (Erro Quadra´tico Discreto).
Seja m̂ um estimador da func¸a˜o m. O Erro Quadra´tico Dis-
creto(EQD) desse estimador e´:
EQD = n−1
n∑
i=1
(m̂(Xi)−m(Xi))2w(Xi), (3.20)
onde w(·) e´ uma func¸a˜o-peso na˜o-negativa.
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Note que o EQD e´ igual ao EQI condicionado a` amostra. Podemos
definir tambe´m mais uma medida discreta, muito utilizada no me´todo de
validac¸a˜o cruzada, discutido na sec¸a˜o 3.4.
Definic¸a˜o 3.2.5 (Erro Quadra´tico Discreto Condicionado).
Seja m̂ um estimador da func¸a˜o m. O Erro Quadra´tico Discreto
Condicionado(EQDC) desse estimador e´:
EQDC = E [EQD(m̂(x),m(x))|{X1, ..., Xn}] , (3.21)
onde w(·) e´ uma func¸a˜o-peso na˜o-negativa.
Note que as medidas de erro globais definidas de 3.2.1 a 3.2.5 na˜o podem
ser calculadas na pra´tica pois claramente na˜o conhecemos a func¸a˜o m que
queremos estimar. Assim a mais normalmente utilizada e´ o erro quadra´tico
me´dio integrado pois, sendo func¸a˜o de uma esperanc¸a, podemos avalia´-la
utilizando me´todos de reamostragem, e tambe´m devido a sua relac¸a˜o com o
erro quadra´tico me´dio. Por motivos semelhantes, as medidas discretizadas
acima podem ser estimadas, tornando-as mais u´teis na pra´tica.
O estimador definido por (3.13) goza de excelentes propriedades. No
entanto, pela natureza dos dados de volatilidade, as hipo´teses usuais na˜o sa˜o
satisfeitas. Por nosso interesse residir em se´ries financeiras, iremos postergar
o enunciado das propriedades do estimador de Nadaraya-Watson para a sec¸a˜o
3.3, mesmo para dados i.i.d..
3.3 Resultados Assinto´ticos do Estimador de
Nadaraya-Watson
Enunciaremos alguns resultados assinto´ticos do estimador de regressa˜o por
func¸a˜o-nu´cleo, para processos de tempo cont´ınuo e as respectivas taxas de
convergeˆncia o´timas. Quando nos referimos a uma taxa como o´tima, quere-
mos dizer que essa taxa e´ de mesma ordem que aquela obtida no caso em
que as observac¸o˜es sa˜o independentes e identicamente distribu´ıdas. Para po-
dermos enunciar tais resultados, teremos que recorrer a algumas definic¸o˜es.
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Mesmo com o elevado nu´mero de definic¸o˜es, muitas suposic¸o˜es sobre o pro-
cesso e restric¸o˜es na˜o sera˜o comentadas. Para detalhes, indicamos (Bosq
1998) e (Ha¨rdle 1990).
Primeiramente, precisamos definir o processo do qual estaremos amos-
trando. Os resultados abaixo dizem respeito a qualquer processo estoca´stico
estaciona´rio {Xt, Yt}t∈Z, definido em R× R, onde m(·), definida em (3.8), e´
uma func¸a˜o boreliana tal que m : R → R e E(|m(Y0)|) <∞.
Nesta dissertac¸a˜o, estamos interessados no processo estoca´stico cont´ınuo
definido na sec¸a˜o 2.4 por (2.31). Pore´m, como na˜o se observa tal processo con-
tinuamente, condicionado a uma amostra, podemos supor que o processo de
difusa˜o seja um processo estoca´stico discreto, como especificado no para´grafo
anterior. Nos enunciados abaixo, trocamos a notac¸a˜o do estimador definido
em (3.13) para m̂n(x), deixando clara sua dependeˆncia no comprimento da
se´rie amostrada.
Definic¸a˜o 3.3.1 (Mistura Forte).
Seja {Xt}t∈Z um processo estoca´stico. {Xt}t∈Z satisfaz a condic¸a˜o
de mistura forte se :
αk = sup
t∈Z
α(σ(Xs, s ≤ t), σ(Xs, s ≥ t+ k)) k→∞→ 0, (3.22)
onde σ(X) e´ a σ-a´lgebra gerada pelo processo {X}t∈T e α(·, ·) e´:
α(A,B) = sup
A∈A,B∈B
|P (A ∩B)− P (A)P (B)|, (3.23)
onde A e B sa˜o σ-a´lgebras.
Note que o coeficiente de mistura forte αk, definido em (3.22), pode ser
interpretado como uma medida de qua˜o pro´ximo o processo esta´ de ser inde-
pendente, para observac¸o˜es separadas por uma distaˆncia k. A seguir, iremos
enunciar um resultado assinto´tico para o erro quadra´tico dos estimadores de
regressa˜o por func¸a˜o-nu´cleo.
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Teorema 3.3.1. Se m(·) e fX(·) satisfizerem as condic¸o˜es de
regularidade 1 na sec¸a˜o A.2, se β > 0, se fX(x) > 0 e se β >
max
{
2(p−1)
p−2 , 3
}
, escolhendo-se
h = cnn
−1/5,
com cn → c > 0, enta˜o:
lim
n→∞
n4/5E(m̂n(x)−m(x))2 = C(x, c,K, f,m), (3.24)
onde C(x, c,K, f,m) e´ uma constante que depende da func¸a˜o-
nu´cleo utilizada, de uma constante c, da densidade fX(·), da
func¸a˜o de interesse m(·) e do ponto x que estamos estimando, n
e´ o tamanho da amostra e o paraˆmetro p e´ definido nas condic¸o˜es
de regularidade 1, na sec¸a˜o A.2.
O teorema 3.3.1 e´ importante pois mostra que para o erro quadra´tico
esperado e´ poss´ıvel obter uma taxa de convergeˆncia o´tima. Sabemos, pore´m,
que avaliar o erro esperado do estimador em cada ponto na˜o e´ o suficiente para
avaliar a capacidade do estimador em estimar a func¸a˜o m(x),∀x ∈ R, como
foi mencionado na sec¸a˜o 3.2.1. A seguir, enunciaremos o teorema 3.3.2 que
diz respeito a` convergeˆncia uniforme e quase-certa do estimador em questa˜o.
Nesse caso, pore´m, na˜o e´ poss´ıvel atingir a taxa de convergeˆncia o´tima.
Definic¸a˜o 3.3.2. Seja {Xt}t∈Z um processo estoca´stico. O pro-
cesso {Xt}t∈Z e´ umamistura geometricamente forte(M.G.F.)
se existir C0 > 0 tal que :
αk ≤ C0ρk, ρ ∈ [0, 1), k ≥ 1. (3.25)
Teorema 3.3.2. Se m(·), fX(·) e K(·) satisfizerem as condic¸o˜es
de regularidade 2, na sec¸a˜o A.3, se o processo Zt = (Xt, Yt) ∀t
for um processo estoca´stico estaciona´rio M.G.F., se existir um
conjunto compacto S tal que
inf
x∈S
fX(x) > 0,
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se
E(exp a|m(Y0)|τ ) <∞,
para a > 0 e τ > 0 e se
nhn
log(n)2+1/τ
→∞,
enta˜o:
sup
x∈S
|m̂n(x)−m(x)| → 0 q.c.. (3.26)
Se, ale´m disso, tomarmos hn '
(
log(n)2−1/τ
n
)1/5
, enta˜o, para cada
k inteiro,
n2/5
logk(n)(log(n))
1
τ
+(1− 1
τ
) 2
5
sup
x∈S
|m̂n(x)−m(x)| → 0 q.c., (3.27)
onde logk(·) e´ definido de forma que logk(·) = log(logk−1(·)).
O teorema a seguir versa sobre a convergeˆncia em distribuic¸a˜o do estima-
dor m̂n(x):
Teorema 3.3.3. Se a func¸a˜o fX(·) e os processos Xt e Zt satisfi-
zerem as condic¸o˜es de regularidade 3, na sec¸a˜o A.4, se f(x)v(x) >
0 e se nh3n → 0 enta˜o:
√
nhm
√
fn(x)∫
K2(x)dx
√
vn(x)
(m̂n(x)−m(x)) L→ N (0, 1), (3.28)
onde v(x) =
∫
m2(y)
fX,Y (x,y)
fX(x)
dy −
(∫
m(y) fZ(x,y)
fX(x)
dy
)2
e fn(x) e
vn(x) sa˜o, respectivamente, o estimadores por func¸a˜o-nu´cleo de
fX(x) e v(x).
Para facilitar a comparac¸a˜o das razo˜es de convergeˆncia, constru´ımos a
tabela 3.2, contendo as razo˜es do estimador m̂n(x) com o estimador de den-
sidades, no caso de as observac¸o˜es serem independentes e identicamente dis-
tribu´ıdas.
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Tabela 3.2: Ordem das Medidas de Erro
Medidas de Erro f̂
obs. iid obs. dependentes
E.Q.I. O
(
n
−4
5
)
O
(
n
−4
5
)
E.A.I. O
((
log(n)
n
) 2
5
)
o
(
logk(n)
(
log(n)
n
) 2
5
)
3.4 Validac¸a˜o Cruzada
Como vimos na sec¸a˜o 3.3, a escolha do paraˆmetro h influencia diretamente no
erro cometido na estimativa da func¸a˜o m(x), x ∈ R, sendo que cada medida
de erro utilizada e´ afetada de uma forma semelhante pelo paraˆmetro h. Em
geral, um h grande diminue a variaˆncia do estimador pore´m aumenta seu
v´ıcio, sendo o inverso verdade para um h pequeno. Ou seja, seria interessante
obter um h o´timo, que nos permitisse estimar da melhor maneira poss´ıvel
m(x) (de forma a minimizar a medida de erro utilizada).
Existem diversas te´cnicas para se escolher o h o´timo, uma das principais
sendo a da validac¸a˜o cruzada, que discutiremos nesta sec¸a˜o. Essa te´cnica e´
baseada na func¸a˜o de validac¸a˜o cruzada, definida como:
Definic¸a˜o 3.4.1 (Validac¸a˜o Cruzada).
Seja m̂(x) um estimador de m(x) = E(Y/X = x). Definimos a
func¸a˜o de Validac¸a˜o Cruzada de m̂(x) por:
CV (h) = n−1
n∑
j=1
[Yj − m̂h,j(Xj)]2w(Xj), (3.29)
onde w(·) e´ uma func¸a˜o-peso na˜o-negativa e
m̂h,j(Xj) =
∑
i6=j
Kh(Xi −Xj)Yi∑
i6=j
Kh(Xi −Xj)
. (3.30)
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A func¸a˜o de validac¸a˜o cruzada em (3.29) pode ser interpretada como uma
estimativa de Jackknife da E[EQD], que e´ equivalente a E[EQI/{x1, ..., xn}],
pois Yi seria uma boa estimativa para a func¸a˜o desconhecida m(Xi) se na˜o
houvesse erro.
Assim, considerando-se a func¸a˜o de validac¸a˜o cruzada para diversos va-
lores de h, temos uma ide´ia de como h influencia na E[EQI/{x1, ..., xn}],
sendo essa uma forma razoa´vel de se definir o paraˆmetro o´timo.
Definic¸a˜o 3.4.2 (Paraˆmetro de Alisamento O´timo).
Seja m̂(x) o estimador por func¸a˜o-nu´cleo de regressa˜o para func¸a˜o
m(x). Definimos o h o´timo utilizando o me´todo de validac¸a˜o
cruzada como sendo:
ĥotm = argmin
h
CV (h) (3.31)
onde CV (·) e´ a func¸a˜o de validac¸a˜o cruzada definida em (3.29).
Na pra´tica, definimos uma sequeˆncia de candidatos {hj}mj=1 e avaliamos
a func¸a˜o CV (h) para cada um deles. Note que essa te´cnica e´ extremamente
cara computacionalmente e invia´vel para problemas me´dios e grandes. Por
isso, ela foi utilizada somente para os estimadores MM e MMC, definidos
em 5.1.2 e 5.1.3, respectivamente, mas na˜o poˆde ser utilizada para a func¸a˜o-
nu´cleo normal.
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Cap´ıtulo 4
Estimac¸a˜o por Ondaletas
4.1 Introduc¸a˜o a` Ana´lise de Fourier
A ana´lise de Fourier e´ uma ferramenta muito importante para a explorac¸a˜o
de fenoˆmenos nos domı´nios da frequ¨eˆncia e do tempo. Suponha que X tenha
distribuic¸a˜o normal, com me´dia µ e variaˆncia σ2. A transformada de Fourier
(func¸a˜o caracter´ıstica) de sua densidade e´ dada por:
f̂(w) = F
 1√
2piσ2
e
−1
2
(x− µ)2
σ2
 = E (e−itX) = eitµ− t
2σ2
2 . (4.1)
Utilizando-se a transformada de Fourier da distribuic¸a˜o normal, e´ fa´cil
derivar, por exemplo, a distribuic¸a˜o da soma de duas varia´veis aleato´rias
normais, X e Y , independentes e identicamente distribu´ıdas:
E
(
e−it(X + Y )
)
= E
(
e−itX
)
E
(
e−itY
)
= e
itµ− t
2σ2
2 e
itµ− t
2σ2
2 = e
it2µ− t
22σ2
2 , (4.2)
que tem uma distribuic¸a˜o normal com me´dia 2µ e variaˆncia 2σ2. Deri-
var esse resultado sem a utilizac¸a˜o da transformada de Fourier e´ mais tra-
balhoso. Pouca complexidade sera´ adicionada se falarmos em n varia´veis
aleato´rias independentes na Ana´lise de Fourier, diferentemente da ana´lise
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tradicional. Existem diversas propriedades da transformada de Fourier que
sa˜o interessantes no contexto de func¸o˜es caracter´ısticas, como por exemplo
a propriedade de momentos, que e´ definida na subsec¸a˜o 4.1.1, pois ela nos
permite calcular os diferentes momentos de uma varia´vel aleato´ria. Na te-
oria de Ondaletas, utiliza-se a transformada de Fourier para obter diversos
resultados de maneira relativamente simples, como sera´ visto na sec¸a˜o 4.2.
4.1.1 Transformada de Fourier
Primeiramente, definiremos o espac¸o funcional L2(R), a transformada de
Fourier e a sua inversa, para depois citarmos algumas de suas principais
propriedades.
Definic¸a˜o 4.1.1 (Espac¸o L2(R)).
O espac¸o funcional L2(R) e´ composto por todas as func¸o˜es quadrado-
integra´veis, isto e´:
L2(R) =
{
f,
∫
R
f 2(x)dx <∞
}
. (4.3)
A norma de uma func¸a˜o f no L2(R) e´ definida como:
‖f‖L2 =
√
< f, f >L2 =
√∫
R
f 2(x)dx. (4.4)
Definic¸a˜o 4.1.2. A transformada de Fourier de uma func¸a˜o
f ∈ L2(R) e´ definida por:
f̂(w) = F [f(·)] =< f(·), eiw· >L2=
∫ ∞
−∞
f(x)e−iwxdx. (4.5)
Definic¸a˜o 4.1.3. Se f̂(w) ∈ L2(R) e´ a transformada de Fourier
de uma func¸a˜o f ∈ L2(R), enta˜o a transformada inversa de
Fourier e´ definida por:
f(x) = F−1[f̂(w)] = 1
2pi
∫ ∞
−∞
f̂(w)eiwxdw. (4.6)
Algumas das principais propriedades da transformada de Fourier sa˜o apre-
sentadas na tabela 4.1:
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Tabela 4.1: Propriedades da Transformada de Fourier
Propriedade de Linearidade Propriedade Derivativa
F [αf(x) + βg(x)] = αF [f(x)] + βF [f(x)] F [f (n)(x)] = (iw)nf̂(w)
Identidade de Plancherel Propriedade de locac¸a˜o
‖f‖2L2 = 12pi‖f̂‖L2 F [f(ax)] = 1|a| f̂(wa )
Propriedade de escala Propriedade de Simetria
F [f(ax)] = 1|a| f̂(wa ) F [F [f(x)]] = 2pif(−x)
Propriedade de Convoluc¸a˜o Propriedade dos Momentos
F [∫R f(x− t)g(t)dt] = f̂(w)ĝ(w) ∫R xnf(x)dx = in dnf̂(w)dwn |w=0
Apesar de suas qualidades teo´ricas, a transformada de Fourier tem pro-
blemas do ponto de vista pra´tico. Ela na˜o e´ local pela natureza da trans-
formac¸a˜o. Lembrando-se da fo´rmula de Euler
e−iwx = cos(wx )− i sen(wx ),
percebemos que a transformada de Fourier e´ a sobreposic¸a˜o de diversas
func¸o˜es perio´dicas, com per´ıodos diferentes e que oscilam infinitamente. As-
sim, se estamos trabalhando com um func¸a˜o que tem um pico severo no
domı´nio do tempo, como por exemplo a func¸a˜o delta-Dirac definida em
(4.1.4), necessitar´ıamos de muitas exponenciais para conseguir reproduzir
o mesmo e, como essas exponencias oscilam, necessitar´ıamos de ainda mais
exponenciais para cancelar as oscilac¸o˜es impostas antes e depois do pico
de interesse. Essa natureza de sobreposic¸a˜o exponencial da transformada de
Fourier demonstra o qua˜o ineficiente ela e´ para representar o comportamento
local de func¸o˜es. De forma mais clara, uma pequena alterac¸a˜o na func¸a˜o
sendo analisada causara´ a mudanc¸a de todos os coeficientes da transformada
de Fourier.
Definic¸a˜o 4.1.4 (Func¸a˜o Delta-Dirac).
Seja f uma func¸a˜o integra´vel qualquer. A func¸a˜o Delta-Dirac
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δ(·) satisfaz: ∫
R
δ(a)f(x)dx = f(a), (4.7)
para qualquer ponto a pertencente ao domı´nio da func¸a˜o f .
Devemos salientar que a func¸a˜o Delta-Dirac na˜o e´ realmente uma func¸a˜o.
Utilizamo-na como exemplo extremo da ma´ localizac¸a˜o da Transformada de
Fourier.
No fundo, esse problema da falta de localizac¸a˜o da transformada de Fou-
rier se deve ao Princ´ıpio da Incerteza, o qual afirma que, se uma func¸a˜o
qualquer g(·) na˜o-nula e´ pequena fora de uma intervalo de comprimento T e
a sua transformada de Fourier ĝ(·) e´ pequena fora de um intervalo de compri-
mento Ω, enta˜o a desigualdade T ≥ c/Ω vale, para uma constante c pro´xima
de 1. Ou seja, se temos uma func¸a˜o com um pico severo no domı´nio do tempo
e consequ¨entemente um T bem pequeno, o suporte da sua tranformada de
Fourier no domı´nio da frequ¨eˆncia tera´ que ser grande: assim, ela na˜o sera´
bem localizada no domı´nio da frequ¨eˆncia, o que acarretara´ na mudanc¸a de
diversos coeficientes da transformada.
Uma forma de contornar esse problema de localizac¸a˜o e´ a utilizac¸a˜o da
transformada de Fourier Janelada, discutida na subsec¸a˜o 4.1.2.
4.1.2 Transformada de Fourier Janelada
Tendo em mente os problemas discutidos na subsec¸a˜o 4.1.1, seria interessante
definir uma transformada que se utiliza somente de valores ate´ o instante t
(tempo real) e tambe´m que tivesse memo´ria finita de tamanho T, ou seja, uti-
lizar´ıamos somente valores no intervalo finito [t−T, t] para definir um ponto
no domı´nio da frequ¨eˆncia. Outra caracter´ıstica interessante seria que valores
em diferentes trechos desse intervalo influenciassem de maneira diferente na
definic¸a˜o dessa transformada, ou seja, utilizar´ıamos uma func¸a˜o-peso.
A transformada de Fourier Janelada e´ uma transformada desse tipo, cuja
diferenc¸a ba´sica com relac¸a˜o a` transformada de Fourier e´ a utilizac¸a˜o de uma
func¸a˜o-janela (ou peso) g, que tem suporte compacto em [−T, 0] e que possa
assumir valores complexos. Na verdade, a func¸a˜o g na˜o precisa ter suporte
compacto; basta que pertenc¸a a L2, servindo a restric¸a˜o do suporte mera-
mente para dar uma motivac¸a˜o f´ısica, pois essa transformada foi formulada
numa tentativa de imitar como o ouvido humano processa o som. Enta˜o,
definindo-se a func¸a˜o ft como:
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ft(x) = g(x− t)f(x) ∀t ∈ R, (4.8)
podemos agora definir a transformada de Fourier Janelada.
Definic¸a˜o 4.1.5. A transformada de Fourier Janelada de
uma func¸a˜o f ∈ L2(R), utilizando como func¸a˜o peso g, e´:
f˜(w, t) = F [ft(x)] =
∫
R
g(x− t)f(x)e−iwxdx. (4.9)
Definic¸a˜o 4.1.6. A transformada inversa de Fourier Jane-
lada de uma func¸a˜o f ∈ L2(R) que tem transformada de Fourier
Janelada f˜(w, t) e´:
f(x) =
1
‖g‖2
∫
R
∫
R
g(x− t)f˜(w, t)eiwxdwdt. (4.10)
Para ver em detalhes como essa tranformac¸a˜o inversa e´ obtida, uma boa
refereˆncia e´ (Kaiser 1994). A transformada de Fourier Janelada parece muito
diferente da transformada de Fourier. Pode-se mostrar, pore´m, que elas
sa˜o razoavelmente parecidas e muitas das propriedades definidas na sec¸a˜o
anterior podem ser adaptadas para a transformada de Fourier Janelada. A
inversa desta transformada e´ obtida integrando-se no R2 porque introduzimos
uma nova varia´vel t, que na˜o existe na func¸a˜o original f e quando integramos
com relac¸a˜o a t seu efeito e´ retirado.
A utilizac¸a˜o da func¸a˜o-peso g acaba funcionando como um balanceamento
entre uma boa localizac¸a˜o no tempo e na frequ¨eˆncia pois, se a func¸a˜o anali-
sada possuir comportamentos definidos em intervalos de tempo maiores que
T, esses aparecera˜o no comportamento temporal de f˜(w, t) ; se, por outro
lado, a func¸a˜o possuir comportamentos definidos em intervalos menores que
T, eles aparecera˜o no comportamento frequ¨encial de f˜(w, t).
Mesmo a transformada de Fourier Janelada (T.F.J.) sendo melhor locali-
zada no tempo e na frequ¨eˆncia que a tranformada de Fourier, continua persis-
tindo o problema da falta de localizac¸a˜o, porque as medic¸o˜es de frequ¨eˆncias
e tempo sa˜o fundamentalmente incompat´ıveis, ja´ que uma frequ¨eˆncia na˜o
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pode ser medida instantaneamente, o que resulta no princ´ıpio da incerteza
comentado anteriormente.
Ale´m disso, para que a T.F.J. fosse realmente local, seria necessa´rio con-
trole externo, para que a func¸a˜o peso g tivesse suporte do tamanho da ampli-
tude (1/w0) da respectiva frequ¨eˆncia (w0). Ou seja, se utilizamos uma janela
com um suporte compacto de largura T estamos introduzindo uma escala na
ana´lise, com o objetivo de deformar a func¸a˜o no domı´nio do tempo ou da
frequ¨eˆncia, dependendo da relac¸a˜o com T.
A ana´lise de Ondaletas e´ justamente uma transformac¸a˜o que permite
manipulac¸o˜es na escala sem deformar a func¸a˜o. Antes de discutirmos essa
nova ana´lise, iremos apresentar a Transformada de Fourier Discreta, a forma
operacional da Transformada de Fourier.
4.1.3 Transformada de Fourier Discreta
Como a transformada de Fourier consiste em superposic¸o˜es de func¸o˜es ex-
ponenciais, ela e´ altamente redundante, ou seja, a mesma informac¸a˜o acaba
sendo usada diversas vezes. A seguir, vamos enunciar o teorema de amos-
tragem de Shannon, pelo qual e´ poss´ıvel obter, ∀t ∈ R, o valor de uma
func¸a˜o f ∈ L2(R) que satisfac¸a certa condic¸o˜es, apenas conhecendo valores
amostrados, numa determinada frequ¨eˆncia, dessa func¸a˜o.
Teorema 4.1.1. Seja f ∈ L2(R) e f̂(w) = F [f(x)] = 0 para
|w| > Ω. Enta˜o, f pode ser reconstru´ıda a partir de seus valores
amostrados nos tempos tn = n/2Ω, n ∈ Z, pela seguinte fo´rmula:
f(t) =
∑
n∈Z
sen[2piΩ(t− tn)]
2piΩ(t− tn) f(tn). (4.11)
Vamos dar uma interpretac¸a˜o intuitiva desse teorema. Primeiramente, se
a transformada de Fourier de f tem suporte compacto em [−Ω,Ω] e´ razoa´vel
assumir que f mude suavemente, isto e´, seja uma func¸a˜o bem comportada,
sendo que o seu grau de suavidade e´ controlado pelo tamanho de Ω: quanto
menor, mais suave e´ f . Isto e´ claramente observado na seguinte desigualdade
|f (n)(t)| ≤ (2piΩC)n,
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que e´ uma consequ¨eˆncia do suporte compacto de f̂(w), onde C e´ uma cons-
tante apropriada.
Quanto mais suave e´ a func¸a˜o f , menor e´ a frequ¨eˆncia de amostragem
necessa´ria para podermos recuperar a func¸a˜o para todo t atrave´s de inter-
polac¸a˜o, ja´ que ela na˜o tera´ nenhum pico repentino. Assim, e´ razoa´vel que
a frequ¨eˆncia de amostragem seja uma func¸a˜o de Ω e, pelo teorema, sabemos
que esta frequ¨eˆncia e´ de 2Ω amostras por unidade de tempo. Por exemplo, a
audic¸a˜o humana percebe sons numa frequ¨eˆncia ma´xima de 20000Hz. Assim,
em aparelhos de som digitais e afins, utiliza-se uma frequeˆncia de amostragem
de somente 44100Hz, pois na˜o ha´ necessidade teo´rica de uma amostragem
maior.
Essa frequ¨eˆncia de amostragem definida pelo teorema de Shannon e´ a
menor frequ¨eˆncia poss´ıvel de amostragem que possibilita recuperar a func¸a˜o
de forma u´nica e e´ conhecida como raza˜o de Nyquist ou amostragem cr´ıtica.
Qualquer frequ¨eˆncia de amostragem maior que 2Ω e´ claramente aceita´vel,
bastanto notar que podemos definir Ω′ tal que [−Ω,Ω] ⊂ [−Ω′,Ω′] e assim
obtendo uma frequ¨eˆncia de amostragem de 2Ω′.
Se e´ admiss´ıvel conhecermos somente valores amostrados de uma func¸a˜o
f , seria interessante calcular a transformada de Fourier dessa func¸a˜o utili-
zando tal amostra. Assim, podemos definir a transformada de Fourier dis-
creta como:
Definic¸a˜o 4.1.7 (Transformada de Fourier Discreta).
A Transformada de Fourier Discreta da sequ¨eˆncia {f(tn) :
n = 0, 1, ..., N − 1} e´:
F (k) =
N−1∑
n=0
f(tn)e
−ink, k = 0, 1, ..., N − 1. (4.12)
Definic¸a˜o 4.1.8 (Transf. de Fourier Discreta Inversa).
A Transformada de Fourier Discreta Inversa de uma sequ¨eˆncia
{F (k) : k = 0, 1, ..., N − 1} e´:
f(tn) =
N−1∑
k=0
F (k)eink, n = 0, 1, ..., N − 1. (4.13)
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Note que a sequ¨eˆncia {f(tn) : n = 0, 1, ..., N − 1} na˜o precisa ser amos-
trada com frequ¨eˆncia de Nyquist ou maior, podendo ser qualquer sequ¨eˆncia
para a qual fac¸a sentido calcular a transformada de Fourier.
4.2 Ana´lise de Ondaletas
A Ana´lise de Ondaletas e´ uma ferramenta nova e muita importante em di-
versas a´reas do conhecimento. Aqui, daremos enfoque apenas a`s partes ma-
tema´tica e estat´ıstica. Primeiramente, definiremos a transformada cont´ınua
de Ondaletas, pois ela forma a base dessa teoria. Posteriormente, descre-
veremos a transformada discretizada, sendo essa de muita importaˆncia em
Estat´ıstica pela natureza discreta de uma amostra e finalmente introduzire-
mos a Ana´lise de Multi-Resoluc¸a˜o e alguns conceitos teo´ricos e estat´ısticos
envolvidos na mesma.
4.2.1 Transformada Cont´ınua de Ondaletas
Embora tenhamos utilizado a transformada de Fourier e a T.F.J. como mo-
tivac¸a˜o para o desenvolvimento da transformada de Ondaletas, pois, como
veremos, esta na˜o impo˜e uma escala na ana´lise e e´ local, e´ importante salien-
tar que a transformada de Ondaletas representa uma ana´lise de tempo-escala,
diferentemente da ana´lise de tempo-frequ¨eˆncia representada pelas transfor-
madas de Fourier. E´ justamente essa distinc¸a˜o que permite que a tranfor-
mada de Ondaletas seja bem localizada, pois ja´ vimos que, pelo princ´ıpio
da Incerteza, e´ imposs´ıvel que as transformadas de Fourier o sejam. Traba-
lhando no domı´nio tempo-escala, na˜o e´ necessa´rio aumentar as oscilac¸o˜es da
transformada para representar picos no domı´nio do tempo. Na verdade, o
nu´mero de oscilac¸o˜es e´ sempre o mesmo, independentemente do comporta-
mento da func¸a˜o sendo analisada e, por isso, a transformada de Ondaletas
na˜o precisa impor qualquer forma de escala na ana´lise.
A transformada de Ondaletas se baseia em uma func¸a˜o ψ(·), conhecida
como ondaleta-ma˜e ou mother wavelet, e todos os seus poss´ıveis reescalona-
mentos, para um p fixo (p > 0).Todos esses reescalonamentos sa˜o definidos
como:
ψa(x) = |a|−pψ
(x
a
)
, a 6= 0. (4.14)
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Ha´ algumas nomenclaturas espec´ıficas para ψa(·), de acordo com os va-
lores de a. Se a > 1, ψa(·) e´ uma versa˜o esticada de ψ(·) ao longo do eixo
horizontal; se 0 < a < 1, ψa(·) e´ um versa˜o comprimida de ψ(·). Para a = −1,
ψa(·) e´ uma versa˜o refletida de ψ(·). Se −1 < a < 0, enta˜o ψa(·) e´ uma versa˜o
refletida e comprimida e, finalmente, se a < −1, enta˜o ψa(·) e´ uma versa˜o
refletida e esticada de ψ(·). Devido a essa relac¸a˜o com ψa(·), a e´ chamada
de paraˆmetro de escala. Ja´ o termo |a|p tem efeito parecido ao de a so´ que
no eixo vertical; assim, se p > 0 e −1 < a < 1, a func¸a˜o ψa(·) e´ esticada ao
longo deste eixo. Ja´, se |a| > 1, a func¸a˜o ψa(·) e´ comprimida ao longo do
eixo vertical.
Na ana´lise de Ondaletas pode-se utilizar qualquer p, mas utilizaremos a
partir de agora p = 1/2, pois essa escolha apresenta algumas propriedades in-
teressantes, sendo a mais utilizada na literatura. Com p = 1/2, por exemplo,
as normas ‖ ψ ‖ e ‖ ψa ‖ no L2(R) sa˜o iguais.
Como mencionamos anteriormente, a ana´lise de Ondaletas representa
uma ana´lise tempo-escala e tal representac¸a˜o e´ obtida deslocando-se a on-
daleta ψa(·) ao longo do eixo horizontal. Para isso criamos um paraˆmetro
de translac¸a˜o b e definimos uma nova ondaleta, reescalonada e transladada
ψa,b(x), definida como:
ψa,b(x) = ψa(x− b) = 1√
a
ψ
(
x− b
a
)
, a 6= 0, b ∈ R (4.15)
Da mesma forma que as transformadas de Fourier sa˜o definidas como
sobreposic¸o˜es de func¸a˜o exponenciais e per´ıodicas, a transformada cont´ınua
de Ondaletas e´ definida como reescalonamentos e translac¸o˜es da ondaleta-
ma˜e ψ(x), como segue:
Definic¸a˜o 4.2.1 (Transformada Cont´ınua de Ondaletas).
A transformada cont´ınua de Ondaletas de uma func¸a˜o f ∈ L2(R)
e´ definida por:
T COf (a, b) =< f, ψa,b >=
∫
R
f(x)ψa,b(x)dx. (4.16)
De uma forma muito parecida com a utilizada para se obter a trans-
formac¸a˜o inversa de Fourier Janelada, pode-se obter a transformada inversa
de Ondaletas, que e´ definida como:
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Definic¸a˜o 4.2.2 (Transf. Inversa Cont´ınua de Ondaletas).
A transformada inversa cont´ınua de Ondaletas de uma func¸a˜o
T COf (a, b) e´ definida por:
f(x) =
1
Cψ
∫
R
∫
R
T COf (a, b)ψa,b(x)dadb
a2
, (4.17)
onde a constante Cψ e´ dada por:
Cψ =
∫
R
|Ψ(w)|2
w
dw, (4.18)
sendo Ψ(w) a transformada de Fourier de ψ.
Ate´ aqui, na˜o fizemos nenhuma restric¸a˜o sobre a ondaleta-ma˜e ψ(x). A
primeira condic¸a˜o, imposta por causa da forma da transformada inversa de
Ondaletas em (4.17), e´ conhecida como condic¸a˜o de admissibilidade. ψ e´ uma
ondaleta-ma˜e se:
Cψ =
∫
R
|Ψ(w)|2
w
dw <∞ (4.19)
Note que, na condic¸a˜o de admissibilidade, temos impl´ıcito que
∫
R ψ(x)dx
= Ψ(0) = 0, ou seja, a ondaleta-ma˜e tem que oscilar em torno do eixo
horizontal para que esta integral seja nula. Assim, ela realmente tem que ser
uma onda.
4.2.2 Propriedades da Transformada Cont´ınua de On-
daletas
A transformada de Ondaletas possui muitas propriedades, algumas seme-
lhantes a`s da transformada de Fourier. A seguir, vamos listar algumas delas,
supondo sempre que exista a tranformada de Ondaletas da func¸a˜o f , dada
por T COf (a, b).
Propriedade de Translac¸a˜o: Se g(x) = f(x− β), enta˜o
T COg(a, b) = T COf (a, b− β). (4.20)
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Propriedade de Escala: Se g(x) = (1/
√
s)f(x/s), enta˜o
T COg(a, b) = T COf
(
a
s
,
b
s
)
. (4.21)
Propriedade de Localizac¸a˜o: Se f e´ func¸a˜o Delta-Dirac
no ponto x0, enta˜o
T COf (a, b) = 1√
a
ψ
(
x0 − b
a
)
. (4.22)
E´ interessante comparar essa propriedade de Localizac¸a˜o, que nada mais e´
do que a transformada de Ondaletas da func¸a˜o Delta-Dirac no ponto x0, onde
percebe-se sua boa localizac¸a˜o, com relac¸a˜o a` transformada de Fourier da
mesma func¸a˜o, que facilmente e´ encontrada como sendo e−iwx0 . Claramente,
existe uma grande falta de localizac¸a˜o, ja´ que a func¸a˜o Delta-Dirac tem
suporte nulo no domı´nio do tempo e suporte infinito no domı´nio da frequ¨eˆncia
(em concordaˆncia com o princ´ıpio da incerteza) no caso de Fourier .
Propriedade da Conservac¸a˜o de energia:∫
R
|f(x)|2dx = 1
Cψ
∫
R
∫
R
|T COf (a, b)|2dadb
a2
. (4.23)
Propriedade da regularidade:
Se f ∈ Cα e ∫ (1 + |x|)|ψ(x)|dx < ∞
|T COf (a, b)| ≤ C|a|α+1/2. (4.24)
A propriedade da regularidade vale tambe´m no sentido contra´rio, ou seja,
se uma func¸a˜o f satisfaz (4.24), enta˜o ela pertence a Cα.
4.2.3 Transformada de Ondaletas Discretizada
Quando trabalhamos com a transformada de Fourier, vimos que, pelo
teorema de amostragem, a recuperac¸a˜o total da func¸a˜o original se fazia por
apenas alguns pontos amostrais, devido em grande parte a` redundaˆncia da
transformada.
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O mesmo ocorre para a transformada de Ondaletas e a T.F.J, so´ que am-
bas pertencem a uma classe maior, conhecida como frames, se escolhermos a
func¸a˜o-peso e a ondaleta-ma˜e corretamente. Como pertencem a essa classe ja´
estudada na literatura, existem diversos resultados que podem ser utilizados,
principalmente no que se refere a teoremas de amostragens e consequ¨entes
discretizac¸o˜es dessas transformadas.
Na˜o entraremos em mais detalhes no que se refere aos teoremas de dis-
cretizac¸a˜o da transformada de Ondaletas. Para o leitor mais interessado,
indicamos (Kaiser 1994) e (Daubechies 1992).
Existem obviamente diversas frequ¨eˆncias de amostragem que podem ser
utilizadas, como no caso da transformada de Fourier. Pore´m, utilizamos
a amostragem cr´ıtica, ou seja, a de menor frequ¨eˆncia que possibilita uma
recuperac¸a˜o u´nica da func¸a˜o original, que e´ definida como:
a = 2−j, b = k2−j, j, k ∈ Z. (4.25)
Note que a amostragem cr´ıtica aqui se refere aos paraˆmetros a e b, na˜o
mais a valores discretos da func¸a˜o f . Ou seja, conhecer ψa,b nos pontos
amostrais a = 2−j e b = k2−j e´ suficiente para encontrar de forma u´nica a
transformada inversa de Ondaletas. Ale´m de (4.25) ser a amostragem cr´ıtica,
tambe´m e´ poss´ıvel mostrar que, sob condic¸o˜es mı´nimas, podemos obter que
{ψj,k(x) = 2j/2ψ(2jx − k) : j, k ∈ Z} e´ uma base ortonormal de L2(R), ou
seja, na˜o ha´ redundaˆncia nenhuma, ale´m da o´tima interpretabilidade obtida
pela ana´lise de Ondaletas utilizando tal amostragem.
E´ interessante notar que a ana´lise de Ondaletas na˜o causa nenhuma dis-
torc¸a˜o de escala, justamente pelo padra˜o de amostragem utilizado, pois, para
cada nova escala a = 2−j, muda-se automaticamente a velocidade de amos-
tragem para b = k2−j.
Agora, podemos definir a transformada de Ondaletas discretizada, na
qual utilizaremos a seguinte reparametrizac¸a˜o de ψa,b(x):
ψ2−j ,k2−j(x) = 2
j/2ψ(2−jx− k) def= ψj,k(x), (4.26)
onde os paraˆmetros a e b sa˜o aqueles definidos pela amostragem cr´ıtica.
Utilizando a parametrizac¸a˜o em (4.26), podemos definir:
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Definic¸a˜o 4.2.3 (Transf. Inv. de Ondaletas Discretizada).
A transformada inversa de Ondaletas discretizada de uma sequ¨eˆncia
{T COf (2−j, k2−j) : j, k ∈ Z} e´ definida por:
f(t) =
∑
j∈Z
∑
k∈Z
T COf (2−j, k2−j)ψj,k(t). (4.27)
O leitor pode achar que na definic¸a˜o (4.2.3) faltam os termos relativos
a Cψ e dadb/a
2 da transformada cont´ınua. Pore´m, eles foram utilizados
para se encontrar a frequ¨eˆncia de amostragem cr´ıtica, utilizando frames. Na
sec¸a˜o 4.3, mostraremos uma outra forma muito mais intuitiva de se chegar
ao mesmo resultado.
4.3 Ana´lise de Multi-Resoluc¸a˜o
A ana´lise de multi-resoluc¸a˜o (A.M.R.) foi formulada em 1986, por Mallat e
Meyer. Esta nova formulac¸a˜o criou um ambiente natural para o entendimento
da transformada de Ondaletas discretizada, ale´m de possibilitar a criac¸a˜o de
novos exemplos de bases pois, anteriormente ao seu advento, a criac¸a˜o de
bases ortonormais bem comportadas era extremamente complicada . Dife-
rentemente de como vinhamos tratando a transformada de Ondaletas ate´
aqui, a Ana´lise de Multi-Resoluc¸a˜o se inicia utilizando uma func¸a˜o φ(x), co-
nhecida como func¸a˜o-escala ou ondaleta-pai. Como refereˆncias, indicamos
(Daubechies 1992), (Vidakovic 1999), (Kaiser 1994) e (Morettin 1999).
Nessa sec¸a˜o, a A.M.R. sera´ formalmente apresentada, juntamente com os
operadores T e D, de translac¸a˜o e dilatac¸a˜o do tempo, respectivamente,e a
func¸a˜o-escala, assim estimulando a utilizac¸a˜o dos estimadores de Ondaletas.
Ao apresentarmos a A.M.R. na˜o mencionaremos mais a transformada dis-
creta de Ondaletas. Agiremos como se a A.M.R. fosse uma teoria nova, mas
deve ficar claro que ela apenas e´ uma nova interpretac¸a˜o da transformada
de Ondaletas discretizada que a torna mais intuitiva e que facilita diversos
aspectos da ana´lise.
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4.3.1 Operadores de Translac¸a˜o e Dilatac¸a˜o
Antes de definirmos os operadores de translac¸a˜o e dilatac¸a˜o, e´ importante
ressaltar que a translac¸a˜o de uma unidade de tempo e a dilatac¸a˜o pelo fator
2 sa˜o utilizadas por sua interpretac¸a˜o e pelo fato de ser razoa´vel e pra´tico
dobrar ou reduzir pela metade a resoluc¸a˜o em que se esta´ trabalhando. Dito
isto, podemos definir T : L2(R) → L2(R) e D : L2(R) → L2(R), respectiva-
mente, por:
T nf(t) = f(t− n), n ∈ (Z), (4.28)
Dmf(t) = 2
m
2 f(2mt), m ∈ (Z). (4.29)
Ambos os operadores sa˜o claramente invers´ıveis. Com relac¸a˜o ao operador
D, temos que D1f(t) e´ uma versa˜o comprimida de f(t) e D−1f(t) e´ uma
versa˜o esticada de f(t). Quando ambos os operadores sa˜o utilizados numa
mesma func¸a˜o, a ordem em que sa˜o utilizados modifica o resultado. Duas
igualdades sa˜o apresentadas abaixo:
D−1T = T 2D−1 e DT = T
1
2D.
Proposic¸a˜o 4.3.1. Seja f(·) ∈ L2(R). Enta˜o, ∀m ∈ Z e ∀n ∈ Z,
vale a seguinte igualdade :
‖f(·)‖L2 = ‖DmT nf(·)‖L2 = ‖2
m
2 f(2m · −n)‖L2 (4.30)
A igualdade em (4.30) e´ facilmente demonstrada fazendo-se a transformac¸a˜o
y = 2mt− n. Assim, num certo sentido, as func¸o˜es 2m2 f(2m · −n) e f(·) teˆm
o mesmo tamanho.
Outra propriedade interessante dos operadoresD e T e´ que, para qualquer
func¸a˜o f(·) que tenha suporte compacto num intervalo [a, b], ou seja,
f(t) = 0, se t < a ou t > b,
e que seja centrada em c ∈ (a, b), pode-se mostrar que DjT kf(·) tem
suporte compacto em [(a+ k)2−j, (b+ k)2−j], com comprimento 2−j(b− a) e
e´ centrada em 2−j(c+ k).
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4.3.2 Ana´lise de Multi-Resoluc¸a˜o no L2(R)
Abaixo, definimos formalmente uma ana´lise de multi-resoluc¸a˜o no espac¸o das
func¸o˜es quadrado-integra´veis.
Definic¸a˜o 4.3.1 (Ana´lise de Multi-Resoluc¸a˜o).
Uma Ana´lise de Multi-Resoluc¸a˜o em L2(R) e´ uma sequ¨eˆncia ani-
nhada de subespac¸os fechados {Vj}j∈Z, que tenham as seguintes
propriedades:
i- Hierarquia
Vj ⊂ Vj+1 ⊂ L2(R) ∀j ∈ Z (4.31)
ii- Unia˜o Densa e Intersecc¸a˜o Trivial⋃
j∈Z
Vj = L2(R) e
⋂
j∈Z
Vj = {0} (4.32)
iii- Auto-Similaridade
f(2jt) ∈ Vj ⇔ f(t) ∈ V0 ∀j ∈ Z (4.33)
iv - Exista uma func¸a˜o φ ∈ V0 tal que T kφ(t) = φ(t− k) ∀k ∈ Z
gere o espac¸o V0, ou seja:
V0 =
{
f ∈ L2(R)/f(t) =
∑
k∈Z
ckφ(t− k)
}
(4.34)
para uma sequ¨eˆncia ck apropriada e o conjunto {φ(· − k), k ∈ Z}
seja uma base ortonormal.
Note que a condic¸a˜o (4.33) e´ aquela que se refere a` resoluc¸a˜o, ja´ que
existem muitas sequ¨eˆncias de subespac¸os que satisfazem as condic¸o˜es (4.31)
e (4.32). E´ interessante salientar tambe´m que, das condic¸o˜es (4.33) e (4.34),
obtemos:
f(t− k) ∈ V0 ⇔ f(t) ∈ V0, ∀k ∈ Z e (4.35)
f(t) ∈ Vj ⇔ f(t− 2jk) ∈ Vj, ∀k ∈ Z ∀j ∈ Z. (4.36)
A seguir vamos definir a regularidade de uma A.M.R., que sera´ utili-
zada nas pro´ximas sec¸o˜es e e´ um dos pontos mais importantes para ana´lises
estat´ısticas baseadas em ondaletas.
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Definic¸a˜o 4.3.2. Uma A.M.R. de L2(R) e´ r-regular, r ∈ N, se
a func¸a˜o-escala φ(·) definida em (4.34) for tal que:
|φ(k)(t)| ≤ Cm
(1 + |t|)m , ∀k ≤ r ∀k ∈ N ∀m ∈ N.
(4.37)
4.3.3 Func¸a˜o-escala e Propriedades
A func¸a˜o φ(t), da condic¸a˜o (4.34), e´ conhecida como func¸a˜o-escala ou ondaleta-
pai. Definiremos a seguir a func¸a˜o φj,k(t), que e´ uma versa˜o transladada e
dilatada de φ(t):
φj,k(t) = D
jT kφ(t) = 2j/2φ(2jt− k), j ∈ Z k ∈ Z. (4.38)
Da definic¸a˜o da A.M.R., especificamente da condic¸a˜o (4.34), sabemos
que {φ0,k(·), k ∈ Z} forma uma base ortonormal de V0. Mas, utilizando-se a
condic¸a˜o (4.33) e o resultado (4.30), podemos mostrar que:
Vj =
{
f ∈ L2(R)/f(t) =
∑
k∈Z
αj,kφj,k(t)
}
, ∀j ∈ Z, (4.39)
para uma sequ¨eˆncia {αj,k}k∈Z apropriada, onde o conjunto {φj,k(·), k ∈ Z} e´
uma base ortonormal de Vj. Como consequ¨eˆncia imediata desse resultado e
do fato de {Vj}j∈Z ser denso em L2(R) por ser uma A.M.R., qualquer f em
L2(R) pode ser representada da seguinte forma:
f(t) = lim
j→∞
∑
k∈Z
αj,kφj,k(t) = lim
j→∞
Pjf(t), (4.40)
onde αj,k =< f, φj,k >L2=
∫
R f(t)φj,k(t)dt, ja´ que φj,k(t) e´ uma base ortonor-
mal e Pjf(t) e´ a projec¸a˜o ortogonal de f em Vj .
Seguindo a mesma linha de racioc´ınio, podemos mostrar que:
lim
j→−∞
Pjf(t) = 0. (4.41)
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O resultado (4.41) e´ intuitivo pois, se olharmos f com cada vez menos
resoluc¸a˜o (de mais longe), ela devera´ eventualmente se tornar uma func¸a˜o
constante e a u´nica constante que pertence ao L2(R) e´ o 0.
Devido a` A.M.R., onde a sequ¨eˆncia de subespac¸os aninhados {Vj} e´ ge-
rada pela sequ¨eˆncia de func¸o˜es {φj,k(t) : k ∈ Z}, que formam uma base
ortonormal, por definic¸a˜o temos:
〈φj,b, φj,a〉L2 =
∫ +∞
−∞
φj,b(t)φj,a(t)dt = δ
a
b , (4.42)
onde δab = 0 se a 6= b e δab = 1 se a = b.
4.3.3.1 Filtro {hk}k∈Z da func¸a˜o-escala
Como o subespac¸o V0 ⊂ V1, sabemos que φ(t) ≡ φ0,0(t) tambe´m pertence a
V1; sendo assim:
φ(t) =
∑
k∈Z
hkφ1,k(t) =
∑
k∈Z
hk
√
2φ(2t− k), (4.43)
onde a sequ¨eˆncia
hk =
√
2
∫
R
φ(t)φ(2t− k)dt, k ∈ Z
pois {φ1,k(t) : k ∈ Z} e´ uma base ortonormal de V1.
Esta sequ¨eˆncia {hk}k∈Z e´ conhecida como filtro da func¸a˜o-escala. Muitos
resultados e algoritmos utilizados na decomposic¸a˜o de Ondaletas se baseiam
nessa sequ¨eˆncia. Ale´m disso {hk}k∈Z reproduz muitas das restric¸o˜es de φ(t),
como veremos a seguir.
Primeiramente, de (4.43), temos que:
1 =
∫
φ(t)dt =
∫ √
2
∑
k
hkφ(2t− k)dt =
√
2
∑
k
hk
∫
φ(2t− k)dt
=
√
2
∑
k
hk
1
2
∫
φ(2t− k)d(2t− k) =
∑
k hk√
2
∫
φ(t)dt
⇐⇒
∑
k
hk =
√
2. (4.44)
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Assim, em (4.44), supondo que
∫
φ(t)dt 6= 0, encontramos a propriedade
da normalizac¸a˜o. Utilizando o mesmo racioc´ınio de (4.44), sabemos que
φ(t− l) tambe´m pertence a V1; enta˜o, utilizando-se a func¸a˜o δba definida em
(4.42), obtemos:
δ0l =
∫
φ(t)φ(t− l)dt
=
∫ (√
2
∑
k
hkφ(2t− k)
)(√
2
∑
m
hmφ(2(t− l)−m)
)
dt
= 2
∑
k
∑
m
hkhm
1
2
∫
φ(2(t− l)−m)φ(2(t− l)−m)d(2t)
=
∑
k
∑
m
hkhmδ
2l+m
k =
∑
k
hkhk−2l. (4.45)
A propriedade em (4.45) e´ conhecida como propriedade da ortogonali-
dade, onde existem os dois casos especiais: l = 0 =⇒∑k h2k = 1; e l = 1 =⇒∑
k hkhk−2 = 0.
4.3.3.2 Func¸a˜o de transfereˆncia m0(w) do Filtro {hk}k∈Z
Uma func¸a˜o muito utilizada na A.M.R. e´ a func¸a˜o de transfereˆncia do filtro
{hk}k∈Z, geralmente denotada por m0(w). Veremos nas pro´ximas sec¸o˜es que
essa func¸a˜o tem um papel fundamental na obtenc¸a˜o de bases de Ondaletas.
Definimos:
m0(w) =
∑
k∈Z
hk√
2
e−ikw. (4.46)
Veremos, a seguir, que a func¸a˜o m0(w) meramente descreve o comporta-
mento da transformada de Fourier da func¸a˜o φ(t). Usando (4.5) e as proprie-
dades de translac¸a˜o, escala e momentos da transformada de Fourier, descritas
na tabela 4.1, temos:
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Φ(w) = φ̂(w) =
∫
R
φ(t)e−iwtdt =
∑
k
hk
√
2
∫
R
φ(2t− k)e−iwtdt
=
∑
k
hk√
2
e−ikw/2
∫
R
φ(2t− k)e−i(2t−k)w/2d(2t− k)
=
∑
k
hk√
2
e−ikw/2Φ(
w
2
) = m0(
w
2
)Φ(
w
2
). (4.47)
Finalmente, por iterac¸a˜o de (4.47), obtemos :
Φ(w) =
∫
R
φ(t)e−iwtdt =
∞∏
n=1
m0
( w
2n
)
. (4.48)
Como a func¸a˜o de transfereˆncia representa φ(t) no domı´nio da frequ¨eˆncia,
podemos utiliza´-la para representar as propriedades da func¸a˜o-escala tambe´m
no domı´nio da frequ¨eˆncia e veremos adiante que essa representac¸a˜o facilitara´
tremendamente a obtenc¸a˜o de bases de Ondaletas. Assim, lembrando-se da
ortogonalidade da func¸a˜o-escala, dada por (4.42), mostra-se que, no domı´nio
da frequ¨eˆncia, ela equivale a:
|m0(w)|2 + |m0(w + pi)|2 = 1. (4.49)
4.3.4 Ondaleta-ma˜e (Mother Wavelet)
Uma func¸a˜o ψ(x), com versa˜o dilatada e transladada dada por:
ψj,k(t) = D
jT kψ(t) = 2
j
2ψ(2jt− k), j ∈ Z, k ∈ Z,
e´ uma ondaleta-ma˜e se o conjunto das func¸o˜es {ψj,k(t) : k ∈ Z},∀j ∈ Z for
uma base ortonormal e se satisfizer:
Pj+1f(t) = Pjf(t) +
∑
k∈Z
βj,kψj,k(t), (4.50)
onde βj,k =< f, ψj,k >L2=
∫
R f(t)ψj,k(t)dt, ja´ que {ψj,k(t)}j,k e´ uma base
ortonormal de L2(R).
A fo´rmula (4.50) faz sentido, ja´ que sabemos que Vj ⊂ Vj+1,∀j. Assim,
a projec¸a˜o de f em Vj+1 tem que ser a soma da projec¸a˜o de f em Vj ao seu
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complemento ortogonal. Definindo Wj como esse complemento ortogonal de
Vj, obtemos:
Wj =
{
f ∈ L2(R)/f(t) L2=
∑
k∈Z
βj,kψj,k(t)
}
∀j ∈ Z (4.51)
e
Vj+1 = Vj ⊕Wj, ∀j ∈ R. (4.52)
Por construc¸a˜o, sendo Vj ⊂ Vj+1, Wj ⊥ Vj e Wj+1 ⊥ Vj+1,∀j, temos que:
Wj ⊥ Wk, j 6= k,∀j ∈ Z,∀k ∈ Z. (4.53)
Por (4.52), (4.53) e lembrando-se da condic¸a˜o (4.32) da A.M.R., temos:
Vj =
⊕
k≤j
Wk, ∀k ∈ Z, j ∈ Z (4.54)
e
L2(R) =
⊕
j∈Z
Wj. (4.55)
Note que Wj herda muitas das propriedades de Vj, por construc¸a˜o. Um
resultado interessante obtido de (4.32), (4.54) e (4.55) e´ o de que, fixando-se
um n´ıvel qualquer de resoluc¸a˜o j0 ∈ Z, podemos escrever qualquer func¸a˜o f
em L2(R) como:
f(t) =
∑
j∈Z
∑
k∈Z
βj,kψj,k(t)
=
∑
k∈Z
αj0,kφj0,k(t) +
∑
j≥j0∈Z
∑
k∈Z
βj,kψj,k(t), (4.56)
onde as igualdades acima teˆm o sentido de norma L2 e na˜o o sentido pontual.
Note que a primeira linha da igualdade acima e´ justamente a transformada
de Ondaletas discretizada definida em (4.27). Ja´ em (4.56), o primeiro termo
e´ a projec¸a˜o de f no espac¸o Vj0 e, para cada j ≥ j0, o segundo e´ a projec¸a˜o
de f no espac¸o Wj. O ı´ndice j esta´ associado a` resoluc¸a˜o, sendo j0 a escala
de resoluc¸a˜o mais baixa. Assim, (4.56) e´ na realidade apenas uma forma de
reescrever a tranformada de Ondaletas discretizada.
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4.3.4.1 Filtro {gk}k∈Z da ondaleta-ma˜e
Seguindo o mesmo princ´ıpio de (4.43), sabemos que ψ(t) ≡ ψ0,0(t) pertence
a W0 ⊂ V1. Assim, podemos escrever:
ψ(t) =
∑
k∈Z
gkφ1,k(t) =
∑
k∈Z
gk
√
2φ(2t− k), (4.57)
onde a sequ¨eˆncia
gk =
√
2
∫
R
ψ(t)φ(2t− k)dt ∀k ∈ Z,
pois {φ1,k(t) : k ∈ R} e´ uma base ortonormal de V1 .
A sequ¨eˆncia {gk}k∈Z e´ chamada de filtro da ondaleta-ma˜e. Claramente,
existe uma forte relac¸a˜o entre {hk}k∈Z e {gk}k∈Z, principalmente pela forma
como foram constru´ıdos: mais detalhes sera˜o dados nas pro´ximas sec¸o˜es.
4.3.4.2 Func¸a˜o de transfereˆncia m1(w) do filtro {gk}k∈Z
Definimos como func¸a˜o de transfereˆncia m1(w) da sequ¨eˆncia {gk}k∈Z a se-
guinte func¸a˜o:
m1(w) =
∑
k∈Z
gk√
2
e−ikw. (4.58)
Analogamente a` obtenc¸a˜o da func¸a˜o de transfereˆncia m0(w) do filtro
{hk}k∈Z, veremos a seguir que a func¸a˜o m1(w) tambe´m descreve o compor-
tamento da tranformada de Fourier da func¸a˜o ψ(t). Assim, lembrando de
(4.5), (4.1),(4.1) e (4.57), temos:
Ψ(w) = ψ̂(w) =
∫
R
ψ(t)e−iwtdt =
∑
k
gk
√
2
∫
R
φ(2t− k)e−iwtdt
=
∑
k
gk√
2
e−ikw/2
∫
R
φ(2t− k)e−i(2t−k)w/2d(2t− k)
=
∑
k
gk√
2
e−ikw/2Φ(
w
2
) = m1(
w
2
)Φ(
w
2
) (4.59)
Finalmente, por iterac¸a˜o de (4.59), obtemos:
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Ψ(w) =
∫
R
ψ(t)e−iwtdt =
∞∏
n=1
m1
( w
2n
)
. (4.60)
Como a func¸a˜o de transfereˆncia representa ψ no domı´nio da frequ¨eˆncia,
podemos utiliza´-la para representar as propriedades da ondaleta-ma˜e e prin-
cipalmente sua relac¸a˜o com a func¸a˜o-escala φ nesse domı´nio.
Por construc¸a˜o, ja´ que Vj ⊥ Wj ∀j ∈ Z, em particular para j = 0, temos:∫
R
ψ(t− l)φ(t− k)dt = 0 ∀l, k ∈ Z. (4.61)
Assim, utilizando-se a ortogonalidade da func¸a˜o-escala e da ondaleta-ma˜e,
dada em (4.61), para o caso espec´ıfico de l = 0, mostra-se que, no domı´nio
da frequ¨eˆncia, ela equivale a:
m1(w)m0(w) +m1(w + pi)m0(w + pi) = 0. (4.62)
Das condic¸o˜es de ortogonalidade (4.49) e (4.62), verifica-se que uma
poss´ıvel soluc¸a˜o para esse sistema e´ dada pela relac¸a˜o:
m1(w) = −e−iwm0(w + pi). (4.63)
Utilizamos especificamente essa relac¸a˜o pela facilidade e convenieˆncia de
relacionar os filtros {hk}k∈Z e {gk}k∈Z, mas e´ importante ressaltar que po-
demos definir diferentes relac¸o˜es entre m0(w) e m1(w). Como consequ¨eˆncia
dessa definic¸a˜o, temos que |m1(w)| = |m0(w + pi)|. Assim, a condic¸a˜o de
ortogonalidade da func¸a˜o-escala no domı´nio da frequ¨eˆncia (4.49) pode ser
reescrita como:
|m0(w)|2 + |m0(w + pi)|2 = |m0(w)|2 + |m1(w)|2 = 1. (4.64)
4.3.4.3 Relac¸a˜o de Quadratura Espelhada entre os Filtros
Nas sec¸o˜es anteriores, definimos quais sa˜o os filtros {gk}k∈Z e {hk}k∈Z e suas
respectivas func¸o˜es de transfereˆncia m1(w) e m0(w). A relac¸a˜o entre eles e´
conhecida como relac¸a˜o de quadratura espelhada e, por isso, os filtros {gk}k∈Z
e {hk}k∈Z sa˜o conhecidos como filtros de quadratura espelhada. Utilizando
(4.63), temos:
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m1(w) = −e−iwm0(w + pi) = −e−iw
∑
k∈Z
hk√
2
e−ikw
=
∑
k∈Z
hk√
2
(−1)1−ke−iw(1−k) =
∑
n∈Z
(−1)nh1−n√
2
e−iwn. (4.65)
Comparando (4.58) e (4.65), claramente temos que gn = (−1)nh1−n. Note
que o filtro {gk}k∈Z e´ uma reflexa˜o de {hk}k∈Z, da´ı ser chamada a relac¸a˜o de
espelhada. Essa relac¸a˜o tambe´m pode ser obtida sem utilizarmos as func¸o˜es
de transfereˆncia, ou seja, podemos encontra´-la no domı´nio do tempo. Utili-
zando a relac¸a˜o (4.61), com l = k = 0, temos:
∫
R
ψ(t)φ(t)dt =
∫
R
(
∑
k∈Z
hkφ1,k(t))(
∑
k∈Z
gkφ1,k(t))dt
=
∫
R
(∑
k∈Z
hkgkφ
2
1,k(t) +
∑
k∈Zk 6=j
∑
j∈Z
hkgjφ1,k(t)φ1,j(t)
)
dt
=
∑
k∈Z
hkgk
∫
R
φ21,k(t)dt+
∑
k∈Z,k 6=j
∑
j∈Z
hkgj
∫
R
φ1,k(t)φ1,j(t)dt
=
∑
x∈Z
hkgk = 0. (4.66)
Note que, fazendo-se gk = (−1)k+1h1−k, (4.66) e´ satisfeita.
4.3.5 Regularidade das Ondaletas
Um dos maiores interesses nas bases de Ondaletas e´ sua grande variedade,
cada uma com suas caracter´ısticas espec´ıficas, seja ortogonalidade, simetria,
regularidade ou suporte compacto. Nessa sec¸a˜o, estamos interessados na
regularidade, que e´ um fator muito importante na utilizac¸a˜o e escolha da
ondaleta-ma˜e. O conceito de regularidade de uma func¸a˜o esta´ intimamente
relacionado com o seu nu´mero de momento finitos. Quanto maior o nu´mero
de momentos finitos que uma func¸a˜o possuir, mais rapidamente suas caudas
teˆm que decrescer e consequ¨entemente mais suave sera´. DefinindoMk como
o k-e´simo momento da ondaleta-ma˜e, temos:
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Mk =
∫
R
tkψ(t)dt. (4.67)
A seguir enunciaremos um teorema que nos ajudara´ a obter condic¸o˜es nos
filtros {hk}k∈Z e {gk}k∈Z para que a respectiva ondaleta tenha uma determi-
nada regularidade.
Teorema 4.3.1 ((Vidakovic 1999) pa´g. 80).
Seja {ψj,k = 2j/2ψ(2jt− k)} : j, k ∈ Z um sistema ortonormal de
func¸o˜es em L2(R) satisfazendo:
|ψ(t)| ≤ C1
(1 + |t|)α , α > N (4.68)
e ψ ∈ CN−1(R), onde as derivadas ψ(k)(t) sa˜o limitadas, para
k ≤ N − 1. Enta˜o, ψ tem N momentos nulos:
Mk =
∫
R
tkψ(t)dt = 0 0 ≤ k ≤ N − 1. (4.69)
Essa restric¸a˜o sobre ψ para que ela possua N momentos nulos pode ser
expressa em termos de m0 ou do filtro {hk}k∈Z. Lembrando a propriedade de
momentos da transformada de Fourier, definida na tabela (4.1), e de (4.63),
temos:
Mk = ik d
kΨ(w)
dwk
|w=0 = ik d
k
dwk
( ∞∏
n=1
m1
( w
2n
))
|w=0 = 0. (4.70)
A igualdade definida em(4.70) implica, por induc¸a˜o, que
m
(k)
1 (0) = 0
para k = 0, 1, ..., N − 1. Usando a definic¸a˜o de m1(w), (4.58) e a relac¸a˜o
entre {gk}k∈Z e {hk}k∈Z, dada por (4.65), temos a seguinte restric¸a˜o no filtro
{hk}k∈Z para que ψ possua N momentos nulos:∑
n∈Z
nkgn =
∑
n∈Z
nk(−1)nhn = 0, k = 0, 1, ..., N − 1. (4.71)
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4.3.5.1 Tamanho dos filtros {gk}k∈Z e {hk}k∈Z
Se na˜o fizermos nenhuma restric¸a˜o nas bases de Ondaletas, os filtros podem
ser se´ries infinitas, claramente criando uma grande barreira para aplicac¸o˜es
da ana´lise de Ondaletas. Pore´m, criando-se restric¸o˜es interessantes, como o
nu´mero de momentos nulos da ondaleta-ma˜e, ou exigindo que a mesma tenha
suporte compacto, reduz-se o nu´mero de coeficientes dos filtros {hk}k∈Z e
{gk}k∈Z.
Se trabalharmos com uma A.M.R. N-regular, podemos mostrar que o
nu´mero de coeficientes na˜o-nulos do filtro {hk}k∈Z se reduz a 2N , e con-
sequ¨entemente, o mesmo ocorre com o filtro {gk}k∈Z devido a` relac¸a˜o de
quadratura espelhada. Assim, podemos reescrever as propriedades do filtro
{hk}k∈Z.
Propriedade de Normalizac¸a˜o:
2N−1∑
k=0
hk =
√
2. (4.72)
Consequ¨eˆncia de ψ ter N momentos nulos:
2N−1∑
k=0
(−1)kknhk = 0, n = 0, 1, ..., N − 1. (4.73)
Propriedade de Ortogonalidade:
2N−1∑
k=0
hkhk+2n = δn, n = 0, 1, ..., N − 1. (4.74)
4.4 Bases de Ondaletas com Suporte Com-
pacto
Como dito anteriormente, um dos maiores atrativos da ana´lise de onda-
letas e´ a grande variedade de bases existentes, cada uma com sua pro´pria
caracter´ıstica de interesse. Podemos utilizar: bases sime´tricas, quando que-
remos que observac¸o˜es equidistantes tenham pesos iguais; bases com suporte
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compacto para diminuirmos o tamanho dos filtros e tornar mais ra´pida a ob-
tenc¸a˜o das estimativas; bases com boa regularidade, que tambe´m diminuem
o tamanho dos filtros ale´m de aproximar melhor func¸o˜es regulares e; por fim,
bases ortogonais, pelas propriedades ja´ descritas anteriormente.
Pelo grande nu´mero de bases e diversidade qualitativa das propriedades
deseja´veis, na˜o existe uma base que tenha todas as propriedades descritas
acima. Na verdade, e´ poss´ıvel mostrar, por exemplo, que na˜o e´ poss´ıvel
construir bases que sejam ortogonais e sime´tricas.
Nesta dissertac¸a˜o, trabalharemos somente com a famı´lia de bases de DAU-
BECHIES, que sa˜o bases ortogonais, com regularidade e suporte determina-
dos, sendo por esses motivos as mais difundidas na literatura. Primeiramente,
apresentaremos a base de Haar e mostraremos como utilizar as ferramentas
discutidas nas sec¸o˜es anteriores para deriva´-la. A base de Haar e´ a u´nica
base ortogonal com suporte compacto para qual as func¸o˜es ψ e φ podem ser
obtidas explicitamente. Por isso, e´ de grande utilizadade dida´tica, contras-
tando com sua limitada utilidade pra´tica, ja´ que na˜o e´, em geral, interessante
aproximar func¸o˜es cont´ınuas por func¸o˜es descont´ınuas. Posteriormente, apre-
sentaremos a famı´lia de bases de Daubechies e discutiremos algumas de suas
qualidades.
4.4.1 Base de Haar
Para derivarmos a base de Haar, comec¸amos com a func¸a˜o-escala que,
nesse caso, e´ definida como:
φ(t) = 1[0,1](t). (4.75)
Lembrando da definic¸a˜o do filtro {hk}k∈Z em (4.43), obtemos:
1[0,1](t) =
∑
k
√
2hk1[0,1](2t− k)
=
∑
k
√
2hk1[ k
2
, k
2
+ 1
2
](t). (4.76)
Assim, de (4.76), percebemos que 0 ≤ k ≤ 1 e, como k ∈ Z, conclu´ımos
que k = 0 ou 1. Portanto, os filtros teˆm tamanho 2 e, para que a identidade
em (4.76) seja verdadeira, temos:
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h0 = h1 =
1√
2
. (4.77)
Lembrando a relac¸a˜o entre {hk}k∈Z e {gk}k∈Z, definida por (4.65), temos
tambe´m que
g0 =
1√
2
e g1 = − 1√
2
.
Utilizando-se o filtro definido em (4.77) e a definic¸a˜o da func¸a˜o de trans-
fereˆncia m0(w), temos:
m0(w) =
∑
k∈Z
hk√
2
e−ikw =
(1 + e−iw)
2
. (4.78)
Utilizando-se a relac¸a˜o das func¸o˜es de transfereˆncia m0(w) e m1(w), ob-
temos:
m1(w) = −e−iwm0(w + pi) = 1− e
−iw
2
. (4.79)
Como a transformada de Fourier da ondaleta-ma˜e pode ser escrita como
em (4.59), obtemos que:
ψ(t) =
1
2pi
∫
R
(
1− e−iw
2
)
Φ(
w
2
)eiwtdw
= φ(2t)− φ(2t− 1)
= 1[0, 1
2
](t)− 1[ 1
2
,1](t). (4.80)
Assim, temos que a base de Haar e´ definida por:
φ(t) = 1[0,1](t)
e
ψ(t) = 1[0, 1
2
](t)− 1[ 1
2
,1](t). (4.81)
Para ilustrar como sa˜o as func¸o˜es φ e ψ, desenhamos ambas na figura 4.1.
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Figura 4.1: Base de Haar
4.4.2 Famı´lia de Bases de Daubechies
As bases de Daubechies foram as primeiras bases ortogonais, com suporte
compacto e um n´ıvel de regularidade previamente definido, representando um
avanc¸o fundamental na ana´lise de Ondaletas. Essas bases na˜o possuem em
geral forma expl´ıcita, sendo constru´ıdas numericamente a partir dos filtros
{hk}k∈R: a u´nica excec¸a˜o e´ a Daubechies(1), que tambe´m e´ conhecida como
base de Haar.
As bases de Daubechies sa˜o indexadas pelo nu´mero de momentos (N ≥
1) nulos da ondaleta-ma˜e, denotada por Daubechies(N) e sa˜o constru´ıdas
levando-se em conta o Teorema 4.4.1.
Teorema 4.4.1. Seja ψ uma ondaleta-ma˜e possuindo N momen-
tos nulos e
|φ(t)| ≤ C2
(1 + |t|)α , α > N. (4.82)
Enta˜o, a func¸a˜o de transfereˆncia m0(w) associada a φ(t) e´ ne-
cessariamente da forma:
m0(w) =
(
(1 + e−iw)
2
)N
L(w), (4.83)
onde a func¸a˜o L(w) tem per´ıodo 2pi e pertence a` classe de regu-
laridade CN−1.
Na˜o entraremos nos detalhes te´cnicos da obtenc¸a˜o dos filtros {hk}k∈R e
{gk}k∈R . E´ poss´ıvel mostrar que a base Daubechies(N) possui filtro {hk}k∈R
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de tamanho 2N e tem suporte compacto [0, 2N − 1]. Como ilustrac¸a˜o, os
filtros da base Daubechies(2) sa˜o definidos por:
h0 =
1 +
√
3
4
√
2
, h1 =
3 +
√
3
4
√
2
,
h2 =
3−√3
4
√
2
, h3 =
1−√3
4
√
2
. (4.84)
O Teorema 4.4.2 explica como utilizar {hk}k∈R para avaliar as func¸o˜es ψ
e φ em qualquer ponto t ∈ R, com um n´ıvel de precisa˜o pre´-determinado.
Teorema 4.4.2 (Daubechies-Lagarias).
Seja φ a func¸a˜o-escala da base Daubechies(N) e a sequ¨eˆncia
{hk}k∈R o seu respectivo filtro. Para t ∈ (0, 1) e {d1, d2, ...} o
conjunto de d´ıgitos 0 e 1 da representac¸a˜o dia´dica de t, definida
por t =
∑∞
j=1 dj2
−j e, definindo as matrizes T0 e T1 como:
T0 = (
√
2h2i−j−1)1≤i,j≤2N−1 T1 = (
√
2h2i−j)1≤i,j≤2N−1,
(4.85)
temos, para um subgrupo {d1, d2, ..., dn}, que:
limn→∞ Td1 ...Tdn
=

φ(t) φ(t) ... φ(t)
φ(t+ 1) φ(t+ 1) ... φ(t+ 1)
: : ... :
φ(t+ 2N − 2) φ(t+ 2N − 2) ... φ(t+ 2N − 2)
.
 . (4.86)
A partir de (4.86), podemos encontrar φ(t), φ(t+1) ,... e φ(t+2N −2) e,
lembrando a relac¸a˜o entre φ e ψ, definida em (4.57), podemos consequ¨ente-
mente encontrar ψ(t) para todo t ∈ R, de forma nume´rica, como mencionado
anteriormente.
Para ilustrar como sa˜o as func¸o˜es φ e ψ, para N = 2, 5, 8, desenhamo-nas
na figura 4.2.
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Figura 4.2: Bases de Daubechies com N = 2, 5, 8
Note que, a medida em que aumentamos a regularidade, isto e´, de N = 2
para N = 8, as func¸o˜es ψ e φ oscilam mais. Uma observac¸a˜o importante
e´ de que qualquer aparente descontinuidade de ψ e φ (principalmente para
N = 2) e´ apenas um artif´ıcio nume´rico, devido a aproximac¸a˜o.
4.5 Estimac¸a˜o Na˜o-parame´trica dos Coefici-
entes
Ate´ agora, a discussa˜o sobre Ondaletas se manteve em suas caracter´ısticas
matema´ticas. Nesta e na pro´xima sec¸a˜o, discorreremos sobre o procedimento
estat´ıstico de estimac¸a˜o na˜o-parame´trica baseada em ondaletas. Relem-
brando o que foi discutido na sec¸a˜o 4.3.4, sabemos que podemos decompor
qualquer func¸a˜o f quadrado-integra´vel da seguinte forma:
f(t) =
∑
k∈Z
αj0,kφj0,k(t) +
∑
j≥j0∈Z
∑
k∈Z
βj,kψj,k(t). (4.87)
Enta˜o, estimar essa func¸a˜o f de interesse equivale a estimar os coeficientes
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em questa˜o. Portanto, estamos interessados em encontrar estimadores para
os coeficientes αj,k e βj,k. A construc¸a˜o de algoritmos para obter tais estima-
dores depende da natureza da amostra {Xti}i=1,..,n de uma func¸a˜o f(·), com
t0 = 0 e tn = T . Vamos supor, nesta dissertac¸a˜o, que o esquema amostral
utilizado foi de amostragem regular, com um intervalo de amostragem fixo,
definido por ∆ e que o tamanho da amostra e´ uma poteˆncia de 2, ou seja,
n = 2J , para algum J ∈ N. E´ importante salientar que tratamos a amostra
Xti = f(ti) como se na˜o houvesse ru´ıdo. Antes de definirmos o algoritmo
utilizado para obter estimavas dos coeficientes, iremos discutir a questa˜o do
n´ıvel de resoluc¸a˜o quando se trabalha com uma amostra.
4.5.1 Nı´veis de Resoluc¸a˜o Mı´nimo e Ma´ximo
Quando estamos utilizando uma amostra para estimar os coeficientes,
diferentemente do que ocorre teoricamente, existe um n´ıvel ma´ximo j1 de
resoluc¸a˜o, que e´ definido como sendo a pro´pria amostra, ou seja, na˜o po-
demos obter uma resoluc¸a˜o maior do que aquela definida pela amostra em
si. Como consequ¨eˆncia do tamanho finito da amostra, tambe´m existe um
nu´mero ma´ximo de coeficientes que podem ser estimados, limitando-se a es-
colha do n´ıvel j0 definido em (4.87). Na pra´tica, pore´m, essas restric¸o˜es
causadas pela amostra na˜o trazem grande preju´ızo. Baseando-se em uma
amostra, podemos reescrever (4.87) como:
f(t) '
∑
k∈Z
αj0,kφj0,k(t) +
j1∑
j=j0
∑
k∈Z
βj,kψj,k(t). (4.88)
onde j0 e j1 sa˜o, respectivamente, os n´ıveis mı´nimo e ma´ximo de resoluc¸a˜o.
Para definir o n´ıvel mı´nimo de resoluc¸a˜o j0, ou seja, em qual subespac¸o Vj0
vamos projetar a func¸a˜o f , podemos utilizar diversos crite´rios, que em sua
maioria, dependem da base de Ondaletas utilizada. Nessa dissertac¸a˜o, uti-
lizamos como crite´rio escolher o n´ıvel j0 tal que o suporte da func¸a˜o-escala
φj0,k(t) contenha o intervalo de amostragem, ou seja, utilizando as suposic¸o˜es
que fizemos no in´ıcio dessa sec¸a˜o, com relac¸a˜o a` amostragem utilizada, que-
remos que j0 seja o menor valor de j cujo suporte de φj,k(t) contenha o
intervalo [0, T ]. Trabalhando especificamente com as bases Daubechies(N) e
lembrando que o suporte da func¸a˜o-escala nesse caso e´ de tamanho 2N − 1,
e´ fa´cil ver que escolhemos o n´ıvel j0 tal que:
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j0 = dlog2(2N − 1)e. (4.89)
4.5.2 Algoritmo de Cascata
Levando-se em conta que existe um n´ıvel mı´nimo (j0) e ma´ximo (j1) de
resoluc¸a˜o, vamos, a seguir, definir o algoritmo de cascata para estimar os
coeficientes αj,k e βj,k. Na pra´tica utiliza-se o algoritmo piramidal, que e´
uma caso especial do algoritmo de cascata e e´ extremamente eficiente.
Primeiramente, e´ necessa´rio escolher qual base de Ondaletas vai ser uti-
lizada. Assim, podemos considerar que os seus respectivos filtros {hk}k∈R e
{gk}k∈R sejam conhecidos e teˆm tamanho 2N , ale´m de conhecermos φ(t) e
ψ(t), para todo ponto t de interesse.
O algoritmo de cascata e´ um algoritmo recursivo, que depende das duas
igualdades ba´sicas definidas em (4.91) e (4.92). Lembrando que, em (4.43),
temos:
φj−1,k(t) = 2
j−1
2 φ(2j−1t− k) = 2 j−12
∑
l∈Z
hlφ1,l(2
j−1t− k)
= 2
j
2
∑
l∈Z
hlφ(2
jt− 2k − l) =
∑
l∈Z
hlφj,2k−l(t), (4.90)
fazendo-se a transformac¸a˜o y = 2k + l, obtemos de (4.90):
φj−1,k(t) =
∑
y∈Z
hy−2kφj,y(t). (4.91)
De forma ana´loga a (4.91), obtemos:
ψj−1,k(t) =
∑
y∈Z
gy−2kφj,y(t). (4.92)
Denotando PVjf(t) como a projec¸a˜o ortogonal de f(t) em Vj e PWjf(t)
como a projec¸a˜o ortogonal de f(t) em Wj temos que:
PVjf(t) =
∑
l
αj,lφj,l(t) = PVj−1f(t) + PWj−1f(t)
=
∑
k
αj−1,kφj−1,k(t) +
∑
k
βj−1,kψj−1,k(t). (4.93)
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Utilizando-se as equac¸o˜es (4.91) e (4.93) e a ortogonalidade entre φj,k
e ψj,k, obtemos a seguinte equac¸a˜o recursiva para os coeficientes de apro-
ximac¸a˜o:
αj−1,k = < PVjf, φj−1,k >L2
= < PVjf,
∑
y∈Z
hy−2kφj,y >L2
=
∑
y∈Z
hy−2k < PVjf, φj,y >L2
=
∑
y∈Z
hy−2kαj,y, k = 0, 1, ..., N − 1. (4.94)
De forma ana´loga a (4.94), obtemos a equac¸a˜o recursiva para os coefici-
entes de detalhe:
βj−1,k =
∑
y∈Z
gy−2kαj,y, k = 0, 1, ..., N − 1. (4.95)
Podemos obter tambe´m equac¸o˜es iguais a (4.94) e (4.95) so´ que para
reconstruc¸a˜o, ou seja, se conhecemos os coeficientes de um n´ıvel inferior,
podemos obter os coeficientes do pro´ximo n´ıvel.
Note que, utilizando (4.94) e (4.95) e com o aux´ılio dos filtros {hk}k∈R e
{gk}k∈R podemos encontrar recursivamente todos os coeficientes αj,k e βj,k.
No entanto, primeiramente, temos que estimar os coeficientes αj1,k do n´ıvel
ma´ximo de resoluc¸a˜o, j1. Para isso, utilizamo-nos dos estimadores emp´ıricos
desses coeficientes, definidos por:
αj1,k =
n∑
i=1
Xtiφj1,k(ti), k = 0, 1, ..., N − 1. (4.96)
4.6 Encolhimento da Estimativa por Ondale-
tas
O encolhimento da estimativa de Ondaletas se refere a` reconstruc¸a˜o da
func¸a˜o f que fora decomposta, utilizando os coeficientes de Ondaletas enco-
lhidos, ou seja, criando-se um crite´rio para reduzir o tamanho dos coeficientes
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estimados e, a partir destes, reconstruir-se a func¸a˜o. Na pra´tica, o encolhi-
mento da func¸a˜o no domı´nio de Ondaletas equivale a uma suavizac¸a˜o da
func¸a˜o no domı´nio do tempo.
4.6.1 Te´cnica de Encolhimento por Limiar
O encolhimento da estimativa de Ondaletas e´ muito utilizado na pra´tica,
seja para retirar o ru´ıdo de um sinal ou suavizar a estimativa, entre outras
utilidades. Nesta dissertac¸a˜o, limitar-nos-emos a discutir a te´cnica de enco-
lhimento na˜o-linear mais simples, conhecida como encolhimento por limiar.
A te´cnica consiste basicamente em duas regras de encolhimento por limiar,
a dura e a suave.
Definic¸a˜o 4.6.1 (Encolhimento Duro).
O encolhimento duro de um coeficiente qualquer ci,j utilizando o
limiar λ > 0 e´:
δd(ci,j, λ) = ci,j1(|ci,j |>λ). (4.97)
Definic¸a˜o 4.6.2 (Encolhimento Suave).
O encolhimento suave de um coeficiente qualquer ci,j utilizando o
limiar λ > 0 e´:
δs(ci,j, λ) = (ci,j − sinal(ci,j)λ)1(|ci,j |>λ). (4.98)
Podemos determinar o limiar λ de diversas maneiras, dependendo do inte-
resse, para detalhes veja (Vidakovic 1999) e (Donoho, Johnstone, Kerkyacha-
rian and Pickard 1993). Um limiar muito utilizado, conhecido como limiar
universal, e´ σ
√
2 log n, onde σ e´ o desvio-padra˜o dos coeficientes utilizados.
Na subsec¸a˜o 4.6.2, definimos um outro limiar, de grande utilidade e interpre-
tabilidade.
4.6.2 Encolhimento por Limiar Usando a Curva de Lo-
rentz
Para a definic¸a˜o do limiar discutido nesta subsec¸a˜o, utiliza-se basicamente
a noc¸a˜o de retenc¸a˜o de energia do sinal. Definimos a energia total de um
sinal f como sendo ‖f‖2L2 . Assim, na transformac¸a˜o de Ondaletas, a energia
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total do sinal equivale a` soma de todos os coeficientes βj,k ao quadrado,
como podemos ver pela seguinte igualdade, que e´ obtida de maneira similar
a` identidade de Parseval:
‖f‖2L2 =
∫
R
f 2(t)dt =
∑
j
∑
k
β2j,k. (4.99)
De (4.99), fica claro que cada n´ıvel da decomposic¸a˜o de Ondaletas e´ res-
ponsa´vel por uma parcela da energia total. Para analisar a energia da trans-
formac¸a˜o, e´ interessante utilizar a curva de Lorentz, em termos dos compo-
nentes da energia, ja´ que a mesma representa a distribuic¸a˜o da contribuic¸a˜o
relativa de cada n´ıvel para a energia total.
Definic¸a˜o 4.6.3 (Curva de Lorentz).
Sejam {βj,k : j = 0, .., n k ∈ Z} os coeficientes de um sinal f . A
Curva de Lorentz baseada nos componentes de energia e´:
L(p) =
bnpc∑
j=0
∑
k
β2j,k
n∑
j=0
∑
k
β2j,k
=
bnpc∑
j=0
d2j
n∑
j=0
d2j
, p ∈ [0, 1], (4.100)
onde d2j =
∑
k β
2
j,k.
Teorema 4.6.1 (Meyer).
Uma func¸a˜o f pertence a` classe funcional Cs(R) se e somente se
os coeficientes de Ondaletas de uma ana´lise de Multi-Resoluc¸a˜o
de regularidade r satisfazem:
|βj,k| ≤ C2−j/22−j(r∧s). (4.101)
Pelo Teorema 4.6.1, percebe-se que a transformac¸a˜o de Ondaletas con-
centra quase toda a energia nos primeiros n´ıveis da transformac¸a˜o. Em
princ´ıpio, segundo a concepc¸a˜o do teorema de Meyer, dever´ıamos observar
nas aplicac¸o˜es concentrac¸o˜es extremas de energia no primeiros n´ıveis. No
entanto, temos a situac¸a˜o descrita a seguir.
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Proposic¸a˜o 4.6.1. Seja ψ(·) a ondaleta-ma˜e da base Daube-
chies N. Enta˜o:
BN = min
x∈R
max
k
ψ20,k(x) (4.102)
e´ estritamente positivo.
Teorema 4.6.2. Seja d̂
2
j o estimador por Ondaletas de d
2
j . Enta˜o,
para j grande:
d̂
2
j ≥
BN2
j
Cn
, (4.103)
onde BN esta´ definido em (4.102), n e´ o tamanho da amostra, C
e´ uma constante e d̂
2
j =
∑
k
β̂2j,k
n .
A primeira vista, os teoremas 4.6.1 e 4.6.2 parecem contradito´rios, mas,
na realidade, o teorema 4.6.1 mostra como os coeficientes da decomposic¸a˜o
por Ondaletas deveriam se comportar idealmente, enquanto o teorema 4.6.2
mostra a penalizac¸a˜o que ocorre nas estimativas se estimarmos muitos n´ıveis.
Ou seja, os erros das estimativas dos coeficientes se concentram nas estimati-
vas dos n´ıveisWj com j muito grande, causando o interesse de manter alguns
n´ıveis Wj e na˜o todos os poss´ıveis n´ıveis.
Levando-se em cosiderac¸a˜o os teoremas 4.6.1 e 4.6.2, discutidos em (Pi-
nheiro and Vidakovic 1997), podemos definir um me´todo simples para deter-
minar quais n´ıveisWj permanecera˜o na ana´lise, utilizando a curva de Lorentz
emp´ırica.
Definic¸a˜o 4.6.4 (Curva de Lorentz Emp´ırica).
Sejam {β̂j,k : j = 0, .., n k ∈ Z} os coeficientes estimados de um
sinal f , a curva de Lorentz emp´ırica baseada nos componentes de
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energia e´:
L̂(p) =
bnpc∑
j=0
∑
k
β̂2j,k
n∑
j=0
∑
k
β̂2j,k
=
bnpc∑
j=0
d̂2j
n∑
j=0
d̂2j
, p ∈ [0, 1], (4.104)
onde d̂2j =
∑
k β̂
2
j,k.
A curva de Lorentz emp´ırica tem um comportamento diferente da curva
teo´rica, justamente por causa do teorema 4.6.2. Assim, se desenharmos L̂(p)
para todos os poss´ıveis n´ıveis, os menores n´ıveis se comportara˜o como na
curva teo´rica. Conforme aumentamos os n´ıveis, a curva comec¸ara´ a se com-
portar conforme o teorema 4.6.2, crescendo exponencialmente. Enta˜o, o
me´todo para escolher quais n´ıveis Wj devem ser mantidos na ana´lise, uti-
lizando a curva de Lorentz emp´ırica, consiste basicamente em determinar
qual o n´ıvel Wj onde se inicia o crescimento exponencial da curva e definir
esse n´ıvel como ma´ximo. Denotaremos tal n´ıvel por Wj1 . Para evitar que
poucos n´ıveis sejam mantidos na ana´lise, pode se determinar um nu´mero
mı´nimo de n´ıveis mantidos. Podemos determinar o nu´mero mı´nimo de n´ıveis
de maneira automa´tica, utilizando como crite´rio um limite para raza˜o das
energias de cada n´ıvel subsequ¨ente, pois quando essa raza˜o e´ maior que 1,
a curva de Lorentz cresce. No cap´ıtulo 6, utilizamos os valores 1 e 3 como
limites para essa raza˜o.
Apo´s a definic¸a˜o de quantos n´ıveis sera˜o mantidos na reconstruc¸a˜o, temos
a tarefa de ajustar os coeficientes desses n´ıveis restantes.
Definic¸a˜o 4.6.5 (Limiar 1 pela Curva de Lorentz).
Definimos o limiar baseado na curva de Lorentz, utilizando um
paraˆmetro κ, para uma sequ¨eˆncia de coeficientes {βj,k : j = 0, .., n
k ∈ Z} como:
βlimj,k = δ
d(βj,k, κd
2
) = βj,k1(β2j,k>κd
2
)
, (4.105)
onde d
2
=
n∑
j=0
∑
k
β2j,k
n .
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O paraˆmetro κ utilizado no limiar definido em 4.6.5 e´ muito importante
para obtenc¸a˜o de bons resultados. Ele pode ser interpretado como uma forma
de ponderar dois objetivos conflitantes, ao se realizar a limiarizac¸a˜o dos coefi-
cientes: preservar ao ma´ximo a energia da transformac¸a˜o ou obter a ma´xima
parcimoˆnia 1, ou seja, se temos dois limiares concorrendo, e ambos produzem
resultados semelhantes, ficamos com aquele mais simples, que neste caso e´
aquele que resultar em menos coeficientes.
Claramente, para preservar a energia da transformac¸a˜o, utilizamos κ < 1,
admitindo que coeficientes menores tambe´m continuem na ana´lise e, con-
sequ¨entemente, preservando a energia da mesma. Ja´ para atingir o objetivo
de ma´xima parcimoˆnia, devemos utilizar um κ > 1, dificultando que coefici-
entes pequenos sejam preservados, tornando a ana´lise mais simples. Note que
podemos repartir o domı´nio do paraˆmetro κ em treˆs casos, [0, 1) que priori-
tariamente preserva a energia, (1,∞) que torna a ana´lise mais parcimoniosa
e {1}, que na˜o outorga prefereˆncia a` parcimoˆnia ou retenc¸a˜o de energia. Por
exemplo, κ = 0.5 tem motivac¸a˜o com relac¸a˜o a` energia equivalente a κ = 2
para a parcimoˆnia.
O limiar definido em 4.6.5 na˜o leva em considerac¸a˜o a qual n´ıvel o coefici-
ente a ser encolhido pertence. Seria interessante estudar tambe´m um limiar
que levasse em conta a diferenc¸a de tamanho dos coeficientes de diferentes
n´ıveis, exatamente o que e´ proposto pelo limiar definido abaixo.
Definic¸a˜o 4.6.6 (Limiar 2 pela Curva de Lorentz).
Definimos o limiar baseado na curva de Lorentz, utilizando os
paraˆmetros κ e κj, para uma sequ¨eˆncia de coeficientes {βj,k : j =
0, .., n k ∈ Z} como:
βlimj,k = δ
d(βj,k, κd
2
) = βj,k1(β2j,k>κd
2
+κjd
2
j )
, (4.106)
onde d
2
=
n∑
j=0
∑
k
β2j,k
n e d
2
j =
∑
k
β2j,k
n .
Para interpretar esta reparametrizac¸a˜o utilizada no limiar 4.6.6, e´ inte-
ressante desenvolver a seguinte igualdade para um j ′ qualquer:
1Nesse contexto, parcimoˆnia significa economizar coeficientes.
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κd
2
+ κjd
2
j′ =
(nj′
n
κ+ κj
)
d
2
j′ + κd
2
−j′ , (4.107)
onde nj e´ o nu´mero de coeficientes no n´ıvel Wj, n e´ o nu´mero total de
coeficientes, d
2
j′ =
∑
k β
2
j′,k
n
e d
2
−j′ =
∑n
j=0;j 6=j′
∑
k β
2
j,k
n
.
Assim, de (4.107), e´ fa´cil perceber que, ao incluir o paraˆmetro κj na
ana´lise, estamos aumentando a influeˆncia da me´dia dos coeficientes do n´ıvel
Wj′ ao quadrado (d
2
j′) no limiar. Logo, para cada n´ıvel Wj′ mudamos o peso
dessa me´dia pelo fator
nj′
n
κ, o que e´ bastante razoa´vel, pois os coeficientes
de cada n´ıvel teˆm maior influeˆncia na definic¸a˜o de quais coeficientes desse
mesmo n´ıvel devem permanecer.
Assim, utilizando os me´todos definidos na subsec¸a˜o 4.6.2 e utilizando o
n´ıvel mı´nimo Wj0 definido em (4.89), a estimativa definitiva por Ondaletas
de uma func¸a˜o f(·) em L2(R) e´:
f(t) =
∑
k∈Z
α̂j0,kφj0,k(t) +
j1∑
j=j0
∑
k∈Z
β̂limj,k ψj,k(t) (4.108)
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Cap´ıtulo 5
Estimac¸a˜o Na˜o-Parame´trica da
Volatilidade
Neste cap´ıtulo, discutiremos alguns me´todos na˜o-parame´tricos por onda-
letas e por func¸a˜o-nu´cleo, para se estimar a volatilidade do modelo de difusa˜o
definido por (2.31). Como mostramos na sec¸a˜o 2.5, a volatilidade desse mo-
delo de difusa˜o e´ justamente a func¸a˜o σ2(t). Nesta dissertac¸a˜o, trabalharemos
com a volatilidade determin´ıstica, isto e´, σ2(t) em vez de σ2(t,Xt). As de-
monstrac¸o˜es esta˜o resumidamente expostas em (Genon-Catalot et al. 1992)
e (Florens-Zmirou 1993) e desenvolveremos seus detalhes no apeˆndice.
5.1 Estimador de σ2(t) por Func¸a˜o-nu´cleo
Suponha o seguinte modelo de difusa˜o :
dXt = b(t,Xt)dt+ σ(t,Xt)dWt, t ∈ [0, T ], (5.1)
com func¸o˜es b(·, ·) e σ(·, ·) desconhecidas e P (X0 = x0) = 1.
Supondo que observamos o processo Xt definido por (5.1), com T = 1,
nos instantes (t1, ..., tn) para ti = i∆, onde ∆ e´ o intervalo amostral, podemos
definir, sem perda de generalidade (em T), o estimador de σ2(·) a seguir, que
foi proposto por (Florens-Zmirou 1993).
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Definic¸a˜o 5.1.1 (Estimador por Func¸a˜o-nu´cleo).
O estimador por func¸a˜o-nu´cleo para a volatilidade σ2(t), definida
em (5.1), e´ dado por:
Sn(t) =
n−1∑
i=1
Kh(Xti − t)n−1[Xti+1 −Xti ]2
n∑
i=1
Kh(Xti − t)
. (5.2)
Note que o estimador definido em (5.2) e´ equivalente ao estimador de
Nadaraya-Watson de Regressa˜o por func¸a˜o-nu´cleo, fazendo-se Yi = n
−1[Xti+1−
Xti ]
2. Esse resultado de certa forma e´ intuitivo pois na˜o observamos o pro-
cesso continuamente e a melhor estimativa para a variaˆncia instantaˆnea e´
obtida utlizando-se observac¸o˜es subsequ¨entes. Nesse caso, a melhor estima-
tiva e´ [Xti+1 −Xti ]2. A seguir, enunciaremos um resultado assinto´tico desse
estimador e algumas condic¸o˜es necessa´rias.
Teorema 5.1.1. Seja σ2(t) dada por (5.1) e Sn(t) por (5.2). Su-
ponha que b(·) e´ limitada, duas vezes diferencia´vel, com derivadas
limitadas e que a func¸a˜o σ(·) tenha treˆs derivadas cont´ınuas e li-
mitadas e que existam duas constantes k e K tais que 0 < k ≤
σ(t) ≤ K. Se nh3 → 0, enta˜o:
√
nh
(
Sn(t)
σ2(t)
− 1
)
D→ L−1/2(t)Z, (5.3)
onde Z e´ uma distribuic¸a˜o normal padra˜o independente de L(t) e
L(t) = lim
δ→0
1
2δ
∫ 1
0
1(|Xs−t|<δ)ds. (5.4)
Na˜o sa˜o conhecidos resultados assinto´ticos envolvendo o erro quadra´tico
integrado, para o estimador em (5.2), ta˜o gerais quanto o teorema 5.1.1.
Assim, enunciaremos um resultado que vale somente para func¸o˜es-nu´cleo
definidas por func¸o˜es indicadoras simples, como por exemplo, 1[−1,0](t) e
1[−1/2,1/2](t), que reduzem o estimador em (5.2), respectivamente, aos es-
timadores de me´dia mo´vel SMMn (t) e de me´dia mo´vel centrada S
MMC
n (t),
definidos a seguir. Ambos esses estimadores foram propostos por (Bertrand
1996).
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Definic¸a˜o 5.1.2 (Estimador de Me´dia Mo´vel).
O estimador SMMn (·) de me´dia mo´vel, da func¸a˜o de volatilidade
σ2(·), definida em (5.1), e´:
SMMn (t) =
n−1∑
j=0
(
A−1∑
i=1
[Xtj−i+1 −Xtj−i ]2
)
1[tj ,tj+1)(t)
A∆
, (5.5)
onde A indica quantas observac¸o˜es sera˜o utilizadas para se esti-
mar um u´nico ponto da func¸a˜o σ2(·) e ∆ e´ o intervalo amostral.
Definic¸a˜o 5.1.3 (Estimador de Me´dia Mo´vel Centrada).
O estimador SMMCn (·) de me´dia mo´vel centrada, da func¸a˜o de
volatilidade σ2(·), definida em (5.1), e´:
SMMCn (t) =
n−1∑
j=0
 A2 −1∑
i=−A
2
[Xtj−i+1 −Xtj−i ]2
1[tj ,tj+1)(t)
A∆
, (5.6)
onde A indica quantas observac¸o˜es sera˜o utilizadas para se esti-
mar um u´nico ponto da func¸a˜o σ2(·) e ∆ e´ o intervalo amostral.
Os resultados a seguir sera˜o definidos para SMMCn (t), pore´m e´ interessante
salientar que valem tambe´m para SMMn (t), ja´ que
SMMn (t+
A
2∆
) = SMMCn (t).
Primeiramente, utilizaremos a seguinte decomposic¸a˜o do estimador SMMCn (t),
obtida atrave´s da decomposic¸a˜o de Itoˆ, definida em (2.3.1), do termo [Xs −
Xti ]
2.
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Proposic¸a˜o 5.1.1. Seja SMMCn (·) o estimador de me´dia mo´vel
centrada da func¸a˜o de volatilidade σ2(·) definida em (5.1). Se
b(·, ·) e σ(·) satisfizerem as condic¸o˜es de regularidade 4, na sec¸a˜o
A.5, enta˜o podemos decompor SMMCn (·) da seguinte forma:
SMMCn (t) = S
MMC
A,∆ (t) =MA,∆(t) +NA,∆(t) +DA,∆(t), (5.7)
onde:
MA,∆(t) =
n−1∑
j=0
 A2∑
i=−A
2
∫ ti+j+1
ti+j
σ2(s)ds
1[tj ,tj+1)(t)
A∆
,
NA,∆(t) = 2
n−1∑
j=0
 A2∑
i=−A
2
∫ ti+j+1
ti+j
σ(s)
[∫ s
ti+j
σ(u)dWu
]
dWs
1[tj ,tj+1)(t)
A∆
e
DA,∆(t) =
n−1∑
j=0
 A2∑
i=−A
2
∫ ti+j+1
ti+j
b(s,Xs)(Xs −Xti)ds
1[tj ,tj+1)(t)
A∆
+
n−1∑
j=0
 A2∑
i=−A
2
∫ ti+j+1
ti+j
σ(s)
[∫ s
ti+j
b(u,Xu)du
]
dWs
1[tj ,tj+1)(t)
A∆
.
O paraˆmetro A indica quantas observac¸o˜es sera˜o utilizadas para
se estimar um u´nico ponto da func¸a˜o σ2(·) e ∆ e´ o intervalo
amostral.
Na decomposic¸a˜o descrita na proposic¸a˜o 5.1.1, o termo MA,∆(t) e´ a soma
das me´dias de σ2(t) nos intervalos amostrais [ti, ti+1). Se o coeficiente de
n´ıvel b(·, ·) = 0, enta˜o o termo MA,∆(t) representa o v´ıcio do erro quadra´tico
me´dio integrado. Na proposic¸a˜o 3.2 de (Bertrand 1996), temos que,
∀t, lim
A∆→0
|MA,∆(t)− σ2(t)| = 0,
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se a func¸a˜o σ(·) satisfaz as condic¸o˜es de regularidade 5, na sec¸a˜o A.6.
O termo NA,∆(t), da mesma decomposic¸a˜o, tambe´m pode ser interpretado
como a soma das me´dias de σ2(t), pore´m em intervalos infinitesimais. Se o
coeficiente de n´ıvel b(·, ·) = 0, enta˜o o termo NA,∆(t) representa a variaˆncia
do erro quadra´tico me´dio integrado. Na proposic¸a˜o 3.4 de (Bertrand 1996),
temos que,
∀t, lim
A→∞
E|NA,∆(t)|2 = 0,
se as func¸o˜es σ(·) e b(·, ·) satisfizerem as condic¸o˜es de regularidade 4, na sec¸a˜o
A.5.
Finalmente, DA,∆(t) possui todos os termos referentes ao coeficiente de
n´ıvel; assim, se b(·, ·) = 0, ele tambe´m e´ nulo. Na proposic¸a˜o 3.3 de (Bertrand
1996), temos que,
∀t, lim
∆→0
E|DA,∆(t)|2 = 0,
se as func¸o˜es σ(·) e b(·, ·) satisfizerem as condic¸o˜es de regularidade 4 e 6, nas
sec¸o˜es A.5 e A.7, respectivamente.
E´ importante ressaltar que, com esses resultados descritos nos para´grafos
anteriores, a consisteˆncia do estimador SMMCn (t) e´ bastante clara, para todo
ponto de continuidade σ2(t) e para aqueles pontos onde exista o limite a`
esquerda, ou seja, σ2(t−) = limx↗t σ2(x).
Para derivar um resultado assinto´tico do erro quadra´tico me´dio integrado
(EQMI) do estimador SMMCn (t), e´ preciso tomar mais uma restric¸a˜o. Vamos
supor que a func¸a˜o σ(·, Xt) seja determin´ıstica, ou seja, ela e´ uma func¸a˜o
somente do tempo, e ela sera´ reescrita como σ(·).
Proposic¸a˜o 5.1.2. Seja SMMCn (t) o estimador por func¸a˜o-nu´cleo
de σ2(t). Se b(·, ·) e σ(·) satisfizerem as condic¸o˜es de regularidade
4 e 6, nas sec¸o˜es A.5 e A.7, respectivamente, e a func¸a˜o peso w(·)
do EQMI definida em (3.2.3) for constante em todo intervalo
amostral [ti, ti+1), enta˜o:
EQMIA,∆ = E
(∫ T
0
w(t)
[
MA,∆(t)− σ2(t)
]2
dt
)
+ E
(∫ T
0
w(t)N 2A,∆(t)dt
)
+ ²
= EA,∆1 + E
A,∆
2 + ²,
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com
|²| ≤ C∆
√
EA,∆1 + E
A,∆
2 , (5.9)
onde C e´ uma constante apropriada.
Assim, utilizando o resultado da proposic¸a˜o 5.1.2 e das proposic¸o˜es 3.2,
3.4 e 4.3 de (Bertrand 1996), podemos obter o seguinte resultado.
Proposic¸a˜o 5.1.3. Seja SMMCn (t) o estimador por func¸a˜o-nu´cleo
de σ2(t). Se σ(·) satisfizer as condic¸o˜es de regularidade 7, na
sec¸a˜o A.8, e a func¸a˜o peso w(·) do E.Q.M.I. definida em (3.2.3)
for constante em todo intervalo amostral [ti, ti+1), enta˜o:
EQMIA,∆ = ∆
n−A∑
j=A
σ2(tj)−
∑j+A
2
i=j−A
2
σ2(ti)
A

2
+
2∆
n−1∑
j=0
j+A
2∑
i=j−A
2
w(ti)σ
4(tj)
A2
. (5.10)
Assim, podemos ver que, pela proposic¸a˜o 5.1.3, se ∆ → 0, A → ∞ e
A∆→ 0,
EQMIA,∆ → 0.
5.2 Estimador Linear de σ2(t) por Ondaletas
No cap´ıtulo 4, introduzimos a teoria de Ondaletas e discutimos como
utiliza´-las para obter estimativas para uma func¸a˜o f que pertenc¸a a L2(R).
Agora, discutiremos como obter estimativas para a volatilidade σ2(t), de uma
equac¸a˜o diferencial estoca´stica definida da seguinte forma:
dXt = b(t,Xt)dt+ σ(t)dWt, (5.11)
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onde P (X0 = x0) = 1.
Na equac¸a˜o (5.11), assume-se que as func¸o˜es σ(t) (coeficiente de difusa˜o)
e b(t,Xt) sejam determin´ısticas e desconhecidas. Estamos interessados em
obter um estimador na˜o-parame´trico σˆ2(t) de σ2(t), para t²[0, T ], a partir de
uma amostra discreta do processo cont´ınuo definido em (5.11). Uma amostra
de tamanho n e´ observada em intervalos de tempo equ¨idistantes, ti = i2
−n,
onde i = 0, 1, ..., N = [2nT ], ou seja, observamos o processo no intervalo de
tempo [0, T ] com intervalo de amostragem definido por 4n = 2−n.
E´ importante salientar que os resultados teo´ricos que sera˜o enunciados
nesta sec¸a˜o teˆm validade considerando as suposic¸o˜es (5.13) abaixo, com res-
peito a`s func¸o˜es b(·, ·) e σ(·), da equac¸a˜o diferencial estoca´stica definida em
(5.11). Primeiramente, vamos definir o espac¸o funcional Cm:
Definic¸a˜o 5.2.1 (Espac¸o Funcional Cm).
O espac¸o funcional Cm, para m > 0, e´ tal que:
Cm =
{
f²L2(R),
∫
|f̂(w)|(1 + |w|)1+mdw <∞
}
, (5.12)
onde f̂(w) representa a transformada de Fourier da func¸a˜o f .
Pela definic¸a˜o 5.2.1, qualquer func¸a˜o que pertenc¸a ao espac¸o Cm, com
m²N, e´ m vezes diferencia´vel.
Imporemos, a seguir, um conjunto de condic¸o˜es em b(·, ·) e σ(·) que nos
permite utilizar resultados assinto´ticos para σ̂2(t), encontrados em (Genon-
Catalot et al. 1992).
(i) - A func¸a˜o b(·, ·) pertence a` classe C1([0,+∞)× R);
(ii) - Para todo T , existe uma constante KT tal que
∀t ² [0, T ], | b(t, u) |≤ KT (1+ | u |);
(iii) - A func¸a˜o σ(·) pertence a` classe Cm([0,∞)),
com m ≥ 1, e σ(t) e´ positiva, para todo t ≥ 0.
 (5.13)
Sob (5.13), com m ≥ 0, a soluc¸a˜o de (5.11) e´ u´nica no intervalo [0,∞).
Como estaremos trabalhando com uma A.M.R r-regular em L2(R) e a func¸a˜o
σ(·) na˜o precisa necessariamente pertencer a L2(R), iremos substitu´ı-la por
uma nova func¸a˜o σ¯(·) ² L2(R), tal que:
88 CAPI´TULO 5. ESTIMAC¸A˜O DA VOLATILIDADE
σ¯(t) = σ(t), ∀t²[0, T ]. (5.14)
Mantendo a relac¸a˜o entre estas duas func¸o˜es, vamos supor que a nova
func¸a˜o σ¯(t) tambe´m pertenc¸a a Cm(R) e que seu suporte esteja contido em
[−², T + ²], para algum ² ≥ 0. Para efeitos pra´ticos, as duas func¸o˜es sa˜o
iguais, sendo que a difusa˜o do processo Xt definida por (5.11) e´ a mesma que
aquela do processo X¯t definida por:
dX¯t = b(t, X¯t)dt+ σ¯(t)dWt, X¯0 = x. (5.15)
A fim de simplificar a notac¸a˜o, utilizaremos simplesmente σ(·). Na sequ¨eˆncia
desta sec¸a˜o, iremos obter uma estimador para a projec¸a˜o de σ(t) em Vj(n),
onde o n´ıvel j(n) e´ associado com cada tamanho de amostra, com j(n) →
+∞, conforme n → +∞. Utilizando o resultado obtido em (4.56), com
j0 = j(n), podemos decompor a func¸a˜o σ
2(·) da seguinte forma:
σ2(t) =
∑
k²Z
µj(n),kφj(n),k(t) +
∑
j≥j(n)²Z
∑
k²Z
νj,kψj,k(t). (5.16)
O estimador empirico de µj,k e´ dado por:
µˆj,k =
N−1∑
i=0
φj,k(ti)(Xti+1 −Xti)2 (5.17)
Desta forma, definimos o estimador de σ2(t) no n´ıvel j(n) como sendo:
σˆ2(t) =
∑
k²Z
µˆj(n),kφj(n),k(t)
=
∑
k²Z
(
N−1∑
i=0
φj,k(ti)(Xti+1 −Xti)2
)
φj(n),k(t). (5.18)
O estimador, definido em 5.18, foi proposto por (Genon-Catalot et al.
1992). Enunciaremos a seguir dois resultados importantes que dizem respeito
a esse estimador, detalhando algumas passagens das respectivas provas.
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5.2.0.1 Distribuic¸a˜o Assinto´tica de 2
n
2
∫
h(t)(σˆ2(t)− σ2(t))dt
Estamos interessados em estudar a distribuic¸a˜o assinto´tica da quantidade
2
n
2
∫
h(t)(σˆ2(t) − σ2(t))dt, onde h(·) e´ uma func¸a˜o arbitra´ria qualquer, que
pode ser interpretada como uma func¸a˜o peso e que satisfac¸a:
(iv) - A func¸a˜o h(·) e´ cont´ınua em [0, T ], com suporte compacto
inclu´ıdo em (0, T ), e pertence ao espac¸o de Sobolev
Hm
′
(R), com m′ ≥ 1/2.

(5.19)
Definic¸a˜o 5.2.2 (Espac¸o Funcional Hm(R)).
O espac¸o funcional de Sobolev Hm(R), para m ≥ 0, e´ definido
por:
Hm(R) =
{
f²L2(R),
∫
|f̂(w)|2(1 + |w|2)mdw <∞
}
, (5.20)
onde f̂(w) representa a transformada de Fourier da func¸a˜o f(·).
Como a func¸a˜o h(·) pertence ao espac¸o funcional Hm′ , podemos escrever
sua projec¸a˜o ortogonal no n´ıvel j(n) como sendo:
h(t) =
∑
k²Z
αj(n),kφj(n),k(t) +
∑
j≥j(n)²Z
∑
k²Z
βj,kψj,k(t). (5.21)
Das expresso˜es (5.16),(5.18) e (5.17), podemos fatorar
∫
h(t)(σˆ2(t) −
σ2(t))dt da seguinte forma, utilizando as propriedades da decomposic¸a˜o de
Ondaletas descrita no cap´ıtulo 4.
Proposic¸a˜o 5.2.1. Seja h(·) a func¸a˜o-peso definida em (C4) e
σˆ2(·) o estimador definido em (5.18). Podemos realizar a seguinte
decomposic¸a˜o de
∫
h(t)(σˆ2(t)− σ2(t))dt:∫
h(t)(σˆ2(t)− σ2(t))dt = Zn + Tn, (5.22)
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onde:
Zn =
∑
k²N
αj(n),k(µˆj(n),k − µj(n),k) (5.23)
e
Tn = −
∑
j≥j(n)
∑
k²N
βj,kνj,k. (5.24)
Em (Genon-Catalot et al. 1992), mostra-se que o termo 2
n
2 Tn da fatorac¸a˜o
definida em 5.2.1 converge para 0 se a condic¸a˜o
2
n
2
−j(n)(r∧m+r∧m′) = O(1)
for satisfeita, onde o paraˆmetro r refere-se a` regularidade da ana´lise de multi-
resoluc¸a˜o utilizada. Para obter tal resultado, o Teorema 5.2.1 e´ muito u´til.
Teorema 5.2.1. Seja r²N e (Vj, j²Z) uma ana´lise de multi-resoluc¸a˜o
r-regular de L2(R). Se uma func¸a˜o f pertence ao espac¸o funcional
Hm(R), com −r ≤ m ≤ r, enta˜o:
‖f − Pjf‖m j→∞→ 0, (5.25)
onde Pjf e´ a projec¸a˜o ortogonal de f no n´ıvel Vj.
Assim, temos que trabalhar agora somente com o termo restante Zn da
fatorac¸a˜o definida na proposic¸a˜o 5.2.1. Podemos fatora´-lo tambe´m, utili-
zando a decomposic¸a˜o de Itoˆ em (2.3.1), no cap´ıtulo 2, para o termo
(Xti+1 −Xti)2.
Proposic¸a˜o 5.2.2. Seja Zn o processo definido na proposic¸a˜o
5.2.1. Este processo pode ser fatorado em:
Zn = 2
N−1∑
i=1
∫ ti+1
ti
(Xs −Xti) dXshj(n)(ti) + Cn, (5.26)
onde
Cn =
N−1∑
i=1
∫ ti+1
ti
σ2(s)dshj(n)(ti)−
∫ T
0
hj(n)(s)σ
2(s)ds, (5.27)
sendo hj(n) a projec¸a˜o ortogonal da func¸a˜o h no n´ıvel Vj(n).
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Em (Genon-Catalot et al. 1992), mostra-se que o termo 2
n
2Cn da pro-
posic¸a˜o 5.2.2 converge para 0 se a condic¸a˜o
22j(n)−
n
2 = o(1)
for satisfeita, condic¸a˜o essa equivalente a j(n)− n
4
→ −∞ conforme n→∞.
Portanto, temos que trabalhar somente com o termo restante da fatorac¸a˜o
Zn − Cn. Mais uma vez, iremos decompor esse termo, utilizando para isso
o processo de variac¸a˜o quadra´tica em (2.3.2) e substituindo o processo
{Xt}t²[0,T ] por X0 +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs.
Proposic¸a˜o 5.2.3. Seja Zn − Cn o processo definido pela fa-
torac¸a˜o na proposic¸a˜o 5.2.2. Esse processo pode ser fatorado
como:
Zn − Cn =
5∑
i=1
An,i, (5.28)
onde
An,1 = 2
N−1∑
i=0
hj(n)(ti)
∫ ti+1
ti
b(s,Xs)
(∫ s
ti
b(u,Xu)du
)
ds,
An,2 = 2
N−1∑
i=0
hj(n)(ti)
∫ ti+1
ti
σ(u)(ti+1 − u)dWub(ti, Xti),
An,3 = 2
N−1∑
i=0
hj(n)(ti)
∫ ti+1
ti
(b(s,Xs)− b(ti, Xti))
(∫ s
ti
σ(u)dWu
)
ds,
An,4 = 2
N−1∑
i=0
hj(n)(ti)
∫ ti+1
ti
(∫ s
ti
b(u,Xu)du
)
σ(s)dWs e
An,5 =
N−1∑
i=0
hj(n)(ti)
[(∫ ti+1
ti
σ(u)dWu
)2
−
∫ ti+1
ti
σ2(u)du
]
.
Em (Genon-Catalot et al. 1992), mostra-se que os termos 2
n
2
∑4
i=1An,i
da fatorac¸a˜o definida em 5.2.3 convergem para 0 em probabilidade conforme
n→∞, impondo-se a condic¸a˜o de quem′ > 1/2 para garantir a convergeˆncia
92 CAPI´TULO 5. ESTIMAC¸A˜O DA VOLATILIDADE
do termo 2
n
2An,1. Portanto, temos que verificar a convergeˆncia em distri-
buic¸a˜o do termo restante da fatorac¸a˜o, 2
n
2An,5, para obtermos o resultado de
interesse. Note que podemos reescrever esse termo da seguinte forma:
2
n
2An,5 =
N−1∑
i=0
ξi,n, (5.29)
onde
ξi,n = ∆
−1/2
n hj(n)(ti)
[(∫ ti+1
ti
σ(u)dWu
)2
−
∫ ti+1
ti
σ2(u)du
]
. (5.30)
Utilizando-se da proposic¸a˜o 2.2.2 do cap´ıtulo 2, referente a` distribuic¸a˜o
da integral de Itoˆ, e do Teorema Central do Limite de Liapunov, com
δ = 1, obtemos que:
Proposic¸a˜o 5.2.4. Seja An,5 o termo da decomposic¸a˜o definida
na proposic¸a˜o 5.2.3. Enta˜o:
2
n
2An,5 =
N−1∑
i=0
ξi,n
D→ N
(
0, 2
∫ T
0
σ4(t)h2(t)dt
)
. (5.31)
Assim, obtemos a distribuic¸a˜o assinto´tica da quantidade 2
n
2
∫
h(t)(σˆ2(t)−
σ2(t))dt.
Teorema 5.2.2 (Convergeˆncia do EQI).
Suponha que as condic¸o˜es (C1)-(C4) sejam satisfeitas, que r ∧
m + r ∧ m′ > 2 e que j(n) = [αn] onde 1
2(r∧m+r∧m′) ≤ α < 14 .
Temos a seguinte convergeˆncia em distribuic¸a˜o:
2
n
2
∫
R
h(t)
(
σˆ2(t)− σ2(t)) dt n→∞→ N (0, 2 ∫ T
0
h2(t)σ4(t)dt
)
(5.32)
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5.2.0.2 Propriedades Assinto´ticas do EQMI de σ̂2(t)
Estamos interessados no erro quadra´tico me´dio integrado (EQMI) do es-
timador (5.18), onde a func¸a˜o γ(t) e´ uma func¸a˜o cont´ınua na˜o-negativa, com
suporte [α, β] ⊂ [0, T ]. Inicialmente, o EQMI pode ser fatorado da maneira
usual em:
Rn = E
(∫
R
(σˆ2(t)− σ2(t))2γ(t)dt
)
=
∫
R
(
(Eσˆ2(t))− σ2(t))2 γ(t)dt+ E (∫
R
(
σˆ2(t)− E(σˆ2(t)))2 γ(t)dt)
≤ B2n + sup
t²R
γ(t)E
(∫
R
(
σˆ2(t)− E(σˆ2(t)))2 dt)
= B2n + sup
t²R
γ(t)Dn. (5.33)
Utilizando a fatorac¸a˜o definida em (5.33), enunciaremos o seguinte teo-
rema:
Teorema 5.2.3 (Convergeˆncia do EQMI).
Sob as condic¸o˜es (A1)-(A3) e se j(n)− (n
2
)→ −∞ quando n→
∞, valem as seguintes relac¸o˜es para a fatorac¸a˜o do EQMI :
B2n ≤ C(24j(n)−2n + 2−2j(n)(m∧r) + 2−n) e
Dn = 2
j(n)−n2
∫ T
0
σ4(t)dt+ o(2j(n)−n),
onde a constante C depende somente das func¸o˜es φ, γ e σ2.
5.3 Estimador Na˜o-Linear de σ2(t) por Onda-
letas
No estudo de simulac¸a˜o, na sec¸a˜o 6.1, utilizamos um outro estimador de
σ2(t) por Ondaletas. Ele e´ parecido com aquele proposto em 5.18, pore´m uti-
lizamos um limiar na˜o-linear na estimativas dos coeficientes da decomposic¸a˜o
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por ondaletas, segundo o discutido na sec¸a˜o 4.6. Assim, esse estimador, pro-
posto por no´s, e´ definido como:
Definic¸a˜o 5.3.1 (Estimador Na˜o-Linear por Ondaletas).
O estimador na˜o-linear da volatilidade, por ondaletas, e´ defindo
como:
σˆ2(t) =
∑
k²Z
µ̂j0,kφj0,k(t) +
j1∑
j=j0
∑
k∈Z
β̂limj,k ψj,k(t), (5.34)
onde
µ̂j0,k =
N−1∑
i=0
φj0,k(ti)(Xti+1 −Xti)2
e β̂limj,k e´ a estimativa do paraˆmetro βj,k utilizando o limiar pro-
posto na definic¸a˜o 4.6.6.
Cap´ıtulo 6
Aplicac¸o˜es
Aplicamos comparativamente as te´cnicas na˜o-parame´tricas em duas si-
tuac¸o˜es: numa se´rie real; e num estudo de simulac¸a˜o. Os resultados para a
se´rie real sa˜o apresentados na subsec¸a˜o 6.2. A seguir, descrevemos como o
estudo de simulac¸a˜o foi realizado.
Foram comparados treˆs estimadores por func¸a˜o-nu´cleo com estimadores
por ondaletas. Os estimadores por func¸a˜o-nu´cleo sa˜o o estimador de me´dias
mo´veis (MM) e o estimador de me´dias mo´veis centrado (MMC), apresentados
na sec¸a˜o 5.1, e o estimador por func¸a˜o-nu´cleo normal. Devemos fazer duas
observac¸o˜es importantes:
Observac¸a˜o 1
Realizamos validac¸a˜o cruzada para os estimadores MM e MMC,
mas na˜o para o nu´cleo normal, pois este e´ extremamente caro
computacionalmente e a validac¸a˜o cruzada seria praticamente im-
poss´ıvel. Utilizamos nesse caso o paraˆmetro de escala h = 120,
considerado bom por algumas ana´lises preliminares.
Observac¸a˜o 2
Os resultados assinto´ticos da sec¸a˜o 5.1 teˆm condic¸o˜es que na˜o
sa˜o atendidas pelos estimadores de func¸a˜o-nu´cleo normal mas,
mesmo assim, tornou-se interessante utiliza´-lo por suas excelentes
propriedades em geral.
Os estimadores por ondaletas foram baseados nas bases: Daubechies 2,
Daubechies 5 e Daubechies 8. O processo de encolhimento segue a descric¸a˜o
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Tabela 6.1: Paraˆmetros do Limiar
Combinac¸o˜es κ1 κ2 κ3 κ
Comb 1 2 2 2 2
Comb 2 1 2 3 1
Comb 3 1 3 5 3
Comb 4 .5 0,75 1 1
da sec¸a˜o 4.6.2. Para definic¸a˜o automa´tica do nu´mero de n´ıveis mantidos na
reconstruc¸a˜o utilizamos dois crite´rios, com raza˜o 1 e 3. Quanto aos limiares,
definimos quatro combinac¸o˜es de paraˆmetros {κj}j=1,2,3. e κ, descritos na
tabela 6.1. Embora definamos o paraˆmetro κj somente para treˆs n´ıveis, o
paraˆmetro κ3 e´ utilizado para todos os outros n´ıveis mantidos, assim κj = κ3,
para j = 4, .., j1.
6.1 Estudo de Simulac¸a˜o
Nosso objetivo nesta sec¸a˜o e´ comparar os estimadores na˜o-parame´tricos da
volatilidade, por ondaletas e por func¸a˜o-nu´cleo, no seguinte modelo de di-
fusa˜o:
dXt = b(Xt)dt+ θ(t)h(Xt)dWt X0 = x0 t²[0, T ], (6.1)
com func¸o˜es h(·),b(·) e θ(·) desconhecidas. No nosso caso, h = 1, b = 0, 75−
Xt e θ e´ definida pelo tipo de volatidade.
Como citamos no cap´ıtulo 2, neste caso a volatilidade e´ a func¸a˜o θ2(t).
Na literatura, em espec´ıfico (Bertrand 1996), sabe-se que estimadores na˜o-
parame´tricos de volatilidade diferem principalmente nos saltos de volati-
lidade. Com isto em mente, decidimos definir diferentes func¸o˜es θ(·) na
definic¸a˜o do modelo de difusa˜o em (6.1) para comparar o desempenho de
tais estimadores. Usamos dois grupos equivalentes de func¸o˜es θ(·), um con-
tendo somente verso˜es cont´ınuas e o outro as respectivas discretizac¸o˜es dessas
func¸o˜es. A seguir, ilustramos os dois grupos de func¸o˜es, num total de oito
func¸o˜es.
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Figura 6.1: Func¸o˜es θ(·) Descont´ınuas (com Saltos)
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Figura 6.2: Func¸o˜es θ(·) Cont´ınuas
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Foram geradas mil (1000) se´ries, segundo (6.1), para cada uma das oito
func¸o˜es de volatilidade. Cada se´rie conte´m 4096 (= 212) observac¸o˜es.
E´ importante observar que algumas dessas func¸o˜es de volatilidade na˜o sa-
tisfazem as condic¸o˜es de regularidade necessa´rias para garantir a convergeˆncia
dos estimadores. Para comparar os estimadores, utilizamos quatro medidas
de interesse. Duas delas, o erro quadra´tico integrado e o erro absoluto in-
tegrado ja´ foram discutidas na sec¸a˜o 3.2.1. Essas medidas sa˜o muito gerais,
dificultando a comparac¸a˜o dos estimadores nos pontos de maior interesse,
justamente onde ocorre uma mudanc¸a na func¸a˜o de volatilidade θ2(·). Essas
medidas na˜o conseguem captar o erro cometido nesses saltos em grande parte
pelo tamanho do salto (quando existe), que e´ muito pequeno, assim acres-
centando muito pouco as mesmas. Assim, utilizamos tambe´m duas medidas
de erro mais localizadas, variac¸o˜es das duas definidas anteriormente, onde
integramos os respectivos erros somente nas regio˜es de interesse, ou seja, nas
proximidades das mudanc¸as na volatilidade (seja por saltos ou por mudanc¸as
cont´ınuas de n´ıvel). Para tornar o estudo um pouco mais flex´ıvel, definimos
treˆs regio˜es de interesse, uma exatamente nos saltos (ou mudanc¸as cont´ınuas)
de volatilidade, uma contendo os saltos e mais 50 observac¸o˜es antes e depois,
e por fim, uma contendo 100 observac¸o˜es antes e depois. Nomeamos estas
regio˜es, respectivamente, de quant0, quant50 e quant100.
Resumiremos esses erros em tabelas e gra´ficos, para comenta´-los, utili-
zando a me´dia e a mediana como estat´ısticas descritivas. Em todas as ta-
belas, que esta˜o na sec¸a˜o B.2, os menores erros integrados foram destacados
em negrito. Nos gra´ficos dos erros integrados, que esta˜o na sec¸a˜o B.3,as le-
tras (a),(b),(c) e (d) referem-se, respectivamente, aos erros integrados locais
Quant0, Quant50 e Quant100 e ao erro integrado. Na sec¸a˜o B.4, as letras
(a),(b),(c) e (d) referem-se, respectivamente, aos estimadores por Ondaletas
e aos estimadores por func¸a˜o-nu´cleo Normal, MMC e MM. Esse estudo de
simulac¸a˜o foi realizado utilizando o software MATLAB.
Para verificar o desempenho dos estimadores em estimar os diferentes ti-
pos de volatilidade, tambe´m desenhamos algumas estimativas, as melhores
e as piores, para cada um dos tipos de volatilidade. Ilustramos as estimati-
vas individuais das va´rias volatilidades, utilizando os diferentes estimadores.
Procuramos desenhar a melhor e a pior estimativa para cada estimador, sob
o crite´rio de EQI, na sec¸a˜o B.1; pore´m, isso na˜o implica em boas estimativas
nos saltos da volatilidade, pela generalidade do crite´rio. Note que na volatili-
dade tipo 4, a pior estimativa de cada estimador na˜o parece estimar os saltos.
Isso pode acontecer por na˜o serem observados saltos na amostra ou pelo fato
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de o crite´rio de selec¸a˜o da estimativa ser o EQI. Ja´ na volatilidade tipo 8,
podemos perceber que os estimadores por func¸a˜o-nu´cleo na˜o conseguem re-
produzir os picos com a mesma eficieˆncia que os estimadores por ondaletas,
devido principalmente a` natureza dos estimadores. Pore´m, mesmo que visu-
almente possamos detectar essa diferenc¸a entre os estimadores, ela pode na˜o
aparecer nas medidas de erro utilizadas, pois a a´rea dos saltos em questa˜o e´
muito pequena.
Analisando as tabelas B.2 a B.5, percebe-se que nas func¸o˜es de volati-
lidade do tipo 1, 2, 3, 5, 6 e 7, o estimador por func¸a˜o-nu´cleo normal teve
um desempenho melhor que os outros, tanto em relac¸a˜o ao EQI quanto ao
EAI. Os estimadores por Ondaletas teˆm desempenho pro´ximo ao do nu´cleo
normal e ambos sa˜o bem melhores do que os das outras duas te´cnicas. Ilus-
tramos esta diferenc¸a no gra´fico 6.3, onde desenhamos os erros do melhor
estimador de Ondaletas e os estimadores por func¸a˜o nu´cleo para cada tipo
de Volatilidade. Note que em todos os gra´ficos dos erros integrados nessa
sec¸a˜o, os s´ımbolos o, ·, ∗ e + representam, respectivamente, o estimador por
func¸a˜o nu´cleo-normal, o MM, o MMC e o estimador de ondaletas.
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Figura 6.3: Diferenc¸a dos Erros Integrados dos Estimadores
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Tambe´m percebemos que o estimador de Ondaletas que obteve melhor
desempenho para os tipos de volatilidade 1,2,5 e 6, para os dois tipos de
erros integrados, sem excec¸a˜o, foi aquele utilizando a raza˜o 1 e a combinac¸a˜o
4, mesmo sendo essas diferenc¸as na˜o muito cr´ıticas em va´rias situac¸o˜es.
No caso da volatilidade do tipo 8, os estimadores por Ondaletas obtiveram
melhor desempenho que os de func¸a˜o-nu´cleo, principalmente se utilizarmos
os erros integrados locais. Nesse tipo de volatilidade, os estimadores MM e
MMC obtiveram os piores resultados, como esperado. Notamos tambe´m que
para a volatilidade tipo 4, os estimadores por func¸a˜o-nu´cleo MM e MMC
foram os melhores com relac¸a˜o ao EQI, com uma diferenc¸a bastante consi-
dera´vel para os estimadores de Ondaletas, e surpreendentemente, foram ainda
melhores se considerarmos o estimador por func¸a˜o-nu´cleo normal, sendo este
o pior de todos para esse tipo de volatilidade. Esse resultados tambe´m indi-
caram a necessidade de utilizarmos o erro integrado local.
Outra ocorreˆncia que merece destaque e´ que o estimador MM foi melhor
que estimador MMC na volatilidade tipo 8, contrariando os resultados ob-
tidos em (Bertrand 1996), onde se observou que o estimador de MMC era
melhor que o estimador MM toda vez que havia um salto de volatilidade.
Analisando as tabelas B.6 a` B.13, novamente percebe-se que nas func¸o˜es
de volatilidade do tipo 1, 2, 3, 5, 6 e 7 o estimador por func¸a˜o-nu´cleo normal
tem o melhor desempenho. Pore´m, a diferenc¸a nos erros quadra´ticos integra-
dos locais e´, em geral, menor do que aquela observada nos erros integrados
gerais.
Novamente percebemos que o estimador de Ondaletas que obteve melhor
desempenho, com relac¸a˜o ao EQI, para os tipos de volatilidade 1,2,5 e 6, sem
excec¸a˜o, foi aquele utilizando a raza˜o 1 e a combinac¸a˜o 4.
Para a volatilidade do tipo 4, com essas novas medidas de erro, observa-
mos que, em geral, o erro do estimador por ondaletas e´ 2 vezes menor do que
aquele obtido pelo estimador de func¸a˜o-nu´cleo normal. Esse estimador foi o
melhor estimador de func¸a˜o-nu´cleo, dessa vez confirmando o que se esperava
desse tipo de estimador. Ja´ para a volatilidade do tipo 8, observamos que,
em geral, o erro do estimador por ondaletas e´ 1, 5 vezes menor do que aquele
obtido pelo estimador de func¸a˜o-nu´cleo normal. Esse u´ltimo foi novamente o
melhor estimador de func¸a˜o-nu´cleo. A diferenc¸a me´dia de 0, 5, dos erros dos
estimadores de Ondaleta com relac¸a˜o aos estimadores por func¸a˜o-nu´cleo, nas
volatilidades do tipo 4 e 8, provavelmente ocorre porque o salto da volatili-
dade do tipo 4 e´ mais brusco que aquele da volatilidade tipo 8, sendo assim
mais dif´ıcil desse salto ser captado pelos estimadores por func¸a˜o-nu´cleo.
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Outra ocorreˆncia que merece destaque e´ que o estimador de Ondaletas
obteve um erro menor do que os estimadores MM e MMC em todos os tipos
de volatilidade, novamente contrariando os resultados obtidos em (Bertrand
1996), onde se observou que o estimador de MMC era o melhor estimador,
tanto em relac¸a˜o aos estimadores de Ondaletas quanto ao MM. Contudo,
utilizando essas medidas de erro, observou-se tambe´m em nosso estudo que
o estimador MMC foi mais eficiente que o estimador MM.
Ilustramos, no gra´fico 6.4, os menores erros de cada tipo de estimador para
cada tipo de volatilidade, em espec´ıfico para o Erro Quadra´tico Integrado
Local com Quant0.
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Figura 6.4: Diferenc¸a dos EQI Locais com Quant0
Analisando as tabelas B.14 a` B.21, observam-se resultados muito similares
a`queles obtidos nas tabelas B.6 a` B.13. Uma diferenc¸a que merece destaque
e´ que, para a volatilidade do tipo 4, observamos que, em geral, o erro do
estimador por ondaletas e´ 4 vezes menor do que aquele obtido pelo estimador
de func¸a˜o-nu´cleo normal, e para o caso da volatilidade do tipo 8, esse erro
e´ em geral 2 vezes menor. Assim, utilizando a medida de erro EAI Local
observamos que o estimador de Ondaletas e´ ainda mais eficiente, comparado
com a sua eficiencia usando o EQI Local. Ilustramos, no gra´fico 6.5, essa
diferenc¸a observada utilizando essas medidas de erros para o caso Quant0.
Nesse gra´fico, os s´ımbolos ∗ e . representam, respectivamente, o EQI e o EAI.
Nesse estudo de simulac¸a˜o tambe´m podemos observar que o me´todo de
selec¸a˜o automa´tica dos coeficientes e´ confia´vel, em especial porque o processo
de escolha de κ e κj e do n´ıvel ma´ximo de resoluc¸a˜o na˜o muda consideravel-
mente os resultados.
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Figura 6.5: Diferenc¸a na Eficieˆncia do Estimador de Ondaletas
6.2 Estudo de uma Se´rie Real
Nesta sec¸a˜o iremos estimar a volatilidade em uma se´rie real. A se´rie e´ o
I´ndice de fechamento da Bolsa de Valores de Sa˜o Paulo1, observado minuto
a minuto, das 11 horas do dia 18/12/01 ate´ as 18 horas do dia 18/02/02 2.
Essa se´rie de fechamento e´ ilustrada na figura 6.6. Agradecemos ao Finance
Lab, do Ibmec Business School, por ceder os dados.
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Figura 6.6: Se´rie do I´ndice de fechamento
Estamos interessados em estimar a volatilidade da se´rie dos retornos,
desenhada na figura 6.7.
E` importante salientar que o pico observado no gra´fico 6.7 na˜o e´ real,
1No dia 31/1/2002 houve um problema de coleta onde os dados dos primeiros trinta
minutos foram perdidos
2Essa se´rie tem 16348 observac¸o˜es, sendo necessa´rio alguns ajustes para que possa-
mos utilizar os me´todos tradicionais da decomposic¸a˜o de Ondaletas, ja´ que 214 = 16384.
Optamos, nesse estudo, por replicar as u´ltimas observac¸o˜es da se´rie em questa˜o.
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Figura 6.7: Se´rie dos Retornos do I´ndice
sendo consequ¨eˆncia do problema de coleta de dados comentado anterior-
mente.
Utilizando os diferentes estimadores propostos ao longo desta dissertac¸a˜o,
obtivemos as estimativas apresentadas no gra´fico 6.8 para a volatilidade da
se´rie dos retornos. E´ importante salientar que na˜o foi poss´ıvel obter a estima-
tiva utilizando a func¸a˜o-nu´cleo normal, devido ao tamanho da se´rie utilizada,
por problema de falta de memo´ria.
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Figura 6.8: Estimativa da Volatilidade - I´ndice de fechamento
Podemos observar nessas estimativas, da mesma forma que nas se´ries
simuladas, que os picos estimados pela estimadores de Ondaletas sa˜o maiores
do que aqueles detectados pelos estimadores por func¸a˜o-nu´cleo. Ale´m disso,
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estimativas para baixas volatilidades parecem menos ruidosas por Ondaletas
do que por func¸a˜o-nu´cleo.
6.3 Concluso˜es
Conclu´ımos das sec¸o˜es 6.1 e 6.2 que os estimadores de ondaletas sa˜o mais
eficientes na estimativa de func¸o˜es de volatilidade, de modelos de difusa˜o,
quando essas apresentam picos repentinos, sendo essa eficieˆncia ressaltada
quando se utiliza uma medida de erro local. Ja´ na estimativa de func¸o˜es
de volatilidade com outro comportamento, o estimador por func¸a˜o-nu´cleo
normal apresenta os melhores resultados, sendo pore´m a diferenc¸a entre a
sua eficieˆncia e a dos estimadores de Ondaletas muito pequena. E´ impor-
tante relembrar que na˜o existem resultados assinto´ticos para o estimador por
func¸a˜o-nu´cleo normal; assim, na˜o podemos comprovar sua eficieˆncia teorica-
mente. Finalmente, os estimadores por func¸a˜o-nu´cleo MM e MMC, embora
comprovadamente eficientes, teˆm o pior desempenho entre os estimadores
comparados nessa dissertac¸a˜o, com destaque negativo para o estimador MM.
E´ importante salientar que ale´m de todos os resultados discutidos nas
sec¸o˜es anteriores, deve ficar claro a grande superioridade, com relac¸a˜o a es-
forc¸o computacional, dos estimadores de Ondaletas. Esse fato e´ ilustrado na
figura 6.9. Note que os tempos de execuc¸a˜o na˜o levam em conta o algoritmo
de validac¸a˜o cruzada utilizado nos estimadores MM e MMC, e tambe´m a
diferenc¸a de velocidade dos diferentes computadores utilizados para o estudo
de simulac¸a˜o. Os procedimentos por Ondaletas sa˜o em geral cem vezes mais
ra´pidos do que seus equivalentes MM e MMC (os treˆs foram rodados no
mesmo equipamento). O estimador por func¸a˜o-nu´cleo normal, que e´ ainda
mais lento do que MM e MMC, teve que ser rodado num equipamento bem
mais ra´pido, por problemas de memo´ria 3.
Podemos resumir nossas considerac¸o˜es sobre o desempenho dos estima-
dores nos seguintes cinco pontos:
• O estimador de ondaletas e´ excepcionalmente mais ra´pido do que qual-
quer um dos treˆs outros, ale´m de necessitar de menos recursos de
memo´ria, o que o torna atraente para situac¸o˜es de decisa˜o imediata;
3Mesmo nesse equipamento, as estimativas so´ eram obtidas em quatro blocos.
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Figura 6.9: Tempos de Execuc¸a˜o dos Estimadores
• O estimador de func¸a˜o-nu´cleo normal, mesmo sem desempenho teori-
camente demonstrado, apresenta resultados emp´ıricos que evidenciam
sua capacidade de estimar func¸o˜es de volatilidade regulares;
• O estimador de ondaletas pode ser automatizado sem que seu desem-
penho sofra de forma expressiva, o que o torna versa´til;
• O estimador de ondaletas tem inega´vel capacidade de representar func¸o˜es
na presenc¸a de descontinuidades ( ou mudanc¸as bruscas de n´ıvel), como
ilustrado pelas volatilidades tipos 4 e 8, e ;
• A diferenc¸a entre o desempenho das estimativas por ondaletas e func¸a˜o-
nu´cleo e´ pequena, tanto quanto quando favora´vel as u´ltimas quanto a`s
primeiras.
Essa considerac¸o˜es nos levam ao entendimento que incurso˜es teo´ricas na
eficieˆncia relativa de estimadores por func¸a˜o-nu´cleo e ondaletas devem ser
realizadas e que, as estimativas de ondaletas teˆm, entre todas as comparadas,
maior valor pra´tico.
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Apeˆndice A
Condic¸o˜es de Regularidade
A.1 Definic¸o˜es Gerais
Definic¸o˜es gerais utilizadas nas condic¸o˜es de regularidade abaixo:
Definic¸a˜o A.1.1 (Espac¸o Funcional C2,1(b)).
Definimos como C2,1(b) o espac¸o das func¸o˜es reais f duas vezes
diferencia´veis cont´ınuas, definidas no R tais que :
‖f‖∞ ≤ b e ‖f (2)‖∞ ≤ b. (A.1)
Definic¸a˜o A.1.2 (Processo Estoca´stico {Zt}t∈Z).
Definimos o processo estoca´stico Zt = (Xt, Yt)t∈Z. Supomos que
ele e´ estritamente estaciona´rio e que Z0 admite uma densidade
fZ(x, y). Ale´m disso, supomos que fZ(x, ·) e m(·)fZ(x, ·) perten-
cem a L2(R) para cada x ∈ R.
Definic¸a˜o A.1.3. Supomos que m e´ uma func¸a˜o boreliana m :
R → R tal que E(|m(Y0)|) <∞.
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Definic¸a˜o A.1.4. Definimos as seguintes func¸o˜es:
f(x) =
∫
fZ(x, y)dy
ϕ(x) =
∫
m(y)fZ(x, y)dy
r(x) =
ϕ(x)
f(x)
se f(x) > 0
E(m(Y0)) se f(x) = 0
A.2 Condic¸o˜es de Regularidade 1
Definic¸a˜o A.2.1 (Condic¸a˜o de Regularidade 1. a).
A densidade fXs,Xt existe, para s 6= t, pertence ao espac¸o C2,1(b)
e satisfaz:
sup
t6=s
‖fXs,Xt − fX ⊗ fX‖p ≤ ∞, (A.2)
para algum p ∈ (2,∞].
Definic¸a˜o A.2.2 (Condic¸a˜o de Regularidade 1. b).
As func¸o˜es fX e ϕ pertencem ao espac¸o C2,1(b) e fZ pertence a
C2,2(b), para algum b.
Definic¸a˜o A.2.3 (Condic¸a˜o de Regularidade 1. c).
Existe uma constante a > 0 tal que:
E(exp{a|m(Yt)|}) <∞. (A.3)
Definic¸a˜o A.2.4 (Condic¸a˜o de Regularidade 1. d).
O coeficiente de mistura forte α(·) do processo {Zt}t∈Z satisfaz:
α(k) ≤ γk−β, k ≥ 1, (A.4)
com γ > 0 e β > 0.
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A.3 Condic¸o˜es de Regularidade 2
Definic¸a˜o A.3.1 (Condic¸o˜es de Regularidade 2).
As func¸o˜es fX e ϕ pertencem ao espac¸o C2,1(b), para algum b, e
a func¸a˜o-nu´cleo K e´ Lipschitz.
A.4 Condic¸o˜es de Regularidade 3
Definic¸a˜o A.4.1 (Condic¸o˜es de Regularidade 3.a).
As func¸o˜es fX e ϕ pertencem ao espac¸o C2,1(b), para algum b.
Ale´m disso, f(·)E(Y 20 |X0 = ·) e´ cont´ınua em x.
Definic¸a˜o A.4.2 (Condic¸o˜es de Regularidade 3.b).
O processo {Xt}t∈Z e´ α-mistura com α(k) = O(k−β), onde β >
δ2+4
2δ
, e tambe´m:
E|X0|4+δ <∞, (A.5)
para algum δ > 0.
Definic¸a˜o A.4.3 (Condic¸o˜es de Regularidade 3.c).
sup
t≥k
‖f(X0,Xt)‖∞ ≤ ∞. (A.6)
Definic¸a˜o A.4.4 (Condic¸o˜es de Regularidade 3.d).
‖E(|Y0|4+δ|X0 = ·)‖∞ <∞ e
sup
t∈Z
‖E(Y i0Y jt |Xt = ·, X0 = ·)‖∞ ≤ ∞
onde i ≥ 0, j ≥ 0 e i+ j = 2.
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A.5 Condic¸o˜es de Regularidade 4
Definic¸a˜o A.5.1 (Condic¸o˜es de Regularidade 4.a).
A func¸a˜o σ(t) e´ adaptada a` filtragem Ft. Existe LT > 0 tal que,
∀t ∈ [0, T ]:
E(σ4(t)) ≤ LT e
E(σ8(t)) ≤ LT .
Definic¸a˜o A.5.2 (Condic¸o˜es de Regularidade 4.b).
A func¸a˜o b(t, ·) e´ um mapa na˜o antecipativo e b ∈ C1(R+,R).
A.6 Condic¸o˜es de Regularidade 5
Definic¸a˜o A.6.1 (Condic¸o˜es de Regularidade 5).
Existe m > 0 tal que σ2(·) e´ q.c.Ho¨lder cont´ınua de ordem m,
com uma constante K(ω) tal que :
E(K2(ω)) <∞. (A.7)
A.7 Condic¸o˜es de Regularidade 6
Definic¸a˜o A.7.1 (Condic¸o˜es de Regularidade 6).
Existe KT > 0 tal que, ∀t:
E(b4(t,Xt)) ≤ KT . (A.8)
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A.8 Condic¸o˜es de Regularidade 7
Definic¸a˜o A.8.1 (Condic¸o˜es de Regularidade 7).
A func¸a˜o σ(·) satisfaz:
σ(·) =
N∑
i=1
σi1[ti,ti+1)(·), (A.9)
onde σi ∀i e´ uma constante qualquer.
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Apeˆndice B
Resultados da Simulac¸a˜o
B.1 Estimativas das Volatilidades
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Figura B.1: Estimativas da Volatilidade Tipo 1
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Figura B.2: Estimativas da Volatilidade Tipo 2
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Figura B.3: Estimativas da Volatilidade Tipo 3
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Figura B.4: Estimativas da Volatilidade Tipo 4
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Figura B.5: Estimativas da Volatilidade Tipo 5
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Figura B.6: Estimativas da Volatilidade Tipo 6
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Figura B.7: Estimativas da Volatilidade Tipo 7
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Figura B.8: Estimativas da Volatilidade Tipo 8
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Tabela B.1: Paraˆmetros do Limiar
Combinac¸o˜es κ1 κ2 κ3 κ
Comb 1 2 2 2 2
Comb 2 1 2 3 1
Comb 3 1 3 5 3
Comb 4 .5 0,75 1 1
B.2 Tabelas de Resumo
Nessa sec¸a˜o, sa˜o apresentadas as tabelas de resumo dos erros integrados dos
estimadores: por func¸a˜o-nu´cleo Normal, de MM e de MMC; por ondaletas nas
bases Daubechies 2, Daubechies 5 e Daubechies 8, onde processo de encolhi-
mento segue a descric¸a˜o da sec¸a˜o 4.6.2. Para definic¸a˜o automa´tica do nu´mero
de n´ıveis mantidos na reconstruc¸a˜o utilizamos dois crite´rios, com raza˜o 1 e 3.
Quanto aos limiares, definimos quatro combinac¸o˜es de paraˆmetros {κj}j=1,2,3.
e κ, descritos na tabela B.1. Embora definamos o paraˆmetro κj somente para
treˆs n´ıveis, o paraˆmetro κ3 e´ utilizado para todos os outros n´ıveis mantidos,
assim κj = κ3, para j = 4, .., j1.
Nas tabelas foram utilizadas duas estat´ısticas descritivas, a me´dia e a
mediana. Em todas as tabelas, os menores erros integrados foram destacados
em negrito. Tabelamos os erros integrados e os erros integrados locais, com
Quant0, Quant50 e Quant100, em diferentes tabelas.
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Tabela B.2: Me´dia dos Erros Integrados - Vol1-Vol4
Tabela Me´dia Vol1 Vol2 Vol3 Vol4
Parte 1 EQI EAI EQI EAI EQI EAI EQI EAI
C1 0,000295 0,009270 0,046933 0,137911 0,000723 0,013344 0,000391 0,005242
RAZA˜O 1 C2 0,000290 0,009127 0,037344 0,118098 0,000700 0,013089 0,000387 0,005213
C3 0,000291 0,009237 0,039345 0,122318 0,000670 0,012791 0,000381 0,005027
C4 0,000271 0,008005 0,036403 0,113867 0,000726 0,013420 0,000407 0,005982
DB2 C1 0,000467 0,012873 0,088894 0,206950 0,001023 0,014666 0,000382 0,004795
RAZA˜O 3 C2 0,000466 0,012833 0,086042 0,201064 0,001023 0,014674 0,000383 0,004941
C3 0,000467 0,012840 0,086791 0,202439 0,001023 0,014674 0,000383 0,004941
C4 0,000455 0,012207 0,085486 0,199308 0,001023 0,014671 0,000383 0,005048
O C1 0,000338 0,010380 0,064358 0,142644 0,001349 0,019378 0,000445 0,009876
N RAZA˜O 1 C2 0,000338 0,010385 0,064377 0,142658 0,001349 0,019378 0,000447 0,009936
D C3 0,000338 0,010383 0,064377 0,142658 0,001349 0,019378 0,000446 0,009910
A C4 0,000339 0,010391 0,064388 0,142670 0,001349 0,019379 0,000451 0,010044
L DB5 C1 0,000331 0,010339 0,064177 0,142489 0,001345 0,019361 0,000428 0,009829
E RAZA˜O 3 C2 0,000331 0,010339 0,064177 0,142489 0,001345 0,019361 0,000428 0,009829
T C3 0,000331 0,010339 0,064177 0,142489 0,001345 0,019361 0,000428 0,009829
A C4 0,000331 0,010339 0,064177 0,142489 0,001345 0,019361 0,000428 0,009829
S C1 0,000340 0,010431 0,064074 0,143106 0,001356 0,019403 0,000437 0,009948
RAZA˜O 1 C2 0,000340 0,010435 0,064078 0,143110 0,001357 0,019410 0,000440 0,010017
C3 0,000340 0,010435 0,064077 0,143109 0,001354 0,019397 0,000438 0,009978
C4 0,000340 0,010441 0,064081 0,143111 0,001361 0,019428 0,000445 0,010145
DB8 C1 0,000334 0,010393 0,064028 0,143060 0,001331 0,019303 0,000428 0,009874
RAZA˜O 3 C2 0,000334 0,010393 0,064028 0,143060 0,001331 0,019303 0,000428 0,009874
C3 0,000334 0,010393 0,064028 0,143060 0,001331 0,019303 0,000428 0,009874
C4 0,000334 0,010393 0,064028 0,143060 0,001331 0,019303 0,000428 0,009874
MM 0,002407 0,028735 1,088038 0,763558 0,035343 0,162041 0,000100 0,006470
Func¸a˜o MMC 0,002402 0,028724 1,019810 0,746068 0,035367 0,162174 0,000098 0,006426
Nu´cleo Normal 0,000152 0,006263 0,032621 0,100089 0,000290 0,009509 0,001345 0,007789
Tabela B.3: Me´dia dos Erros Integrados - Vol5-Vol8
Tabela Me´dia Vol5 Vol6 Vol7 Vol8
Parte 2 EQI EAI EQI EAI EQI EAI EQI EAI
C1 0,000190 0,007967 0,084912 0,210090 0,000596 0,011907 0,000421 0,007427
RAZ1 C2 0,000174 0,007676 0,054389 0,152625 0,000552 0,010873 0,000426 0,007371
C3 0,000178 0,007824 0,061328 0,164332 0,000525 0,010575 0,000444 0,007436
C4 0,000168 0,007408 0,040228 0,122519 0,000570 0,011015 0,000419 0,007682
DB2 C1 0,000240 0,009505 0,181187 0,288150 0,000838 0,014272 0,000993 0,012054
RAZ3 C2 0,000229 0,009287 0,179337 0,284312 0,000827 0,013956 0,000994 0,012058
C3 0,000230 0,009305 0,179900 0,285052 0,000827 0,013957 0,000996 0,012077
C4 0,000225 0,009064 0,177607 0,280755 0,000825 0,013880 0,000992 0,012042
O C1 0,000304 0,011292 0,062924 0,148024 0,001367 0,019312 0,000433 0,010575
N RAZ1 C2 0,000304 0,011298 0,062924 0,148024 0,001367 0,019314 0,000439 0,010747
D C3 0,000304 0,011298 0,062924 0,148024 0,001367 0,019313 0,000437 0,010691
A C4 0,000305 0,011310 0,062924 0,148024 0,001367 0,019315 0,000453 0,011094
L DB5 C1 0,000300 0,011259 0,062924 0,148024 0,001362 0,019295 0,000395 0,010596
E RAZ3 C2 0,000300 0,011259 0,062924 0,148024 0,001362 0,019295 0,000395 0,010596
T C3 0,000300 0,011259 0,062924 0,148024 0,001362 0,019295 0,000395 0,010596
A C4 0,000300 0,011259 0,062924 0,148024 0,001362 0,019295 0,000395 0,010596
S C1 0,000305 0,011292 0,062422 0,147767 0,001379 0,019370 0,000439 0,010791
RAZ1 C2 0,000305 0,011304 0,062422 0,147767 0,001380 0,019377 0,000447 0,011007
C3 0,000305 0,011303 0,062422 0,147767 0,001375 0,019356 0,000445 0,010954
C4 0,000306 0,011315 0,062422 0,147767 0,001385 0,019397 0,000461 0,011394
DB8 C1 0,000300 0,011257 0,062422 0,147767 0,001356 0,019275 0,000445 0,011001
RAZ3 C2 0,000300 0,011257 0,062422 0,147767 0,001356 0,019275 0,000445 0,011001
C3 0,000300 0,011257 0,062422 0,147767 0,001356 0,019275 0,000445 0,011001
C4 0,000300 0,011257 0,062422 0,147767 0,001356 0,019275 0,000445 0,011001
MM 0,001914 0,020448 0,950875 0,679425 0,035510 0,161699 0,000450 0,008997
Func¸a˜o MMC 0,001916 0,020481 0,950900 0,679457 0,035535 0,161861 0,000457 0,009078
Nu´cleo Normal 0,000073 0,005605 0,025502 0,096325 0,000250 0,008486 0,000745 0,008410
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Tabela B.4: Mediana dos Erros Integrados - Vol1-Vol4
Tabela Mediana Vol1 Vol2 Vol3 Vol4
Parte 1 EQI EAI EQI EAI EQI EAI EQI EAI
C1 0,000270 0,009196 0,043628 0,135312 0,000548 0,012997 0,000373 0,005005
RAZ1 C2 0,000267 0,009051 0,035339 0,116857 0,000539 0,012780 0,000374 0,005089
C3 0,000270 0,009188 0,037753 0,121924 0,000529 0,012593 0,000373 0,004967
C4 0,000242 0,007845 0,033917 0,111744 0,000541 0,012903 0,000378 0,005325
DB2 C1 0,000352 0,011488 0,106234 0,233163 0,000517 0,013422 0,000373 0,004656
RAZ3 C2 0,000351 0,011419 0,106234 0,233163 0,000517 0,013370 0,000374 0,004829
C3 0,000352 0,011468 0,106234 0,233163 0,000517 0,013370 0,000374 0,004826
C4 0,000330 0,010395 0,106234 0,233163 0,000517 0,013340 0,000375 0,004940
O C1 0,000320 0,010278 0,063370 0,142746 0,001319 0,019272 0,000419 0,009817
N RAZ1 C2 0,000320 0,010278 0,063370 0,142746 0,001319 0,019272 0,000419 0,009828
D C3 0,000320 0,010278 0,063370 0,142746 0,001319 0,019272 0,000419 0,009826
A C4 0,000320 0,010278 0,063370 0,142746 0,001319 0,019272 0,000419 0,009828
L DB5 C1 0,000317 0,010269 0,063327 0,142721 0,001319 0,019272 0,000419 0,009803
E RAZ3 C2 0,000317 0,010269 0,063327 0,142721 0,001319 0,019272 0,000419 0,009803
T C3 0,000317 0,010269 0,063327 0,142721 0,001319 0,019272 0,000419 0,009803
A C4 0,000317 0,010269 0,063327 0,142721 0,001319 0,019272 0,000419 0,009803
S C1 0,000320 0,010346 0,063103 0,143466 0,001297 0,019221 0,000418 0,009871
RAZ1 C2 0,000320 0,010346 0,063103 0,143466 0,001297 0,019221 0,000418 0,009874
C3 0,000320 0,010346 0,063103 0,143466 0,001297 0,019221 0,000418 0,009874
C4 0,000320 0,010346 0,063103 0,143466 0,001297 0,019221 0,000419 0,009874
DB8 C1 0,000319 0,010332 0,063103 0,143466 0,001294 0,019195 0,000418 0,009828
RAZ3 C2 0,000319 0,010332 0,063103 0,143466 0,001294 0,019195 0,000418 0,009828
C3 0,000319 0,010332 0,063103 0,143466 0,001294 0,019195 0,000418 0,009828
C4 0,000319 0,010332 0,063103 0,143466 0,001294 0,019195 0,000418 0,009828
MM 0,002384 0,028721 1,083921 0,763057 0,035533 0,163453 0,000091 0,006884
Func¸a˜o MMC 0,002382 0,028746 1,015966 0,745898 0,035570 0,163629 0,000089 0,006862
Nu´cleo Normal 0,000147 0,006203 0,032301 0,099561 0,000273 0,009454 0,001347 0,007740
Tabela B.5: Mediana dos Erros Integrados - Vol5-Vol8
Tabela Mediana Vol5 Vol6 Vol7 Vol8
Parte 2 EQI EAI EQI EAI EQI EAI EQI EAI
C1 0,000158 0,007806 0,083097 0,208147 0,000451 0,011623 0,000329 0,007235
RAZA˜O 1 C2 0,000150 0,007576 0,052386 0,149995 0,000403 0,010524 0,000333 0,007207
C3 0,000155 0,007751 0,060101 0,163394 0,000396 0,010246 0,000359 0,007252
C4 0,000143 0,007240 0,038186 0,121290 0,000414 0,010471 0,000326 0,007407
DB2 C1 0,000168 0,008368 0,190021 0,295113 0,000499 0,013748 0,001063 0,012465
RAZA˜O 3 C2 0,000165 0,008251 0,190021 0,295113 0,000486 0,013526 0,001063 0,012464
C3 0,000166 0,008271 0,190021 0,295113 0,000486 0,013526 0,001063 0,012464
C4 0,000162 0,008070 0,190021 0,295113 0,000481 0,013357 0,001063 0,012464
O C1 0,000289 0,011255 0,061827 0,146949 0,001324 0,019245 0,000371 0,010532
N RAZA˜O 1 C2 0,000289 0,011255 0,061827 0,146949 0,001324 0,019245 0,000374 0,010653
D C3 0,000289 0,011255 0,061827 0,146949 0,001324 0,019245 0,000373 0,010618
A C4 0,000289 0,011255 0,061827 0,146949 0,001324 0,019245 0,000379 0,010780
L DB5 C1 0,000288 0,011246 0,061827 0,146949 0,001323 0,019245 0,000371 0,010548
E RAZA˜O 3 C2 0,000288 0,011246 0,061827 0,146949 0,001323 0,019245 0,000371 0,010548
T C3 0,000288 0,011246 0,061827 0,146949 0,001323 0,019245 0,000371 0,010548
A C4 0,000288 0,011246 0,061827 0,146949 0,001323 0,019245 0,000371 0,010548
S C1 0,000293 0,011252 0,061354 0,147026 0,001319 0,019222 0,000407 0,010786
RAZA˜O 1 C2 0,000293 0,011252 0,061354 0,147026 0,001319 0,019222 0,000408 0,010931
C3 0,000293 0,011252 0,061354 0,147026 0,001319 0,019222 0,000408 0,010906
C4 0,000293 0,011252 0,061354 0,147026 0,001319 0,019222 0,000414 0,011203
DB8 C1 0,000292 0,011240 0,061354 0,147026 0,001312 0,019200 0,000423 0,010953
RAZA˜O 3 C2 0,000292 0,011240 0,061354 0,147026 0,001312 0,019200 0,000423 0,010953
C3 0,000292 0,011240 0,061354 0,147026 0,001312 0,019200 0,000423 0,010953
C4 0,000292 0,011240 0,061354 0,147026 0,001312 0,019200 0,000423 0,010953
MM 0,001898 0,020510 0,950139 0,679709 0,035731 0,163177 0,000410 0,009287
Func¸a˜o MMC 0,001906 0,020565 0,950113 0,679890 0,035729 0,163322 0,000431 0,009362
Nu´cleo Normal 0,000068 0,005563 0,024979 0,095630 0,000230 0,008364 0,000741 0,008384
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Tabela B.6: Me´dia dos Erros Quadra´ticos Integrados - Vol1-Vol2
Tabela Me´dia EQI Vol1 Vol2
Parte 1 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,000168 0,000227 0,000241 0,024634 0,035657 0,041380
RAZA˜O 1 C2 0,000172 0,000228 0,000240 0,021284 0,032370 0,035687
C3 0,000164 0,000224 0,000238 0,020444 0,032551 0,037393
C4 0,000181 0,000231 0,000241 0,022252 0,033547 0,035068
DB2 C1 0,000200 0,000294 0,000350 0,042182 0,059808 0,072024
RAZA˜O 3 C2 0,000208 0,000298 0,000352 0,041256 0,058914 0,070346
C3 0,000208 0,000298 0,000352 0,041203 0,059152 0,071013
C4 0,000214 0,000303 0,000355 0,041274 0,059013 0,069889
O C1 0,000264 0,000285 0,000287 0,056197 0,063968 0,064147
N RAZA˜O 1 C2 0,000264 0,000285 0,000288 0,056215 0,063987 0,064165
D C3 0,000264 0,000285 0,000287 0,056215 0,063987 0,064165
A C4 0,000264 0,000285 0,000288 0,056224 0,063999 0,064177
L DB5 C1 0,000257 0,000278 0,000281 0,056019 0,063789 0,063966
E RAZA˜O 3 C2 0,000257 0,000278 0,000281 0,056019 0,063789 0,063966
T C3 0,000257 0,000278 0,000281 0,056019 0,063789 0,063966
A C4 0,000257 0,000278 0,000281 0,056019 0,063789 0,063966
S C1 0,000261 0,000286 0,000289 0,056270 0,063721 0,063894
RAZA˜O 1 C2 0,000261 0,000287 0,000289 0,056273 0,063724 0,063898
C3 0,000261 0,000287 0,000289 0,056272 0,063724 0,063897
C4 0,000261 0,000287 0,000290 0,056276 0,063728 0,063901
DB8 C1 0,000255 0,000281 0,000284 0,056224 0,063674 0,063848
RAZA˜O 3 C2 0,000255 0,000281 0,000284 0,056224 0,063674 0,063848
C3 0,000255 0,000281 0,000284 0,056224 0,063674 0,063848
C4 0,000255 0,000281 0,000284 0,056224 0,063674 0,063848
MM 0,000249 0,000335 0,000350 0,047148 0,070416 0,072778
Func¸a˜o MMC 0,000241 0,000321 0,000338 0,052031 0,087954 0,100654
Nu´cleo Normal 0,000088 0,000137 0,000141 0,016660 0,029329 0,032472
Tabela B.7: Me´dia dos Erros Quadra´ticos Integrados - Vol3-Vol4
Tabela Me´dia EQI Vol3 Vol4
Parte 2 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,000091 0,000136 0,000166 0,000356 0,000369 0,000371
RAZA˜O 1 C2 0,000088 0,000129 0,000156 0,000355 0,000368 0,000370
C3 0,000087 0,000127 0,000154 0,000354 0,000367 0,000369
C4 0,000087 0,000126 0,000153 0,000358 0,000373 0,000376
DB2 C1 0,000076 0,000131 0,000168 0,000353 0,000355 0,000357
RAZA˜O 3 C2 0,000077 0,000131 0,000167 0,000353 0,000355 0,000357
C3 0,000077 0,000131 0,000167 0,000353 0,000355 0,000357
C4 0,000077 0,000130 0,000166 0,000352 0,000355 0,000357
O C1 0,000127 0,000173 0,000221 0,000310 0,000356 0,000362
N RAZA˜O 1 C2 0,000127 0,000173 0,000221 0,000310 0,000356 0,000362
D C3 0,000127 0,000173 0,000221 0,000310 0,000356 0,000362
A C4 0,000127 0,000173 0,000221 0,000311 0,000357 0,000363
L DB5 C1 0,000127 0,000173 0,000221 0,000313 0,000346 0,000351
E RAZA˜O 3 C2 0,000127 0,000173 0,000221 0,000313 0,000346 0,000351
T C3 0,000127 0,000173 0,000221 0,000313 0,000346 0,000351
A C4 0,000127 0,000173 0,000221 0,000313 0,000346 0,000351
S C1 0,000129 0,000176 0,000225 0,000308 0,000350 0,000357
RAZA˜O 1 C2 0,000129 0,000176 0,000225 0,000308 0,000351 0,000357
C3 0,000129 0,000176 0,000225 0,000308 0,000350 0,000357
C4 0,000130 0,000177 0,000227 0,000309 0,000352 0,000359
DB8 C1 0,000128 0,000174 0,000223 0,000301 0,000344 0,000350
RAZA˜O 3 C2 0,000128 0,000174 0,000223 0,000301 0,000344 0,000350
C3 0,000128 0,000174 0,000223 0,000301 0,000344 0,000350
C4 0,000128 0,000174 0,000223 0,000301 0,000344 0,000350
MM 0,000106 0,000164 0,000197 0,001417 0,001459 0,001465
Func¸a˜o MMC 0,000103 0,000157 0,000189 0,001393 0,001431 0,001437
Nu´cleo Normal 0,000059 0,000076 0,000085 0,001319 0,001327 0,001329
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Tabela B.8: Me´dia dos Erros Quadra´ticos Integrados - Vol5-Vol6
Tab.Me´dia EQI Vol5 Vol6
Parte 3 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,000126 0,000141 0,000149 0,056541 0,063975 0,067467
RAZA˜O 1 C2 0,000118 0,000130 0,000136 0,040123 0,048443 0,050515
C3 0,000118 0,000130 0,000139 0,041552 0,053624 0,057716
C4 0,000115 0,000126 0,000132 0,034977 0,039887 0,039992
DB2 C1 0,000112 0,000145 0,000162 0,145329 0,158127 0,165910
RAZA˜O 3 C2 0,000109 0,000139 0,000154 0,144502 0,157320 0,165036
C3 0,000109 0,000139 0,000154 0,144771 0,157768 0,165613
C4 0,000108 0,000138 0,000153 0,143507 0,156182 0,163781
O C1 0,000211 0,000214 0,000217 0,061530 0,062872 0,062914
N RAZA˜O 1 C2 0,000211 0,000214 0,000217 0,061530 0,062872 0,062914
D C3 0,000211 0,000214 0,000217 0,061530 0,062872 0,062914
A C4 0,000211 0,000214 0,000217 0,061530 0,062872 0,062914
L DB5 C1 0,000207 0,000210 0,000213 0,061530 0,062872 0,062914
E RAZA˜O 3 C2 0,000207 0,000210 0,000213 0,061530 0,062872 0,062914
T C3 0,000207 0,000210 0,000213 0,061530 0,062872 0,062914
A C4 0,000207 0,000210 0,000213 0,061530 0,062872 0,062914
S C1 0,000212 0,000215 0,000218 0,061117 0,062313 0,062399
RAZA˜O 1 C2 0,000212 0,000215 0,000218 0,061117 0,062313 0,062399
C3 0,000212 0,000215 0,000218 0,061117 0,062313 0,062399
C4 0,000212 0,000215 0,000218 0,061117 0,062313 0,062399
DB8 C1 0,000207 0,000210 0,000213 0,061117 0,062313 0,062399
RAZA˜O 3 C2 0,000207 0,000210 0,000213 0,061117 0,062313 0,062399
C3 0,000207 0,000210 0,000213 0,061117 0,062313 0,062399
C4 0,000207 0,000210 0,000213 0,061117 0,062313 0,062399
MM 0,000183 0,000201 0,000207 0,053513 0,063653 0,063675
Func¸a˜o MMC 0,000179 0,000198 0,000204 0,051080 0,059332 0,059355
Nu´cleo Normal 0,000047 0,000054 0,000055 0,017451 0,024999 0,025487
Tabela B.9: Me´dia dos Erros Quadra´ticos Integrados - Vol7 - Vol8
Tabela Me´dia EQI Vol7 Vol8
Parte 4 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,000085 0,000105 0,000122 0,000359 0,000378 0,000385
RAZA˜O 1 C2 0,000056 0,000073 0,000088 0,000365 0,000387 0,000394
C3 0,000054 0,000069 0,000083 0,000383 0,000407 0,000412
C4 0,000051 0,000068 0,000084 0,000351 0,000364 0,000371
DB2 C1 0,000122 0,000155 0,000178 0,000811 0,000823 0,000835
RAZA˜O 3 C2 0,000113 0,000145 0,000167 0,000811 0,000824 0,000835
C3 0,000113 0,000145 0,000167 0,000813 0,000826 0,000837
C4 0,000110 0,000142 0,000163 0,000810 0,000822 0,000833
O C1 0,000153 0,000200 0,000247 0,000308 0,000323 0,000328
N RAZA˜O 1 C2 0,000153 0,000200 0,000248 0,000308 0,000323 0,000329
D C3 0,000153 0,000200 0,000248 0,000308 0,000323 0,000328
A C4 0,000153 0,000200 0,000248 0,000308 0,000324 0,000330
L DB5 C1 0,000153 0,000199 0,000247 0,000272 0,000290 0,000295
E RAZA˜O 3 C2 0,000153 0,000199 0,000247 0,000272 0,000290 0,000295
T C3 0,000153 0,000199 0,000247 0,000272 0,000290 0,000295
A C4 0,000153 0,000199 0,000247 0,000272 0,000290 0,000295
S C1 0,000154 0,000202 0,000252 0,000303 0,000322 0,000328
RAZA˜O 1 C2 0,000154 0,000202 0,000253 0,000304 0,000322 0,000329
C3 0,000154 0,000201 0,000252 0,000303 0,000322 0,000329
C4 0,000155 0,000203 0,000254 0,000304 0,000322 0,000330
DB8 C1 0,000153 0,000200 0,000250 0,000306 0,000329 0,000335
RAZA˜O 3 C2 0,000153 0,000200 0,000250 0,000306 0,000329 0,000335
C3 0,000153 0,000200 0,000250 0,000306 0,000329 0,000335
C4 0,000153 0,000200 0,000250 0,000306 0,000329 0,000335
MM 0,000105 0,000132 0,000161 0,000889 0,000968 0,000983
Func¸a˜o MMC 0,000107 0,000134 0,000162 0,000827 0,000887 0,000901
Nu´cleo Normal 0,000028 0,000037 0,000047 0,000685 0,000723 0,000727
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Tabela B.10: Mediana dos Erros Quadra´ticos Integrados - Vol1-Vol2
Tabela Mediana EQI Vol1 Vol2
Parte 1 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,000123 0,000189 0,000211 0,021533 0,032525 0,038372
RAZA˜O 1 C2 0,000137 0,000193 0,000211 0,019431 0,030326 0,033700
C3 0,000133 0,000192 0,000211 0,019150 0,031004 0,035824
C4 0,000141 0,000193 0,000212 0,019678 0,031084 0,032651
DB2 C1 0,000164 0,000233 0,000261 0,047989 0,068090 0,083591
RAZA˜O 3 C2 0,000186 0,000241 0,000266 0,047914 0,068090 0,083591
C3 0,000186 0,000242 0,000267 0,047914 0,068090 0,083591
C4 0,000190 0,000248 0,000272 0,047914 0,068090 0,083591
O C1 0,000245 0,000265 0,000267 0,055291 0,062888 0,063028
N RAZA˜O 1 C2 0,000245 0,000265 0,000267 0,055291 0,062888 0,063028
D C3 0,000245 0,000265 0,000267 0,055291 0,062888 0,063028
A C4 0,000245 0,000265 0,000267 0,055291 0,062888 0,063028
L DB5 C1 0,000242 0,000264 0,000266 0,055203 0,062870 0,062993
E RAZA˜O 3 C2 0,000242 0,000264 0,000266 0,055203 0,062870 0,062993
T C3 0,000242 0,000264 0,000266 0,055203 0,062870 0,062993
A C4 0,000242 0,000264 0,000266 0,055203 0,062870 0,062993
S C1 0,000243 0,000267 0,000270 0,055356 0,062765 0,062943
RAZA˜O 1 C2 0,000243 0,000267 0,000270 0,055356 0,062765 0,062943
C3 0,000243 0,000267 0,000270 0,055356 0,062765 0,062943
C4 0,000243 0,000267 0,000270 0,055356 0,062765 0,062943
DB8 C1 0,000243 0,000267 0,000270 0,055356 0,062765 0,062943
RAZA˜O 3 C2 0,000243 0,000267 0,000270 0,055356 0,062765 0,062943
C3 0,000243 0,000267 0,000270 0,055356 0,062765 0,062943
C4 0,000243 0,000267 0,000270 0,055356 0,062765 0,062943
MM 0,000238 0,000316 0,000321 0,046375 0,069704 0,072220
Func¸a˜o MMC 0,000230 0,000300 0,000305 0,051611 0,089524 0,104547
Nu´cleo Normal 0,000083 0,000131 0,000135 0,016410 0,029063 0,032176
Tabela B.11: Mediana dos Erros Quadra´ticos Integrados - Vol3-Vol4
Tabela Mediana EQI Vol3 Vol4
Parte 2 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,000078 0,000125 0,000156 0,000353 0,000355 0,000356
RAZA˜O 1 C2 0,000075 0,000120 0,000148 0,000352 0,000354 0,000356
C3 0,000075 0,000118 0,000145 0,000352 0,000354 0,000356
C4 0,000074 0,000115 0,000140 0,000351 0,000354 0,000356
DB2 C1 0,000065 0,000127 0,000166 0,000353 0,000355 0,000356
RAZA˜O 3 C2 0,000065 0,000126 0,000165 0,000353 0,000354 0,000356
C3 0,000065 0,000126 0,000165 0,000353 0,000354 0,000356
C4 0,000066 0,000126 0,000165 0,000352 0,000354 0,000356
O C1 0,000118 0,000162 0,000202 0,000306 0,000334 0,000339
N RAZA˜O 1 C2 0,000118 0,000162 0,000202 0,000306 0,000334 0,000339
D C3 0,000118 0,000162 0,000202 0,000306 0,000334 0,000339
A C4 0,000118 0,000162 0,000202 0,000306 0,000334 0,000340
L DB5 C1 0,000118 0,000162 0,000202 0,000307 0,000334 0,000340
E RAZA˜O 3 C2 0,000118 0,000162 0,000202 0,000307 0,000334 0,000340
T C3 0,000118 0,000162 0,000202 0,000307 0,000334 0,000340
A C4 0,000118 0,000162 0,000202 0,000307 0,000334 0,000340
S C1 0,000118 0,000163 0,000207 0,000298 0,000332 0,000338
RAZA˜O 1 C2 0,000118 0,000163 0,000207 0,000298 0,000332 0,000338
C3 0,000118 0,000163 0,000207 0,000298 0,000332 0,000338
C4 0,000118 0,000163 0,000207 0,000298 0,000332 0,000338
DB8 C1 0,000117 0,000162 0,000206 0,000297 0,000332 0,000339
RAZA˜O 3 C2 0,000117 0,000162 0,000206 0,000297 0,000332 0,000339
C3 0,000117 0,000162 0,000206 0,000297 0,000332 0,000339
C4 0,000117 0,000162 0,000206 0,000297 0,000332 0,000339
MM 0,000100 0,000157 0,000184 0,001418 0,001449 0,001454
Func¸a˜o MMC 0,000098 0,000153 0,000178 0,001400 0,001428 0,001434
Nu´cleo Normal 0,000052 0,000071 0,000078 0,001324 0,001329 0,001331
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Tabela B.12: Mediana dos Erros Quadra´ticos Integrados - Vol5-Vol6
Tab.Mediana EQI Vol5 Vol6
Parte 3 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,000094 0,000110 0,000116 0,055464 0,062740 0,066004
RAZA˜O 1 C2 0,000088 0,000103 0,000109 0,038408 0,046635 0,048508
C3 0,000091 0,000105 0,000113 0,040714 0,052768 0,057072
C4 0,000085 0,000100 0,000106 0,033330 0,037881 0,037945
DB2 C1 0,000088 0,000113 0,000121 0,153032 0,166433 0,174828
RAZA˜O 3 C2 0,000086 0,000109 0,000116 0,153032 0,166433 0,174828
C3 0,000087 0,000109 0,000117 0,153032 0,166433 0,174828
C4 0,000086 0,000109 0,000117 0,153032 0,166433 0,174828
O C1 0,000196 0,000200 0,000202 0,060327 0,061785 0,061813
N RAZA˜O 1 C2 0,000196 0,000200 0,000202 0,060327 0,061785 0,061813
D C3 0,000196 0,000200 0,000202 0,060327 0,061785 0,061813
A C4 0,000196 0,000200 0,000202 0,060327 0,061785 0,061813
L DB5 C1 0,000195 0,000198 0,000201 0,060327 0,061785 0,061813
E RAZA˜O 3 C2 0,000195 0,000198 0,000201 0,060327 0,061785 0,061813
T C3 0,000195 0,000198 0,000201 0,060327 0,061785 0,061813
A C4 0,000195 0,000198 0,000201 0,060327 0,061785 0,061813
S C1 0,000195 0,000199 0,000202 0,059964 0,061246 0,061313
RAZA˜O 1 C2 0,000195 0,000199 0,000202 0,059964 0,061246 0,061313
C3 0,000195 0,000199 0,000202 0,059964 0,061246 0,061313
C4 0,000195 0,000199 0,000202 0,059964 0,061246 0,061313
DB8 C1 0,000195 0,000198 0,000201 0,059964 0,061246 0,061313
RAZA˜O 3 C2 0,000195 0,000198 0,000201 0,059964 0,061246 0,061313
C3 0,000195 0,000198 0,000201 0,059964 0,061246 0,061313
C4 0,000195 0,000198 0,000201 0,059964 0,061246 0,061313
MM 0,000173 0,000186 0,000189 0,052721 0,062973 0,062993
Func¸a˜o MMC 0,000168 0,000180 0,000182 0,050278 0,058597 0,058619
Nu´cleo Normal 0,000043 0,000049 0,000050 0,016916 0,024479 0,024963
Tabela B.13: Mediana dos Erros Quadra´ticos Integrados - Vol7-Vol8
Tabela Mediana EQI Vol7 Vol8
Parte 4 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,000073 0,000080 0,000088 0,000276 0,000293 0,000298
RAZA˜O 1 C2 0,000031 0,000042 0,000054 0,000284 0,000301 0,000305
C3 0,000029 0,000037 0,000050 0,000306 0,000327 0,000329
C4 0,000029 0,000036 0,000047 0,000268 0,000278 0,000285
DB2 C1 0,000130 0,000175 0,000201 0,000863 0,000875 0,000887
RAZA˜O 3 C2 0,000129 0,000173 0,000198 0,000863 0,000875 0,000887
C3 0,000129 0,000173 0,000198 0,000863 0,000875 0,000887
C4 0,000129 0,000172 0,000198 0,000863 0,000875 0,000887
O C1 0,000136 0,000182 0,000227 0,000250 0,000265 0,000271
N RAZA˜O 1 C2 0,000136 0,000182 0,000227 0,000249 0,000265 0,000271
D C3 0,000136 0,000182 0,000227 0,000249 0,000265 0,000270
A C4 0,000136 0,000182 0,000227 0,000249 0,000265 0,000272
L DB5 C1 0,000136 0,000182 0,000227 0,000248 0,000265 0,000271
E RAZA˜O 3 C2 0,000136 0,000182 0,000227 0,000248 0,000265 0,000271
T C3 0,000136 0,000182 0,000227 0,000248 0,000265 0,000271
A C4 0,000136 0,000182 0,000227 0,000248 0,000265 0,000271
S C1 0,000136 0,000180 0,000228 0,000270 0,000290 0,000297
RAZA˜O 1 C2 0,000136 0,000180 0,000228 0,000270 0,000290 0,000298
C3 0,000136 0,000180 0,000228 0,000270 0,000290 0,000297
C4 0,000136 0,000180 0,000228 0,000271 0,000290 0,000298
DB8 C1 0,000135 0,000180 0,000227 0,000284 0,000307 0,000313
RAZA˜O 3 C2 0,000135 0,000180 0,000227 0,000284 0,000307 0,000313
C3 0,000135 0,000180 0,000227 0,000284 0,000307 0,000313
C4 0,000135 0,000180 0,000227 0,000284 0,000307 0,000313
MM 0,000094 0,000117 0,000144 0,000866 0,000930 0,000951
Func¸a˜o MMC 0,000093 0,000120 0,000148 0,000826 0,000880 0,000899
Nu´cleo Normal 0,000022 0,000030 0,000037 0,000681 0,000718 0,000722
B.2. TABELAS DE RESUMO 125
Tabela B.14: Me´dia dos Erros Absolutos Integrados - Vol1-Vol2
Tabela Me´dia EAI Vol1 Vol2
Parte 1 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,003661 0,004684 0,005126 0,077812 0,097602 0,109309
RAZA˜O 1 C2 0,003725 0,004712 0,005129 0,070453 0,090532 0,099784
C3 0,003636 0,004693 0,005154 0,069322 0,090459 0,102559
C4 0,003846 0,004782 0,005146 0,072120 0,092016 0,097929
DB2 C1 0,004164 0,005636 0,006718 0,101866 0,129429 0,151395
RAZA˜O 3 C2 0,004271 0,005710 0,006767 0,099765 0,127410 0,148578
C3 0,004270 0,005711 0,006770 0,099684 0,127597 0,149559
C4 0,004351 0,005777 0,006829 0,099801 0,127431 0,147558
O C1 0,004946 0,005431 0,005617 0,122450 0,136209 0,138212
N RAZA˜O 1 C2 0,004947 0,005432 0,005618 0,122465 0,136224 0,138226
D C3 0,004947 0,005431 0,005617 0,122465 0,136224 0,138226
A C4 0,004949 0,005433 0,005619 0,122476 0,136237 0,138238
L DB5 C1 0,004905 0,005391 0,005577 0,122299 0,136055 0,138057
E RAZA˜O 3 C2 0,004905 0,005391 0,005577 0,122299 0,136055 0,138057
T C3 0,004905 0,005391 0,005577 0,122299 0,136055 0,138057
A C4 0,004905 0,005391 0,005577 0,122299 0,136055 0,138057
S C1 0,004928 0,005470 0,005676 0,122650 0,136208 0,138346
RAZA˜O 1 C2 0,004930 0,005471 0,005677 0,122654 0,136212 0,138350
C3 0,004929 0,005471 0,005677 0,122653 0,136211 0,138349
C4 0,004930 0,005471 0,005677 0,122655 0,136213 0,138351
DB8 C1 0,004891 0,005433 0,005639 0,122606 0,136162 0,138300
RAZA˜O 3 C2 0,004891 0,005433 0,005639 0,122606 0,136162 0,138300
C3 0,004891 0,005433 0,005639 0,122606 0,136162 0,138300
C4 0,004891 0,005433 0,005639 0,122606 0,136162 0,138300
MM 0,004453 0,005376 0,005686 0,107761 0,130340 0,134166
Func¸a˜o MMC 0,004400 0,005275 0,005601 0,099036 0,130691 0,144715
Nu´cleo Normal 0,002777 0,003790 0,004054 0,063504 0,086472 0,096512
Tabela B.15: Me´dia dos Erros Absolutos Integrados - Vol3-Vol4
Tabela Me´dia EAI Vol3 Vol4
Parte 2 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,002818 0,003632 0,004197 0,001943 0,002271 0,002479
RAZA˜O 1 C2 0,002773 0,003546 0,004090 0,001928 0,002267 0,002485
C3 0,002758 0,003531 0,004078 0,001903 0,002232 0,002443
C4 0,002749 0,003493 0,004036 0,002045 0,002429 0,002692
DB2 C1 0,002618 0,003571 0,004265 0,001812 0,002029 0,002231
RAZA˜O 3 C2 0,002626 0,003570 0,004258 0,001820 0,002058 0,002281
C3 0,002626 0,003570 0,004258 0,001821 0,002058 0,002281
C4 0,002626 0,003566 0,004250 0,001828 0,002080 0,002317
O C1 0,003093 0,003748 0,004379 0,002895 0,003634 0,004051
N RAZA˜O 1 C2 0,003093 0,003748 0,004379 0,002905 0,003646 0,004066
D C3 0,003093 0,003748 0,004379 0,002900 0,003640 0,004059
A C4 0,003094 0,003748 0,004379 0,002924 0,003668 0,004094
L DB5 C1 0,003092 0,003747 0,004378 0,002911 0,003634 0,004051
E RAZA˜O 3 C2 0,003092 0,003747 0,004378 0,002911 0,003634 0,004051
T C3 0,003092 0,003747 0,004378 0,002911 0,003634 0,004051
A C4 0,003092 0,003747 0,004378 0,002911 0,003634 0,004051
S C1 0,003102 0,003764 0,004406 0,002852 0,003670 0,004106
RAZA˜O 1 C2 0,003105 0,003767 0,004409 0,002861 0,003682 0,004120
C3 0,003104 0,003765 0,004407 0,002856 0,003674 0,004111
C4 0,003110 0,003772 0,004416 0,002884 0,003709 0,004155
DB8 C1 0,003097 0,003754 0,004393 0,002834 0,003666 0,004103
RAZA˜O 3 C2 0,003097 0,003754 0,004393 0,002834 0,003666 0,004103
C3 0,003097 0,003754 0,004393 0,002834 0,003666 0,004103
C4 0,003097 0,003754 0,004393 0,002834 0,003666 0,004103
MM 0,002950 0,003695 0,004243 0,004794 0,005689 0,006053
Func¸a˜o MMC 0,002910 0,003630 0,004174 0,004748 0,005590 0,005958
Nu´cleo Normal 0,002205 0,002703 0,003018 0,004489 0,004900 0,005155
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Tabela B.16: Me´dia dos Erros Absolutos Integrados - Vol5-Vol6
Tab.Me´dia EAI Vol5 Vol6
Parte 3 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,003314 0,003794 0,004161 0,135260 0,149517 0,158893
RAZA˜O 1 C2 0,003206 0,003658 0,004006 0,109020 0,123622 0,129968
C3 0,003233 0,003713 0,004102 0,111237 0,130572 0,140927
C4 0,003136 0,003575 0,003865 0,101356 0,111114 0,112887
DB2 C1 0,003321 0,004139 0,004665 0,201535 0,221634 0,237687
RAZA˜O 3 C2 0,003258 0,004044 0,004546 0,200006 0,220066 0,235938
C3 0,003264 0,004054 0,004556 0,200301 0,220565 0,236642
C4 0,003238 0,004029 0,004534 0,198451 0,218303 0,233900
O C1 0,004326 0,004541 0,004742 0,139011 0,143670 0,144722
N RAZA˜O 1 C2 0,004327 0,004542 0,004744 0,139011 0,143670 0,144722
D C3 0,004327 0,004542 0,004744 0,139011 0,143670 0,144722
A C4 0,004328 0,004543 0,004745 0,139011 0,143670 0,144722
L DB5 C1 0,004296 0,004511 0,004712 0,139011 0,143670 0,144722
E RAZA˜O 3 C2 0,004296 0,004511 0,004712 0,139011 0,143670 0,144722
T C3 0,004296 0,004511 0,004712 0,139011 0,143670 0,144722
A C4 0,004296 0,004511 0,004712 0,139011 0,143670 0,144722
S C1 0,004329 0,004547 0,004752 0,138482 0,142883 0,144373
RAZA˜O 1 C2 0,004331 0,004549 0,004754 0,138482 0,142883 0,144373
C3 0,004331 0,004549 0,004754 0,138482 0,142883 0,144373
C4 0,004332 0,004550 0,004755 0,138482 0,142883 0,144373
DB8 C1 0,004297 0,004515 0,004720 0,138482 0,142883 0,144373
RAZA˜O 3 C2 0,004297 0,004515 0,004720 0,138482 0,142883 0,144373
C3 0,004297 0,004515 0,004720 0,138482 0,142883 0,144373
C4 0,004297 0,004515 0,004720 0,138482 0,142883 0,144373
MM 0,004185 0,004597 0,004840 0,125845 0,138581 0,139306
Func¸a˜o MMC 0,004140 0,004537 0,004779 0,123944 0,135070 0,135769
Nu´cleo Normal 0,002165 0,002529 0,002645 0,072324 0,090311 0,094546
Tabela B.17: Me´dia dos Erros Absolutos Integrados - Vol7-Vol8
Tabela Me´dia EAI Vol7 Vol8
Parte 4 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,002798 0,003262 0,003670 0,002432 0,003136 0,003580
RAZA˜O 1 C2 0,002022 0,002454 0,002837 0,002486 0,003249 0,003647
C3 0,001989 0,002411 0,002781 0,002602 0,003380 0,003730
C4 0,001845 0,002274 0,002659 0,002377 0,002969 0,003393
DB2 C1 0,003690 0,004364 0,004898 0,003381 0,004090 0,004758
RAZA˜O 3 C2 0,003413 0,004080 0,004608 0,003385 0,004104 0,004766
C3 0,003414 0,004081 0,004609 0,003395 0,004114 0,004774
C4 0,003322 0,003986 0,004512 0,003379 0,004073 0,004739
O C1 0,003122 0,003746 0,004376 0,002327 0,002987 0,003399
N RAZA˜O 1 C2 0,003122 0,003746 0,004376 0,002325 0,002984 0,003403
D C3 0,003122 0,003746 0,004376 0,002326 0,002984 0,003400
A C4 0,003123 0,003746 0,004376 0,002324 0,002990 0,003425
L DB5 C1 0,003120 0,003743 0,004373 0,002384 0,003103 0,003511
E RAZA˜O 3 C2 0,003120 0,003743 0,004373 0,002384 0,003103 0,003511
T C3 0,003120 0,003743 0,004373 0,002384 0,003103 0,003511
A C4 0,003120 0,003743 0,004373 0,002384 0,003103 0,003511
S C1 0,003133 0,003762 0,004408 0,002375 0,003125 0,003577
RAZA˜O 1 C2 0,003135 0,003764 0,004410 0,002371 0,003108 0,003569
C3 0,003133 0,003761 0,004406 0,002372 0,003111 0,003570
C4 0,003140 0,003771 0,004417 0,002369 0,003105 0,003581
DB8 C1 0,003127 0,003753 0,004395 0,002596 0,003442 0,003894
RAZA˜O 3 C2 0,003127 0,003753 0,004395 0,002596 0,003442 0,003894
C3 0,003127 0,003753 0,004395 0,002596 0,003442 0,003894
C4 0,003127 0,003753 0,004395 0,002596 0,003442 0,003894
MM 0,002862 0,003339 0,003836 0,004249 0,005339 0,005849
Func¸a˜o MMC 0,002876 0,003357 0,003851 0,004123 0,005074 0,005574
Nu´cleo Normal 0,001402 0,001700 0,001995 0,003701 0,004905 0,005235
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Tabela B.18: Mediana dos Erros Absolutos Integrados - Vol1-Vol2
Tabela Mediana EAI Vol1 Vol2
Parte 1 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,003396 0,004474 0,004973 0,074735 0,094603 0,106559
RAZA˜O 1 C2 0,003579 0,004551 0,005012 0,069015 0,089068 0,098364
C3 0,003471 0,004524 0,005001 0,068704 0,089457 0,101894
C4 0,003679 0,004624 0,005034 0,069558 0,089733 0,095819
DB2 C1 0,004117 0,005371 0,006154 0,108103 0,138814 0,165603
RAZA˜O 3 C2 0,004217 0,005441 0,006196 0,107997 0,138778 0,165603
C3 0,004239 0,005447 0,006212 0,107997 0,138778 0,165603
C4 0,004253 0,005516 0,006270 0,107997 0,138778 0,165603
O C1 0,004892 0,005345 0,005541 0,122225 0,136363 0,138363
N RAZA˜O 1 C2 0,004892 0,005345 0,005541 0,122225 0,136363 0,138363
D C3 0,004892 0,005345 0,005541 0,122225 0,136363 0,138363
A C4 0,004892 0,005345 0,005541 0,122225 0,136363 0,138363
L DB5 C1 0,004873 0,005326 0,005514 0,122210 0,136343 0,138348
E RAZA˜O 3 C2 0,004873 0,005326 0,005514 0,122210 0,136343 0,138348
T C3 0,004873 0,005326 0,005514 0,122210 0,136343 0,138348
A C4 0,004873 0,005326 0,005514 0,122210 0,136343 0,138348
S C1 0,004870 0,005411 0,005584 0,123142 0,136487 0,138699
RAZA˜O 1 C2 0,004870 0,005411 0,005584 0,123142 0,136487 0,138699
C3 0,004870 0,005411 0,005584 0,123142 0,136487 0,138699
C4 0,004870 0,005411 0,005584 0,123142 0,136487 0,138699
DB8 C1 0,004862 0,005387 0,005571 0,123142 0,136487 0,138699
RAZA˜O 3 C2 0,004862 0,005387 0,005571 0,123142 0,136487 0,138699
C3 0,004862 0,005387 0,005571 0,123142 0,136487 0,138699
C4 0,004862 0,005387 0,005571 0,123142 0,136487 0,138699
MM 0,004394 0,005306 0,005543 0,107976 0,130633 0,134436
Func¸a˜o MMC 0,004347 0,005203 0,005455 0,098698 0,129915 0,143945
Nu´cleo Normal 0,002705 0,003730 0,003991 0,063071 0,086116 0,095919
Tabela B.19: Mediana dos Erros Absolutos Integrados - Vol3-Vol4
Tabela Mediana EAI Vol3 Vol4
Parte 2 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,002701 0,003536 0,004130 0,001881 0,002138 0,002351
RAZA˜O 1 C2 0,002676 0,003479 0,004031 0,001877 0,002149 0,002376
C3 0,002659 0,003473 0,004023 0,001858 0,002124 0,002343
C4 0,002652 0,003420 0,003971 0,001913 0,002204 0,002461
DB2 C1 0,002460 0,003491 0,004226 0,001778 0,001989 0,002175
RAZA˜O 3 C2 0,002466 0,003491 0,004215 0,001774 0,002009 0,002223
C3 0,002466 0,003491 0,004215 0,001774 0,002009 0,002223
C4 0,002472 0,003489 0,004214 0,001780 0,002032 0,002256
O C1 0,003067 0,003717 0,004330 0,002869 0,003600 0,003994
N RAZA˜O 1 C2 0,003067 0,003717 0,004330 0,002879 0,003604 0,004011
D C3 0,003067 0,003717 0,004330 0,002878 0,003604 0,004005
A C4 0,003067 0,003717 0,004330 0,002887 0,003609 0,004022
L DB5 C1 0,003066 0,003716 0,004330 0,002880 0,003596 0,003992
E RAZA˜O 3 C2 0,003066 0,003716 0,004330 0,002880 0,003596 0,003992
T C3 0,003066 0,003716 0,004330 0,002880 0,003596 0,003992
A C4 0,003066 0,003716 0,004330 0,002880 0,003596 0,003992
S C1 0,003067 0,003733 0,004350 0,002818 0,003622 0,004047
RAZA˜O 1 C2 0,003067 0,003733 0,004350 0,002820 0,003627 0,004055
C3 0,003067 0,003733 0,004350 0,002817 0,003621 0,004053
C4 0,003069 0,003733 0,004350 0,002825 0,003636 0,004060
DB8 C1 0,003065 0,003726 0,004346 0,002804 0,003616 0,004034
RAZA˜O 3 C2 0,003065 0,003726 0,004346 0,002804 0,003616 0,004034
C3 0,003065 0,003726 0,004346 0,002804 0,003616 0,004034
C4 0,003065 0,003726 0,004346 0,002804 0,003616 0,004034
MM 0,002900 0,003625 0,004164 0,004831 0,005735 0,006087
Func¸a˜o MMC 0,002864 0,003580 0,004089 0,004773 0,005644 0,005991
Nu´cleo Normal 0,002168 0,002645 0,002940 0,004465 0,004869 0,005122
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Tabela B.20: Mediana dos Erros Absolutos Integrados - Vol5-Vol6
Tab.Mediana EAI Vol5 Vol6
Parte 3 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,003091 0,003634 0,003999 0,134962 0,149626 0,158924
RAZA˜O 1 C2 0,003025 0,003514 0,003868 0,108100 0,122262 0,128938
C3 0,003061 0,003583 0,003973 0,110986 0,130246 0,140633
C4 0,002948 0,003474 0,003791 0,099903 0,109790 0,111528
DB2 C1 0,003063 0,003780 0,004186 0,206959 0,227665 0,244654
RAZA˜O 3 C2 0,003009 0,003688 0,004084 0,206959 0,227665 0,244654
C3 0,003009 0,003698 0,004102 0,206959 0,227665 0,244654
C4 0,002991 0,003688 0,004101 0,206959 0,227665 0,244654
O C1 0,004275 0,004484 0,004682 0,137946 0,142482 0,143548
N RAZA˜O 1 C2 0,004275 0,004484 0,004682 0,137946 0,142482 0,143548
D C3 0,004275 0,004484 0,004682 0,137946 0,142482 0,143548
A C4 0,004275 0,004484 0,004682 0,137946 0,142482 0,143548
L DB5 C1 0,004268 0,004475 0,004671 0,137946 0,142482 0,143548
E RAZA˜O 3 C2 0,004268 0,004475 0,004671 0,137946 0,142482 0,143548
T C3 0,004268 0,004475 0,004671 0,137946 0,142482 0,143548
A C4 0,004268 0,004475 0,004671 0,137946 0,142482 0,143548
S C1 0,004268 0,004475 0,004690 0,137785 0,142123 0,143670
RAZA˜O 1 C2 0,004268 0,004475 0,004690 0,137785 0,142123 0,143670
C3 0,004268 0,004475 0,004690 0,137785 0,142123 0,143670
C4 0,004268 0,004475 0,004690 0,137785 0,142123 0,143670
DB8 C1 0,004265 0,004467 0,004684 0,137785 0,142123 0,143670
RAZA˜O 3 C2 0,004265 0,004467 0,004684 0,137785 0,142123 0,143670
C3 0,004265 0,004467 0,004684 0,137785 0,142123 0,143670
C4 0,004265 0,004467 0,004684 0,137785 0,142123 0,143670
MM 0,004133 0,004519 0,004699 0,125264 0,138108 0,138823
Func¸a˜o MMC 0,004078 0,004420 0,004611 0,123184 0,134434 0,135165
Nu´cleo Normal 0,002106 0,002481 0,002595 0,071384 0,089460 0,093797
Tabela B.21: Mediana dos Erros Absolutos Integrados - Vol7-Vol8
Tabela Mediana EAI Vol7 Vol8
Parte 4 Quant0 Quant50 Quant100 Quant0 Quant50 Quant100
C1 0,002883 0,003202 0,003536 0,002274 0,002935 0,003341
RAZA˜O 1 C2 0,001652 0,002029 0,002420 0,002322 0,003036 0,003399
C3 0,001598 0,001980 0,002363 0,002448 0,003162 0,003493
C4 0,001565 0,001936 0,002313 0,002217 0,002760 0,003179
DB2 C1 0,003873 0,004719 0,005383 0,003471 0,004143 0,004801
RAZA˜O 3 C2 0,003826 0,004684 0,005352 0,003470 0,004147 0,004803
C3 0,003826 0,004684 0,005352 0,003471 0,004148 0,004810
C4 0,003818 0,004678 0,005351 0,003471 0,004144 0,004799
O C1 0,003074 0,003698 0,004348 0,002255 0,002938 0,003344
N RAZA˜O 1 C2 0,003074 0,003698 0,004348 0,002255 0,002934 0,003339
D C3 0,003074 0,003698 0,004348 0,002255 0,002935 0,003341
A C4 0,003074 0,003698 0,004348 0,002254 0,002942 0,003364
L DB5 C1 0,003072 0,003696 0,004347 0,002299 0,003001 0,003420
E RAZA˜O 3 C2 0,003072 0,003696 0,004347 0,002299 0,003001 0,003420
T C3 0,003072 0,003696 0,004347 0,002299 0,003001 0,003420
A C4 0,003072 0,003696 0,004347 0,002299 0,003001 0,003420
S C1 0,003059 0,003710 0,004369 0,002431 0,003187 0,003616
RAZA˜O 1 C2 0,003059 0,003710 0,004369 0,002430 0,003183 0,003614
C3 0,003059 0,003707 0,004369 0,002431 0,003185 0,003615
C4 0,003063 0,003710 0,004369 0,002426 0,003183 0,003615
DB8 C1 0,003054 0,003700 0,004365 0,002520 0,003349 0,003798
RAZA˜O 3 C2 0,003054 0,003700 0,004365 0,002520 0,003349 0,003798
C3 0,003054 0,003700 0,004365 0,002520 0,003349 0,003798
C4 0,003054 0,003700 0,004365 0,002520 0,003349 0,003798
MM 0,002699 0,003169 0,003688 0,004253 0,005303 0,005794
Func¸a˜o MMC 0,002663 0,003148 0,003670 0,004108 0,005005 0,005479
Nu´cleo Normal 0,001329 0,001632 0,001916 0,003686 0,004860 0,005194
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B.3 Distribuic¸a˜o dos Erros Integrados
Nessa sec¸a˜o, sa˜o apresentados os histogramas alisados dos erros quadra´ticos
e absolutos integrados das simulac¸o˜es. Cada figura conte´m os histogramas
relativos a uma func¸a˜o de volatilidade, sendo composta por quatro gra´ficos:
(a) Erro local nas observac¸o˜es do(s) ponto(s) de salto(s);
(b) Erro local nas observac¸o˜es do(s) ponto(s) de salto(s) e nos cinqu¨enta
(50) vizinhos de cada lado;
(c) Erro local nas observac¸o˜es do(s) ponto(s) de salto(s) e nos cem (100)
vizinhos de cada lado; e
(d) Erro integrado em todas as observac¸o˜es.
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Figura B.9: DISTRIBUIC¸A˜O DOS EQI - Volatilidade 1
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Figura B.10: DISTRIBUIC¸A˜O DOS EQI - Volatilidade 2
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Figura B.11: DISTRIBUIC¸A˜O DOS EQI - Volatilidade 3
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Figura B.12: DISTRIBUIC¸A˜O DOS EQI - Volatilidade 4
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Figura B.13: DISTRIBUIC¸A˜O DOS EQI - Volatilidade 5
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Figura B.14: DISTRIBUIC¸A˜O DOS EQI - Volatilidade 6
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Figura B.15: DISTRIBUIC¸A˜O DOS EQI - Volatilidade 7
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Figura B.16: DISTRIBUIC¸A˜O DOS EQI - Volatilidade 8
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Figura B.17: DISTRIBUIC¸A˜O DOS EAI - Volatilidade 1
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Figura B.18: DISTRIBUIC¸A˜O DOS EAI - Volatilidade 2
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Figura B.19: DISTRIBUIC¸A˜O DOS EAI - Volatilidade 3
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Figura B.20: DISTRIBUIC¸A˜O DOS EAI - Volatilidade 4
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Figura B.21: DISTRIBUIC¸A˜O DOS EAI - Volatilidade 5
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Figura B.22: DISTRIBUIC¸A˜O DOS EAI - Volatilidade 6
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Figura B.23: DISTRIBUIC¸A˜O DOS EAI - Volatilidade 7
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Figura B.24: DISTRIBUIC¸A˜O DOS EAI - Volatilidade 8
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B.4 Comparac¸a˜o dos Erros Integrados
Nessa sec¸a˜o, sa˜o apresentados os histogramas alisados comparativos dos er-
ros quadra´ticos e absolutos integrados das simulac¸o˜es. Cada figura conte´m
os histogramas relativos a uma func¸a˜o de volatilidade, sendo composta por
quatro gra´ficos:
(a) Estimador por Ondaletas;
(b) Estimador por func¸a˜o-nu´cleo com nu´cleo Normal;
(c) Estimador por func¸a˜o-nu´cleo MMC; e
(d) Estimador por func¸a˜o-nu´cleo MM.
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Figura B.25: Comparac¸a˜o dos EQI’s - Volatilidade 1
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Figura B.26: Comparac¸a˜o dos EQI’s - Volatilidade 2
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Figura B.27: Comparac¸a˜o dos EQI’s - Volatilidade 3
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Figura B.28: Comparac¸a˜o dos EQI’s - Volatilidade 4
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Figura B.29: Comparac¸a˜o dos EQI’s - Volatilidade 5
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Figura B.30: Comparac¸a˜o dos EQI’s - Volatilidade 6
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Figura B.31: Comparac¸a˜o dos EQI’s - Volatilidade 7
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Figura B.32: Comparac¸a˜o dos EQI’s - Volatilidade 8
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Figura B.33: Comparac¸a˜o dos EAI’s - Volatilidade 1
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Figura B.34: Comparac¸a˜o dos EAI’s - Volatilidade 2
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Figura B.35: Comparac¸a˜o dos EAI’s - Volatilidade 3
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Figura B.36: Comparac¸a˜o dos EAI’s - Volatilidade 4
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Figura B.37: Comparac¸a˜o dos EAI’s - Volatilidade 5
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Apeˆndice C
Estimador de Volatilidade por
ondaletas
Neste apeˆndice havera´ repetic¸o˜es com relac¸a˜o ao texto principal. Pode
ser visto como um cap´ıtulo a` parte, onde discutimos detalhadamente o artigo
(Genon-Catalot et al. 1992), que versa sobre propriedades do estimador de
ondaletas da volatilidade de um modelo de difusa˜o.
Discutiremos como podemos obter estimativas para a volatilidade (coe-
ficiente de difusa˜o) de uma equac¸a˜o diferencial estoca´stica (E.D.E) definida
da seguinte forma:
dXt = b(t,Xt)dt+ θ(t)dWt, X0 = x (C.1)
Na equac¸a˜o (C.1), assume-se que as func¸o˜es θ(t) (coeficiente de difusa˜o)
e b(t,Xt) sejam determin´ısticas e desconhecidas. Estamos interessados em
obter um estimador na˜o-parame´trico θˆ2(t) de θ2(t) para t²[0, T ], a partir de
uma amostra discreta do processo cont´ınuo definido em (C.1). Uma amostra
de tamanho n e´ observada em intervalos de tempo equidistantes ti = i2
−n
onde i = 0, 1, ..., [2nT ], ou seja, observamos o processo no intervalo de tempo
[0, T ] com intervalo de amostragem definido como 4n = 2−n.
E´ importante salientar que, para os resultados teo´ricos que sera˜o enunci-
ados e provados nesta sec¸a˜o terem validade, sa˜o feitas as seguintes suposic¸o˜es
com respeito as func¸o˜es b(·, ·) e θ(·) da equac¸a˜o diferencial estoca´stica defi-
nida em (C.1):
(C1) - A func¸a˜o b(t, u) pertence a` classe C1([0,+∞)× R).
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(C2) - Para todo T existe uma constante KT tal que ∀t, 0 ≤ t ≤ T a
seguinte relac¸a˜o seja satisfeita: | b(t, u) |≤ KT (1+ | u |).
(C3) - A func¸a˜o θ(t) pertence a classe Cm([0,∞)) com m ≥ 1 e θ(t) e´
positiva para todo t ≥ 0.
Sob as suposic¸o˜es (C1)-(C3), com m ≥ 0, a soluc¸a˜o de (C.1) e´ u´nica
no intervalo [0,∞). Como estaremos trabalhando com A.M.R r-regular no
L2(R) e a func¸a˜o θ(t) na˜o precisa necessariamente pertencer ao L2(R), iremos
substitu´ı-la por uma nova func¸a˜o θ¯(t) ² L2(R) tal que:
θ¯(t) = θ(t) ∀t²[0, T ] (C.2)
Mantendo a relac¸a˜o entre estas duas func¸o˜es, vamos supor que a nova
func¸a˜o θ¯(t) tambe´m pertence a Cm(R) e tambe´m que seu suporte pertence
a [−², T + ²], para algum ² ≥ 0. Para efeitos pra´ticos, as duas func¸o˜es sa˜o
iguais, sendo que a difusa˜o do processo Xt definida por (C.1) e´ a mesma que
aquela do processo X¯t definida por:
dX¯t = b(t, X¯t)dt+ θ¯(t)dWt, X¯0 = x (C.3)
Na sequeˆncia desta sec¸a˜o, iremos obter um estimador para a projec¸a˜o de
θ¯(t) em Vj(n), onde o n´ıvel j(n) e´ associado com cada tamanho de amostra,
sendo que j(n)→ +∞ conforme n→ +∞. Utilizando o resultado obtido em
(4.51)-(4.52) com j0 = j(n), podemos decompor o L2(R) da seguinte forma:
L2(R) = Vj(n) ⊕
⊕
j≥j(n)
Wj
 (C.4)
Como θ¯(t) e´ uma func¸a˜o do L2(R), podemos escrever:
θ¯2(t) =
∑
k²Z
µj(n),kφj(n),k(t) +
∑
j≥j(n)²Z
∑
k²Z
νj,kψj,k(t), (C.5)
onde sabemos pelas propriedades das bases de ondaletas que:
µj,k =< θ¯
2(t), φj,k(t) >=
∫
R
θ¯2(t)φj,k(t)dt (C.6)
e
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νj,k =< θ¯
2(t), ψj,k(t) >=
∫
R
θ¯2(t)ψj,k(t)dt. (C.7)
O estimador empirico de µj,k e´ dado por:
µˆj,k =
N−1∑
i=0
φj,k(ti)(Xti+1 −Xti)2 (C.8)
Se definirmos a medida Delta-Dirac do ponto ti como δti , sabemos que,
para um n´ıvel j suficientemente grande, obtemos:
µˆj,k =
N−1∑
i=0
φj,k(ti)(Xti+1 −Xti)2 ≈
N−1∑
i=0
δti(Xti+1 −Xti)2. (C.9)
De (C.9) e escolhendo-se uma func¸a˜o g(t) razoa´vel, pode-se mostrar que:
∫ T
0
g(t)µˆj,kdt ≈
N−1∑
i=0
(Xti+1 −Xti)2
∫ T
0
g(t)δtidt
=
N−1∑
i=0
(Xti+1 −Xti)2g(ti)→Pn→∞
∫ T
0
g(t)θ2(t)dt. (C.10)
Desta forma, definimos o estimador de θ2(t) no n´ıvel j(n) como sendo:
θˆ2(t) =
∑
k²Z
µˆj(n),kφj(n),k(t) =
∑
k²K
µˆj(n),kφj(n),k(t) (C.11)
onde K e´ o conjunto {µˆj(n),k na˜o nulos ∀k²Z }, sendo que a cardinalidade
deste conjunto e´ claramente O(2j(n)). O conjunto K pode ser encontrado
lembrando-se que o suporte de φ(t) ² [−A,A] e calculando as restric¸o˜es com
relac¸a˜o a k, como segue:
supp(µˆj(n),k) = supp
(
N−1∑
i=0
φj(n),k(ti)
)
=
N−1⋃
i=1
[suppφj(n),k(ti)]
=
N−1⋃
i=1
[−A ≤ 2j(n)ti − k ≤ A] =
N−1⋃
i=1
[2j(n)ti − A ≤ k ≤ 2j(n)ti + A]
⊆ [−A, 2j(n)T + A] . (C.12)
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Procedendo da mesma forma com relac¸a˜o ao suporte de φj(n),k, vemos que o
seu suporte conte´m o suporte de µˆj(n),k, pois o suporte de θˆ
2(t) pertence a
[−², T + ²], para algum ² > 0. Assim o conjunto K e´ simplesmente o mesmo
que o suporte de µˆj(n),k. De (C.9) e de (C.10), percebe-se que (C.11) e´ um
estimador razoa´vel de θ2(t).
C.1 Convergeˆncia em Distribuic¸a˜o do Esti-
mador da Volatilidade
Estamos interessados em estudar as propriedades assinto´ticas da quantidade∫
h(t)θˆ(t)dt, onde h e´ uma func¸a˜o arbitra´ria, que pode ser interpretada como
uma func¸a˜o-peso, que satisfac¸a:
(C4) - A func¸a˜o h e´ cont´ınua em [0, T ], com suporte compacto inclu´ıdo
em (0, T ) e pertence ao espac¸o de Sobolev Hm
′
(R), com m′ ≥ 1/2.
Teorema C.1.1. Supondo que as condic¸o˜es (C1)-(C4) sejam
satisfeitas, que r ∧ m + r ∧ m′ > 2 e que j(n) = [αn] onde
1
2(r∧m+r∧m′) ≤ α < 14 temos que:
2n/2
∫
R
h(t)
(
θˆ2(t)− θ2(t)
)
dt
D−→n→∞ N
(
0, 2
∫ T
0
h2(t)θ4(t)dt
)
.
(C.13)
Provaremos esse teorema por partes e, inicialmente, apresentaremos al-
gumas notac¸o˜es. A projec¸a˜o ortogonal em Vj sera´ denotada por Pj, de forma
que hj = Pjh. Utilizando a decomposic¸a˜o em (C.4), podemos escrever h
como:
h(t) =
∑
k²Z
αj(n),kφj(n),k(t) +
∑
j≥j(n)²Z
∑
k²Z
βj,kψj,k(t). (C.14)
Sabemos, de (C.5) e (C.8), que o estimador de θ¯(t) e sua projec¸a˜o no
n´ıvel j(n) sa˜o, respectivamente:
ˆ¯θ2(t) =
∑
k²Z
µˆj(n),kφj(n),k(t) (C.15)
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e
θ¯2(t) =
∑
k²Z
µj(n),kφj(n),k(t). (C.16)
De (C.14)-(C.16) e das relac¸o˜es entre ψj,k(t) e φj,k(t), e´ fa´cil ver que:∫
R
h(t)
(
ˆ¯θ2(t)− θ¯2(t)
)
dt = Zn + Tn, (C.17)
onde
Zn =
∑
k²N
αj(n),k(µˆj(n),k − µj(n),k) (C.18)
e
Tn = −
∑
j≥j(n)
∑
k²N
βj,kνj,k. (C.19)
C.1.1 Convergeˆncia do termo Tn
Vamos mostrar Tn → 0. Para isso, teremos que utilizar o seguinte resultado:
Proposic¸a˜o C.1.1. Para qualquer func¸a˜o f ² Hs(R), onde r e´
a regularidade da A.M.R., vale a seguinte desigualdade
|f − Pjf‖L2 ≤ 2−j(r∧s)²j (C.20)
com ²j → 0, quando j →∞.
Pelas propriedades da decomposic¸a˜o de ondaletas e pela proposic¸a˜o acima,
temos:
‖h− hj‖L2 =
√ ∑
j≥j(n)
∑
k²N
β2j,k ≤ 2−j(n)(m
′∧r)²j(n) (C.21)
e
‖θ¯2 − Pj θ¯2‖L2 =
√ ∑
j≥j(n)
∑
k²N
ν2j,k ≤ 2−j(n)(m∧r)²j(n). (C.22)
Assim, de (C.21) e (C.22), temos que:
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|Tn| =
∣∣∣∣∣∣
∑
j≥j(n)
∑
k²N
ν2j,kβ
2
j,k
∣∣∣∣∣∣ = ‖h− hj‖L2‖θ¯2 − Pj θ¯2‖L2 ≤ 2−j(n)[(m∧r)(m′∧r)]²2j(n).
(C.23)
Estamos interessados tambe´m na velocidade de convergeˆncia de Tn. Pelo
teorema C.1.1 queremos que ∆
−1/2
n Tn → 0. Utilizando os resultados em
(C.23), temos que:
|∆−1/2n Tn| = 2
n
2 |Tn| ≤ 2n2−j(n)[(m∧r)(m′∧r)]²2j(n). (C.24)
Enta˜o, para que a convergeˆncia ∆
−1/2
n Tn → 0 ocorra, e´ necessa´rio impor
a condic¸a˜o de que 2
n
2
−j(n)[(m∧r)(m′∧r)] = O(1).
C.1.2 Fatorac¸a˜o do termo Zn
Nesta subsec¸a˜o, vamos dividir Zn em dois termos, mas primeiramente obser-
vamos que
∑
k²Z
αj(n),kµj(n),k =
∫ T
0
hj(n)(t)θ¯
2(t)dt =
∫ T
0
hj(n)(t)θ
2(t)dt, (C.25)
onde (C.25) e´ facilmente estabelecida, usando (C.5) e (C.14) e tambe´m as
relac¸o˜es entre ψj,k(t) e φj,k(t). De (C.8), obtemos tambe´m:
∑
k²Z
αj(n),kµˆj(n),k =
∑
k²Z
αj(n),k
N−1∑
i=1
φj(n),k(ti)
(
Xti+1 −Xti
)2
=
N−1∑
i=1
(
Xti+1 −Xti
)2∑
k²Z
αj(n),kφj(n),k(ti)
=
N−1∑
i=1
(
Xti+1 −Xti
)2
hj(n)(ti). (C.26)
Assim, de (C.25) e (C.26), podemos escrever Zn como segue:
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Zn =
N−1∑
i=1
(
Xti+1 −Xti
)2
hj(n)(ti)−
∫ T
0
hj(n)(t)θ
2(t)dt
= Dn −
∫ T
0
hj(n)(t)θ
2(t)dt. (C.27)
C.1.3 Fatorac¸a˜o do termo Dn
Para decompor o termo Dn, utilizaremos um caso espec´ıfico da decomposic¸a˜o
de Itoˆ, descrita no Cap´ıtulo 2, na definic¸a˜o 2.3.1:
2
∫ ti+1
ti
XsdXs = X
2
ti+1
−X2ti −
∫ ti+1
ti
(dXs)
2. (C.28)
Se o processo Xt e´ da forma descrita em (C.1), a variac¸a˜o quadra´tica
deste processo pode ser definida como:
∫ ti+1
ti
(dXs)
2 =
∫ ti+1
ti
|θ(s)|2ds =
∫ ti+1
ti
θ2(s)ds. (C.29)
Utilizando as igualdades (C.28) e (C.29), encontraremos a partic¸a˜o dese-
jada do termo Dn:
2
∫ ti+1
ti
(Xs −Xti) dXs = 2
∫ ti+1
ti
XsdXs − 2Xti
∫ ti+1
ti
dXs
= X2ti+1 −X2ti −
∫ ti+1
ti
θ2(s)ds− 2Xti
(
Xti −Xti+1
)
=
(
Xti+1 −Xti
)2 − ∫ ti+1
ti
θ2(s)ds. (C.30)
Finalizando, de (C.27) e (C.30), temos que o termo Dn pode ser partici-
onado da seguinte forma:
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Dn =
N−1∑
i=1
(
Xti+1 −Xti
)2
hj(n)(ti)
= 2
N−1∑
i=1
∫ ti+1
ti
(Xs −Xti) dXshj(n)(ti)
+
N−1∑
i=1
∫ ti+1
ti
θ2(s)dshj(n)(ti). (C.31)
Utilizando a decomposic¸a˜o do termo Dn mostrada em (C.31), podemos
reescrever o termo Zn como:
Zn = 2
N−1∑
i=1
∫ ti+1
ti
(Xs −Xti) dXshj(n)(ti) + Cn, (C.32)
onde
Cn =
N−1∑
i=1
∫ ti+1
ti
θ2(s)dshj(n)(ti)−
∫ T
0
hj(n)(s)θ
2(s)ds. (C.33)
C.1.4 Convergeˆncia do termo Cn
Vamos mostrar Cn → 0. Para isso, definiremos o mo´dulo de continuidade
ω(·).
Definic¸a˜o C.1.1. Seja f uma func¸a˜o cont´ınua e δ uma constante
real qualquer. O mo´dulo de continuidade e´:
ω(f, δ) = sup
|s−t|≤δ
{|f(s)− f(t)|} . (C.34)
Inicialmente, vamos mostrar que |Cn| ≤ C ω(hj(n),∆n).
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|Cn| =
∣∣∣∣∣
N−1∑
i=1
∫ ti+1
ti
θ2(s)dshj(n)(ti)−
∫ T
0
hj(n)(s)θ
2(s)ds
∣∣∣∣∣
=
∣∣∣∣∣
N−1∑
i=1
∫ ti+1
ti
θ2(s)
(
hj(n)(ti)− hj(n)(s)
)
ds
∣∣∣∣∣
≤
N−1∑
i=1
∣∣∣∣∫ ti+1
ti
θ2(s)ω
(
hj(n),∆n
)
ds
∣∣∣∣
= ω
(
hj(n),∆n
)N−1∑
i=1
∣∣∣∣∫ ti+1
ti
θ2(s)ds
∣∣∣∣
= ω
(
hj(n),∆n
)
C. (C.35)
O resultado (C.35) mostra que |Cn| → 0. No entanto, estamos novamente
interessados na velocidade de tal convergeˆncia e, pelo teorema C.1.1 queremos
que |∆−1/2Cn| → 0 e, para isso, teremos que mostrar a seguinte desigualdade:
ω
(
φj(n),k,∆n
) ≤ 23j(n)/2∆nC. (C.36)
Utilizando apenas a definic¸a˜o do mo´dulo de continuidade e da func¸a˜o-
escala, temos:
ω
(
φj(n),k,∆n
)
= sup
|s−t|≤∆n
{∣∣φj(n),k(s)− φj(n),k(t)∣∣}
= 2j(n)/2 sup
|s−t|≤∆n
{∣∣φ(2j(n)s− k)− φ(2j(n)t− k)∣∣} .
Como ∆n ≤ ∆n2j(n), temos ω(.,∆n) ≤ ω(.,∆n2j(n)). Ale´m disso, sabemos
que |s− t| ≤ ∆n2j(n) = | s2j(n) − t2j(n) | ≤ ∆n:
ω
(
φj(n),k,∆n
) ≤ 2j(n)/2 sup
|s−t|≤∆n2j(n)
{|φ(s− k)− φ(t− k)|}
= 2j(n)/2 sup
|s−t|≤∆n2j(n)
{|φ(s)− φ(t)|} .
Como φ ² C1, sabemos que |φ(s)− φ(t)| ≤ C|s− t|, enta˜o:
ω
(
φj(n),k,∆n
) ≤ 2j(n)/2C∆n2j(n) = 23j(n)/2∆nC.
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Para completar a demonstrac¸a˜o de que |∆−1/2Cn| → 0, teremos que mos-
trar a seguinte desigualdade:
ω
(
hj(n),∆n
) ≤ ‖h‖2(Card[K])23j(n)/2∆nC. (C.37)
Primeiramente, sabemos que hj(n)(t) =
∑
k αj(n),kφj(n),k(t); enta˜o, por
definic¸a˜o, temos que:
ω
(
hj(n),∆n
)
= sup
|s−t|≤∆n
{∣∣hj(n)(s)− hj(n)(t)∣∣}
= sup
|s−t|≤∆n
{∣∣∣∣∣∑
k
αj(n),k
(
φj(n),k(s)− φj(n),k(t)
)∣∣∣∣∣
}
≤ sup
|s−t|≤∆n
{∑
k
∣∣αj(n),k∣∣ ∣∣φj(n),k(s)− φj(n),k(t)∣∣
}
≤
∑
k
∣∣αj(n),k∣∣ sup
|s−t|≤∆n
{∣∣φj(n),k(s)− φj(n),k(t)∣∣}
≤
∑
k
∣∣αj(n),k∣∣ω (φj(n),k,∆n) .
Assim, de (C.36), obtemos a seguinte desigualdade:
ω
(
hj(n),∆n
) ≤ 23j(n)/2∆nC∑
k
∣∣αj(n),k∣∣ . (C.38)
Para completar a prova de (C.37), temos que achar uma cota superior
para
∑
k
∣∣αj(n),k∣∣. Pela desigualdade de Cauchy-Schwartz e pela identidade
de Parseval, temos:
|αj(n),k| = |
〈
hj(n), φj(n),k
〉 | ≤‖ hj(n) ‖‖ φj(n),k ‖=√∑
k
α2j(n),k. (C.39)
Pelas propriedades da decomposic¸a˜o de ondaletas C.1.1 e pela identidade
de Parseval, sabemos que ‖ h ‖22≥
∑
k α
2
j(n),k e, combinando esse resultado
com (C.39) e com o fato de a soma em (C.38) ter apenas Card[K] termos
na˜o nulos, obtemos o resultado em (C.37).
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Utilizando os resultados (C.35) e (C.37) e lembrando que Card[K] ≤
C2j(n), temos:
|∆−1/2Cn| ≤ ‖h‖2(Card[K])1/223j(n)/22−n/2C
≤ ‖h‖22j(n)/223j(n)/22−n/2C1
= C12
2j(n)−n/2. (C.40)
De (C.40), e´ fa´cil ver que, para garantir a convergeˆncia desejada, temos
que impor a condic¸a˜o (suficiente) de que 22j(n)−n/2 seja o(1), que e´ equivalente
a impor a condic¸a˜o de que j(n)− n/4→ −∞, quando n→∞.
C.1.5 Fatorac¸a˜o do termo Zn − Cn
Como o termo Cn → 0, estamos interessados agora somente na parcela Zn−
Cn e, como veremos a seguir, podemos fatora´-la em cinco partes, usando as
propriedades da Integral Estoca´stica de Itoˆ de um processo Xt que satisfaz
a E.D.E. definida em (C.1), sendo esta decomposic¸a˜o da forma Zn − Cn =∑5
i=1An,i . Para demonstrar essa fatorac¸a˜o, trabalharemos somente com a
parte estoca´stica do termo Zn − Cn:∫ ti+1
ti
(Xs −Xti) dXs. (C.41)
Lembrando que o processo Xt deve satisfazer (C.1),
dXs = b(s,Xs)ds+ θ(s)dWs. (C.42)
Dessa forma usando (C.1), a integral de Itoˆ definida em (C.41) pode ser
reescrita como:
∫ ti+1
ti
(Xs −Xti) dXs =
∫ ti+1
ti
(Xs −Xti) (b(s,Xs)ds+ θ(s)dWs)
=
∫ ti+1
ti
(Xs −Xti) b(s,Xs)ds
+
∫ ti+1
ti
(Xs −Xti) θ(s)dWs. (C.43)
Como Xt satisfaz (C.1), vale:
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(Xs −Xti) =
∫ s
ti
b(u,Xu)du+
∫ s
ti
θ(u)dWu. (C.44)
Substituindo (C.44) em (C.43), temos:
∫ ti+1
ti
(Xs −Xti) dXs =
∫ ti+1
ti
b(s,Xs)
(∫ s
ti
b(u,Xu)du
)
ds
+
∫ ti+1
ti
b(s,Xs)
(∫ s
ti
θ(u)dWu
)
ds
+
∫ ti+1
ti
θ(s)
(∫ s
ti
b(u,Xu)du
)
dWs
+
∫ ti+1
ti
θ(s)
(∫ s
ti
θ(u)dWu
)
dWs
= A′n,1 +Bn + A
′
n,4 + A
′
n,5. (C.45)
Agora, basta decompor o termo Bn de (C.45) em A
′
2,n e A
′
3,n que a fa-
torac¸a˜o de (C.41) estara´ completa. Para decompor o termoBn, iremos apenas
somar e subtrair b(ti, Xti), como segue:
Bn =
∫ ti+1
ti
b(s,Xs)
(∫ s
ti
θ(u)dWu
)
ds
=
∫ ti+1
ti
(b(s,Xs)− b(ti, Xti) + b(ti, Xti))
(∫ s
ti
θ(u)dWu
)
ds
=
∫ ti+1
ti
(b(s,Xs)− b(ti, Xti))
(∫ s
ti
θ(u)dWu
)
ds
+
∫ ti+1
ti
b(ti, Xti)
(∫ s
ti
θ(u)dWu
)
ds
= A′3,n +
∫ ti+1
ti
b(ti, Xti)
(∫ s
ti
θ(u)dWu
)
ds. (C.46)
Para finalizar a fatorac¸a˜o de (C.41), utilizamos a seguinte igualdade:
∫ ti+1
ti
b(ti, Xti)
(∫ s
ti
θ(u)dWu
)
ds =
∫ ti+1
ti
θ(u)(ti+1 − u)dWub(ti, Xti).
(C.47)
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Assim, utilizando a decomposic¸a˜o de (C.41) que e´ definida por (C.45),
(C.46) e (C.47), temos que a fatorac¸a˜o de Zn − Cn e´ dada por:
Zn − Cn =
5∑
i=1
An,i, (C.48)
onde
An,1 = 2
N−1∑
i=0
hj(n)(ti)
∫ ti+1
ti
b(s,Xs)
(∫ s
ti
b(u,Xu)du
)
ds
An,2 = 2
N−1∑
i=0
hj(n)(ti)
∫ ti+1
ti
θ(u)(ti+1 − u)dWub(ti, Xti)
An,3 = 2
N−1∑
i=0
hj(n)(ti)
∫ ti+1
ti
(b(s,Xs)− b(ti, Xti))
(∫ s
ti
θ(u)dWu
)
ds
An,4 = 2
N−1∑
i=0
hj(n)(ti)
∫ ti+1
ti
(∫ s
ti
b(u,Xu)du
)
θ(s)dWs
An,5 = 2
N−1∑
i=0
hj(n)(ti)
∫ ti+1
ti
(∫ s
ti
θ(u)dWu
)
θ(s)dWs.
Com relac¸a˜o ao termoAn,5, utilizando a seguinte transformac¸a˜o de varia´veis:
Ys =
∫ s
ti
θ(u)dWu
dZs = θ(s)dWs,
temos que dYs = dZs e Ys = Zs e a parte estoca´stica do termo An,5 pode ser
reescrita da seguinte forma:
2
∫ ti+1
ti
(∫ s
ti
θ(u)dWu
)
θ(s)dWs = 2
∫ ti+1
ti
YsdZs = 2
∫ ti+1
ti
YsdYs.
Utilizando as igualdades (C.28) e (C.29), ja´ que a variac¸a˜o quadra´tica do
processo definido por (C.1) e dYs sa˜o iguais, temos que o termo An,5 pode
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ser reescrito da seguinte forma:
An,5 = 2
N−1∑
i=0
hj(n)(ti)
∫ ti+1
ti
(∫ s
ti
θ(u)dWu
)
θ(s)dWs
=
N−1∑
i=0
hj(n)(ti)2
∫ ti+1
ti
YsdYs
=
N−1∑
i=0
hj(n)(ti)
[
Y 2ti+1 −
∫ ti+1
ti
(dYs)
2
]
=
N−1∑
i=0
hj(n)(ti)
[(∫ ti+1
ti
θ(u)dWu
)2
−
∫ ti+1
ti
θ2(u)du
]
.
C.1.6 Convergeˆncia do termo An,1
Vamos mostrar nesta sec¸a˜o a convergeˆncia em probabilidade do termo An,1
com velocidade ∆
−1/2
n , ou seja, que
lim
n→∞
P
(
∆−1/2n |An,1| ≥ ²
)
= 0 ∀² > 0,
que e´ equivalente a dizer que ∆
−1/2
n An,1 = op(1).
Primeiramente, temos que:
∫ s
ti
b(u,Xu)du ≤ (s− ti) sup
0≤u≤T
b(u,Xu) ≤ ∆n sup
0≤u≤T
b(u,Xu). (C.49)
Enta˜o, usando a desigualdade (C.49), temos que:
|∆−1/2n An,1| ≤ 2∆1/2n
∣∣∣∣∣ sup0≤u≤T b(u,Xu)
N−1∑
i=0
hj(n)(ti)
∫ ti+1
ti
b(s,Xs)ds
∣∣∣∣∣
≤ 2∆1/2n sup
0≤u≤T
b2(u,Xu)
∣∣∣∣∣
N−1∑
i=0
hj(n)(ti)∆n
∣∣∣∣∣
≤ 2∆1/2n sup
0≤u≤T
b2(u,Xu)
N−1∑
i=0
|hj(n)(ti)|∆n. (C.50)
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Como a func¸a˜o b(·, ·) pertence a` classe C1([0, T ] ∗R), num intervalo com-
pacto, a func¸a˜o b(·, ·) e´ limitada; assim, P (| sup0≤t≤T b(t,Xt)| ≥MT )→n→∞
0 e, da mesma forma, P (| sup0≤t≤T b2(t,Xt)| ≥ M 2T ) →n→∞ 0. Desta forma,
em (C.50), temos que sup0≤u≤T b
2(u,Xu) = Op(1) e, para mostrar que ∆
−1/2
n An,1 =
op(1), basta mostrar agora que
∑N−1
i=0 |hj(n)(ti)|∆n →
∫ T
0
|h(t)|dt. Portanto,
∣∣∣∣∣
N−1∑
i=0
|hj(n)(ti)|∆n −
∫ T
0
|h(t)|dt
∣∣∣∣∣ ≤
∣∣∣∣∣
N−1∑
i=0
|hj(n)(ti)|∆n −
∫ T
0
|hj(n)(t)|dt
∣∣∣∣∣
+
∣∣∣∣∫ T
0
|hj(n)(t)|dt−
∫ T
0
|h(t)|dt
∣∣∣∣ .(C.51)
Assim, lembrando que
∫ T
0
|hj(n)(t)|dt = lim
∑
i |hj(n)(t∗i )||ti+1−ti|, onde t∗i
e´ qualquer t ² [ti, ti+1), podemos interpretar o termo da esquerda em (C.51)
como o erro cometido por uma aproximac¸a˜o discreta para esta integral. Desta
forma:
∣∣∣∣∣
N−1∑
i=0
|hj(n)(ti)|∆n −
∫ T
0
|h(t)|dt
∣∣∣∣∣ ≤ Tω(|hj(n)|,∆n) +
∣∣∣∣∫ T
0
(|hj(n)(t)| − |h(t)|)dt
∣∣∣∣
≤ Tω(|hj(n)|,∆n) + T sup
t²R
∣∣|hj(n)(t)| − |h(t)|∣∣ .
Como ω(|hj(n)|,∆n)→n→∞ 0, temos que verificar a convergeˆncia do termo
a` direita. Supondo que s′ = m′∧r ≥ 1/2, o espac¸o C0(R) e´ incluso em Hs′(R)
e, por propriedades de ondaletas, temos:
sup
t²R
∣∣|hj(n)(t)| − |h(t)|∣∣ ≤ C ‖ |hj(n)| − |h| ‖n→∞−→ 0. (C.52)
Enta˜o, de (C.52), temos que
∑N−1
i=0 |hj(n)(ti)|∆n →
∫ T
0
|h(t)|dt e, con-
sequ¨entemente, sabemos que ∆
−1/2
n An,1 = op(1).
C.1.7 Convergeˆncia do termo An,2
Primeiramente, o termo An,2 pode ser escrito como:
An,2 =
∫ T
0
ξudWu, (C.53)
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onde
ξu = 2
N−1∑
i=0
hj(n)(ti)b(ti, Xti)θ(u)(ti+1 − u)1(ti,ti+1](u). (C.54)
Para verificar a convergeˆncia do termo An,2, teremos que utilizar um
resultado conhecido como Propriedade de dominac¸a˜o de Lenglart.
Proposic¸a˜o C.1.2 (Dominac¸a˜o de Lenglart).
Se X e´ um processo adaptado que admite limite a` esquerda e e´
cont´ınuo a` direita, onde E(|X|) ≤ E(|A|) e ∆As = As−limt↗sAt,
sendo A um processo adaptado crescente, vale a seguinte desigual-
dade:
P
(
sup
s≤T
|Xs| ≥ ²
)
≤ 1
²
[
η + E
(
sup
s≤T
∆As
)]
+ P (AT ≥ η).
(C.55)
Para utilizar a proposic¸a˜o acima, vamos definir os seguintes processos:
Xs = ∆
−1
n
(∫ s
0
ξudWu
)2
e As = ∆
−1
n
∫ s
0
ξ2udu. (C.56)
Assim, utilizando a propriedade das integrais de Itoˆ conhecida como Iso-
metria de Itoˆ, obtemos a seguinte igualdade:
E(|Xs|) = E
(
∆−1n
(∫ s
0
ξudWu
)2)
= E
(
∆−1n
∣∣∣∣∫ s
0
ξ2udu
∣∣∣∣)
= E(|As|). (C.57)
Assim, vemos que os dois processos Xs e As satisfazem as suposic¸o˜es da
proposic¸a˜o, pois claramente o processo As e´ crescente e o limite ∆A e´ dado
por:
∆As = As − lim
t↑s
At = 0. (C.58)
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Utilizando o resultado em (C.58), temos:
E( sup
0≤s≤T
∆As) = 0. (C.59)
Para utilizarmos o resultado da proposic¸a˜o C.1.2, precisamos apenas en-
contrar P (AT ≥ η). Temos que:
AT = 4∆
−1
n
∫ T
0
N−1∑
i=0
h2j(n)(ti)b
2(ti, Xti)θ
2(u)(ti+1 − u)21(ti,ti+1](u)du
= 4
N−1∑
i=0
h2j(n)(ti)b
2(ti, Xti)
∫ ti+1
ti
∆−1n θ
2(u)(ti+1 − u)2du
≤ 4
N−1∑
i=0
h2j(n)(ti)b
2(ti, Xti)∆
2
n sup
0≤u≤T
θ2(u)
≤ 4 sup
0≤u≤T
b2(u,Xu)∆n sup
0≤u≤T
θ2(u)
N−1∑
i=0
h2j(n)(ti)∆n
= C∆n sup
0≤u≤T
b2(u,Xu)
N−1∑
i=0
h2j(n)(ti)∆n. (C.60)
Como
∑N−1
i=0 h
2
j(n)(ti)∆n →
∫ T
0
h2(t)dt e sup0≤u≤T b
2(u,Xu) = Op(1), pe-
los mesmos motivos utilizados na convergeˆncia do termo An,1, temos em
(C.60) que AT = op(1), que e´ equivalente a dizer que limn→0 P (AT ≥ η)→ 0,
∀η > 0. Enta˜o, utilizando a proposic¸a˜o acima e (C.58), temos:
P (|An,2| ≥ ²) = P (|∆−1/2n An,2| ≥ ∆−1/2n ²) = P (∆−1n |An,2|2 ≥ ∆−1n ²2)
≤ P (∆−1n sup
0≤s≤T
(∫ s
0
ξudWu
)2
≥ ∆−1n ²2)
≤ ∆n
²2
[
η + E( sup
0≤s≤T
∆As)
]
+ P (AT ≥ η)
=
η∆n
²2
+ P (AT ≥ η). (C.61)
Enta˜o, de (C.60) e (C.61), temos que ∆
−1/2
n An,2 = op(1).
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C.1.8 Convergeˆncia do termo An,3
Para provar a convergeˆncia do termo An,3, primeiramente provaremos a se-
guinte proposic¸a˜o:
Proposic¸a˜o C.1.3. Seja θ(·) uma func¸a˜o cont´ınua, adaptada a`
filtragem gerada porWu e sejaMt =
∫ t
0
θ(u)dWu. Se wT (M,∆) =
sup|u−v|≤∆ |Mu−Mv| denota o mo´dulo de continuidade de Mt em
[0, T ], com u > v, enta˜o, para qualquer β < 1/2, temos que:
∆−βwT (M,∆)→∆→0 0. (C.62)
Para provar a proposic¸a˜o (C.1.3), iremos utilizar o resultado (Revuz and
Yor 1988), teorema 1.6, pa´g. 170, onde mostra-se que Mt = WAt e´ um
processo de Wiener padra˜o, sendo At =
∫ t
0
θ2(u)du, se Wt e´ um processo
de Wiener padra˜o. Utilizando esse resultado e lembrando que < W,W >t=√
< M,M >2t =
√
t, obtemos que:
wT (M,∆) = sup
|u−v|≤∆
|Mu −Mv| = sup
|u−v|≤∆
|WAu −WAv |
= sup
|u−v|≤∆
< W,W >Au−Av= sup
|u−v|≤∆
√∫ u
v
θ2(s)ds
≤ ∆1/2 sup
0≤s≤T
θ2(s) = ∆1/2C. (C.63)
Assim, de (C.63) fica provado que ∆−βwT (M,∆) → 0, para qualquer
β < 1/2. Agora, lembrando das restric¸o˜es em β e notando que ∆
3/2
n =
1
23n/2
≤ 1
2n
≤ 1
22βn
= ∆2βn , obtemos a seguinte desigualdade para An,3:
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|An,3| = 2
∣∣∣∣∣
N−1∑
i=0
hj(n)(ti)
∫ ti+1
ti
(b(s,Xs)− b(ti, Xti))
(∫ s
ti
θ(u)dWu
)
ds
∣∣∣∣∣
≤ C∆nwT (M,∆n)
N−1∑
i=0
|hj(n)(ti)|
∫ ti+1
ti
|b(s,Xs)− b(ti, Xti)| ds
≤ C∆nwT (M,∆n)
N−1∑
i=0
|hj(n)(ti)|∆n2 sup
0≤s≤T
|b(s,Xs)|
≤ C1∆n∆1/2n sup
0≤s≤T
|b(s,Xs)|
N−1∑
i=0
|hj(n)(ti)|∆n
≤ C1∆2βn sup
0≤s≤T
|b(s,Xs)|
N−1∑
i=0
|hj(n)(ti)|∆n. (C.64)
De (C.64), escolhendo qualquer β entre (1/4, 1/2), procedendo da mesma
forma utilizada para mostrar a convergeˆncia de An,1 ja´ que
sup
0≤s≤T
|b(s,Xs)| = Op(1)
e
N−1∑
i=0
|hj(n)(ti)|∆n →
∫ T
0
|hj(n)(t)|dt,
obtemos que ∆
−1/2
n An,3 = op(1).
C.1.9 Convergeˆncia do termo An,4
Primeiramente, o termo An,4 pode ser escrito como:
An,4 =
∫ T
0
ξudWu, (C.65)
onde
ξu = 2
N−1∑
i=0
hj(n)(ti)θ(u)
(∫ u
ti
b(s,Xs)ds
)
1(ti,ti+1](u). (C.66)
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Para provar a convergeˆncia do termo An,4, utilizaremos novamente a pro-
priedade de dominac¸a˜o de Lenglart, definida na subsec¸a˜o C.1.7. Para tanto,
vamos definir os seguintes processos:
Xs = ∆
−1
n
(∫ s
0
ξudWu
)2
e As = ∆
−1
n
∫ s
0
ξ2udu. (C.67)
Assim, utilizando a propriedade das integrais de Itoˆ conhecida como Iso-
metria de Itoˆ, obtemos a seguinte igualdade:
E(|Xs|) = E
(
∆−1n
(∫ s
0
ξudWu
)2)
= E
(
∆−1n
∣∣∣∣∫ s
0
ξ2udu
∣∣∣∣)
= E(|As|). (C.68)
Assim, vemos que os dois processos Xs e As satisfazem as suposic¸o˜es da
proposic¸a˜o de Lenglart, pois claramente o processo ξu e´ crescente e o limite
∆A e´ dado por:
∆As = As − lim
t↑s
At. (C.69)
Utilizando o resultado em (C.69), temos:
E( sup
0≤s≤T
∆As) = 0. (C.70)
Para utilizarmos o resultado da proposic¸a˜o, precisamos apenas encontrar
P (AT ≥ η). Temos que:
AT = 4∆
−1
n
∫ T
0
N−1∑
i=0
h2j(n)(ti)θ
2(u)
(∫ u
ti
b(s,Xs)ds
)2
1(ti,ti+1](u)du
= 4
N−1∑
i=0
h2j(n)(ti)
(∫ ti+1
ti
θ2(u)∆−1n
(∫ u
ti
b(s,Xs)ds
)2)
du
≤ 4
N−1∑
i=0
h2j(n)(ti)
(∫ ti+1
ti
θ2(u)∆n sup
0≤s≤T
b2(s,Xs)
)
du
≤ 4
N−1∑
i=0
h2j(n)(ti) sup
0≤u≤T
θ2(u)∆2n sup
0≤s≤T
b2(s,Xs)
= C∆n sup
0≤s≤T
b2(s,Xs)
N−1∑
i=0
h2j(n)(ti)∆n. (C.71)
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Como
N−1∑
i=0
h2j(n)(ti)∆n →
∫ T
0
h2(t)dt
e
sup
0≤u≤T
b2(u,Xu) = Op(1),
pelos mesmos motivos utilizados na convergeˆncia do termo An,1, temos em
(C.71) que AT = op(1), que e´ equivalente a dizer que
lim
n→0
P (AT ≥ η)→ 0 ∀η > 0.
Enta˜o, utilizando a proposic¸a˜o de Lenglart e (C.69), temos:
P (|An,4| ≥ ²) = P (|∆−1/2n An,4| ≥ ∆−1/2n ²) = P (∆−1n |An,4|2 ≥ ∆−1n ²2)
≤ P
(
∆−1n sup
0≤s≤T
(∫ s
0
ξudWu
)2
≥ ∆−1n ²2
)
≤ ∆n
²2
[
η + E( sup
0≤s≤T
∆As)
]
+ P (AT ≥ η)
=
η∆n
²2
+ P (AT ≥ η). (C.72)
Enta˜o, de (C.71) e (C.72), temos que ∆
−1/2
n An,4 = op(1).
C.1.10 Convergeˆncia do termo An,5
Nesta sec¸a˜o, queremos mostrar que o termo ∆
−1/2
n An,5 converge em distri-
buic¸a˜o para uma N(0, 2
∫ T
0
θ4(t)h2(t)dt). Nas sec¸o˜es anteriores, foi visto que
o termo ∆
−1/2
n An,5 pode ser escrito da seguinte forma:
∆−1/2n An,5 =
N−1∑
i=0
ξi,n, (C.73)
onde
ξi,n = ∆
−1/2
n hj(n)(ti)
[(∫ ti+1
ti
θ(u)dWu
)2
−
∫ ti+1
ti
θ2(u)du
]
. (C.74)
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Para obter a convergeˆncia desejada de (C.73), aplicaremos o Teorema
Central de Liapunov.
Teorema C.1.2 (TCL de Liapunov).
Sejam ξi,n : i ≥ 1 uma sequeˆncia de varia´veis aleto´rias indepen-
dentes tais que E(ξi,n) = µi,n e V ar(ξi,n) = σ
2
i,n < ∞, com pelo
menos um σ2i,n > 0. Seja s
2
n = V ar(Sn) =
∑2n−1
i=0 σ
2
i,n.Enta˜o,
Sn − E(Sn)
sn
n→∞→ N (0, 1),
se existir δ > 0 tal que :
1
s2+δn
2n−1∑
i=0
E|ξi,n − µi,n|2+δ n→∞→ 0. (C.75)
Um resultado importante para encontrar os momentos das v.a.’s ξi,n, que
pode ser provado utilizando a func¸a˜o caracter´ıstica e o fato de θ ∈ C1([0,∞)),
e´:
∫ ti+1
ti
θ(u)dWu ∼ N
(
0, σ2
∫ ti+1
ti
θ2(u)du
)
. (C.76)
Utilizaremos a partir de agora σ = 1. Assim, utilizando (C.76) e lem-
brando que (N(0, 1))2 ∼ χ21, e´ fa´cil mostrar que:
E(ξi,n) = 0 e V ar(ξi,n) = 2∆
−1
n h
2
j(n)(ti)
(∫ ti+1
ti
θ2(u)du
)
(C.77)
Utilizaremos o Teorema Central de Liapunov, com δ = 1. Vamos traba-
lhar com o numerador e o denominador da condic¸a˜o de Liapunov separada-
mente. Comec¸ando pelo numerador, sabemos que µi,n = 0; assim, temos:
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N−1∑
i=0
E|ξi,n|3 =
N−1∑
i=0
E
∣∣∣∣∣∆−1/2n hj(n)(ti)
[(∫ ti+1
ti
θ(u)dWu
)2
−
∫ ti+1
ti
θ2(u)du
]∣∣∣∣∣
3
= ∆−3/2n
N−1∑
i=0
|hj(n)(ti)|3E
∣∣∣∣∣
[(∫ ti+1
ti
θ(u)dWu
)2
−
∫ ti+1
ti
θ2(u)du
]∣∣∣∣∣
3
≤ ∆−3/2n
N−1∑
i=0
|hj(n)(ti)|3E
∣∣∣∣∣
(∫ ti+1
ti
θ(u)dWu
)2∣∣∣∣∣
3
= ∆−3/2n
N−1∑
i=0
|hj(n)(ti)|3E
(∫ ti+1
ti
θ(u)dWu
)6
.
Utilizando a fo´rmula para o ca´lculo de qualquer momento de uma distribuic¸a˜o
normal, obtemos:
N−1∑
i=0
E|ξi,n|3 ≤ ∆−3/2n
N−1∑
i=0
|hj(n)(ti)|310395
(∫ ti+1
ti
θ2(u)du
)3
≤ 10395∆−3/2n
N−1∑
i=0
|hj(n)(ti)|3
(
∆n sup
0≤u≤T
θ2(u)
)3
= C∆1/2n
N−1∑
i=0
|hj(n)(ti)|3∆n. (C.78)
Como
N−1∑
i=0
|hj(n)(ti)|3∆n n→∞→
∫ T
0
|h(t)|3dt,
de (C.78), temos que
N−1∑
i=0
E|ξi,n|3 → 0
.
Para que a condic¸a˜o de Liapunov seja satisfeita, basta mostrar que o limite
do denominador e´ finito, neste caso (2
∫ T
0
θ4(t)h2(t)dt)3/2. Para mostrar que
isso ocorre, trabalharemos somente com s2n pois se s
2
n → C, enta˜o (s2n)3/2 →
C3/2. Lembrando que
∫ b
a
f(t)dt = (b− a)f(t∗), para algum t∗ ² [a, b], temos:
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∣∣∣∣s2n − 2 ∫ T
0
θ4(t)h2(t)dt
∣∣∣∣ =
∣∣∣∣∣
N−1∑
i=0
2∆−1n h
2
j(n)(ti)
(∫ ti+1
ti
θ2(u)du
)
− 2
∫ T
0
θ4(t)h2(t)dt
∣∣∣∣∣
=
∣∣∣∣∣
N−1∑
i=0
2∆−1n h
2
j(n)(ti)
(
∆nθ
2(t∗)
)2 − 2 ∫ T
0
θ4(t)h2(t)dt
∣∣∣∣∣
≤
∣∣∣∣∣2
N−1∑
i=0
h2j(n)(ti)θ
4(t∗)∆n − 2
∫ T
0
θ4(t)h2j(n)(t)dt
∣∣∣∣∣
+
∣∣∣∣2 ∫ T
0
θ4(t)h2j(n)(t)dt− 2
∫ T
0
θ4(t)h2(t)dt
∣∣∣∣ .
Lembrando que
∫ T
0
θ4(t)h2j(n)(t)dt = lim
∑
i h
2
j(n)(t
∗
i )θ
4(t∗i )|ti+1 − ti| e utili-
zando o mo´dulo de continuidade definido anteriormente, temos:∣∣∣∣s2n − 2 ∫ T
0
θ4(t)h2(t)dt
∣∣∣∣ ≤ Tw(h2j(n)θ4,∆n)
+
∣∣∣∣2 ∫ T
0
θ4(t)(h2j(n)(t)− h2(t))dt
∣∣∣∣
≤ Tw(h2j(n)θ4,∆n)
+ 2T sup
0≤t≤T
θ4(t) sup
0≤t≤T
∣∣h2j(n)(t)− h2(t)∣∣ .(C.79)
Assim, por propriedades de ondaletas C.1.1 e do mo´dulo de continuidade,
temos que (s2n) → 2
∫ T
0
θ4(t)h2(t)dt. Consequentemente, a sequeˆncia de
varia´veis aleto´rias ξi,n : i ≥ 1 satisfaz o Teorema Central de Liapunov e, com-
binando esse resultado com (C.79), obtemos:
∆−1/2n An,5 =
N−1∑
i=0
ξi,n →D N
(
0, 2
∫ T
0
θ4(t)h2(t)dt
)
. (C.80)
C.1.11 Condic¸o˜es Finais
Para verificar a convergeˆncia de alguns termos, tivemos que impor condic¸o˜es
sobre a regularidade das func¸o˜es e sobre o n´ıvel j(n) em que estamos proje-
tando a volatilidade. Relembrando:
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Tn → 2n/2−j(n)(r∧m+r∧m′) = O(1)
Cn → 22j(n)−n/2 = o(1)
An,1 → m′ > 1/2.
Impondo que o n´ıvel j(n) seja da forma [αn], das condic¸o˜es acima obte-
mos:
2[αn] <
n
2
→ α < 1
4
n
2
≤ [αn](r ∧m+ r ∧m′) → 1
2(r ∧m+ r ∧m′) ≤ α.
Assim todas as condic¸o˜es impostas no teorema C.1.1 foram esclarecidas.
C.2 Convergeˆncia do EQMI
Nesta sec¸a˜o, estamos interessados em provar um teorema com respeito
ao erro quadra´tico me´dio integrado (EQMI), onde γ e´ uma func¸a˜o cont´ınua
na˜o-negativa com suporte [α, β] ⊂ [0, T ]. Inicialmente, mostraremos que o
EQMI pode ser fatorado da maneira usual em:
Rn = E
(∫
R
(θˆ2(t)− θ2(t))2γ(t)dt
)
=
∫
R
(
(Eθˆ2(t))− θ2(t)
)2
γ(t)dt+ E
(∫
R
(
θˆ2(t)− E(θˆ2(t))
)2
γ(t)dt
)
≤ B2n + sup
t²R
γ(t)E
(∫
R
(
θˆ2(t)− E(θˆ2(t))
)2
dt
)
= B2n + sup
t²R
γ(t)Dn. (C.81)
Utilizando a fatorac¸a˜o definida em (C.81), enunciaremos o seguinte teo-
rema:
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Teorema C.2.1. Sob as condic¸o˜es (A1)-(A3) e se j(n)− (n
2
)→
−∞, quando n→∞, valem as seguintes relac¸o˜es para a fatorac¸a˜o
do EQMI :
B2n ≤ C(24j(n)−2n + 2−2j(n)(m∧r) + 2−n) e
Dn = 2
j(n)−n2
∫ T
0
θ4(t)dt+ o(2j(n)−n), (C.82)
onde a constante C depende somente das func¸o˜es φ, γ e θ2.
C.2.1 Fatorac¸a˜o do Termo B2n
Primeiramente iremos fatorar o termo B2n e, para isso, e´ preciso usar
(C.11), obtendo a seguinte igualdade:
θˆ2(t) =
∑
k²Z
µˆj(n),kφj(n),k(t) =
∑
−A≤k≤2j(n)T+A
µˆj(n),kφj(n),k(t) (C.83)
e, lembrando tambe´m que o suporte de θ¯2(t) esta´ contido em [−², T + ²] para
algum ² ≥ 0, obtemos tambe´m que:
θ¯2(t) =
∑
k²Z
µj(n),kφj(n),k(t) +
∑
j≥j(n)²Z
∑
k²Z
νj,kψj,k(t)
=
∑
K
µj(n),kφj(n),k(t) +
∑
j≥j(n)²Z
∑
k²Z
νj,kψj,k(t), (C.84)
onde K = −A− 2j(n)² ≤ k ≤ 2j(n)(T + ²) + A.
Se limitarmos 0 ≤ t ≤ T , temos que φj(n),k(t) = 0 para k²[−A −
2j(n)²,−A)⋃(2j(n)T + A, 2j(n)(T + ²) + A]. Utilizando esta restric¸a˜o nos
inteiros k, e´ claro nas equac¸o˜es (C.83) e (C.84) que estamos utilizando os
mesmos termos em ambos os somato´rios, ou seja, k ² K .
Fatoraremos inicialmente o termo E
(
θˆ2(t)− θ2(t)
)
e, utilizando as de-
finic¸o˜es (C.83) e (C.84), obtemos:
E
(
θˆ2(t)− θ2(t)
)
=
∑
k²K
φj(n),k(t)
[
E(µˆj(n),k)− µj(n),k
]
−
∑
j≥j(n)²Z
∑
k²Z
νj,kψj,k(t). (C.85)
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Calculando a esperanc¸a em (C.85), utilizando a definic¸a˜o (C.8) e (C.30),
temos:
E(µˆj(n),k) =
N−1∑
i=0
φj(n),k(ti)E
(
(Xti+1 −Xti)2
)
=
N−1∑
i=0
φj(n),k(ti)E
(
2
∫ ti+1
ti
(Xs −Xti) dXs +
∫ ti+1
ti
θ2(s)ds
)
=
N−1∑
i=0
φj(n),k(ti)
(
2E
(∫ ti+1
ti
(Xs −Xti) dXs
)
+
∫ ti+1
ti
θ2(s)ds
)
.
Novamente, trabalhando so´ com a parte da esperanc¸a e utilizando que o
processo Xt satisfaz (C.1), temos:
E
(∫ ti+1
ti
(Xs −Xti) dXs
)
= E
(∫ ti+1
ti
(Xs −Xti)b(s,Xs)ds
)
+ E
(∫ ti+1
ti
(Xs −Xti)θ(s)dWs
)
= E
(∫ ti+1
ti
(Xs −Xti)b(s,Xs)ds
)
,
pois o termo E
(∫ ti+1
ti
(Xs −Xti)θ(s)dWs
)
e´ nulo, o que e´ facilmente verifi-
cado utilizando a definic¸a˜o de (Xs − Xti) e lembrando que Ws e´ um movi-
mento Browniano.
Assim, utilizando os resultados acima e (C.85), temos que:
E
(
θˆ2(t)− θ2(t)
)
=
∑
k²K
φj(n),k(t)
(
N−1∑
i=0
φj(n),k(ti)
(∫ ti+1
ti
θ2(s)ds
)
− µj(n),k
)
+ 2
∑
k²K
φj(n),k(t)
N−1∑
i=0
φj(n),k(ti)E
(∫ ti+1
ti
(Xs −Xti)b(s,Xs)ds
)
+
∑
j≥j(n)²Z
∑
k²Z
νj,kψj,k(t) = B1(t) +B2(t) +B3(t). (C.86)
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Enta˜o, utilizando a fatorac¸a˜o de E
(
θˆ2(t)− θ2(t)
)
, temos que o termo B2n
pode ser fatorado como
∫
R(B1(t)+B2(t)+B3(t))
2γ(t)dt. Definida a partic¸a˜o
do termo B2n, agora estamos interessados em encontrar cotas superiores para
cada uma dos termos.
C.2.2 Cota Superior para
∫
R
B21(t)γ(t)dt
Para encontrar uma cota superior para B1(t), primeiramente temos que lem-
brar da definic¸a˜o de µj(n),k e assim obtemos:
B1(t) =
∑
k²K
φj(n),k(t)
(
N−1∑
i=0
φj(n),k(ti)
(∫ ti+1
ti
θ2(t)dt
)
− µj(n),k
)
=
∑
k²K
φj(n),k(t)
(
N−1∑
i=0
φj(n),k(ti)
(∫ ti+1
ti
θ2(t)dt
)
−
∫
R
θ2(t)φj(n),k(t)dt
)
=
∑
k²K
φj(n),k(t)
(
N−1∑
i=0
(∫ ti+1
ti
θ2(t)φj(n),k(ti)dt−
∫ ti+1
ti
θ2(t)φj(n),k(t)dt
))
−
∑
k²K
φj(n),k(t)
∫
R ⋂[0,T ]C θ
2(t)φj(n),k(t)dt
=
∑
k²K
φj(n),k(t)
(
N−1∑
i=0
∫ ti+1
ti
θ2(t)
(
φj(n),k(ti)− φj(n),k(t)
)
dt
)
−R(t)
=
∑
k²K
φj(n),k(t)λk −R(t). (C.87)
Pela definic¸a˜o de λk em (C.87) e lembrando da relac¸a˜o entre os mo´dulos
de continuidade definida em (C.36), obtemos:
|λk| =
∣∣∣∣∣
N−1∑
i=0
∫ ti+1
ti
θ2(t)
(
φj(n),k(ti)− φj(n),k(t)
)
dt
∣∣∣∣∣
≤
∣∣∣∣∣
N−1∑
i=0
∫ ti+1
ti
θ2(t)w(φj(n),k,∆n)dt
∣∣∣∣∣ ≤
∣∣∣∣w(φj(n),k,∆n) ∫ T
0
θ2(t)dt
∣∣∣∣
≤ C12
3j(n)
2 ∆nC2 = C32
3j(n)
2
−n. (C.88)
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Lembrando que o suporte de γ(t) e´ [α, β], podemos mostrar que R(t) = 0
∀ t²[α, β]. Assim, ao considerarmos o termo ∫ B21γ(t)dt da fatorac¸a˜o de B2n,
na˜o precisamos utilizar o termo R(t) de B1(t). Assim, de (C.87) e (C.88),
pelo fato que Card(K) ≤ C2j(n) e lembrando das propriedades das bases de
ondaletas C.1.1, temos:
∫
R
B21(t)γ(t)dt =
∫
R
(∑
k²K
φj(n),k(t)λk
)2
γ(t)dt ≤ sup
t²R
γ(t)
∑
k²K
λ2k
≤ C1(CardK)
(
C22
3j(n)
2
−n
)2
≤ C324j(n)−2n (C.89)
Assim, em (C.89), obtivemos a cota superior desejada para
∫
RB
2
1(t)γ(t)dt.
C.2.3 Cota Superior para
∫
R
B22(t)γ(t)dt
Para trabalhar com o termo B2(t), utilizaremos a definic¸a˜o de (Xs − Xti)
dada em (C.44):
B1(t) = 2
∑
k²K
φj(n),k(t)
N−1∑
i=0
φj(n),k(ti)E
(∫ ti+1
ti
(Xs −Xti)b(s,Xs)ds
)
=
∑
k²K
φj(n),k(t)2
N−1∑
i=0
φj(n),k(ti)E
(∫ ti+1
ti
b(s,Xs)
(∫ s
ti
b(u,Xu)du
)
ds
)
+
∑
k²K
φj(n),k(t)2
N−1∑
i=0
φj(n),k(ti)E
(∫ ti+1
ti
b(s,Xs)
(∫ s
ti
θ(u)dWu
)
ds
)
=
∑
k²K
φj(n),k(t)(S
′
k + S
′′
k ). (C.90)
Vamos encontrar agora cotas superiores para as duas esperanc¸as em (C.90).
Para isso, basta usarmos a desigualdade de Cauchy-Schwartz, a propriedade
de isometria das integrais de Itoˆ e a condic¸a˜o (C2). Assim:
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∣∣∣∣E (∫ ti+1
ti
b(s,Xs)
(∫ s
ti
b(u,Xu)du
)
ds
)∣∣∣∣
≤
∫ ti+1
ti
E
(∣∣∣∣b(s,Xs)(∫ s
ti
b(u,Xu)du
)∣∣∣∣) ds
≤
∫ ti+1
ti
√
E(b(s,Xs))2E
(∫ s
ti
|b(u,Xu)|du
)2
ds
≤ K2T
∫ ti+1
ti
√
E(1 + |Xs|)2E
(∫ s
ti
(1 + |Xu|)du
)2
ds
≤ K2T
∫ ti+1
ti
√
E(1 + |Xs|)2E
(
∆n sup
0≤u≤T
(1 + |Xu|)
)2
ds
≤ K2T∆n
√
E
(
sup
0≤u≤T
(1 + |Xu|)2
)∫ ti+1
ti
√
E(1 + |Xs|)2ds
≤ C1∆2n sup
0≤u≤T
√
(E(1 + |Xu|)2) = C∆2n (C.91)
e ∣∣∣∣E (∫ ti+1
ti
b(s,Xs)
(∫ s
ti
θ(u)dWu
)
ds
)∣∣∣∣
≤
∫ ti+1
ti
E
∣∣∣∣b(s,Xs)(∫ s
ti
θ(u)dWu
)∣∣∣∣ ds
≤
∫ ti+1
ti
√
E(b(s,Xs)2)E
(∫ s
ti
θ(u)dWu
)2
ds
=
∫ ti+1
ti
√
E(b(s,Xs)2)
(∫ s
ti
θ2(u)du
)
ds
≤ ∆1/2n sup
0≤u≤T
(θ2(u))
∫ ti+1
ti
√
E(b(s,Xs)2)ds
≤ ∆3/2n sup
0≤u≤T
(θ2(u))
√
sup
0≤u≤T
(E(1 + |Xu|)2)
= C∆3/2n . (C.92)
De (C.91) e (C.92), temos que :
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|S ′k + S
′′
k | ≤ 2
∣∣∣∣∣
N−1∑
i=0
φj(n),k(ti)
(
C1∆
2
n + C2∆
3/2
n
)∣∣∣∣∣
≤ C3∆3/2n
∣∣∣∣∣
N−1∑
i=0
φj(n),k(ti)
∣∣∣∣∣ ≤ C3∆1/2n
N−1∑
i=0
∣∣φj(n),k(ti)∣∣∆n
= C3∆
1/2
n
N−1∑
i=0
2j(n)/2
∣∣φ(2j(n)ti − k)∣∣∆n.
Fazendo ui = 2
j(n)ti − k, temos que ∆n = (ui+1 − ui)2−j(n):
|S ′k + S
′′
k | ≤ C3∆1/2n 2−j(n)/2
N−1∑
i=0
(ui+1 − ui) |φ(ui)|
e, como
∑N−1
i=0 (ui+1 − ui) |φ(ui)| →
∫ T
0
|φ(t)|dt ≤
√∫
R φ
2(t)dt = 1, temos:
|S ′k + S
′′
k | ≤ C3∆1/2n 2−j(n)/2. (C.93)
Utilizando (C.92), Card(K) ≤ C2j(n) e lembrando das propriedades das
bases de ondaletas, obtemos que:
∫
R
B22(t)γ(t)dt =
∫
R
(∑
k²K
φj(n),k(t)(S
′
k + S
′′
k )
)2
γ(t)dt
≤ sup
t²R
γ(t)
∑
k²K
(S
′
k + S
′′
k )
2 ≤ C1(CardK)(C2∆1/2n 2−j(n)/2)2
= C∆n. (C.94)
Assim, em (C.94), obtemos a cota superior desejada para
∫
RB
2
2(t)γ(t)dt.
C.2.4 Cota Superior para
∫
R
B23(t)γ(t)dt
Utilizando a proposic¸a˜o C.1.1, e´ fa´cil ver que:∫
R
B23(t)γ(t)dt ≤ sup
t²R
γ(t)
∫
R
B23(t)dt =‖ θ
2
(t)− Pj(n)θ2(t) ‖2
≤ 2−2j(n)(m∧r)²j(n) ≤ sup
n
{
²j(n)
}
2−2j(n)(m∧r)
= C2−2j(n)(m∧r). (C.95)
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Assim, em (C.95), obtemos a cota superior desejada para
∫
RB
2
3(t)γ(t)dt.
C.2.5 Cota Superior para
∫
R
B1(t)B2(t)γ(t)dt
Primeiramente, vamos ver que lembrando-se da desigualdade de Cauchy-
Schwartz, de (C.89) e de (C.94), o termo
∫
RB1(t)B2(t)γ(t)dt tem a seguinte
cota superior:
|B12| = |
∫
R
B1(t)B2(t)γ(t)dt| ≤ sup
t²R
γ(t)|
∫
R
B1(t)B2(t)dt|
≤ C1
√∫
R
B21(t)dt
∫
R
B22(t)dt
≤ C2∆1/2n C322j(n)−n = C22j(n)−3n/2. (C.96)
Pela forma como esta cota superior foi encontrada, utilizando a desigual-
dade de Cauchy-Schwartz, ela e´ menor que as cotas encontradas para os
termos
∫
RB
2
1(t)γ(t)dt e
∫
RB
2
2(t)γ(t)dt; assim, ela na˜o precisa ser utilizada
para encontrar a cota superior de B2n pois ela na˜o acrescenta nada assintoti-
camente.
C.2.6 Cota Superior para termo B2n
Utilizando os resultados em (C.89), (C.94),(C.95) e (C.96) e lembrando da
propriedade das bases de ondaletas C.1.1, obtemos facilmente que:
B2n =
∫
R
(
(Eθˆ2(t))− θ2(t)
)2
γ(t)dt
=
∫
R
(B1(t) +B2(t) +B3(t))
2γ(t)dt
=
∫
R
(B21(t) +B
2
2(t) +B
2
3(t) +B1(t)B2(t))γ(t)dt
≤ C124j(n)−2n + C2∆n + C32−2j(n)(m∧r)
≤ sup(C1, C2, C3)(24j(n)−2n + 2−n + 2−2j(n)(m∧r))
= C(24j(n)−2n + 2−n + 2−2j(n)(m∧r)). (C.97)
Assim, completamos a prova da primeira parte do teorema (C.2.1).
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C.2.7 Fatorac¸a˜o do Termo Dn
Primeiramente, vamos verificar que Dn =
∑
k²K V ar(µˆj(n),k). Utilizando a
definic¸a˜o (C.83) e lembrando da propriedade das bases de ondaletas C.1.1,
temos:
Dn = E
∫
R
{∑
k²K
µˆj(n),kφj(n),k(t)− E
(∑
k²K
µˆj(n),kφj(n),k(t)
)}2
dt

= E
∫
R
{∑
k²K
φj(n),k(t)
(
µˆj(n),k − E(µˆj(n),k)
)}2
dt

=
∑
k²K
E
(
µˆj(n),k − E(µˆj(n),k)
)2
=
∑
k²K
V ar(µˆj(n),k). (C.98)
Agora, abrindo o termo µˆj(n),k definido em (C.8) e utilizando a decom-
posic¸a˜o de (Xti+1 −Xti)2 definida por (C.44), obtemos:
µˆj(n),k =
N−1∑
i=0
φj,k(ti)(Xti+1 −Xti)2
=
N−1∑
i=0
φj,k(ti)
(∫ ti+1
ti
b(u,Xu)du+
∫ ti+1
ti
θ(u)dWu
)2
=
N−1∑
i=0
φj,k(ti)
[(∫ ti+1
ti
b(u,Xu)du
)2
+ 2
∫ ti+1
ti
b(u,Xu)du
∫ ti+1
ti
θ(u)dWu
]
+
N−1∑
i=0
φj,k(ti)
[∫ ti+1
ti
θ(u)dWu
]2
=
N−1∑
i=0
φj,k(ti)(Zi + Yi). (C.99)
Utilizando a decomposic¸a˜o descrita em (C.99) e lembrando que as varia´veis
aleato´rias Yi sa˜o independentes e que Zi e Yj sa˜o independentes se i 6= j, po-
demos escrever Dn como:
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Dn =
∑
k²K
V ar(µˆj(n),k) =
∑
k²K
V ar
(
N−1∑
i=0
φj(n),k(ti)(Zi + Yi)
)
=
∑
k²K
V ar
(
N−1∑
i=0
φj(n),k(ti)Yi
)
+
∑
k²K
V ar
(
N−1∑
i=0
φj(n),k(ti)Zi
)
+
∑
k²K
N−1∑
j=0
N−1∑
i=0
φj(n),k(ti)φj(n),k(tj)Cov(Yi, Zj)
=
∑
k²K
N−1∑
i=0
φ2j(n),k(ti)V ar(Yi) +
∑
k²K
N−1∑
i=0
φ2j(n),k(ti)V ar(Zi)
+ 2
∑
k²K
N−1∑
i=0
φ2j(n),k(ti)Cov(Yi, Zi)
=
∑
k²K
N−1∑
i=0
φ2j(n),k(ti)V ar(Yi) +
∑
k²K
N−1∑
i=0
φ2j(n),k(ti) (V ar(Zi) + 2Cov(Zi, Yi))
= En + Fn. (C.100)
C.2.7.1 Cota Superior do Termo Fn
Para encontrarmos uma cota superior para Fn precisaremos encontrar co-
tas superiores para V ar(Zi) e Cov(Zi, Yi). Trabalhando inicialmente com
V ar(Zi), obtemos :
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V ar(Zi) ≤ E(Z2i )
= E
[(∫ ti+1
ti
b(u,Xu)du
)2
+ 2
∫ ti+1
ti
b(u,Xu)du
∫ ti+1
ti
θ(u)dWu
]2
= E
(∫ ti+1
ti
b(u,Xu)du
)4
+ 2E
[(∫ ti+1
ti
b(u,Xu)du
)3 ∫ ti+1
ti
θ(u)dWu
]
+ 4E
[∫ ti+1
ti
b(u,Xu)du
∫ ti+1
ti
θ(u)dWu
]2
= U1,n + U2,n + U3,n. (C.101)
Aplicando a desigualdade de Cauchy-Schwartz em U1,n, temos:
U1,n = E
(∫ ti+1
ti
b(u,Xu)du
)4
≤ ∆4nE
(
sup
0≤s≤T
(1 + |Xs|)
)4
= C1∆
4
n (C.102)
De forma ana´loga, de U2,n e U3,n, usando a propriedade de isometria das
integrais de Itoˆ e que todos os momentos da distribuic¸a˜o normal sa˜o finitos,
obtemos:
U2,n ≤
√
E
[∫ ti+1
ti
b(u,Xu)du
]6
E
[∫ ti+1
ti
θ(u)dWu
]2
≤ ∆3n
√
E( sup
0≤s≤T
(1 + |Xs|)6)
√∫ ti+1
ti
θ(s)ds ≤ C2∆7/2n (C.103)
e
U3,n ≤
√
E
[∫ ti+1
ti
b(u,Xu)du
]4
E
[∫ ti+1
ti
θ(u)dWu
]4
≤ ∆2n
√
E( sup
0≤s≤T
(1 + |Xs|)4)
√
E
[∫ ti+1
ti
θ(u)dWu
]4
= C∆2n
∫ ti+1
ti
θ2(u)du ≤ C3∆3n. (C.104)
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De (C.101), (C.102),(C.103) e (C.104), obtemos a seguinte cota superior para
V ar(Zi):
V ar(Zi) ≤ U1,n + U2,n + U3,n ≤ C1∆4n + C2∆7/2n + C3∆3n ≤ C∆3n. (C.105)
Agora, para encontrar uma cota superior para Cov(Zi, Yi), utilizamos
(C.104) e V ar(Yi) = 2(
∫ ti+1
ti
θ2(u)du)2:
Cov(Zi, Yi) ≤
√
V ar(zi)V ar(Yi)
≤ K∆3/2n
∫ ti+1
ti
θ2(u)du ≤ C∆5/2n .(C.106)
De (C.101), (C.106) e por Card(K) ≤ C2j(n), obtemos a seguinte cota
superior para Fn:
|Fn| =
∣∣∣∣∣∑
k²K
N−1∑
i=0
φ2j(n),k(ti) (V ar(Zi) + 2Cov(Zi, Yi))
∣∣∣∣∣
≤ C
∑
k²K
N−1∑
i=0
φ2j(n),k(ti)∆
5/2
n ≤ C∆5/2n Card(K)N sup
x²R
φ2(x)
= C1∆
−1
n ∆
5/2
n 2
j(n) = C12
j(n)−3n/2 = o(2j(n)−n). (C.107)
C.2.7.2 Cota Superior do Termo En
Lembrando que Yi =
(∫ ti+1
ti
θ(u)dWu
)2
tem distribuic¸a˜o
∫ ti+1
ti
θ2(u)du × χ21,
temos que V ar(Yi) = 2
(∫ ti+1
ti
θ2(u)du
)2
e, assim, En pode ser escrito como:
En =
∑
k²K
N−1∑
i=0
φ2j(n),k(ti)V ar(Yi)
= 2
∑
k²K
N−1∑
i=0
φ2j(n),k(ti)
(∫ ti+1
ti
θ2(u)du
)2
. (C.108)
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Proposic¸a˜o C.2.1. Se h pertence a C1([0, T ]), enta˜o:
Sn(h) =
∑
k²K
N−1∑
i=0
∆nφ
2(2j(n)ti − k))h(ti)
n→∞→
∫ T
0
h(s)ds. (C.109)
Definindo
E ′n = 2
∑
k²K
N−1∑
i=0
φ2j(n),k(ti)∆
2
nθ
4(ti) (C.110)
e utilizando a proposic¸a˜o C.2.1, obtemos que
E ′n
2j(n)∆n
n→∞→ 2
∫ T
0
θ4(s)ds. (C.111)
Tambe´m utilizando essa proposic¸a˜o e a fo´rmula de Taylor, chegamos a
(En − E ′n)
2j(n)∆n
n→∞→ 0. (C.112)
C.2.8 Cota Superior do Termo Dn
Para obtermos a cota superior do termo Dn, utilizamos que
Dn
2j(n)∆n
n→∞→ 2
∫ T
0
θ4(t)dt,
que e´ facilmente verificado utilizando os resultados (C.111) e (C.112) e lem-
brando que:
Dn = E
(∫
R
(
θˆ2(t)− E(θˆ2(t))
)2
dt
)
. (C.113)
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