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EXTENSIONS OF THE TENSOR ALGEBRA AND
THEIR APPLICATIONS
MINORU ITOH
Abstract. This article presents a natural extension of the tensor algebra. In addition
to “left multiplications” by vectors, we can consider “derivations” by covectors as basic
operators on this extended algebra. These two types of operators satisfy an analogue
of the canonical commutation relations. This algebra and these operators have some
applications: (i) applications to invariant theory related to tensor products, and (ii)
applications to immanants. The latter one includes a new method to study the quantum
immanants in the universal enveloping algebras of the general linear Lie algebras and
their Capelli type identities (the higher Capelli identities).
Introduction
In this article, we introduce some extensions of the tensor algebra. The most basic one
is constructed as a vector space as follows:
T¯ (V ) =
⊕
p≥0
V ⊗p ⊗CSp CS∞.
For this T¯ (V ), we can naturally define an associative algebra structure. The ordinary
tensor algebra T (V ) can be regarded as a subalgebra of this algebra. This extended algebra
T¯ (V ) is remarkable, because we can consider a natural “derivation” L(v∗) determined from
any covector v∗ ∈ V ∗ as an operator on T¯ (V ). An analogue of the canonical commutation
relations holds between these derivations and the left multiplications L(v) by vectors
v ∈ V (Theorem 2.3). It is also natural to call these multiplications and derivations
“creation operators” and “annihilation operators,” respectively (namely, we can regard
this T¯ (V ) as an analogue of the Boson and Fermion Fock spaces). The algebra L(V )
generated by these two types of operators is naturally isomorphic to⊕
p,q≥0
V ⊗p ⊗CSp CS∞ ⊗CSq V ∗⊗q
as vector spaces, and we can regard this operator algebra L(V ) as an analogue of the
Weyl algebra and the Clifford algebra (actually this contains these algebras naturally as
quotient algebras).
This framework has some applications to representation theory and invariant theory
related to tensor products. For example, we can prove the Schur–Weyl duality and its
generalization by a simple calculation in L(V ) (Theorem 3.1). We also have an ana-
logue of the (GLn(C), GLn′(C)) duality due to Howe [Ho], and this prodives us a natural
correspondence between the center of the universal enveloping algebra U(gln) and some
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invariant “differential operators” on T (Cn⊗Cn′) (Theorem 3.7). We can describe this cor-
respondence as a Capelli type identity on the tensor algebra T (Cn ⊗Cn′) (Theorem 4.1).
Moreover, using this Capelli type identity, we can determine the SLn(C)-invariants in
T (Cn ⊗ Cn′) (Theorem 4.4).
Our extensions of the tensor algebra are also useful to treat a matrix function called
“immanant.” This is parallel to the fact that the exterior algebras and the symmetric
tensor algebras are useful to treat the determinant and the permanent. This method can
be developed to study the “quantum immanants,” a basis of the center of the universal
enveloping algebra U(gln) introduced by Okounkov [O1]. The quantum immanants have
been studied by using the R-matrix method, the fusion procedure, and representation
theory of the Yangian Y (gln) (see [O1], [O2], [OO], [M1], [N2]; Section 7.4 of [M2] is
helpful to look at the whole picture on this issue). Instead of these traditional approaches,
we can use our extensions of the tensor algebra. Namely, making use of our algebras as
formal variables, we can prove various fundamental relations for the quantum immanants
by simple calculations. It is not to say that our approach is more powerful than established
approaches. However, we can regard this approach as an advanced version of the exterior
calculus used to study Capelli type identities in [IU], [I1]–[I6], [U2]–[U5], [Ha], [Wa] (and
also in Section 4 of this article), and we can manipulate the noncommutativity with similar
skills. The author thinks that this approach is one of the best ways to study the quantum
immanants, and expects further developments.
Finally, combining several ideas in this article, we give Capelli type identities for the
quantum immanants on T (Cn⊗Cn′) as higher generalizations of the Capelli type identity
given in Section 4 (Theorems 9.3 and 9.4).
This article is organized as follows. In Section 1, we introduce the algebra T¯ (V ) as an
extension of the tensor algebra T (V ). This is the base of all studies in this article. In Sec-
tion 2, we define multiplication and derivation operators acting on T¯ (V ), and give their
quick applications. The algebra L(V ) generated by these operators contains the Weyl
algebra and the Clifford algebra naturally as quotient algebras. In Section 3, we use these
operators to study a generalization of the Schur–Weyl duality and an analogue of Howe
duality. In Section 4, we describe the action of the Capelli element on the tensor algebra
T (Cn ⊗ Cn′) using the multiplication and derivation operators. This description can be
regarded as an analogue of the Capelli identity (we also give its “higher” generalization
in Section 9). Moreover we give the first fundamental theorem of invariant theory for
the action of SLn(C) on T (C
n ⊗ Cn′) as an application of this Capelli type identity. In
Section 5, we give some variants of the algebras T¯ (V ) and L(V ). These variants work as
a stage to study immanants and quantum immanants in later sections. In Section 6, we
introduce some noncommutative immanants and see their fundamental properties. We
also introduce the notion of “preimmanants.” In Section 7, we express these noncommu-
tative immanants using our algebras. In Section 8, we develop this method to treat the
quantum immanants, and show their fundamental properties. Finally, in Section 9, we
prove the higher Capelli identity and its analogue on T (Cn ⊗ Cn′).
Recently, the author constructed q-analogues of T¯ (V ) and L(V ), which yield a simple
proof of the q-Schur–Weyl duality between the quantum enveloping algebra Uq(gln) and
the Iwahori–Hecke algebra of type A. This result will be written somewhere else.
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The author hopes that these extensions of the tensor algebra will be useful to study
noncommutative invariant theory, various issues related to tensors, and furthermore su-
persymmetry theory.
The author is grateful to Professor Toˆru Umeda for fruitful discussions. He is also
grateful to Professor Alexander Molev for pointing out some developments in the study
of the quantum immanants and the higher Capelli identities. Finally he thanks to the
referee for valuable comments which improved this paper.
1. Definition of the algebra T¯ (V )
First we define an algebra T¯ (V ). This is the most fundamental algebra among the
extensions of the tensor algebra which we discuss in this article.
1.1. Let us consider an n dimensional C-vector space V and its tensor algebra T (V ) =⊕
p≥0 Tp(V ). The homogeneous part Tp(V ) of T (V ) is the p fold tensor product of V :
Tp(V ) = V
⊗p. We consider the natural (right) action of the symmetric group Sp on this
V ⊗p. Namely σ ∈ Sp acts on vp · · · v1 ∈ V ⊗p by
vp · · · v1σ = vσ(p) · · · vσ(1).
Here, we omit the symbol “⊗” for elements of T (V ). Moreover, we often employ the
numbering of vectors running from right to left, when considering a right action of the
symmetric group. We regard Tp(V ) = V
⊗p as a right CSp-module with this action. In
addition, for q ≥ 0, we regard CSp+q as a (CSp,CSp+q)-bimodule with left and right
multiplications (we embed CSp in CSp+q according to the canonical inclusions S0 ⊂ S1 ⊂
· · · of symmetric groups). We consider the tensor product of these right module and
bimodule (namely an induced representation):
T (q)p (V ) = V
⊗p ⊗CSp CSp+q ≃ IndCSp+qCSp V ⊗p.
Since T
(0)
p (V ) is naturally isomorphic to Tp(V ) = V
⊗p, we have the inclusions
(1.1) Tp(V ) = T
(0)
p (V ) ⊂ T (1)p (V ) ⊂ · · · .
Let us consider a much larger space
T (∞)p (V ) = V
⊗p ⊗CSp CS∞ ≃ IndCS∞CSp V ⊗p.
Here S∞ denotes the infinite symmetric group, namely the inductive limit of the sequence
S0 ⊂ S1 ⊂ · · · . Let us denote this T (∞)p (V ) by T¯p(V ) simply. We can regard T¯p(V ) as the
inductive limit of the sequence (1.1).
Noting that T¯0(V ) ≃ CS∞, we consider the direct sum of T¯0(V ), T¯1(V ), . . .:
T¯ (V ) =
⊕
p≥0
T¯p(V ).
For this T¯ (V ), we can naturally define a structure of graded algebra. That is, for
ϕ = vp · · · v1σ ∈ T¯p(V ), ϕ′ = v′p′ · · · v′1σ′ ∈ T¯p′(V ),
we define the product ϕϕ′ ∈ T¯p+p′(V ) by
ϕϕ′ = (vp · · · v1σ)(v′p′ · · · v′1σ′) = vp · · · v1v′p′ · · · v′1αp
′
(σ)σ′.
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Here α is the group endomorphism of S∞ defined by
α(σ) : k 7→ σ(k − 1) + 1 for k ≥ 2,
1 7→ 1,
namely we put α(si) = si+1 for the adjacent transposition si = (i i + 1). We can easily
see that this multiplication is well defined and moreover associative.
Let us see some relations for this multiplication. First, for v, w ∈ V , we have
(1.2) wv = vws1, siv = vsi+1.
Moreover the defining relations of the symmetric group also hold in T¯ (V ):
(1.3) s2i = 1, sisi+1si = si+1sisi+1, sisj = sjsi for |i− j| > 1.
Actually, these relations form the defining relations of the algebra T¯ (V ) as seen in Theo-
rem 1.2 below.
It is easily seen that T (q)(V ) =
⊕
p≥0 T
(q)
p (V ) is a subalgebra of T¯ (V ). In particular,
T (V ) ≃ T (0)(V ) is also a subalgebra, and the restriction of the multiplication of T¯ (V )
is equal to the ordinary multiplication of the tensor algebra T (V ). Thus, we can regard
T (q)(V ) and T¯ (V ) as extensions of the ordinary tensor algebra.
1.2. Let us consider a “canonical form” of elements in T (q)(V ). We denote the set
{1, . . . , n} by [n], and consider a sequence I = (i1, . . . , ip) ∈ [n]p (we assume that I, J, . . .
mean the sequences I = (i1, . . . , ip), J = (j1, . . . , jp), . . . throughout this article). We
put I! = m1! · · ·mn!, where m1, . . . , mn are the multiplicities of 1, . . . , n in the sequence
I = (i1, . . . , ip) ∈ [n]p, respectively. The symmetric group Sp naturally acts on [n]p
by σ(I) = (iσ(1), . . . , iσ(p)). We denote by (Sp)I the stabilizer subgroup of the sequence
I ∈ [n]p. Namely, we put (Sp)I = {σ ∈ Sp | σ(I) = I}. Then the order of this group (Sp)I
is equal to I!, and the element
sI =
1
I!
∑
σ∈(Sp)I
σ
in CSp is idempotent. Moreover, for a basis e1, . . . , en of V , we have the relation
(1.4) eip · · · ei1 = eip · · · ei1sI .
From this, we see the following assertion:
Proposition 1.1. By fixing a basis e1, . . . , en of V , any element in T
(q)
p (V ) can be ex-
pressed uniquely as a sum of elements in the form eip · · · ei1t. Here I = (i1, . . . , ip) is a
sequence in
((
[n]
p
))
, and t is an element of the left ideal sICSp+q of CSp+q.
Here we put (
[n]
r
)
= {(i1, . . . , ir) ∈ [n]r | i1 < · · · < ir},((
[n]
r
))
= {(i1, . . . , ir) ∈ [n]r | i1 ≤ · · · ≤ ir}.
Proof of Proposition 1.1. It suffices to show the uniqueness. Indeed we can change the
order of p vectors freely by applying a suitable element of Sp from right, and we can
assume that the factor in CSp+q belongs sICSp+q by (1.4).
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The uniqueness is seen as follows. Let I1, . . . , Ir be distinct elements of
((
[n]
p
))
. Our
task is to show sIiti = 0 on the assumption
∑r
i=1 eIiti =
∑r
i=1 eIisIiti = 0 with t1, . . . , tr ∈
CSp+q. Here we denote eip · · · ei1 simply by eI . First of all, we see eI1t1 = · · · = eIrtr = 0
from this assumption. Indeed the right action of Sp on V
⊗p only changes the order of p
vectors. Thus it suffices to deduce sIt = 0 from the equality eIt = eIsIt = 0. This is
done by considering the right cosets of (Sp)I in Sp+q. First eσ1(I), . . . , eσr(I) are all equal if
σ1, . . . , σr ∈ Sp+q are in a same coset. Secondly eσ1(I), . . . , eσr(I) are linearly independent
if σ1, . . . , σr are in different cosets. Thus, when eIt = eIsIt = 0 with t =
∑
σ∈Sp+q
cσσ ∈
CSp+q, we have
∑
σ∈C cσ = 0 for each coset C ∈ (Sp)I\Sp+q, namely sIt = 0. 
1.3. We can also define the algebra T¯ (V ) in terms of generators and relations:
Theorem 1.2. The algebra An defined by the following generators and relations is iso-
morphic to T¯ (V ) by regarding e1, . . . , en as a basis of V :
generators: e1, . . . , en, s1, s2, . . . ,
relations: ebea = eaebs1, siea = easi+1,
s2i = 1, sisi+1si = si+1sisi+1, sisj = sjsi when |i− j| > 1.
Proof. Noting (1.2) and (1.3), we can consider a natural homomorphism from An onto
T¯ (V ). Moreover, any element in An can be expressed in the form as in Proposition 1.1
by using the first and second relations. Thus this homomorphism is injective. 
2. Multiplications and derivations
Some interesting operators naturally act on T¯ (V ). In this section, we introduce the
“multiplication” by v ∈ V and the “derivation” by v∗ ∈ V ∗ (V ∗ is the linear dual of V ),
and discuss their fundamental properties and quick applications.
2.1. We denote by L(ϕ) the left multiplication by ϕ ∈ T¯ (V ), i.e., we put L(ϕ)ψ = ϕψ
for ϕ and ψ ∈ T¯ (V ). The cases ϕ = σ ∈ S∞ ⊂ CS∞ = T¯0(V ) and ϕ = v ∈ V ⊂ T¯1(V )
are particularly fundamental, because the other cases are generated by these two cases.
In addition to these operators L(σ) and L(v), let us introduce the “derivation” L(v∗)
by a covector v∗ ∈ V ∗. Namely, for v∗ ∈ V ∗, we define the operator L(v∗) on T¯ (V ) by
L(v∗)vp · · · v1t =
p∑
k=1
〈v∗, vk〉vp · · · vˆk · · · v1 · (p p− 1 · · · k + 1 k)t.
Here vp, . . . , v1 are elements of V , and t is an element of CS∞. Moreover vˆk means that
we omit vk. When p = 0, we put L(v
∗)t = 0.
This definition seems natural, because each term in the right hand side is obtained
by moving vk to the left end and taking the coupling with v
∗. The permutation (p p −
1 · · · k + 1 k) appears following this movement of vk.
By a direct calculation, we see that this operation is well defined. Note that this
well-definedness is equivalent with the fact that L(v∗) is commutative with the right
multiplication by CS∞.
The following relations are immediate from the definition of L:
Proposition 2.1. The operators L(σ), L(v), and L(v∗) with σ ∈ S∞, v ∈ V , v∗ ∈ V ∗
commute with the right multiplication by CS∞.
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Proposition 2.2. For v ∈ V and v∗ ∈ V ∗, the operators L(v) and L(v∗) map T (q)p (V ) as
L(v) : T (q)p (V )→ T (q−1)p+1 (V ) for q ≥ 1,
T (0)p (V )→ T (0)p+1(V ),
L(v∗) : T (q)p (V )→ T (q+1)p−1 (V ) for p ≥ 1,
T
(q)
0 (V )→ {0}.
Moreover, we have the following commutation relations. The proof is straightforward.
Theorem 2.3. For v, w ∈ V and v∗, w∗ ∈ V ∗, we have
L(w)L(v) = L(v)L(w)L(s1),
L(w∗)L(v∗) = L(s1)L(v
∗)L(w∗),
L(w∗)L(v) = L(v)L(s1)L(w
∗) + 〈w∗, v〉
and moreover
L(si)L(v) = L(v)L(si+1), L(v
∗)L(si) = L(si+1)L(v
∗),
L(si)
2 = 1, L(si)L(si+1)L(si) = L(si+1)L(si)L(si+1),
L(si)L(sj) = L(sj)L(si) when |i− j| > 1.
We can regard the first three relations as an analogue of the canonical commutation
relations (CCR) and the canonical anticommutation relations (CAR). The positions of
L(s1) in the right hand sides are interesting. We will discuss this analogue further in
Section 2.3.
Moreover we note the commutation relation with the natural action pi of GL(V ) on
T¯ (V ) as an algebra automorphism. We have the following relations for v ∈ V , σ ∈ Sp+q,
v∗ ∈ V ∗ as seen from the definition of L:
(2.1) pi(g)L(v) = L(gv)pi(g), pi(g)L(σ) = L(σ)pi(g), pi(g)L(v∗) = L(tg−1v∗)pi(g).
The following formula is also fundamental:
L(e∗i1) · · ·L(e∗ip)eip · · · ei1 = I!sI .
Moreover, when I ∈
((
[n]
r
))
and J ∈
((
[n]
p
))
, we have
(2.2) L(e∗i1) · · ·L(e∗ir)ejp · · · ej1 =
{
I!sI , I = J,
0, r ≥ p and I 6= J.
Indeed, when r ≥ p and I 6= J , there exists k ∈ {1, . . . , p} such that the multiplicity of
ek in I is greater than that in J .
Remark. For ϕ ∈ Tk(V ) and ψ ∈ T¯ (V ), we have
L(v∗)(ϕψ) = (L(v∗)ϕ)ψ + ϕsksk−1 · · · s1(L(v∗)ψ)
= (L(v∗)ϕ)ψ + ϕ · (k + 1 k k − 1 . . . 2 1) (L(v∗)ψ).
This can be regarded as an analogue of the Leibniz rule.
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2.2. Let L(V ) be the subalgebra of EndC(T¯ (V )) generated by L(v), L(v∗), and L(σ)
with v ∈ V , v∗ ∈ V ∗, and σ ∈ S∞. This algebra L(V ) can be identified with the algebra
Bn defined by the following generators and relations:
generators: e1, . . . , en, e
∗
1, . . . , e
∗
n, s1, s2, . . . ,(2.3)
relations: ebea = eaebs1, e
∗
be
∗
a = s1e
∗
ae
∗
b , e
∗
bea = eas1e
∗
b + δab,
siea = easi+1, e
∗
asi = si+1e
∗
a,
s2i = 1, sisi+1si = si+1sisi+1, sisj = sjsi when |i− j| > 1.
Indeed, regarding e1, . . . , en and e
∗
1, . . . , e
∗
n as a basis of V and its dual basis of V
∗, we
have the following theorem:
Theorem 2.4. The following correspondence induces an isomorphism from Bn onto L(V ):
si 7→ L(si), ea 7→ L(ea), e∗a 7→ L(e∗a).
This correspondence establishes a homomorphism f from Bn onto L(V ) as seen from
Theorem 2.3. Thus, to prove this theorem, it suffices to show that this f is injective. As
a preparation for this, we note the following lemma:
Lemma 2.5. The algebra T¯ (V ) is isomorphic to the subalgebra B†n of Bn generated by
e1, . . . , en and s1, s2, . . . through the natural correspondence ea 7→ ea, si 7→ si.
Indeed, Theorem 1.2 tells that this correspondence determines a homomorphism from
T¯ (V ) onto B†n. This is also injective, because the inverse map is given by B†n → T¯ (V ),
ψ 7→ f(ψ)1.
Proof of Theorem 2.4. It suffices to show that f : Bn → L(V ) is injective. Let us assume
that there exists a nonzero Φ ∈ Ker f . By using the first five relations in (2.3), this can
be expressed in the following form with ψI ∈ B†n ≃ T¯ (V ):
Φ =
m∑
r=0
∑
I∈(([n]r ))
ψIe
∗
i1
· · · e∗ir .
Actually, we can take ψI to be an element of B†nsI , because we have e∗i1 · · · e∗ir = sIe∗i1 · · · e∗ir
(recall (1.4)). Let J be one of the shortest sequences among {I |ψI 6= 0} (this set is not
empty, because Φ is nonzero). Namely we fix J ∈
((
[n]
p
))
such that ψJ 6= 0 and ψI = 0 for
any I ∈
((
[n]
r
))
, r < p. Then, using (2.2), we can calculate f(Φ)ejp · · · ej1 as
f(Φ)ejp · · · ej1 =
m∑
r=0
∑
I∈(([n]r ))
L(ψI)L(e
∗
i1
) · · ·L(e∗ir)ejp · · · ej1 = J !ψJ .
This ψJ must be equal to zero. This is a contradiction, so that Ker f = {0}. 
We now see another realization of the algebra Bn ≃ L(V ):
Corollary 2.6. The vector space⊕
p,q≥0
V ⊗p ⊗CSp CS∞ ⊗CSq V ∗⊗q =
⊕
q≥0
T¯ (V )⊗CSq V ∗⊗q
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is identified with L(V ) as a vector space through the correspondence
vp · · · v1σv∗1 · · · v∗q 7→ L(vp) · · ·L(v1)L(σ)L(v∗1) · · ·L(v∗q ).
Here vi, v
∗
i , and σ are elements of V , V
∗, and S∞, respectively.
Indeed, Theorem 2.3 teaches that this map is well-defined and surjective. Moreover we
can check that this is injective in the same way as the proof of Theorem 2.4.
2.3. The first three relations of Theorem 2.3 are similar to the canonical commutation
relations (CCR) and the canonical anticommutation relations (CAR). Thus we can regard
T¯ (V ) as an analogue of the Boson and Fermion Fock spaces. It is also natural to call L(v)
and L(v∗) the “creation operator” by v and the “annihilation operator” by v∗, respectively.
More precisely, T¯ (V ) contains the Boson and Fermion Fock spaces as quotient algebras:
T¯ (V )/(σ − 1) ≃ S(V ), T¯ (V )/(σ − sgn(σ)) ≃ Λ(V ).
Similarly, L(V ) contains the Weyl algebra and the Clifford algebra as quotient algebras:
L(V )/(σ − 1) ≃Weyl(V ∗ ⊕ V ), L(V )/(σ − sgn(σ)) ≃ Clifford(V ∗ ⊕ V ).
Here (σ − 1) and (σ − sgn(σ)) are the two-sided ideals of T¯ (V ) or L(V ) generated by
{σ − 1 | σ ∈ S∞} and {σ − sgn(σ) | σ ∈ S∞}, respectively. The author wonders if the
algebras T¯ (V ) and L(V ) might be useful to deepen supersymmetry theory.
2.4. These operators L(v) and L(v∗) are useful to express polarization operators on
T (V ).
Let V be a vector space. The canonical action of GL(V ) on V is naturally extended to
the actions on T (V ) and T¯ (V ). The infinitesimal action of gl(V ) on T¯ (V ) is expressed as
(2.4) pi(Eij) = L(ei)L(e
∗
j ).
Here Eij (1 ≤ i, j ≤ n) means the canonical basis of gl(V ), and e1, . . . , en and e∗1, . . . , e∗n
mean a basis of V and its dual basis of V ∗, respectively. This relation (2.4) is easily seen
by a direct calculation:
(2.5) L(ei)L(e
∗
j )vk · · · v1 =
k∑
a=1
〈ej, va〉vk · · · va+1eiva−1 · · · v1.
It is natural to regard this as the counterpart of the polarization operator xi
∂
∂xj
on the
polynomial space C[x1, . . . , xn] [We]. As seen from Proposition 2.2, we can interpret both
sides of the relation (2.4) as linear transformations on T (V ).
2.5. We can also consider an analogue of the Euler operator:
(2.6) A =
n∑
i=1
L(ei)L(e
∗
i ).
This satisfies Aϕ = pϕ for ϕ ∈ T¯p(V ) as seen from (2.5). We will use this operator (and
its variants) to calculate some commutants in Section 3.
The following variant is also interesting:
D =
n∑
i,j=1
L(ei)L(ej)L(e
∗
i )L(e
∗
j ) =
n∑
i,j=1
L(ej)L(ei)L(s1)L(e
∗
i )L(e
∗
j ).
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This operator acts as the operation “exchange arbitrary two vectors and sum up all
results.” Namely we have
Dekp · · · ek1 =
∑
1≤a,b≤p
a6=b
ekp · · · eka︸︷︷︸
bth
· · · ekb︸︷︷︸
ath
· · · ek1
(here we count vectors from right). Thus this operator can be rewritten as
D =
1
(p− 2)!R(
∑
σ∈Sp
σ−1s1σ).
Here R(t) is the right multiplication by t ∈ CS∞. More generally, for τ ∈ Sr, we have∑
I∈[n]r
L(eir) · · ·L(ei1)L(τ)L(e∗i1) · · ·L(e∗ir) =
1
(p− r)!R(
∑
σ∈Sp
σ−1τσ).
3. Descriptions of commutants
Using the multiplications and derivations defined in the previous section, we can de-
scribe some commutants of fundamental operators on tensor spaces.
3.1. First we can prove the Schur–Weyl duality and its generalization by a simple cal-
culation in L(V ).
Theorem 3.1. For l = 0, 1, 2, . . ., we denote by L(q)l = L(q)l (V ) the set of all linear
combinations of the following operators on T
(q)
p (V ):
L(vl) · · ·L(v1)L(σ)L(v∗1) · · ·L(v∗l ).
Here vi, v
∗
j , and σ are elements of V , V
∗, and Sl+q, respectively. Then we have the
following assertions:
(i) The inclusions L(q)0 ⊂ L(q)1 ⊂ · · · ⊂ L(q)p hold as operators on T (q)p (V ). Moreover
we have L(q)l = {0} for l > p.
(ii) Let R be the right multiplication by CSp+q on T
(q)
p (V ). Then R(CSp+q) and L(q)p
are mutual commutants of each other in EndC(T
(q)
p (V )).
Proof. To prove (i), we use the Euler type operator A =
∑n
i=1 L(ei)L(e
∗
i ) defined in (2.6).
As a consequence of Theorem 2.3, we have the relation
(3.1) L(v)A = (A− 1)L(v)
for v ∈ V . Using this relation, we have
n∑
k=1
L(vl) · · ·L(v1)L(ek)L(α(σ))L(e∗k)L(v∗1) · · ·L(v∗l )
= L(vl) · · ·L(v1)AL(σ)L(v∗1) · · ·L(v∗l )
= (A− l)L(vl) · · ·L(v1)L(σ)L(v∗1) · · ·L(v∗l ).
As operators on T
(q)
p (V ), this is equal to
(p− l)L(vl) · · ·L(v1)L(σ)L(v∗1) · · ·L(v∗l ),
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because A|
T
(q)
p (V )
= p id
T
(q)
p (V )
. This calculation means the inclusion L(q)l ⊂ L(q)l+1 for l < p.
The relation L(q)l = {0} for l > p is obvious from Proposition 2.2. Thus (i) is proved.
To prove (ii), it suffices to show R(CSp+q)
′ = L(q)p by the double commutant theorem
(Theorem 3.3.7 in [GW]). Here we denote by D′ the commutant of D ⊂ EndC(T (q)p (V )).
The inclusion R(CSp+q)
′ ⊃ L(q)p is immediate from Proposition 2.1, so that we only have to
show the reverse inclusion R(CSp+q)
′ ⊂ L(q)p . To show this, we consider a higher analogue
of the Euler type operator A:
(3.2) Ap =
1
p!
∑
I∈[n]p
L(eip) · · ·L(ei1)L(e∗i1) · · ·L(e∗ip).
Using (3.1) repeatedly, we can express this Ap as
Ap =
1
p!
(A− p+ 1)(A− p+ 2) · · · (A− 1)A,
so that Apϕ = ϕ for ϕ ∈ T (q)p (V ). Thus, for any f ∈ R(CSp+q)′, we have
f(ϕ) = f(Apϕ)
= f(
1
p!
∑
I∈[n]p
L(eip) · · ·L(ei1)L(e∗i1) · · ·L(e∗ip)ϕ)
= f(
1
p!
∑
I∈[n]p
eip · · · ei1tI)
=
1
p!
∑
I∈[n]p
f(eip · · · ei1tI),
where we denote L(e∗i1) · · ·L(e∗ip)ϕ ∈ CSp+q by tI . Since f ∈ R(CSp+q)′, we have
f(ϕ) =
1
p!
∑
I∈[n]p
f(eip · · · ei1)tI =
1
p!
∑
I∈[n]p
L(f(eip · · · ei1))L(e∗i1) · · ·L(e∗ip)ϕ,
namely
f =
1
p!
∑
I∈[n]p
L(f(eip · · · ei1))L(e∗i1) · · ·L(e∗ip).
This means that f is an element of L(q)p . 
When q = 0, Theorem 3.1 is equal to the Schur–Weyl duality, because we have the
following relation:
Proposition 3.2. We have L(0)p = pi(U(gl(V ))).
Proof. As a consequence of Theorem 2.3, we have
[L(ei)L(e
∗
j ), L(ea)] = δaiL(ei).
Using this commutation relation, we have
L(eil) · · ·L(ei2)L(ei1)L(e∗j1)L(e∗j2) · · ·L(e∗jl)
= L(ei1)L(e
∗
j1
) · L(eil) · · ·L(ei2)L(e∗j2) · · ·L(e∗jl) + an element of L
(0)
l−1.
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Repeating this, we see that any element of L(0)l can be expressed as a polynomial in
pi(Eab) = L(ea)L(e
∗
b), 1 ≤ a, b ≤ n. Thus we see the inclusion L(0)p ⊂ pi(U(gl(V ))).
Conversely, using the same commutation relation, we can express any element in
pi(U(gl(V ))) as a sum of elements in L(0)0 ,L(0)1 , . . .. Furthermore, this can be regarded
as an element of L(0)p by Theorem 3.1 (i). 
Remarks. (1) When p = 0, Theorem 3.1 is equal to the fact that L(CSq) and R(CSq) are
mutual commutants of each other in EndC(CSq).
(2) The results in this subsection are generalized to their q-analogues. Namely we can
construct q-analogues of T¯ (V ) and L(V ), which produce a simple proof of the q-Schur–
Weyl duality between the quantum enveloping algebra Uq(gln) and the Iwahori–Hecke
algebra of type A. This result will be written somewhere else.
(3) For any group G, every map f : G→ G commuting with all right translations is equal
to a left translation. This fact is proved quickly as follows. Let x be an element of G.
Then we have f(x) = f(ex) with the identity element e. Since f commutes with the right
multiplication by x, this f(ex) is equal to f(e)x. This means that f is equal to the left
multiplication by f(e). It should be noted that the proof of Theorem 3.1 is based on the
same principle.
3.2. We have a similar relation about operators on T¯ (V ):
Theorem 3.3. Let R be the right multiplication by CS∞ on T¯ (V ). In addition, we
denote by Mp =Mp(V ) the set of all operators on T¯ (V ) in the form∑
I∈[n]p
L(ψI)L(e
∗
i1
) · · ·L(e∗ip),
where ψI ’s are elements of T¯ (V ). Moreover, we denote by M = M(V ) the set of all
operators in the form
∑
p≥0Dp with Dp ∈ Mp. This is an infinite sum in general, but
this actually acts as a finite sum, when it is applied to any element of T¯ (V ). Then these
R(CS∞) and M are mutual commutants of each other as operators on T¯ (V ).
The inclusions R(CS∞)
′ ⊃ M and R(CS∞) ⊂ M′ are obvious, so that it suffices to
show the following two propositions:
Proposition 3.4. We have M′ ⊂ R(CS∞).
Proposition 3.5. We have R(CS∞)
′ ⊂M.
To prove Proposition 3.5, we use the following lemma:
Lemma 3.6. For any f ∈ R(CS∞)′, there exists Dp ∈ Mp such that f(ϕ) = Dpϕ for
ϕ ∈ T¯p(V ).
Proof of Proposition 3.4. Assume that f ∈M′. Then we have
L(v∗)f(1) = f(L(v∗)1) = f(0) = 0,
so that f(1) belongs to T¯0(V ) = CS∞. Moreover, we have f(ϕ) = f(ϕ · 1) = ϕf(1) for
ϕ ∈ T¯ (V ). From these we see f ∈ R(CS∞). 
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Proof of Lemma 3.6. In a way similar to the proof of Theorem 3.1 (ii), we have
f(ϕ) = f(Apϕ) =
1
p!
∑
I∈[n]p
L(f(eip · · · ei1))L(e∗i1) · · ·L(e∗ip)ϕ
for ϕ ∈ T¯p(V ). Here Ap is the analogue of the Euler operator defined in (3.2). This means
the assertion. 
Proof of Proposition 3.5. Fix an arbitrary f ∈ R(CS∞)′. We take D0 ∈ M0 such that
f(ϕ0) = D0ϕ0 for all ϕ0 ∈ T¯0(V ). Next, we take D1 ∈M1 such that (f−D0)(ϕ1) = D1ϕ1
for all ϕ1 ∈ T¯1(V ). In this way, we take Dk ∈Mk for k = 0, 1, 2, . . . such that
(f −D0 − · · · −Dr−1)(ϕr) = Drϕr
for all ϕr ∈ T¯r(V ). Here we used Lemma 3.6 and the fact f −D0−· · ·−Dr−1 ∈ R(CS∞)′.
From this, we can deduce the following relation for ϕ ∈⊕rk=0 T¯k(V ):
f(ϕ) = (D0 + · · ·+Dr)ϕ.
This is proved by induction on r by noting the relation Dkϕl = 0 for ϕl ∈ T¯l(V ) when
k > l. This means that f =
∑
k≥0Dk ∈M. 
3.3. We can also consider an analogue of the Howe duality. The general linear group
GLn(C) naturally acts on the tensor product W = C
n ⊗ Cn′ (canonically on the first
component Cn and trivially on the second component Cn
′
). This can be extended to the
action ν on T
(q)
p (W ) naturally. Then we have the following theorem as an analogue of the
(GLn(C), GLn′(C)) duality on the polynomial space P(W ) due to Howe [Ho].
Theorem 3.7. Let Q1 be the operator algebra in EndC(T (q)p (Cn ⊗ Cn′)) generated by
ν(GLn(C)) and the right multiplication by Sp+q. Moreover, we denote by Q2 the set of
all linear combinations of the operators in the form
Φa1,...,ap;b1,...,bp(σ) =
∑
I∈[n]p
L(wipap) · · ·L(wi1a1)L(σ)L(w∗i1b1) · · ·L(w∗ipbp).
Here wij and w
∗
ij mean the canonical basis ofW = C
n⊗Cn′ and the dual basis, respectively.
Moreover, σ is an element of Sp+q. Then Q1 and Q2 are mutual commutants of each other.
Proof. It is sufficient to show Q′1 = Q2, because Q1 is semisimple.
The proof of the inclusion Q′1 ⊃ Q2 is plane. First, Q2 commutes with the right multi-
plication by CSp+q, because Q2 ⊂ L(q)p (W ). Secondly, Q2 also commutes with ν(GLn(C))
as seen the following calculation for g ∈ GLn(C):
ν(g)Φa1,...,ap;b1,...,bp(σ)ν(g
−1)
=
∑
I∈[n]p
L(g˜wipap) · · ·L(g˜wi1a1)L(σ)L(tg˜−1w∗i1b1) · · ·L(tg˜−1w∗ipbp)
= Φa1,...,ap;b1,...,bp(σ).
The first equality is a consequence of (2.1). Here we regard g ∈ GLn(C) as an element of
GL(W ) through the action of GLn(C) on W , and denote this image by g˜.
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The converse inclusion Q′1 ⊂ Q2 is shown as follows. The first fundamental theorem of
the invariant theory for tensor spaces (Theorem 4.3.1 in [GW]) states that all GLn(C)-
invariants in W⊗p ⊗W ∗⊗p are expressed as a linear combination of elements in the form∑
I∈[n]p
wipap ⊗ · · · ⊗ wi1a1 ⊗ w∗iσ(1)bσ(1) ⊗ · · · ⊗ w∗iσ(p)bσ(p).
Thus the following elements with τ ∈ Sp+q and σ ∈ Sp expand all GLn(C)-invariants in
W⊗p ⊗ CSp+q ⊗W ∗⊗p:
Ψa1,...,ap;b1,...,bp(τ, σ) =
∑
I∈[n]p
wipap ⊗ · · · ⊗ wi1a1 ⊗ τ ⊗ w∗iσ(1)bσ(1) ⊗ · · · ⊗ w∗iσ(p)bσ(p).
Here we consider the trivial action of GLn(C) on CSp+q. Next we consider the linear map
F : W⊗p ⊗ CSp+q ⊗W ∗⊗p → L(q)p (W ) defined by the following correspondence:
wp ⊗ · · · ⊗ w1 ⊗ τ ⊗ w∗1 ⊗ · · · ⊗ w∗p 7→ L(wp) · · ·L(w1)L(τ)L(w∗1) · · ·L(w∗p).
This map is surjective and GL(W )-equivariant (hence also GLn(C)-equivariant) as seen
from (2.1). Here GL(W ) acts on L(q)p (W ) by conjugation. Thus all GLn(C)-invariants in
L(q)p (W ) comes from GLn(C)-invariants in W⊗p ⊗ CSp+q ⊗W ∗⊗p. This inplies Q′1 ⊂ Q2,
because the image of Ψa1,...,ap;b1,...,bp(τ, σ) under F is equal to Φa1,...,ap;b1,...,bp(τσ). 
The following relation is immediate from Theorem 3.7:
Corollary 3.8. For any central element C in the universal enveloping algebra U(gln),
the action of C on T
(q)
p (Cn ⊗Cn′) is equal to an operator in Q2, and this operator is also
central in Q2.
In the next section, we will give an explicit description of this relation in terms of
generators as an analogue of the Capelli identity.
4. Capelli identity on T (Cn ⊗ Cn′) and its application to invariant theory
In this section, we give a Capelli type identity on T (Cn ⊗ Cn′) using the multiplica-
tion and derivation operators defined in Section 2 (we will give a more general relation,
namely a “higher version” in Section 9.2). This can be regarded as a description of the
correspondence of invariant operators in Corollary 3.8.
The original Capelli identity played an important role in invariant theory. Our Capelli
type identity also has an application to invariant theory. That is, we can determine the
SLn(C)-invariants in T (C
n ⊗ Cn′) using this Capelli type identity. This application can
be regarded as a noncommutative version of a classical result, namely the description
of SLn(C)-invariants in the polynomial algebra P(Cn ⊗ Cn′) using the original Capelli
identity (Theorem 2.6.A in [We]).
4.1. Let us recall some central elements of U(gln) called the Capelli elements ([C1], [C2],
[HU], [U1]). Let Eij be the standard basis of gln, and consider the matrix E = (Eij)1≤i,j≤n
in Matn(U(gln)). We consider the following element in U(gln):
Cn = column-det(E + diag(n− 1, n− 2, . . . , 0)).
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Here “column-det” means the “column-determinant.” Namely, for a square matrix X =
(Xij)1≤i,j≤n whose entries are not necessarily commutative, we put
column-detX =
∑
σ∈Sn
sgn(σ)Xσ(1)1Xσ(2)2 · · ·Xσ(n)n.
This Cn is known to be central in U(gln). We can generalize this to sums of minors:
(4.1) Cr =
∑
I∈([n]r )
column-det(EII + diag(r − 1, r − 2, . . . , 0)).
Here we put XIJ = (Xiajb)1≤a,b≤r for a matrix X = (Xij)1≤i≤n, 1≤j≤n′ and sequences
I = (i1, . . . , ir) ∈ [n]r, J = (j1, . . . , jr) ∈ [n′]r. It is known that Cr is also central
in U(gln), and C1, . . . , Cn generate the center of U(gln). We call this Cr the “Capelli
element” of degree r.
We work in the same situation as in Theorem 3.7. Namely, we consider the natural
action of GLn(C) on C
n⊗Cn′ . This action can be extended to the actions on T (q)(Cn⊗Cn′)
and moreover on T¯ (Cn⊗Cn′). The infinitesimal action of gln on T¯ (Cn⊗Cn′) is expressed
as follows (cf. Section 2.4):
(4.2) ν(Eij) =
n′∑
a=1
L(wia)L(w
∗
ja).
Here wij and w
∗
ij mean the canonical basis of C
n ⊗Cn′ and its dual basis, respectively. It
is convenient to consider the matrices Z and Z∗ in Matn,n′(L(Cn ⊗ Cn′)) defined by
Z = (L(wij))1≤i≤n, 1≤j≤n′, Z
∗ = (L(w∗ij))1≤i≤n, 1≤j≤n′.
Then, we can rewrite (4.2) simply as ν(E) = Z tZ∗.
In this situation, we have the following analogue of the Capelli identity (cf. [HU], [U1]):
Theorem 4.1. For 1 ≤ r ≤ p, we have
ν(Cr) =
∑
I∈([n]r )
∑
J∈
((
[n′]
r
))
1
J !
column-detZI◦J◦ column-detZ
∗
IJ
=
1
r!2
∑
I∈[n]r
∑
J∈[n′]r
column-detZI◦J◦ column-detZ
∗
IJ .
Here we put I◦ = (ir, . . . , i1) and J
◦ = (jr, . . . , j1) for I = (i1, . . . , ir) and J = (j1, . . . , jr).
The proof will be given soon in Section 4.3.
Recall the relation between the centers of U(gln) andQ2 in Corollary 3.8. We can regard
Theorem 4.1 as an explicit description of this relation in terms of generators. Indeed,
the right hand side of Theorem 4.1 belongs to Q2 (recall the relation L(q)r (Cn ⊗ Cn′) ⊂
L(q)p (Cn⊗Cn′) in Theorem 3.1). This is parallel to the fact that the original Capelli identity
describes the correspondence of central elements of the universal enveloping algebras and
invariant differential operators in the dual pair (GLn(C), GLn′(C)) (cf. Section 9.1; see
also [Ho], [HU], [U1]).
In Section 9.2, we will give a more detailed description of this correspondence. Namely
we will describe the image of a basis of the center of U(gln) as a vector space.
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4.2. We recall the exterior calculus to deal with noncommutative determinants. This is
a key of the proof of Theorem 4.1 and serves as a prototype of the approach to (noncom-
mutative) immanants in Sections 7–9. See [U2]–[U5], [IU], [I1]–[I6], [Ha], and [Wa] for
the details and further developments of this approach to noncommutative determinants.
It is convenient to introduce the “symmetrized determinant” (or the “double determi-
nant”) as another noncommutative determinant. For an n× n matrix X , we put
symm-detX =
1
n!
∑
σ,σ′∈Sn
sgn(σσ′−1)Xσ(1)σ′(1) · · ·Xσ(n)σ′(n).
We also consider a variant with n complex parameters a1, . . . , an:
symm-det(X ; a1, . . . , an) =
1
n!
∑
σ,σ′∈Sn
sgn(σσ′−1)Xσ(1)σ′(1)(a1) · · ·Xσ(n)σ′(n)(an).
Here Xij(u) means Xij(u) = Xij + δiju. Moreover, we put
detr(X ; a1, . . . , ar) =
1
r!
∑
I∈[n]r
symm-det(XII ; a1, . . . , ar)
=
∑
I∈([n]r )
symm-det(XII ; a1, . . . , ar).
The second equality holds because symm-det(XII ; a1, . . . , an) = 0 for I! 6= 1 and
symm-det(XII ; a1, . . . , ar) = symm-det(Xσ(I)σ(I) ; a1, . . . , ar)
for any σ ∈ Sr. We can also express this in terms of the column-determinant:
(4.3) detr(X ; a1, . . . , ar) =
1
r!
∑
I∈[n]r
column-det(XII + 1II diag(a1, . . . , ar)).
This follows by a simple calculation.
These determinants have their own advantages. For example, the column-determinant
is easily calculated, and the symmetrized determinant has some good invariances.
Remark. In [I2]–[I6], the matrix functions “column-det,” “symm-det,” and “detr” are
denoted by “det,” “Det,” and “Detr,” respectively.
These noncommutative determinants can be expressed in terms of the exterior calculus
as follows. Let V be an n-dimensional C-vector space and consider the exterior algebra
Λ(V ) on V . Let X = (Xij) be an n×n matrix whose entries are elements of an associative
C-algebra A. From now on, we calculate in the extended algebra Λ(V )⊗A in which the
two algebras Λ(V ) and A commute with each other.
We fix a basis e1, . . . , en of V and put ξj =
∑n
i=1 eiXij ∈ Λ(V )⊗A. Then we have
ξj1 · · · ξjr =
∑
I∈[n]r
ei1 · · · eir column-detXIJ = r!
∑
I∈([n]r )
ei1 · · · eir column-detXIJ .
Indeed, the first equality is seen by a straightforward calculation. The second equality is
also immediate, because the column-determinant is alternating under the permutations
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of rows. This is generalized as follows:
ξj1(a1) · · · ξjr(ar) =
∑
I∈[n]r
ei1 · · · eir column-det(XIJ + 1IJ diag(a1, . . . , ar))
= r!
∑
I∈([n]r )
ei1 · · · eir column-det(XIJ + 1IJ diag(a1, . . . , ar)).
Here 1 means the unit matrix of size n, and we put ξj(u) =
∑n
i=1 eiXij(u).
To deal with the symmetrized determinant, we double the anti-commuting generators.
Namely, in addition to the basis e1, . . . , en of V, we consider the dual basis e
∗
1, . . . , e
∗
n of
V ∗ and work in Λ(V ⊕ V ∗)⊗A. We consider the following elements in Λ(V ⊕ V ∗)⊗A:
τ =
n∑
i=1
eie
∗
i , Ξ =
n∑
i,j=1
eiXije
∗
j , Ξ(u) =
n∑
i,j=1
eiXij(u)e
∗
j =
n∑
j=1
ξj(u)e
∗
j = Ξ + uτ.
Then, a straightforward calculation shows us
Ξ(a1) · · ·Ξ(ar)
=
1
r!2
∑
I,J∈[n]r
ei1e
∗
j1
· · · eire∗jr
∑
σ,σ′∈Sr
sgn(σ) sgn(σ′)Xiσ(1)jσ′(1)(a1) · · ·Xiσ(r)jσ′(r)(ar)
=
∑
I,J∈([n]r )
ei1e
∗
j1
· · · eire∗jr
∑
σ,σ′∈Sr
sgn(σ) sgn(σ′)Xiσ(1)jσ′(1)(a1) · · ·Xiσ(r)jσ′(r)(ar).
It is useful to consider the symmetric bilinear form 〈·, ·〉 : Λ(V ⊕ V ∗)×Λ(V ⊕ V ∗)→ C
such that the following forms an orthonormal basis of Λ(V ⊕ V ∗):{
ei1 · · · eipe∗j1 · · · e∗jq
∣∣∣∣ I ∈
(
[n]
p
)
, J ∈
(
[n]
q
)
, 0 ≤ p, q ≤ n
}
.
Moreover, we extend this to the bilinear map
〈·, ·〉 : Λ(V ⊕ V ∗)× Λ(V ⊕ V ∗)⊗A → A, 〈ϕ, ψ ⊗ a〉 = 〈ϕ, ψ〉a.
Here, ϕ and ψ are elements of Λ(V ⊕ V ∗), and a is an element of A. Using this bilinear
map, we can express some noncommutative determinants as follows. These can be shown
by simple calculations.
〈ei1 · · · eir , ξj1 · · · ξjr〉 = column-detXIJ ,(4.4)
〈ei1 · · · eir , ξj1(a1) · · · ξjr(ar)〉 = column-det(XIJ + 1IJ diag(a1, . . . , ar)),(4.5)
1
r!
〈τ (r),Ξ(a1) · · ·Ξ(ar)〉 = detr(X ; a1, . . . , ar).(4.6)
Here x(r) means the divided power x(r) = 1
r!
xr. Note that
τ (r) =
1
r!
∑
I∈[n]r
ei1 · · · eire∗ir · · · e∗i1 =
∑
I∈([n]r )
ei1 · · · eire∗ir · · · e∗i1 .
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4.3. As a preparation for the proof of Theorem 4.1, we note the following relation:
Proposition 4.2. For I, J ∈ [n]r and σ ∈ Sr, we have
column-det(Eσ(I)σ′(J) + 1σ(I)σ′(J) diag(r − 1, r − 2, . . . , 0))
= sgn(σ) sgn(σ′) column-det(EIJ + 1IJ diag(r − 1, r − 2, . . . , 0)).
In particular, this quantity vanishes when I! 6= 1 or J ! 6= 1.
Proof. For ξj(u) =
∑n
i=1 eiEij(u) ∈ Λ(V )⊗ U(gln), we have the commutation relation
(4.7) ξj1(u+ 1)ξj2(u) = −ξj2(u+ 1)ξj1(u)
by a direct calculation. Thus we have
ξjσ(1)(r − 1)ξjσ(2)(r − 2) · · · ξjσ(r)(0) = sgn(σ)ξj1(r − 1)ξj2(r − 2) · · · ξjr(0).
Combining this with (4.5), we see the alternating property under permutations of columns.
In addition, the alternating property under permutations of rows holds in general. 
The following is immediate from this and (4.3):
Corollary 4.3. We have
Cr = detr(E ; r − 1, r − 2, . . . , 0) = 1
r!
〈τ (r),Ξ(r − 1)Ξ(r − 2) · · ·Ξ(0)〉.
Here we define Ξ(u) ∈ Λ(V ⊕ V ∗)⊗ U(gln) by Ξ(u) =
∑n
i,j=1 eie
∗
jEij(u) =
∑n
j=1 ξj(u)e
∗
j .
Noting this, let us prove Theorem 4.1. This proof is parallel to that of the original
Capelli identity given in [I3] (see also [U5]).
Proof of Theorem 4.1. We work in Λ(V ⊕ V ∗)⊗ L(Cn ⊗ Cn′). We put
Ξ = Ξν(E) =
n∑
i,j=1
eie
∗
jν(Eij), Ξ(u) = Ξν(E)(u) =
n∑
i,j=1
eie
∗
jν(Eij(u)),
so that
(4.8) Ξ(0) = Ξ =
n′∑
j=1
ηjη
∗
j .
Here we define ηj and η
∗
j by ηj =
∑n
a=1 eaL(waj) and η
∗
j =
∑n
a=1 e
∗
aL(w
∗
aj). The following
commutation relations are straightforward from Theorem 2.3:
(4.9) ηiηj = −ηjηis1, η∗i η∗j = −s1η∗j η∗i , η∗i ηj = −ηjs1η∗i − δijτ.
In particular, we have
(4.10) ηjr · · · ηj1σ = ηjσ(r) · · · ηjσ(1), σ−1η∗j1 · · · η∗jr = η∗jσ(1) · · · η∗jσ(r).
Moreover, combining (4.8) and (4.9), we have
(4.11) Ξ(u+ 1)ηj = ηjΞ(u).
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Using the relations (4.8) and (4.11) repeatedly, we have
Ξ(r − 1)Ξ(r − 2) · · ·Ξ(2)Ξ(1)Ξ(0)
=
∑
1≤jr≤n′
Ξ(r − 1)Ξ(r − 2) · · ·Ξ(2)Ξ(1)ηjrη∗jr
=
∑
1≤jr≤n′
ηjrΞ(r − 2)Ξ(r − 3) · · ·Ξ(1)Ξ(0)η∗jr
=
∑
1≤jr−1,jr≤n′
ηjrΞ(r − 2)Ξ(r − 3) · · ·Ξ(1)ηjr−1η∗jr−1η∗jr
=
∑
1≤jr−1,jr≤n′
ηjrηjr−1Ξ(r − 3)Ξ(r − 4) · · ·Ξ(0)η∗jr−1η∗jr
...
=
∑
1≤j1,...,jr≤n′
ηjrηjr−1 · · · ηj1η∗j1 · · · η∗jr−1η∗jr
=
∑
J∈
((
[n′]
r
))
r!
J !
ηjrηjr−1 · · ·ηj1η∗j1 · · · η∗jr−1η∗jr .
The last equality is seen from (4.10). Taking the coupling with τ (r) and and using (4.4)
and Corollary 4.3, we have the assertion. 
4.4. Using Theorem 4.1 for the case r = n, we can determine the SLn(C)-invariants in
T (Cn⊗Cn′) and T¯ (Cn⊗Cn′) (namely, we have the first fundamental theorem of invariant
theory for SLn(C) in the tensor algebra).
Theorem 4.4. We put
I =
{
column-det YI◦nJ◦
∣∣∣∣ J ∈
((
[n′]
n
))}
.
Here Y denotes the matrix Y = (wij)1≤i≤n, 1≤j≤n′ in Matn,n′(T¯ (C
n ⊗ Cn′)), and In means
the sequence In = (1, 2, . . . , n). Then we have the following assertions:
(i) The algebra T¯ (Cn ⊗ Cn′)SLn(C) is generated by I and S∞.
(ii) The algebra T (Cn⊗Cn′)SLn(C) is spanned by the elements in the form A1 · · ·Akσ.
Here A1, . . . , Ak are elements of I, and σ is an element of Srn.
Proof. For ϕ ∈ T¯k(Cn ⊗ Cn′)SLn(C), we have ν(Eij)ϕ = δij knϕ. This is immediate from
the invariance of ϕ under the action of SLn(C). Noting this and the definition of the
column-determinant, we have
ν(Cn)ϕ =
(
k
n
+ n− 1
)(
k
n
+ n− 2
)
· · ·
(
k
n
+ 0
)
ϕ.
On the other hand, from Theorem 4.1, we see
ν(Cn)ϕ =
∑
J∈
((
[n′]
n
))
1
J !
column-detXI◦nJ◦ column-detX
∗
InJ
ϕ.
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The quantity column-detX∗InJϕ is SLn(C)-invariant, because the operator column-detX
∗
InJ
commutes with the action of SLn(C). Thus, we can express ϕ as ϕ =
∑l
i=1Aiϕi. Here Ai
is an element of I, and ϕi is an element of T¯k−n(Cn⊗Cn′)SLn(C). Repeating this argument,
we see the assertion by induction on k. 
5. Other natural extensions of the tensor algebra
Suggested by the operator algebra L(V ) introduced in Section 2, we can consider similar
algebras associated to two vector spaces V and W . We also consider the opposite algebra
of T¯ (V ). These algebras are useful to treat the immanants in the next section.
5.1. We consider the associative algebra C′m,n defined by the following generators and
relations:
generators: e1, . . . , em, f1, . . . , fn, s1, s2, . . . ,
relations: ebea = eaebs1, fbfa = s1fafb, fbea = eas1fb + cab,
siea = easi+1, fasi = si+1fa,
s2i = 1, sisi+1si = si+1sisi+1, sisj = sjsi when |i− j| > 1.
Here we fix arbitrary complex numbers cab for 1 ≤ a ≤ m and 1 ≤ b ≤ n. Note that
this C′m,n is equal to Bn ≃ L(V ) defined in (2.3), when m = n and cab = δab. It is also
fundamental to consider the case cab = 0 for all a and b, and we denote C′m,n by Cm,n in
this case. It appears natural to regard C′m,n as a “quantization” of Cm,n.
Let us regard e1, . . . , em and f1, . . . , fn as bases of two vector spaces V andW . Moreover
we consider a bilinear map 〈·, ·〉 : W ×V → C determined by 〈fb, ea〉 = cab. Then, as seen
soon, the algebra C′m,n can be identified with the vector space
T¯ ′(V,W ) =
⊕
p,q≥0
T¯ ′p,q(V,W ).
Here we put
T¯ ′p,q(V,W ) = V
⊗p ⊗CSp CS∞ ⊗CSq W⊗q.
Proposition 5.1. The linear extension of the mapping
T¯ ′(V,W )→ C′m,n, vp · · · v1tw1 · · ·wq 7→ vp · · · v1tw1 · · ·wq
defines a linear isomorphism from T¯ ′(V,W ) onto C′m,n. Here vi, wj, and t are elements of
V , W , and CS∞, respectively.
Proof. By the definition of C′m,n, this correspondence induces a linear map from T¯ ′(V,W )
onto C′m,n. Thus, it suffices to show that this is injective.
We consider a sufficiently large vector space U and its linear dual U∗. Then we can
identify W and V with subspaces W ⊂ U∗ and V ⊂ U such that the restriction of the
natural coupling of U∗ and U to W × V is equal to the bilinear map 〈·, ·〉. As seen in
Corollary 2.6, T¯ ′(U, U∗) is isomorphic to the operator algebra L(U). Moreover, we have
a natural algebra homomorphism from C′m,n to BdimU defined in (2.3), Similarly we have
an injective linear map from T¯ ′(V,W ) to L(U). Thus we see that this correspondence
between T¯ ′(V,W ) and C′m,n is injective. 
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We introduce an algebra structure on the vector space T¯ ′(V,W ) through this identifi-
cation with C′m,n.
Let us denote T¯ ′(V,W ) and T¯ ′p,q(V,W ) by T¯ (V,W ) and T¯p,q(V,W ), respectively, when
cab = 0 (namely when the bilinear map 〈·, ·〉 : W×V → C is trivial). Then T¯ (V,W ) ≃ Cm,n
becomes a graded algebra, where T¯p,q(V,W ) is the homogeneous part of degree (p, q). Note
that T¯ ′(V,W ) has only a structure of filtered algebra in general.
The following is easily seen:
Proposition 5.2. Let v and w be elements of V and W , respectively. Then, in the
algebra T¯ (V,W ), the element vw is central, though wv is not central.
5.2. Let us denote the opposite algebra of T¯ (V ) by T¯ ◦(V ). Namely, we put
T¯ ◦(V ) =
⊕
p≥0
T¯ ◦p (V ) with T¯
◦
p (V ) = CS∞ ⊗CSp V ⊗p,
and define the multiplication on T¯ ◦(V ) by the formula
ϕϕ′ = (σv1 · · · vp)(σ′v′1 · · · v′p′) = σαp(σ′)v1 · · · vpv′1 · · · v′p′
for ϕ = σv1 · · · vp ∈ T¯ ◦p (V ) and ϕ′ = σ′v′1 · · · v′p′ ∈ T¯ ◦p′(V ). Then, the following is a
subalgebra of T¯ ◦(V ), and can be regarded as the opposite algebra of T (q)(V ):
T (q)◦(V ) =
⊕
p≥0
T (q)◦p (V ) with T
(q)◦
p (V ) = CSp+q ⊗CSp V ⊗p.
The algebras T¯ (V ) and T¯ ◦(V ) are isomorphic to special cases of the algebra T¯ (V,W ):
T¯ (V ) ≃ T¯ (V, {0}), T¯ ◦(W ) ≃ T¯ ({0},W ).
5.3. Let us consider some natural bilinear maps. First, we define the bilinear map
〈·, ·〉 : T¯ ◦p (V ∗)× T¯p(V )→ CS∞
by
〈σ′v∗1 · · · v∗p, vp · · · v1σ〉 = σ′L(v∗1) · · ·L(v∗p)vp · · · v1σ.
It is easily seen that this is well defined. Namely, for ϕ∗ ∈ T¯ ◦p (V ∗), ϕ ∈ T¯p(V ) and σ,
σ′ ∈ S∞, we have 〈σ′ϕ∗, ϕσ〉 = σ′〈ϕ∗, ϕ〉σ.
Restricting this to T
(0)◦
p (V ∗)× T (0)p (V ) = T ◦p (V ∗)× Tp(V ), we obtain a map
〈·, ·〉 : T ◦p (V ∗)× Tp(V )→ CSp.
Here T
(0)◦
p (V ∗) is isomorphic to Tp(V
∗), but we denote this by T ◦p (V
∗) to emphasize that
we regard this as a subspace of T¯ ◦(V ∗). Composing this with the irreducible character
χλ of Sp determined by a partition λ of p, we have a bilinear form. Namely, we define
〈·, ·〉λ : T ◦p (V ∗)× Tp(V )→ C
by 〈x∗, x〉λ = χλ(〈x∗, x〉).
The map 〈·, ·〉 can be generalized to a bilinear map
⋄ : T¯p,q(U, V ∗)× T¯q,r(V,W )→ T¯p,r(U,W )
defined by
(up · · ·u1σv∗1 · · · v∗q ) ⋄ (vq · · · v1σ′w1 · · ·wr) = up · · ·u1σ〈v∗1 · · · v∗q , vq · · · v1〉σ′w1 · · ·wr.
EXTENSIONS OF THE TENSOR ALGEBRA AND THEIR APPLICATIONS 21
It is easily seen that this multiplication ⋄ is well defined and associative.
Suggested by the relation (4.6), we also define 〈·〉 : T¯p,p(V, V ∗)→ CS∞ by
〈Φ〉 = 1
p!
∑
I∈[n]p
e∗i1 · · · e∗ip ⋄ Φ ⋄ eip · · · ei1 .
When 〈Φ〉 ∈ CSp, we denote χλ(〈Φ〉) simply by 〈Φ〉λ.
5.4. We can use these bilinear maps to provide some central elements in CSp. Let us
give some preliminaries to the discussion in Sections 7 and 8.
First, the following is easily seen from the definition of 〈·〉.
Proposition 5.3. When Φ ∈ T¯p,p(V, V ∗), the element 〈Φ〉 ∈ CS∞ commutes with any
element in Sp.
Let us consider ϕJ ∈ Tp(V ) and ϕ∗J ∈ T ◦p (V ∗) indexed by J ∈ [n]p satisfying
(5.1) ϕJσ = ϕσ(J), σ
−1ϕ∗J = ϕ
∗
σ(J).
For example, ϕJ = vjp · · · vj1 and ϕ∗J = v∗j1 · · · v∗jp satisfy these relations for any v1, . . . , vn ∈
V and v∗1, . . . , v
∗
n ∈ V ∗. For these, we have the following proposition:
Proposition 5.4. Let ϕJ ∈ Tp(V ) and ϕ∗J ∈ T ◦p (V ∗) satisfy (5.1).
(i) We have σ−1〈ϕ∗I , ϕJ〉σ′ = 〈ϕ∗σ(I), ϕσ′(J)〉.
(ii) We have
∑
J∈[n]p〈ϕ∗J , ϕJ〉 =
∑
J∈[n]p〈ϕJϕ∗J〉. In particular, this quantity is central
in CSp.
Proof. The proof of (i) is easy. We can deduce (ii) from
〈ϕJϕ∗J〉 =
1
p!
∑
σ∈Sp
σ−1〈ϕ∗J , ϕJ〉σ =
1
p!
∑
σ∈Sp
〈ϕ∗σ(J), ϕσ(J)〉.
Here we used (i) and the following relation for ϕ ∈ Tp(V ) and ϕ∗ ∈ T ◦p (V ∗):
〈ϕϕ∗〉 = 1
p!
∑
σ∈Sp
σ−1〈ϕ∗, ϕ〉σ. 
6. immanants
The algebras T¯ (V ), T¯ ◦(V ), and T¯ (V, V ∗) are useful to treat a matrix function called
the “immanant.” In this section, we recall this notion and see its basic properties. We
also introduce the notion of “preimmanants.”
6.1. The immanant is a natural generalization of the determinant and the permanent.
Let A be an associative C-algebra, and consider an n × n matrix X = (Xij)1≤i,j≤n in
Matn(A). When A is commutative, we define the immanant by
(6.1) immλX =
∑
σ∈Sn
χλ(σ)Xσ(1)1 · · ·Xσ(n)n =
∑
σ∈Sn
χλ(σ
−1)X1σ(1) · · ·Xnσ(n).
Here λ is a partition of n, and χλ is the irreducible character of Sn determined by λ. This
is equal to the determinant and the permanent when λ = (1n) and λ = (n), respectively:
imm(1n) = det, imm(n) = per .
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When A is not commutative, the two expressions in (6.1) do not coincide in general,
so that we should consider the following two functions independently:
column-immλX =
∑
σ∈Sn
χλ(σ)Xσ(1)1 · · ·Xσ(n)n,
row-immλX =
∑
σ∈Sn
χλ(σ
−1)X1σ(1) · · ·Xnσ(n).
Additionally we consider
double-immλX =
χλ(1)
n!
∑
σ,σ′∈Sn
χλ(σ)χλ(σ
′−1)Xσ(1)σ′(1) · · ·Xσ(n)σ′(n),
symm-immλX =
1
n!
∑
σ,σ′∈Sn
χλ(σσ
′−1)Xσ(1)σ′(1) · · ·Xσ(n)σ′(n).
These names are parallel to those of the noncommutative determinants in Section 4 and
[I1]–[I6], [IU]. These four functions are all equal to immλX , when A is commutative:
Proposition 6.1. If A is commutative, we have
column-immλX = row-immλX = double-immλX = symm-immλX.
This coincidence is easy from the following two relations of the irreducible characters:
(6.2) |Sn|χλ(σ)
χλ(1)
=
∑
σ′∈Sn
χλ(σσ
′−1)χλ(σ
′), χλ(σ) = χλ(σ
−1).
The first relation holds for general finite groups, and the second one is deduced from the
fact that the irreducible representations of Sn are all over R.
Proof of Proposition 6.1. The equality between “double-imm” and “column-imm” is shown
as follows: ∑
σ,σ′∈Sn
χλ(σ)χλ(σ
′−1)Xσ(1)σ′(1) · · ·Xσ(n)σ′(n)
=
∑
σ,σ′∈Sn
χλ(σσ
′)χλ(σ
′−1)Xσσ′(1)σ′(1) · · ·Xσσ′(n)σ′(n)
=
∑
σ,σ′∈Sn
χλ(σσ
′)χλ(σ
′−1)Xσ(1)1 · · ·Xσ(n)n
=
∑
σ∈Sn
n!
χλ(1)
χλ(σ)Xσ(1)1 · · ·Xσ(n)n.
Here we replaced σ by σσ′ in the first equality. Moreover, we changed the order of Xij ’s
in the second equality. The third equality is from the first relation of (6.2).
The proofs of the other equalities are similar, so that we omit them. 
The following relation follows from the fact that χλ is a class function:
Proposition 6.2. Even if A is noncommutative, we have
symm-immλ σ
−1Xσ = symm-immλX
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for X ∈ Matn(A) and σ ∈ Sn. Here we define the left and right actions of σ ∈ Sn on
Matn(A) by
σ(Xij)1≤i,j≤n = (Xσ−1(i)j)1≤i,j≤n, (Xij)1≤i,j≤nσ = (Xiσ(j))1≤i,j≤n.
In particular, we have immλ σ
−1Xσ = immλX , when A is commutative.
6.2. The Cauchy–Binet identity is known for determinants. Namely, when the entries of
n× n′ matrix X and n′ × n′′ matrix Y are commutative, we have
det(XY )IK =
∑
J∈
(
[n′]
p
)
detXIJ det YJK .
We have a similar relation for immanants:
Proposition 6.3. Consider two matrices X ∈ Matn,n′(A) and Y ∈ Matn′,n′′(A). When
A is commutative, we have the following relation for I ∈ [n]p and K ∈ [n′′]p:
immλ(XY )IK =
χλ(1)
p!
∑
J∈[n′]p
immλXIJ immλ YJK .
The higher Capelli identity given in [O1] can be regarded as a noncommutative analogue
of this relation (we will discuss this in Section 9).
Proof of Proposition 6.3. This is seen from the following calculation:
double-immλ(XY )IK
=
χλ(1)
p!
∑
σ,σ′∈Sp
χλ(σ)χλ(σ
′−1)(XY )iσ(1)kσ′(1) · · · (XY )iσ(p)kσ′(p)
=
χλ(1)
p!
∑
σ,σ′∈Sp
∑
J∈[n′]p
χλ(σ)χλ(σ
′−1)Xiσ(1)j1Yj1kσ′(1) · · ·Xiσ(p)jpYjpkσ′(p)
=
χλ(1)
p!
∑
J∈[n′]p
∑
σ∈Sp
χλ(σ)Xiσ(1)j1 · · ·Xiσ(p)jp
∑
σ′∈Sp
χλ(σ
′−1)Yj1kσ′(1) · · ·Yjpkσ′(p)
=
χλ(1)
p!
∑
J∈[n′]p
column-immλXIJ row-immλ YJK . 
6.3. Next we introduce a fundamental matrix function expressed as a sum of immanants.
This is invariant under the conjugation by GLn(C), and this invariance follows from
Proposition 6.3 when the matrix entries are commutative.
We assume that A is not necessarily commutative. A simple calculation shows∑
I∈[n]p
column-immλXII =
∑
I∈[n]p
row-immλXII =
∑
I∈[n]p
symm-immλXII .
Let us denote by “immλ,pX” this quantity divided by p!. We can also express this as
immλ,pX =
∑
I∈(([n]p ))
1
I!
symm-immλXII
as seen from Proposition 6.2. We can regard this function “immλ,p” as the counterpart of
“detp” given in Section 4. This function is invariant under the conjugation by GLn(C):
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Proposition 6.4. For any g ∈ GLn(C), we have immλ,pX = immλ,p gXg−1.
This proposition is immediate from Proposition 6.3, when A is commutative. We will
prove the noncommutative case later as a corollary of Proposition 6.7 (iii).
For X ∈ Matn(C), this quantity immλ,pX is equal to the Schur polynomial in eigen-
values of X . We will discuss this issue in Section 6.6.
6.4. Let us consider the following quantities determined by X ∈ Matn(A):
column-preimmX =
∑
σ∈Sn
σXσ(1)1 · · ·Xσ(n)n,
row-preimmX =
∑
σ∈Sn
X1σ(1) · · ·Xnσ(n)σ−1,
symm-preimmX =
1
n!
∑
σ,σ′∈Sn
σXσ(1)σ′(1) · · ·Xσ(n)σ′(n)σ′−1.
These are elements of the algebra CSn⊗A, in which the two algebras A and CSn commute
with each other. In this article, we call these CSn ⊗ A-valued matrix functions the
“preimmanants” or the “predeterminants,” because the immanants and the determinants
can be obtained from these by applying the character χλ and the signature function:
column-immλX = χλ(column-preimmX),
row-immλX = χλ(row-preimmX),
symm-immλX = χλ(symm-preimmX).
Here we define the linear map χλ : CSn ⊗A → A by χλ(t⊗ a) = χλ(t)a. We also put
column-imm◦X = (column-immX)◦,
row-imm◦X = (row-immX)◦,
symm-imm◦X = (symm-immX)◦.
Here we define the antiautomorphism t 7→ t◦ on CSn by σ◦ = σ−1 for σ ∈ Sn. Moreover
we extend this to a linear transformation on CSn ⊗A by (t⊗ a)◦ = t◦ ⊗ a.
When A is commutative, we have
column-preimmX = row-preimmX = symm-preimmX,
column-preimm◦X = row-preimm◦X = symm-preimm◦X
by a simple calculation. Let us denote these two quantities by
preimmX, preimm◦X,
respectively. These two are connected by the transposition: preimm tX = preimm◦X .
For the actions of Sn on Matn(A) given in Proposition 6.2, the following relations hold:
Proposition 6.5. We have
column-preimm(σX) = σ(column-preimmX),
row-preimm(Xσ) = (row-preimmX)σ,
symm-preimm(σXσ′) = σ(symm-preimmX)σ′,
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column-preimm◦(σX) = (column-preimm◦X)σ,
row-preimm◦(Xσ) = σ(row-preimm◦X),
symm-preimm◦(σXσ′) = σ′(symm-preimm◦X)σ.
We can regard Proposition 6.2 as a corollary of this proposition.
6.5. Under the assumption of commutativity, Cauchy–Binet type identities still hold for
the preimmanants:
Proposition 6.6. When A is commutative, we have the following relations for X ∈
Matn,n′(A), Y ∈ Matn′,n′′(A) and I ∈ [n]p, K ∈ [n′′]p:
preimm(XY )IK =
1
p!
∑
J∈[n′]p
preimmXIJ preimmYJK
=
∑
J∈
((
[n′]
p
))
1
J !
preimmXIJ preimm YJK,
preimm◦(XY )IK =
1
p!
∑
J∈[n′]p
preimm◦ YJK preimm
◦XIJ
=
∑
J∈
((
[n′]
p
))
1
J !
preimm◦ YJK preimm
◦XIJ .
The proof is almost the same as that of Proposition 6.3, so that we omit it.
In Section 9, we will obtain noncommutative analogues of this proposition, which are
regarded as translations of the higher Capelli identities.
Proposition 6.6 does not hold in general if A is noncommutative, but we can consider
an analogue of immλ,p without the assumption of commutativity.
Proposition 6.7. Even if A is noncommutative, the following assertions hold:
(i) We have∑
I∈[n]p
column-preimmXII =
∑
I∈[n]p
row-preimmXII =
∑
I∈[n]p
symm-preimmXII
=
∑
I∈[n]p
column-preimm◦XII =
∑
I∈[n]p
row-preimm◦XII =
∑
I∈[n]p
symm-preimm◦XII .
We denote by “preimmpX” this quantity divided by p!.
(ii) The quantity preimmpX is commutative with any element in CSp.
(iii) The quantity preimmpX is invariant under the conjugation by GLn(C).
Proof of Proposition 6.7 (i) and (ii). A simple calculation shows us∑
I∈[n]p
column-preimmXII =
∑
I∈[n]p
row-preimmXII =
∑
I∈[n]p
symm-preimmXII .
This quantity commutes with any element in CSp. Indeed, we have
σ−1(symm-preimmXII)σ = symm-preimm(σ
−1XIIσ) = symm-preimmXσ(I)σ(I)
using Proposition 6.5. Since we have t = t◦ for any central element t in CSp, we conclude
(i) and (ii). 
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We will show Proposition 6.7 (iii) using the algebra T¯ (V, V ∗) in Section 7.
6.6. The immanant and the preimmanant have interesting relations with symmetric
functions. Let X be a matrix in Matn(C). Then, as mentioned in Section 1.4 of [O1] or
Section 2 of [OO], the following relation holds:
Proposition 6.8. We have
immλ,pX = sλ(a1, . . . , an).
Here sλ is the Schur polynomial, and a1, . . . , an are the eigenvalues of X .
Proof. It suffices to consider the case when X is triangular, because both sides are invari-
ant under conjugations. In this case, the assertion follows from the relations
sλ =
∑
µ⊢p
Kλµmλ,
∑
σ∈Sµ
χλ(σ) = |Sµ|Kλµ,
where the first relation is well known formula (for example (7.35) in [S]) and the second
relation is equivalent to 〈IndSpSµ 1, χλ〉 = Kλµ (Proposition 7.18.7 in [S]). Here mλ is
the monomial symmetric polynomial, Kλµ is the Kostka number, and Sµ is the Young
subgroup Sµ1 × · · · × Sµl of Sp determined by µ = (µ1, . . . , µl) ⊢ p. 
Next, let us interpret the preimmanant in the context of symmetric functions. We
denote by Class(Sp) the set of all class functions on Sp. This can be identified with
the center ZCSp of CSp through the canonical inner product on Class(Sp). Moreover,
through the Frobenius characteristic map, we can identify Class(Sp) with Symmp, the set
of all homogeneous symmetric functions in x1, x2, . . . of degree p (Section 7.18 of [S]). For
example, the following three elements correspond to each other through this identification:
s˜λ ∈ ZCSp, χλ ∈ Class(Sp), sλ ∈ Symmp .
Here we put s˜λ =
1
p!
∑
σ∈Sp
χλ(σ)σ for λ ⊢ p. Then the following is easy:
Lemma 6.9. We have t =
∑
λ⊢p χλ(t)s˜λ for any central element t in CSp.
Applying this, we have
(6.3) preimmpX =
∑
λ⊢p
immλ,pX · s˜λ =
∑
λ⊢p
sλ(a1, . . . , an)s˜λ.
We can regard this relation as the counterpart of the Cauchy identity (Theorem 7.12.1
in [S]) or the irreducible decomposition of the regular representation of Sp × Sp on CSp
through the identification ZCSp ≃ Class(Sp) ≃ Symmp.
We can generalize (6.3) as follows:
Theorem 6.10. We have
preimmpX =
∑
λ⊢p
sλ(a1, . . . , an)s˜λ =
∑
λ⊢p
mλ(a1, . . . , an)h˜λ =
∑
λ⊢p
p!
zλ
pλ(a1, . . . , an)p˜λ.
Here, mλ and pλ are the monomial symmetric polynomial and the power sum symmetric
polynomial, respectively. Moreover, h˜λ and p˜λ in ZCSp denote the counterparts of the
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complete homogeneous symmetric function hλ and the power sum symmetric function pλ
in Symmp. Namely we put
h˜λ =
1
|Sp||Sλ|
∑
σ∈Sp
∑
τ∈Sλ
σ−1τσ, p˜λ =
zλ
p!
∑
σ∈Conjλ
σ.
Here Conjλ ⊂ Sp is the conjugacy class corresponding to λ, and zλ means zλ = p!/|Conjλ |.
These h˜λ and p˜λ correspond to Ind
Sp
Sλ
1 and 1Conjλ in Class(Sp), respectively. Here 1Conjλ
is the characteristic function of Conjλ:
1Conjλ(σ) =
{
1, σ ∈ Conjλ,
0, σ 6∈ Conjλ .
7. immanants and extensions of the tensor algebra
In Section 4, we used the exterior algebra in order to treat noncommutative determi-
nants conveniently. Replacing the exterior algebra by the algebras T¯ (V ), T¯ ◦(V ), and
T¯ (V, V ∗), we can treat the noncommutative immanants similarly. We can regard this
approach as a kind of generating function method. This method plays an important role
to treat the quantum immanant in Section 8.
7.1. Before going to the main subject, we note a natural construction of extensions of
bilinear maps. Let U1, U2, and U3 be three C-vector spaces, and consider a bilinear map
〈·, ·〉 : U1 × U2 → U3. We consider another C-vector space A, and define bilinear maps
〈·, ·〉R : U1 × U2 ⊗A → U3 ⊗A, 〈·, ·〉L : U1 ⊗A× U2 → U3 ⊗A
by 〈u1, u2⊗ a〉R = 〈u1, u2〉⊗ a and 〈u1⊗ a, u2〉L = 〈u1, u2〉⊗ a. Let us denote these 〈·, ·〉R
and 〈·, ·〉L by the same symbol 〈·, ·〉, when no confusion arises. All bilinear maps which
we use in this section are defined from the bilinear maps given in Section 5.3 in this way.
7.2. First, let us see how to treat the column-immanant and the row-immanant.
Let A be an associative C-algebra, and fix X = (Xij)1≤i,j≤n ∈ Matn(A). We consider
an n-dimensional C-vector space V and work in the extended algebra T¯ (V )⊗A in which
the two algebras T¯ (V ) and A commute with each other.
Fix a basis e1, . . . , en of V and its dual basis e
∗
1, . . . , e
∗
n. We consider ξj =
∑n
i=1 eiXij ∈
T¯ (V )⊗A. Then we have
〈e∗i1 · · · e∗ip, ξjp · · · ξj1〉 = 〈e∗i1 · · · e∗ip,
∑
K∈[n]p
ekp · · · ek1Xkpjp · · ·Xk1j1〉
=
∑
σ∈Sp
1
I!
〈e∗i1 · · · e∗ip , eiσ(p) · · · eiσ(1)〉Xiσ(p)jp · · ·Xiσ(1)j1
=
∑
σ∈Sp
sIσXiσ(p)jp · · ·Xiσ(1)j1
=
∑
σ∈Sp
σXiσ(p)jp · · ·Xiσ(1)j1
= column-preimmXI◦J◦ .
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Here, we see the third equality, because (2.2) implies
〈e∗i1 · · · e∗ip, eiσ(p) · · · eiσ(1)〉 = L(e∗i1) · · ·L(e∗ip)eiσ(p) · · · eiσ(1) = I!sIσ.
Moreover, we see the fourth equality, because sI =
1
I!
∑
σ′∈(Sp)I
σ′ and∑
σ∈Sp
σ′σXiσ(p)jp · · ·Xiσ(1)j1 =
∑
σ∈Sp
σXiσ(p)jp · · ·Xiσ(1)j1
for σ′ ∈ (Sp)I .
We have a similar calculation for ξ∗i =
∑n
j=1Xije
∗
j ∈ T¯ ◦(V ∗)⊗A. Thus, the following
lemma holds:
Lemma 7.1. For I, J ∈ [n]p, we have
column-preimmXI◦J◦ = 〈e∗i1 · · · e∗ip , ξjp · · · ξj1〉,
column-immλXI◦J◦ = 〈e∗i1 · · · e∗ip , ξjp · · · ξj1〉λ,
row-preimmXIJ = 〈ξ∗i1 · · · ξ∗ip, ejp · · · ej1〉,
row-immλXIJ = 〈ξ∗i1 · · · ξ∗ip, ejp · · · ej1〉λ.
Similarly, for γ∗j =
∑n
i=1Xije
∗
i ∈ T¯ ◦(V ∗) ⊗ A and γi =
∑n
j=1 ejXij ∈ T¯ (V ) ⊗ A, we
have the following lemma:
Lemma 7.2. For I, J ∈ [n]p, we have
column-preimm◦XIJ = 〈γ∗jp · · ·γ∗j1, ei1 · · · eip〉,
column-immλXIJ = 〈γ∗jp · · ·γ∗j1, ei1 · · · eip〉λ,
row-preimm◦XI◦J◦ = 〈e∗j1 · · · e∗jp, γip · · · γi1〉,
row-immλXI◦J◦ = 〈e∗j1 · · · e∗jp, γip · · · γi1〉λ.
7.3. To treat the symmetrized immanant, the algebra T¯ (V, V ∗) is useful. We consider
the following element of T¯ (V, V ∗)⊗A:
Ξ =
n∑
i,j=1
eiXije
∗
j =
n∑
j=1
ξje
∗
j =
n∑
i=1
eiξ
∗
i .
Then, we have
e∗i1 · · · e∗ip ⋄ Ξp ⋄ ejp · · · ej1
=
∑
K,L∈[n]p
e∗i1 · · · e∗ip ⋄ ekp · · · ek1Xk1l1 · · ·Xkplpe∗l1 · · · e∗lp ⋄ ejp · · · ej1
=
∑
σ,σ′∈Sp
1
I!J !
e∗i1 · · · e∗ip ⋄ eiσ(p) · · · eiσ(1)Xiσ(1)jσ′(1) · · ·Xiσ(p)jσ′(p)e∗jσ′(1) · · · e∗jσ′(p) ⋄ ejp · · · ej1
=
∑
σ,σ′∈Sp
sIσXiσ(1)jσ′(1) · · ·Xiσ(p)jσ′(p)σ′−1sJ
=
∑
σ,σ′∈Sp
σXiσ(1)jσ′(1) · · ·Xiσ(p)jσ′(p)σ′−1
= p! symm-preimmXIJ .
Here, we used Proposition 5.2 to show the first equality. Thus the following lemma holds:
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Lemma 7.3. For I, J ∈ [n]p, we have
symm-preimmXIJ = e
∗
i1
· · · e∗ip ⋄ Ξ(p) ⋄ ejp · · · ej1,
symm-immλXIJ = χλ(e
∗
i1
· · · e∗ip ⋄ Ξ(p) ⋄ ejp · · · ej1).
Here, x(k) denotes the divided power: x(k) = 1
k!
xk.
Moreover, we can express preimmp and immλ,p as follows:
Lemma 7.4. We have
preimmpX = 〈Ξ(p)〉, immλ,pX =
1
p!
∑
I∈[n]p
symm-immλXII = 〈Ξ(p)〉λ.
We can also express “symm-preimm◦” using the following element of T¯ (V, V ∗)⊗A:
Γ =
n∑
i,j=1
ejXije
∗
i =
n∑
i=1
γie
∗
i =
n∑
j=1
ejγ
∗
j .
Lemma 7.5. For I, J ∈ [n]p, we have
symm-preimm◦XIJ = e
∗
j1
· · · e∗jp ⋄ Γ(p) ⋄ eip · · · ei1 ,
symm-imm◦λXIJ = χλ(e
∗
j1
· · · e∗jp ⋄ Γ(p) ⋄ eip · · · ei1).
Moreover, we have
preimmpX = 〈Γ(p)〉, immλ,pX =
1
p!
∑
I∈[n]p
symm-imm◦λXII = 〈Γ(p)〉λ.
Using Lemma 7.4, we can show Proposition 6.7 (iii), namely the invariance of preimmp
under the conjugation by GLn(C). This also concludes Proposition 6.4.
Proof of Proposition 6.7 (iii). Fix g = (gij) ∈ GLn(C), and put e˜j =
∑n
i=1 eigij, so that
e˜1, . . . , e˜n form a basis of V . We can express the dual basis e˜
∗
1, . . . , e˜
∗
n as e˜
∗
i =
∑n
j=1 e
∗
jg
ij,
where gij is the (i, j)th entries of g−1. We put
ΞgXg−1 =
n∑
i,j=1
ei(gXg
−1)ije
∗
j , Ξ˜X =
n∑
i,j=1
e˜iXij e˜
∗
j .
Then, we can easily see that these are equal: ΞgXg−1 = Ξ˜X . Thus we have
preimmp gXg
−1 = 〈Ξ(p)
gXg−1
〉 = 〈Ξ˜(p)〉 = 〈Ξ(p)〉 = preimmpX.
Indeed, 〈 · 〉 does not depend on basis chosen. This means the assertion. 
Besides Proposition 6.7 (iii), we can easily see various relations in Section 6 from the
lemmas in this section. For example, Proposition 6.5 is immediate from these lemmas
and the properties of 〈·, ·〉 and 〈·〉. Proposition 6.7 (ii) is also easy from Proposition 5.3.
This method is more effective against the quantum immanants as seen in the next
section.
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8. Quantum immanants
The quantum immanants are a generalization of the Capelli elements, and form a basis
of the center of the universal enveloping algebra U(gln) as a vector space. These were
first introduced in [O1], and have been studied by using the R-matrix method, fusion
procedure, and representation theory of the Yangian Y (gln) ([O1], [O2], [OO], [M1], [M2],
[N2]). In this section, we employ the expressions of immanants given in the previous
section instead of these standard methods, and show various relations for the quantum
immanants. Most of these relations were already given in [O1] (and the others can also be
shown by the same method). Thus it is not that our approach is stronger than established
ones, but the author thinks that our method has its own advantage as a natural analogue
of the usual generating function method. In other words, our approach is regarded as
an advanced version of the exterior calculus in the study of the Capelli type identities in
[IU], [I1]–[I6], [U2]–[U5], [Ha], [Wa] (and also in Section 4 of this article).
It is also interesting that the notion of “quantum preimmanant” naturally appears.
8.1. First, we recall some notions and facts of from the representation theory of the
symmetric group. See [JK] and [O1] for the details.
We identify a partition with the corresponding Young diagram. For a cell (i, j) of a
Young diagram, we call the number j − i the content of the cell. For example, for the
Young diagram corresponding to (4, 3, 1), each cell has the following value as its content:
0 1 2 3
−1 0 1
−2
Let STab(λ) be the set of all standard tableaux of shape λ. For T ∈ STab(λ), we put
cT (k) = j − i, when the kth cell is (i, j). For example, we have cT (1) = 0, cT (2) = −1,
and cT (3) = 1 for the tableau
T =
1 3
2
∈ STab(2, 1).
We consider the Young orthogonal form ρλ of the irreducible representation of Sp de-
termined by a partition λ ⊢ p ([JK], [O1]). We denote by vT the vector in the Young
orthogonal basis corresponding to T ∈ STab(λ). Moreover, let ρλ(σ)TT ′ be the (T, T ′)th
matrix entry of ρλ(σ). Namely, we define this by
ρλ(σ)vT =
∑
T ′∈STab(λ)
ρλ(σ)TT ′vT ′ .
We can describe the matrix entries of ρλ(si) as follows. We put rT (i) = cT (i+ 1)− cT (i).
Then, for T ∈ STab(λ), we have
ρλ(si)vT = rT (i)vT ,
when siT is non-standard (in this case, rT (i) is equal to ±1). Here we consider the natural
action of permutation in Sp on a tableau. When T
′ = siT is standard, we have(
ρλ(si)vT ρλ(si)vT ′
)
=
(
vT vT ′
)( r−1 √1− r−2√
1− r−2 −r−1
)
,
where r = rT (i). Using these and the recurrence formula (8.1), we can prove Proposi-
tion 8.1 by induction on i.
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Finally we consider the Jucys–Murphy elements xk ∈ CSp ([J], [O1]):
xk =
k−1∑
i=1
(i k) = (1 k) + (2 k) + · · ·+ (k − 1 k).
For k = 1, we put x1 = 0. Then ρλ(xi) is diagonal, and its entries are expressed in terms
of contents:
Proposition 8.1. We have ρλ(xi)vT = cT (i)vT , namely ρλ(xi)TT ′ = δTT ′cT (i).
This can be proved by using the recurrence formula
(8.1) xi+1 = sixisi + si
and the description of the matrix entries of ρλ(si) above.
8.2. The main objects of this section are the following elements in the universal envelop-
ing algebra U(gln):
Gλ =
χλ(1)
p!
∑
J∈[n]p
∑
σ∈Sp
ρλ(σ)TTEjσ(1)j1(cT (1))Ejσ(2)j2(cT (2)) · · ·Ejσ(p)jp(cT (p))
=
χλ(1)
p!
∑
J∈[n]p
∑
σ∈Sp
ρλ(σ
−1)TTEjpjσ(p)(cT (p)) · · ·Ej2jσ(2)(cT (2))Ej1jσ(1)(cT (1)),
G◦λ =
χλ(1)
p!
∑
J∈[n]p
∑
σ∈Sp
ρλ(σ
−1)TTEjσ(p)jp(−cT (p)) · · ·Ejσ(2)j2(−cT (2))Ejσ(1)j1(−cT (1))
=
χλ(1)
p!
∑
J∈[n]p
∑
σ∈Sp
ρλ(σ)TTEj1jσ(1)(−cT (1))Ej2jσ(2)(−cT (2)) · · ·Ejpjσ(p)(−cT (p)).
Here λ is a partition of p, and T is a standard tableau of shape λ. We will see that these
Gλ and G
◦
λ are central in U(gln), and these expressions do not depend on T ∈ STab(λ).
These can also be expressed as
Gλ = χλ(Gp), G
◦
λ = χλ(G
◦
p),
where we define Gp and G
◦
p ∈ CSp ⊗ U(gln) as follows (these are also central):
Gp =
1
p!
∑
J∈[n]p
∑
σ∈Sp
σEjσ(1)j1(x1)Ejσ(2)j2(x2) · · ·Ejσ(p)jp(xp)
=
1
p!
∑
J∈[n]p
∑
σ∈Sp
Ejpjσ(p)(xp) · · ·Ej2jσ(2)(x2)Ej1jσ(1)(x1)σ−1,
G◦p =
1
p!
∑
J∈[n]p
∑
σ∈Sp
Ejσ(p)jp(−xp) · · ·Ejσ(2)j2(−x2)Ejσ(1)j1(−x1)σ−1
=
1
p!
∑
J∈[n]p
∑
σ∈Sp
σEj1jσ(1)(−x1)Ej2jσ(2)(−x2) · · ·Ejpjσ(p)(−xp).
We will show the equivalence of these various expressions later.
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We can regard Gλ and G
◦
λ (resp. Gp and G
◦
p) as modifications of immλ,pX (resp.
preimmpX). Indeed, the highest terms of these elements with respect to the canoni-
cal filtration of U(gln) are equal to immλ,pE and preimmpE, respectively. To be more
specific, Gp and G
◦
p are obtained by modifying
1
p!
∑
I preimmXII and
1
p!
∑
I preimm
◦XII ,
respectively. It is interesting that two different modifications naturally appear.
The second central element G◦λ of U(gln) is known as the “quantum immanant” [O1]
(this is denoted by Sλ in [O1]). Thus, it is natural to call G
◦
p the “quantum preimmanant.”
As seen in Section 9, we have beautiful Capelli type identities for the quantum immanant
G◦λ (the higher Capelli identities). This fact seems to indicate that G
◦
p is more fundamental
than Gp, though “preimm” is simpler than “preimm
◦” in Proposition 6.6.
It is easily seen that these two are related by the automorphism of U(gln) defined by
Eij 7→ −Eji as follows: Gp 7→ (−)pG◦p.
Remark. When λ = (1p), we can express Gλ and G
◦
λ as follows:
G(1p) =
1
p!
∑
J∈[n]p
column-det(EJJ − diag(0, 1, . . . , n− 1)),
G◦(1p) =
1
p!
∑
J∈[n]p
column-det(EJJ + diag(n− 1, n− 2, . . . , 0)).
In particular, G◦(1p) is equal to the Capelli element Cp seen in Section 4. Similarly, we
can express G(p) and G
◦
(p) in terms of column-permanent (G
◦
(p) was first given and studied
in [N1]).
Let us express these elements using the algebras T¯ (V ), T¯ ◦(V ), and T¯ (V, V ∗). Under
these expressions, we can easily show various relations for these elements.
8.3. Let V be an n-dimensional C-vector space with basis e1, . . . , en, and consider ξj =∑n
i=1 eiEij ∈ T¯ (V )⊗ U(gln). Then we have the commutation relation
ξjξl =
n∑
i,k=1
eiekEijEkl(8.2)
=
n∑
i,k=1
eiek(EklEij + Eilδkj − Ekjδil)
= ξlξj · (1 2) + ξlej − elξj,
namely
ξj(ξl + el · (1 2)) = ξl(ξj + ej · (1 2)) · (1 2).
This can be generalized as follows:
Lemma 8.2. We put ξj(u) =
∑n
i=1 eiEij(u) = ξj + eju. Then we have
ξi(yl)ξj(yl+1) = ξj(yl)ξi(yl+1)s1.
Here we define yk ∈ CSp as follows (for k = 1, we put y1 = 0):
yk =
k−1∑
i=1
(1 i+ 1) = (1 2) + (1 3) + · · ·+ (1 k).
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This relation can be regarded as an analogue of (4.7) in the exterior algebra.
Before proving Lemma 8.2, we consider x◦k ∈ CSp defined by
x◦k =
k−1∑
i=1
(p− i+ 1 p− k + 1).
For k = 1, we put x◦1 = 0. The elements xk, x
◦
k, and yk are connected by the relations
(8.3) ε−1xiε = x
◦
i , α
p−i(yi) = x
◦
i ,
where ε is the following element in Sp:
ε =
(
1 2 . . . p− 1 p
p p− 1 . . . 2 1
)
.
Proof of Lemma 8.2. By a simple calculation, we have
(ξi + eiyl)(ξj + ejyl+1)(8.4)
= ξiξj + eiejα(yl)yl+1 + eiξjα(yl) + ξiejyl+1
= {ξjξis1 + ξjei − ejξi}+ ejeis1α(yl)yl+1 + ξjeis1α(yl) + ejξis1yl+1
= ξjξis1 + ejeis1α(yl)yl+1 + ξjeis1(α(yl) + s1) + ejξis1(yl+1 − s1).
Here, in the second equality, we used (8.2). Since we have
s1α(yl)s1 = yl+1 − s1, s1yl+1s1 = α(yl) + s1, α(yl)yl+1 = yl+1α(yl),
s1α(yl)yl+1 = (yl+1 − s1)s1yl+1 = yl+1s1(yl+1 − s1) = yl+1α(yl)s1,
the last line of (8.4) is equal to
ξjξis1 + ejeiα(yl)yl+1s1 + ξjeiyl+1s1 + ejξiα(yl)s1 = (ξj + ejyl)(ξi + eiyl+1)s1.
This means the assertion. 
We see the following from Lemma 8.2, because σξi(yk+1) = ξi(yk+1)α(σ) for σ ∈ Sk:
Corollary 8.3. For σ ∈ Sp, we have
ξip(y1)ξip−1(y2) · · · ξi1(yp)σ = ξiσ(p)(y1)ξiσ(p−1)(y2) · · · ξiσ(1)(yp).
Namely, the element ϕJ = ξjp(y1)ξjp−1(y2) · · · ξj1(yp) satisfies the relation (5.1).
Recalling Proposition 5.4 (ii), we put
GIJ = 〈e∗i1 · · · e∗ip, ξjp(y1)ξjp−1(y2) · · · ξj1(yp)〉,
Gp =
1
p!
∑
J∈[n]p
GJJ
=
1
p!
∑
J∈[n]p
〈e∗j1 · · · e∗jp, ξjp(y1)ξjp−1(y2) · · · ξj1(yp)〉
=
1
p!
∑
J∈[n]p
〈ξjp(y1)ξjp−1(y2) · · · ξj1(yp)e∗j1 · · · e∗jp〉
=
1
p!
〈
∑
I,J∈[n]p
eip · · · ei1Eipjp(x◦1) · · ·Ei1j1(x◦p)e∗j1 · · · e∗jp〉
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The last equality is seen from the second relation of (8.3). Moreover we put
Gλ = χλ(Gp) =
1
p!
∑
J∈[n]p
χλ(G
JJ).
We aim to prove the following theorem:
Theorem 8.4. The element Gp is central in CSp ⊗ U(gln).
Corollary 8.5. The element Gλ is central in U(gln).
First, the following is a consequence of Proposition 5.4 (ii):
Proposition 8.6. The element Gp commutes with any element in CSp.
Thus it suffices to show the commutativity with elements of U(gln). For this, we note
the following relation. This is seen by a straightforward calculation (see [O1] or [IU] for
the details of the proof).
Lemma 8.7. The matrix E satisfies the following relation for any g ∈ GLn(C):
Ad(g)E = tg ·E · tg−1.
Here Ad(g)E means the matrix (Ad(g)Eij)1≤i,j≤n.
Combining this lemma and Proposition 8.9, we can show the invariance of Gp under
the conjugation by GLn(C) in a way similar to that of Proposition 6.7 (iii).
Theorem 8.8. We have Ad(g)Gp = Gp for any g ∈ GLn(C). In particular, Gp commutes
with any element of gln.
Theorem 8.4 follows from this and Proposition 8.6.
Proof of Theorem 8.8. Using Lemma 8.7, we have
Ad(g)
∑
I,J∈[n]p
eip · · · ei1Eipjp(x◦1) · · ·Ei1j1(x◦p)e∗j1 · · · e∗jp
=
∑
I,J∈[n]p
eip · · · ei1(tg · E · tg−1)ipjp(x◦1) · · · (tg · E · tg−1)i1j1(x◦p)e∗j1 · · · e∗jp
=
∑
I,J∈[n]p
e˜ip · · · e˜i1Eipjp(x◦1) · · ·Ei1j1(x◦p)e˜∗j1 · · · e˜∗jp.
Here we put e˜i =
∑n
j=1 ejgij and e˜
∗
i =
∑n
i=1 e
∗
i g
ij, so that these are dual bases of each
other. Applying 〈·〉 to this and using Proposition 8.9, we obtain the assertion, because
〈·〉 does not depend on basis chosen. 
Let us find other expressions of Gp. From Proposition 5.4 (i), we see
(8.5) Gσ(I)σ
′(J) = σ−1GIJσ′.
Noting this, we can express GIJ and Gp as follows:
Proposition 8.9. We have
GIJ =
∑
σ∈Sp
σEiσ(p)jp(x
◦
1)Eiσ(p−1)jp−1(x
◦
2) · · ·Eiσ(1)j1(x◦p)
=
∑
σ∈Sp
σEiσ(1)j1(x1)Eiσ(2)j2(x2) · · ·Eiσ(p)jp(xp),
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Gp =
1
p!2
∑
I∈[n]p
∑
σ,σ′∈Sp
σEiσ(p)iσ′(p)(x
◦
1) · · ·Eiσ(1)iσ′(1)(x◦p)σ′−1
=
1
p!2
∑
I∈[n]p
∑
σ,σ′∈Sp
σEiσ(1)iσ′(1)(x1) · · ·Eiσ(p)iσ′(p)(xp)σ′−1.
Proof. Using the second relation of (8.3), we have
ϕJ =
∑
I∈[n]p
eipeip−1 · · · ei1Eipjp(x◦1)Eip−1jp−1(x◦2) · · ·Ei1j1(x◦p).
The first expression of GIJ follows from this in a way similar to the proof of Lemma 7.1.
Moreover, using (8.5) and the first relation of (8.3), we have
GIJ = εGε(I)ε(J)ε−1
= ε
∑
σ∈Sp
σEiεσ(p)jε(p)(x
◦
1)Eiεσ(p−1)jε(p−1)(x
◦
2) · · ·Eiεσ(1)jε(1)(x◦p)ε−1
=
∑
σ∈Sp
εσε−1Eiεσ(p)jε(p)(x1)Eiεσ(p−1)jε(p−1)(x2) · · ·Eiεσ(1)jε(1)(xp).
Replacing σ with ε−1σε, we have
GIJ =
∑
σ∈Sp
σEiσε(p)jε(p)(x1)Eiσε(p−1)jε(p−1)(x2) · · ·Eiσε(1)jε(1)(xp)
=
∑
σ∈Sp
σEiσ(1)j1(x1)Eiσ(2)j2(x2) · · ·Eiσ(p)jp(xp).
This means the second expression of GIJ . The expressions of Gp are shown similarly. 
We can express Gλ simply in terms of contents of the Young diagram λ as follows:
Theorem 8.10. For any T ∈ STab(λ), we have
Gλ =
χλ(1)
p!
∑
I∈[n]p
∑
σ∈Sp
ρλ(σ)TTEiσ(1)i1(cT (1)) · · ·Eiσ(p)ip(cT (p))
=
χλ(1)
p!
〈Ξ(cT (1)) · · ·Ξ(cT (p))〉T
=
1
p!
〈Ξ(cT (1)) · · ·Ξ(cT (p))〉λ .
In particular, these expressions do not depend on T . Here we define Ξ(u) by Ξ(u) =∑n
i,j=1 eiEij(u)e
∗
j = Ξ + uτ , and we put 〈Φ〉T = ρλ(〈Φ〉)TT for Φ ∈ Tp,p(V, V ∗).
Proof. Note that ρλ(A) is a “scalar matrix” (namely ρλ(A)TT ′ = δTT ′
1
χλ(1)
χλ(A)) by
Schur’s lemma, when A ∈ CSp ⊗ A commutes with any element in CSp. Thus we see
the last equality of the assertion, because 〈Ξ(cT (1)) · · ·Ξ(cT (p))〉 commutes with any el-
ement in CSp. Similarly we have Gλ = χλ(1)ρλ(Gp)TT . Noting this and the relation
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ρλ(xi)TT = cT (i) in Proposition 8.1, we can express Gλ as
Gλ =
χλ(1)
p!
∑
I∈[n]p
∑
σ∈Sp
ρλ(σEiσ(1)i1(x1) · · ·Eiσ(1)ip(xp))TT
=
χλ(1)
p!
∑
I∈[n]p
∑
σ∈Sp
ρλ(σ)TTEiσ(1)i1(cT (1)) · · ·Eiσ(p)ip(cT (p)).
This can be rewritten as
Gλ =
χλ(1)
p!
∑
J∈[n]p
〈
e∗jp · · · e∗j1, ξj1(cT (1)) · · · ξjp(cT (p))
〉
T
=
χλ(1)
p!
∑
J∈[n]p
〈
ξj1(cT (1)) · · · ξjp(cT (p))e∗jp · · · e∗j1
〉
T
=
χλ(1)
p!
〈Ξ(cT (1)) · · ·Ξ(cT (p))〉T .
Here we put 〈ϕ∗, ϕ〉T = ρλ(〈ϕ∗, ϕ〉)TT for ϕ∗ ∈ T ◦p (V ∗) and ϕ ∈ Tp(V ). 
8.4. By a similar calculation, we can obtain expressions of Gλ corresponding to the row-
immanant as follows. We consider ξ∗i (u) =
∑n
j=1Eij(u)e
∗
j in T¯
◦(V ∗)⊗ U(gln). Then the
following relation holds:
Lemma 8.11. We have
ξ∗i (yl+1)ξ
∗
j (yl) = s1ξ
∗
j (yl+1)ξ
∗
i (yl)
and in particular
σ−1ξ∗i1(yp)ξ
∗
i2
(yp−1) · · · ξ∗ip(y1) = ξ∗iσ(1)(yp)ξ∗iσ(2)(yp−1) · · · ξ∗iσ(p)(y1).
Noting this, we put
G′IJ = 〈ξ∗i1(yp)ξ∗i2(yp−1) · · · ξ∗ip(y1), ejp · · · ej1〉
=
∑
σ∈Sp
Ei1jσ(1)(x
◦
p)Ei2jσ(2)(x
◦
p−1) · · ·Eipjσ(p)(x◦1)σ−1
=
∑
σ∈Sp
Eipjσ(p)(xp)Eip−1jσ(p−1)(xp−1) · · ·Ei1jσ(1)(x1)σ−1
and
G′p =
1
p!
∑
I∈[n]p
G′II , G′λ = χλ(G
′
p).
These G′p and G
′
λ are central in CSp⊗U(gln) and U(gln), respectively. We can also express
these as
G′p =
1
p!2
∑
I∈[n]p
∑
σ,σ′∈Sp
σEiσ(p)iσ′(p)(xp) · · ·Eiσ(1)iσ′(1)(x1)σ′−1,(8.6)
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G′λ =
χλ(1)
p!
∑
I∈[n]p
∑
σ∈Sp
Eipiσ(p)(cT (p)) · · ·Ei1iσ(1)(cT (1))ρλ(σ−1)TT(8.7)
=
χλ(1)
p!
〈Ξ(cT (p)) · · ·Ξ(cT (1))〉T
=
1
p!
〈Ξ(cT (p)) · · ·Ξ(cT (1))〉λ .
Hence we have Gλ = G
′
λ, because Ξ(cT (p)) · · ·Ξ(cT (1)) = Ξ(cT (1)) · · ·Ξ(cT (p)). Noting
Lemma 6.9, we also have Gp = G
′
p.
Remark. It seems not easy to see this equality Gp = G
′
p without using the expressions of
Gλ and G
′
λ in terms of contents.
8.5. We can deal with G◦λ and G
◦′
λ similarly. We define γ
∗
j (u) ∈ T¯ ◦(V ∗) ⊗ U(gln) and
γj(u) ∈ T¯ (V )⊗ U(gln) by
γ∗j (u) =
n∑
i=1
Eij(u)e
∗
i , γi(u) =
n∑
j=1
ejEij(u).
Then we have the following commutation relations:
Lemma 8.12. We have
γ∗i (−yl+1)γ∗j (−yl) = s1γ∗j (−yl+1)γ∗i (−yl), γi(−yl)γj(−yl+1) = γj(−yl)γi(−yl+1)s1
and in particular
σ−1γ∗j1(−yp)γ∗j2(−yp−1) · · ·γ∗jp(−y1) = γ∗jσ(1)(−yp)γ∗jσ(2)(−yp−1) · · · γ∗jσ(p)(−y1),
γip(−y1)γip−1(−y2) · · ·γi1(−yp)σ = γiσ(p)(−y1)γiσ(p−1)(−y2) · · · γiσ(1)(−yp).
Noting this, we put
G◦IJ = 〈γ∗j1(−yp)γ∗j2(−yp−1) · · · γ∗jp(−y1), eip · · · ei1〉
=
∑
σ∈Sp
Eiσ(1)j1(−x◦p)Eiσ(2)j2(−x◦p−1) · · ·Eiσ(p)jp(−x◦1)σ−1
=
∑
σ∈Sp
Eiσ(p)jp(−xp)Eiσ(p−1)jp−1(−xp−1) · · ·Eiσ(1)j1(−x1)σ−1,
G◦′IJ = 〈e∗j1 · · · e∗jp, γip(−y1)γip−1(−y2) · · ·γi1(−yp)〉
=
∑
σ∈Sp
σEipjσ(p−1)(−x◦1)Eip−1jσ(p−2)(−x◦2) · · ·Ei1jσ(1)(−x◦p)
=
∑
σ∈Sp
σEi1jσ(1)(−x1)Ei2jσ(2)(−x2) · · ·Eipjσ(p)(−xp)
and moreover
G◦p =
1
p!
∑
I∈[n]p
G◦II , G◦′p =
1
p!
∑
I∈[n]p
G◦′II , G◦λ = χλ(G
◦
p), G
◦′
λ = χλ(G
◦′
p ).
Then we have
G◦p =
1
p!2
∑
J∈[n]p
∑
σ,σ′∈Sp
σ′Ejσ(p)jσ′(p)(−xp) · · ·Ejσ(1)jσ′(1)(−x1)σ−1,(8.8)
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G◦′p =
1
p!2
∑
J∈[n]p
∑
σ,σ′∈Sp
σ′Ejσ(1)jσ′(1)(−x1) · · ·Ejσ(p)jσ′(p)(−xp)σ−1,(8.9)
G◦λ =
χλ(1)
p!
∑
J∈[n]p
∑
σ∈Sp
Ejσ(p)jp(−cT (p)) · · ·Ejσ(1)j1(−cT (1))ρλ(σ−1)TT(8.10)
=
χλ(1)
p!
〈Ξ(−cT (p))Ξ(−cT (p− 1)) · · ·Ξ(−cT (1))〉T
=
1
p!
〈Ξ(−cT (p))Ξ(−cT (p− 1)) · · ·Ξ(−cT (1))〉λ,
G◦′λ =
χλ(1)
p!
∑
J∈[n]p
∑
σ∈Sp
ρλ(σ)TTEj1jσ(1)(−cT (1)) · · ·Ejpjσ(p)(−cT (p))(8.11)
=
χλ(1)
p!
〈Ξ(−cT (1))Ξ(−cT (2)) · · ·Ξ(−cT (p))〉T
=
1
p!
〈Ξ(−cT (1))Ξ(−cT (2)) · · ·Ξ(−cT (p))〉λ.
Combining these, we see that G◦λ = G
◦′
λ and in particular G
◦
p = G
◦′
p . The quantity
G◦λ = G
◦′
λ is known as the “quantum immanants” ([O1], [OO]). Thus it is natural to call
G◦p = G
◦′
p the “quantum preimmanant.”
We can also deduce these relations from the results in Sections 8.3 and 8.4 by applying
the automorphism of U(gln) defined by Eij 7→ −Eji.
Most of various relations in this Section 8.5 were already given in [O1]. However, it is
interesting that we can deduce these relations by simple calculations using our algebras.
8.6. Combining these relations, we can also express G◦λ as
(8.12) G◦λ =
∑
I∈(([n]p ))
◦
1
I!
∑
σ∈Sp
ρλ(σEi1iσ(1)(−x1) · · ·Eipiσ(p)(−xp)).
Here we put ((
[n]
p
))◦
= {(i1, . . . , ip) ∈ [n]p | i1 ≥ · · · ≥ in}.
This expression was given in [O1]. Using this expression, we can calculate the eigenvalue
of G◦λ on the irreducible representation piµ of gln determined by a partition µ. The result
is as follows (see Section 3.7 of [O1] for the details of this calculation):
piµ(Gλ) =
∑
T
∏
α
(λT (α) − cα).
Here T runs over all reverse semistandard tableaux of shape λ with entries in {1, . . . , n},
and α runs over all cells in the Young tableau µ. Moreover T (α) means the number in α,
and cα means the content of the cell α.
Similarly, Gλ is expressed as
(8.13) Gλ =
∑
I∈(([n]p ))
1
I!
∑
σ∈Sp
ρλ(σEiσ(1)i1(x1) · · ·Eiσ(p)ip(xp)),
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and we can calculate its eigenvalue as follows:
piµ(Gλ) =
∑
T
∏
α
(λT (α) + cα).
The proof is almost the same. Here T runs over all semistandard tableaux of shape λ
with entries in {1, . . . , n}, and α runs over all cells in the Young tableau µ.
On one hand, these expressions (8.12) and (8.13) can be regarded as the counterparts
of the definition of the Capelli elements (4.1), and we can calculate the eigenvalues easily
under these expressions. On the other hand, the expressions of Gp, Gλ and G
◦
p, G
◦
λ
given in Proposition 8.9, Theorem 8.10 and (8.6), (8.7), (8.8), (8.10), (8.9), (8.11) are
corresponding to the expression of the Capelli elements given in Corollary 4.3. Under
these expressions, we can show the centrality of these elements easily.
Similar phenomena on contrastive expressions are also known in the universal envelop-
ing algebras U(on) and U(spn). First, central elements of U(on) expressed in terms of
the column-determinant were given in [Wa], and we can easily calculate their eigenvalues.
These elements can also be expressed in terms of the symmetrized determinant, and we
can easily show their centrality under this expression ([I5]). Similar central elements are
given in U(spn) in terms of permanents ([I6]). It is natural to expect good bases of the
centers of U(on) and U(spn) which contains these elements and can be regarded as ana-
logues of the quantum immanants. The author hopes that our extensions of the tensor
algebra are useful to construct such bases.
9. Higher Capelli identity and its analogue on tensor algebras
The method in the previous section is also useful to show a Capelli type identity for
the quantum immanants, namely the “higher Capelli identity.” Several proofs are already
known for this identity ([O1], [O2], [N2], [M2]), and the proof given in [M2] is particularly
simple. Our proof is similarly simple and parallel to the easy proof of the original Capelli
identities using the exterior calculus given in [I5] or [I3] (cf. Section 4 in this article).
Furthermore, we give the “higher version” of Theorem 4.1 in L(Cn⊗Cn′). We can also
assemble them in terms of the quantum preimmanants.
9.1. We work in the following situation. The general linear group GLn(C) naturally
acts on Cn ⊗ Cn′ as in Section 4 and moreover the space P(Cn ⊗ Cn′) of all polynomial
functions on Cn ⊗ Cn′. The infinitesimal action ν is expressed as follows:
ν(Eij) =
n′∑
k=1
xik∂jk.
Here xij is the standard coordinate of C
n ⊗Cn′, and ∂ij means the partial differentiation
∂ij =
∂
∂xij
. Let us express this relation as ν(E) = X t∂ using the following matrices
E ∈ Matn(U(gln)) and X , ∂ ∈ Matn,n′(PD(Cn ⊗ Cn′)):
E = (Eij)1≤i,j≤n, X = (xij)1≤i≤n, 1≤j≤n′, ∂ = (∂ij)1≤i≤n, 1≤j≤n′.
Then we have the following relation. This is called the “higher Capelli identity” [O1].
Theorem 9.1. We have
ν(G◦λ) =
χλ(1)
p!2
∑
I∈[n]p,K∈[n′]p
immλXIK immλ ∂IK .
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This relation can be regarded as a generalization of the Capelli identity, and has an
interpretation in the dual pair theory as follows (see also [O1], [Ho], [HU], [I3], [I4], [MN]
[U1]). The general linear group GLn′(C) acts on P(Cn ⊗ Cn′) naturally, and these two
actions of GLn(C) and GLn′(C) form the dual pair. This tells us the relation
ν(U(gln)
GLn(C)) = PD(Cn ⊗ Cn′)GLn(C)×GLn′ (C) = ν ′(U(gln′)GLn′(C)).
Here ν ′ means the infinitesimal action of GLn′(C). Theorem 9.1 can be regarded as a
beautiful description of this relation in terms of bases as vector spaces (from the symmetry
of ν and ν ′, we see that the quantity in this theorem is also equal to ν ′(G◦λ)). Note that we
can check that the right hand side of Theorem 9.1 is GLn(C)× GLn′(C)-invariant using
the Cauchy–Binet type formula (Proposition 6.3).
Furthermore we can rewrite this in terms of the quantum preimmanants:
Theorem 9.2. We have
ν(G◦p) =
1
p!2
∑
I∈[n]p,K∈[n′]p
preimmXIK preimm
◦ ∂IK .
We can also regard these relations as noncommutative analogues of the Cauchy–Binet
type identities in Section 6 (Propositions 6.3 and 6.6).
These theorems are shown as follows. This proof is parallel to that of the original
Capelli identity given in [U5] and [I3] in the exterior calculus.
Proof of Theorems 9.1 and 9.2. Put V = Cn and consider a basis e1, . . . , en of V and its
dual basis e∗1, . . . , e
∗
n. We consider the following elements in T¯
◦(V ∗)⊗PD(Cn ⊗ Cn′):
η∗k =
n∑
i=1
xike
∗
i , γ
∗
j =
n∑
i=1
ν(Eij)e
∗
i =
n∑
i=1
n′∑
k=1
xik∂jke
∗
i =
n′∑
k=1
η∗k∂jk.
Moreover we put
γ∗j (u) =
n∑
i=1
ν(Eij(u))e
∗
i = γ
∗
j + ue
∗
j .
A simple calculation tells us ν(Eij)xka = xkaν(Eij) + xiaδkj. From this, we see the
commutation relation
γ∗j (−yk+1)η∗k = s1η∗kγ∗j (−yk).
Using this and the relation γ∗j (−y1) = γ∗j =
∑n′
k=1 η
∗
k∂jk repeatedly, we have
γ∗j1(−yp) · · ·γ∗jp−1(−y2)γ∗jp(−y1) =
n′∑
kp=1
γ∗j1(−yp) · · · γ∗jp−1(−y2)η∗kp∂jpkp
=
n′∑
kp=1
η∗kpγ
∗
j1
(−yp−1) · · ·γ∗jp−1(−y1)∂jpkp
...
=
n′∑
k1,...,kp=1
η∗kp · · · η∗k1∂j1k1 · · ·∂jpkp.
EXTENSIONS OF THE TENSOR ALGEBRA AND THEIR APPLICATIONS 41
Thus, we have∑
J∈[n]p
ejp · · · ej1γ∗j1(−yp) · · · γ∗jp(−y1)
=
∑
I,J∈[n]p
∑
K∈[n′]p
ejp · · · ej1xipkp · · ·xi1k1∂j1k1 · · ·∂jpkpe∗i1 · · · e∗ip
in T¯ (V, V ∗)⊗PD(Cn ⊗ Cn′). Applying 〈·〉 and dividing by p!, we obtain
(9.1) ν(G◦p) =
1
p!2
∑
I∈[n]p
∑
K∈[n′]p
∑
σ,σ′∈Sp
σ′xiσ(p)kp · · ·xiσ(1)k1∂iσ′(1)k1 · · ·∂iσ′(p)kpσ−1.
The left hand side is invariant under the antiautomorphism t 7→ t◦ given in Section 6.4,
because G◦p ∈ ZCSp ⊗ U(gln). Hence, we have
ν(G◦p) =
1
p!2
∑
I∈[n]p
∑
K∈[n′]p
∑
σ,σ′∈Sp
σxiσ(p)kp · · ·xiσ(1)k1∂iσ′(1)k1 · · ·∂iσ′(p)kpσ′−1.
This means Theorem 9.2. Moreover, applying χλ to (9.1), we have
ν(G◦λ) =
1
p!2
∑
I∈[n]p
∑
K∈[n′]p
∑
σ,σ′∈Sp
χλ(σ
′σ−1)xiσ(p)kp · · ·xiσ(1)k1∂iσ′(1)k1 · · ·∂iσ′(p)kp.
As seen from the first relation of (6.2), the right hand side is equal to
χλ(1)
p!2
∑
I∈[n]p
∑
K∈[n′]p
∑
σ∈Sp
χλ(σ
−1)xiσ(p)kp · · ·xiσ(1)k1
∑
σ′∈Sp
χλ(σ
′)∂iσ′(1)k1 · · ·∂iσ′(p)kp.
This means Theorem 9.1. 
Remark. The right hand side of Theorem 9.1 is also equal to
1
p!
∑
I∈[n]p
∑
K∈[n′]p
∑
σ∈Sp
χλ(σ)xiσ(p)kp · · ·xiσ(1)k1∂i1k1 · · ·∂ipkp.
9.2. In the same situation as Section 4, we have the following relation as an analogue of
the higher Capelli identity:
Theorem 9.3. We have
ν(G◦λ) =
χ(1)
p!2
∑
I∈[n]p,K∈[n′]p
column-immλXI◦K◦ column-immλX
∗
IK .
We can regard this as the “higher version” of Theorem 4.1. Namely this describes the
relation between the centers of U(gln) and Q2 in Corollary 3.8 in terms of a basis of the
center of U(gln).
Moreover, we have the following relation for the quantum preimmanants:
Theorem 9.4. We have
ν(G◦p) =
1
p!2
∑
I∈[n]p,K∈[n′]p
column-preimmXI◦K◦ column-preimm
◦X∗IK .
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Proof of Theorems 9.3 and 9.4. The proof is almost the same as that of Theorem 9.1. We
consider the following elements in T¯ ◦(V ∗)⊗L(Cn ⊗ Cn′):
η∗k =
n∑
i=1
L(wik)e
∗
i , γ
∗
j =
n∑
i=1
ν(Eij)e
∗
i =
n∑
i=1
n′∑
k=1
L(wik)L(w
∗
jk)e
∗
i =
n′∑
k=1
η∗kL(w
∗
jk),
γ∗j (u) =
n∑
i=1
ν(Eij(u))e
∗
i = γ
∗
j + ue
∗
j .
By a direct calculation, we have
ν(Eij)L(wka) = L(wka)ν(Eij) + L(wia)δkj.
From this, we see the commutation relation
γ∗j (−yk+1)η∗k = s1η∗kγ∗j (−yk).
Here si and yk belong to T¯
◦(V ∗) (these should be distinguished from L(si) and L(yk) in
L(Cn ⊗ Cn′)). Using this and the relation γ∗j (−y1) = γ∗j =
∑n′
k=1 η
∗
kL(w
∗
jk) repeatedly, we
have
γ∗j1(−yp) · · ·γ∗jp(−y1) =
∑
K∈[n′]p
η∗kp · · · η∗k1L(w∗j1k1) · · ·L(w∗jpkp).
Thus, we have∑
I,J∈[n]p
ejp · · · ej1γ∗j1(−yp) · · ·γ∗jp(−y1)
=
∑
I,J∈[n]p
ejp · · · ej1L(wipkp) · · ·L(wi1k1)L(w∗j1k1) · · ·L(w∗jpkp)e∗i1 · · · e∗ip
in T¯ (V, V ∗) ⊗ L(Cn ⊗ Cn′). The remainder is the same as the proof of Theorems 9.1
and 9.2. 
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