ABSTRACT Clustering for probability density functions (CDFs) has recently emerged as a new interest technique in statistical pattern recognition because of its potential in various practical issues. For solving the CDF problems, evolutionary techniques which are successfully applied in clustering for discrete elements have not been studied much in CDF. Therefore, this paper presents for the first time an application of the differential evolution (DE) algorithm for clustering of probability density functions (pdfs) in which the clustering problem is transformed into an optimization problem. In this optimization problem, the objective function is to minimize the internal validity measure-SF index, and the design variable is the name of the cluster in which pdfs are assigned to. To solve this optimization problem, a DE-based CDF is proposed. The efficiency and feasibility of the proposed approach are demonstrated through four numerical examples including analytical and real-life problems with gradually increasing the complexity of the problem. The obtained results mostly outperform several results of compared algorithms in the literature.
I. INTRODUCTION
Clustering is a major problem of data mining and a common technique for statistical data analysis. Clustering can organize the data into sub-groups or ''clusters'' whose members are similar in some ways [1] - [3] or can find a structure in a collection of unlabeled data. Due to these vital features, clustering has been extensively applied in various fields such as traffic, information technology [4] , economics [5] , [6] , education [7] and so on. Nowadays, along with the rapid development of such areas, it is essential to develop efficient and accurate calculation algorithms for clustering.
Usually, the object of clustering is either discrete elements or probability density functions (pdfs). Based on these objects, two following approaches are then developed. The first one is CDE and the other is CDF. In some contexts, the CDF is more efective than the CDE due to its ability to provide a full distribution of complex data, as a result, it has been prefered in some recent studies [8] . For example, Goh and Vidal [9] reduced the clustering problem to the problem of clustering multiple submanifolds on the unit Hilbert sphere and then solved such the problem by a low-dimensional representation of pdfs.
Montanari and Calò [10] introduced a method for CDF based on estimating nonparametric of pdfs and using the mixture models for hyper-spherical data. Chen and Hung [11] suggested an initial and simple algorithm that can establish clusters for pdfs automatically without any prior information. Nguyentrang and Vovan [8] contributed three different algorithms for fuzzy hierarchical and non-hierarchical in CDF. In addition, Vo-Van et al. [12] also proposed one work concerning the clustering problem for pdfs based on the evolutionary approach, which is the application of genetic algorithm (GA) with some modifications in clustering images. Nevertheless, this measure confronts the local optimal solution and computational burden of GA.
In the traditional approach, validity measure indexes are often used to evaluate the qualities of clustering solutions produced. However, employing these indexes to determine the optimal solution requires expensive computational cost because clustering must be executed for a possible different number of solutions. This could be overcome by applying evolutionary techniques to optimize the above measure indexes to achieve more positive result [3] . Some related works using evolution for clustering can be mentioned as follows. Das et al. [3] presented an application of differential evolution (DE) algorithm to automatic clustering of a large unlabeled discrete dataset. Maulik and Saha [13] recommended a new modified DE in fuzzy clustering to determine the number of clusters as well as proper partitioning matrix in image classification. Zhong et al. [14] proposed an adaptive multi-objective DE-based fuzzy clustering automatically for remote sensing images. Fan et al. [15] utilized selection of probability model and optimization of estimated parameter without sampling. The motivation of this work is to figure out an efficient solution for clustering of imbalanced data. Anusha and Sathiaseelan [16] suggested an algorithm for multi-objective optimization based on k-means genetic algorithm to deal with both low and high dimensional data. According to literature review, it can be recognized that the evolutionary techniques demonstrate a robustness and effectiveness in CDE. However, they are still limited in CDF. To the best of our knowledge, only Tai et al. [17] applied the genetic algorithm (GA) for dealing with CDFand obtained a better solution in comparison with those of the traditional approaches. Nevetheless, due to the ineffectiveness of the GA, the error of clustering is pretty significant. Hence, more researches related to more effective and robust evolutionary techniques would be recommended to overcome this drawback.
Among the various evolutionary techniques, the differential evolution (DE) firstly introduced by Storn and Price [18] is one of the most popular techniques. It has demonstrated good performance in solving many complex problems in diverse fields such as mechanical engineering [13] , [19] - [26] , structural health monitoring [27] - [29] , artificial neural network training [30] , [31] , image classification [22] . In comparison with the GA and the ant colony optimization (ACO) algorithm, the DE outperforms them both in the solution quality and convergence rate [32] , [33] . Nevertheless, so far, it has not yet been considered for CDF. Therefore, this paper considers the first application of DE algorithm in clustering problem for pdfs.
Parallel with the evolutionary approach, hardly cannot one deny the role of objective function in this kind of scheme because of two primary reasons. On the one hand, the evolutionary approach is transforming the clustering problem into the optimal one wherein the evolutionary technique is utilized to solve it. The appearance of an objective function in this problem is definitely to be a criterion to find the optimal value. On the other hand, selecting one of vast of objective functions as the candidate is also a crucial action. This is because once we draw an adequate objective function; the technique will find a better solution. In contrast, once we elect an inadequate objective function, the result is not always assured despite of a good searching algorithm. Therefore, how to find a good validity measure index to be the objective function might struggle with taxonomists. Although there are two primary types of validity measure indexes, external and internal, the later index is extensively utilized since it captures the structure of data ''on the run'' without a reference partition [3] . As a result, a host of researches devoted to deduce more effective internal validity indexes in order to enhance the quality of clustering result can be enumerated as [34] - [37] . These indexes are established through various aspects such as some works based on the variance ratio criterion [34] ; other ones preferred the graph structure [36] . However, those indexes almost serve on the CDE; meanwhile the quantity of this index in CDF is most likely restricted. To best of our knowledge, just two internal measures proposed are the Intra and SF indexes in [17] . Recognized that the SF is superior than the remaining one since it concerns both aspects of clustering: compactness -the closeness between elements in one cluster and separation -the distinction between clusters, combining with its effectiveness as proved in [12] and [17] , so that the SF is employed as the objective function in this work.
Under such above considerations, this paper deals with the clustering problem for pdfs using the DE algorithm with the SF index as the objective function. For solving the current problem, two main processes of the paper are presented. First, the initial clustering problem for pdfs is converted into an appropriate optimization problem in which the objective function is to minimize the SF index and the design variable is the name of the cluster where probability density functions (pdfs) are assigned to. Here, the clustering solution is modified from the original one by employing chromosome representation concept. Second, a so-called different evolution-based clustering for probability density function (DE-CDF) algorithm is proposed for solving the formulated optimization problem. In this algorithm, the DE is adapted to deal with discrete variables through round-off technique. Several examples are performed for both benchmarks and real-life problems and the obtained results are compared with those of other state-of-the-art algorithms to demonstrate the efficiency and feasibility of the DE-CDF.
The rest of this article is organized as follows. Section 2 reminds some preliminary theories related to CDF and DE algorithm. Section 3 presents the formulation of an optimal problem for CDF. Section 4 briefly introduces DE algorithm. Section 5 outlines the results of numerical examples as well as some main discussions. Finally, Section 6 derives conclusion of the whole work.
II. PRELIMINARY A. L 1 DISTANCE
Solving of many pattern recognition problems such as classification, clustering, and retrieval problems is based on distance or similarity measures of objects. Choosing which is the most appropriate measure usually depends on measurement type or representation of objects. Among pattern representations, the probability density function (pdf) is considered to be one of the most popular. Besides that, there is also a plenty of applicable measure notions used among pdfs [38] . Among them, L 1 distance is one of the well-known measures. This distance is originally used for computing the distance between two pdfs, but it has been recently extended for comparing simultaneously multiple pdfs by Pham-Gia et al. [39] based on maximal function. The using of the maximal function gives many advantages such as offering a useful visual tool, handling well in unclear bound regions, permitting the calculation of Bayes error used as a criterion in ordering different classification approaches, and also serving as a criterion in clustering. Due to this extension, the L 1 distance becomes an effective tool for either classification problem or clustering problem [8] , [11] , [17] . Therefore, the L 1 distance is employed to compute the distance among pdfs in this paper. The definition of L 1 distance is briefly given as follows.
Definition 1: Let F be a set of (pdfs),
In case of n = 2,
From (1), it is easy to show that
From (2), we obtain
It should be noticed in the Eq. (1) that the function f max (x) = max {f 1 (x) , f 2 (x) , . . . , f n (x)} is not a probability density function so that its integral over the domain does not equal to 1 in general. In addition, f max (x) also depends on f 1 (x) , f 2 (x) , . . . , f n (x), more detail can be referred to [39] . Therefore, its value will vary depending on which the case is. For example, if pdfs are partly overlap, the integral of f max is conspicuously greater than 1 leading to the Eq. (1) greater than 0; if pdfs are comprehensively overlap, the integral of f max this time is equal to 1 resulting in the Eq. (1) be 0. This also satisfies the criterion of distance as the observed subjects are uniform.
B. THE REPRESENTING PROBABILITY DENSITY FUNCTIONS OF CLUSTERS
Similar to these in CDE, each cluster in CDF is characterized by a pdf so-called representing pdf. Minimizing the distance between pdfs and representing pdf is always a concern [8] , [17] . The representing pdf is stated through the following definition.
The representing pdf for each cluster is defined by
where n j is the number of pdfs in the cluster C j . Based on the definition of fv j , it is easy to show that fv j ≥ 0 and R n fv j dx = 1.
C. SOME VALIDITY MEASURE INDEXES
In this paper, the IntraF and SF indexes proposed in [17] are employed to evaluate the quality of established clusters. The IntraF and SF indexes are given by: IntraF Index:
where f − fv i is the L 1 distance between pdf f and representing pdf fv i ; n is a number of pdfs in F.
The equation (4) shows that when IntraF index is small, the similarity among pdfs and their representing pdf also increases. Thus, IntraF index reflects the compactness of established clusters so that it can be useful for evaluating clusters.
SF Index: One of the disadvantages of IntraF index is that it cannot assess well the separation among different clusters, as mentioned in [17] . So, SF index is employed to overcome this drawback. It is given by:
where fv i − fv j is the L 1 distance between representing pdfs of the clusters C i and C j .
The SF index uses the minimum pairwise distance between representing pdfs as the separation measurement. When this value gets higher, the separation among clusters is also increased. That means a larger denominator can lead to a smaller SF. Therefore, the smallest SF considers both the compactness and separation of cluster solution and actually indicates a valid optimal partition.
III. FORMULATION OPTIMAL PROBLEM FOR CLUSTERING
The clustering problem is now converted into the optimization problem [3] , [13] . The objective function is to optimize the validity measure index. The design variables are the indexes of clusters of pdfs through encoding chromosomes and their values are integer variables. As presented in the previous section and also in [17] and [40] , SF index is more prominent than other ones. Thus, the minimizing SF index is considered as an objective function in this paper.
A. CHROMOSOME REPRESENTATION Let f = {f 1 , f 2 , . . . , f n } be n pdfs estimated from dataset. These pdfs are assigned to k clusters C = {C 1 , . . . , C k } and k j=1 #C j = n, k ≥ 2 which probability of assignment of each pdf to each cluster is definitely 1. Since this is supervised classification, the value k is given before. From the initial clustering problem, it is transformed into the discrete integer optimization problem as follows.
In optimization problem, each individual or each partition of clustering results is a chromosome having the same length with the number of pdfs and each gene of such chromosome represents for the label of the cluster where the jth pdf is assigned to. Therefore, the chromosome is denoted x = {x 1 , x 2 , . . . , x n } , where
For example, one partition of clustering results with 6 } is encoded into chromosome x = 1 2 1 2 3 3. Due to the variety of partition of clustering results, this leads to the difference in calculating the representing pdfs of each cluster. In addition, the clustering problem is converted to the optimization problem now, calculating representing pdf of every cluster really depends on the chromosomex. Thus, the general formula of the representing pdf of cluster is adapted as
where n C j (x) is the number of pdfs in cluster C j (x).
B. OBJECTIVE FUNCTION
Since the representing pdf of the cluster is modified as mentioned above, the SF index needs to be transformed into a function depending on x as shown in the following formula.
Based on the theoretical basis in sections 3.1 and 3.2, the mathematical model of the optimal problem is stated as:
To solve this problem, the differential evolution (DE) algorithm is proposed. The detail of the algorithm is presented in the next section.
IV. DIFFERENTIAL EVOLUTION ALGORITHM IN CLUSTERING OF pdfs
Among various evolutionary techniques, the differential evolution algorithm, DE, is very promising to optimize the number of clusters of pdfs. That is, DE is a well-known global search method based on population, designed to deal with continuous optimization problems. Thus, for the optimization problem with discrete design as CDF, the round-off technique based on continuous solutions is employed [22] . The DE dominance is proved through the effective and robust performance both in benchmark and real-world problems [39] . There are four major phases in the procedure of DE including initialization, mutation, crossover and selection.
A. INITIALIZATION
Initially, a population with NP individuals is created by a random sample from the feasible space. Each individual is a vector consisting of n design variables x i = {x i,1 , x i,2 , x i,3 , . . . , x i,n } defined as:
where x l j and x u j are respectively the lower and upper bounds of x j ; rand [0,1] is the real number having the uniform distribution within [0,1]; NP is the population size.
B. MUTATION
Next, a mutant vector v i is generated by individuals x i in the population through mutation operations. Some mutation operations are regularly used in the DE as:
-rand/2:
-best/1:
-best/2:
-current-to-best/1:
where integers r 1 , r 2 , r 3 , r 4 , r 5 are randomly selected from {1, 2, . . . , NP} and must satisfy r 1 = r 2 = r 3 = r 4 = r 5 = i; F is the scale factor and randomly chosen within [0,1]; x best is the best individual in the current population. After mutation, in case of the jth component v ij of mutant vector v i violates its boundary constraints; it will be reflected back to allowable region as described in the following formula:
C. CROSSOVER
After completing mutation, each target vector x i produces a trial vector u i by substituting some components of the vector x i by some components of the mutant vector v i through the following binomial crossover operation.
where i ∈ {1, 2, . . . , NP} ; j ∈ {1, 2, . . . , n} ; j rand is the integer selected in range [1, n] and CR is the crossover control parameter chosen within [0,1].
D. SELECTION
Finally, each trial vector u i is compared to its target vector x i in terms of the value of the objective function (denote f ) or SF in this context. The better one with lower value of objective function will be reserved for the next generation.
where f (u i ) and f (x i ) are respective the values of SF (objective function's values) of the i th trial vector and the i th target vector. The DE will complete searching process either when the absolute value of the deviation of the objective function of the best individual and whole population is less than or equal to a fixed value of the tolerance or when the maximum number of iterations is reached. The process of the DE as introduced above is illustrated in Fig. 1 . 
V. NUMERICAL EXAMPLES
In this section, four numerical examples are carried out to examine the properties of the proposed approach both in simulated and real-life data sets. It is noticed that the arrangement of examples discussed follows the complexity of each data set. For instance, in two initial examples, the data sets considered here are the Benchmark ones so as to verify the algorithm's performance for simple simulated data sets first. Furthermore, we also take care of the size of data set to observe the speed of the algorithm as well as its response in case of large amount of data. Thus, in the first examples,
we not only control the data to be less balanced compared with the previous works but also expand the size of data set to see the robust of the proposed algorithm. For the later data sets, their complexity is enhanced due to two primary reasons. The first one is that these data sets are the image data composed of massive amount of pixel so that the data itself is a kind of big data [41] . Moreover, the data in the fourth example is collected from the real life so that estimated pdfs are less defined and heavy overlapped. In addition, determining precise number of clusters is also a mission in this example.
In conclusion, the data set surveyed herein is kind of less balance and less defined so that it would be challenging for testing the proposed algorithm's performance. In detail, features of each data set are presented as follows.
In the first example, we establish clustering problem derived from univariate normal distributed pdfs. A number of 100 pdfs with ''well-behave'' structure will be considered in advance. A number of 200 pdfs then will be taken into consideration with more complex structure plus larger object quantity. For the first case, all details are presented carefully; for the second case, just pivotal discussions are mentioned. In the second example, a data in [11] is reviewed. The object in this case is 100 pdfs dividing into 2 clusters in terms of dynamic parameters.
The objects in two last examples are photography collected from the real world. More specific, 151 images downloaded from the Internet including sexy and non-sexy images are considered in the third example. A quantity of 100 images recorded from a video in front of Ton Duc Thang University is the main object in the fourth example. In addition, determining the precise number of clusters in the dataset is also a main concern there. Subsequently, some advice is given to address the problem.
Besides, the obtained results of the proposed approach are compared with those of the algorithms in the literature in terms of misclustering rate and ARI. They are k-means [42] , non-hierarchical approach or VoVan and PhamGia's algorithm [43] , unsupervised Riemannian clustering [9] , model-based clustering [10] , automatic clustering or Chen's algorithm [11] and Genetic algorithm for solving the integer optimization problems, so called MI-XLPM for CDF [17] . Due to stochastic of the evolutionary computing-based clustering algorithms, each example is performed over 10 independent runs for MI-LXPM for CDF and DE-CDF. In this work, some character parameters of DE such as mutation rate (F), crossover rate (CR) and tolerance (Tol) are chosen based on recommendation in [44] . Specifically, F equals to 0.8, CR equals to 0.9 and Tol equals to 10 −6 , respectively. The other parameters such as population size, mutation operator and maximum iteration are set based on empirical performance, the detail is demonstrated in Table 1 . In addition, the results of empirical performances show that the mutation operators such as best/1 or best/2 will be employed depend on the kind of data set. Besides, the explicit expression of pdfs will be provided in case its function being known; otherwise, the kernel density estimation will be employed for arbitrarily distributed data such as the Example 3 and Example 4. The kernel formula is presented as follows.
where n is the total of input pdfs; h is the bandwidth or smooth parameter; K is the kernel function; x (i) is the estimated values.
In this paper, the kernel function is selected as the Gaussian kernel and the bandwidth is chosen based on Scott's suggestion [45] .
A. EXAMPLE 1 a) Given F consists of 100 univariate normal pdfs F =
with all the variances equal to 1 and the means are given by: The pdfs of 100 univariate normal distributions are demonstrated in Fig. 2 . From the figure, it can be seen that the number of suitable clusters for all 100 pdfs is 3 as follows:
The clustering results of the DE-CDF and other methods are listed in Table 2 . It is seen that the DE outperforms the compared algorithms, except the Chen's algorithm. The misclustering rate of the proposed method is 0% while that of MI-LXPM method is fairly high. A similar statistic is seen in case of VoVan and PhamGia's method. Therefore, it can be observed that DE algorithm and Chen's algorithm are more appropriate to tackle this problem than the remaining ones.
b) An expansion up to 200 pdfs instead of 100 pdfs with variances 1 and means are enumerated as follows. 200 pdfs are estimated from these parameters are demonstrated in Fig. 3 . As can be seen from the graph that the pdfs are more overlapping, especially between the clusters 1 and cluster 2. The numerical result of all algorithms is shown in Table 3 . A nominal partition can be suggested as: It is noticed that almost algorithms do not perform well in this case, an exception for Chen's algorithm. For example, MI-LXPM-CDF as well as VoVan and Pham Gia's method deduces the worst result with lowest ARI values, −0.018 and 0.269 respectively. The proposed method is a little better but still far inferior to Chen's algorithm with ARI being 1.
In conclusion, the performance of the proposed algorithm is comparable with that of Chen's algorithm and more superior to that of two remaining algorithms in the first case. However, for the second case, the best performance is belonged to the Chen's algorithm; the proposed method ranked second.
B. EXAMPLE 2
This example is more complex than the first one because of dynamic overlap areas in different cases. The dataset includes 100 pdfs with uniform distribution f (x) = 1 b−a on the interval [0, 1000]. All pdfs are separated into two clusters with 50 pdfs (Fig. 4) for each cluster. The pdfs of two clusters are defined as follows
Next, the mixture of these pdfs is created by putting the first class g 1 = f 1 and the second class g 2 = λf 1 + (1 − λ)f 2 with λ are drawn within {0.1, 0.2, 0.3, 0.4}. Fig. 5 and Fig. 6 illustrate two clusters g 1 and g 2 in the cases of λ = 0.1, λ = 0.2, λ = 0.3 and λ = 0.4, respectively. It can be observed that when the value of λ increases, the overlap area between two clusters becomes larger. As a result, it leads to more complex problem. The clustering results of DE-CDF and other algorithms are shown in Table 4 . It is obviously that the proposed algorithm performs well in all cases of λ with misclustering rate 0%. In contrast, most of the other algorithms do not give the best results, except Chen's algorithm in [11] . For instance, k-means gives the worst result by the largest misclustering rate in all algorithms. Also, the DE-CDF outperforms the MI-LXPM-CDF, a member of the evolutionary family. The MI-LXPM shows its disadvantage when it trapped in the local solution. Especially, the last case has the serious misclustering rate, over than 45%. This confirms the feasibility and efficiency of proposed algorithm for solving CDF with large overlap areas.
C. EXAMPLE 3
Every day, in visual database, there are a lot of offensive images, even pornographic ones. This can effect significantly to many social problems as cybersex addiction [46] . Therefore, detecting sexy images in Internet is a crucial requirement for the Internet filter solution [47] . Hence, in this example, we utilize the DE-CDF to tackle this issue. In particular, the real dataset of 151 color images is examined. These images are mostly downloaded from the Internet and separated into two categories: sexy image and non-sexy one. A quantity of 52 images is contained in the first category and that of 99 images is in the second category. Two sample of these kinds are illustrated in Fig. 7 . To address image object, all images need to be transformed into digital data first, an pdf estimation based on these data is executed later. The pdfs of all images are illustrated in Fig. 8 . As can be seen from the figure, the nominal partition is:
The numerical result is demonstrated in Table 5 . In contrast to the simulated data set, performance of Chen's algorithm shows the disadvantage in complex data set like image one. Meanwhile, the good performances are witnessed in case of evolutionary computing-based approaches. For instance, although MI-LXPM-CDF has not performed well in previous examples, it has shown an acceptable performance in this case with ARI ranked as the 2 nd position. Moreover, its neighbor, DE-CDF, is even more superior, first place regarding ARI value. Therefore, this reveals a potential application of the proposed method in internet security, detecting images for example. 
D. EXAMPLE 4
In this example, one more real application is extended to deal with the traffic problem. Commonly, traffic congestion is always a headache problem in Asian countries, and so is Vietnam. Specially, in rush hour, this problem is likely more complicated. Involving this problem, the paper contributes one solution by applying the proposed algorithm to observe the traffic state on the road in front of the Ton Duc Thang University (TDTU). A number of 100 digital images extracted from the short video in front of Ton Duc Thang University is considered. Nevertheless, how to determine a satisfied number of clusters would be a concern. The main reason is that the data is collected in two different moments, one is at daytime and other is at night. Therefore, it would be appropriate if supposing there are two clusters for this 41332 VOLUME 6, 2018 data set: TDTU at daytime and TDTU at night. However, one more case should be considered. As aforementioned, traffic congestion is commonly a main concern in Vietnam, looking into some pictures of the data set in Fig. 9 , 2 clusters can be separated from the cluster of TDTU at daytime: TDTU at daytime with traffic jam and TDTU at daytime with nontraffic jam. Therefore, two contexts with different number of clusters are considered in this example. Firstly, a data set including 2 clusters: TDTU at daytime and TDTU at night will be performed. Next, a data set consisting of 3 clusters: TDTU at daytime with traffic jam, TDTU at daytime with non-traffic jam and TDTU at night is executed later. The pdfs estimated in case of 2 and 3 clusters are respective presented in Fig. 10 and Fig. 11 . The numerical result of all situations is listed in Table 6 and Table 7 . Two nominal partitions corresponding two cases could be supposed as follows: Case 1: 2 clusters
Case 2: 3 clusters
In case of 2 clusters, observing ARI value plus misclustering rate of numerical result of all algorithms in Table 6 , it is notice that evolutionary computing-based algorithms achieve a good performance. Specially, DE-CDF's performance ranks first, following by MI-LXPM-CDF which both achieve ARI greater than 0.9. In contrast, a worse performance is witnessed in Chen's performance and VoVan and PhamGia's one with ARI lower than 0.2, an unexpected performance. In case of 3 clusters, most algorithms do not perform well. Chen's performance is the worst with ARI being 0, better is MI-LXPM's performance with ARI being 0.003. More improvement is seen in the VoVan and PhamGia's performance with ARI nearly 0.4. Besides, the proposed algorithm DE-CDF outperforms a little with average ARI being 0.464. However, the best ARI of DE-CDF's performance recorded is approximately 0.9 reflecting the match level between the nominal partition with the produced one. Anyway, more clusters demand more difficult task to separate. Besides, these clusters are quite overlapped as shown in Fig. 11 , especially between cluster of TDTU at daytime with traffic jam and TDTU at daytime with non-traffic jam. Therefore, hardly can all algorithms perform well in this context.
From what has been drawn, it makes sense if data set is divided into two clusters regarding accuracy. However, desiring to explore more about the data, three clusters are also suggested here. Based on these clusters, some features could be detected and be useful. For example, observing the 3 rd group of second case, one can guess this is kind of images representing for traffic congestion at daytime. However, the traffic congestion is unlikely to happen at night so that number of clusters is 2 or 3 recommended here instead of 4. VOLUME 6, 2018 E. SOME DISCUSSIONS Through some numerical results as well as algorithm's performance, some main discussions for the proposed algorithm can be mentioned as follows.
For simulated data sets, DE-CDF really works well with data of 100 pdfs having univariate normal distribution and uniform distribution in Example 1 and Example 2 respectively. That are the cases when number of objects is in medium level and clusters are fairly balance, good defined. Nevertheless, just an acceptable performance of DE-CDF is witnessed in the case of enlargement of Example 1 to 200 pdfs having same distribution. Selecting mutation scheme is probably one of the reasons that explains for this performance. The best/1 is employed there rather than best/2 for this case to get trade-off between the quality of solution and computational burden. However, best/1 is a little inferior to best/2 and easier to trap in local solution so that the numerical result is not really good as expected. In conclusion, if one just desires to detect the structure of data in reasonable time but fair accuracy, the mutation scheme like best/1 would be a good choice. In contrast, if one intends to have more precise result, best/2 would be more advantage but increasing computational cost is inevitable.
For real data set in this paper, DE-CDF has shown its superiority in application to real problems. Especially, DE-CDF tends to prefer image objects to other algorithms. For instance, although Chen's algorithm performs well in simulated data sets, it presents a bad performance in real data due to easily sticking into local solution to converge to just one cluster as shown in Fig. 12 . In contrast, DE-CDF has revealed its potential applications in such data sets. In two last examples, its performance mostly maintains in the first rank in terms of ARI and misclustering. Notice that the best/2 mutation scheme is utilized in these examples so that the accuracy of numerical result is enhanced. Moreover, the objects of the examples are fairly numerous, and clusters are considerably overlapped, less defined, which sets more challenges for algorithms to deduce a satisfied result. Hence, a good performance of DE-CDF in two last examples partly confirms the success of application of DE to clustering problem. 
VI. CONCLUSION
This paper introduces a new approach using DE for CDF, namely DE-CDF. In addition, the transformation of the clustering problem of pdfs to an optimization problem is presented in detail. In the optimization problem, the objective function is to minimize the SF index, which is formulated by using the chromosome representation, and the design variable is the name of the cluster in which pdfs are assigned to. In addition, the original DE algorithm is adjusted at mutation phase to handle discrete design variables in this case. Through four numerical examples, it reveals that the proposed approach outperforms a lot of compared approaches in the literature. The misclustering rate and ARI value are mostly smallest in all cases. More specially, in term of the application of evolutionary techniques in CDF, it almost gives better results than the state-of-the-art clustering method-MI-LXPM. In the future work, the extension of this approach for various clustering problems of pdfs with different validity measure indexes will be studied. He has authored over 100 journal papers ISI, finished four national basic research projects, and co-edited two books. His research interests include numerical methods, computational mechanics, structural optimization, reliability analysis, intelligent computation, and structural health monitoring. His H-index is now 35 (on Scopus) with nearly 4200 citations. He received the Silver Medal upon graduation from Bach Khoa University (VNU-HCM), the Master Scholarship from the University of Liege, the Ph.D. Scholarship from NUS, the President Graduate Fellowship from NUS, and the Best Ph.D. Thesis Award and many excellence research awards from VNU-HCM and TDTU. He is the Deputy Editor-in-Chief of the Journal of Advanced Engineering and Computation and also an invited reviewer for many international and national journals. In addition, he is also an invited speaker of many programs about soft skills related to studying methods, research methods, and high performance.
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