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1Abstract
Sequential and Adaptive Inference Based on Martingale Concentration
by
Steven R. Howard
Doctor of Philosophy in Statistics
University of California, Berkeley
Professor Jon McAuliffe, Co-chair
Professor Jasjeet Sekhon, Co-chair
Randomized experiments hold a well-deserved place at the top of the hierarchy of
scientific evidence, and as such have received a great deal of attention from the
statistical research community. In the simplest setting, a fixed group of subjects is
available to the experimenter, who assigns one of two treatments to each subject via
randomization, then observes corresponding outcomes. The goal is to draw inference
about the effect of the experimental treatment on the observed outcome.
Classical, frequentist statistical inference provides a powerful set of tools for this
fixed-sample setting. We begin with an observed sample of some deterministic size
and seek procedures which yield valid hypothesis tests, p-values, and confidence
intervals—for example, a t-test of the null hypothesis that the experimental treat-
ment has no effect, on average, or a corresponding confidence interval for the average
treatment effect. The fixed-sample paradigm demands that we plan the experiment
ahead of time, including the size of the experimental sample and the exact hypotheses
to be tested, and that we adhere rigidly to this plan.
In contrast, modern data analysis demands adaptivity. In particular, often the sam-
ple we choose to analyze is itself selected on the basis of observed data. For example,
in an online A/B test, we may observe an ongoing stream of visitors enrolled into an
experiment, so that the experimental sample is growing over time. The final exper-
imental sample will include all of the visitors observed up to the time we decide to
stop the experiment. The decision to stop could be made adaptively, by monitoring
2observed results and stopping early if a strong effect is observed, later if not. This
is the realm of sequential, as opposed to fixed-sample, analysis.
There are many other kinds of adaptivity that arise in practice. A second example
is in the analysis of nonrandomized, or observational, studies of causal effects. In
testing for statistical evidence of an effect, we may choose to focus on a subpopulation
which we believe to be highly affected by the treatment of interest. For example, in
studying the effect of fish consumption on mercury levels in the blood, we may focus
on individuals whose diets are especially high in fish. Classical statistics requires that
we define precisely which diets will be classified as “especially high in fish” before
we analyze outcomes, but experimenters may prefer for this choice to be guided by
the observed outcomes themselves.
In both of the above examples—the sequential stopping of a randomized experi-
ment and the adaptive choice of subgroup in an observational study—the use of
fixed-sample methods, which do not account for adaptivity, will lead to violations of
statistical guarantees such as false positive control. These violations are commonly
included under the label “p-hacking” and have received much blame for the lack of
reproducibility in various fields of scientific research. Fortunately, alternative statis-
tical methods are available, methods that explicitly account for adaptivity to yield
robust inference while placing fewer restrictions on the researcher. Such methods are
the ultimate aim of the present work.
This thesis develops a framework for constructing sequential and adaptive statis-
tical procedures by taking advantage of the time-uniform concentration properties
of certain martingales. Chapter 1 begins by laying out a mathematical framework
for the derivation of time-uniform concentration inequalities for various classes of
martingales. This framework unifies and strengthens a plethora of results from the
exponential concentration literature and provides a toolbox for developing sequen-
tial and adaptive statistical procedures. The remaining three chapters develop such
procedures.
Chapter 2 builds upon the techniques of Chapter 1 to develop uniform concentra-
tion bounds which are somewhat more analytically and computationally complex
but are much more useful for statistical applications. We frame these methods in
terms of confidence sequences, that is, sequences of confidence intervals that are uni-
formly valid over an unbounded time horizon. One of the key results of this work
is an empirical-Bernstein confidence sequence which provides a time-uniform, non-
parametric, and non-asymptotic analogue of the t-test applicable to any distribution
with bounded support. We explore applications to sequential estimation of average
3treatment effects in a randomized experiment, our first example above, as well as
sequential estimation of a covariance matrix.
Chapter 3 applies ideas from Chapters 1 and 2 to develop methods for the two
related problems of estimating quantiles and estimating the entire cumulative distri-
bution function, based on i.i.d. samples. We present confidence sequences for these
estimands which are valid uniformly over time for any distribution, and we explore
applications to A/B testing and best-arm identification when objectives are based on
quantiles rather than means. Finally, Chapter 4 explores an application of uniform
martingale concentration to the second example given above, the adaptive choice of
subgroup within the analysis of an observational study. We introduce Rosenbaum’s
sensitivity analysis framework for observational studies, and show how our procedure
yields qualitative improvements over existing methods within this framework.
The martingale-based inferential methods we explore in this work trace their origins
to Abraham Wald’s work on the sequential probability ratio test during the 1940s,
as well as to pioneering extensions developed in the late 1960s and early 1970s by
Herbert Robbins, Donald Darling, David Siegmund, and Tze Leung Lai, not to men-
tion many others. However, despite the decades of relevant literature, we believe
most of the potential of the core ideas has yet to be realized. The key to unlocking
this potential, we hope, is a fuller understanding of the nonparametric applicability
of these methods, a detailed study of their implementation and tuning in practice,
and an exploration of their utility beyond the sequential setting. While we propose
several procedures that have immediate practical utility, we hope the larger contri-
bution of the work will be as a first step towards a deeper appreciation of the power
of martingale-based methods for adaptive inference, and ultimately to the develop-
ment of a new class of statistical procedures which permit the kinds of adaptivity
contemporary data analysts desire.
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1Chapter 1
Exponential line-crossing
inequalities
We begin by developing a class of exponential bounds for the probability that a mar-
tingale sequence crosses a time-dependent linear threshold. Our key insight is that
it is both natural and fruitful to formulate exponential concentration inequalities
in this way. We illustrate this point by presenting a single assumption and a single
theorem that together unify and strengthen many tail bounds for martingales, includ-
ing classical inequalities (1960-80) by Bernstein, Bennett, Hoeffding, and Freedman;
contemporary inequalities (1980-2000) by Shorack and Wellner, Pinelis, Blackwell,
van de Geer, and de la Pen˜a; and several modern inequalities (post-2000) by Khan,
Tropp, Bercu and Touati, Delyon, and others. In each of these cases, we give the
strongest and most general statements to date, quantifying the time-uniform concen-
tration of scalar, matrix, and Banach-space-valued martingales, under a variety of
nonparametric assumptions in discrete and continuous time. In doing so, we bridge
the gap between existing line-crossing inequalities, the sequential probability ratio
test, the Crame´r-Chernoff method, self-normalized processes, and other parts of the
literature. Additionally, this chapter lays the foundation for most of the methods
developed in the remaining chapters.
1.1 Introduction
Concentration inequalities play an important role in probability and statistics, giving
non-asymptotic tail probability bounds for random variables or suprema of random
processes. In this chapter, we consider a method to bound the probability that a
martingale ever crosses a time-dependent linear threshold. We were motivated by the
CHAPTER 1. EXPONENTIAL LINE-CROSSING INEQUALITIES 2
fact that such bounds are the key ingredient in many sequential inference procedures.
We argue, however, that this formulation is materially better for the development of
exponential concentration inequalities, even in some non-sequential settings. We give
a master assumption and theorem which handle all of these cases, in discrete and
continuous time, for scalar-valued, matrix-valued, and smooth Banach-space-valued
martingales. By unifying and organizing dozens of results, we illustrate how these
results relate to one another and highlight the specific ingredients contributed by
each author. Our improvements to existing results come in the form of weakened
assumptions, extension of fixed-time or finite-horizon bounds to infinite-horizon uni-
form bounds, and improved exponents.
Our main results are presented in full generality in the following section. To
motivate these results, we first contrast a small handful of well-known, concrete
results from the exponential concentration literature; see Section 1.1 for a more
detailed overview of the literature we draw upon. Throughout the chapter, most
of our results are presented for filtered probability spaces, and we use Et to denote
expectation conditional on the underlying filtration Ft at time t. For any discrete-
time process (Yt)t∈N, we write ∆Yt := Yt− Yt−1 for the increments. Finally, we write
Hd for the space of d × d Hermitian matrices. The relation A  B denotes the
semidefinite order on Hd, while λmax : Hd → R denotes the maximum eigenvalue
map.
Example 1.1. Unless indicated otherwise, let (St)
∞
t=0 be a real-valued martingale
with respect to a filtration (Ft)∞t=0, with S0 = 0.
(a) Three of the earliest and most well-known results for exponential concentration
are attributed to Bernstein, Bennett, and Hoeffding. Assume the increments
(∆St) are independent, and let vt :=
∑t
i=1 E(∆Si)2. We present Bernstein’s
inequality (Bernstein, 1927) in a widely used form (e.g., Boucheron et al., 2013,
Corollary 2.11): if, for some fixed m ∈ N and c > 0, the increments satisfy the
moment condition
∑m
i=1 E(∆St)k ≤ k!2 ck−2vm for all integers k ≥ 3, then for
any x > 0, we have
P (Sm ≥ x) ≤ exp
{
− x
2
2(vm + cx)
}
. (1.1)
Bernstein’s moment condition is easily seen to be satisfied if the increments
are bounded. Bennett (1962, eq. 8b) improved Bernstein’s result for bounded
increments: if ∆St ≤ 1 for all t, then for any x > 0 and m ∈ N, we have
P (Sm ≥ x) ≤
(
vm
x+ vm
)x+vm
ex. (1.2)
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Finally, Hoeffding (1963, eq. 2.3) gave a simplified result for increments bounded
from above and below: if |∆St| ≤ 1 for all t, then for any x > 0 and m ∈ N,
we have
P (Sm ≥ x) ≤ e−x2/2m. (1.3)
(b) Blackwell (1997, Theorem 1): if |∆St| ≤ 1 for all t, then for any a, b > 0, we
have
P(∃t ∈ N : St ≥ a+ bt) ≤ e−2ab. (1.4)
Relative to Hoeffding’s inequality, Blackwell removes the assumption of in-
dependent increments, though this possibility was noted by Hoeffding him-
self (Hoeffding, 1963, p. 18). More importantly, Blackwell replaces the event
{Sm ≥ x} for fixed time m with the time-uniform event {∃t ∈ N : St ≥ a+ bt}.
To see that Blackwell’s result recovers and strengthens that of Hoeffding, set
a = x/2, b = x/2m and note that Blackwell’s uniform bound recovers Hoeffd-
ing’s bound at time t = m, so that Blackwell obtains the same probability
bound for a larger event.
(c) Freedman (1975, Theorem 1.6): if |∆St| ≤ 1 for all t, then writing Vt :=∑t
i=1 Var (∆Si | Fi−1), for any x,m > 0 we have
P (∃t ∈ N : Vt ≤ m and St ≥ x) ≤
(
m
x+m
)x+m
ex. (1.5)
Similar to Bernstein’s and Bennett’s inequalities, but unlike those of Hoeffding
and Blackwell, Freedman’s inequality measures time in terms of a predictable
quantity, the accumulated conditional variance Vt, rather than simply the num-
ber of observations t. Freedman’s inequality bounds the deviations of (St)
uniformly over time, but only up to the finite time horizon defined by Vt ≤ m.
(d) de la Pen˜a (1999, Theorem 6.2, eq. 6.4): if the increments are conditionally
symmetric, that is, ∆St ∼ −∆St | Ft−1 for all t, then letting Vt =
∑t
i=1 ∆S
2
i ,
for any α ≥ 0 and β, x,m > 0 we have
P
(
∃t ∈ N : Vt ≥ m and St
α + βVt
≥ x
)
≤ exp
{
−x2
(
β2
2m
+ αβ
)}
. (1.6)
A remarkable feature of this result is that we measure time via the adapted
quantity Vt. Unlike Freedman’s inequality, which uses the true conditional
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variance to measure time, de la Pen˜a’s inequality relies only on empirical quan-
tities. In further contrast to Freedman’s inequality, de la Pen˜a’s bound holds
uniformly over Vt ≥ m rather than Vt ≤ m, and we bound the deviations of
the self-normalized process St/(α + βVt).
(e) Tropp (2012, Theorem 6.2): departing from the above results for real-valued
martingales, here we begin with a martingale (Yt)t∈N taking values in Hd.
Assume that the increments ∆Yt are independent and, for some fixed c >
0 and Hd-valued sequence (Wt)t∈N, the moments of the increments satisfy
E
(
∆Skt
∣∣ Ft−1)  k!2 ck−2∆Wt for all t and all k ≥ 2. Then, writing St =
γmax(Yt) and Vt = γmax(Wt), for any x > 0 and t ≥ 1, we have
P (St ≥ x) ≤ d · exp
{
− x
2
2(Vt + cx)
}
. (1.7)
This elegant result extends Bernstein’s inequality to the matrix setting. Note
the prefactor of d that appears when we bound the deviations of the maximum
eigenvalue of a d× d matrix-valued process.
(f) Finally, we recall a textbook result for Brownian motion (e.g., Durrett, 2017,
Exercise 7.5.2): if (St)t∈(0,∞) is a standard Brownian motion, then for any
a, b > 0, we have
P(∃t ∈ (0,∞) : St ≥ a+ bt) = e−2ab. (1.8)
The result closely resembles Blackwell’s inequality for discrete-time martingales
with bounded increments, but here we have an equality.
Clearly, these results have much in common with each other and with myriad
other results from the exponential concentration literature. Examining the proofs,
we find many shared ingredients which are now well known: the notions of sub-
Gaussian and sub-exponential random variables, the Crame´r-Chernoff method, the
large-deviations supermartingale, and so on. Nonetheless, there are enough differ-
ences among the results and their proofs to leave us wondering whether these results
are merely similar in appearance, or whether they are all special cases of some un-
derlying, general argument.
In this chapter, we give a framework which formally unifies the above results
along with many others. Our framework consists of two pieces. First, we crystallize
the notion of a sub-ψ process (Definition 1.1), a sufficient condition general enough to
encompass a broad set of results not previously treated together, yet specific enough
to derive a useful set of equivalent concentration inequalities. This definition provides
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This chapter’s Theorem 1.1(b)
This chapter’s
Theorem 1.1(c,d)
Freedman-style inequalities,
such as (1.5)
de la Pen˜a-style inequalities,
such as (1.6)
implies implies
imply each other
do not imply
each other
Figure 1.1: This chapter’s Theorem 1.1 implies both Freedman-style inequalities
such as (1.5) and de la Pen˜a-style inequalities such as (1.6). Refer also to Figures 1.4
and 1.5 for visualizations of these implications.
a convenient categorization of exponential concentration results into sub-Bernoulli,
sub-Gaussian, sub-Poisson, sub-exponential, and sub-gamma bounds. Second, we
give a generalization of the Crame´r-Chernoff argument, Theorem 1.1. This result
yields strengthened versions of many existing inequalities and illustrates equivalences
among different forms of exponential bounds. For example, Theorem 1.1 strengthens
both “Freedman-style” inequalities such as (1.5) and “de la Pen˜a-style” inequalities
such as (1.6) to hold uniformly over all time, and in these strengthened forms, the
two styles of inequality are shown to be equivalent, as depicted in Figure 1.1. We
remark that the seminal works from which these examples are drawn, like others
referenced below, include many other important contributions, and our claims about
Theorem 1.1 refer only to the particular inequalities cited from each work.
Once the framework is in place, the proof of the main result follows using tools
from classical large-deviation theory (Dembo and Zeitouni, 2010). We construct a
nonnegative supermartingale as in Freedman (1975), and we obtain a bound on its
entire trajectory using Ville’s maximal inequality (Ville, 1939). We invoke Tropp’s
ideas (Tropp, 2011) to extend the results to the matrix setting. The equivalences that
follow from optimizing linear bounds are obtained using convex analysis (Rockafellar,
1970). By drawing together various proof ingredients from different sources, we
elucidate previously unrecognized connections, for example demonstrating how self-
normalized matrix inequalities follow easily upon combining ideas from the literature
on self-normalized processes with those from matrix concentration.
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Chapter organization
Section 1.2 lays out our framework for exponential line-crossing inequalities. Specifi-
cally, we formally state Definition 1.1 and Theorem 1.1 that together describe a novel
formulation of the Crame´r-Chernoff method. After stating Theorem 1.1, we give a
quick overview of existing results which can be recovered in our framework and the
improvements thus obtained. A short proof of our master theorem comes next, and
following some remarks, we provide three simple, illustrative examples.
Sections 1.3 and 1.4 are devoted to a catalog of important results from the litera-
ture on exponential concentration which fit into our framework, often yielding results
which are stronger than those originally published. In Section 1.3, we consider the
maximum-eigenvalue process of a matrix-valued martingale and enumerate useful
sufficient conditions for such a process to be sub-ψ, collecting and in some cases
generalizing a variety of ingenious results from the literature. Section 1.4 examines
various instantiations of our master theorem, obtaining corollaries by combining one
of the sufficient conditions from Section 1.3 with one of the four equivalent conclu-
sions of Theorem 1.1. These illustrate how our framework recovers and strengthens
existing exponential concentration results. We discuss sharpness, another geometri-
cal insight, and future work in Section 1.5. Proofs of most results are in Section 1.6.
Historical context
To aid the reader, we give here some historical context for the existing results dis-
cussed below. This is not intended to be a comprehensive history of the literature
on exponential concentration, and we focus on the specific results discussed in Sec-
tion 1.4, giving pointers to further references as appropriate.
The Crame´r-Chernoff method takes its name from the works of Crame´r (1938) and
Chernoff (1952). Both of these authors were concerned with a precise characterization
of the asymptotic decay of tail probabilities beyond the regime in which the central
limit theorem applies; Crame´r provided the first proof of such a “large deviation
principle”, while Chernoff gave a more general formulation and placed more emphasis
on the non-asymptotic upper bound which is our focus. These results spawned a
vast literature on large deviation principles, with the goal of giving sharp upper
and lower bounds on the limiting exponential decay of certain probabilities under a
sequence of measures; see Dembo and Zeitouni (2010) for an excellent presentation
of this literature. Our focus, on non-asymptotic upper bounds for nonparametric
classes of distributions, is rather different, though such upper bounds often make an
appearance in proofs of large deviation principles.
CHAPTER 1. EXPONENTIAL LINE-CROSSING INEQUALITIES 7
Bernstein was perhaps the earliest proponent of the sort of exponential tail bounds
that are the focus of this chapter, having proposed his famous inequality in 1911,
according to Prokhorov (1995); see also Craig (1933), Uspensky (1937, ch. 10, ex.
12-14, pp. 204-205) and Bernstein (1927), though the last source appears rather
inaccessible. The modern theory of exponential concentration began to take shape in
the 1960’s, as (using the terminology of this chapter, from Section 1.3) Bennett (1962)
improved Bernstein’s sub-gamma inequality to sub-Bernoulli and sub-Poisson ones
for random variables bounded from above. Hoeffding (1963) gave alternative sub-
Bernoulli and sub-Gaussian bounds for random variables bounded from both above
and below. For further references on this line of work, see Boucheron et al. (2013),
whose treatment of the Crame´r-Chernoff method has been invaluable in formulating
our own framework, as well as McDiarmid (1998).
Godwin (1955, p. 936) reports that Bernstein generalized his inequality to de-
pendent random variables. Hoeffding (1963, pp. 17-18) considered the generalization
of his sub-Bernoulli and sub-Gaussian bounds to martingales and the possibility of
finite-horizon uniform inequalities based on Doob’s maximal inequality; the martin-
gale generalization was later explored by Azuma (1967). Freedman (1975) extended
Bennett’s sub-Poisson bound to martingales, giving a uniform bound subject to
a maximum value of the predictable quadratic variation of the martingale. This
“Freedman-style” bound has been generalized to other settings in many subsequent
works (de la Pen˜a, 1999; Khan, 2009; Tropp, 2011; Fan et al., 2015).
The extension of these methods to matrix-valued processes, via control of the ma-
trix moment-generating function, originated with Ahlswede and Winter (2002). The
method was refined by Christofides and Markstro¨m (2007), Oliveira (2010a,b) and
then by Tropp (2011, 2012), whose influential treatment synthesized and improved
upon past work, generalizing many scalar exponential inequalities to operator-norm
inequalities for matrix martingales. We have incorporated Tropp’s formulation into
our framework, and we focus on his theorem statements for our matrix bound state-
ments. See Tropp (2015) for a recent exposition and further references.
There is a long history of investigation of the concentration of Student’s t-statistic
under non-normal sampling. Efron (1969) gives many references to early work. He
also shows, by making use of Hoeffding’s sub-Gaussian bound, that the equiva-
lent self-normalized statistic (
∑
iXi) /
√∑
iX
2
i satisfies a 1-sub-Gaussian tail bound
whenever the Xi satisfy a symmetry condition, a result he attributes to Bahadur
and Eaton (Efron, 1969, p. 1284). Starting with Logan et al. (1973), there has
been a great deal of work on limiting distributions and large deviation principles
for self-normalized statistics; see Shao (1997) and references therein. In terms of
exponential tail bounds, de la Pen˜a (1999) explored general conditions for bounding
the deviations of a martingale, introduced new decoupling techniques (cf. de la Pen˜a
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and Gine´, 1999), and showed that any martingale with conditionally symmetric incre-
ments satisfies a self-normalized sub-Gaussian bound with no integrability condition.
This work laid the foundation for the type of self-normalized exponential inequalities
which we explore in this chapter. These methods were extended by de la Pen˜a et al.
(2000, 2004), which introduced a general supermartingale “canonical assumption”
that is a key precursor of our sub-ψ condition, and initiated a flurry of subsequent
activity on self-normalized exponential inequalities (cf. de la Pen˜a et al., 2007; de la
Pen˜a, Klass and Lai, 2009). We note in particular inequality (3.9) of de la Pen˜a
et al. (2001), which gives an infinite-horizon boundary-crossing inequality based on a
mixture extension of their canonical assumption, as well as the multivariate inequal-
ities (3.24) (for a t-statistic) and (3.29) (for general mixture boundaries) given by
de la Pen˜a, Klass and Lai (2009). Bercu and Touati (2008) gave a self-normalized
sub-Gaussian bound without symmetry by incorporating the conditional quadratic
variation, requiring only finite second moments, and some ingenious further exten-
sions have been given by Delyon (2009), Fan et al. (2015), and Bercu et al. (2015),
many of which we include in our collection of sufficient conditions for a process to
be sub-ψ (Section 1.3). See de la Pen˜a, Lai and Shao (2009) and Bercu et al. (2015)
for further references.
Ville’s maximal inequality for nonnegative supermartingales, the technical un-
derpinning of Theorem 1.1, originates with Ville (1939, p. 101). It is commonly
attributed to Doob, though Doob acknowledged Ville’s priority extensively in his
works, e.g., Doob (1940, pp. 458-460). Mazliak and Shafer (2009) contains further
historical discussion and sources.
1.2 Main results
Let (St)t∈T ∪{0} be a real-valued process adapted to an underlying filtration (Ft)t∈T ∪{0},
where either T = N for discrete-time processes or T = (0,∞) for continuous-time
processes. In continuous time, we assume (Ft) satisfies the “usual hypotheses”,
namely, that it is right-continuous and complete, and we assume (St) is ca`dla`g; see,
e.g., Protter (2005). In a statistical setting, we may think of (St) as a summary
statistic accumulating over time, for example a cumulative sum of observations,
whose deviations from zero we would like to bound under some null hypothesis. In
this setting, a bound on the deviations of (St) holding uniformly over time can be
used to construct an appropriate sequential hypothesis test, a special case of which
is Wald’s sequential probability ratio test discussed in Section 1.4. We first explain
our key condition on (St), the sub-ψ condition. We then state, prove, and interpret
our master theorem, followed by some more detailed examples of its application.
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The sub-ψ condition
Our key condition on (St) is stated in terms of two additional objects. The first object
is a real-valued, nondecreasing process (Vt)t∈T ∪{0}, also adapted to (Ft) (and ca`dla`g
in the continuous-time case), an “accumulated variance” process which serves as a
measure of intrinsic time, an appropriate quantity to control the deviations of St from
zero (Blackwell and Freedman, 1973). The second object is a function ψ : R≥0 →
R, reminiscent of a cumulant-generating function, which quantifies the relationship
between St and Vt. The simplest case is when St is a cumulative sum of i.i.d.,
real-valued, mean-zero random variables with distribution F , in which case we take
Vt = t and let ψ(λ) = log
∫
eλx dF (x) be the CGF of F . Our key condition requires
that St is unlikely to grow too quickly relative to intrinsic time Vt; it generalizes
developments from Freedman (1975); de la Pen˜a et al. (2004); Tropp (2011), and
others.
Definition 1.1 (Sub-ψ process). Let (St)t∈T ∪{0} and (Vt)t∈T ∪{0} be two real-valued
processes adapted to an underlying filtration (Ft)t∈T ∪{0} with S0 = V0 = 0 a.s. and
Vt ≥ 0 a.s. for all t ∈ T . For a function ψ : [0, λmax)→ R and a scalar l0 ∈ [1,∞), we
say (St) is l0-sub-ψ with variance process (Vt) if, for each λ ∈ [0, λmax), there exists
a supermartingale (Lt(λ))t∈T ∪{0} with respect to (Ft) such that L0(λ) ≤ l0 a.s. and
exp {λSt − ψ(λ)Vt} ≤ Lt(λ) a.s. for all t ∈ T . (1.9)
We often say simply that a process is sub-ψ, omitting l0 from our terminology
for simplicity. For all cases considered in this chapter, we have either l0 = 1, when
deriving one-sided bounds on scalar martingales; l0 = 2, when deriving bounds on the
norm of certain Banach-space-valued martingales; or l0 = d, when deriving bounds
on the maximum-eigenvalue process of a d × d matrix-valued martingale. We also
wish to point out that, although we often speak of a process (St) being sub-ψ, the
sub-ψ condition formally applies to the pair (St, Vt) and not to the process (St) alone,
so that meaningful statements are always made in the context of a specific intrinsic
time process (Vt).
Although Definition 1.1 may defy intuition upon first glance, we can motivate it
from several angles:
• Suppose St is a scalar-valued martingale whose deviations we wish to bound
uniformly over time. We might like to apply Ville’s maximal inequality (see
Section 1.2), but must first transform St into a nonnegative supermartingale.
It is natural to consider the exponential transform eλSt for some λ > 0, which
immediately yields a submartingale. Our task, then, is to find some appro-
priate ψ and (Vt) which “pull down” the submartingale so that the process
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exp {λSt − ψ(λ)Vt} is a supermartingale. Intuitively, the exponential process
exp {λSt − ψ(λ)Vt} measures how quickly St has grown relative to intrinsic
time Vt, and the free parameter λ determines the relative emphasis placed on
the tails of the distribution of St, i.e., on the higher moments. Larger values
of λ exaggerate larger movements in St, and ψ captures how much we must
correspondingly exaggerate Vt.
• Consider again the simple case in which St is a cumulative sum of i.i.d. draws
from a distribution F over the reals with mean zero and CGF ψ(λ) < ∞
for λ ∈ [0, λmax). Then, setting Vt = t, we may take Lt(λ) equal to the
exponential process exp {λSt − ψ(λ)t}, which is a martingale in this case, so
that the defining inequality of Definition 1.1 is an equality. The exponential
process may be interpreted as the likelihood ratio in an exponential family
passing through F with sufficient statistic St. See Example 1.2 for a more
detailed exposition of this setting and Section 1.4 for more on the connection
with exponential families.
• Alternatively, we may begin from the martingale method for concentration
inequalities (Hoeffding, 1963; Azuma, 1967; McDiarmid, 1998; Raginsky and
Sason, 2012, section 2.2), itself based on the classical Crame´r-Chernoff method
(Crame´r, 1938; Chernoff, 1952; Boucheron et al., 2013, section 2.2). The mar-
tingale method starts from an assumption such as E
(
eλ(Xt−E(Xt | Ft−1))
∣∣ Ft−1) ≤
eψ(λ)σ
2
t for all t ≥ 1 and λ ∈ [0, λmax). When ψ(λ) = λ2/2 and λmax = ∞
(and the condition holds for λ < 0 as well), this is the definition of a condi-
tionally sub-Gaussian random variable with variance parameter σ2t . When
ψ(λ) = λ2/(2(1 − cλ)) and λmax = 1/c, we have the definition of a ran-
dom variable which is conditionally sub-gamma on the right tail with vari-
ance parameter σ2t and scale parameter c (Boucheron et al., 2013). Writing
St :=
∑t
i=1(Xi−Ei−1Xi) and Vt :=
∑t
i=1 σ
2
i , the process exp {λSt − ψ(λ)Vt} is
then a supermartingale for each λ ∈ R. For example, if ∆St ∈ [at, bt] for all t,
then (St) is 1-sub-ψ with ψ(λ) = λ
2/2 on λ ∈ [0,∞), and Vt =
∑t
i=1
(
b−a
2
)2
;
this fact underlies Example 1.1(a,b). Or, if St ≤ 1 for all t, then (St) is 1-sub-ψ
with ψ(λ) = eλ − λ− 1 on λ ∈ [0,∞), a fact which leads to Example 1.1(c).
• Unlike the martingale method assumption, Definition 1.1 allows (Vt) to be
adapted rather than predictable, which leads to a variety of self-normalized
inequalities (de la Pen˜a, 1999; de la Pen˜a et al., 2004; de la Pen˜a, Lai and
Shao, 2009; Bercu et al., 2015; Fan et al., 2015), for example yielding bounds
on the deviation of a martingale in terms of its quadratic variation. In this
context, Definition 1.1 is closely related to the “canonical assumption” of de la
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Pen˜a et al. (2004, eq. 1.6), which requires that exp {λSt − Φ(λVt)} is a super-
martingale for certain nonnegative, strictly convex functions Φ. We have found
it more useful to separate the second term into ψ(λ)Vt, though both formula-
tions yield interesting results. For example, if ∆St ∼ −∆St | Ft−1, then (St)
is 1-sub-ψ with ψ(λ) = λ2/2 over λ ∈ [0,∞), and Vt =
∑t
i=1 ∆S
2
t , from which
we may obtain Example 1.1(d).
• Also in contrast to de la Pen˜a et al. (2004), we allow the exponential process
to be merely upper bounded by a supermartingale, rather than being a super-
martingale itself; this permits us to handle bounds on the maximum eigenvalue
process of a matrix-valued martingale, using techniques from Tropp (2011). For
example, under the conditions of Example 1.1(e), the maximum eigenvalue pro-
cess (St) is d-sub-ψ with ψ(λ) = λ
2/[2(1−cλ)] on λ ∈ [0, 1/c). In this case, the
exponential process exp {λSt − ψ(λ)Vt} is not a supermartingale, but is up-
per bounded by the trace-exponential supermartingale tr exp {λYt − ψ(λ)Wt}.
The initial value of this trace-exponential process is l0 = d, which leads to the
pre-factor of d in the bound (1.7).
Section 1.3 collects a variety of sufficient conditions from the literature for a
process to be sub-ψ, including all of the examples given above. These conditions
illustrate the broad applicability of Definition 1.1 in nonparametric settings, i.e.,
those which restrict the distribution of (St) to some infinite-dimensional class, for
example all processes with bounded increments, or with increments having finite
variance. Even in such nonparametric cases, ψ is still a CGF of some distribution
in all of our examples, though this is not required for the most basic conclusion of
Theorem 1.1. Indeed, the full force of Theorem 1.1 comes into effect only when ψ
satisfies certain properties which hold for CGFs of zero-mean, non-constant random
variables (Jorgensen, 1997, Theorem 2.3):
Definition 1.2. A real-valued function ψ with domain [0, λmax) is called CGF-like if
it is strictly convex and twice continuously differentiable with ψ(0) = ψ′(0+) = 0 and
supλ∈[0,λmax) ψ(λ) =∞. For such a function we define b¯ = b¯(ψ) := supλ∈[0,λmax) ψ′(λ) ∈
(0,∞].
In many typical cases we have λmax =∞ and b¯ =∞. With Definitions 1.1 and 1.2
in place, we are ready to set up and state our main result in the following section.
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The master theorem
To state our main theorem on general exponential line-crossing inequalities, we will
make use of the following transforms of ψ:
The Legendre-Fenchel transform ψ?(u) := sup
λ∈[0,λmax)
[λu− ψ(λ)], for u ≥ 0.
The “decay” transform D(u) := sup
{
λ ∈ (0, λmax) : ψ(λ)
λ
≤ u
}
, for u ≥ 0.
The “slope” transform s(u) :=
ψ(ψ?′(u))
ψ?′(u)
, for u ∈ (0, b¯).
In the definition of D(u), we take the supremum of the empty set to equal zero
instead of the usual −∞. For u > 0, this case can arise in general, but not when ψ is
CGF-like. Note that D(u) can also be infinite. We call D(u) the “decay” transform
because it determines the rate of exponential decay of the upcrossing probability
bound in Theorem 1.1(a) below. We call s(u) the “slope” transform because it gives
the slope of the linear boundary in Theorem 1.1(b); this is defined only when ψ
is CGF-like. Defining s(0) = 0 and s(b¯) = b¯ when b¯ < ∞, we find that s(u) is
continuous, strictly increasing, and 0 ≤ s(u) < u on u ∈ [0, b¯) (see Lemma 1.2).
Our main theorem has four parts, each of which facilitates comparisons with a
particular related literature, as we discuss in Section 1.4. Recall Definition 1.1 of a
sub-ψ process and the underlying filtration (Ft) to which (St) and (Vt) are adapted.
Theorem 1.1. If (St) is l0-sub-ψ with variance process (Vt), then
(a) For any a, b > 0, we have
P (∃t ∈ T : St ≥ a+ bVt | F0) ≤ l0 exp {−aD(b)} .
Additionally, whenever ψ is CGF-like, the following three statements are equivalent
to statement (a).
(b) For any m > 0 and x ∈ (0,mb¯), we have
P
(
∃t ∈ T : St ≥ x+ s
( x
m
)
· (Vt −m)
∣∣∣ F0) ≤ l0 exp{−mψ? ( x
m
)}
.
(c) For any m > 0 and x ∈ (0, b¯), we have
P
(
∃t ∈ T : St
Vt
≥ x−
(
x− s(x)
Vt
)
· (Vt −m)
∣∣∣∣ F0) ≤ l0 exp {−mψ?(x)} .
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(d) For any m ≥ 0, x > 0 and b > 0, we have (below we take mb¯ = ∞ whenever
b¯ =∞)
P (∃t ∈ T : Vt ≥ m and St ≥ x+ b(Vt −m) | F0)
≤
{
l0 exp
{−(x− (b ∧ b¯)m)D(b)} , x > mb¯ or s ( x
m
)
> b
l0 exp
{−mψ? ( x
m
)}
, x ≤ mb¯ and s ( x
m
) ≤ b. (1.10)
We give a straightforward proof in Section 1.2 that uses only Ville’s maximal
inequality for nonnegative supermartingales (Ville, 1939) and elementary convex
analysis. Theorem 1.1 can be seen to unify and strengthen many known exponen-
tial bounds, showing that we lose nothing in going from a fixed-time to a uniform
bound. This includes classical inequalities by Hoeffding (Corollary 1.1a), Bennett
and Freedman (Corollary 1.1b), and Bernstein (Corollary 1.1c), along with their
matrix extensions due to Tropp and Mackey et al. (Corollary 1.1a-c); discrete-time
scalar line-crossing inequalities due to Blackwell (Corollaries 1.4 and 1.5) and Khan
(Section 1.4); self-normalized bounds due to de la Pen˜a (Corollaries 1.6 and 1.7),
Delyon (Corollary 1.8), Bercu and Touati (Corollary 1.8), and Fan (Corollary 1.9);
bounds for martingales in smooth Banach spaces due to Pinelis (Corollary 1.10);
continuous-time bounds due to Shorack and Wellner (Corollary 1.11) and van de
Geer (Corollary 1.11); and Wald’s sequential probability ratio test (Corollary 1.12).
Visualizations of how the bounds of Theorem 1.1 relate to Freedman’s and de la
Pen˜a’s inequalities are provided in Figures 1.4 and 1.5. For convenience, Table 1.1
lists the existing results we recover and our corresponding corollaries, along with
ways in which our analysis strengthens conclusions.
For the remainder of the chapter after Section 1.2, we will assume F0 is the
trivial σ-field and omit from our notation the conditioning on F0 in the results of
Theorem 1.1 and its corollaries.
Proof of Theorem 1.1
Throughout the proof, we write P0(·) for the conditional probability P ( · | F0). Ville’s
maximal inequality for nonnegative supermartingales (Ville, 1939; Durrett, 2017,
exercise 4.8.2) is the foundation of all uniform bounds in this chapter. It is an
infinite-horizon uniform extension of Markov’s inequality:
Lemma 1.1 (Ville’s inequality). If (Lt)t∈T ∪{0} is a nonnegative supermartingale with
respect to the filtration (Ft)t∈T ∪{0}, then for any a > 0, we have
P0 (∃t ∈ T : Lt ≥ a) ≤ L0
a
. (1.11)
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Existing result Our result [A] [B] [C] [D] [E]
Bernstein (1927) Corollary 1.1(c) X X X
Bennett (1962, eq. 8b) Corollary 1.1(b) X X X X
Hoeffding (1963, Theorem 2) Corollary 1.1(a) X X X
Freedman (1975, Theorem 1.6) Corollary 1.1(b) X X X
Shorack and Wellner (1986, eq. B.1) Corollary 1.11(b) X
Pinelis (1994, Theorems 3.4, 3.5) Corollary 1.10 X
van de Geer (1995, Lemma 2.2) Corollary 1.11(c) X X
Blackwell (1997, Theorem 1) Corollary 1.4(a) X X X
Blackwell (1997, Theorem 2) Corollary 1.5 X
Blackwell (1997, Theorem 2) Corollary 1.4(b) X X X
de la Pen˜a (1999, Thms. 6.1, 1.2B) Corollary 1.6 X X X
de la Pen˜a (1999, Theorem 6.2) Corollary 1.7 X X X
Bercu and Touati (2008, Thm. 2.1) Corollary 1.8 X X X
Delyon (2009, Theorem 4) Corollary 1.8 X X
Khan (2009, Theorem 4.2) Theorem 1.1(b) X X X
Khan (2009, Theorem 4.3) Theorem 1.1(d) X X X
Tropp (2011, Theorem 1.2) Corollary 1.1(b) X
Tropp (2012, Theorem 1.3) Corollary 1.1(a) X X
Tropp (2012, Theorem 1.4) Corollary 1.1(c) X
Mackey et al. (2014, Corollary 4.2) Corollary 1.1(a) X X
Table 1.1: Some existing results which are strengthened by Theorem 1.1, as detailed
in Section 1.4. For clarity, we enumerate the different ways in which we strengthen
or generalize existing results with the following mnemonics:
[A] Assumptions: we recover the result under weaker conditions on the distribu-
tional or dependence structure of the process.
[B] Boundary: we strengthen the result by replacing a fixed-time bound or a finite-
horizon constant uniform boundary with an infinite-horizon linear uniform
boundary which is everywhere at least as strong (i.e., low) as the fixed-time or
finite-horizon bound.
[C] Continuous time: we extend a discrete-time result to include continuous time.
[D] Dimension: we extend a result for scalar process to one forHd-valued processes,
recovering the scalar result at d = 1.
[E] Exponent: we improve the exponent in the result’s probability bound.
CHAPTER 1. EXPONENTIAL LINE-CROSSING INEQUALITIES 15
Applying Ville’s inequality to Definition 1.1 gives, for any λ ∈ (0, λmax) and
z ∈ R,
P0 (∃t ∈ T : exp {λSt − ψ(λ)Vt} ≥ ez) ≤ P0 (∃t ∈ T : Lt ≥ ez) ≤ L0e−z ≤ l0e−z.
(1.12)
To derive Theorem 1.1(a) from (1.12), fix a, b > 0 and choose λ ∈ [0, λmax) such that
ψ(λ) ≤ bλ, supposing for the moment that some such value of λ exists. Then
P0 (∃t ∈ T : St ≥ a+ bVt) = P0
(∃t ∈ T : exp {λSt − bλVt} ≥ eaλ)
≤ P0
(∃t ∈ T : exp {λSt − ψ(λ)Vt} ≥ eaλ)
≤ l0e−aλ,
applying (1.12) in the last step. This bound holds for all choices of λ in the set
{λ ∈ [0, λmax) : ψ(λ)/λ ≤ b}, so to minimize the final bound, we take the supremum
over this set, recovering the stated bound l0e
−aD(b) by the definition of D(b). If no
value λ ∈ [0, λmax) satisfies ψ(λ) ≤ bλ, then D(b) = 0 by definition, so that the
bound holds trivially. This shows that Definition 1.1 implies Theorem 1.1(a).
To complete the proof we will show that the four parts of Theorem 1.1 are equiv-
alent whenever ψ is CGF-like. We repeatedly use the well-known fact about the
Legendre-Fenchel transform that ψ′−1(u) = ψ?′(u) for 0 < u < b¯, which follows by
differentiating the identity ψ?(u) = uψ′−1(u) − ψ(ψ′−1(u)). We also require some
simple facts about ψ(λ)/λ:
Lemma 1.2. Suppose ψ is CGF-like with domain [0, λmax).
(i) ψ(λ)/λ < ψ′(λ) for all λ ∈ (0, λmax).
(ii) λ 7→ ψ(λ)/λ is continuous and strictly increasing on λ > 0.
(iii) infλ∈(0,λmax) ψ(λ)/λ = limλ↓0 ψ(λ)/λ = 0.
(iv) supλ∈(0,λmax) ψ(λ)/λ = limλ↑λmax ψ(λ)/λ = b¯.
(v) ψ(D(b))/D(b) = b for any b ∈ (0, b¯). That is, D(b) is the inverse of ψ(λ)/λ.
(vi) s(u) is continuous, strictly increasing, and 0 < s(u) < u for all u ∈ (0, b¯).
Proof of Lemma 1.2. To see (i), write ψ(λ) =
∫ λ
0
ψ′(t) dt < λψ′(λ), where the in-
equality follows since ψ is strictly convex so that ψ′ is strictly increasing. For (ii),
the function is continuous because ψ is continuous, and differentiating reveals it to
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be strictly increasing by part (i). L’Hoˆpital’s rule implies (iii) along with the as-
sumptions ψ(λ) = ψ′(λ) = 0 at λ = 0, and implies (iv) along with the CGF-like
assumption supλ ψ(λ) = ∞, which means ψ(λ) ↑ ∞ as λ ↑ λmax since ψ is con-
vex. Part (v) follows from the definition of D(·) and parts (ii), (iii) and (iv). To
obtain (vi), note that s is the composition of λ 7→ ψ(λ)/λ with ψ?′. Both of these
are continuous and strictly increasing, the former by part (ii) and the latter since
ψ?′ = ψ′−1 and ψ′ is continuous and strictly increasing by the CGF-like assumption.
As u ↓ 0, we have ψ?′(u) = ψ′−1(u) ↓ 0, so s(u) ↓ 0 since ψ(0) = ψ′(0+) = 0.
Likewise, if b¯ < ∞, then as u ↑ b¯, ψ?′(u) ↑ λmax and s(u) ↑ b¯. Hence s(u) is con-
tinuous as defined. Next, note that ψ(u) > 0 for u > 0 since ψ is strictly convex
with ψ(0) = ψ′(0+) = 0, and ψ?
′(u) = ψ′−1(u) > 0 since ψ′(λ) increases from zero
at λ = 0 to b¯ as λ ↑ λmax. Hence s(u) > 0 for u > 0. Finally, use part (i) to write
s(u) = ψ(ψ?′(u))/ψ?′(u) < ψ′(ψ?′(u)) = u, using the fact that ψ?′(u) = ψ′−1(u) for
u ∈ (0, b¯).
Lemma 1.2 allows us to prove the equivalences among the parts of Theorem 1.1
as follows.
• (a) ⇒ (b): Fix m > 0 and x ∈ (0,mb¯). Any line with slope b ∈ (0, x/m) and
intercept x− bm passes through the point (m,x) in the (Vt, St) plane, and part
(a) yields
P0 (∃t ∈ T : St ≥ x+ b(Vt −m)) ≤ l0 exp {−(x− bm)D(b)}
= l0 exp
{
−m
( x
m
·D(b)− ψ(D(b))
)}
using Lemma 1.2(v) in the second step. Now we choose the slope b to minimize
the probability bound. The unconstrained optimizer b? satisfies ψ
′(D(b?)) = x/m,
and a solution is guaranteed to exist by our restriction on x. This solu-
tion is given by D(b?) = ψ
′−1(x/m) = ψ?′(x/m). Hence b? = s(x/m) using
Lemma 1.2(v) and the definition of s(·). Lemma 1.2(vi) shows 0 < b? < x/m,
verifying that b? is feasible. Identify the Legendre-Fenchel transformation
ψ?(x/m) = (x/m)D(b?)− ψ(D(b?)) to complete the proof of part (b).
• (b)⇒ (c): Fix m > 0 and x ∈ (0, b¯) and observe that
P0
(
∃t ∈ T : St
Vt
≥ x−
(
x− s(x)
Vt
)
· (Vt −m)
)
= P0 (∃t ∈ T : St ≥ mx+ s(x) · (Vt −m)) .
Now applying part (b) with values m and mx yields part (c).
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• (c) ⇒ (a): Fix a, b > 0. Suppose first that b < b¯, and set x = ψ′(D(b)) and
m = a/(x− s(x)). Recalling ψ?′ = ψ′−1 we see that s(x) = ψ(D(b))/D(b) = b
by Lemma 1.2(v). Also, Lemma 1.2(vi) shows that m > 0. Now apply part (c)
to obtain
P0 (∃t ∈ T : St ≥ a+ bVt) ≤ l0 exp
{
−a · ψ
?(x)
x− s(x)
}
= l0 exp
{
−a · ψ
?(x) · ψ?′(x)
xψ?′(x)− ψ(ψ?′(x))
}
.
Recognizing the Legendre-Fenchel transform in the denominator of the final
exponent, we see that the probability bound equals l0 exp {−aψ?′(x)}. Again
using ψ?′(x) = ψ′−1(x) = D(b) yields part (a).
If instead b ≥ b¯, then the above argument yields
P0 (∃t ∈ T : St ≥ a+ bVt) ≤ inf
b′<b¯
P0 (∃t ∈ T : St ≥ a+ b′Vt) (1.13)
≤ l0 exp
{
−a sup
b′<b¯
D(b′)
}
. (1.14)
But supb′<b¯D(b
′) = λmax = D(b) from the definition of D(·).
• (a) ⇒ (d): Fix m ≥ 0 and x, b > 0. Observe that {∃t ∈ T : Vt ≥ m, St ≥
x + b(Vt − m)} ⊆ {∃t ∈ T : St ≥ x′ + b′(Vt − m)} for any 0 < x′ ≤ x and
0 < b′ ≤ b, so part (a) yields
P0 (∃t ∈ T : Vt ≥ m, St ≥ x+ b(Vt −m)) ≤ l0 exp {−(x′ − b′m)D(b′)} (1.15)
for any (x′, b′) in the feasible set {x′ ∈ (0, x], b′ ∈ (0, b] : x′ > mb′}. If x > mb¯,
then (x, b ∧ b¯) is feasible; note that D(b ∧ b¯) = D(b) by the definition of D(·).
If x ≤ mb¯ and b < s(x/m), then by Lemma 1.2(vi) and the definition s(b¯) := b¯,
we have b < x/m, so (x, b) is feasible and b ≤ b¯. Combining these two cases,
we have
P0 (∃t ∈ T : Vt ≥ m, St ≥ x+ b(Vt −m)) ≤ l0 exp
{−(x− (b ∧ b¯)m)D(b)}
(1.16)
whenever x > mb¯ or b < s(x/m), proving the first case in (1.10). On the other
hand, if x ≤ mb¯ and s(x/m) ≤ b, then (x′, s(x′/m)) is feasible for any x′ < x,
by Lemma 1.2(vi). This yields
P0 (∃t ∈ T : Vt ≥ m, St ≥ x+ b(Vt −m)) ≤ l0 exp
{
−mψ?
(
x′
m
)}
(1.17)
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as in part (b). We minimize the probability bound over x′ < x, noting that
supx′<x ψ
?(x′/m) = ψ?(x/m) since ψ? is increasing (as ψ is CGF-like) and
closed (Rockafellar, 1970, Theorem 12.2). This proves the second case in (1.10).
• (d)⇒ (a): set m = 0 and x = a to recover part (a).
It is worth noting here that, unlike the proofs of Freedman (1975), Khan (2009),
Tropp (2011), and Fan et al. (2015), we do not explicitly construct a stopping time
in our proof. While an optional stopping argument is hidden within the proof of
Ville’s inequality, the underlying stopping time here is different from that in the
aforementioned citations.
Interpreting the theorem
Slope b
a
V t
S
t
Theorem 1(a)
x
m
V t
S
t
Theorem 1(b)
x
m
V t
S
t
V
t
Theorem 1(c)
Slope b
x
m
V t
S
t
Theorem 1(d)
Figure 1.2: Illustration of the equivalent statements of Theorem 1.1, as described in
the text.
It is instructive to think of the parts of Theorem 1.1 as statements about the
process (Vt, St) or (Vt, St/Vt) in R2. Many of our results are better understood via
this geometric intuition. Specifically, Figure 1.2 illustrates the following points:
• Theorem 1.1(a) takes a given line a+ bVt and bounds its St-upcrossing proba-
bility.
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• Theorem 1.1(b) takes a point (m,x) in the (Vt, St)-plane and, out of the in-
finitely many lines passing through it, chooses the one which yields the tightest
upper bound on the corresponding St-upcrossing probability.
• Theorem 1.1(c) is like part (b), but instead of looking at St, we look at St/Vt,
fix a point (m,x) in the (Vt, St/Vt)-plane, and choose from among the infinitely
many curves b+ a/Vt passing through it to minimize the probability bound.
• The intuition for Theorem 1.1(d) is as follows. If we want to bound the up-
crossing probability of the line (x − bm) + bVt on {Vt ≥ m}, we can clearly
obtain a conservative bound from Theorem 1.1(a) with a = x−bm. This yields
the first case in (1.10). However, we can also apply Theorem 1.1(b) with the
values m,x, obtaining a bound on the upcrossing probability for a line which
passes through the point (m,x) in the (Vt, St)-plane, and this line yields the
minimum possible probability bound among all lines passing through (m,x). If
the slope of this line, s(x/m), is less than b, then this optimal probability bound
is conservative for the upcrossing probability over the original line x+b(Vt−m)
on {Vt ≥ m}. This gives the second case in (1.10), which is guaranteed to be
at least as small as the bound in the first case when s(x/m) ≤ b.
We make some additional remarks below:
• We extend bounds for discrete-time scalar-valued processes to include both
discrete-time matrix-valued processes and continuous-time scalar-valued pro-
cesses, but we do not handle continuous-time matrix-valued processes, as this
seems to require further technical developments beyond the scope of this chap-
ter (see Bacry et al. (2018) for one approach to exponential bounds in this case).
We write [C or D] when discussing extensions to existing results to emphasize
this fact.
• Most of this chapter is concerned with right-tail bounds, hence the restriction
to λ ≥ 0 in Definition 1.1. It is understood that identical techniques yield
left-tail bounds upon verifying that Definition 1.1 holds for (−St).
• The purpose of excluding ψ being CGF-like from Definition 1.1 is to separate
the truth of statement (a), which follows solely from the assumption, from its
equivalence to (b), (c), and (d), which follows from ψ being CGF-like.
Three simple examples
We illustrate some simple instantiations of our theorem with three examples: a sum
of coin flips, a discrete-time concentration inequality for random matrices, and a
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continuous-time scalar Brownian motion. These examples make use of several results
from Section 1.3 describing conditions under which a process is sub-ψ; such results
may be taken for granted on a first reading.
Example 1.2 (Coin flipping). Suppose Xi
iid∼ Ber(p), and let St =
∑t
i=1(Xi − p)
denote the centered sum. The CGF of each increment of St, scaled by 1/[p(1−p)], is
ψB(λ) := [p(1− p)]−1 logE exp {λ(Xi − p)} = [p(1− p)]−1 log(pe(1−p)λ + (1− p)e−pλ),
so that λmax = ∞ and b¯ = 1/p. One may directly check the martingale property to
confirm that Lt(λ) := exp {λSt − ψB(λ)p(1− p)t} is a martingale for any λ, so that
(St) is 1-sub-ψB with Vt = p(1 − p)t. Then, for any t0 ∈ N and x ∈ (0, (1 − p)t0),
setting m = p(1− p)t0 in Theorem 1.1(b) yields
P
(
∃t ∈ N : St ≥ x+ p(1− p)sB
(
x
p(1− p)t0
)
· (t− t0)
)
≤ exp
{
−t0KL
(
p+
x
t0
∥∥∥∥ p)} =
[(
p
p+ x/t0
)p+x/t0 ( 1− p
1− p− x/t0
)1−p−x/t0]t0
.
Here KL denotes the Bernoulli Kullback-Leibler divergence, KL (q ‖ p) = q log
(
q
p
)
+
(1 − q) log
(
1−q
1−p
)
. It takes some algebra to obtain this KL as the Legendre-Fenchel
transform of ψB; in Table 1.2 we summarize all such transforms used in this chapter.
The final expression is Equation (2.1) of Hoeffding (1963), but here we have a bound
not just for the deviation of Sm above its expectation at the fixed time m, but for the
upper deviations of St for all t ∈ N, simultaneously. We can use this to sequentially
test a hypothesis about p, or to construct a sequence of confidence intervals for p
possessing a coverage guarantee holding uniformly over unbounded time.
The slope transform sB(u) for ψB, given in Table 1.2, is unwieldy. To derive a
more analytically convenient bound, we use the fact that p(1 − p)ψB(λ) ≤ λ2/8 for
all λ ≥ 0; see the proof of Proposition 1.2, part 2. Hence exp {λSt − λ2t/8} ≤ Lt(λ)
with Lt defined as above, so (St) is also 1-sub-ψ with ψ(λ) = λ
2/8 and Vt = t. Now
Theorem 1.1(b) yields
P
(
∃t ∈ N : St ≥ x+ x
2m
· (t−m)
)
≤ exp
{
−2x
2
m
}
. (1.18)
This is equivalent to Blackwell’s line-crossing inequality (1.4), and in the form (1.18)
it is clear that it recovers Hoeffding’s inequality at the fixed time t = m. Instead of
using p(1−p)ψB(λ) ≤ λ2/8, we might alternatively use ψB(λ) ≤ (1−2p)−2(e(1−2p)λ−
(1 − 2p)λ − 1); see the proof of Proposition 1.2, part 3. This will yield a uniform
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extension of Bennett’s inequality (1.2) which improves upon Hoeffding’s inequality
substantially for values of p near zero and one. We will see other examples of such
“sub-Poisson” bounds below.
Example 1.3 (Covariance estimation for a spiked random vector ensemble). The
estimation of a covariance matrix via an i.i.d. sample is a common application of
exponential matrix concentration, starting with Rudelson (1999). See also Vershynin
(2012), Gittens and Tropp (2011), Tropp (2015), and Koltchinskii and Lounici (2017)
for more recent treatments; this particular example is drawn from Wainwright (2017).
Let d ≥ 2 and consider Rd-valued, mean-zero observations Xi =
√
dξieUi , where
ξi
iid∼ Rademacher, (ek)dk=1 are the standard basis vectors and Ui iid∼ Unif {1, . . . , d}.
What can we say about the concentration of the sample covariance matrix Σ̂t :=
t−1
∑t
i=1XiX
T
i around the true covariance Id, the d×d identity matrix? Let γmax(A)
denote the maximum eigenvalue of a matrix A. We have γmax(XiX
T
i − Id) = d −
1 always, and E(XiXTi − Id)2 =
(
(d−1)2
d
)
Id. Hence Fact 1.1(c) shows that St =
tγmax(Σ̂t − Id) is d-sub-ψ with variance process Vt = (d−1)2td , where
ψ(λ) =
e(d−1)λ − (d− 1)λ− 1
(d− 1)2 ≤
λ2
2(1− (d− 1)λ/3) . (1.19)
Here the inequality holds for all λ ∈ [0, 3/(d − 1)) as demonstrated in the proof of
Proposition 1.2, part 5. Applying Theorem 1.1(c) with ψ equal to the final expression
in (1.19), we obtain, after some algebra, for any x,m > 0,
P
(
∃t ∈ N : γmax
(
Σ̂t − Id
)
≥ x
(
1 + m
t
√
1 + 2x/3(d− 1)
1 +
√
1 + 2x/3(d− 1)
))
≤ d exp
{
− mx
2
2(d− 1) [(d− 1)/d+ x/3]
}
. (1.20)
At the fixed time t = m, this implies
γmax
(
Σ̂m − Id
)
≤
√
2(d− 1)2 log(d/α)
dm
+
2(d− 1) log(d/α)
3m
with probability at least 1 − α, a known fixed-sample result (Wainwright, 2017).
However, as above, (1.20) gives a bound on the upper deviations of Σ̂t for all t ∈
N simultaneously. Such a bound enables, for example, sequential hypothesis tests
concerning the true covariance matrix.
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Example 1.4 (Line-crossing for Brownian motion). Let (St)t∈[0,∞) denote standard
Brownian motion. It is a standard fact that the process exp {λSt − λ2t/2} is a
martingale, so that (St) is 1-sub-ψ with ψ(λ) = λ
2/2 and Vt = t. In this case,
Theorem 1.1 says that, for any a, b > 0,
P (∃t ∈ (0,∞) : St ≥ a+ bt) ≤ e−2ab,
a well-known line-crossing bound for Brownian motion, which in fact holds with
equality (Durrett, 2017, Exercise 7.5.2).
1.3 Sufficient conditions for sub-ψ processes
Much of the power of Definition 1.1 comes from the array of sufficient conditions for it
which have been discovered under diverse, nonparametric conditions. In this section,
we define some standard ψ functions and collect a broad set of conditions from the
literature for a process (St) to be sub-ψ with one of these functions, summarized in
Tables 1.3 and 1.4. All discrete-time results in this chapter use St = γmax(Yt) where
(Yt)t∈N is a martingale taking values in Hd, with the exception of Section 1.4, which
deals with martingales in abstract Banach spaces. Typically, setting d = 1 recovers
the corresponding known scalar result exactly. We note also that our results for
Hermitian matrices extend directly to rectangular matrices using Hermitian dilations
(Tropp, 2012), as we illustrate in Corollary 1.2.
Five useful ψ functions
We define five particular ψ functions corresponding to five sub-ψ cases: the sub-
Gaussian case in Hoeffding’s inequality, the “sub-gamma” case corresponding to
Bernstein’s inequality, the sub-Poisson case from Bennett’s and Freedman’s inequal-
ities, and the sub-exponential and sub-Bernoulli cases which are used in several
other existing bounds. The ψ functions and corresponding transforms for these
five cases are summarized in Table 1.2, while Figure 1.3 summarizes relationships
among these cases, with Proposition 1.2 containing the formal statements. Recall
b¯ = supλ∈[0,λmax) ψ
′(λ) from Definition 1.2, and note that we take 1/0 = ∞ by con-
vention in the expressions for λmax and b¯ below.
1. We say (St) is sub-Bernoulli with range parameters g, h > 0 when it is sub-
ψB,g,h for some suitable variance process (Vt), where
ψB,g,h(λ) :=
1
gh
log
(
gehλ + he−gλ
g + h
)
for 0 ≤ λ <∞ = λmax,
CHAPTER 1. EXPONENTIAL LINE-CROSSING INEQUALITIES 23
which is the scaled CGF of a mean-zero random variable taking values −g and
h. Here b¯ = 1/g.
2. We say (St) is sub-Gaussian when it is sub-ψN for some suitable variance
process (Vt), where
ψN(λ) := λ
2/2 for 0 ≤ λ <∞ = λmax.
Here b¯ =∞.
3. We say (St) is sub-Poisson with scale parameter c ∈ R when it is sub-ψP,c for
some suitable variance process (Vt), where
ψP,c(λ) :=
ecλ − cλ− 1
c2
for 0 ≤ λ <∞ = λmax.
By taking the limit, we define ψP = ψN when c = 0. Here b¯ = |c ∧ 0|−1.
4. We say (St) is sub-gamma with scale parameter c ∈ R when it is sub-ψG,c for
some suitable variance process (Vt), where
ψG,c(λ) :=
λ2
2(1− cλ) for 0 ≤ λ <
1
c ∨ 0 = λmax,
Here b¯ = |2c ∧ 0|−1.
5. We say (St) is sub-exponential with scale parameter c ∈ R when it is sub-ψE,c
for some suitable variance process (Vt), where
ψE,c(λ) :=
− log(1− cλ)− cλ
c2
, for 0 ≤ λ < 1
c ∨ 0 = λmax.
By taking the limit, we define ψE = ψN when c = 0. Here b¯ = |c ∧ 0|−1.
We will typically write ψB, ψP , ψG, and ψE, omitting the range or scale parame-
ters from the notation when they are clear from the context. We follow the definition
of sub-gamma from Boucheron et al. (2013), despite the somewhat inconsistent ter-
minology: unlike the other four cases, ψG is not the CGF of a gamma-distributed
random variable. It is convenient for a number of reasons: it includes ψN as a special
case, it gives a useful upper bound for ψP (see Proposition 1.2 part 5, below), it falls
naturally out of the use of a Bernstein condition on higher moments to bound the
CGF, and it is simple enough to permit analytically tractable results for the slope
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and decay transforms and the various bounds to follow. We remark also that our def-
inition of sub-exponential in terms of the CGF of the exponential distribution follows
that of Boucheron et al. (2013, Exercise 2.22), but differs from another well-known
definition which says that the CGF is bounded by λ2/2 for λ in some neighborhood
of zero. The two are equivalent up to appropriate choice of constants, as detailed in
Section 1.7.
The sub-gamma and sub-exponential functions ψG,c and ψE,c possess the following
universality property, which we prove in Section 1.6.
Proposition 1.1. For any twice-differentiable ψ : [0, λmax) → R with ψ(0) =
ψ′(0+) = 0, there exist constants a, c > 0 such that ψ(λ) ≤ aψG,c(λ) for all λ ∈
[0, λmax). Likewise, there exists constants a˜, c˜ > 0 such that ψ(λ) ≤ a˜ψE,c˜(λ) for all
λ.
In particular, this means that if St =
∑t
i=1 Xi for any zero-mean, i.i.d. sequence
(Xi) satisfying EeλX1 < ∞ for some λ > 0, then (St) is sub-gamma and sub-
exponential with appropriate scale constants and variance process Vt proportional
to t. Furthermore, any process which is sub-ψ with a CGF-like ψ function is also
sub-gamma and sub-exponential with appropriate scaling of the variance process by
a constant.
Conditions for sub-ψ processes
In Tables 1.3 and 1.4, we summarize a variety of standard and novel conditions for
a process (St) to be sub-ψ. Fact 1.1 and Lemma 1.3 contain discrete-time results,
while results for continuous time are in Fact 1.2. We let Id denote the d × d
identity matrix. For a process (Yt)t∈T , [Y ]t denotes the quadratic variation and 〈Y 〉t
the conditional quadratic variation; in discrete time, [Y ]t :=
∑t
i=1 ∆Y
2
i and 〈Y 〉t :=∑t
i=1 Ei−1∆Y 2i . We extend a function f : R → R on the real line to an operator
f : Hd → Hd on the space of Hermitian matrices in the standard way: if A ∈ Hd
has the spectral decomposition UΛU? where Λ is diagonal with elements λ1, . . . , λd,
then f(A) = Uf(Λ)U? where f(Λ) is diagonal with elements f(λ1), . . . , f(λd). In
particular, the absolute value function extends to Hd by taking absolute values of the
eigenvalues, while [Y+]t :=
∑t
i=1 max(0,∆Yi)
2 and 〈Y−〉t :=
∑t
i=1 Ei−1 min(0,∆Yi)2
operate by truncating the eigenvalues.
In the discrete-time case, we have the following known results.
Fact 1.1. Let (Yt)t∈N be any Hd-valued martingale, and let St := γmax(Yt) for t ∈ N.
In all cases we set l0 = d.
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Condition ψ Vt
Discrete time, one-sided
Bernoulli II ∆St ≤ h,E∆S2t ≤ gh ψB ght
Bennett ∆St ≤ c ψP 〈S〉t
Bernstein E(∆St)k ≤ k!2 ck−2E∆S2t ψG 〈S〉t
?Heavy on left ETa(∆St) ≤ 0 ψN [S]t
Bounded below ∆St ≥ −c ψE [S]t
Discrete time, two-sided
Parametric ∆St
iid∼ F logEeλ∆S1 t
Bernoulli I −g ≤ ∆St ≤ h ψB ght
Hoeffding-KS −gt ≤ ∆St ≤ ht ψN
∑t
i=1 ϕ(gi, hi)
⇒ Hoeffding I −gt ≤ ∆St ≤ ht ψN
∑t
i=1
(
gi+hi
2
)2
?Symmetric ∆St ∼ −∆St | Ft−1 ψN [S]t
Self-normalized I E∆S2t <∞ ψN ([S]t + 2 〈S〉t)/3
Self-normalized II E∆S2t <∞ ψN ([S+]t + 〈S−〉t)/2
Cubic E|∆St|3 <∞ ψG [S]t +
∑t
i=1 E|∆Si|3
Continuous time, one-sided
Bennett ∆St ≤ c ψP 〈S〉t
Bernstein Wm,t ≤ m!2 cm−2Vt ψG Vt
Continuous time, two-sided
Le´vy EeλS1 <∞ logEeλS1 t
Continuous paths ∆St ≡ 0 ψN 〈S〉t
Table 1.3: Summary of sufficient conditions for a real-valued, discrete- or continuous-
time martingale (St) to be sub-ψ with the given variance process. In starred cases
(?), the first moment Ei−1∆Si need not exist, so (St) need not be a martingale. See
Facts 1.1 and 1.2 and Lemma 1.3 for details of each case. “⇒ Hoeffding I” indicates
that the variance process (Vt) for Hoeffding-KS is smaller.
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Condition ψ Zt
Discrete time, one-sided
Bernoulli II ∆Yt  hId,E∆Y 2t  ghId ψB ghtId
Bennett ∆Yt  cId ψP 〈Y 〉t
Bernstein E(∆Yt)k  k!2 ck−2E∆Y 2t ψG 〈Y 〉t
Bounded below ∆Yt  −cId ψE [Y ]t
Discrete time, two-sided
Bernoulli I −gId  ∆Yt  hId ψB ghtId
Hoeffding-KS −GtId  ∆Yt  HtId ψN
∑t
i=1 ϕ(Gi, Hi)Id
⇒ Hoeffding I −GtId  ∆Yt  HtId ψN
∑t
i=1
(
Gi+Hi
2
)2
Id
Hoeffding II ∆Y 2t  A2t ψN
∑t
i=1 A
2
i
?Symmetric ∆Yt ∼ −∆Yt | Ft−1 ψN [Y ]t
Self-normalized I E∆Y 2t <∞ ψN ([Y ]t + 2 〈Y 〉t)/3
Self-normalized II E∆Y 2t <∞ ψN ([Y+]t + 〈Y−〉t)/2
Cubic E|∆Yt|3 <∞ ψG [Y ]t +
∑t
i=1 E|∆Yi|3
Table 1.4: Summary from Fact 1.1 and Lemma 1.3 of sufficient conditions for an Hd-
valued, discrete-time martingale (Yt) to have a sub-ψ maximum eigenvalue process
St = γmax(Yt) with variance process Vt = γmax(Zt). In the symmetric
? case, Ei−1∆Yi
need not exist, so (Yt) need not be a martingale. “⇒ Hoeffding I” indicates that (Vt)
for Hoeffding-KS is smaller.
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(a) (Scalar parametric) If d = 1 and St is a cumulative sum of i.i.d., real-valued
random variables, each of which is mean zero with known CGF ψ(λ) that is
finite on λ ∈ [0, λmax), then (St) is sub-ψ with variance process Vt = t.
(b) (Bernoulli I) If −gId  ∆Yt  hId a.s. for all t ∈ N, then (St) is sub-Bernoulli
with variance process Vt = ght and range parameters g, h (Hoeffding, 1963;
Tropp, 2012).
(c) (Bennett) If ∆Yt  cId a.s. for all t ∈ N for some c > 0, then (St) is sub-Poisson
with variance process Vt = γmax(〈Y 〉t) and scale parameter c (Bennett, 1962;
Hoeffding, 1963; Tropp, 2012).
(d) (Bernstein) If Et−1(∆Yt)k  (k!/2)ck−2Et−1(∆Yt)2 for all t ∈ N and k =
2, 3, . . . , then (St) is sub-gamma with variance process Vt = γmax(〈Y 〉t) and
scale parameter c (Bernstein, 1927; Tropp, 2012; Boucheron et al., 2013).
(e) (Heavy on left) Let Ta(y) := (y ∧ a)∨−a for a > 0 denote the truncation of y.
If d = 1 and
Et−1Ta(∆Yt) ≤ 0 for all a > 0, t ∈ N, (1.21)
then (St) is sub-Gaussian with variance process Vt = γmax([Y ]t). A random
variable satisfying (1.21) is called heavy on left, and (Yt) need not be a martin-
gale in this case (Bercu and Touati, 2008; Delyon, 2015; Bercu et al., 2015). For
example, the centered versions of the exponential, gamma, Pareto, log-normal,
Poisson (λ ∈ N), Bernoulli (p < 1/2) and geometric (0 < p < 1) distributions
are known to be heavy on left. When −∆Yt satisfies (1.21) we say ∆Yt is heavy
on right.
In addition to the above known results, we provide the following extensions of
known scalar results to matrices.
Lemma 1.3. Let (Yt)t∈N be any Hd-valued martingale, and let St := γmax(Yt) for
t ∈ N. In all cases we set l0 = d.
(a) (Bernoulli II) If, for all t ∈ N, ∆Yt  hId a.s. and E∆Y 2t  ghId, then (St) is
sub-Bernoulli with variance process Vt = ght.
(b) (Hoeffding-KS) If −GtId  ∆Yt  HtId a.s. for all t ∈ N for some real-valued,
predictable sequences (Gt) and (Ht), then (St) is sub-Gaussian with variance
process Vt =
∑t
i=1 ϕ(Gi, Hi), where
ϕ(g, h) :=
{
h2−g2
2 log(h/g)
, g < h
gh, g ≥ h. (1.22)
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(c) (Hoeffding I) If −GtId  ∆Yt  HtId a.s. for all t ∈ N for some real-valued,
predictable sequences (Gt) and (Ht), then (St) is sub-Gaussian with variance
process Vt =
∑t
i=1(Gi +Hi)
2/4.
(d) (Conditionally symmetric) If ∆Yt ∼ −∆Yt | Ft−1 for all t ∈ N, then (St) is
sub-Gaussian with variance process Vt = γmax([Y ]t). Here, ∆Yt need not be
integrable, so (Yt) need not be a martingale.
(e) (Bounded from below) If ∆Yt  −cId a.s. for all t ∈ N for some c > 0, then (St)
is sub-exponential with variance process Vt = γmax([Y ]t) and scale parameter c.
(f) (General self-normalized I) If Et−1∆Y 2t is finite for all t ∈ N, then (St) is
sub-Gaussian with variance process Vt = γmax([Y ]t + 2 〈Y 〉t)/3.
(g) (General self-normalized II) If Et−1∆Y 2t is finite for all t ∈ N, then (St) is
sub-Gaussian with variance process Vt = γmax([Y+]t + 〈Y−〉t)/2.
(h) (Hoeffding II) If ∆Y 2t  A2t a.s. for all t ∈ N for some Hd-valued predictable se-
quence (At), then (St) is sub-Gaussian with variance process Vt = γmax(
∑t
i=1A
2
i ).
(i) (Cubic self-normalized) If Et−1 |∆Yt|3 is finite for all t ∈ N, then (St) is sub-
gamma with variance process Vt = γmax
(
[Y ]t +
∑t
i=1 Ei−1 |∆Yi|3
)
and scale
parameter c = 1/6.
The proof of the above lemma can be found in Section 1.6. Case (a) is a straight-
forward extension of Bennett’s condition for upper-bounded random variables with
bounded variance to matrices with upper-bounded eigenvalues and bounded matrix
variance (Bennett, 1962, p. 42). Cases (b) and (c) are similar extensions of Ho-
effding’s sub-Gaussian conditions for bounded random variables to matrices with
bounded eigenvalues (Hoeffding, 1963, Theorems 1 and 2; Kearns and Saul, 1998;
Bercu et al., 2015, Theorem 2.49). In the conditionally symmetric case (d), we can
achieve control without any moment or boundedness assumptions by defining Vt in
terms of observed rather than expected squared deviations; this is known for d = 1
(de la Pen˜a, 1999, Lemma 6.1; Bercu et al., 2015), allowing exponential concentra-
tion for distributions like Cauchy. In the lower-bounded increments case (e), we have
a self-normalized complement to the Bennett-style bound, a result known for d = 1
(Fan et al., 2015, Lemma 4.1). For the square-integrable martingale cases (f, g),
we achieve control for a broad class of processes by incorporating the conditional
variance and the observed squared deviations, as known for d = 1 (Delyon, 2009,
Theorem 4; Bercu et al., 2015). The Hoeffding-like case (h) follows from the self-
normalized bounds, highlighting a connection implicit in the proof of Corollary 4.2
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of Mackey et al. (2014). The third moment bound (i) is similar to a fixed-sample
bound given by Fan et al. (2015, Corollary 2.2).
In the continuous-time, scalar case we have the following sufficient conditions
for a local martingale (St) to be sub-ψ. Here we always assume (St) is ca`dla`g,
∆St := St − St− denotes the jumps of S, [S]t denotes the quadratic variation, and
〈S〉t is the conditional quadratic variation, the compensator of [S]t.
Fact 1.2. Here T = (0,∞) and d = 1, and we set l0 = 1.
(a) (Le´vy process) If (St) is a Le´vy process which is a martingale with the CGF
ψ(λ) = logEeλS1 < ∞ for all λ ∈ [0, λmax), then (St) is sub-ψ with variance
process Vt = t. See, e.g., Papapantoleon (2008, Proposition 10.2).
(b) (Continuous Bennett) If (St) is a local martingale with ∆St ≤ c for all t a.s.,
then (St) is sub-Poisson with scale parameter c and variance process Vt = 〈S〉t
(Lepingle, 1978, p. 157).
(c) (Continuous Bernstein) Suppose (St) is a locally square integrable martingale:
let W2,t = 〈S〉t, and for m = 3, 4, . . . let Wm,t be the compensator of the
process
∑
u≤t|∆Su|m. If, for some c > 0 and predictably measurable, ca`dla`g,
nondecreasing process (Vt), it holds that Wm,t ≤ m!2 cm−2Vt for all m ≥ 2, then
(St) is sub-gamma with scale parameter c and variance process Vt (van de Geer,
1995, implicit in the proof of Lemma 2.2).
(d) (Continuous paths) If (St) is a local martingale with a.s. continuous paths, then
(St) is sub-Gaussian with variance process Vt = 〈S〉t. This may be seen as a
special case of (c), or a limiting case of (b).
Implications between sub-ψ conditions
In many settings, a process of interest may satisfy Definition 1.1 with several different
choices of ψ and (Vt). Choosing a smaller ψ function will lead to tighter bounds in
Theorem 1.1, but in some cases one may opt for a larger ψ function to achieve
analytical or computational convenience. It is clear that making ψ uniformly larger
retains the sub-ψ property, since the exponential process exp {λSt − ψ(λ)Vt} can
only become smaller. It is therefore useful to characterize relationships among the
above sub-ψ conditions, so that, after invoking one of the sufficient conditions given
in Section 1.3, one may invoke Theorem 1.1 with a different, more convenient ψ
function.
Note that ψG, ψP and ψE are nondecreasing in c for all values of λ ≥ 0, so that
if a process is sub-ψ with scale c for any of these ψ functions, then it is sub-ψ for
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Sub-Bernoulli
Sub-Gaussian
Sub-Poisson Sub-gamma
Sub-exponential
c < 0
c < 0
c < 0
Figure 1.3: Each arrow indicates that any process satisfying the source sub-ψ condi-
tion, subject to a restriction on the scale parameter c, also satisfies the destination
sub-ψ condition with appropriately scaled variance process. See Table 1.5 and Propo-
sition 1.2 for details.
ψ1 ψ2 a Restriction
(1) ψB,g,h ψN
ϕ(g,h)
gh
(2) ψB,g,h ψN
(g+h)2
4gh
(3) ψB,g,h ψP,h−g 1
(4) ψN ψP,0 1
(5) ψP,c ψG,c/3 1
(6) ψG,c ψE,3c/2 1
(7) ψE,c ψG,c 1 c ≥ 0
(8) ψE,c ψG,c/2 1 c < 0
(9) ψG,c ψP,2c 1 c < 0
(10) ψP,c ψN 1 c < 0
(11) ψP,c ψB,−c,h 1 c < 0, any h > 0
Table 1.5: For each row, if (St) is sub-ψ1 with variance process (Vt), subject to the
given restriction, then (St) is also sub-ψ2 with variance process (aVt). ϕ(g, h) is
defined in (1.22). See Proposition 1.2 for details.
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any scale c′ > c as well. Similarly, ψB is nonincreasing in g and nondecreasing in
h. Table 1.5 and Proposition 1.2 fully characterize all implications among sub-ψ
conditions. These follow from inequalities of the form ψ1 ≤ aψ2, some of which are
based on standard arguments, as detailed in Section 1.6.
Proposition 1.2. For each row in Table 1.5, if (St) is sub-ψ1 with variance process
(Vt), and the given restrictions are satisfied, then (St) is also sub-ψ2 with variance
process (aVt). Furthermore, when we allow only scaling of Vt by a constant, these
capture all possible implications among the five sub-ψ conditions defined above, and
the given constants are the best possible (in the case of row (2), the constant (g +
h)2/4gh is the best possible of the form k/gh where k depends only on the total range
g + h).
1.4 Applications of Theorem 1.1
In this section we illustrate how Theorem 1.1 recovers or strengthens a wide variety of
existing results. Most results in this section follow immediately upon combining one
of the sufficient conditions from Fact 1.1, Lemma 1.3, or Fact 1.2 with Theorem 1.1,
and we omit proof details in many cases. As a rough plan, we first discuss classi-
cal Crame´r-Chernoff and Freedman-style bounds and then Blackwell’s line crossing
inequalities. After discussing de la Pen˜a-style self-normalized bounds and Pinelis’
Banach-space inequalities, we end by exhibiting some continuous time results and
mention connections to the sequential probability ratio test.
Fixed-time Crame´r-Chernoff bounds and Freedman-style
uniform bounds
In the discrete-time, scalar setting, a simple sufficient condition for a process (St) to
be 1-sub-ψ with variance process (Vt0 is that
Et−1 exp {λ∆St − ψ(λ)∆Vt} ≤ 1, ∀t,
which is the standard assumption for a martingale-method Crame´r-Chernoff in-
equality, typically with (Vt) predictable (McDiarmid, 1998; Chung and Lu, 2006;
Boucheron et al., 2013). When (Vt) is deterministic, the fixed-time Crame´r-Chernoff
method gives, for fixed x and m,
P(Sm ≥ x) ≤ exp
{
−Vmψ?
(
x
Vm
)}
, (1.23)
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Figure 1.4: Comparison of (i) fixed-time Crame´r-Chernoff bound (1.23), which
bounds the deviations of Sm at a fixed time m; (ii) “Freedman-style” constant uni-
form bound (1.24), which bounds the deviations of St for all t such that Vt ≤ m,
with a constant boundary equal in value to the fixed-time Crame´r-Chernoff bound;
and (iii) linear uniform bound from Theorem 1.1(b), which bounds the deviations of
St for all t ∈ N, with a boundary growing linearly in Vt. Each bound gives the same
tail probability and thus implies the preceding one.
so Theorem 1.1(b) is a uniform extension of the Crame´r-Chernoff inequality, losing
nothing at the fixed time m [B; C or D]. For random (Vt), a stopping time argument
due to Freedman (1975) extends this to the uniform bound
P(∃t ∈ T : St ≥ x and Vt ≤ m) ≤ exp
{
−mψ?
( x
m
)}
. (1.24)
When (Vt) is deterministic, analogous uniform bounds can be obtained from Doob’s
maximal inequality for submartingales, as in Hoeffding (1963, eq. 2.17). Theorem 1.1
strengthens this “Freedman-style” inequality [B; C or D], since it yields tighter
bounds for all times t such that Vt < m, and also extends the inequality to hold
for all times t with Vt > m, as illustrated by Figure 1.4.
Tropp (2011, 2012) extends the scalar Crame´r-Chernoff approach to random ma-
trices via control of the matrix moment-generating function, giving matrix analogues
of Hoeffding’s, Bennett’s, Bernstein’s and Freedman’s inequalities. Following this ap-
proach, Theorem 1.1 gives corresponding strengthened versions of these inequalities
for matrix-valued processes [B].
We summarize explicit results below for three well-known special cases reviewed
in Example 1.1(a): Hoeffding’s sub-Gaussian inequality for observations bounded
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from above and below, with variance process depending only on the radius of the
interval of boundedness (Hoeffding, 1963); Bennett’s sub-Poisson inequality for ob-
servations bounded from above, with variance process depending on the true variance
of the observations (Bennett, 1962); and Bernstein’s sub-gamma inequality for obser-
vations satisfying a bound on growth of higher moments, also with a variance process
depending on the true variance (Bernstein, 1927). In each case below, we recover
the standard, fixed-sample result at Vt = m. Recall the definitions of sP , ψ
?
P , sG, ψ
?
G
from Table 1.2.
Corollary 1.1. (a) Suppose (Yt)t∈N is an Hd-valued martingale satisfying ∆Y 2t 
A2t a.s. for all t for some Hd-valued, predictable sequence (At). Let St :=
γmax(Yt), and let either Vt :=
1
2
γmax
(〈Y 〉t +∑ti=1A2i ) or Vt := γmax (∑ti=1A2i ).
Then for any x,m > 0, we have
P
(
∃t ∈ N : St ≥ x+ x
2m
(Vt −m)
)
≤ d exp
{
− x
2
2m
}
.
This strengthens Hoeffding’s inequality (Hoeffding, 1963) [A,B,D] and its ma-
trix analogues in Tropp (2012, Theorem 7.1) [B,E] and Mackey et al. (2014,
Corollary 4.2) [A,B].
(b) Suppose (Yt)t∈N is an Hd-valued martingale satisfying γmax(∆Yt) ≤ c a.s. for
all t. Let St := γmax(Yt) and Vt := γmax(〈Y 〉t). Then for any x,m > 0, we have
P
(
∃t ∈ N : St ≥ x+ sP
( x
m
)
· (Vt −m)
)
≤ d exp
{
−mψ?P
( x
m
)}
≤ d exp
{
− x
2
2(m+ cx/3)
}
.
This strengthens Bennett’s and Freedman’s inequalities (Bennett, 1962; Freed-
man, 1975) [B; C or D] for scalars and the corresponding matrix bounds from
Tropp (2011, 2012) [B].
(c) Suppose (St) is l0-sub-gamma with variance process (Vt) and scale parameter c.
Then for any x,m > 0, we have
P
(
∃t ∈ T : St ≥ x+ sG
( x
m
)
· (Vt −m)
)
≤ l0 exp
{
−mψ?G
( x
m
)}
≤ l0 exp
{
− x
2
2(m+ cx)
}
.
This strengthens Bernstein’s inequality (Bernstein, 1927) [B; C or D], along
with the matrix Bernstein inequality (Tropp, 2012) [B].
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Case (a) is a consequence of Lemma 1.3(g); see also Corollary 1.8, which uses
Vt =
1
2
γmax([Y+]t + 〈Y−〉t). The first setting of Vt in case (a) follows from the bound
[Y+]t 
∑t
i=1A
2
i , and further upper bounding 〈Y−〉t 
∑t
i=1A
2
i yields the second
setting of Vt. As is well known, the Hoeffding-style bound in part (a) and the Bennett-
style bound in part (b) are not directly comparable: Vt may be smaller in part (b), but
ψ?P ≤ ψ?N , so neither subsumes the other. We remark that ψ?P (u) ≥ u2c arcsinh
(
cu
2
)
,
so the Bennett-style inequality in part (b) is an improvement on the inequality of
Prokhorov (1959) for sums of independent random variables, as noted by Hoeffding
(1963), as well as its extension to martingales in de la Pen˜a (1999).
As an example of the Hermitian dilation technique for extending bounds on Her-
mitian matrices to bounds for rectangular matrices, we give a bound for rectangular
matrix Gaussian and Rademacher series, following Tropp (2012); here ‖A‖op denotes
the largest singular value of A. The proof is in Section 1.6.
Corollary 1.2. Consider a sequence (Bt)t∈N of fixed matrices with dimension d1 ×
d2, and let (t)t∈N be a sequence of independent standard normal or Rademacher
variables. Let St := ‖
∑t
i=1 iBi‖op and Vt := max
{‖∑ti=1BiB?i ‖op, ‖∑ti=1B?iBi‖op}.
Then for any x,m > 0, we have
P
(
∃t ∈ N : St ≥ x+ x
2m
(Vt −m)
)
≤ (d1 + d2) exp
{
− x
2
2m
}
.
This strengthens Corollary 4.2 of Tropp (2012) [B].
Line-crossing inequalities
Before giving specific results in this section, we start with simplified versions of The-
orem 1.1(d) which are useful for recovering existing results. The probability bound in
(1.25) is merely an analytically simplified upper bound on that from Theorem 1.1(d).
We prove the following in Section 1.6.
Corollary 1.3. If (St) is l0-sub-ψ with variance process (Vt) and ψ is CGF-like, then
for any m ≥ 0, x > 0 and b ∈ (0, b¯), we have
P (∃t ∈ T : Vt ≥ m and St ≥ x+ b(Vt −m)) ≤ l0 exp
{−mψ?(b)− (x− bm)ψ?′(b)} .
(1.25)
In particular, for m > 0, we have
P (∃t ∈ T : Vt ≥ m and St ≥ bVt) ≤ l0 exp {−mψ?(b)} . (1.26)
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In fitting with the approach of this chapter, Theorem 1.1(d) and Corollary 1.3
bound the upcrossing probability on {Vt ≥ m} using the results of Theorem 1.1(a,b)
and a geometric argument. It may seem naive and wasteful to bound a line-crossing
probability on {Vt ≥ m} using a bound which applies for {Vt > 0}. The litera-
ture includes a handful of results bounding line-crossing probabilities on {Vt ≥ m}
which appear to give bounds tighter than what Theorem 1.1 offers, by making more
direct use of the intrinsic-time condition (Blackwell, 1997; Khan, 2009). Below we
demonstrate that this is not true: we give several special cases of Theorem 1.1(d)
and Corollary 1.3 which improve upon existing results.
Corollary 1.4. Suppose (St) is l0-sub-gamma with variance process (Vt) and scale
parameter c.
(a) For any a, b > 0, we have
P (∃t ∈ T : St ≥ a+ bVt) ≤ l0 exp
{
− 2ab
1 + 2cb
}
.
When T = N, c = 0 and d = 1 this strengthens Theorem 1 of Blackwell (1997)
[A; C or D], which is written for discrete-time scalar processes with bounded
increments.
(b) For any m, b > 0, we have
P (∃t ∈ T : Vt ≥ m and St ≥ bVt) ≤ l0 exp {−mψ?G(b)} ≤ l0 exp
{
− b
2m
2(1 + cb)
}
.
When T = N, c = 0 and d = 1 this strengthens the second bound in Theorem
2 of Blackwell (1997) [A; C or D], which is written for discrete-time scalar
processes with bounded increments.
In discrete time, as presented in Fact 1.1, for a process with bounded increments
we may construct both sub-Bernoulli and sub-Gaussian bounds. The sub-Bernoulli
case, in combination with (1.26), yields the following:
Corollary 1.5. Suppose (Yt)t∈N is an Hd-valued martingale satisfying ‖∆Yt‖op ≤ 1
a.s. for all t ∈ N. Then for any b ∈ [0, 1] and m ≥ 1, we have
P (∃t ∈ N : t ≥ m and γmax(Yt) ≥ bt) ≤
[
(1 + b)(1+b)(1− b)(1−b)]−m/2 .
This strengthens the first bound in Theorem 2 of Blackwell (1997) [D].
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Theorems 4.1-4.3 of Khan (2009) are closest in form to our main results and
represent key precedents to our framework. The simplified bound (1.25) recovers
Khan’s Theorem 4.3 [C or D], while Theorem 1.1(d) improves the exponent [E]. Our
Theorem 1.1(b) gives a strengthened version of Khan’s “Freedman-style” Theorem
4.2 [B; C or D]. Khan’s Theorem 4.1 is not strictly comparable to our work since it
involves an initial condition on nominal time, t ≥ t0, rather than on intrinsic time,
Vt ≥ m, but when Vt is deterministic, then our Theorem 1.1(d) is tighter [B; C or D;
E].
Self-normalized uniform bounds
Collectively, de la Pen˜a (1999); de la Pen˜a et al. (2000, 2004, 2007); de la Pen˜a, Klass
and Lai (2009); and de la Pen˜a, Lai and Shao (2009) give a wide variety of sufficient
conditions for the exponential process exp {λSt − ψ(λ)Vt} to be a supermartingale in
both discrete- and continuous-time settings. They formulate their bounds for ratios
involving St in the numerator and Vt in the denominator, as in Theorem 1.1(c),
and often specify initial-time conditions, as in Theorem 1.1(d). In this section we
draw some comparisons between Theorem 1.1 and their results. As a first example,
consider the boundary of Theorem 1.1(c) for the ratio St/Vt, strictly decreasing
towards the asymptotic level s(x). In particular, at time Vt = m the boundary
equals x, so Theorem 1.1(c) strengthens various theorems of de la Pen˜a (1999) and
de la Pen˜a et al. (2007) which use a constant boundary after time Vt = m [B; C or
D]; for example, Theorem 1.2B, eq. 1.5 of de la Pen˜a (1999) states that
P
(
∃t ≥ 1 : Vt ≥ m and St
Vt
≥ x
)
≤ exp {−mψ?G(x)} (1.27)
for scalar processes (St) which are 1-sub-gamma with variance process (Vt). As
before, we give explicit results for special cases.
Corollary 1.6. Suppose (St) is l0-sub-gamma with variance process (Vt) and scale
parameter c. Then for any x,m > 0, we have
P
(
∃t ∈ T : St
Vt
≥ sG(x)
(
1 +
m
√
1 + 2cx
Vt
))
≤ l0 exp {−mψ?G(x)} (1.28)
≤ l0 exp
{
− mx
2
2(1 + cx)
}
. (1.29)
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Theorem 1(c) de la Peña-style
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Figure 1.5: Comparison of our decreasing boundary from Theorem 1.1(c) to a “de
la Pen˜a-style” constant uniform bound such as inequality (1.27), which bounds the
deviations of St/Vt for all t such that Vt ≥ m with a constant boundary.
This strengthens eq. 1.5 from Theorem 1.2B of de la Pen˜a (1999) [B; C or D]. In
the sub-Gaussian case (obtained at c = 0), the above bound simplifies to
P
(
∃t ∈ T : St
Vt +m
≥ x
)
≤ l0 exp
{−2mx2} .
This strengthens Theorem 2.1 of de la Pen˜a et al. (2007) and Theorem 6.1 of de la
Pen˜a (1999) [B, C or D].
Recall sG(x) = x/(1+
√
1 + 2cx), so for the boundary in (1.29) we have sG(x)(1+
m
√
1 + 2cx/Vt) ≤ x for all Vt ≥ m with equality at Vt = m. Corollary 1.6(a)
therefore gives the same probability bound as (1.27) for a larger crossing event.
Figure 1.5 visualizes this relationship.
More generally, when we normalize by α+βVt and include an initial time condition
Vt ≥ m, Theorem 1.1(d) and Corollary 1.3 become the following:
Corollary 1.7. If (St) is l0-sub-ψ with variance process (Vt), where ψ is CGF-like
and b¯ = ∞, then for any β, x > 0 and α,m ≥ 0 with at least one of α,m > 0, we
have
P
(
∃t ∈ T : Vt ≥ m and St
α + βVt
≥ x
)
≤
l0 exp {−αxD(βx)} , βx ≤ s
(
x(α+βm)
m
)
l0 exp
{
−mψ?
(
x(α+βm)
m
)}
, βx ≥ s
(
x(α+βm)
m
)
≤ l0 exp
{−mψ?(βx)− αxψ?′(βx)} .
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In the case (St) is sub-Gaussian, for any β, x > 0 and α,m ≥ 0 with at least one of
α,m > 0, we have
P
(
∃t ∈ T : Vt ≥ m and St
α + βVt
≥ x
)
≤ exp
{
−x2
(
2αβ +
(βm− α)21α≤βm
2m
)}
,
taking 0/0 = 0 on the right-hand side when m = 0. With Lemma 1.3(d), this
improves eq. 6.4 from Theorem 6.2 of de la Pen˜a (1999) [C or D; E].
A defining feature of self-normalized bounds is that they involve a variance pro-
cess (Vt) constructed with the squared observations themselves rather than just
conditional variances or constants. Such normalization can be found in common
statistical procedures such as the t-test. Furthermore, it allows for Gaussian-like
concentration while reducing or eliminating moment conditions. Lemma 1.3 gives
several extensions of well-known conditions for scalar sub-Gaussian concentration of
self-normalized processes. As one particular special case, Lemma 1.3(f) and (g) yield
general self-normalized uniform bounds for any discrete-time, square-integrable, Hd-
valued martingale, building upon breakthrough results obtained for scalar processes
by Bercu, Touati and Delyon:
Corollary 1.8. Suppose (Yt)t∈N is an Hd-valued martingale with EY 2t < ∞ for all
t ∈ N. Let St := γmax(Yt) and either Vt := 12γmax([Y+]t + 〈Y−〉t) or Vt := 13γmax([Y ]t +
2 〈Y 〉t). Then for any x,m > 0, we have
P
(
∃t ∈ N : St
Vt +m
≥ x
)
≤ d exp{−2mx2} .
This strengthens eq. 20 from Theorem 4 of Delyon (2009) [B,D], Theorem 2.1 of
Bercu and Touati (2008) [B,D,E], and an implicit self-normalized bound of Mackey
et al. (2014, Corollary 4.2) [B].
Corollary 1.8 is remarkable for the fact that it gives Gaussian-like concentration
with only the existence of second moments for the increments. If the increments
have conditionally symmetric distributions, one may instead apply Lemma 1.3(d) to
achieve Gaussian-like concentration without existence of any moments, as discovered
by de la Pen˜a (1999) and illustrated in the following example.
Example 1.5 (Cauchy increments). Let (∆St)t∈N be i.i.d. standard Cauchy random
variables. Since the distribution of ∆St is symmetric about zero, Lemma 1.3(d)
shows that (St) is sub-Gaussian with variance process Vt = [S]t. Hence Corollary 1.6
yields, for any x,m > 0,
P
(
∃t ∈ N : St
[S]t +m
≥ x
)
≤ exp{−2mx2} .
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For another example, Lemma 1.3(i) gives a self-normalized bound involving third
rather than second moments:
Corollary 1.9. Suppose (Yt)t∈N is an Hd-valued martingale with E |Yt|3 finite for
all t ∈ N. Let St := γmax(Yt) and Vt := γmax([Y ]t +
∑t
i=1 Ei−1(∆Yi)3−). Then for any
x,m > 0, we have
P
(
∃t ∈ N : St ≥ x+ sG
( x
m
)
· (Vt −m)
)
≤ d exp
{
−mψ?G
( x
m
)}
(1.30)
≤ d exp
{
− x
2
2(m+ x/6)
}
, (1.31)
where sG and ψ
?
G use c = 1/6. This is a uniform alternative to Corollary 2.2 of Fan
et al. (2015) [B,D].
Note the exponent in (1.31) is different from that in Fan et al. (2015), and neither
strictly dominates the other. Also note that, unlike the classical Bernstein bound,
neither of Corollaries 1.8 and 1.9 assume existence of moments of all orders.
Martingales in smooth Banach spaces
The applications presented thus far allow us to uniformly bound the operator norm
deviations of a sequence of random Hermitian matrices. A different approach is due
to Pinelis (1992, 1994), who gave an innovative approach to exponential tail bounds
in abstract Banach spaces. We describe how this approach can be incorporated into
our framework. For this section, let (Yt)t∈N be a martingale with respect to (Ft)
taking values in a separable Banach space (X , ‖·‖). We can use Pinelis’s device to
uniformly bound the process (Ψ(Yt)) for any function Ψ : X → R which satisfies the
following smoothness property:
Definition 1.3 (Pinelis, 1994). A function Ψ : X → R is called (2, D)-smooth for
some D > 0 if, for all x, v ∈ X , we have
Ψ(0) = 0 (1.32a)
|Ψ(x+ v)−Ψ(x)| ≤ ‖v‖ (1.32b)
Ψ2(x+ v)− 2Ψ2(x) + Ψ2(x− v) ≤ 2D2‖v‖2. (1.32c)
A Banach space is called (2, D)-smooth if its norm is (2, D)-smooth; in such a
space we may take Ψ(·) = ‖·‖ to uniformly bound the deviations of a martingale. In
this case, observe that property (1.32a) is part of the definition of a norm, property
(1.32b) is the triangle inequality, and property (1.32c) can be seen to hold with D = 1
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for the norm induced by the inner product in any Hilbert space, regardless of the
(possibly infinite) dimensionality of the space. Note also that setting x = 0 shows
that D ≥ 1 whenever Ψ(·) = ‖·‖. Finally, observe that if we write f(x) = Ψ2(x),
then we may equivalently replace condition (1.32c) by f(tx + (1 − t)y) ≥ tf(x) +
(1− t)f(y)−D2t(1− t)‖x− y‖2, a perhaps more familiar definition of smoothness.
Corollary 1.10. Consider a martingale (Yt)t∈N taking values in a separable Banach
space (X , ‖·‖). Let the function Ψ : X → R be (2, D)-smooth and define D? := 1∨D.
(a) Suppose ‖∆Yt‖ ≤ ct a.s. for all t ∈ N for some constants (ct)t∈N, and let
Vt :=
∑t
i=1 c
2
i . Then for any x,m > 0, we have
P
(
∃t ∈ N : Ψ(Yt) ≥ x+ D
2
?x
2m
(Vt −m)
)
≤ 2 exp
{
− x
2
2D2?m
}
. (1.33)
This strengthens Theorem 3.5 from Pinelis (1994) [B].
(b) Suppose ‖∆Yt‖ ≤ c a.s. for all t ∈ N for some constant c, and let Vt :=∑t
i=1 Ei−1‖∆Yi‖2. Then for any x,m > 0, we have
P
(
∃t ∈ N : Ψ(Yt) ≥ x+D2?sP
( x
m
)
· (Vt −m)
)
≤ 2 exp
{
−D2?mψ?P
(
x
D2?m
)}
≤ 2 exp
{
− x
2
2(D2?m+ cx/3)
}
.
(1.34)
This strengthens Theorem 3.4 from Pinelis (1994) [B].
We prove this result in Section 1.6. As before, the Hoeffding-style bound in part
(a) and the Bennett-style bound in part (b) are not directly comparable: Vt may be
smaller in part (b), but the exponent is also smaller.
We briefly highlight some of the strengths and limitations of this approach. Since
the Euclidean l2-norm is induced by the standard inner product in Rd, Corollary 1.10
gives a dimension-free uniform bound on the l2-norm deviations of a vector-valued
martingale in Rd which exactly matches the form for scalars. Compare this to bounds
based on the operator norm of a Hermitian dilation: the bound of Tropp (2012)
includes dimension dependence [B,E] while the bound of Minsker (2017, Corollary
4.1) incurs an extra constant factor of 14 [B,E]. Our bounds extend to martingales
taking values in sequence space {(ai)i∈N :
∑
i|ai|2 <∞} or function space L2[0, 1],
and we may instead use the lp norm, p ≥ 2, in which case D =
√
p− 1. These cases
follow from Pinelis (1994, Proposition 2.1).
CHAPTER 1. EXPONENTIAL LINE-CROSSING INEQUALITIES 42
Similarly, Corollary 1.10 gives dimension-free uniform bounds for the Frobenius-
norm deviations of a matrix-valued martingale. This extends to martingales taking
values in a space of Hilbert-Schmidt operators on a separable Hilbert space, with
deviations bounded in the Hilbert-Schmidt norm; compare Minsker (2017, §3.2),
which gives operator-norm bounds. The method of Corollary 1.10 does not extend
directly to operator-norm bounds because the operator norm is not (2, D)-smooth
for any D: for a simple illustration in H2, consider x = aI2 and v = diag{b,−b},
so that ‖x + v‖2op + ‖x − v‖2op − 2‖x‖2op = 2b2 + 4ab and condition (1.32c) cannot
be satisfied. However, Corollary 1.10 does apply to the matrix Schatten p-norm for
p < ∞, using D = √p− 1, and this holds for rectangular matrices as well (Ball
et al., 1994).
Continuous-time processes
While Corollaries 1.1, 1.4, 1.6, and 1.7 already generalize results known in discrete
time to new results for continuous-time martingales [C], here we summarize a few
more useful bounds explicitly for continuous-time processes which follow from The-
orem 1.1 and the conditions of Fact 1.2, making use of the novel strategies devised
by Shorack and Wellner (1986) and van de Geer (1995). These results use the con-
ditional quadratic variation 〈S〉t. We remind the reader that [S]t = 〈S〉t = t for
Brownian motion, and the first equality holds more generally for martingales with
continuous paths, while for a Poisson process with rate one, 〈S〉t = t but [S]t = St.
Corollary 1.11. Let (St)t∈(0,∞) be a real-valued process.
(a) If (St) is a locally square-integrable martingale with a.s. continuous paths, then
for any a, b > 0, we have
P (∃t ∈ (0,∞) : St ≥ a+ b 〈S〉t) ≤ e−2ab.
If 〈S〉t ↑ ∞ as t ↑ ∞, then the probability upper bound holds with equality. This
recovers as a special case the standard line-crossing probability for Brownian
motion (e.g., Durrett, 2017, Exercise 7.5.2).
(b) If (St) is a local martingale with ∆St ≤ c for all t, then for any x,m > 0, we
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have
P
(
∃t ∈ (0,∞) : St ≥ x+ sP
( x
m
)
· (〈S〉t −m)
)
≤ exp
{
−mψ?P
( x
m
)}
(1.35)
≤ exp
{
− x
2
2(m+ cx/3)
}
.
(1.36)
This strengthens Appendix B, Inequality 1 of Shorack and Wellner (1986) [B].
(c) If (St) is any locally square-integrable martingale satisfying the Bernstein con-
dition of Fact 1.2(c) for some predictable process (Vt), then for any x,m > 0,
we have
P
(
∃t ∈ (0,∞) : St ≥ x+ sG
( x
m
)
· (Vt −m)
)
≤ exp
{
−mψ?G
( x
m
)}
≤ exp
{
− x
2
2(m+ cx)
}
.
This strengthens Lemma 2.2 of van de Geer (1995) [B,E].
Clearly, Corollary 1.11(b) applies to centered Poisson processes with c = 1. Of
course, one can also apply Fact 1.2(a) for general Le´vy processes, obtaining the
same bound (1.36). The point of Corollary 1.11(b) is that any local martingale with
bounded jumps obeys this inequality, and so concentrates like a centered Poisson
process in this sense. Barlow et al. (1986, §4) describe further exponential super-
martingales obtained for continuous-time processes using the quadratic variation,
and derive “Freedman-style” self-normalized bounds; incorporating these cases into
our framework would be interesting future work.
Exponential families and the sequential probability ratio test
It is well known that the likelihood ratio f1,t(X
t
1)/f0,t(X
t
1) is a martingale under
the null hypothesis that X t1 ∼ f0,t. Then Ville’s inequality gives a sequential test
with valid type I error, equivalent to an open-ended sequential probability ratio test
(SPRT, Wald, 1945), in which we stop when the likelihood ratio exceeds an upper
threshold, but not when it drops below any lower threshold. In the one-parameter
exponential family case, we obtain a simple analytical result which is equivalent to
Theorem 1.1, as we detail below.
Suppose (Xt)t∈N are i.i.d. from a one-parameter exponential family with nat-
ural parameter θ and log-partition function A, so that Xt has density fθ(x) =
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h(x) exp {θT (x)− A(θ)}. Let St =
∑t
i=1 T (Xi). An open-ended SPRT testing
H0 : θ = θ0 against H1 : θ = θ0 + λ stops to reject H0 as soon as the likelihood
ratio Lt = exp {λSt − [A(θ0 + λ)− A(θ0)]t} exceeds the threshold α−1 > 1.
Corollary 1.12. This one-sided SPRT has type I error rate no greater than α:
Pθ0(∃t ∈ N : Lt ≥ α−1) ≤ α.
This standard fact follows easily from Theorem 1.1 because Lt ≥ A if and only if
St ≥ (logA)/λ+ψ(λ)t/λ, where ψ(λ) = A(θ0 +λ)−A(θ0), the CGF of T (Xi) at θ =
θ0. Hence the rejection boundary for the SPRT is equivalent to the linear boundary
of Theorem 1.1. In light of this, we may interpret the above sub-Gaussian, sub-
Poisson, sub-exponential and sub-Bernoulli bounds as open-ended SPRTs for i.i.d.
observations from these exponential families. The fact that such tests are also valid
for testing various nonparametric classes of distributions, as outlined in Section 1.3,
illustrates how our framework provides nonparametric generalizations of the SPRT.
For example, if one wants to test the mean of a bounded distribution, our framework
suggests that one apply an SPRT for Bernoulli or Poisson observations, for example.
It has long been known that the normal SPRT bound can be applied to sequential
problems involving any i.i.d. sequence of sub-Gaussian observations (Darling and
Robbins, 1967b; Robbins, 1970). Our work expands the breadth of nonparametric
sequential problems amenable to such methods and deepens the connection between
exponential concentration inequalities and sequential testing procedures.
1.5 Discussion and extensions
This section is divided into three parts. We first discuss the sharpness of the derived
bounds. Then, building further on the geometric intuition of the chapter, we point
out an interesting geometric relationship between fixed-sample exponential bounds
and our uniform bounds. We end by discussing directions for future work.
When is Theorem 1.1 sharp?
In the discrete-time, sub-Gaussian case ψ = ψN , Theorem 1.1(a) is sharp in the
sense that for given a, b > 0 there exist processes with true upcrossing probability
arbitrarily close to exp {−aD(b)}. In fact, this can be achieved by rescaling any sum
of i.i.d. observations with finite variance, which we prove in Section 1.6 as a corollary
of Theorem 2 of Robbins and Siegmund (1970):
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Corollary 1.13. Suppose (Xt)t∈N are i.i.d. mean zero with variance σ2 < ∞. Let
St =
∑n
i=1 Xi. Let S
(m)
t := St/
√
m and V
(m)
t := tσ
2/m. Then for any a, b > 0,
lim
m→∞
P
(
∃t ∈ N : S(m)t ≥ a+ bV (m)t
)
= e−2ab.
The following more general sandwich relation, which we prove in Section 1.6,
quantifies the looseness in Theorem 1.1(a) and gives a sufficient condition for the
probability bound to be exact. This condition involves the “overshoot” of the process
St over the line a+ bVt, a quantity which has been studied extensively in the context
of sequential testing (Siegmund, 1985). The upper bound in equation (1.37) below
is a restatement of Theorem 1.1(a); only the lower bound is new.
Proposition 1.3. Consider real-valued processes (St), (Vt) and a CGF-like function
ψ. Fix a ≥ 0, b ∈ (0, b¯) and suppose
1. Mt := exp {D(b)St − ψ(D(b))Vt} is a martingale with M0 ≡ 1 (rather than just
upper bounded by a supermartingale, as Definition 1.1 requires),
2. St − bVt → −∞ as t ↑ ∞ a.s., and
3. For some  ≥ 0, Sτ ≤ a + bVτ +  a.s. on {τ < ∞}, where τ := inf{t ∈ T :
St ≥ a+ bVt}.
Then we have
e−D(b) ≤ P (∃t ∈ T : St ≥ a+ bVt)
exp {−aD(b)} ≤ 1. (1.37)
In particular, if the conditions of Proposition 1.3 hold with  = 0, then the
probability bounds in Theorem 1.1 parts (a), (b) and (c) hold with equality. In the
continuous-time case with (St) a continuous martingale, these conditions often hold
with ψ = ψN and Vt = [S]t. We give details for the following result in Section 1.6:
Corollary 1.14. Suppose (St)t∈(0,∞) is a continuous martingale with S0 = 0 and
[S]t ↑ ∞ a.s. satisfying Kazamaki’s criterion: supT EeST /2 <∞, where the supremum
is taken over all bounded stopping times T (Protter, 2005, Theorem 44). Then P(∃t ∈
(0,∞) : St ≥ a+ bVt) = e−2ab.
In the discrete-time case with i.i.d. observations bounded above by  a.s. and
having CGF ψ, the conditions of Proposition 1.3 hold, setting Vt = t. Hence the
probability bound in Theorem 1.1(a) can be made arbitrarily close to exact by taking
b sufficiently small relative to , and similarly for parts (b) and (c). So Theorem 1.1 is
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sharp in the sense that for any such process, the probability bound is arbitrarily close
to exact for some choice of (a, b) or (x,m). To see the connection with Corollary 1.13,
recall that D(b) is the inverse of ψ(λ)/λ. Proposition 1.3 says that if we want to
make the probability bound nearly exact, we need to choose b close to zero so that
D(b) is close to zero, or, equivalently, we must choose λ close to zero. If ψ is the
CGF of a random variable with variance σ2 < ∞, then ψ(λ) ∼ λ2σ2/2 as λ ↓ 0. So
it is not surprising that as b ↓ 0, the crossing probability becomes exact and equal
to the crossing probability for Brownian motion.
Geometric relationship between Theorem 1.1 and
Crame´r-Chernoff bounds
Linear uniform bounds
Fixed-time Chernoff bounds
exp(−mψ*(x m)) = α
● Fixed-time Chernoff at V t = m
0
0 m− m m+
V t
U
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t
Figure 1.6: Geometric illustration of Theorem 1.1(b) and its relation to fixed-time
Crame´r-Chernoff bounds. Theorem 1.1(b) chooses the linear boundary which is
optimal for Vt = m, but other linear boundaries with the same crossing probability
are illustrated, each of which achieves the optimal fixed-time bound at some other
time Vt = m±. Each uniform Chernoff bound is tangent to the curve of fixed-time
bounds, and indeed the curve of fixed-time bounds may be defined as the pointwise
infimum of such linear uniform bounds.
Whenever a process (St) is sub-ψ with Vt = t, a fixed-time Crame´r-Chernoff
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upper bound of the form (1.23) holds: for any fixed t ∈ N, we have P(St ≥ x) ≤
exp {−tψ?(x/t)}. Let fα(t) denote the curve of such fixed-time bounds constructed
for a fixed crossing probability α at each time t:
fα(t) := tψ
?−1
(
logα−1
t
)
,
where ψ?−1(λ) = inf{u ≥ 0 : ψ?(u) > λ}. For example, in the sub-Gaussian case
ψ(λ) = ψN(λ) = λ
2/2, we have the standard formula fα(t) =
√
2t logα−1.
Proposition 1.4. Any line a+ bt which is tangent to fα(t) satisfies P(∃t ∈ T : St ≥
a+ bt) ≤ α.
In words, the above proposition states that the set of linear boundaries from
Theorem 1.1 is exactly the set of tangent lines to fα, or conversely, fα is defined as the
pointwise infimum of this set of linear boundaries, as illustrated in Figure 1.6. We give
the proof in Section 1.6. This observation provides some intuition for the appearance
of the Legendre-Fenchel transform in the standard Crame´r-Chernoff formula (1.23).
Future work
Generalizing assumptions. Definition 1.1 can be further generalized, allowing it
to subsume more known inequalities and yield sharper results for certain cases. How-
ever, the corresponding general theorem and specific results are less user-friendly. We
have chosen our Definition 1.1 and Theorem 1.1 to balance generality and tractabil-
ity, but in Section 1.7 we present one possible generalization of our assumption and
a corresponding general theorem and specific bound.
Polynomial line-crossing inequalities. We have focused on exponential in-
equalities, but polynomial concentration also plays an important role in the liter-
ature. A theory of polynomial line-crossing analogous to that presented here may
begin with the Dubins-Savage inequality (see Section 1.7) and its lp extension in
Khan (2009).
Banach spaces. The Banach space bounds in Section 1.4 give dimension-free
lp bounds for 2 ≤ p < ∞, but do not give l∞ bounds. In particular, this does not
yield operator-norm bounds for infinite-dimensional Hilbert-Schmidt operators, as
in Minsker (2017). Extending Minsker’s “effective rank” approach to the uniform
bounds of this chapter would be an interesting future extension.
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1.6 Proofs
Proof of Proposition 1.1
Applying Taylor’s theorem to ψ at the origin, we have ψ(λ) =
[
ψ′′(0+)
2
+ h(λ)
]
λ2
where h(λ) → 0 as λ ↓ 0. Choose λ0 > 0 small enough so that ψ(λ) ≤ ψ′′(0+)λ2
for all 0 ≤ λ < λ0. Then, setting a := 2ψ′′(0+), c := 1/λ0 and using that fact that
ψG,c ≥ ψN for c ≥ 0, we have ψ(λ) ≤ aψN(λ) ≤ aψG,c(λ) for all 0 ≤ λ < 1/c. The
same argument holds with ψE in place of ψG.
Proof of Proposition 1.2
In each case, we show an inequality between two ψ functions. The conclusion then fol-
lows from the fact that is ψ1 ≤ ψ2, then exp {λSt − ψ2(λ)Vt} ≤ exp {λSt − ψ1(λ)Vt},
showing that the key condition of Definition 1.1 continues to hold with ψ2 in place
of ψ1.
Part (1): the proof of Theorem 1 in Hoeffding (1963) shows that, for all µ ∈ (0, 1)
and all t ∈ [0, 1− µ),
(µ+ t) log
(
µ+ t
µ
)
+ (1− µ− t) log
(
1− µ− t
1− µ
)
≥ t2
{
1
1−2µ log
(
1−µ
µ
)
, 0 < µ < 1
2
,
1
2µ(1−µ) ,
1
2
≤ µ < 1,
with equality at t = 1 − 2µ. Substituting µ = g/(g + h) and t = u/(g + h) for
u ∈ [0, h), some algebra shows that the left-hand side is equal to ghψ?B(u/gh)
and the right-hand side is equal to ψ?N(u)/ϕ(g, h), so that, for all g, h > 0 and
u ∈ [0, h), ψ?B(u/gh) ≥ ψ?N(u)/[ghϕ(g, h)], with equality at u = h − g. The
order-reversing and scaling properties of the Legendre-Fenchel transform now im-
ply ψ??B (λ) ≤ ψ??N (ϕ(g, h)λ)/[ghϕ(g, h)] for all λ ≥ 0. Finally, since ψB and ψN are
convex and continuous, each is equal to its biconjugate ψ?? by the Fenchel-Moreau
theorem, so that ψB(λ) ≤ ϕ(g,h)gh ψN(λ).
Part (2): This follows directly from equation (4.15) in Hoeffding (1963) which,
in our notation, says that ψB(λ) ≤ (g+h)24gh ψN(λ) for all λ ∈ R.
Part (3): In our notation, Lemma 2.32 of Bercu et al. (2015) shows that
(gψB,g,1)
?(u) ≥ (gψP,1−g)?(u) for all u ∈ [0, 1] and g > 0. The order-reversing and
scaling properties of the Legendre-Fenchel transform imply ψ??B,g,1(λ) ≤ ψ??P,1−g(λ) for
all λ ≥ 0. Since ψB,g,1 and ψP,1−g are convex and continuous, each is equal to its
biconjugate ψ?? by the Fenchel-Moreau theorem, so that ψB,g,1(λ) ≤ ψP,1−g(λ). The
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result now follows from algebraic identities involving ψB and ψP : for any g, h > 0,
ψB,g,h(λ) =
1
h2
ψB,g/h,1(hλ) ≤ 1
h2
ψP,(h−g)/h(hλ) = ψP,h−g(λ). (1.38)
Part (4) is immediate from the definition ψP = ψN when c = 0.
Part (5): since ψ′′P,cP (λ) = e
cPλ and ψ′′G,cG(λ) = (1− cGλ)−3,
ψ′′P,c(λ)
ψ′′G,c/3(λ)
= (1− cλ/3)3ecλ = f(1− cλ/3), where f(y) = y3e3(1−y). (1.39)
We have f(1) = 1 and f ′(y) = 3y2e3(1−y)(1 − y), so that f ′(y) ≤ 0 for y ≥ 1 and
f ′(y) ≥ 0 for y ≤ 1. Hence f(y) ≤ f(1) = 1 for all y, i.e., ψ′′P,c(λ) ≤ ψ′′G,c/3(λ)
for all λ. Since ψP,c(0) = ψG,c/3(0) = 0 and ψ
′
P,c(0) = ψ
′
G,c/3(0) = 0, we conclude
ψP,c(λ) ≤ ψG,c/3(λ) for all λ.
Parts (6,7,8): some algebra shows that
ψ′G,cG(λ)− ψ′E,cE(λ) =
λ2[3cG − 2cE + cG(cE − 2cG)λ]
2(1− cGλ)2(1− cEλ) . (1.40)
Since ψG,cG(0) = ψE,cE(0) = 0, we have ψG,cG(λ) ≥ (≤)ψE,cE(λ) for all λ if ψ′G,cG ≥
(≤)ψ′E,cE for all λ, and (1.40) shows the latter is true if and only if f(λ) := 3cG −
2cE + cG(cE − 2cG)λ ≥ (≤) 0 for all λ. Note we need only check the domain 0 ≤ λ <
c−1E ∧ (2cG)−1 on which both functions are defined.
• For part (6), if cE = 3cG/2, then f(λ) = −c2Gλ/2 ≤ 0, so that ψG,c ≤ ψE,3c/2
for c ∈ R.
• For part (7), if cG = cE ≥ 0 then we have f(λ) = c(1−cλ) ≥ 0 for 0 ≤ λ < c−1,
so that ψE,c ≤ ψG,c for c ≥ 0.
• For part (8), if cG = cE/2 < 0, then f(λ) = −cE/2 > 0, so that ψE,c ≤ ψG,c/2
for c < 0.
Part (9): from ψ′P,2c(λ) =
e2cλ−1
2c
and ψ′G,c(λ) =
λ(2−cλ)
2(1−cλ)2 , we have
ψ′P,2c(λ)− ψ′G,c(λ) =
1− f(1 + |c|λ)
2|c|(1− cλ)2 , where f(y) = y
2e2(1−y). (1.41)
We have f(1) = 1 and f ′(y) = 2ye2(1−y)(1− y) ≤ 0 for all y ≥ 1, so that f(y) ≤ 1 for
all y ≥ 1. Hence ψ′P,2c(λ) ≥ ψ′G,c(λ) for all λ ≥ 0. Together with ψP,2c(0) = ψG,c(0) =
0, we conclude ψP,2c(λ) ≥ ψG,c(λ) for all λ ≥ 0.
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Part (10) follows from the fact that ψP,c ↑ ψN as c ↑ 0.
Part (11): for any g, h > 0, we have
ψ′B,g,h(λ) =
ehλ − e−gλ
gehλ + he−gλ
, (1.42)
so limh↓0 ψ′B,g,h(λ) = (1 − e−gλ)/g = ψ′P,−g(λ). Since ψB,g,h(0) = ψP,c = 0 for all
g, h > 0 and all c ∈ R, we see that limh↓0 ψB,g,h(λ) = ψP,−g(λ) for all λ ≥ 0.
Furthermore, differentiating (1.42) with respect to h reveals
d
dh
ψ′B,g,h(λ) =
e(h−g)λ(g + h)2ψP,−(g+h)(λ)
(gehλ + he−gλ)2
≥ 0, (1.43)
which implies ψB,g,h(λ) is nondecreasing with h for all λ ≥ 0. We conclude ψB,g,h(λ) ↓
ψP,−g(λ) as h ↓ 0, hence ψP,c ≤ ψB,−c,h for all h > 0 whenever c < 0.
To see that no other implications are possible, observe that, as λ→∞, ψB(λ) =
O(λ), ψN(λ) = O(λ2), and when c > 0, ψP (λ) = O(ecλ), while ψG(λ) and ψE(λ)
diverge at a finite value of λ. So we cannot use aψB to upper bound any of the other
ψ functions for any constant a. Likewise, we cannot use aψN to upper bound ψP ,
ψG or ψE, and we cannot use aψP to upper bound ψG or ψE.
Now if St is a sum of i.i.d. N (0, 1) random variables, then (St) is sub-Gaussian
with variance process Vt = t, and the exponential process exp {λSt − λ2t/2} is a mar-
tingale. Under any scaling of Vt by a constant a > 0, (St) cannot be sub-Bernoulli,
because E exp {λ∆St − aψB(λ)} = exp {λ2/2− aψB(λ)} > 1 for sufficiently large λ,
so the exponential process exp {λSt − ψB(λ)t} will be expectation-increasing. Anal-
ogous arguments shows that other reverse implications are not possible.
To see that the above constants are the best possible when we allow only scaling
of Vt by a constant, consider the third-order expansions of each ψ function about
λ = 0:
ψB(λ) =
[
λ2
2
+
(h− g)λ3
6
]
+ o(λ3)
ψN(λ) =
λ2
2
ψP (λ) =
λ2
2
+
cλ3
6
+ o(λ3)
ψE(λ) =
λ2
2
+
cλ3
3
+ o(λ3)
ψG(λ) =
λ2
2
+
cλ3
2
+ o(λ3).
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It is clear from these expansions that parts (3), (4), (5), (6), and (11) have the best
possible constants. Part (7) is unimprovable because ψE diverges at λ = 1/c, and
using any scale parameter in ψG smaller than c would make ψG finite at λ = 1/c.
For part (8), recall that when c < 0, b¯ = |c|−1 for ψE, while b¯ = |2c|−1 for ψG.
Hence, if c′ < c/2 < 0, then limλ→∞ ψ′G,c′(λ) = |2c′|−1 < |c|−1 = limλ→∞ ψ′E,c(λ),
so that ψG,c′(λ) must be smaller than ψE,c(λ) for sufficiently large λ. Part (9) is
unimprovable by an analogous argument.
For part (1), when g ≥ h, we know that the constant of one in front of ψN(λ) is
the best possible from the expansions above. When g < h, some algebra shows that
the inequality ψB,g,h(λ) ≤ ϕ(g,h)gh ψN(λ) holds with equality at λ = (h − g)/ϕ(g, h),
so the constant cannot be improved. For part (2), it is easy to see that ϕ(g, h) =(
g+h
2
)2
= g2 when g = h, so the constant (g+h)
4gh
is the best possible of the form k/gh
where k is a function of g + h alone.
A brief remark on the rationale behind part (2). In the “Bernoulli I” (Fact 1.1(b))
and “Bernoulli II” (Lemma 1.3(a)) conditions, Vt = ght, so applying Proposition 1.2,
part (2) leads to Vt =
(
g+h
2
)2
t, a function of the total range g + h alone. This is
useful in the common case that observations are known to be bounded in a range
[a, b], and an inequality is desired which depends only on the range b− a and not on
the location of the means within [a, b].
An intermediate condition for sub-ψ processes
In discrete time, the following result capture a useful general condition on a matrix-
valued process (Yt) that is sufficient to show that the maximum-eigenvalue process
St = γmax(Yt) is sub-ψ.
Lemma 1.4. Let ψ be a real-valued function with domain [0, λmax). Let (Yt)t∈N be an
adapted, Hd-valued process. Let (Wt)t∈N be predictable, Hd-valued, and nondecreasing
in the semidefinite order, with W0 = 0. Let (Ut)t∈N be defined by U0 = 0 and ∆Ut =
ut(∆Yt) for some ut : R → R≥0, for each t. If, for all t ∈ N and λ ∈ [0, λmax), we
have
logEt−1 exp {λ∆Yt − ψ(λ)∆Ut}  ψ(λ)∆Wt, (1.44)
then St = γmax(Yt) is d-sub-ψ with variance process Vt = γmax(Ut +Wt).
For a familiar example, suppose d = 1 and (Yt) has independent increments. Let
Wt = t, Ut ≡ 0 and ψ(λ) = λ2/2. Then (1.44) reduces to the usual definition of
a 1-sub-Gaussian random variable (Boucheron et al., 2013). For a self-normalized
example, let (∆Yt) be i.i.d. from any distribution symmetric about zero. Then, again
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letting ψ(λ) = λ2/2, an argument due to de la Pen˜a (1999) shows that (1.44) holds
with Wt ≡ 0 and Ut =
∑t
i=1 ∆Y
2
i . See Lemma 1.3(d) for a general statement of this
condition.
The value l0 = d, the ambient dimension, leads to a pre-factor of d in all of our
operator-norm matrix bounds. In cases when supt∈T rank(Ut +Wt) ≤ r < d a.s., the
pre-factor d in our bounds may be replaced by r via an argument originally due to
Oliveira (2010b). See Section 1.7 for details.
Proof of Lemma 1.4. The key result here is Lieb’s concavity theorem:
Fact 1.3 (Lieb, 1973; Tropp, 2012). For any fixed H ∈ Hd, the function A 7→
tr exp {H + log(A)} is concave on the positive-definite cone.
Fixing λ ∈ [0, λmax), Lieb’s theorem and Jensen’s inequality together imply
Et−1 tr exp {λYt − ψ(λ) · (Ut +Wt)}
≤ tr exp{λYt−1 − ψ(λ) · (Ut−1 +Wt) + logEt−1eλ∆Yt−ψ(λ)·∆Ut} .
Now we apply inequality (1.44) to the expectation and use the monotonicity of the
trace exponential to obtain
Et−1 tr exp {λYt − ψ(λ) · (Ut +Wt)} ≤ tr exp {λYt−1 − ψ(λ) · (Ut−1 +Wt−1)} .
This shows that the process Lt := tr exp {λYt − ψ(λ) · (Ut +Wt)} is a supermartin-
gale, with L0 = d. Next we show that Lt ≥ exp {λγmax(Yt)− ψ(λ)γmax(Ut +Wt)}
a.s. for all t, which is Definition 1.1. We repeat a short argument from Tropp (2012).
First, by the monotonicity of the trace exponential,
tr exp {λYt − ψ(λ) · (Ut +Wt)} ≥ tr exp {λYt − ψ(λ)γmax(Ut +Wt)Id}
≥ γmax (exp {λYt − ψ(λ)γmax(Ut +Wt)Id}) =: B.
using the fact that the trace of a positive semidefinite matrix is at least as large as
its maximum eigenvalue. Then the spectral mapping property gives
B = exp {γmax (λYt − ψ(λ)γmax(Ut +Wt)Id)} .
Finally, we use the fact that γmax(A−cId) = γmax(A)−c for any A ∈ Hd and c ∈ R to
see that B = exp {λγmax(Yt)− ψ(λ)γmax(Ut +Wt)}, completing the argument.
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Proof of Lemma 1.3
We rely on the following transfer rule for the semidefinite ordering.
Fact 1.4 (Tropp, 2012, eq. 2.2). If f(a) ≤ g(a) for all a ∈ S, then f(A)  g(A)
when the eigenvalues of A lie in S.
We make frequent use of the martingale property Et−1∆Yt = 0, and prove in most
cases that
Et−1 exp {λ∆Yt − ψ(λ)∆Ut}  exp {ψ(λ)∆Wt} (1.45)
for some (Ut) and (Wt), then invoke Lemma 1.4. This a stronger condition than
property (1.44); the latter is implied by taking logarithms on both sides, recalling
the monotonicity of the matrix logarithm.
Part (a): we adapt the argument of Bennett (1962, p. 42). Fix λ ≥ 0 and
choose real numbers u, v, w so that eλx ≤ ux2 + vx + w for all x ≤ h, with equality
at x = h and x = −g. Using the assumption ∆Yt  hId, the transfer rule implies
Et−1eλ∆Yt  uEt−1∆Y 2t + vEt−1∆Yt + wId  (ugh+ w)Id, (1.46)
where the second inequality uses the assumption Et−1∆Y 2t  ghId and the martingale
property. Now consider the random matrix
Z =
{
−gId, with probability hh+g ,
hId, with probability
g
h+g
.
Evidently EZ = 0 and EZ2 = ghId, so Z also satisfies the aforementioned assump-
tions. Note that for any function f : R→ R,
Ef(Z) =
[
h
h+ g
· f(−g) + g
h+ g
· f(h)
]
Id.
By our choice of u, v, w, we see that EeλZ = E(uZ2 + vZ + wId) = (ugh + w)Id, so
by direct calculation,
(ugh+ w)Id = EeλZ =
[
h
h+ g
· e−λg + g
h+ g
· eλh
]
Id = e
ghψB(λ)Id. (1.47)
Combining (1.47) with (1.46) shows that (1.45) holds with Ut ≡ 0 and Wt = ghtId,
as desired.
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Part (b): As in Lemma 1 of Hoeffding (1963), we use the fact that eλx ≤
g+x
g+h
ehλ + h−x
g+h
e−gλ for all x ∈ [−g, h], along with the transfer rule, to conclude that,
for each t,
Et−1eλ∆Yt 
(
Gt
Gt +Gt
eHtλ +
Ht
Gt +Ht
e−Gtλ
)
Id = exp {GtHtψB,Gt,Ht(λ)} Id.
Now the proof of Proposition 1.2 part (1) shows that ψB,g,h(λ) ≤ ϕ(g, h)ψN(λ)/gh,
so we have
Et−1eλ∆Yt  exp {ψN(λ)ϕ(Gt, Ht)Id} ,
which shows that (1.45) holds with Ut ≡ 0 and ∆Wt = ϕ(Gt, Ht)Id, as desired.
Part (c): the argument is identical to that for part (a), except for the use of
ψB,g,h(λ) ≤ (g+h)24gh ψN(λ) from the proof of Proposition 1.2 part (2).
Part (d): From the standard inequality cosh x ≤ ex2/2 we see that f(x) :=
e−x
2/2 coshx ≤ 1 for all x. Introducing an independent Rademacher random variable
ε, we have for any t,
Et−1 exp
{
λ∆Yt − λ
2∆Y 2t
2
}
= Et−1 exp
{
λε∆Yt − λ
2∆Y 2t
2
}
= Et−1E
[
exp
{
λε∆Yt − λ
2∆Y 2t
2
} ∣∣∣∣ Ft−1,∆Yt]
= Et−1f(λ∆Yt)
 Id,
applying the transfer rule in the last step. This shows that (1.45) holds with Ut = [Y ]t
and Wt ≡ 0.
Part (e): Lemma 4.1 of Fan et al. (2015) shows that
exp
{
λx− [log(1− λ)−1 − λ]x2} ≤ 1 + λx
for all x ≥ −1 and 0 ≤ λ < 1. Applying the transfer rule and taking expectations,
we have for any t,
Et−1 exp
{
λ · ∆Yt
c
− [log(1− λ)−1 − λ] · ∆Y
2
t
c2
}
 Id.
Replace λ with cλ and identify ψE to complete the argument that (1.45) holds with
Ut = [Y ]t and Wt ≡ 0.
CHAPTER 1. EXPONENTIAL LINE-CROSSING INEQUALITIES 55
Part (f): Proposition 12 of Delyon (2009) shows that ex−x
2/6 ≤ 1 + x+ x2/3 for
all x ∈ R. This implies, by the transfer rule,
Et−1 exp
{
λ∆Yt − λ
2
6
∆Y 2t
}
 Id + λ
2
3
Et−1∆Y 2t  exp
{
λ2
3
Et−1∆Y 2t
}
.
This shows that (1.45) holds with Ut = [Y ]t/3 and Wt = 2 〈Y 〉t /3.
Part (g): Proposition 12 of Delyon (2009), together with the fact that e−x +
x− 1 ≤ x2/2 for x ≥ 0, shows that ex−x2+/2 ≤ 1 + x+ x2−/2. Again the transfer rule
implies
Et−1 exp
{
λ∆Yt − λ
2
2
(∆Yt)
2
+
}
 Id + λ
2
2
Et−1(∆Yt)2−  exp
{
λ2
2
Et−1(∆Yt)2−
}
.
This shows that (1.45) holds with Ut = [Y+]t/2 and Wt = 〈Y−〉t /2.
Part (h): we appeal to part (d) to see that St is d-sub-Gaussian with vari-
ance process Vt = γmax(
1
3
[Y ]t +
2
3
〈Y 〉t). Now the condition ∆Y 2t  A2t ensures that
1
3
[Y ]t +
2
3
〈Y 〉t 
∑t
i=1A
2
i , hence Vt ≤ γmax(
∑t
i=1A
2
i ). Substituting this larger vari-
ance process only makes the exponential process in Definition 1.1 smaller, so the
assumption remains satisfied.
Part (i): the proof of Corollary 2.2 in Fan et al. (2015) is based on the inequality
ex−x
2/2 ≤ 1 + x+ x3−/3 for all x ∈ R. The transfer rule implies
Et−1 exp
{
λ∆Yt − λ
2
2
∆Y 2t
}
 Id + λ
3
3
Et−1(∆Yt)3−  exp
{
λ3
3
Et−1(∆Yt)3−
}
.
Setting c = 1/6 in ψG, we have for all x ∈ [0, 6) the obvious inequality x2/2 ≤ ψG(x)
and we claim x3/3 ≤ ψG(x) as well; indeed,
x3/3
x2/2(1− x/6) =
x(6− x)
9
,
which reaches a maximum value of one at x = 3. The transfer rule now implies
Et−1 exp
{
λ∆Yt − ψG(λ)∆Y 2t
}  Et−1 exp{λ∆Yt − λ2
2
∆Y 2t
}
 exp
{
λ3
3
Et−1(∆Yt)3−
}
 exp{ψG(λ)Et−1(∆Yt)3−} ,
which shows that (1.45) holds with Ut = [Y ]t and Vt =
∑t
i=1 Ei−1|∆Yi|3.
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Proof of Corollary 1.2
Define the Hd1+d2-valued process (Yt) using the dilation of Bt:
∆Yt := t
(
0 Bt
B?t 0
)
.
Since the dilation operation is linear and preserves spectral information, we have
St = γmax(Yt) = ‖
∑t
i=1 iBi‖op (Tropp, 2012, Eq. 2.12). Furthermore, since each Bi
is fixed and i is 1-sub-Gaussian (in the usual sense for scalar random variables), (Yt)
satisfies the conditions of Lemma 1.4 with ψ = ψN , Ut ≡ 0, and
Wt =
t∑
i=1
(
BiB
?
i 0
0 B?iBi
)
,
by Tropp (2012, Lemma 4.3). Hence (St) is (d1 + d2)-sub-Gaussian with variance
process
Vt = ‖Wt‖op = max

∥∥∥∥∥
t∑
i=1
BiB
?
i
∥∥∥∥∥
op
,
∥∥∥∥∥
t∑
i=1
B?iBi
∥∥∥∥∥
op
 . (1.48)
The result now follows from Theorem 1.1(b).
Proof of Corollary 1.3
First, observe s−1(u) = ψ′(D(u)) for any u ∈ (0, b¯). Indeed, from the definition of
s(·) and Lemma 1.2(v) we see that if u = s(v) then D(u) = ψ?′(v) = ψ′−1(v), so that
v = ψ′(D(u)). This identity will be used below.
Now let h(b) := mψ?(b) + (x− bm)ψ?′(b). We will show the following:
(I) If m = 0 or b ≤ s ( x
m
)
, then h(b) ≤ (x− (b ∧ b¯)m)D(b).
(II) If m > 0 then h(b) ≤ mψ? ( x
m
)
= h
(
x
m
)
.
Together with Theorem 1.1(d) these prove that (1.25) holds, and (1.26) follows upon
setting x = bm.
First suppose m = 0, so it suffices to show ψ?′(b) ≤ D(b) to prove (I) in this
case. But Lemma 1.2(vi) implies u ≤ s−1(u) for any u ∈ [0, b¯), and together with the
convexity of ψ?, we have ψ?′(b) ≤ ψ?′(s−1(b)). Then the identities s−1(u) = ψ′(D(u))
and ψ?′ = ψ′−1 imply ψ?′(s−1(b)) = D(b).
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Now suppose m > 0. It is easy to see that h′(b) = (x − bm)ψ?′′(b). The con-
vexity of ψ? now implies h is nondecreasing for b ≤ x/m and nonincreasing for
b ≥ x/m. Hence h(b) is maximized at b = x/m, which proves (II). To prove (I) in
this case, we claim that h(s−1(b)) = (x− bm)D(b). Then the condition b ≤ s(x/m)
and Lemma 1.2(vi) imply b < s−1(b) ≤ x/m, so that h(b) ≤ h(s−1(b)) since h is
nondecreasing on this region, which is (I).
To prove the claim, substitute the identity s−1(u) = ψ′(D(u)) into the definition
of h(·), yielding
h(s−1(b)) = h(ψ′(D(b))) = mψ?(ψ′(D(b))) + [x−mψ′(D(b))]D(b).
Now use the identity ψ?(u) = uψ?′(u)− ψ(ψ?′(u)) to obtain
h(s−1(b)) = xD(b)−mψ(D(b))
= xD(b)−mbD(b),
where the final equality uses Lemma 1.2(v), proving the claim.
The second statement (1.26) follows directly from Theorem 1.1(d) with x = mb.
When b ≤ b¯, Lemma 1.2(vi) implies s(x/m) ≤ x/m = b, so the second case in (1.10)
applies. When b > b¯, we have x > mb¯, so the first case in (1.10) applies. Noting
that D(b) =∞ = ψ?(b) in this case using Lemma 1.2(i), we see that (1.26) remains
valid.
Proof of Corollary 1.10
We invoke arguments from Pinelis (1994) and Pinelis (1992) to show that Defini-
tion 1.1 is satisfied.
For part (a), the proofs of Theorem 3 in Pinelis (1994) and Theorem 3 in Pinelis
(1992) show that, for each t ∈ N,
Et−1 cosh
(
λΨ(Yt)
) ≤ eλ2D2?c2t /2 cosh (λΨ(Yt−1)).
Hence Lt := cosh
(
λΨ(Yt)
)
e−λ
2D2?
∑t
i=1 c
2
i /2 is a supermartingale, and the inequality
coshx > ex/2 implies that Definition 1.1 is satisfied for St = Ψ(Yt), Vt = D
2
?
∑t
i=1 c
2
i
and ψ = ψN with λmax =∞ and l0 = 2. The conclusion (1.33) follows from a slight
reparametrization of Vt to make D
2
? explicit in the bound.
For part (b), the proof of Theorem 3 in Pinelis (1994) shows that
Et−1 cosh
(
λΨ(Yt)
) ≤ exp{D2?Et−1 [eλ‖∆Yt‖ − λ‖∆Yt‖ − 1]} cosh (λΨ(Yt−1))
≤ exp
{
D2?
(
ecλ − cλ− 1
c2
)
Et−1‖∆Yt‖2
}
cosh
(
λΨ(Yt−1)
)
.
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using the fact that (ecλ − cλ − 1)/c2 is nondecreasing. Hence the process Lt :=
cosh
(
λΨ(Yt)
)
e−ψP (λ)D
2
?
∑t
i=1 Ei−1‖Xi‖2 is a supermartingale, and we see that Defini-
tion 1.1 is satisfied for St = Ψ(Yt), Vt = D
2
?
∑t
i=1 Ei−1‖Xi‖2 and ψ = ψP with
λmax =∞ and l0 = 2. The conclusion (1.34) follows as in part (a).
Proof of Corollary 1.13
We invoke Theorem 2 of Robbins and Siegmund (1970) for the sum Sn/σ with g(t) =
a/σ + bσt, noting that
lim
m→∞
P
(
∃t ∈ N : Sn√
m
≥ a+ btσ
2
m
)
= lim
m→∞
P
(
∃t ∈ N : Sn
σ
≥ √mg
(
t
m
))
.
It is easy to verify the conditions of parts (i) and (ii) of the theorem, yielding the
conclusion
lim
m→∞
P
(
∃t ∈ N : Sn
σ
≥ √mg
(
t
m
))
= P (∃t ∈ (0,∞) : Bt ≥ g(t)) ,
where (Bt) is standard Brownian motion. The latter probability is equal to exp(−2ab)
by the standard line-crossing formula for Brownian motion (e.g., Durrett, 2017, Ex-
ercise 7.5.2).
Proof of Proposition 1.3
From the definition of D(·), we see that Mt = exp {D(b) · (St − bVt)}. Since τ is a
stopping time, (Mt∧τ ) is a martingale, so 1 = EMt∧τ for each t ∈ N. The third
condition of the proposition ensures that Mt∧τ ≤ eD(b)·(a+) for all t a.s., so by
dominated convergence we have EMt∧τ → EMτ = 1, where Mτ is defined as the
a.s. limit of (Mt∧τ ), whose existence is guaranteed since the stopped process is a
nonnegative martingale. The second condition of the proposition implies Mt
a.s.→ 0,
hence
1 = EMτ = EMτ1(τ<∞) + EM∞1(τ=∞)
≤ exp {D(b) · (a+ )}P(τ <∞),
which gives the desired lower bound on P(τ <∞).
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Proof of Corollary 1.14
The conclusion follows immediately from Proposition 1.3 with  = 0 once we show
that the conditions of the proposition are satisfied for (St) with Vt = [S]t and ψ = ψN .
In this case, since (St) has continuous paths a.s, (Mt) is the stochastic exponential
of the process (D(b)St) (Protter, 2005, Ch. II, Theorem 37). Kazamaki’s criterion
is sufficient to ensure (Mt) is a martingale (Protter, 2005, Ch. III, Theorem 44)
and M0 = 1 since S0 = 0. This shows that condition (1) of Proposition 1.3 holds.
Condition (3) follows directly from the continuity of paths of (St).
It remains to show that condition (2) holds. For this we express (St) as a time
change of Brownian motion (Protter, 2005, Ch. II, Theorem 42): St = B[S]t where
(Bt) is a standard Brownian motion (with respect to a different filtration). From the
law of the iterated logarithm we know that Bt/t
a.s.→ 0 as t→∞, hence St − b[S]t =
[S]t(B[St]/[S]t − b)→ −∞ since [S]t ↑ ∞.
Proof of Proposition 1.4
Lemma 2.4 of Boucheron et al. (2013) shows that
fα(t) = inf
λ
[
logα−1
λ
+
ψ(λ)
λ
· t
]
, (1.49)
so that fα(t) is a pointwise infimum of lines indexed by λ with intercepts aλ =
(logα−1)/λ and slopes bλ = ψ(λ)/λ. Hence D(bλ) = λ, and by Theorem 1.1 the
crossing probability of each such line is e−aλD(bλ) = α. Note we have also shown
that fα is concave. The optimizer λ?(t) in (1.49) is the solution in λ of λψ
′(λ) −
ψ(λ) = (logα−1)/t. The left-hand side of this equation has positive derivative in λ
by the convexity of ψ, so the map t 7→ λ?(t) is injective. Hence the optimum line
aλ?(m) + bλ?(m)t is tangent to the curve fα(t) at t = m.
1.7 Appendix
Sharpened pre-factors based on rank
This argument is adapted from Wainwright (2017), though the idea originates in
Oliveira (2010b). Suppose the conditions of Lemma 1.4 hold and ess sup supt∈T rank(Ut+
Wt) = r < d. Since ∆Ut  0 and ∆Wt  0 for all t, we know that range(Ut+Wt) ⊆ S
for all t a.s., where S is an r-dimensional subspace. Inequality (1.44) implies that
range(Yt) ⊆ S for all t a.s. as well. Let M be a d× r matrix whose columns form an
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orthonormal basis for this subspace. Then the r-dimensional process Y˜t := M
?YtM
has the same spectrum as Yt for all t a.s., so we may apply our bounds to (Y˜t), with
(U˜t) and (W˜t) defined analogously, to obtain bounds with l0 = r.
Relation to the Dubins-Savage inequality
The Dubins-Savage inequality (Dubins and Savage, 1965) says that for any mar-
tingale St in discrete time with S0 = 0, setting Vt =
∑t
i=1 Vari−1(St − St−1), we
have
P (∃t ∈ N : St ≥ a+ bVt) ≤ 1
1 + ab
. (1.50)
The Dubins-Savage inequality may be proved by means similar to ours, invoking
Ville’s inequality for a suitable supermartingale. The relationship of our bounds
to the Dubins-Savage inequality is analogous to that between fixed-time Crame´r-
Chernoff bounds and Chebyshev’s inequality. More precisely, the Dubins-Savage
inequality is analogous to Uspensky’s one-sided version of Chebyshev’s inequality
(Uspensky, 1937; Bennett, 1962):
P(X − EX ≥ x) ≤ VarX
VarX + x2
. (1.51)
Similar to our Theorem 1.1(b), we may optimize the RHS of (1.50) over all lines
passing through a point (m,x) to obtain the equivalent bound
P
(
∃t ∈ N : St ≥ x+ x
2m
(Vt −m)
)
≤ m
m+ x2/4
,
recovering Uspensky’s inequality (1.51) with x/2 in place of x. The Dubins-Savage
inequality does not recover Uspensky’s inequality at the fixed time m—something is
necessarily lost in going from a fixed time to a uniform bound. Compare our Theo-
rem 1.1(b), which exactly recovers the fixed-time Crame´r-Chernoff bound (1.23). For
these exponential bounds, we lose nothing in going from a fixed time to a uniform
bound.
Graphical comparison of ψ functions
Figure 1.7 illustrates together the five standard ψ functions discussed in Section 1.3,
to help the reader gain intuition. With the given parameter settings, the inequalities
apparent in the figure do hold for all λ ≥ 0: ψB(λ) ≤ ψN(λ) ≤ ψP (λ) ≤ ψG(λ) ≤
ψE(λ). See the proof of Proposition 1.2 in Section 1.6.
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Figure 1.7: Comparison of ψ functions given in Table 1.2. We have set g = h = 1
in ψB, c = 1 in ψP , c = 1/3 in ψG, and c = 1/2 in ψE. These are all values that
might be used in bounding a process with [−1, 1]-valued increments using the same
variance process; see Figure 1.3 and Proposition 1.2. In general, bounds based on
different ψ functions may have different assumptions and variance processes, so may
not be comparable based on ψ functions alone. However, with identical variance
processes, a smaller ψ function yields a tighter bound. Note all functions behave like
ψN(λ) = λ
2/2 near the origin.
A more general boundary-crossing result
The following assumption weakens Definition 1.1, replacing the product ψ(λ)∆Vt
with a function f(λ,∆Vt).
Assumption 1.1. Let (St)t∈N∪{0} and (Vt)t∈N∪{0} be two real-valued processes adapted
to an underlying filtration (Ft)t∈N∪{0} with S0 = V0 = 0 a.s. and Vt ≥ 0 a.s. for all
t ∈ N. Let f : [0, λmax) × (0,∞) → R be concave in its second argument for each
value of the first, and let l0 ∈ [1,∞). We assume, for each λ ∈ [0, λmax), there
exists a supermartingale (Lt(λ))t∈N∪{0} with respect to (Ft) such that L0 ≤ l0 a.s.
and exp
{
λSt −
∑t
i=1 f(λ,∆Vi)
} ≤ Lt(λ) a.s. for all t ∈ N.
Clearly, when f(λ, v) ≡ ψ(λ) ·v for some ψ, Definition 1.1 holds and Theorem 1.1
applies. Under the weaker Assumption 1.1 we have the following results:
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Theorem 1.2. If Assumption 1.1 holds for some real-valued processes (St) and (Vt),
then for any λ ∈ [0, λmax) and a > 0, we have
P
(
∃t ∈ N : St ≥ a+ tf(λ, Vt/t)
λ
)
≤ l0e−aλ.
Furthermore, if fv(·) := f(·, v) is CGF-like for each v > 0, then for any n ∈ N,
m > 0 and 0 ≤ x < n supλ f ′m/n(λ), we have
P
(
∃t ≤ n : St ≥ x+ n
λ?
[
f
(
λ?,
Vt
n
)
− f
(
λ?,
m
n
)])
≤ l0 exp
{
−nf ?m/n
(x
n
)}
P
(
∃t ∈ N : St ≥ x+ tf(λ?,m/t)− nf(λ?,m/n)
λ?
)
≤ l0 exp
{
−nf ?m/n
(x
n
)}
where λ? := (f
?
m/n)
′(x/n).
The proof follows the same principles as that of Theorem 1.1 and is omitted for
brevity. One application of this result is to martingales with bounded increments,
making use of ψB:
Corollary 1.15. Let (Yt)t∈N be an Hd-valued martingale and let St := γmax(Yt).
Suppose γmax(∆Yt) ≤ c for all t for some c > 0, and let Vt := γmax(〈Y 〉t). Then for
any x,m > 0, n ∈ N we have
P
(
∃t ≤ n : St ≥ x+ n
[
g
(
Vt
n
)
− g
(m
n
)])
≤
[(
m
x+m
)x+m(
n
n− x
)n−x]n/(n+m)
,
and
P
(
∃t ∈ N : St ≥ x+ tg
(m
t
)
− ng
(m
n
))
≤
[(
m
x+m
)x+m(
n
n− x
)n−x]n/(n+m)
,
where
g(v) :=
m+ cn
n(v + c) log ξ
[
vξ
cn
m+cn + cξ−
vn
m+cn
]
and ξ :=
1 + x/m
1− x/cn.
This generalizes Theorem 2.1 of Fan et al. (2012) [B, D].
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One can further broaden Assumption 1.1 by replacing
∑
i f(λ,∆Vi) with the more
general
∑
i fi(λ,∆Vi), permitting fi to vary with time, but the added generality
further weakens the conclusions we can draw.
Equivalent sub-exponential conditions
Here we show that our sub-exponential condition (1.52) is equivalent to another
common definition (1.53) (Wainwright, 2017). We rephrase both conditions for the
right tail of a mean-zero random variable X.
Proposition 1.5. For a zero-mean random variable X, the following are equivalent:
1. There exist σ2 > 0 and c > 0 such that
logEeλX ≤ [− log(1− cλ)− cλ]σ
2
c2
for all λ ∈ [0, 1/c). (1.52)
2. There exist ν > 0 and α > 0 such that
logEeλX ≤ λ
2ν
2
for all λ ∈ [0, 1/α). (1.53)
Proof. Suppose the first condition holds. A Taylor expansion of [− log(1−cλ)−cλ]/c2
about λ = 0 yields
[− log(1− cλ)− cλ]σ2
c2
=
λ2σ2
2
+ λ2σ2
∞∑
k=1
(cλ)k
2 + k
=
λ2σ2
2
+ o(λ2).
So choosing ν > σ2, we can find α sufficiently large to ensure that
[− log(1− cλ)− cλ]σ2
c2
≤ λ
2ν
2
for all λ ∈ [0, 1/α),
implying the second condition holds.
Now suppose the second condition holds. Then since λ ≥ 0, the above series
expansion shows that the first condition holds with σ2 = ν and c = α.
Note that if the first condition (1.52) applies to both X and −X, then X satisfies
the usual, two-tailed sub-exponential condition, logEeλX ≤ λ2ν/2 for all |λ| < 1/α.
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Chapter 2
Nonparametric confidence
sequences
A confidence sequence is a sequence of confidence intervals that is uniformly valid
over an unbounded time horizon. In this chapter, we build upon the framework in-
troduced in Chapter 1 to develop confidence sequences whose widths go to zero, with
non-asymptotic coverage guarantees under nonparametric conditions. Our technique
draws a connection between the classical Crame´r-Chernoff method for exponential
concentration bounds, the law of the iterated logarithm (LIL), and the sequential
probability ratio test—our confidence sequences extend the first to time-uniform
concentration bounds; provide tight, non-asymptotic characterizations of the sec-
ond; and generalize the third to nonparametric settings, including sub-Gaussian and
Bernstein conditions, self-normalized processes, and matrix martingales. We illus-
trate the generality of our proof techniques by deriving an empirical-Bernstein bound
growing at a LIL rate, as well as a novel upper LIL for the maximum eigenvalue of a
sum of random matrices. Finally, we apply our methods to covariance matrix estima-
tion and to estimation of sample average treatment effect under the Neyman-Rubin
potential outcomes model.
2.1 Introduction
It has become standard practice for organizations with online presence to run large-
scale randomized experiments, or “A/B tests”, to improve product performance and
user experience. Such experiments are inherently sequential: visitors arrive in a
stream and outcomes are typically observed quickly relative to the duration of the
test. Results are often monitored continuously using inferential methods that assume
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a fixed sample, despite the well-known problem that such monitoring can inflate Type
I error substantially (Armitage et al., 1969; Berman et al., 2018). Furthermore,
most A/B tests are run with little formal planning and fluid decision-making, as
compared with clinical trials or industrial quality control, the traditional applications
of sequential analysis.
In this chapter we present methods for deriving confidence sequences as a flexible
tool for inference in sequential experiments (Darling and Robbins, 1967a; Lai, 1984;
Jennison and Turnbull, 1989). For α ∈ (0, 1), a (1 − α)-confidence sequence is a
sequence of confidence sets (CIt)
∞
t=1, typically intervals CIt = (Lt, Ut) ⊆ R, satisfying
a uniform coverage guarantee: after observing the tth unit, we calculate an updated
confidence set CIt for the unknown quantity of interest θt, with the uniform coverage
property
P(∀t ≥ 1 : θt ∈ CIt) ≥ 1− α. (2.1)
With only a uniform lower bound (Lt) on θt ∈ R, i.e., if Ut ≡ ∞, we have a lower
confidence sequence. Likewise, if Lt ≡ −∞ we have an upper confidence sequence
given by the uniform upper bound (Ut). Theorems 2.1 to 2.3 and Lemma 2.1 are our
key tools for constructing confidence sequences. All build upon the general frame-
work for uniform exponential concentration introduced in Chapter 1, which means
our techniques apply in diverse settings: scalar, matrix and Banach-space-valued
observations, with possibly unbounded support; self-normalized bounds applicable
to observations satisfying weak moment or symmetry conditions; and continuous-
time scalar martingales. Our methods allow for flexible control of the “shape” of
the confidence sequence, that is, how the sequence of intervals shrinks in width over
time. As a simple example, given a sequence of i.i.d. observations (Xt)
∞
t=1 from a
1-sub-Gaussian distribution whose mean µ we would like to estimate, Theorem 2.1
yields the following (1 − α)-confidence sequence for µ, a special case of the more
general bound (2.7):
1
t
t∑
i=1
Xi ± 1.7
√
log log(2t) + 0.72 log(5.2/α)
t
. (2.2)
The O(√t−1 log log t) asymptotic rate of this bound matches the lower bound im-
plied by the law of the iterated logarithm (LIL), and non-asymptotic bounds of this
form are called finite LIL bounds (Jamieson et al., 2014). For more on LIL-related
methods, see Robbins (1970).
We develop confidence sequences that possess the following properties:
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(P1) Non-asymptotic and nonparametric: our confidence sequences offer cov-
erage guarantees for all sample sizes, without exact distributional assumptions
or asymptotic approximations.
(P2) Unbounded sample size: our methods do not require a final sample size to
be chosen ahead of time. They may be tuned for a planned sample size but
always permit additional sampling.
(P3) Arbitrary stopping rules: we make no assumptions on the stopping rule
used by an experimenter to decide when to end the experiment, or when to act
on certain inferences.
(P4) Asymptotically zero width: the interval widths of our confidence sequences
shrink towards zero at a 1/
√
t rate, ignoring log factors, just as with pointwise
confidence intervals.
These properties give us strong guarantees and broad applicability. An exper-
imenter may always choose to gather more samples, and may stop at any time
according to any rule—the resulting inferential guarantees hold under the stated
assumptions without any approximations. Of course, this flexibility comes with a
cost: our intervals are wider than those that rely on asymptotics or make stronger
assumptions, for example, a known stopping rule. Typical, fixed-sample confidence
intervals derived from the central limit theorem do not satisfy any of (P1)-(P3),
and accommodating any one property necessitates wider intervals; we illustrate this
comparison in Figure 2.1. It is perhaps surprising that these four properties come
at a cost of less than doubling the fixed-sample, asymptotic interval width—the dis-
crete mixture bound illustrated in Figure 2.3 stays within a factor of two of the
fixed-sample central limit theorem bounds over five orders of magnitude in time.
Related work
We describe the most relevant work here, postponing discussion of other related work
to Section 2.7.
The idea of a confidence sequence goes back at least to Darling and Robbins
(1967a). They are called repeated confidence intervals by Jennison and Turnbull
(1984, 1989) (with a focus on finite time horizons) and always-valid confidence inter-
val processes by Johari et al. (2015). They are sometimes labeled anytime confidence
intervals in the machine learning literature (Jamieson and Jain, 2018).
Prior work on sequential inference is often phrased in terms of a sequential hy-
pothesis test, defined as a stopping rule and an accept/reject decision variable, or in
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Figure 2.1: Left panel shows 95% pointwise confidence intervals and uniform confi-
dence sequences for the mean of a Rademacher random variable, using one simulation
of 100,000 i.i.d. draws. Right panel shows cumulative chance of miscoverage based
on 10,000 replications; grey line shows nominal level 0.05. The CLT intervals are
asymptotically pointwise valid (these are similar to the exact binomial confidence
intervals, which are non-asymptotically pointwise valid). The pointwise Hoeffding
intervals are non-asymptotically pointwise valid. The confidence sequence based
on a linear boundary, as in Corollary 2.1, is valid uniformly over time and non-
asymptotically, but does not shrink to zero width. Finally, the confidence sequence
based on a curved boundary is valid uniformly and non-asymptotically, while also
shrinking towards zero width; here we use the two-sided normal mixture boundary,
(2.11), qualitatively similar to the stitched bound (2.2).
terms of an always-valid p-value (Johari et al., 2015). In Section 2.6 we discuss the
duality between confidence sequences, sequential hypothesis tests, and always-valid
p-values. Furthermore, we show in Lemma 2.2 that our confidence sequence defini-
tion (2.1) is equivalent to requiring P(θτ ∈ CIτ ) ≥ 1− α for all stopping times τ , or
even for all random times τ , not necessarily stopping times. Hence the choice of our
definition (2.1) over related definitions in the literature is purely one of convenience.
Recent interest in confidence sequences has come from the literature on best-
arm identification with fixed confidence for multi-armed bandit problems. Jamieson
et al. (2014), Kaufmann, Cappe´ and Garivier (2016), and Zhao et al. (2016) present
methods satisfying properties (P1)-(P4) for independent, sub-Gaussian observations.
Our results are sharper and more general, and our empirical-Bernstein confidence se-
quence scales with the unknown, true variance in nonparametric settings. Confidence
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sequences, or equivalently, always-valid p-values (see Section 2.6), are often a funda-
mental ingredient in best-arm selection algorithms (Jamieson and Nowak, 2014) as
well as related methods for sequential hypothesis testing with multiple comparisons
(Yang et al., 2017; Malek et al., 2017; Jamieson and Jain, 2018). Our results improve
and generalize such methods.
Maurer and Pontil (2009) and Audibert et al. (2009) prove empirical-Bernstein
bounds for fixed times or finite time horizons. Our empirical-Bernstein bound holds
uniformly over infinite time, and our proof technique is new. Balsubramani (2014)
takes a different approach to deriving confidence sequences satisfying properties (P1)-
(P4) by lower bounding a mixture martingale. This work was extended in Balsubra-
mani and Ramdas (2016) to an empirical-Bernstein bound, the only infinite-horizon,
empirical-Bernstein confidence sequence we are aware of in prior work. Our result
removes a multiplicative pre-factor and yields sharper bounds.
The simplest confidence sequence satisfying properties (P1)-(P3) follows by in-
verting a suitably formulated sequential probability ratio test (SPRT, Wald, 1945),
such as in Section 1.4. Wald worked in a parametric setting, though it is known that
the normal SPRT depends only on sub-Gaussianity (e.g., Robbins, 1970). The re-
sulting confidence sequence does not shrink towards zero width as t→∞ (property
P4), a problem which stems from the choice of a single point alternative λ. Nu-
merous extensions have been developed to remedy this defect, and our work is most
closely tied to two approaches. First, in the method of mixtures, one replaces the
likelihood ratio with a mixture
∫ ∏
i[fλ(Xi)/f0(Xi)] dF (λ), which is still a martin-
gale (Ville, 1939; Wald, 1945; Darling and Robbins, 1968a; Robbins and Siegmund,
1969, 1970; Robbins, 1970; Lai, 1976b; de la Pen˜a et al., 2007; Balsubramani, 2014;
Bercu et al., 2015). Second, epoch-based analyses choose a sequence of point alter-
natives λ1, λ2, . . . approaching the null value, with corresponding error probabilities
α1, α2, . . . approaching zero so that a union bound yields the desired error control
(Darling and Robbins, 1967b; Robbins and Siegmund, 1968; Kaufmann, Cappe´ and
Garivier, 2016).
The literature on self-normalized bounds makes extensive use of the method of
mixtures, sometimes called pseudo-maximization (de la Pen˜a et al., 2004, 2007; de la
Pen˜a, Klass and Lai, 2009; de la Pen˜a, Lai and Shao, 2009); these works introduced
the idea of using a mixture to bound a quantity with a random intrinsic time Vt.
These results are mostly given for fixed samples or finite time horizon, though de la
Pen˜a et al. (2001, Eq. 3.3) includes an infinite-horizon curve-crossing bound. Lai
(1976b) treats confidence sequences for the parameter of an exponential family using
mixture techniques similar to those of Section 2.3. Like much of the literature on the
method of mixtures, Lai’s work focused on the parametric setting (which we discuss
in Section 2.4), while we focus on the application of mixture bounds to nonparametric
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settings.
Johari et al. (2017) adopt the mixture approach for a commercial A/B testing
platform, where properties (P2) and (P3) are critical to provide an “off-the-shelf”
solution for a variety of clients. Their application relies on asymptotics which lack
rigorous justification. In Section 2.4 we give non-asymptotic justification for a similar
confidence sequence under a finite-sample randomization inference model, and in
Section 2.5 we demonstrate how our methods control Type I error in situations
where asymptotics fail.
Contributions and chapter outline
Our primary contribution is the development of new uniform exponential concen-
tration inequalities for curved boundaries, extending the inequalities of Chapter 1
for linear boundaries. We organize our results using the sub-Gaussian, sub-gamma,
sub-Bernoulli, sub-Poisson and sub-exponential settings defined in Section 2.2.
1. The stitching method gives closed-form sub-Gaussian or sub-gamma bound-
aries useful for proving theoretical properties of hypothesis testing and multi-
armed bandit procedures (Theorem 2.1). Our sub-gamma treatment extends
prior sub-Gaussian work to cover any martingale whose increments have finite
moment-generating function in a neighborhood of zero; see Proposition 2.1.
Our proof is more transparent and flexible, accommodating a variety of bound-
ary shapes, including those growing at the asymptotically optimalO(√Vt log log Vt)
rate, and we achieve the best constants to date, although we do not recommend
this bound for use in practice unless the closed-form simplicity is required.
2. Conjugate mixtures give sharp, easily computed, one-sided and two-sided bounds
for the sub-Bernoulli, sub-Gaussian, sub-Poisson and sub-exponential cases
(Section 2.3). These boundaries are effective in practice (Section 2.3) and are
unimprovable in general (Section 2.3). Our contributions over previous work
are threefold: we derive bounds which include a common tuning parameter,
which is critical in practice; we describe how such mixture bounds apply in
nonparametric cases; and we discuss why the “sub-optimal” O(√Vt log Vt) rate
of boundary growth may be preferable to the slower O(√Vt log log Vt) rate in
practice.
3. Discrete mixtures facilitate numerical computation of sharp bounds with a
great deal of flexibility, at the cost of slightly more involved computations
(Theorem 2.2). Like conjugate mixture bounds, these bounds are unimprov-
able in general. We provide details necessary for efficient implementation, and
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compute an unimprovable finite LIL bound using this method as point of ref-
erence in our comparison of finite LIL bounds (Figure 2.3).
4. Finally, in the sub-Gaussian case, the inverted stitching method (Theorem 2.3)
gives numerical upper bounds on the crossing probability of any increasing,
strictly concave boundary over a limited range of time Vt. In other words, we
show that any such boundary yields a uniform upper tail inequality over a finite
time horizon, and compute an appropriate value for the crossing probability.
Building on this foundation, we present a a state-of-the-art empirical-Bernstein
bound (Theorem 2.4) for any sequence of bounded observations. Our self-normalization
proof technique differs from past work, and we demonstrate the efficacy of this bound
in simulations (Section 2.5). We illustrate our methods with two novel applications:
the non-asymptotic, sequential estimation of average treatment effect in the Neyman-
Rubin potential outcomes model (Section 2.4), and the derivation of uniform matrix
bounds and covariance matrix confidence sequences (Corollary 2.4 and Section 2.4).
The chapter is organized as follows. After some background and definitions in
Section 2.2, we present the above four methods for constructing curved uniform
boundaries in Section 2.3. Section 2.4 contains our general empirical-Bernstein
bound, along with applications to confidence sequences for exponential family mod-
els, causal effects, and covariance matrices. We give simulation results in Section 2.5.
Section 2.6 discusses the relationship of our work to existing concepts of sequential
testing and introduces extensions to Banach spaces and continuous-time processes.
Section 2.7 touches on other related work and promising future work. Proofs of main
results are in Section 2.8, with other proofs deferred to Section 2.9.
2.2 Preliminaries: confidence sequences based on
linear boundaries
Given a sequence of real-valued observations (Xt)
∞
t=1, suppose we wish to estimate
the average conditional expectation µt := t
−1∑t
i=1 Ei−1Xi at each time t using the
sample mean X¯t := t
−1∑t
i=1Xi; here we assume an underlying filtration (Ft)∞t=1 to
which (Xt) is adapted, and Et denotes expectation conditional on Ft. Let St :=∑t
i=1(Xi − Ei−1Xi), the zero-mean deviation of our sample sum from its estimand
at time t. Given α ∈ (0, 1), suppose we can construct a uniform upper tail bound
uα : R≥0 → R≥0 satisfying
P
(∃t ≥ 1 : St ≥ uα(Vt)) ≤ α (2.3)
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for some adapted, real-valued intrinsic time process (Vt)
∞
t=1, an appropriate time
scale to measure the (squared) deviations of (St). This uniform upper bound on the
centered sum (St) yields a lower confidence sequence for (µt) with radius t
−1uα(Vt):
P
(∀t ≥ 1 : X¯t − t−1uα(Vt) ≤ µt) ≥ 1− α.
Note that an assumption on the upper tail of (St) yields a lower confidence
sequence for (µt); a corresponding assumption on the lower tail of (St) yields an
upper confidence sequence for (µt). In this chapter we formally focus on upper tail
bounds, from which lower tail bounds can be derived by examining (−St) in place
of (St). In general, the left and right tails of (St) may behave differently and require
different sets of assumptions, so that our upper and lower confidence sequences may
have different forms. Regardless, we can always combine upper and lower confidence
sequences using a union bound to obtain a two-sided confidence sequence (2.1).
When the (Xt) are independent with common mean µ, the resulting confidence
sequence estimates µ, but the setup requires neither independence nor a common
mean. In general, the estimand µt may be changing at each time t; Section 2.4
gives an application to causal inference in which this changing estimand is useful. In
principle, µt may also be random, although none of our applications involve random
µt.
To construct uniform boundaries uα satisfying inequality (2.3), we build upon
Definition 1.1 of the sub-ψ condition from Section 1.2. We organize our uniform
boundaries according to the ψ function used in Definition 1.1, based on the following
definition. To prepare for the definition, recall the Crame´r-Chernoff bound: if (Xt)
are independent zero-mean with bounded CGF logEeλXt ≤ ψ(λ) for all t ≥ 1 and
λ ∈ R, then writing St =
∑t
i=1Xi, we have P(St ≥ x) ≤ e−tψ
?(x/t) for any x >
0, where ψ? denotes the Legendre-Fenchel transform of ψ. Equivalently, writing
zα(t) := tψ
?−1(t−1 logα−1), we have P(St ≥ zα(t)) ≤ α for any fixed t and α ∈ (0, 1).
In other words, the function zα gives a high-probability upper bound at any fixed
time t for any sum of independent random variables with CGF bounded by ψ. When
we extend this concept to boundaries holding uniformly over time, there is no longer
a unique, minimized boundary, and the following definition captures the class of valid
boundaries.
Definition 2.1. For a given ψ : [0, λmax)→ R, a function u : R≥0 → R≥0 is called a
sub-ψ uniform boundary with crossing probability α if the inequality P(∃t ≥ 1 : St ≥
u(Vt)) ≤ α holds for any process (St) which is sub-ψ with variance process (Vt).
Although u does depend on the constant l0 in Definition 1.1, for simplicity we
omit this dependence from our notation. We reiterate that a sub-ψ boundary is not
tied to a particular pair (St), (Vt), but bounds the deviations over an entire class of
pairs (St) and (Vt) satisfying the sub-ψ condition.
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The simplest uniform boundaries are linear with positive intercept and slope, as
given by Theorem 1.1 of Section 1.2. In the language of this chapter, we partially
restate Theorem 1.1 as follows:
Corollary 2.1. For any λ ∈ [0, λmax) and α ∈ (0, 1), the boundary
u(v) :=
log(l0/α)
λ
+
ψ(λ)
λ
· v (2.4)
is a sub-ψ uniform boundary with crossing probability α.
Sub-Bernoulli
Sub-Gaussian
Sub-Poisson Sub-gamma
Sub-exponential
Figure 2.2: Relations among sub-ψ boundaries: each arrow indicates that a sub-ψ
boundary at the source node can also serve as a sub-ψ boundary at the destination
node, with appropriate modifications. Details are in Corollary 2.10.
As we summarize in Figure 2.2 and detail in Corollary 2.10, certain general im-
plications hold among sub-ψ boundaries. In particular, any sub-Gaussian boundary
can also serve as a sub-Bernoulli boundary; any sub-Poisson boundary serves as a
sub-Gaussian or sub-Bernoulli boundary; and, importantly, any sub-gamma or sub-
exponential boundary can serve as a sub-ψ boundary in any of the other four cases.
Indeed, a sub-gamma or sub-exponential boundary applies to nearly any case of
practical interest, as detailed below.
Proposition 2.1. Suppose ψ is twice-differentiable and ψ(0) = ψ′(0+) = 0. Suppose,
for each c > 0, uc(v) is a sub-gamma or sub-exponential uniform boundary with
crossing probability α for scale c. Then v 7→ uk1(k2v) is a sub-ψ uniform boundary
for some constants k1, k2 > 0 depending only on ψ.
This claim follows directly from Proposition 1.1 of Section 1.3. Note that for
any mean-zero random variable, if the CGF exists in a neighborhood of zero, then
it must satisfy the conditions of Proposition 2.1, so these conditions are very weak
(Jorgensen, 1997, Theorem 2.3).
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While Corollary 2.1 provides a versatile building block, the linear growth of the
boundary may be undesirable. Indeed, from a concentration point of view, the typical
deviations of St tend to be only O(
√
Vt) while the aforementioned boundary grows
like O(Vt), so the bound will rapidly become loose for large t. From a confidence
sequence point of view, the confidence radius will be O(Vt/t), and Vt/t typically
does not approach zero as t ↑ ∞, so the confidence sequence width will not shrink
towards zero. In other words, we cannot achieve arbitrary estimation precision with
arbitrarily large samples. We address this problem in Section 2.3, building upon
Corollary 2.1 to construct curved sub-ψ uniform boundaries.
2.3 Curved uniform boundaries
We present our four methods for computing curved uniform boundaries in Section 2.3.
In Section 2.3, we discuss how to tune bounds to a particular application, a necessity
for good performance in practice, and we describe the unimprovability of mixture
bounds in Section 2.3.
Closed-form boundaries via stitching
Our analytical “stitched” bound is useful in the sub-Gaussian case or, more generally,
the sub-gamma case with scale c. We require three user-chosen parameters:
• a scalar η > 1, which determines the geometric spacing in the stitching tech-
nique,
• a scalar m > 0 which gives the intrinsic time at which the uniform boundary
starts to be tight, and
• a function h : R≥0 → R>0 increasing such that
∑∞
k=0 1/h(k) ≤ 1, which deter-
mines the shape of the boundary’s growth after time m.
Recalling the scale parameter c for the ψG function above and the constant l0 in
Definition 1.1, we define the stitching function Sα as
Sα(v) :=
√
k21v`(v) + k
2
2c
2`2(v) + k2c`(v) where

`(v) := log h(logη(v/m)) + log(l0/α),
k1 := (η
1/4 + η−1/4)/
√
2,
k2 := (
√
η + 1)/2,
(2.5)
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and define the stitched boundary as u(v) = Sα(v ∨m). Note Sα(v) ≤ k1
√
v`(v) +
2ck2`(v) when c > 0, while Sα(v) ≤ k1
√
v`(v) when c ≤ 0, with equality in the
sub-Gaussian case (c = 0). These simpler expressions may sometimes be preferable.
For notational simplicity we suppress the dependence of Sα on h, η, l0, and c; we
will discuss specific choices as necessary. In the examples we consider, `(v) grows
as O(log v) or O(log log v) as v ↑ ∞, so the first term, k1
√
Vt`(Vt), dominates for
sufficiently large Vt, specifically when Vt/`(Vt) 2c2√η.
Theorem 2.1 (Stitched boundary). For any c ∈ R, α ∈ (0, 1), η > 1, m > 0, and h :
R≥0 → R≥0 increasing such that
∑∞
k=0 1/h(k) ≤ 1, the function u(v) := Sα(v∨m) is
a sub-gamma uniform boundary with scale c and crossing probability α. Furthermore,
for any sub-ψG process (St) with variance process (Vt) and any v0 ≥ m, it holds that
P (∃t ≥ 1 : Vt ≥ v0 and St ≥ u(Vt)) ≤
∞∑
k=blogη(v0/m)c
1
h(k)
. (2.6)
The first sentence above says that the probability of St crossing u(Vt) at least once
is at most α, while the second says that, even if it does happen to cross once or more,
the probability of further crossings decays to zero beyond larger and larger intrinsic
times. Note that (2.6) implies P (supt Vt =∞ and St ≥ u(Vt) infinitely often) = 0.
The proof of Theorem 2.1, given in Section 2.8, follows by taking a union bound over
a carefully chosen family of linear boundaries.
An important example is when l0 = 1 and we take h(k) = (k + 1)
sζ(s) for some
s > 1, where ζ(s) is the Riemann zeta function. Then Theorem 2.1 yields the
polynomial stitched boundary : for c ≥ 0,
Sα(v) = k1
√
v
(
s log log
(ηv
m
)
+ log
ζ(s)
α logs η
)
+ k2c
(
s log log
(ηv
m
)
+ log
ζ(s)
α logs η
)
,
(2.7)
where the second term may be neglected in the sub-Gaussian case since c = 0. This
is a “finite LIL bound”, so-called because Sα(v) ∼
√
sk21v log log v, matching the
form of the law of the iterated logarithm (Stout, 1970). We can bring sk21 arbitrarily
close to 2 by choosing η and s sufficiently close to one. Our bound improves and
generalizes many previous works; see Section 2.8 and figure 2.3. For a concrete
example, take η = 2 and s = 1.4; if St is a sum of independent, zero-mean, 1-sub-
Gaussian observations, we obtain
P
(
∃t ≥ 1 : St ≥ 1.7
√
t
(
log log(2t) + 0.72 log
5.2
α
))
≤ α. (2.8)
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Hoeffding bound
CLT bound
Jamieson et al. (2013)
Balsubramani (2014)
Zhao et al. (2016)
Darling & Robbins (1967b)
Kaufmann et al. (2014)
Normal mixture
Darling & Robbins (1968)
Polynomial stitching (ours)
Inverted stitching (ours)
Discrete mixture (ours)
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Figure 2.3: Finite LIL bounds for independent 1-sub-Gaussian observations, α =
0.025. The dotted lines show the Hoeffding bound
√
2Vt logα−1, which is non-
asymptotically pointwise valid, and the CLT bound z1−α
√
Vt, which is asymptotically
pointwise valid. Polynomial stitching uses Theorem 2.1 with η = 2.04 and h(k) =
(k + 1)1.4ζ(1.4). The inverted stitching boundary is 1.7
√
Vt(log(1 + log Vt) + 3.5),
using Theorem 2.3 with η = 2.99, vmax = 10
20, and error rate 0.82α to account
for finite horizon. Discrete mixture applies Theorem 2.2 to the density f(λ) =
0.4·10≤λ≤4/[λ log1.4(4e/λ)] with η = 1.1, and λmax = 4; see Section 2.8 for motivation.
The normal mixture bound (2.53) uses ρ = 0.129. See Section 2.9 for details.
Figure 2.3 compares our polynomial stitched bound for 1-sub-Gaussian incre-
ments to several bounds from the literature; our bound shows a slight improvement.
We include a numerically-computed discrete mixture bound with a mixture distri-
bution roughly corresponding to h(k) ∝ (k + 1)1.4, as described in Section 2.8. This
acts as a lower bound and shows that not too much is lost by the approximations
involved in the stitching construction.
Although our stitching construction begins with a sub-gamma assumption, it ap-
plies to other sub-ψ cases, including sub-Bernoulli, sub-Poisson and sub-exponential
cases; see Figure 2.2 and Proposition 2.1. We note also that our stitched bounds
apply equally well in continuous-time settings to Brownian motion, continuous mar-
tingales, martingales with bounded jumps, and martingales whose jumps satisfy a
Bernstein condition on higher moments; see Corollary 2.9.
While our focus is on non-asymptotic results, Theorem 2.1 makes it easy to obtain
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the following general upper asymptotic LIL, proved in Section 2.8:
Corollary 2.2. Suppose (St) is sub-ψ with variance process (Vt) and ψ(λ) ∼ λ2/2
as λ ↓ 0. Then
lim sup
t→∞
St√
2Vt log log Vt
≤ 1 on
{
sup
t
Vt =∞
}
. (2.9)
Conjugate mixture boundaries
For appropriate choice of mixing distribution F , the integral
∫
exp {λSt − ψ(λ)Vt} dF (λ)
will be analytically tractable. Since, under Definition 1.1, this mixture process is
upper bounded by a mixture supermartingale
∫
Lt(λ) dF (λ), such mixtures yield
closed-form or efficiently computable curved boundaries, which we call conjugate
mixture boundaries. This approach is known as the method of mixtures, one of
the most widely-studied techniques for constructing uniform bounds (Ville, 1939;
Wald, 1945; Darling and Robbins, 1968a; Robbins, 1970; Robbins and Siegmund,
1969, 1970; Lai, 1976b). Unlike the stitched bound of Theorem 2.1, which involves a
small amount of looseness in the analytical approximations, mixture boundaries are
unimprovable in a sense we make precise in Section 2.3. We restate the following
standard idea behind the method of mixtures using our definitions, with a proof in
Section 2.8. The proof details a technical condition on product measurability which
we require of Lt.
Lemma 2.1. For any probability distribution F on R≥0 and α ∈ (0, 1), the function
Mα(v) defined by
Mα(v) = sup
{
s ∈ R :
∫
exp {λs− ψ(λ)v} dF (λ) < l0
α
}
(2.10)
is a sub-ψ uniform boundary with crossing probability α, so long as the supermartin-
gale (Lt) of Definition 1.1 is product measurable when the underlying probability space
is augmented with the independent random variable λ.
For each of our conjugate mixture bounds, we compute a closed-form mixture inte-
gral m(s, v) =
∫
exp {λs− ψ(λ)v} dF (λ). The boundary u(v) can then be computed
by numerically solving the equation m(s, v) = l0/α in s, as we show in Section 2.9.
When an identical sub-ψ condition applies to (−St) as well as (St), we may apply
a uniform boundary to both tails and take a union bound, obtaining a two-sided
confidence sequence. However, mixing over λ ∈ R rather than λ ∈ R≥0 yields a
two-sided bound directly, so in some cases we present two-sided variants along with
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their one-sided counterparts. We give details for the following conjugate mixture
boundaries in Section 2.8:
• the one-sided and two-sided normal mixture boundaries for the sub-Gaussian
case;
• the one-sided and two-sided beta-binomial mixture boundaries for the sub-
Bernoulli case;
• the one-sided gamma-Poisson mixture boundary for the sub-Poisson case; and
• the one-sided gamma-exponential mixture boundary for the sub-exponential
case.
The two-sided normal mixture boundary includes a closed form boundary expres-
sion,
u(v) :=
√
(v + ρ) log
(
l20(v + ρ)
α2ρ
)
. (2.11)
while the one-sided normal mixture boundary has a similar, closed-form upper bound,
making these especially convenient. It is clear from (2.11) that the normal mixture
boundary grows as O(√v log v) asymptotically, and this rate is shared by all of our
conjugate mixture boundaries, as Proposition 2.10 in Section 2.8 shows. All of our
conjugate mixture boundaries include a common tuning parameter ρ > 0 which
controls the sample size for which the boundary is optimized. Such tuning is critical
in practice, as we explain in Section 2.3, but has been ignored in much prior work.
Additionally, with the exception of the sub-Gaussian case, most prior work on the
method of mixtures has focused on parametric settings. We instead emphasize the
applicability of these bounds to nonparametric settings. As an example, when the
observations have bounded support, one may construct a confidence sequence which
makes use of empirical-Bernstein estimates (Theorem 2.4) based on our gamma-
exponential mixture (Proposition 2.8). See Section 1.3 for other conditions in which
mixture bounds yield nonparametric uniform boundaries.
Numerical bounds using discrete mixtures
In applied use, there is often no need for an explicit closed-form expression so long as
the bound can be easily computed numerically. Our discrete mixture method gives
an efficient technique for numerical computation of curved sub-ψ boundaries for any
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ψ function. It permits arbitrary mixture densities and thus can produce boundaries
growing at the asymptotically optimal O(√Vt log log Vt) rate.
Recall that the shape of the stitched bound was determined by the user-specified
function h. For the discrete mixture bound, one instead specifies a probability density
f . We then discretize f using a series of support points λk, geometrically spaced
according to successive powers of some η > 1, and an associated set of weights wk:
λk :=
λmax
ηk+1/2
and wk :=
λmax(η − 1)f(λk√η)
ηk+1
for k = 0, 1, 2, . . . . (2.12)
With the above definitions in place, we have a discrete mixture bound as follows.
Theorem 2.2 (Discrete mixture bound). Fix ψ : [0, λmax) → R and α ∈ (0, 1).
Employing any probability density f that is nonincreasing and positive on a nonempty
interval (0, λmax], if we define
DMα(v) := sup
{
s ∈ R :
∞∑
k=0
wk exp {λks− ψ(λk)v} < l0
α
}
, (2.13)
then DMα is a sub-ψ uniform boundary with crossing probability α.
We suppress the dependence of DMα on f , l0, λmax and η for notational simplicity.
Though Theorem 2.2 is a straightforward consequence of the method of mixtures, our
choice of discretization makes it effective, broadly applicable, and easy to implement.
See Section 2.8 for the proof of this result. Figure 2.3 includes an example bound,
demonstrating the advantage over stitching, and Section 2.8 describes a connection
between the stitching and discrete mixture methods, including a correspondence be-
tween the function h and the mixture density f . Finally, note that the method can be
applied even when f is not nonincreasing; one must simply choose the discretization
(2.12) more carefully, using some known properties of the density.
Inverted stitching for arbitrary boundaries
In the method of mixtures, we choose a mixing distribution F and the machinery
yields a boundary Mα. Likewise, in the stitching construction of Theorem 2.1, we
choose an error decay function h and obtain a boundary Sα. In this section we invert
the procedure: we choose a boundary function g(v) and numerically compute an
upper bound on its St-upcrossing probability using a stitching-like construction.
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Theorem 2.3. For any nonnegative, strictly concave function g : R≥0 → R≥0 and
vmax > 1, the function
u(v) :=
{
g(1 ∨ v), v ≤ vmax,
∞, otherwise (2.14)
is a sub-Gaussian uniform boundary with crossing probability at most
l0 inf
η>1
dlogη vmaxe∑
k=0
exp
{
−2(g(η
k+1)− g(ηk))(ηg(ηk)− g(ηk+1))
ηk(η − 1)2
}
. (2.15)
The proof is in Section 2.8. For simplicity we restrict to the sub-Gaussian case;
examination of the proof will show that the method applies in other sub-ψ cases as
well, since we simply apply Corollary 2.1 to appropriately chosen lines, but more
involved numerical calculations will be necessary, as the closed-form (2.15) no longer
applies. A similar idea was considered by Darling and Robbins (1968a), using a
mixture integral approximation instead of an epoch-based construction to derive
closed-form bounds. Theorem 2.3 requires numerical summation but yields tighter
bounds with fewer assumptions. As an example, Theorem 2.3 with η = 2.99 shows
that
P
(
∃t : 1 ≤ Vt ≤ 1020 and St ≥ 1.7
√
Vt(log log(eVt) + 3.46)
)
≤ 0.025. (2.16)
This boundary is illustrated in figure 2.3.
Tuning boundaries in practice
All uniform boundaries involve a tradeoff of tightness at difference intrinsic times:
making a bound tighter for some range of times requires making it looser at other
times. In this section, we explain how to tune uniform boundaries for a particular
range of times, and discuss the implications for practice.
Consider the unitless process St/
√
Vt, and the corresponding uniform boundary
v 7→ u(v)/√v. Since all of our uniform boundaries u(v) have positive intercept at
v = 0, and all grow at least at the rate
√
v log log v as v → ∞, the normalized
boundary u(v)/
√
v diverges as v → 0 and v →∞. For the two-sided normal mixture
(2.11), it is easy to see that there is a unique time m at which u(v)/
√
v reaches
a minimum, and this optimum time is proportional to the tuning parameter ρ as
follows; here W−1(x) is the lower branch of the Lambert W function, the most
negative real-valued solution in z to zez = x. We prove the following in Section 2.9.
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Polynomial stitching, c = 1, m = 100
Polynomial stitching, c = 0, m = 100
Discrete mixture LIL, m = 50
Gamma mixture, c = 1, m = 300
Normal mixture, m = 300
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Figure 2.4: Comparison of normalized uniform boundaries u(v)/
√
v optimized for
different intrinsic times. Normal mixture uses Proposition 2.5, while gamma mix-
ture uses Proposition 2.8. Polynomial stitched boundary is given in (2.7), with
η = 2 and s = 1.4. Discrete mixture applies Theorem 2.2 to the density
f(λ) = 0.4 · 10≤λ≤0.38/[λ log1.4(0.38e/λ)] with η = 1.1, and λmax = 0.38; see Sec-
tion 2.8 for motivation. All boundaries use α = 0.025.
Proposition 2.2. Let u(v) be the two-sided normal mixture boundary given in (2.11)
with parameter ρ > 0.
(a) For fixed ρ > 0, the function v 7→ u(v)/√v is uniquely minimized at v = m
with m given by
m
ρ
= −W−1
(
−α
2
el20
)
− 1. (2.17)
(b) For fixed m > 0, the choice of ρ which minimizes the boundary value u(m) is
also determined by (2.17).
Figure 2.4 includes the normalized versions of two normal mixture boundaries
optimized for different times, m = 300 and m = 5,000. Optimizing for the range of
values of Vt most relevant in a particular application will yield the tightest confidence
sequences. However, as the figure shows, one need not have a very precise range of
times, so long as one uses a conservatively low value for m, because u(v)/
√
v grows
slowly after time m. Indeed, for the normal mixture boundary with α = 0.05 and
l0 = 1, we have u(m)/
√
m ≈ 3.0 and u(100m)/√100m ≈ 3.6, so that the penalty for
being off by two orders of magnitude is modest.
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The one-sided normal mixture boundary of Proposition 2.5 with crossing proba-
bility α is nearly identical to the two-sided normal mixture boundary with crossing
probability 2α, so one may choose ρ as in Proposition 2.2 with α doubled. For the
gamma-exponential mixture and other non-sub-Gaussian uniform boundaries, Propo-
sition 2.2 provides a good approximation in practice. Figure 2.4 includes gamma-
exponential mixture boundaries with the same ρ values as each corresponding normal
mixture boundary. Though the normalized gamma-exponential mixture boundary
with m = 300 clearly reaches its minimum at v > m, this choice of ρ seems reason-
able. Discrete mixtures can be tuned in a similar way, by adjusting the precision of
the mixing distribution, but require some additional considerations which we discuss
in Section 2.9.
Comparing the sub-Gaussian stitched boundary, the discrete mixture boundary,
and the normal mixture boundary optimized for m = 300 in Figure 2.4 illustrates
another important point for practice: although the normal mixture bound grows
more quickly than the others as v →∞, it remains smaller over about three orders of
magnitude. This makes it preferable for many real-world applications, as the longest
feasible duration of an experiment is rarely more than two orders of magnitude larger
than the earliest possible stopping time. For example, many online experiments run
for at least one week to account for weekly seasonality effects, and very few such
experiments last longer than 100 weeks. As both the normal mixture and the discrete
mixture are unimprovable in general (Section 2.3), the difference is attributable to
the choice of mixture, or alternatively, to the fact that the normal mixture trades
tightness around the optimized-for time in exchange for looseness at much later times.
The lesson is that the “optimal” asymptotic rate of O(v log log v), while useful for
theory and for some applications, may not be preferable in real-world scenarios.
Unimprovability of uniform boundaries
The definition of a sub-ψ boundary u involves only an upper bound on the u-crossing
probability of any sub-ψ process (St). One may reasonably ask for corresponding
lower bounds on the u-crossing probability to quantify how tight this boundary
is. In the ideal case, we might desire a boundary u such that the true u-crossing
probability of some process (St) is equal to the upper bound. In nonparametric
settings, we cannot achieve this goal for every sub-ψ process. However, we might still
ask that there exists some sub-ψ process for which the true u-crossing probability is
arbitrarily close to the upper bound, so that the upper bound on crossing probability
is unimprovable in general.
The fact we wish to point out, known in various forms, is that in the sub-Gaussian
case, exact mixture bounds are unimprovable in the above sense. It is in this sense
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that the discrete mixture bound in Figure 2.3 provides a lower bound, showing that
the sub-Gaussian polynomial stitched bound cannot be improved by much. The
following result shows that, for any exact, sub-Gaussian mixture boundary Mα, as
defined in Lemma 2.1 with ψ = ψN , there exists a sub-Gaussian process whose true
Mα-crossing probability is arbitrarily close to α. The result is similar to Theorem
2 of Robbins and Siegmund (1970), which gives a more general invariance principle,
but requires conditions on the boundary that appear difficult to verify for arbitrary
mixture boundaries Mα.
Proposition 2.3. Given any exact, sub-Gaussian mixture boundary Mα and any
 > 0, there exists a process (St) which is sub-Gaussian with variance process (Vt)
such that
α−  < P (∃t ≥ 1 : St ≥ u(Vt)) ≤ α. (2.18)
We prove Proposition 2.3 in Section 2.9. In general, for each α there is an infinite
variety of uniform bounds which are unimprovable in the above sense, differing in
when they are loose and when they are tight. These different bounds will yield con-
fidence sequences which are loose or tight at different sample sizes, or, equivalently,
are efficient for detecting different effect sizes. But such a bound cannot be tightened
everywhere without some increase in crossing probability.
2.4 Applications
After presenting an empirical-Bernstein confidence sequence for bounded observa-
tions, we apply our uniform boundaries to causal effect estimation and matrix mar-
tingales. We also consider estimation for a general, one-parameter exponential family.
An empirical-Bernstein confidence sequence
The following result is proved in Section 2.8 using a self-normalization argument,
which leads to the attractive simplicity of the result. Recall the estimand µt :=
t−1
∑t
i=1 Ei−1Xi, the average conditional expectation.
Theorem 2.4. Suppose Xt ∈ [a, b] a.s. for all t. Let (X̂t) be any [a, b]-valued
predictable sequence, and let u be any sub-exponential uniform boundary with crossing
probability α for scale c = b− a. Then
P
∀t ≥ 1 : ∣∣X¯t − µt∣∣ < u
(∑t
i=1(Xi − X̂i)2
)
t
 ≥ 1− 2α. (2.19)
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This is an empirical-Bernstein bound because it uses the sum of observed squared
deviations to estimate the true variance, much like a classical t-test. Hence the
confidence radius typically scales with the true standard deviation for sufficiently
large samples, regardless of the support diameter b−a, and with no prior knowledge
of the true variance. Note also that this bound does not require that observations
share a common mean.
The confidence statement (2.19) holds for any sequence of predictions (X̂i), but
predictions closer to the conditional expectations, X̂i ≈ Ei−1Xi, will yield smaller
confidence intervals on average. A simple choice is the prior mean, X̂t = (t −
1)−1
∑t−1
i=1 Xi, which will be effective when the samples are i.i.d., for example. But
predictions can make use of trends, seasonality, stratification or regression (in the
presence of covariates), machine learning algorithms, or any other information the
experimenter believes may aid with prediction.
For an explicit example, assume Xi ∈ [0, 1] and define the empirical variance
based on squared deviations from past averages, V̂t :=
∑t
i=1(Xi − X¯i−1)2. Invoking
Theorem 2.4 with the polynomial stitched bound (2.7) using c = 1, η = 2 and
h(k) ∝ k1.4, we have the following 95%-confidence sequence for µt:
X¯t ±
1.7
√
V̂t(log log(2V̂t) + 3.8) + 3.4 log log(2V̂t) + 13
t
. (2.20)
When a closed form is not required, the gamma-exponential mixture, Proposition 2.8,
may yield tighter bounds than stitching, and the simulations in Section 2.5 demon-
strate the use of Theorem 2.4 with a gamma-exponential mixture.
Estimating ATE in the Neyman-Rubin model
As one illustration of Theorem 2.4, we consider the sequential estimation of aver-
age treatment effect under the Neyman-Rubin potential outcomes model (Neyman,
1923/1990; Rubin, 1974; Imbens and Rubin, 2015). We imagine an infinite sequence
of experimental units, each with real-valued potential outcomes under control and
treatment denoted by Yt(0) and Yt(1), respectively, for 1 ≤ t < ∞. These potential
outcomes are fixed, but we observe only one outcome for each unit in the experiment.
We assign a randomized treatment to each unit, denoted by the {0, 1}-valued random
variable Zt ∈ Ft, observing Y obst := Yt(Zt). Here treatment is assigned by flipping a
coin for each subject, with a bias possibly depending on previous observations. This
treatment assignment is the only source of randomness. Specifically, let Pt := Et−1Zt
and suppose 0 < Pt < 1 a.s. for all t; then we permit Pt to vary between individuals
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and to depend on past outcomes. This accommodates Efron’s (1971) biased coin
design and related covariate balancing methods.
At each step t, having treated and observed units 1, . . . , t, we wish to draw infer-
ence about the estimand ATEt := t
−1∑t
i=1[Yi(1) − Yi(0)]. In particular, we seek a
confidence sequence for (ATEt)
∞
t=1. To construct our estimator, we may utilize any
predictions Ŷt(0) and Ŷt(1) for each unit’s potential outcomes; these random vari-
ables must be Ft−1-measurable, for each t. We then employ the inverse probability
weighting estimator
Xt := Ŷt(1)− Ŷt(0) +
(
Zt − Pt
Pt(1− Pt)
)
(Y obst − Ŷt(Zt)), (2.21)
which is (conditionally) unbiased for the individual treatment effect Yt(1) − Yt(0).
As with Theorem 2.4, better predictions will lead to shorter confidence intervals, but
the coverage guarantee holds for any choice of predictions, and while a reasonable
choice would be the average of past observed outcomes, more sophisticated schemes
are possible. See Aronow and Middleton (2013) for a similar strategy applied to
fixed-sample estimation.
We assume bounded potential outcomes; for simplicity we assume Yt(k) ∈ [0, 1]
for all t ≥ 1, k = 0, 1, and we assume predictions are likewise bounded. We fur-
ther assume that treatment probabilities are uniformly bounded away from zero and
one. Then, an empirical-Bernstein confidence sequence for ATEt follows from Theo-
rem 2.4, where we use X̂t = Ŷt(1)− Ŷt(0) so that
Vt :=
t∑
i=1
(Xi − X̂i)2 =
t∑
i=1
(
Zi − Pi
Pi(1− Pi)
)2
(Y obsi − Ŷi(Zi))2. (2.22)
Corollary 2.3. Suppose Pt ∈ [pmin, 1− pmin] a.s., Yt(k) ∈ [0, 1] and Ŷt(k) ∈ [0, 1] for
all t ≥ 1, k = 0, 1. Let u be any sub-exponential uniform boundary with scale 2/pmin
and crossing probability α. Then
P
(
∀t ≥ 1 : ∣∣X¯t − ATEt∣∣ < u(Vt)
t
)
≥ 1− 2α. (2.23)
For u one might choose the gamma-exponential mixture boundary (Proposi-
tion 2.8) or the polynomial stitched boundary (2.7) with c = 2/pmin. Figure 2.5
illustrates our strategy on simulated data. Over the range t = 100 to t =100,000
displayed, our bound is about twice as wide as the fixed-sample CLT bound, with the
ratio growing at a slow O(√log t) rate thereafter. Of course the fixed-sample CLT
bound provides no uniform coverage guarantees nor any non-asymptotic guarantees
for small sample sizes.
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Figure 2.5: Upper half of 95% empirical-Bernstein confidence sequence for ATEt
under Bernoulli randomization based on one simulated sequence of observations, Pt ≡
0.5, Yi(0)
iid∼ Bernoulli(0.5), Yi(1) = ξi ∨ Yi(0) where ξi iid∼ Bernoulli(0.2). Grey line
shows estimand ATEt. Dotted line shows fixed-sample confidence bounds based on
difference-in-means estimator and normal approximation; these bounds fail to cover
the true ATEt at many times. Our bound uses Ŷt(k) =
∑t−1
i=1 Y
obs
i 1Zi=k/
∑t−1
i=1 1Zi=k,
α = 0.05 and a gamma-exponential mixture bound with ρ = 7.15.
Matrix iterated logarithm bounds
Our second application is the construction of iterated logarithm bounds for random
matrix sums and their use in sequential covariance matrix estimation. The curved
uniform bounds given in Section 2.3 may be applied to matrix martingales by taking
(St) to be the maximum-eigenvalue process of the martingale and (Vt) the maximum
eigenvalue of the corresponding matrix variance process. Section 1.3 gives sufficient
conditions for the maximum-eigenvalue process (St) to be sub-ψ in this matrix case.
Then Theorem 2.1 yields a novel matrix finite LIL; here we give an example for
bounded increments. We denote the space of symmetric, real-valued, d× d matrices
by Sd; γmax(·) denotes the maximum eigenvalue; `η,s(v) = s log log(ηv/m)+log d ζ(s)α logs η ;
and k1(η), k2(η) are defined in (2.5).
Corollary 2.4. Suppose (Yt)
∞
t=1 is a Sd-valued matrix martingale such that γmax(Yt−
Yt−1) ≤ b a.s. for all t. Let St := γmax(Yt) and Vt := γmax(
∑t
i=1 Et−1(Yt − Yt−1)2).
CHAPTER 2. NONPARAMETRIC CONFIDENCE SEQUENCES 86
Then for any η > 1, s > 1,m > 0, and α ∈ (0, 1), we have
P
(
∃t ≥ 1 : St ≥ k1(η)
√
(Vt ∨m)`η,s(Vt ∨m) + bk2(η)
3
`η,s(Vt ∨m)
)
≤ α. (2.24)
The result follows from a polynomial stitched boundary after invoking Fact 1.1(c)
and Proposition 1.2, part 5 of (cf. Tropp, 2011), which show that (St) is sub-gamma
with variance process (Vt), scale c = b/3, and l0 = d. The same bound holds not
only for processes with bounded increments, but for any sub-gamma process. As
evidenced by Proposition 2.1, this is a very general condition.
Taking η and s arbitrarily close to one and using the final result of Theorem 2.1,
we obtain the following asymptotic matrix upper LIL. Here we denote the martingale
increments by ∆Yt := Yt − Yt−1.
Corollary 2.5. Let (Yt)
∞
t=1 be a Sd-valued, square-integrable martingale, and define
Vt = γmax
(∑t
i=1 Ei−1∆Y 2t
)
. Then
lim sup
t→∞
γmax (Yt)√
2Vt log log Vt
≤ 1 a.s. on
{
sup
t
Vt =∞
}
(2.25)
whenever either (1) the increments (∆Yt) are i.i.d., or (2) the increments (∆Yt)
satisfy a Bernstein condition on higher moments: for some c > 0, for all t and all
k > 2, Et−1(∆Yt)k  (k!/2)ck−2Et−1∆Y 2t .
We prove this result in Section 2.8. Note that the Bernstein condition is sat-
isfied whenever the increments are uniformly bounded, γmax(∆Yt) ≤ c for some
c > 0. Also, in the i.i.d. case, P(Vt → ∞) = 1 and the conclusion (2.25) reduces to
lim supt→∞ γmax (Yt) /
√
2γmax(E∆Y 21 )t log log t ≤ 1, a.s. on {supt Vt =∞}.
We now consider the non-asymptotic sequential estimation of a covariance matrix
based on bounded vector observations (Rudelson, 1999; Vershynin, 2012; Gittens and
Tropp, 2011; Tropp, 2015; Koltchinskii and Lounici, 2017). In particular, we observe
a sequence of independent, mean zero, Rd-valued random vectors xt with common
covariance matrix Σ = ExtxTt . We wish to estimate Σ using an operator-norm
confidence ball centered at the empirical covariance matrix Σ̂t := t
−1∑t
i=1 xix
T
i . For
fixed-sample estimation, when ‖xi‖2 ≤
√
b a.s. for all i ∈ [t], the analysis of Tropp
(2015, section 1.6.3) implies
P
(
‖Σ̂t − Σ‖op ≥
√
2b‖Σ‖op log(2d/α)
t
+
4b log(2d/α)
3t
)
≤ α. (2.26)
We use a sub-Poisson uniform boundary to obtain a uniform analogue:
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Figure 2.6: Illustration of covariance matrix confidence sequence given by Corol-
lary 2.6 based on one simulated sequence of observations. Observations are drawn
i.i.d. taking values ±(√2 √2)T , ±(1/√2 − 1/√2)T each with probability 1/4, with
covariance matrix Σ = 1
4
( 5 33 5 ), which is represented by the ellipse x
TΣ−1x = 1.
Confidence ball with level α = 0.05 is represented by shaded area between ellipses
corresponding to elements of the confidence ball with minimal and maximal trace.
Confidence sequence from Corollary 2.6 uses b = 4 and a discrete mixture bound-
ary with ψ = ψG using c = 2b/3, mixture density f
LIL
1.4 from (2.85), η = 1.1 and
λmax = 0.262 chosen as described in Section 2.9.
Corollary 2.6. Suppose (xt)
∞
t=1 is a sequence of Rd-valued, independent random
vectors with Exi = 0, ‖xi‖2 ≤
√
b a.s. and ExixTi = Σ for all i. Let u be a sub-
Poisson uniform boundary with crossing probability α and scale 2b. Then
P
(
∃t ≥ 1 : ‖Σ̂t − Σ‖op ≥ 1
t
u (bt‖Σ‖op)
)
≤ α. (2.27)
For example, using the polynomial stitched bound with scale c = 2b/3, Corol-
lary 2.6 gives a 1 − α level confidence sequence for Σ with operator norm radius
O(√t−1 log log t) as t→∞. This bound has the closed form
P
(
∃t ≥ 1 : ‖Σ̂t − Σ‖op ≥ k1
√
b‖Σ‖op`(t)
t
+
2bk2`(t)
3t
)
≤ α, (2.28)
where `(t) = s log log(ηbt‖Σ‖op) + log d ζ(s)α logs η , and k1 and k2 are defined in (2.5). In
other words,
‖Σ̂t − Σ‖op .
√
b log(d log t)
t
+
b log(d log t)
t
, (2.29)
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uniformly for all t ≥ 1 with high probability. Compared to the fixed-sample result
(2.26), we obtain uniform control by adding a factor of log log t. We are not aware of
other results like these for sequential covariance matrix estimation. In the stitched
bound (2.28) we have removed the need for the max which appears in Theorem 2.1,
1 ∨ Vt, via a scaling argument, since Vt is deterministic; see Section 2.9. Figure 2.6
illustrates the confidence sequence of Corollary 2.6 on simulated data using a discrete
mixture boundary with the mixture density fLILs defined in (2.85).
One-parameter exponential families
Suppose (Xt) are i.i.d. from an exponential family in mean parametrization, with
sufficient statistic T (X) having mean in some set Ω. We write the density as fµ(x) =
h(x) exp {θ(µ)T (x)− A(θ(µ))} where A′(θ(µ)) = µ for each µ ∈ Ω. Let ψµ be the
cumulant-generating function of T (X1) − µ when ET (X1) = µ, that is, ψµ(λ) :=
A(λ + θ(µ)) − A(θ(µ)) − λµ, with ψµ(λ) := ∞ if the RHS does not exist. Finally,
write St(µ) :=
∑t
i=1 T (Xi) − tµ for the centered sum of sufficient statistics. Then
the exponential process exp {λSt(µ)− tψµ(λ)} is the likelihood ratio testing H0 :
θ = θ(µ) against H1 : θ = θ(µ) + λ, and if we use a method-of-mixtures uniform
boundary, the resulting confidence sequence will be dual to a family of mixture
sequential probability ratio tests, as discussed in Section 2.6. To obtain a two-sided
confidence sequence, we use the “reversed” CGF ψ˜µ(λ) = ψµ(−λ). The following
result is similar to Theorem 1 of Lai (1976b).
Corollary 2.7. Suppose, for each µ ∈ Ω, uµ is a sub-ψµ uniform bound with cross-
ing probability α1, and u˜µ is a sub-ψ˜µ uniform bound with crossing probability α2.
Defining
CIt := {µ ∈ Ω : −u˜µ(t) < St(µ) < uµ(t)} , (2.30)
we have P(∀t ≥ 1 : ET (X1) ∈ CIt) ≥ 1− α1 − α2.
2.5 Simulations
In Figure 2.7 we illustrate the error control of some of our confidence sequences for
estimating the mean of an i.i.d. sequence of observations (Xi) with bounded support.
We compare four estimation strategies. To describe each strategy, write [a, b] for the
support of the observations.
1. The Hoeffding strategy exploits the fact that bounded observations are sub-
Gaussian (Hoeffding, 1963; cf. Lemma 1.3(c)), taking account of the bound-
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Figure 2.7: Summary of 1,000 simulated experiments, each with 100,000 i.i.d. ob-
servations from the indicated distribution. Left panel shows the proportion of repli-
cations in which the 95%-confidence sequence has excluded the true mean by time
t. Right panel shows the mean confidence interval width, multiplied by
√
t. “Three
point distribution” takes values −1.408 and 1 with probability 0.495 each, and takes
the outlying value 20 with probability 0.01. “Hoeffding” uses a normal mixture
boundary (2.11), while “Beta-Binomial” uses the beta-binomial mixture boundary
given in Proposition 2.6. “Empirical Bernstein” uses the strategy given in Theo-
rem 2.4 with a gamma-exponential mixture boundary, Proposition 2.8. “Naive SN”
uses a normal mixture boundary with an empirical variance estimate, which does not
guarantee coverage. In all cases, ρ is chosen to optimize for a sample size of t = 500.
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edness alone. This strategy uses a two-sided normal mixture boundary (2.11)
with variance process Vt = (b− a)2t/4.
2. The beta-binomial strategy uses the stronger condition that bounded observa-
tions are sub-Bernoulli (Hoeffding, 1963; cf. Fact 1.1(b)), accounting for the
true mean as well as the boundedness, but possibly failing to take account of
the true variance. For hypothesized true mean µ, this strategy uses the beta-
binomial mixture boundary given in Proposition 2.6, with parameters g(µ) =
(µ−a)/(b−a) and h(µ) = (b−µ)/(b−a), and variance process Vt(µ) = ght. The
confidence set for the mean is {µ ∈ [a, b] : −fg(µ),h(µ)(Vt(µ)) ≤
∑t
i=1Xi − tµ ≤
fh(µ),g(µ)(Vt(mu))}. This is more efficiently computed using the mixture super-
martingale m(St, Vt) of (2.57), as {µ ∈ [a, b] : m(
∑t
i=1Xi − tµ, Vt(µ)) < 1/α}.
3. The empirical-Bernstein strategy uses an empirical estimate of variance, thus
achieving a confidence width scaling with the true variance in all three cases.
This strategy uses the confidence sequence of Theorem 2.4 with a gamma-
exponential mixture boundary, Proposition 2.8. For predictions, we use the
mean of past observations: X̂t = (t− 1)−1
∑t−1
i=1 Xi.
4. Finally, the naive self-normalized (“Naive SN”) strategy plugs the empirical
variance estimate, the sum of squared prediction errors from Theorem 2.4, into
a sub-Gaussian boundary, the two-sided normal mixture (2.11). This ignores
the facts that the observations are not sub-Gaussian with respect to their true
variance and that the variance has been estimated. This strategy is similar to
that of Johari et al. (2017) and does not guarantee coverage. Though it will
control false positives in many cases, coverage rates can easily be inflated for
asymmetric, heavy-tailed distributions, as we illustrate.
We present three cases of bounded distributions. The first case is the easiest,
with Ber(0.5) observations. Here the sub-Gaussian variance parameter based on
the boundedness of the observations is equal to the true variance, so the Hoeffding
strategy performs well. The empirical-Bernstein strategy is only a little wider, and
all four successfully control false positives. The story changes with the more difficult
Ber(0.01) distribution, however. The Hoeffding boundary is far too wide, since it
fails to make use of information about the true variance. The beta-binomial bound
uses information about variance provided by the first moment to achieve the correct
scaling. The naive self-normalized strategy, on the other hand, yields confidence
intervals that are too small and fail to control false positive rate. The empirical-
Bernstein strategy, though only slightly wider than the naive bound for large sample
sizes, gives just enough extra width to control the false positive rate and is nearly
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as narrow as the Beta-Bernoulli bound. The final, three-point distribution takes
values −1.408 and 1 with probability 0.495 each, and takes the outlying value 20
with probability 0.01. Here the beta-binomial strategy yields confidence intervals
that are too wide. In this most difficult case, only the empirical-Bernstein strategy
yields tight intervals while still controlling false positive rates.
2.6 Extensions
In this section, we first discuss the relationship of the techniques presented above
to related concepts in sequential testing. We then introduce the basic notions for
extending the curved uniform boundaries of this chapter to smooth Banach spaces
and continuous-time settings.
Implications for sequential hypothesis testing
We have organized our presentation around confidence sequences and their closely
related uniform concentration bounds. We have emphasized confidence sequences
due to our belief that they offer a useful “user interface” for sequential inference.
However, our methods may alternatively be viewed as sequential hypothesis tests
or always-valid p-values processes (Johari et al., 2015). Indeed, a slew of related
definitions from the literature are equivalent or dual to one another. Here we briefly
discuss these connections, building upon the definitions and dualities of Johari et al.
(2015). We will use the following elementary result, proved in Section 2.9, which
gives equivalent formulations of certain common definitions in sequential testing.
Lemma 2.2. Let (At)
∞
t=1 be an adapted sequence of events in some filtered probability
space and let A∞ := lim supt→∞At. The following are equivalent:
(a) P (
⋃∞
t=1 At) ≤ α.
(b) P(AT ) ≤ α for all random times T , possibly infinite and not necessarily stop-
ping times.
(c) P(Aτ ) ≤ α for all stopping times τ , possibly infinite.
Our definition of confidence sequence (2.1), based on Darling and Robbins (1967a)
and Lai (1984), differs from that Johari et al. (2015), who require that P(θτ ∈ CIτ ) ≥
1−α for all stopping times τ . They allow τ =∞ by defining CI∞ := lim inft→∞CIt.
By taking At := {θt /∈ CIt} in Lemma 2.2, we see that the distinction is immaterial,
and furthermore that we could equivalently define confidence sequences in terms of
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arbitrary random times, not necessarily stopping times. This generalizes Proposition
1 of Zhao et al. (2016).
As an alternative to confidence sequences, Johari et al. (2015) define an always-
valid p-value process for some null hypothesisH0 as an adapted, [0, 1]-valued sequence
(pt)
∞
t=1 satisfying P0(pτ ≤ α) ≤ α for all stopping times τ , where P0 denotes proba-
bility under the null H0. Taking At := {pt ≤ α} in Lemma 2.2 shows that we may
replace this definition with an equivalent one over all random times, not necessar-
ily stopping times, or with the uniform condition P0(∃t ∈ N : pt ≤ α) ≤ α. By
analogy to the usual dual construction between fixed-sample p-values and confidence
intervals1, one can see that confidence sequences are dual to always-valid p-values,
and both are dual to sequential hypothesis tests, as defined by a stopping time and
a binary random variable indicating rejection (Johari et al., 2015, Proposition 5).
In particular, for the null H0 : θ = θ
?, if (CIt) is a (1 − α)-confidence sequence
for θ, it is clear that a test which stops and rejects the null as soon as θ? /∈ CIt
controls type I error: P0(reject H0) = P0(∃t ∈ N : θ? /∈ CIt) ≤ α. Typically, then,
a confidence sequence based on any of the curved uniform bounds in this chapter,
with radius u(v) = o(v), will yield a test of power one (Darling and Robbins, 1967b;
Robbins, 1970). In particular, for a confidence sequence with limits X¯t ± u(Vt), it is
sufficient that X¯t
a.s.→ θ and lim supt→∞ Vt/t < ∞ a.s., conditions that will typically
hold. These conditions imply that the radius of the confidence sequence, u(Vt)/t,
approaches zero, while the center X¯t is eventually bounded away from θ
? whenever
θ 6= θ?, so that the confidence sequence will eventually exclude θ? with probability
one.
In the one-parameter exponential family case considered in Section 2.4, as noted
above, the exponential process exp {λSt(µ)− tψµ(t)} is exactly the likelihood ra-
tio for testing H0 : θ = θ(µ) against H1 : θ = θ(µ) + λ. From the definitions
(2.30) and (2.1) we see that, when using a mixture uniform boundary, a sequen-
tial test which rejects as soon as the confidence sequence of Corollary 2.7 excludes
µ? can be seen as equivalently rejecting as soon as either of the mixture likelihood
ratios
∫
exp {λSt − ψµ?(λ)t} dF (λ) or
∫
exp {−λSt − ψµ?(−λ)t} dF (λ) exceeds 2/α.
Thus a sequential hypothesis test built upon a mixture-based confidence sequence
is equivalent to a mixture sequential probability ratio test (Robbins, 1970) in the
parametric setting. As we have discussed in Section 2.8, stitched bounds can also
be viewed as approximations to certain mixture bounds, so that hypothesis tests
1Indeed, if (CIαt ) is a (1−α)-level confidence sequence for some constant parameter θ, for each
α ∈ (0, 1), then pt := inf {α ∈ (0, 1) : θ? /∈ CIαt } gives an always-valid p-value process for the null
hypothesis H0 : θ = θ
?. Conversely, if (pθ
?
t ) is an always-valid p-value process for the null hypothesis
H0 : θ = θ
?, for each θ? in some domain Θ, then CIt := {θ? ∈ Θ : pθ?t > α} gives a (1 − α)-level
confidence sequence for θ.
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based on stitched bounds are also approximations to mixture SPRTs. Importantly,
the confidence sequences defined in this chapter are natural nonparametric general-
izations of the mixture SPRT, recovering various mixture SPRTs in the parametric
cases.
Our definition (2.1) of a confidence sequence allows for the parameter θt to vary
with t. It is common in the literature on sequential hypothesis testing to assume
a single, stationary parameter, θt ≡ θ, but this assumption has a troublesome con-
sequence in the context of confidence sequences. If the confidence sequence (CIt)
satisfies P(∀t : θ ∈ CIt) ≥ 1 − α, then the confidence sequence based on the run-
ning intersection C˜It := ∩s≤tCIt is also valid for θ, is never larger and may be much
smaller. This has been observed at least since Darling and Robbins (1967b), and is
used in the implementation of Johari et al. (2017), for example.
However, the intersected intervals C˜It may become empty at some point. This is
particularly likely if the underlying parameter is drifting over time, contrary to the
assumption of stationarity or identically-distributed observations, and such a drift
would be the likely interpretation of this event in practice. In this non-stationary
case, the non-intersected sequence is the more sensible one to use. The solution
of Johari et al. (2017) is to “reset” the experiment, discarding data accumulated
up to that point, on the rationale that such an event indicates that previous data
are no longer relevant to estimation of the current parameter of interest. However,
this means that our confidence sequence can go from a very high precision estimate
at some time t to knowing almost nothing at time t + 1, which is difficult for an
experimenter to interpret and could lead to misleading inference just before the
reset. Jennison and Turnbull (1989) make a case for the non-intersected intervals on
slightly different grounds, arguing that estimation at time t ought to be a function
of the sufficient statistic at that time, not discarding observed evidence. Shifting
to the potential outcomes model in Section 2.4 neatly avoids this issue: because
the estimand is changing at each time, the non-intersected intervals are the only
reasonable choice for estimating ATEt and no conceptual difficulty remains.
Extension to smooth Banach spaces and continuous-time
processes
Though we have focused on discrete-time processes taking values in R or Sd, our
uniform boundaries also apply to discrete-time martingales in general smooth Banach
spaces and to real-valued, continuous-time martingales. In this section we briefly
review concepts from Section 1.4 to highlight the possibilities.
First, let (Yt)t∈N be a martingale taking values in a separate Banach space
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(X , ‖·‖). Our uniform boundaries apply to any function Ψ : X → R satisfying
the following property:
Definition 2.2 (Pinelis, 1994). A function Ψ : X → R is called (2, D)-smooth for
some D > 0 if, for all x, v ∈ X , we have (a) Ψ(0) = 0, (b) |Ψ(x+ v)−Ψ(x)| ≤ ‖v‖,
and (c) Ψ2(x+ v)− 2Ψ2(x) + Ψ2(x− v) ≤ 2D2‖v‖2.
For example, the norm induced by the inner product in any Hilbert space is
(2, 1)-smooth, and the Schatten p-norm is (2,
√
p− 1)-smooth for p ≥ 2.
Corollary 2.8. Suppose (Yt)t∈N is a martingale taking values in a separable Banach
space (X , ‖·‖), and Ψ : X → R is (2, D)-smooth. Let D? := 1 ∨D.
(a) Suppose ‖∆Yt‖ ≤ ct a.s. for all t ∈ N for some constants (ct). Then, for any
sub-Gaussian boundary f with crossing probability α and l0 = 2, we have
P
(
∃t ≥ 1 : Ψ(Yt) ≥ f
(
D2?
t∑
i=1
c2i
))
≤ α. (2.31)
(b) Suppose ‖∆Yt‖ ≤ c a.s. for all t ∈ N for some constant c > 0. Then, for any
sub-Poisson boundary f with crossing probability α, l0 = 2, and scale c, we
have
P
(
∃t ≥ 1 : Ψ(Yt) ≥ f
(
D2?
t∑
i=1
Ei−1‖Xi‖2
))
≤ α. (2.32)
The result follows directly from the proof of Corollary 1.10, which shows that
St = Ψ(Yt) is sub-Gaussian or sub-Poisson with appropriate variance process (Vt)
for each case, building upon the work of Pinelis (1992, 1994). For example, let (Yt)
be a martingale taking values in any Hilbert space, with ‖·‖ the induced norm, and
suppose ‖∆Yt‖ ≤ 1 a.s. for all t. Then Corollary 2.8(a) with a normal mixture
bound yields
P
(
∃t ≥ 1 : ‖Yt‖ ≥
√
(t+ ρ) log
(
4(t+ ρ)
α2ρ
))
≤ α. (2.33)
Next, let (St)t∈R≥0 be a continuous-time, real-valued process. As in Chapter 1,
our discrete-time arguments extend in a straightforward manner to this continuous-
time setting, so that our stitched, mixture and inverted stitching boundaries apply to
continuous-time martingales. The following result gives two examples which follow
from Fact 1.2. Here 〈S〉t denotes the predictable quadratic variation of (St).
CHAPTER 2. NONPARAMETRIC CONFIDENCE SEQUENCES 95
Corollary 2.9. Let (St)t∈R≥0 be a real-valued process.
(a) If (St) is a locally square-integrable martingale with a.s. continuous paths, and
f is a sub-Gaussian stitched, mixture or inverted stitching uniform boundary,
then P(∃t ∈ (0,∞) : St ≥ f(〈S〉t)) ≤ e−2ab.
(b) If (St) is a local martingale with ∆St ≤ c for all t, and f is a sub-Poisson
mixture bound for scale c or a sub-gamma stitched bound for scale c/3, then
P(∃t ∈ (0,∞) : St ≥ f(〈S〉t)) ≤ α.
For example, if (St) is a standard Brownian motion, then Corollary 2.9(a) with
a polynomial stitched boundary yields, for any η > 1, s > 1,
P
(
∃t ∈ (0,∞) : St ≥ η
1/4 + η−1/4√
2
√
(1 ∨ t)
(
s log log(η(1 ∨ t)) + log ζ(s)
α logs η
))
≤ α.
(2.34)
2.7 Summary and future work
We have discussed four techniques for deriving curved uniform boundaries, each
improving upon past work, with careful attention paid to constants and to practical
issues. By building upon the general framework of Chapter 1, we have emphasized
the nonparametric applicability of our boundaries. A leading example of the utility
of this approach is the general empirical-Bernstein bound, with an application to
sequential causal inference, and we have also shown how our framework immediately
yields novel results for matrix martingales.
Other related work
We have introduced the method of mixtures and the epoch-based analyses in Sec-
tion 2.1. Two other methods of extending the SPRT deserve mention, though
they are distinct from our approaches. First, the approach of Robbins and Sieg-
mund (1972, 1974) examines
∏
i fλˆi−1(Xi)/f0(Xi) where λˆi−1 is an estimate based
on X1, . . . , Xi−1. This is similar to a generalized likelihood ratio but is modified
to retain the martingale property (cf. Wald, 1947, section 10.5, Lorden and Pol-
lak, 2005). Second, the sequential generalized likelihood ratio approach examines
supλ
∏
i fλ(Xi)/f0(Xi), which is not a martingale under the null (Siegmund and Gre-
gory, 1980; Lai, 1997; Kulldorff et al., 2011).
The concept of test (super)martingales expounded by Shafer et al. (2011) is re-
lated to the methods described in this chapter for conducting inference based on
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Ville’s inequality applied to the nonnegative supermartingale of Definition 1.1. Their
primary example is the Beta mixture for i.i.d. Bernoulli observations, an example
which originated with Ville (1939) and was also discussed by Robbins (1970) and Lai
(1976b). In terms of the test supermartingale framework, our work may be viewed
as an exploration of a broad class of test supermartingales valid under a variety of
nonparametric hypotheses.
A very different approach is that of group sequential methods(Pocock, 1977;
O’Brien and Fleming, 1979; Lan and DeMets, 1983; Jennison and Turnbull, 2000).
These methods rely on either exact discrete distributions or asymptotics to assume
exact normality of group increments, either of which permits computation of sequen-
tial boundaries via numerical integration. The resulting confidence sequences are
tighter than ours, but lack non-asymptotic guarantees or closed-form results and do
not support continuous monitoring.
Another relevant problem is that of terminal confidence intervals, in which one
assumes a rigid stopping rule and wishes to construct a confidence interval upon
termination. Siegmund (1978) gave an analytical treatment of the problem; numer-
ical methods are also available for group sequential tests (Jennison and Turnbull,
2000, section 8.5). By assuming knowledge of the stopping rule, these methods
achieve smaller interval width compared to using the final interval from a confidence
sequence, and these methods correct for the selective bias introduced by adaptive
stopping. However, the idea of a rigid stopping rule is too restrictive for most real-
world scenarios.
We have noted in the introduction that we achieve non-asymptotic, uniform cov-
erage with roughly a doubling of the asymptotic, fixed-sample CLT interval width.
Our work gives another example of gaining flexibility and uniformity by roughly
“doubling” uncertainty estimates, an observation made in multiple testing by Kat-
sevich and Ramdas (2018), and a theme more broadly explored by Meng (2018). We
briefly discuss an analogy to multiple testing in Section 2.9.
Future work
Our consideration of optimality has been limited to the discussion in Section 2.3. It
would be valuable to further explore various optimality properties for non-asymptotic
uniform bounds. For example:
• A standard approach in the sequential testing literature is to compute expected
sample size to reject a null under some family of alternatives. Though our
bounds target less restrictive assumptions than those of a specific parametric
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family, it would still be instructive to compute or approximate expected sample
size under specific alternatives and compare bounds this way.
• We have given a framework for computing uniform concentration bounds in a
wide variety of settings. A natural counterpoint would be a set of uniform an-
ticoncentration bounds, giving some indication of optimal rates and constants.
This would yield a non-asymptotic extension of the “lim inf” half of the clas-
sical law of the iterated logarithm. Balsubramani (2014, Theorem 3) gives one
such result.
Another important point in practice is that experimenters will rarely require up-
dated inference after every individual observation, and would instead be content to
take observations in groups. This is the domain in which group sequential methods
shine, but SPRT-based methods can be made competitive. Doing so requires esti-
mating the “overshoot” of the stopped supermartingale beyond a given boundary
(Lai and Siegmund, 1977, 1979; Siegmund, 1985; Whitehead and Stratton, 1983). It
would be interesting to understand whether such improvements can be applied to
our bounds in nonparametric settings.
2.8 Proofs of main results
In this section we give proofs of our main results along with selected discussion of
and intuition for proof techniques.
Proof of Theorem 2.1
The idea behind Theorem 2.1 is to divide intrinsic time into geometrically spaced
epochs, ηk ≤ Vt < ηk+1 for some η > 1. We construct a linear boundary within
each epoch using Corollary 2.1 and take a union bound over crossing events of the
different boundaries. The resulting, piecewise-linear boundary may then be upper
bounded by a smooth, concave function. Figure 2.8 illustrates the construction.
The boundary shape is determined by choosing the function h and setting the
nominal crossing probability in the kth epoch to equal α/h(k). Then Theorem 2.1
gives a curved boundary which grows at a rate O
(√
Vt log h(logη Vt)
)
as Vt ↑ ∞.
The more slowly h(k) grows as k ↑ ∞, the more slowly the resulting boundary will
grow as Vt ↑ ∞. A simple choice is exponential growth, h(k) = ηsk/(1−η−s) for some
s > 1, yielding Sα(v) = O(
√
v log v). In Section 2.3, we used h(k) = (k + 1)sζ(s) for
some s > 1, where ζ(s) denotes the Riemann zeta function, to obtain the polynomial
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Figure 2.8: Illustration of Theorem 2.1, stitching together linear boundaries to
construct a curved boundary. We break time into geometrically-spaced epochs
ηk ≤ Vt < ηk+1, construct a linear uniform bound using Corollary 2.1 optimized
for each epoch, and take a union bound over all crossing events. The final boundary
is a smooth analytical upper bound to the piecewise linear bound.
stitched boundary, Sα(v) = O(
√
v log log v). One may substitute a series converging
yet more slowly; for example, h(k) ∝ (k + 2) logs(k + 2) for s > 1 yields
log h(logη Vt) = log logη(η
2Vt) + s log log logη(η
2Vt) + log
(
log1−s(3/2)
s− 1
)
, (2.35)
matching related analysis in Darling and Robbins (1967b), Robbins and Siegmund
(1969), Robbins (1970), and Balsubramani (2014). In practice, the bound (2.35)
appears to behave like bound (2.7) with worse constants. However, the fact that the
stitching approach can recover key theoretical results like these gives some indication
of its power.
Proof of Theorem 2.1. We prove the result in the case m = 1 for simplicity. The
general result may be obtained by considering St/
√
m in place of St, Vt/m in place
of Vt, and c/
√
m in place of c. See Section 2.9 for details.
We first compute ψ−1G (u) by taking the positive solution to the quadratic equation
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given by ψG(λ) = u, yielding
ψ−1G (u) = −cu±
√
c2u2 + 2u =
2
c+
√
c2 + 2/u
, (2.36)
where we have used the identity
√
1 + x− 1 = x√
1+x+1
. Let
K(u) :=
√
2u
ψ−1G (u)
=
√
1 +
c2u
2
+ c
√
u
2
. (2.37)
K(u) will appear below. Now we start from the line-crossing inequality of Corol-
lary 2.1: reparametrizing r = logα−1, we have for any r > 0, λ > 0
P
(
∃t ≥ 1 : St ≥ r + ψG(λ)Vt
λ︸ ︷︷ ︸
gλ,r(Vt)
)
≤ l0e−r. (2.38)
We divide intrinsic time into epochs ηk ≤ Vt < ηk+1 for each k = 0, 1, . . . , and we
will construct a linear boundary over each epoch by carefully choosing values for λk
and rk and using the probability bound (2.38). We choose λk so that the “standard-
ized” boundary takes equal values at both endpoints of the epoch: gλk,rk(η
k)/ηk/2 =
gλk,rk(η
k+1)/η(k+1)/2. This equation is solved by λk = ψ
−1
G (rk/η
k+1/2), which yields,
after some algebra,
gλk,rk(v) = K
(
rk
ηk+1/2
)[√
ηk+1/2
v
+
√
v
ηk+1/2
]√
rkv
2
. (2.39)
Our goal, after choosing rk below, is to upper bound this expression by a function
of v alone, independent of k. Noting that the term in square brackets in (2.39)
reaches its maximum over the kth epoch at the endpoints, v = ηk and v = ηk+1, and
substituting the expression (2.37) for K(u), we have
gλk,rk(v) ≤
(√
1 +
c2rk
2ηk+1/2
+ c
√
rk
2ηk+1/2
)
η1/4 + η−1/4√
2
√
rkv, for all η
k ≤ v < ηk+1.
(2.40)
The inequality ηk+1/2 ≥ v/√η yields
gλk,rk(v) ≤
η1/4 + η−1/4√
2
(√
rkv +
√
ηc2r2k
2
+ c
η1/4rk√
2
)
(2.41)
=
√
k21rkv + k
2
2c
2r2k + ck2rk, for all η
k ≤ v < ηk+1, (2.42)
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using the definition (2.5) of k1 and k2. Now let rk = log(l0h(k)/α), which we choose
to ensure total error probability will be bounded by α via a union bound. Note that
h is nondecreasing and k ≤ logη Vt over the epoch, so that rk ≤ `(v) over the epoch,
recalling the definition (2.5) of `(v). We conclude
gλk,rk(v) ≤
√
k21v`(v) + k
2
2c
2`2(v) + ck2`(v) = Sα(v), (2.43)
for all ηk ≤ v < ηk+1. This final expression no longer depends on k, showing that
the final boundary Sα(v) majorizes the corresponding linear boundary gλk,rk(v) over
each epoch ηk ≤ v < ηk+1 for k = 0, 1, . . . . Hence
Sα(v) ≥ min
k≥0
gλk,rk(v) for all v ≥ 1. (2.44)
But the first linear boundary gλ0,t0(v) passes through Sα(1) and has positive slope,
which implies
Sα(1 ∨ v) ≥ min
k≥0
gλk,rk(v) for all v > 0. (2.45)
Now taking a union bound over the probability bounds given by (2.38) for k =
0, 1, . . . , we have
P
(
∃t ≥ 1 : St ≥ min
k≥0
gλk,rk(Vt)
)
≤ l0
∞∑
k=0
e−rk = α
∞∑
k=0
1
h(k)
≤ α. (2.46)
Combining (2.46) with (2.45) proves that v 7→ Sα(1 ∨ v) is a sub-gamma uniform
boundary with crossing probability α.
For the second statement (2.6), we simply restrict the union bound to epochs
k ≥ blogη Vtc, which restricts the sum in (2.46) accordingly.
We have given a stitched bound which is constant for v < m, but inspection of
the proof shows that one may improve the bound to be linear with positive slope on
v < m, by extending the linear bound over the first epoch to cover all v > 0. This
seems of limited utility for theoretical work, and we recommend other bounds over
the stitched bound for practice, so we do not pursue this point further.
The idea of taking a union bound over geometrically spaced epochs is standard
in the proof of the classical law of the iterated logarithm (Durrett, 2017, Theorem
8.5.1). The idea has been extended to finite-time bounds by Darling and Robbins
(1967b), Jamieson et al. (2014), Kaufmann, Cappe´ and Garivier (2016), and Zhao
et al. (2016), usually when the observations are independent and sub-Gaussian; the
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technique is sometimes called “peeling”. Of course, Theorem 2.1 generalizes these
constructions much beyond the independent sub-Gaussian case, but it also achieves
tighter constants for the sub-Gaussian setting. Here, we briefly discuss how the
improved constants arise.
Both Jamieson et al. (2014) and Zhao et al. (2016) construct a constant bound-
ary rather than a linear increasing boundary over each epoch. They apply Doob’s
maximal inequality for submartingales (Durrett, 2017, Theorem 4.4.2), as in Ho-
effding (1963, eq. 2.17), to obtain boundaries similar to that of Freedman (1975).
As illustrated in Figure 1.4, the linear bounds from Corollary 2.1 are stronger than
corresponding Freedman-style bounds, and the additional flexibility yields tighter
constants.
Both Darling and Robbins (1967b) and Kaufmann, Cappe´ and Garivier (2016)
use linear boundaries within each epoch analogous to those of Corollary 2.1. Both
methods share a great deal in common with ours, and Darling and Robbins give
consideration to general cumulant-generating functions. Recall from Corollary 2.1
that such linear boundaries may be chosen to optimize for some fixed time Vt = m.
Our method chooses the linear boundary within each epoch to be optimal at the
geometric center of the epoch, i.e., at Vt = η
k+1/2, so that at both epoch endpoints
the boundary will be equally “loose”, that is, equal multiples of
√
Vt. Darling and
Robbins choose the boundaries to be tangent at the start of the epoch, hence their
boundary is looser than ours at the end of the epoch. Kaufmann, Cappe´ and Garivier
choose the boundary as we do, but appear to incur more looseness in the subsequent
inequalities used to construct a smooth upper bound.
Proof of Corollary 2.2
Fix any  > 0 and choose a > 0 small enough that ψ(λ) ≤ (1+)λ2/2 for all λ ∈ (0, a).
Using the fact that ψG,c(λ) ≥ λ2/2 for c ≥ 0, we have ψ(λ) ≤ (1 + )ψG,1/a(λ) for
all λ ∈ (0, a), so that (St) is sub-gamma with scale c = 1/a and variance process
((1 + )Vt). Now Theorem 2.1 shows that
P
(
sup
t
Vt =∞ and St ≥ u((1 + )Vt) infinitely often
)
= 0, (2.47)
where we may choose u(v) ∼ √2(1 + )v log log v (see (2.7) and discussion there-
after), so that u((1 + )v) ∼√2(1 + )2v log log v. It follows that
lim sup
t→∞
St√
2(1 + )2Vt log log Vt
≤ 1 on
{
sup
t
Vt =∞
}
. (2.48)
As  > 0 was arbitrary, we are done.
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Conjugate mixture proofs
Proof of Lemma 2.1. Assume (St) is sub-ψ with variance process (Vt), so that, for
each λ ∈ [0, λmax), we have exp {λSt − ψ(λ)Vt} ≤ Lt(λ) where (Lt(λ))∞t=0 is a nonneg-
ative supermartingale. We will show that Mt :=
∫
Lt(λ) dF (λ) is a supermartingale
with respect to (Ft).
Formally, for this proof, we augment the underlying probability space with the
random variable λ having distribution F over the Borel σ-field on R, independent of
everything else. For each t, we require Lt to be a random variable on this product
space, i.e., it must be product measurable. Now Definition 1.1 stipulates that Lt ∈
σ(λ,Ft) and E (Lt | λ,Ft−1) ≤ Lt−1 for each t ≥ 1, and additionally, E (L0 | λ) ≤ l0
a.s. In other words, (Lt) is a supermartingale with respect to the filtration given by
Gt := σ(λ,Ft) on this augmented space. Finally, we have Mt = E (Lt | Ft). These
facts follow directly from the definition and properties of conditional expectation.
We claim that (Mt) is a supermartingale with respect to (Ft) on this augmented
space. Indeed,
E (Mt | Ft−1) = E (E (Lt | Ft) | Ft−1) = E (E (Lt | λ,Ft−1) | Ft−1) ≤ E (Lt−1 | Ft−1)
(2.49)
by the supermartingale property, and this last expression is equal to Mt−1. Further-
more, EM0 = EE (L0 | λ) ≤ l0 since E (L0 | λ) ≤ l0 a.s., hence E|Mt| = EMt ≤ l0 for
all t.
Now Definition 1.1 and Ville’s maximal inequality for nonnegative supermartin-
gales (Durrett, 2017, exercise 4.8.2) yield
P
(
∃t ≥ 1 :
∫
exp {λSt − ψ(λ)Vt} dF (λ) ≥ l0
α
)
≤ P
(
∃t ≥ 1 : Mt ≥ l0
α
)
≤ α.
(2.50)
In other words, P(∃t ≥ 1 : St ≥Mα(Vt)) ≤ α by the definition of Mα, which is the
desired conclusion.
In the sub-Gaussian case, the following boundary is well-known (Robbins, 1970,
example 2).
Proposition 2.4 (Two-sided normal mixture). Suppose both (St) and (−St) are
sub-Gaussian with variance process (Vt). Fix α ∈ (0, 1) and ρ > 0, and define
u(v) :=
√
(v + ρ) log
(
l20(v + ρ)
α2ρ
)
. (2.51)
Then P(∀t ≥ 1 : |St| < u(Vt)) ≥ 1− α.
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We have included the bound in Figures 2.3 and 2.4; although its O(√Vt log Vt)
rate of growth is worse than the finite LIL discrete mixture bound, it can achieve
tighter control over about three orders of magnitude of intrinsic time. This makes
the normal mixture preferable in many practical situations when a sub-Gaussian
assumption applies. When only a one-sided sub-Gaussian assumption holds, the
normal mixture still yields a sub-Gaussian uniform boundary.
Proposition 2.5 (One-sided normal mixture). For any α ∈ (0, 1) and ρ > 0, the
boundary
NMα(v) = sup
{
s ∈ R :
√
4ρ
v + ρ
exp
{
s2
2(v + ρ)
}
Φ
(
s√
v + ρ
)
<
l0
α
}
. (2.52)
is a sub-Gaussian uniform boundary with crossing probability α. Furthermore, we
have the following closed-form upper bound:
NMα(v) ≤ N˜Mα(v) :=
√
2(v + ρ) log
(
l0
2α
√
v + ρ
ρ
+ 1
)
. (2.53)
The boundary NMα is easily evaluated to high precision by numerical root-finding,
and the closed-form approximation is excellent: numerical calculations indicate that
N˜M0.025(v)/NM0.025(v) < 1.007 uniformly when ρ = 1, for example.
Proof of Proposition 2.5. To obtain the explicit upper bound N˜Mα in (2.53) from
the exact boundary (2.52), we use the inequality 1−Φ(x) ≤ e−x2/2 for x > 0, which
follows from a standard Crame´r-Chernoff bound. This implies√
4ρ
v + ρ
exp
{
s2
2(v + ρ)
}
Φ
(
s√
v + ρ
)
≥
√
4ρ
v + ρ
[
exp
{
s2
2(v + ρ)
}
− 1
]
. (2.54)
We set the RHS equal to l0/α and solve to conclude
NMα(v) ≤
√
2(v + ρ) log
(
l0
2α
√
v + ρ
ρ
+ 1
)
= N˜Mα(v). (2.55)
The fact that NMα is a sub-Gaussian uniform boundary follows directly from Lemma 2.1,
and therefore N˜Mα is as well.
When a sub-Bernoulli condition holds, as with bounded observations, the follow-
ing beta-binomial boundary is tighter than the normal mixture. Simpler versions of
this boundary have long been studied for i.i.d. Bernoulli sampling (Ville, 1939; Rob-
bins, 1970; Lai, 1976b; Shafer et al., 2011). Below, Bx(a, b) =
∫ x
0
pa−1(1 − p)b−1 dp
denotes the incomplete Beta function, whose implementation is available in statistical
software packages; B1 is the ordinary Beta function.
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Proposition 2.6 (Two-sided beta-binomial mixture). Suppose (St) is sub-Bernoulli
with variance process (Vt) and range parameters g, h, while (−St) is sub-Bernoulli
with variance process (Vt) and range parameters h, g. Fix any ρ > gh, let r = ρ−gh,
and define
fg,h(v) := sup
{
s ∈
[
0,
r + v
g
)
: mg,h(s, v) <
l0
α
}
, (2.56)
where mg,h(s, v) :=
(g + h)v/gh
[gv/h+shv/g−s]1/(g+h)
·
B1
(
r+v−gs
g(g+h)
, r+v+hs
h(g+h)
)
B1
(
r
g(g+h)
, r
h(g+h)
) . (2.57)
Then P(∀t ≥ 1 : −fg,h(Vt) < St < fh,g(Vt)) ≥ 1− α.
As with the normal mixture, we have a one-sided variant as well.
Proposition 2.7 (One-sided beta-binomial mixture). Fix any g, h > 0, α ∈ (0, 1),
and ρ > gh. Let r = ρ− gh and define
fg,h(v) := sup
{
s ∈
[
0,
r + v
g
)
: mg,h(s, v) <
l0
α
}
, (2.58)
where mg,h(s, v) :=
(g + h)v/gh
[gv/h+shv/g−s]1/(g+h)
·
Bh/(g+h)
(
r+v−gs
g(g+h)
, r+v+hs
h(g+h)
)
Bh/(g+h)
(
r
g(g+h)
, r
h(g+h)
) . (2.59)
Then fg,h is a sub-Bernoulli uniform boundary with crossing probability α and range
parameters g, h.
In the sub-Bernoulli case, we first rewrite the exponential process exp {λSt − ψB(λ)Vt}
in terms of the transformed parameter p = [1+(h/g)e−λ]−1. This is motivated by the
transform from the canonical parameter to the mean parameter of a Bernoulli fam-
ily, but keep in mind that we make no parametric assumption here, these are merely
analytical manipulations. Then a truncated Beta distribution on p ∈ [g/(g + h), 1]
yields the one-sided beta-binomial uniform boundary, while an untruncated mixture
yields the two-sided boundary.
Proof of Propositions 2.6 and 2.7. For simplicity of notation, we will assume here
that the problem has been scaled so that g + h = 1, e.g., by replacing Xt with
Xt/(g + h). Using the sub-Bernoulli ψ function ψB(λ) =
1
gh
log
(
gehλ + he−gλ
)
, the
exponential integrand in our mixture is
exp
{
λs− v
gh
log
(
gehλ + he−gλ
)}
=
pv/h+s(1− p)v/g−s
gv/h+shv/g−s
, (2.60)
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after substituting the one-to-one transformation
p = p(λ) :=
gehλ
gehλ + he−gλ
, so that λ = log
(
ph
(1− p)g
)
, (2.61)
followed by some algebra. We wish to integrate against a Beta mixture density on p
with parameters r/h and r/g, which has mean p = g, corresponding to λ = 0. For
Proposition 2.7, we must also truncate to λ ≥ 0, i.e., to p ≥ g. The appropriately
normalized mixture integral is then
1
gv/h+shv/g−s
·
∫ 1
g
pv/h+s+r/h−1(1− p)v/g−s+r/g−1 dp∫ 1
g
pr/h−1(1− p)r/g−1 dp =
1
gv/h+shv/g−s
·
Bh
(
r+v
g
− s, r+v
h
+ s
)
Bh
(
r
g
, r
h
) ,
(2.62)
using the fact that Bx(a, b) =
∫ x
0
pa−1(1 − p)b−1 dp = ∫ 1
1−x p
b−1(1 − p)a−1 dp. This
gives the closed-form mixture (2.59). (To obtain the formula for general g + h 6= 1,
substitute g/(g + h) for g, h/(g + h) or h, s/(g + h) for s, v/(g + h)2 for v, and
r/(g + h)2 for r.)
The proof of Proposition 2.6 is nearly identical, but we integrate over the full
Beta mixture rather than truncating.
To verify that our choice of r ensures that λ has approximate precision ρ under
the full (not truncated) mixture distribution, we use the delta method to calculate
the approximate variance of λ for large r based on the variance of p under the full
Beta mixture:
Varλ ≈
[(
1
p(1− p)
)2]
p=g
· ghr
gh
+ 1
=
1
r + gh
. (2.63)
Setting this equal to 1/ρ yields r = ρ− gh as desired.
When tails are heavier than Gaussian, the normal mixture boundary is not appli-
cable. However, the following sub-exponential mixture boundary, based on a gamma
mixing density, is universally applicable, as described in Proposition 2.1. Like the
normal mixture, the gamma-exponential mixture is unimprovable as described in
Section 2.3. Below we make use of the regularized lower incomplete gamma function
γ(a, x) := (
∫ x
0
ua−1e−u du)/Γ(a), available in standard statistical software packages.
The following is proved in Section 2.8.
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Proposition 2.8 (Gamma-exponential mixture). Fix c > 0, ρ > 0 and define
GEα(v) := sup
{
s ≥ 0 : m(s, v) < l0
α
}
, (2.64)
where m(s, v) :=
(
ρ
c2
) ρ
c2
Γ
(
ρ
c2
)
γ
(
ρ
c2
, ρ
c2
) Γ (v+ρc2 ) γ (v+ρc2 , cs+v+ρc2 )(
cs+v+ρ
c2
) v+ρ
c2
exp
{
cs+ v
c2
}
. (2.65)
Then GEα is a sub-exponential uniform boundary with crossing probability α for scale
c.
The gamma-exponential mixture is the result of evaluating the mixture integral
in (2.10) with mixing density
dF
dλ
=
1
γ(ρ/c2, ρ/c2)
(ρ/c)ρ/c
2
Γ(ρ/c2)
(c−1 − λ)ρ/c2−1e−ρ(c−1−λ)/c. (2.66)
This is a gamma distribution with shape ρ/c2 and scale ρ/c applied to the trans-
formed parameter u = c−1 − λ, truncated to the support [0, c−1]. The distribu-
tion has mean zero and variance equal to 1/ρ, making it comparable to the normal
mixture distribution used above. As ρ → ∞, the gamma mixture distribution con-
verges to a normal distribution and concentrates about λ = 0, the regime in which
ψE(λ) ∼ ψN(λ), which gives some intuition for why the gamma-exponential mixture
recovers the normal mixture when ρ c2.
Proof of Proposition 2.8. We need only show that
m(s, v) =
∫ 1/c
0
exp {λs− ψE(λ)v} f(λ) dλ, (2.67)
where f(λ) =
1
γ(ρ/c2, ρ/c2)
(ρ/c)ρ/c
2
Γ(ρ/c2)
(c−1 − λ)ρ/c2−1e−ρ(c−1−λ)/c. (2.68)
Then the fact that GMα is a sub-exponential uniform boundary follows as a special
case of Lemma 2.1.
Proving (2.67) is an exercise in calculus. Substituting the definition of ψE and
removing common terms, it suffices to show that
c−ρ/c
2 Γ
(
v+ρ
c2
)
γ
(
v+ρ
c2
, cs+v+ρ
c2
)(
cs+v+ρ
c2
) v+ρ
c2
e(cs+v)/c
2
=
∫ 1/c
0
(1− cλ)v/c2eλ(s+v/c)(c−1 − λ)ρ/c2−1e−ρ(c−1−λ)/c dλ.
(2.69)
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After change of variables u =
(
cs+v+ρ
c
)
(c−1 − λ), the right-hand side is equal to(
cs+ v + ρ
c
)− v+ρ
c2
cv/c
2
e(cs+v)/c
2
∫ (cs+v+ρ)/c2
0
u(v+ρ)/c
2−1e−u du. (2.70)
Now the definition of the regularized lower incomplete gamma function and a bit of
algebra finishes the argument.
A similar mixture boundary holds in the sub-Poisson case, making use of the
regularized upper incomplete gamma function γ¯(a, x) := (
∫∞
x
ua−1e−u du)/Γ(a).
Proposition 2.9 (Gamma-Poisson mixture). Fix c > 0, ρ > 0 and define
GPα(v) := sup
{
s ≥ 0 : m(s, v) < l0
α
}
, (2.71)
where m(s, v) :=
(
ρ
c2
)ρ/c2
Γ
(
ρ
c2
)
γ¯
(
ρ
c2
, ρ
c2
) Γ ( cs+v+ρc2 ) γ¯ ( cs+v+ρc2 , v+ρc2 )(
v+ρ
c2
)(cs+v+ρ)/c2 exp{ vc2} . (2.72)
Then GPα is a sub-Poisson uniform boundary with crossing probability α for scale c.
Proof of Proposition 2.9. The proof follows the same contours as that of Proposi-
tion 2.7. Using the sub-Poisson ψ function ψP (λ) = c
−2(ecλ−cλ−1), the exponential
integrand in our mixture is
exp
{
λs− v
(
ecλ − cλ− 1
c2
)}
= θ(cs+v)/c
2
e(1−θ)v/c
2
, (2.73)
after substituting the one-to-one transformation θ = θ(λ) := ecλ, so that λ =
c−1 log θ. We integrate against a gamma mixing distribution on θ with shape and
scale parameters both equal to β := ρ/c2, truncated to θ ≥ 1, so that λ ≥ 0:
ev/c
2
∫∞
1
θ(cs+v+ρ)/c
2−1e−(v+ρ)θ/c
2
dθ∫∞
1
θρ/c2−1e−ρθ/c2 dθ
=
(
ρ
c2
)ρ/c2
Γ
(
ρ
c2
) · Γ ( cs+v+ρc2 )(
v+ρ
c2
)(cs+v+ρ)/c2 · γ¯
(
cs+v+ρ
c2
, v+ρ
c2
)
γ¯
(
ρ
c2
, ρ
c2
) exp{ v
c2
}
.
(2.74)
This yields the closed-form mixture (2.72). To verify that our choice of β ensures that
λ has approximate precision ρ under the full (not truncated) mixture distribution,
we use the delta method to calculate the approximate variance of λ for large β based
on the variance of θ under the full gamma mixture:
Varλ ≈
[
1
c2θ2
]
θ=1
· 1
β
=
1
ρ
. (2.75)
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We close this section by showing that all of our conjugate mixture boundaries
grow at the asymptotic rate O(√v log v), complementing related results in Robbins
and Siegmund (1970, Section 4) and Lai (1976a, Theorem 2). Recall Definition 1.2
of a CGF-like function from Section 1.2, and note that all ψ functions introduced in
Section 2.2 and used throughout this chapter are CGF-like.
Fix A ≥ 1 and ψ : [0, λmax) → R, and let F be any continuous probability
distribution on [0, λmax) with density f . Define
M(v) := sup {s ∈ R : m(s, v) < A} , (2.76)
where m(s, v) :=
∫ λmax
0
exp {λs− ψ(λ)v} f(λ) dλ. (2.77)
Proposition 2.10. If
(i) f(x) is continuous and positive on [0, λmax), and
(ii) ψ is CGF-like and ψ(λ) ∼ λ2/2 as λ ↓ 0,
then M(v) =
√
v
[
log
(
A2v
2pif2(0)
)
+ o(1)
]
as v →∞.
It is straightforward to verify that all mixture distributions used in our conjugate
mixture boundaries satisfy condition (i) of Proposition 2.10, and all ψ functions
introduced in Section 2.2 satisfy condition (ii). Before proving Proposition 2.10, we
state several lemmas.
Lemma 2.3. Under the conditions of Proposition 2.10, for any b ∈ (0, b¯), we have
m(bv, v) <∞ and m(bv, v)→∞ as v →∞.
Proof. Observe m(bv, v) =
∫
exp {v[λb− ψ(λ)]} f(λ) dλ). Note λb−ψ(λ)→ −∞ as
λ → λmax by the CGF-like property and the condition b < b¯. Hence the integrand
exp {v[λb− ψ(b)]} is uniformly bounded on [0, λmax), so that m(bv, v) < ∞. Now
Laplace’s asymptotic approximation (Widder, 1942, Theorem 2b) yields∫
exp {v [λb− ψ(λ)]} f(λ) dλ ∼ Ce
vψ?(b)
√
v
, as v →∞, (2.78)
where C > 0 is a constant not depending on v. Since the RHS of (2.78) diverges as
v →∞, we must have m(bv, v)→∞ as v →∞.
Lemma 2.4. Under the conditions of Proposition 2.10, m(M(v), v) = A for all v
sufficiently large.
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Proof. Let C(v) := [0, b¯v) for v > 0. Lemma 2.3 shows that m(s, v) < ∞ for all
s ∈ C(v). Since C(v) is open, by dominated convergence, s 7→ m(s, v) is continuous
for all s ∈ C(v). The CGF-like property implies ψ ≥ 0, so that m(0, v) ≤ 1 ≤ A for
all v. Finally, Lemma 2.3 shows that sups∈C(v) m(s, v)→∞ as v →∞. Hence, for v
sufficiently large, there exists s ∈ C(v) such that m(s, v) > A.
We have argued that, for all sufficiently large v, m(0, v) ≤ A < m(s¯, v) < ∞ for
some s¯ < b¯v, and m(·, v) is continuous on [0, s¯]. The conclusion follows from the
definition of M.
Lemma 2.5. Under the conditions of Proposition 2.10, M(v) = o(v).
Proof. Suppose for the sake of contradiction that M(v) ≥ bv for some b > 0 for
all v sufficiently large, and suppose we have chosen b small enough so that b < b¯.
Then Lemma 2.3 shows that m(M(v), v) ≥ m(bv, v)→∞ as v →∞, contradicting
Lemma 2.4.
Proof of Proposition 2.10. We invoke Theorem 4 of Fulks (1951), setting Fulks’ h
equal to our v, Fulks’ k equal to our M(v), Fulks’ φ equal to our ψ, and Fulks’ ψ
equal to the identity function. Conditions (i) and (ii) along with Lemma 2.5 verify
that Fulks’ assumptions (A1)-(A4) hold. It remains to verify that
√
v = o(M(v)).
But if this were not true, then we could apply Theorem 1 or Theorem 2 of Fulks
(1951) to conclude that m(M(v), v)→ 0 as v →∞, contradicting Lemma 2.4. Then
Fulks’ Theorem 4 yields
m(M(v), v) ∼ f(0)
√
2pi
v
exp
{M2(v)
2v
}
. (2.79)
Using Lemma 2.4 to set m(M(v), v) = A, we may write
f(0)
√
2pi
v
exp
{M2(v)
2v
}
= Aeo(1), (2.80)
which can be rearranged into the desired conclusion.
We have proved the result for one-sided bounds, but a nearly-identical argument
applies to two-sided bounds such as Proposition 2.6.
Proof of Theorem 2.2
Recall the discrete mixture support points and weights,
λk :=
λmax
ηk+1/2
and wk :=
λmax(η − 1)f(λk√η)
ηk+1
for k = 0, 1, 2, . . . . (2.81)
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Figure 2.9: Illustration of Theorem 2.2. Mixture density f(λ) is discretized on
a grid (λk)
∞
k=0 which gets finer as λ ↓ 0. Resulting discrete mixture weights are
represented by areas within green bars. Integrand exp {λs− ψ(λ)v} is evaluated at
grid points λk, illustrated by purple points. Multiplying one integrand evaluation
exp {λks− ψ(λk)v} by the corresponding weight wk gives one term of the sum (2.13).
Figure 2.9 illustrates the construction. To see heuristically why the exponentially-
spaced grid λk = O(η−k) makes sense, observe that the integrand exp {λs− λ2v/2}
is a scaled normal density in λ with mean s/v and standard deviation 1/
√
v. In
the regime relevant to our curved boundaries, s is of order
√
v, ignoring logarithmic
factors. Hence the integrand at time v has both center and spread of order 1/
√
v, so
as v → ∞, the relevant scale of the integrand shrinks. With the grid λk = O(η−k)
we have λk−λk+1 = O(λk), ensuring that the resolution of the grid around the peak
of the integrand matches the scale of the integrand as v →∞.
The discrete mixture bound is a valid mixture boundary in its own right, based
on a discrete mixing distribution, but we may wish to know how well it approximates
the continuous-mixture boundary from which it is derived. To illustrate the accuracy
of the discrete mixture construction, we compare it to the one-sided normal mixture
bound, Proposition 2.5. By using the same half-normal mixing density in Theo-
rem 2.2 and setting η = 1.05, λmax = 100, we may evaluate a corresponding discrete
mixture bound DMα. With ρ = 14.3, α = 0.05 and l0 = 1, numerical calculations
indicate that DMα(v)/NMα(v) ≤ 1.004 for 1 ≤ v ≤ 106, suggesting that Theorem 2.2
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gives an excellent conservative approximation to the corresponding continuous mix-
ture boundary over a large practical range. Of course, when a closed form is available
as in Proposition 2.5, one should use it in practice. But an exact closed form integral
is rarely available as it is in Proposition 2.5, and substantial looseness often ac-
companies closed-form approximations which provably maintain crossing probability
guarantees. In such cases, unless a closed form is required, Theorem 2.2 is preferable.
See figure 2.3 for an example; in this figure, the bounds of Balsubramani (2014) and
Darling and Robbins (1968a) involve closed-form mixture integral approximations.
Proof of Theorem 2.2. Because f is nonincreasing, f(λ) ≥ f(λk√η) on the interval
[λk/
√
η, λk
√
η], which has width λmax(η−1)/ηk+1 = wk/f(λk√η). Hence
∑∞
k=0wk ≤∫∞
0
f(λ) dλ = 1. Let G be a discrete distribution which places mass wk/
∑∞
j=0 wj at
the point λk. By Lemma 2.1, we know the mixture boundMα applied to the discrete
mixture distribution G yields a sub-ψ uniform boundary with crossing probability
α. But
∞∑
k=0
wk exp {λks− ψ(λk)v} ≤
∫
exp {λs− ψ(λ)v} dG(λ), (2.82)
so DMα ≥Mα. That is, our discrete mixture approximation DMα is a conservative
overestimate of a corresponding exact mixture boundary Mα, and can only have a
lower crossing probability. So the discrete mixture bound DMα satisfies the desired
probability inequality P(∃t : St ≥ DMα(Vt)) ≤ α.
Stitching as a discrete mixture approximation
Suppose we wish to analytically approximate the discrete mixture boundary DMα of
Theorem 2.2 in the sub-Gaussian case ψ = ψN . Clearly the sum is lower bounded
by the maximum summand, which gives
DMα(v) ≤ sup
{
s ∈ R : sup
k≥0
[wk exp {λks− ψN(λk)v}] < l0
α
}
(2.83)
= min
k≥0
{
log(l0/wkα)
λk
+
λk
2
v
}
. (2.84)
The last expression is the pointwise minimum of a collection of linear boundaries
of the form presented in Corollary 2.1, each chosen with a different λk, and with
nominal crossing rates wkα so that a union bound over crossing events yields total
crossing probability
∑
k wkα ≤ α. This is very similar to the stitching construction,
with a slightly different choice of the sequence λk.
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By equating wk from Theorem 2.2 with 1/h(k) from Theorem 2.1, this obser-
vation allows us to view a stitched bound with function h(k) as an approximation
to a mixture bound with mixture density f(λ) = Θ(1/λh(log λ−1)) as λ ↓ 0. For
exponential stitching, this yields f(λ) = Θ(1)—densities approaching a nonzero con-
stant as λ ↓ 0, including the half-normal distribution, correspond to exponential
stitched boundaries growing at a rate
√
Vt log Vt. For polynomial stitching, we have
the corresponding mixture density
fLILs (λ) :=
(s− 1)10≤λ≤1/e
λ logs λ−1
, (2.85)
matching the density from Balsubramani (2014, Lemma 12). The “slower” function
h(k) ∝ k logs k corresponds to f(λ) = Θ(1/λ(log λ−1)(log log λ−1)s), the density from
example 3 of Robbins (1970).
Proof of Theorem 2.3
The proof follows a straightforward idea. We break time into epochs ηk ≤ Vt <
ηk+1. Within each epoch we consider the linear boundary passing through the points
(ηk, g(ηk)) and (ηk+1, g(ηk+1)). This line lies below g(Vt) throughout the epoch, and
its crossing probability is determined by its slope and intercept as in Corollary 2.1.
Taking a union bound over epochs yields the result.
We need the following lemma concerning g:
Lemma 2.6. If g is nonnegative and strictly concave on R≥0, then g(v) is nonde-
creasing and g(v)/v is strictly decreasing on v > 0.
Proof. If s < 0 is a supergradient of g at some point t, then g(t+ u) < g(t) + su < 0
for sufficiently large u, contradicting the non-negativity of g. So g is nondecreasing.
Now fix 0 < x < y and let s be any supergradient of g at x. From nonnegativity and
concavity we have 0 ≤ g(0) ≤ g(x) − xs, so that s ≤ g(x)/x. Strict concavity then
implies g(y) < g(x) + s(y − x) ≤ g(x)y/x.
Proof of Theorem 2.3. Fix any η > 1. On ηk ≤ v < ηk+1 we lower bound g(v) by
the line ak + bkv passing through the points (η
k, g(ηk)) and (ηk+1, g(ηk+1)). This line
has intercept and slope
ak =
ηg(ηk)− g(ηk+1)
η − 1 , (2.86)
bk =
g(ηk+1)− g(ηk)
ηk(η − 1) . (2.87)
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Note ak > 0 and bk ≥ 0 by Lemma 2.6. We bound the upcrossing probability of this
linear boundary using Corollary 2.1:
P(∃t ≥ 1 : St ≥ ak + bkVt) ≤ l0e−2akbk = l0 exp
{
−2(g(η
k+1)− g(ηk))(ηg(ηk)− g(ηk+1))
ηk(η − 1)2
}
.
(2.88)
The conclusion follows from a union bound over epochs and from the arbitrary choice
of η.
Inspection of the proof reveals that the crossing probability bound (2.15) is valid
not only for the boundary u given in (2.14), but also for a similar boundary which
is finite and linear for all v < 1 and v > vmax. This follows by extending the linear
boundaries over the first and last epochs.
Proof of Theorem 2.4
For the proof, we take a = 0, b = 1 without loss of generality. Write Yt := Xt −
Et−1Xt and δt := X̂t − Et−1Xt. Then Yt − δt = Xt − X̂t ∈ [−1, 1]. We will show
that exp
{
λ
∑t
i=1 Yi − ψE(λ)
∑t
i=1(Yi − δi)2
}
is a supermartingale for each λ ∈ [0, 1),
where we take c = 1 in ψE.
The proof of Lemma 4.1 in Fan et al. (2015) shows that exp {λξ − ψE(λ)ξ2} ≤
1 + λξ for all λ ∈ [0, 1) and ξ ≥ −1. Applied to ξ = y − δ, we have
exp
{
λy − ψE(λ)(y − δ)2
} ≤ eλδ(1 + λ(y − δ)). (2.89)
Since Yt − δt ≥ −1, Et−1Yt = 0, and δt is predictable, the above inequality implies
Et−1 exp
{
λYt − ψE(λ)(Yt − δt)2
} ≤ eλδt(1− λδt) ≤ 1, (2.90)
using 1− x ≤ e−x in the final step.
This shows that St =
∑t
i=1 Yi =
∑t
i=1Xi − tµt is sub-exponential with variance
process Vt =
∑t
i=1(Yi − δi)2 =
∑t
i=1(Xi − X̂i)2 and scale c = 1. It follows that
P(∃t : St ≥ u(Vt)) ≤ α. A similar argument applied with −Xt in place of Xt shows
that P(∃t : −St ≥ u(Vt)) ≤ α, and a union bound finishes the proof.
Proof of Corollary 2.5
For case (1), Lemma 1.3(f) and Proposition 1.2 (cf. Delyon, 2009) show that
St = γmax(Yt) is sub-Gaussian with variance process V˜t = γmax
(∑t
i=1
∆Y 2i +2E∆Y
2
i
3
)
.
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Invoking Corollary 2.2, we have
lim sup
t→∞
St√
2V˜t log log V˜t
≤ 1 a.s. on
{
sup
t
V˜t =∞
}
. (2.91)
Applying the strong law of large numbers elementwise, we have t−1
∑t
i=1
∆Y 2i +2E∆Y
2
i
3
a.s.→
EY 21 as t → ∞, and the continuity of the maximum eigenvalue map over the
set of positive semidefinite matrices ensures that t−1V˜t
a.s.→ γmax(EY 21 ) = t−1Vt.
Hence, so long as EY 21 > 0 we conclude that, with probability one, supt V˜t = ∞
and
√
V˜t log log V˜t ∼
√
γmax(EY 21 )t log log t, completing the proof for case (1). (If
EY 21 = 0 then the event {supt Vt =∞} is empty and the result is vacuous.)
In case (2), Fact 1.1(d) and Proposition 1.2 (cf. Tropp, 2012) show that (St)
defined as above is sub-gamma with variance process (Vt) and scale c. The conclusion
now follows directly from Corollary 2.2.
Proof of Corollary 2.6
The argument is adapted from Tropp (2015). Let Xi := xix
T
i − Σ. The triangle
inequality implies ‖Xi‖op ≤ ‖xixTi ‖op + ‖Σ‖op ≤ 2b. Hence, by Fact 1.1(c) and
Proposition 1.2 (cf. Tropp, 2012), St = γmax
(∑t
i=1 Xi
)
is sub-Poisson with scale
c = 2b and variance process
Vt = γmax
(
t∑
i=1
EX2i
)
(2.92)
= γmax
(
t∑
i=1
[
E[(xixTi )2]− Σ2
])
(2.93)
≤
t∑
i=1
γmax
(
E[(xixTi )2]
)
. (2.94)
In the final step, we neglect the negative semidefinite term −Σ2 and use the fact
that the maximum eigenvalue of a sum of positive semidefinite matrices is bounded
by the sum of the maximum eigenvalues. We continue by using ‖xixTi ‖ = ‖xi‖22 ≤ b
and the fact the expectation respects the semidefinite order to obtain
Vt ≤
t∑
i=1
γmax
(
E‖xi‖22xixTi
)
(2.95)
≤ tb‖Σ‖op. (2.96)
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Plugging this upper bound on Vt into the discrete mixture bound of Theorem 2.2
gives the result.
2.9 Appendix
Implications among sub-ψ boundaries
The following proposition formalizes the relationships illustrated in Figure 2.2, and
follows directly from Proposition 1.2.
Corollary 2.10. Let u : R≥0 → R≥0 be a sub-ψ uniform boundary with crossing
probability α (we omit the dependence on l0, as elsewhere).
1. If u is a sub-Gaussian uniform boundary, then v 7→ u(ϕ(g, h)v) is a sub-
Bernoulli uniform boundary with crossing probability α for range parameters
g, h, where
ϕ(g, h) :=
{
h2−g2
2 log(h/g)
, g < h
gh, g ≥ h. (2.97)
2. If u is a sub-Gaussian uniform boundary, then v 7→ u((g + h)2v/4) is a sub-
Bernoulli uniform boundary with crossing probability α for range parameters
g, h.
3. If u is a sub-Poisson uniform boundary for scale c, then v 7→ u(gcv) is a sub-
Bernoulli uniform boundary with crossing probability α for range parameters
g, c.
4. If u is a sub-Poisson uniform boundary for scale c, then it is also a sub-Gaussian
uniform boundary with crossing probability α.
5. If u is a sub-gamma uniform boundary for scale c, then it is also a sub-Poisson
uniform boundary with crossing probability α for scale 3c.
6. If u is a sub-gamma uniform boundary for scale c, then it is also a sub-
exponential uniform boundary with crossing probability α for scale c.
7. If u is a sub-exponential uniform boundary for scale c, then it is also a sub-
gamma uniform boundary with crossing probability α for scale 2c/3.
Note that the arrows in Figure 2.2 are reversed with respect to Figure 1.3. Indeed,
since any sub-Bernoulli process is also sub-Gaussian, it follows that any sub-Gaussian
uniform boundary is also a sub-Bernoulli uniform boundary, and so on.
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Additional proofs
Proof of Proposition 2.2
Let k := (l0/α)
2. For part (a), we will set the derivative of the squared objective
u2(v)/v to zero:
d
dv
[(
1 +
ρ
v
)(
log
(
k(v + ρ)
ρ
))]
= − ρ
v2
log
(
k(v + ρ
ρ
)
+
1
v
= 0. (2.98)
−
(
v + ρ
ρ
)
exp
{
−v + ρ
ρ
}
= − 1
ek
. (2.99)
We solve this equation using the lower branch W−1 since we know −(v+ ρ)/ρ ≤ −1:
v + ρ
ρ
= −W−1
(
− 1
ek
)
, (2.100)
which is equivalent to (2.17).
For part (b), we optimize the squared boundary u2(v):
d
dρ
[
(v + ρ) log
(
k(v + ρ)
ρ
)]
= log
(
k(v + ρ)
ρ
)
− v
ρ
= 0. (2.101)
which is equivalent to (2.98).
Proof of Proposition 2.3
First, Robbins and Siegmund (1970, Theorem 1) show that, for B(t) a standard
Brownian motion,
P(∃t ∈ (0,∞) : B(t) ≥Mα(t)) = α. (2.102)
Let (Xt)
∞
t=1 be any i.i.d. sequence of mean-zero random variables with unit variance
and EeλX1 ≤ eλ2/2, for example standard normal or Rademacher random variables.
For each m ∈ N, let S(m)t :=
∑t
i=1Xi/
√
m and V
(m)
t := t/m, noting that (S
(m)
t ) is sub-
Gaussian with variance process (V
(m)
t ). Our proof rests upon a standard application
of Donsker’s theorem, detailed below, which shows that, for any T ∈ N,
lim
m→∞
P
(
∃t ∈ [mT ] : S(m)t ≥Mα(V (m)t )
)
= P(∃t ∈ (0, T ] : B(t) ≥Mα(t)). (2.103)
To obtain the desired conclusion from (2.103), we write, for any m ∈ N and T ∈ N,
P
(
∃t ∈ N : S(m)t ≥Mα(V (m)t )
)
≥ P
(
∃t ∈ [mT ] : S(m)t ≥Mα(V (m)t )
)
. (2.104)
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Take m→∞ and use (2.103) to find, for any T ∈ N,
lim inf
m→∞
P
(
∃t ∈ N : S(m)t ≥Mα(V (m)t )
)
≥ P (∃t ∈ (0, T ] : B(t) ≥Mα(t)) . (2.105)
Now take T →∞ to obtain
lim inf
m→∞
P
(
∃t ∈ N : S(m)t ≥Mα(V (m)t )
)
≥ P (∃t ∈ (0,∞) : B(t) ≥Mα(t)) = α,
(2.106)
by (2.102). But for each m ∈ N, S(m)t is sub-Gaussian with variance process V (m)t ,
so that
P
(
∃t ∈ N : S(m)t ≥Mα(V (m)t )
)
≤ α. (2.107)
Together, (2.106) and (2.107) yield the desired conclusion.
To prove (2.103), we will use the fact that Mα : R≥0 → R≥0 is continuous,
increasing and concave, as proved in Lemma 2.7 below. For each t ∈ R>0 let S(mt)
be equal to Smt for mt ∈ N and a linear interpolation otherwise (with S(0) = 0). Let
C[0, T ] denote the space of continuous, real-valued functions on [0, T ] equipped with
the sup-norm, and let P0 denote the probability measure for standard Brownian
motion. We first use a corollary of Donsker’s theorem: for any ϕ : C[0, T ] → R
continuous P0-a.s., we have (Durrett, 2017, Theorems 8.1.5, 8.1.11)
ϕ
(
S(m·)√
m
)
d→ ϕ(B(·)) as m→∞. (2.108)
We let ϕ(f) := supt∈[0,T ][f(t) −Mα(t)], so that by compactness of [0, T ] and con-
tinuity of f and Mα, ϕ(f) ≥ 0 if and only if f(t) ≥ Mα(t) for some t ∈ [0, T ].
Now ϕ(S(m·)/√m) d→ ϕ(B(·)), and note that ϕ(B(·)) has a continuous distribution:
the distribution when Mα(t) ≡ 0 is well-known by the reflection principle, and the
measure for the Brownian motion with drift B(t) −Mα(t) +Mα(0) is equivalent
to the measure for B(t) by the Cameron-Martin theorem (Morters and Peres, 2010,
Theorem 1.38). Hence
P
(
∃t ∈ [0, T ] : S(mt)√
m
≥Mα(t)
)
→ P (∃t ∈ [0, T ] : B(t) ≥Mα(t)) . (2.109)
But because Mα(t) is concave, the linear interpolation of S(·) cannot add any new
upcrossings beyond those in (St):
P
(
∃t ∈ [0, T ] : S(mt)√
m
≥Mα(t)
)
= P
(
∃x ∈ [mT ] : Sx√
m
≥Mα(x/m)
)
(2.110)
= P
(
∃t ∈ [mT ] : S(m)t ≥Mα(V (m)t )
)
. (2.111)
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Combining (2.111) with (2.109) yields (2.103), completing the proof.
Lemma 2.7. The function Mα : R≥0 → R≥0 is continuous, increasing and concave.
Proof. Continuity of Mα(v) is clear from the continuity of exp {λs− ψ(λ)v} in s
and v, which also implies∫
exp {λMα(v)− ψ(λ)v} dF (λ) = l0
α
(2.112)
for all v > 0. That is, the left-hand side is constant in v, hence has derivative with
respect to v equal to zero. We may exchange the derivative and integral by Theo-
rem A.5.1 of Durrett (2017), noting that the integrand is positive and continuously
differentiable in v and F is a probability measure. This yields
M′α(v) =
A(v)
B(v)
> 0, (2.113)
where A(v) :=
∫
ψ(λ)eλMα(v)−ψ(λ)v dF (λ) (2.114)
and B(v) :=
∫
λeλMα(v)−ψ(λ)v dF (λ). (2.115)
Both A(v) > 0 and B(v) > 0 since the integrands are positive, which shows that
Mα is increasing. Differentiating again yields, after some algebra,
B2(v)M′′α(v) =
∫ (
− [λA(v)− ψ(λ)B(v)]
2
B(v)
)
eλMα(v)−ψ(λ)v dF (λ) ≤ 0, (2.116)
since the integrand is now nonpositive, showing that Mα is concave.
Proof of Corollary 2.7
Write µ? := ET (X1).We have noted in the discussion preceding the result that the
exponential process exp {λSt(µ)− tψµ(λ)} is the likelihood ratio testing H0 : θ =
θ(µ) against H1 : θ = θ(µ) + λ. It is well-known that the likelihood ratio is a
martingale under the null. Hence (St(µ
?)) is sub-ψµ? with variance process Vt = t,
and it follows immediately that P(∃t : St(µ?) ≥ uµ?(t)) ≤ α1. Apply the same
argument with −Xt in place of Xt to conclude that P(∃t : −St(µ?) ≥ u˜µ?(t)) ≤ α2.
A union bound completes the argument.
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Proof of Lemma 2.2
The implication (a)⇒ (b) follows from
AT =
[ ∞⋃
t=1
At ∩ {T = t}
]
∪ [A∞ ∩ {T =∞}] ⊆
∞⋃
t=1
At. (2.117)
It is clear that (b) ⇒ (c). For (c) ⇒ (a), take τ = inf{t ∈ N : At occurs}, so that
Aτ =
⋃∞
t=1At.
Computing conjugate mixture bounds by root-finding
In this section we demonstrate that our conjugate mixture boundaries, which involve
the supremum Mα(v) defined in (2.10), can be computed via root-finding. We
assume that ψ is CGF-like (Definition 1.2); recall b¯ := supλ∈[0,λmax) ψ
′(λ) ∈ (0,∞].
Lemma 2.1 implies that, with probability at least 1− α, m(St, Vt) < l0/α for all
t, where
m(s, v) =
∫
exp {λs− ψ(λ)v} dF (λ). (2.118)
We are interested in the set A(v) := {s ∈ R : m(s, v) < l0/α} for fixed v ≥ 0. It is
clear that m(0, v) ≤ 1 < l0/α whenever l0 ≥ 1 (which holds in all cases we consider),
since ψ ≥ 0, v ≥ 0 and F is a probability distribution. So 0 ∈ A(v) always. We show
below that, in addition, A(v) is always an interval.
For one-sided boundaries, F is supported on λ ≥ 0, and so long as F is not a
point mass at zero (which would be an uninteresting mixture), m(s, v) is strictly
increasing in s whenever m(s, v) < ∞. Hence m(s, v) = l0/α for at most one value
of s?(v) > 0, in which case A(v) = (−∞, s?(v)).
It is possible that m(s, v) < l0/α for all s where the integral converges. To
examine this case, we fix v > 0, which is the interesting case in practice, and make
two observations:
• Whenever s < b¯v, we havem(s, v) <∞. Indeed, in this case, exp {λs− ψ(λ)v} →
0 as λ → ∞, and as the integrand is continuous in λ, it must be uniformly
bounded. It follows immediately that we can have m(s, v) = ∞ only when
b¯ <∞.
• Whenever b¯ < ∞, we have St ≤ b¯Vt a.s., a consequence of Theorem 1.1(a),
which shows that P(∃t : St ≥ a + b¯Vt) = 0 for all a > 0. (To verify this fact,
note we must have λmax =∞ when b¯ <∞ in order for the CGF-like condition
supλ∈[0,λmax) ψ(λ) =∞ to hold.)
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Hence, when b¯ =∞ we need not worry about m(s, v) =∞. When b¯ <∞, it suffices
to check m(b¯v, v), which may be infinite. If m(b¯v, v) ≥ l0/α, then we search for a
root of m(s, v) = l0/α in the interval s ∈ [0, b¯v]. If m(b¯v, v) < l0/α, it suffices to
takeMα(v) = b¯v+  for any  > 0. In practice, it seems more reasonable to take the
upper bound b¯v and use a closed confidence set instead of an open one.
For two-sided boundaries, when F has support on both λ > 0 and λ < 0, in
general we require the technical condition∫
|λ|k exp {λs− ψ(λ)v} dF (λ) <∞, for k = 1, 2. (2.119)
This ensures that we may differentiate m(s, v) twice with respect to s, exchanging
the derivative and the integral both times (Durrett, 2017, Theorem A.5.3). Hence,
whenever condition (2.119) holds,
d2
ds2
m(s, v) =
∫
λ2 exp {λs− ψ(λ)v} dF (λ) ≥ 0, (2.120)
so that m(s, v) is convex in s for each v ≥ 0. As m(0, v) < l0/α, we conclude
that m(s, v) = l0/α for at most one value s
?(v) > 0 and one value s?(v) < 0, and
A(v) = (s?(v), s
?(v)). A similar discussion as above applies when b¯ <∞ and we may
have m(s, v) =∞ for some values of s.
As Proposition 2.4 yields a closed-form result, only Proposition 2.6 requires that
we verify condition (2.119). From the proof of Proposition 2.6 in Section 2.8, it
suffices to show that ∫ 1
0
∣∣∣∣log( p1− p
)∣∣∣∣k pa(1− p)b dp <∞ (2.121)
for some a, b > 0 and k = 1, 2. This follows from the fact that the integrand is
continuous on p ∈ (0, 1) and approaches zero as p→ 0 and p→ 1, so it is bounded.
Practical details for using Theorem 2.2
In Section 2.3 we have discussed the choice of mixing precision in order to tune a
mixture bound for a particular range of sample sizes. For discrete mixtures, the
value λmax must also be chosen, and this depends on the minimum relevant value
of Vt: making λmax larger will make the resulting bound tighter over smaller values
of Vt at the cost of a looser bound for larger values of Vt. In practice, for ψ = ψG,
setting λmax = [c +
√
m/2 logα−1]−1 will ensure the bound is tight for Vt ≥ m.
Furthermore, when evaluating DMα(v) in practice, the sum can be truncated after
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kmax = dlogη(λmax[c+
√
5v/ logα−1])e terms. The remainder of this section explains
these choices.
We wish to understand what range of values of λ our discrete mixture must cover
to ensure we get a tight bound for all Vt ∈ [m, vmax]. At Vt = m the value of λ which
yields the optimal linear bound from Corollary 2.1 is found by optimizing
logα−1
λ
+
ψ(λ)
λ
·m, (2.122)
yielding the first-order condition
λψ′(λ)− ψ(λ) = logα
−1
m
. (2.123)
For ψ = ψG, this becomes
λ2
2(1− cλ)2 =
logα−1
m
, (2.124)
which is solved by
λ?(m) =
1
b+
√
m/2 logα−1
. (2.125)
Large values of λ are necessary to achieve tight bounds for small Vt. Hence, to ensure
good performance at Vt = m we choose λmax = [b+
√
m/2 logα−1]−1. Similarly, to en-
sure the sum safely covers Vt = v we ensure λkmax ≤ [b+
√
10v/2 logα−1]−1 (using an
arbitrary “fudge factor” of ten), which yields kmax = dlogη(λmax[b+
√
5v/ logα−1])e.
Intrinsic time, change of units and minimum time conditions
In this section we point out that a bound expressed in terms of intrinsic time yields
an infinite family of related bounds via scaling, and that “minimum time” conditions
in such bounds (such as m∨Vt in Theorem 2.1) can be freely scaled as well. Suppose
we have a uniform bound of the form
P (∃t ≥ 1 : St ≥ uc(m ∨ Vt)) ≤ α, (2.126)
where intrinsic time Vt has the same units as S
2
t , as usual, and c is some parameter
with the same units as St. Then, fixing any γ > 0 and applying the bound (2.126)
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to the scaled observations Xt/
√
γ, which amounts to a change of units, we have
α ≥ P
(
∃t ≥ 1 : St√
γ
≥ uc/√γ
(
m ∨ Vt
γ
))
(2.127)
= P (∃t ≥ 1 : St ≥ hc(γm ∨ Vt)) , where hc(v) := √γuc/√γ
(
v
γ
)
. (2.128)
By changing units we have obtained a new bound on St with different minimum time
γm and a different shape. For example, applying this change of units to the stitched
boundary (2.5) with m = 1 yields the family of bounds
P
(
∃t ≥ 1 : St ≥ k1
√
(γ ∨ Vt)`
(
γ ∨ Vt
γ
)
+ ck2`
(
γ ∨ Vt
γ
))
≤ α (2.129)
for any γ > 0, with the definition of ` unchanged from (2.5). Note only the argument
of ` has been scaled. We started with a single bound (2.5) expressed in terms of Vt
and ended up with a family of bounds on the same process St, one for each value
of γ. The effect is more clear if we let c = 0 and examine the upper bound on the
normalized process St/
√
Vt: then for any γ > 0, with probability at least 1− α,
St√
Vt
≤
k1
√
`
(
Vt
γ
)
, when Vt ≥ γ,
k1
√
γ`(1)
Vt
, when Vt < γ.
(2.130)
Now the right-hand depends on Vt only through Vt/γ, so that the effect of changing
γ is simply to multiplicatively shift the bound backwards or forwards in time without
changing the bounded process.
Details of finite LIL bounds in figure 2.3
Below we restate the original results from the various papers giving finite LIL bounds
included in figure 2.3. In table 2.1, for ease of comparison, we write all bounds in
the form
P(∃t ≥ 1 : St ≥ A
√
t(log logBt+ C), (2.131)
valid for independent 1-sub-Gaussian observations. When the original bound holds
only for t ≥ n instead of t ≥ 1, we apply a change of units argument to replace
log logBt with log logBnt and t ≥ n with t ≥ 1, so that all bounds are comparable
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(see Section 2.9). When bounds are expressed in terms of intrinsic time Vt (Bal-
subramani, 2014), this is formally justified. When they are expressed in terms of
nominal time (Darling and Robbins, 1967b, 1968a) this is only a heuristic argument,
but we conjecture that proofs of such bounds could be generalized to justify this
scaling. When observations are i.i.d. from an infinitely divisible distribution, the
change is formally justified by replacing each observation Xi with a sum of n i.i.d.
“micro-observations” Zi such that
∑n
i=1 Zi ∼ X1.
• Jamieson and Nowak (2014), Lemma 1: for i.i.d. sub-Gaussian observations
with variance parameter σ2,
P
(
∃t ≥ 1 : St ≥ (1 +
√
)
√
2σ2(1 + )t log
(
log((1 + )t)
δ
))
≤ 1− 2 + 

(
δ
log(1 + )
)1+
.
(2.132)
• Zhao et al. (2016), Theorem 1: for sub-Gaussian observations with variance
parameter 1/4,
P
(
∃t ≥ 1 : St ≥
√
at log(logc t+ 1) + bt
)
≤ ζ(2a/c)e−2b/c. (2.133)
• Kaufmann, Cappe´ and Garivier (2016), Lemma 7: for independent sub-Gaussian
observations with variance parameter σ2,
P
(
∃t ≥ 1 : St ≥
√
2σ2t(x+ η log log(et))
)
≤ √eζ
(
η
(
1− 1
2x
))( √
x
2
√
2
+ 1
)η
e−x
(2.134)
• Balsubramani (2014), Theorem 4: for |Xt| ≤ ct a.s. and Vt =
∑t
i=1 c
2
i ,
P
(
∃t ≥ 1 : Vt ≥ 173 log
(
2
α
)
: St ≥
√
3Vt(2 log log(3Vt/2St) + logα−1)
)
≤ α.
(2.135)
Though the bound is stated for bounded observations, the proof holds for any
observations sub-Gaussian with variance parameters (c2t ), as noted in section
5.2 of Balsubramani (2014). Balsubramani suggests removing the initial time
condition by imposing a constant bound over t ≤ 173 log(2/α) (section 5.3). We
instead remove the condition by a change of units, as discussed in Section 2.9.
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• Darling and Robbins (1967b), eq. 22: for i.i.d. observations sub-Gaussian with
variance parameter 1,
P
(
∃t ≥ ηj : St ≥ 1 + η
2
√
η
√
t(2c log log t− 2c log log η + 2 log a)
)
≤ 1
a(c− 1)(j − 1/2)c−1 .
(2.136)
Darling and Robbins consider results for a general bound ϕ(λ) on the moment-
generating function of the observations. The result involves the term h(vt)
where the function h(λ) := 1/2+λ−2 logϕ(λ) and vt is unspecified but bounded.
• Darling and Robbins (1968a), eq. 2.2 and the example that follows: for i.i.d.
observations sub-Gaussian with variance parameter 1,
P
(
∃t ≥ 3 : St ≥ A
√
t(log log t+ C)
)
≤
∫ ∞
m
A
√
log log t+ C
t
exp
{
−A
2(log log t+ C)
2
}
dt.
(2.137)
Darling and Robbins give a closed-form upper bound for the right-hand side of
(2.137). We instead evaluate it numerically, using readily-available implemen-
tations of the upper incomplete gamma function:∫ ∞
m
A
√
log log t+ C
t
exp
{
−A
2(log log t+ C)
2
}
dt =
√
2piAe−C
(A− 2)3/2 P
(
G ≥ A
2 − 2
2
(log logm+ C)
)
,
(2.138)
where G ∼ Γ(3/2, 1).
• Polynomial stitching as in (2.7) with c = 0.
• Inverted stitching with g(v) = A√v(log log(ev) + C) as in (2.16). We set
vmax = 10
20 which covers 42 epochs with η = 2.994. To make for a fair
comparison with polynomial stitching, observe that in 42 epochs with s =
1.4, polynomial stitching “spends”
∑42
k=1 k
−1.4/ζ(1.4) ≈ 0.820 of its crossing
probability α, so we run inverted stitching with α = 0.820 · 0.025.
• Normal mixture as in (2.53) with ρ ≈ 0.13:
u(v) ≈
√
2(v + 0.13) log
(
20
√
1 +
v
0.13
+ 1
)
. (2.139)
This is not a LIL boundary, so is not included in Table 2.1.
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Analogy to multiple testing
From a multiple testing point of view, one may view our confidence sequences as
controlling a familywise error rate for miscoverage: with high probability, all con-
structed intervals will simultaneously achieve coverage. An alternative goal would
be to control the false coverage rate, the expected proportion of intervals that fail to
cover their parameters. Here we show that the pointwise CLT intervals achieve this
goal, asymptotically, whenever the observations are i.i.d. with finite variance.
Proposition 2.11. Suppose (Xi) are i.i.d. mean-zero with σ
2 := EX21 < ∞. Fix
α ∈ (0, 1), let X¯t := t−1
∑t
i=1Xi, σˆ
2
t := t
−1∑t
i=1(Xi − X¯t)2, and write zq for the
q-quantile of the standard normal distribution. Then
lim
t→∞
E
[
1
t
t∑
i=1
1X¯t−z1−α/2σˆt/
√
t≤EX1≤X¯t+z1−α/2σˆt/
√
t
]
= 1− α. (2.140)
Proof. The standard justification for pointwise CLT intervals uses the central limit
theorem, the law of large numbers, and Slutsky’s theorem show that
√
t(X¯t−EX1)/σˆt
converges in distribution to standard normal, so that
pt := P(X¯t − z1−α/2σˆt/
√
t ≤ EX1 ≤ X¯t + z1−α/2σˆt/
√
t)→ 1− α. (2.141)
Hence, by linearity of expectation, the limit in (2.140) is limt→∞ t−1
∑t
i=1 pi, a limit of
partial averages of a sequence of real numbers converging to 1−α. So the limit itself
converges to 1 − α by the following argument. For any  > 0, choose s sufficiently
large that |pt − (1− α)| <  for all t > s. Then
lim
t→∞
1
t
t∑
i=1
pi = lim
t→∞
1
t
s∑
i=1
pi + lim
t→∞
1
t
t∑
i=s+1
pi = lim
t→∞
1
t− s
t∑
i=s+1
pi, (2.142)
as the first limit is zero and t/(t−s)→ 1. The final limit is in (1−α−, 1−α+) since
all of the averaged terms (pi, i > s) are. As  was arbitrary, the proof is complete.
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Chapter 3
Sequential estimation of quantiles
Chapter 2 has focused on estimation of means, but the same techniques can be
used to construct confidence sequences for other kinds of estimands. For example,
consider the problem of sequentially estimating quantiles of any distribution over a
complete, fully-ordered set, based on a stream of i.i.d. observations. In this chapter,
we propose new, theoretically sound and practically tight confidence sequences for
quantiles, that is, sequences of confidence intervals which are valid uniformly over
time. We give two methods for tracking a fixed quantile and two methods for tracking
all quantiles simultaneously. Specifically, we provide explicit expressions with small
constants for intervals whose widths shrink at the fastest possible
√
t−1 log log t rate,
as determined by the law of the iterated logarithm (LIL). As a byproduct, we give a
non-asymptotic concentration inequality for the empirical distribution function which
holds uniformly over time with the LIL rate, thus strengthening Smirnov’s asymptotic
empirical process LIL, and extending the famed Dvoretzky-Kiefer-Wolfowitz (DKW)
inequality to hold uniformly over all sample sizes while only being about twice as
wide in practice. This inequality directly yields sequential analogues of the one- and
two-sample Kolmogorov-Smirnov tests, and a test of stochastic dominance. We apply
our results to the problem of selecting an arm with an approximately best quantile
in a multi-armed bandit framework, proving a state-of-the-art sample complexity
bound for a novel allocation strategy. Simulations demonstrate that our method
stops with fewer samples than existing methods by a factor of five to fifty. Finally,
we show how to compute confidence sequences for the difference between quantiles
of two arms in an A/B test, along with corresponding always-valid p-values.
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3.1 Introduction
A fundamental problems in statistics is the estimation of the location of a distribution
based on independent and identically distributed samples. While the mean is the
most common measure of location, the median and other quantiles are important
alternatives. Quantiles are more robust to outliers and are well-defined for ordinal
variables, and sample quantiles exhibit favorable concentration properties, which
allow for strong estimation guarantees with minimal assumptions.
In this chapter, we consider the sequential estimation of quantiles. Our key tool
is the confidence sequence: a sequence of confidence intervals which are guaranteed
to contain the desired quantile uniformly over an unbounded time horizon, with
the desired coverage probability. For example, if Q(1/2) denotes the true median
and Q̂t(p) denotes the sample quantile function after having observed t samples (see
Section 3.3 for precise definitions), then for any desired coverage level α ∈ (0, 1),
Theorem 3.1(a) yields the following confidence sequence guarantee:
P
(
∀t ∈ N : Q̂t(1/2− ut) ≤ Q(1/2) ≤ Q̂t(1/2 + ut)
)
≥ 1− α,
where ut := 0.72
√
t−1[1.4 log log(2.04t) + log(9.97/α)]. (3.1)
In addition to confidence sequences for a fixed quantile, we also derive families of
confidence sequences which hold uniformly both over time and over all quantiles. For
example, if Q(p) is the true quantile function, then for any α ∈ (0, 0.25), Corollary 3.2
together with (3.20) yields
P
(
∀t ∈ N, p ∈ (0, 1) : Q̂t(p− ut) ≤ Q(p) ≤ Q̂t(p+ ut)
)
≥ 1− α,
where ut := 0.85
√
t−1[log log(et) + 0.8 log(1612/α)]. (3.2)
The closed form for ut given above is one of many possibilities, but Corollary 3.2 of-
fers better constants, and permits any α ∈ (0, 1), if one is willing to perform numerical
root-finding. For example, with α = 0.05, we can take ut := 0.85
√
t−1(log log(et) + 8.12)
in (3.2).
For a fixed sample size, the celebrated Dvoretzky-Kiefer-Wolfowitz (DKW) in-
equality (Dvoretzky et al., 1956, Massart, 1990) bounds the uniform-norm deviation
of the empirical CDF from the truth with high probability. Corollary 3.2 follows from
Theorem 3.2, which gives an extension of the DKW inequality that holds uniformly
over time. From a theoretical point of view, Theorem 3.2 gives a non-asymptotic
strengthening of the empirical process law of the iterated logarithm (LIL) by Smirnov
(1944). From a practical point of view, as Figure 3.2 illustrates, our time-uniform
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Figure 3.1: Illustration of our confidence sequences. Left : solid lines show upper
and lower 95%-confidence sequences using Theorem 3.1 for the 90%ile of a Cauchy
distribution based on one sequence of i.i.d. draws. Grey line shows the true quantile,
approximately 3.08, which lies between the upper and lower bounds uniformly over
all time t ∈ N with probability 0.95. Dotted line shows point estimates. Right :
solid lines show 95%-confidence bands for the CDF of a Cauchy distribution at three
times, t = 100, 1,000, and 10,000, based on the same sequence of i.i.d. draws. True
CDF, grey, lies between the upper and lower bounds uniformly over all x ∈ R and
all time t ∈ N with probability 0.95. Dotted line shows empirical CDF.
DKW inequality of Theorem 3.2 is only about a factor of about two wider in the
radius of the high-probability bound, relative to the fixed-sample DKW inequality.
This factor grows at a slow
√
log log t rate, so holds over a very long time horizon.
Figure 3.1 illustrates our confidence sequences both for a fixed quantile and for the
entire CDF.
In practice, rather than estimating the quantile of a single distribution, one of-
ten wishes to estimate the difference between quantiles of two distributions, as in
a randomized experiment or “A/B test”. We discuss how to construct confidence
sequences for such pairwise differences directly, with greater efficiency than a simple
Bonferroni correction over per-arm estimates. We also present an equivalent for-
mulation in terms of one-sided or two-sided, always-valid p-value processes (Johari
et al., 2015).
Beyond estimation, one may choose to actively seek a distribution which maxi-
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mizes a particular quantile, as in a multi-armed bandit setup. We discuss an extended
application of our bounds to the problem of finding an arm having an approximately
best quantile with high probability, while minimizing the total number of samples
drawn. Our algorithm, and the corresponding sample complexity analysis, improve
on the current state of the art, both in rates and in simulation.
Related work
The pioneering work of Darling and Robbins (1967a) introduced the idea of a confi-
dence sequence, as far as we are aware, and gave a confidence sequence for the me-
dian. Their method exploits a standard connection between concentration of quan-
tiles and concentration of the empirical CDF, as does our work, and their method
extends trivially to estimating any other fixed quantile. Their confidence sequence
was based on the iterated-logarithm, time-uniform bound derived in Darling and
Robbins (1967b), and so shrinks in width at the fastest possible
√
t−1 log log t rate,
like our Theorem 3.1(a). For the median, their constants are excellent, but the lack of
dependence on which quantile is being estimated leads to looseness for tail quantiles,
as illustrated in Figure 3.2. Our results for fixed-quantile estimation yield signifi-
cantly tighter confidence sequences for tail quantiles (and are also slightly tighter
for the median). Our proof techniques lean heavily upon the theory of time-uniform
martingale concentration developed in Chapters 1 and 2. Brunel et al. (2019) give
another iterated-logarithm rate confidence sequence for quantiles, a special case of
their general method for M -estimators.
The problem of selecting an approximately best arm, as measured by the largest
mean, was studied by Even-Dar et al. (2002) and Mannor and Tsitsiklis (2004),
who gave an algorithm and sample complexity upper and lower bounds within a
logarithmic factor of each other. The best-arm identification or pure exploration
problem has received a great deal of attention since then; we mention the influential
work of Bubeck et al. (2009) and the proposals of Jamieson et al. (2014), Kaufmann,
Cappe´ and Garivier (2016), and Zhao et al. (2016), whose methods included iterated-
logarithm inequalities.
The problem of seeking an arm with the largest median (or other quantile), rather
than mean, was first considered by Yu and Nikolova (2013), as far as we are aware.
Szo¨re´nyi et al. (2015) proposed the problem formulation that we use, and gave an
algorithm with a sample complexity upper bound mirroring that of Even-Dar et al.,
including the logarithmic factor. Szo¨re´nyi et al. include a confidence sequence valid
over quantiles and time, derived via a union bound applied to the DKW inequality
(Dvoretzky et al., 1956, Massart, 1990), similar to the bound used by Darling and
Robbins (1968b, Theorem 4). Szo¨re´nyi et al. also analyzed a quantile-based regret-
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minimization problem, recently studied by Torossian et al. (2019) as well. David
and Shimkin (2016) extended the sample complexity of Szo¨re´nyi et al. to include
dependence on the quantile being optimized. Our procedure is a variant of the
LUCB algorithm by Kalyanakrishnan et al. (2012); we improve the upper bounds of
Szo¨re´nyi et al. by replacing the logarithmic factor by an iterated-logarithm one, and
we achieve considerably better performance in simulations.
Shorack and Wellner (1986) give an extensive survey of results for the empiri-
cal process (F̂t − F )∞t=1 for uniform observations, and by extension, the empirical
distribution function for any sequence of i.i.d. observations. Of particular relevance
is the LIL proved by Smirnov (1944), and the proof given by Shorack and Wellner
(1986), based on an improvement of a maximal inequality due to James (1975). This
maximal inequality is the key to our sophisticated non-asymptotic empirical process
iterated logarithm inequality, Theorem 3.2. The latter leads to new quantile confi-
dence sequences that are uniform over both quantiles and time which are significantly
tighter than the bounds of Szo¨re´nyi et al. mentioned earlier.
Chapter outline
After an introduction to the conceptual ideas of the chapter in Section 3.2, we present
our confidence sequences for estimation of a fixed quantile in Section 3.3, while
Section 3.4 gives confidence sequences for all quantiles simultaneously. Section 3.5
offers a graphical comparison of our bounds with each other and existing bounds
from the literature, as well as advice for tuning bounds in practice. In Section 3.6,
we analyze a new algorithm for quantile -best-arm identification in a multi-armed
bandit, with a state-of-the-art sample complexity bound, while Section 3.7 presents
sequential hypothesis tests: A/B tests based on quantiles, sequential one- and two-
sample Kolmogorov-Smirnov tests for equality of distributions, and a sequential test
of stochastic dominance. We gather proofs in Section 3.8. Implementations are
available online for all confidence sequences presented here1, along with code to
reproduce all plots and simulations2.
1https://github.com/gostevehoward/confseq
2https://github.com/gostevehoward/quantilecs
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3.2 Warmup: linear boundaries and quantile
confidence sequences
Before stating our main results in the next section, we first walk through the deriva-
tion of a simple confidence sequence for quantiles using the basic techniques of Chap-
ter 1. For this section only, let (Xt)
∞
t=1 be a sequence of i.i.d., real-valued observations
from some continuous distribution, and for some p ∈ (0, 1), let q ∈ R be such that
P(X1 ≤ q) = p. We wish to sequentially estimate this p-quantile, q, based on the
observations (Xt). At a high level, our strategy is as follows:
1. We first imagine testing a specific hypothesis H0,x : q = x for some x ∈ R.
Using the standard duality between tests and confidence intervals, we will then
construct a confidence interval for q consisting of all those values of x ∈ R for
which we fail to reject H0,x.
2. To test H0,x for some fixed x, we observe that H0,x is true if and only if the
random variables (1Xt≤x)
∞
t=1 are i.i.d. draws from a Bernoulli(p) distribution.
Hence, if the number of samples were fixed in advance, testing H0,x would be
equivalent to a standard parametric test: we observe a set of coin flips (1Xt≤x),
and the null hypothesis states that the bias of this coin is p. Inverting this test,
as mentioned in the previous point, yields a fixed-sample confidence interval
for q.
3. Instead of a fixed-sample test, we could apply a sequential hypothesis test, one
which can be repeatedly conducted after each new sample Xt is observed, with
the guarantee that, with the desired, high probability, we will never reject
H0,x when it is true. For example, appropriate variants of Wald’s Sequen-
tial Probability Ratio Test (SPRT) would suffice. Inverting such a sequential
test, we upgrade our fixed-sample confidence interval to a confidence sequence,
a sequence of confidence intervals (CIt)
∞
t=1 which is guaranteed to contain q
uniformly over time with high probability: P(∀t : q ∈ CIt) ≥ 1− α.
To give a rigorous example, consider the random variables ξt := 1Xt≤q for t ∈ N.
We cannot observe ξt since q is unknown, but we know (ξt) is a sequence of i.i.d.
Bernoulli(p) random variables. A standard result due to Hoeffding (1963) shows that
the centered random variable ξ1 − p is sub-Gaussian with variance parameter 1/4,
i.e., Eeλ(ξ1−p) ≤ eλ2/8 for any λ ∈ R. Writing L0 := 1 and, for t ∈ N,
Lt := exp
{
λ
t∑
i=1
(ξi − p)− λ
2t
8
}
, (3.3)
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we observe the well-known fact that (Lt)
∞
t=0 is a positive supermartingale for any
λ ∈ R. Then, for any α ∈ (0, 1), Ville’s inequality (Ville, 1939) yields P(∃t ≥ 1 :
Lt ≥ 1/α) ≤ α, or equivalently,
P
(
∃t ≥ 1 :
t∑
i=1
ξi ≥ tp+ logα
−1
λ
+
λt
8
)
≤ α. (3.4)
The sequence
(
logα−1
λ
+ λt
8
)∞
t=1
gives a boundary, linear in t, which the centered
process
(∑t
i=1(ξi − p)
)∞
t=1
is unlikely to ever cross. For λ > 0, this bounds the upper
deviations of the partial sums
(∑t
i=1 ξi
)∞
t=1
above their expectations, while for λ < 0,
this bounds the lower deviations. Thus, writing ut := λ/8 + (logα
−1)/(λt), we have
t(p−ut) <
∑t
i=1 ξi < t(p+ut) uniformly over all t ∈ N with probability at least 1−α.
Observe that
∑t
i=1 ξi = |{i ∈ [t] : Xi ≤ q}|, the number of observations up to time t
which lie below q. So if
∑t
i=1 ξi < t(p+ut), then we must have q < X
t
(dt(p+ut)e), where
X t(k) is the k
th order statistic of X1, . . . , Xt. Likewise,
∑t
i=1 ξi > t(p − ut) implies
q > X t(bt(p−ut)c). In other words, with probability at least 1− α,
q ∈ (X t(bt(p−ut)c), X t(dt(p+ut)e)) simultaneously for all t ∈ N, (3.5)
yielding a confidence sequence for the p-quantile, q. The main drawback of this
confidence sequence is that ut does not decrease to zero as t ↑ ∞, so that we do not,
in general, expect the confidence sequence to approach zero width as our sample size
grows without bound. In other words, the precision of this estimation strategy is
unnecessarily limited. The confidence sequences of Section 3.3 remove this restriction
by replacing the O(t) boundary of (3.4) with a curved boundary growing at the rate
O(√t log t) or O(√t log log t).
3.3 Confidence sequences for a fixed quantile
We now state our general problem formulation, which removes the assumption that
observations are real-valued or from a continuous distribution. Let (Xi)
∞
i=1 be a
sequence of i.i.d. observations taking values in some complete, totally-ordered set
(X ,≤). We shall also make use of the corresponding relations ≥, < and > on
X . Write F (x) := P(X1 ≤ x) for the cumulative distribution function (CDF),
F−(x) := P(X1 < x), and define the empirical versions of these functions F̂t(x) :=
t−1
∑t
i=1 1Xi≤x and F̂
−
t (x) := t
−1∑t
i=1 1Xi<x. Define the (standard) upper quantile
function as Q(p) := sup{x ∈ X : F (x) ≤ p} and the lower quantile function Q−(p) :=
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sup{x ∈ X : F (x) < p}. Finally, define the corresponding upper and lower empirical
quantile functions Q̂t(p) := sup{x ∈ X : F̂t(x) ≤ p} and Q̂−t (p) := sup{x ∈ X :
F̂t(x) < p}. We extend the empirical quantile functions to hold over domain p ∈ R
by taking the convention that the supremum of the empty set is inf X , so that
Q̂t(p) = Q̂
−
t (p) = inf X for p < 0 while Q̂t(p) = Q̂−t (p) = supX for p > 1. The
following remarks will aid intuition:
• Q(p) and Q̂t(p) are right-continuous, whileQ−(p) and Q̂−t (p) are left-continuous.
• Q̂t(p) is the btpc+ 1 order statistic of X1, . . . , Xt, and Q̂−t (p) is the dtpe order
statistic.
• Q−(p) ≤ Q(p), and Q−(p) = Q(p) unless the p-quantile is ambiguous, that is,
F (x) = F (x′) = p for some x 6= x′.
• Q̂−t (p) ≤ Q̂t(p), and Q̂−t (p) = Q̂t(p) for all p /∈ {1/t, 2/t, . . . , (t− 1)/t}.
• Q− is ordinarily denoted F−1 (e.g., Shorack and Wellner, 1986, p. 3, equa-
tion (13)). We adopt alternative notation to maximize clarity in the case of
ambiguous quantiles.
Fixing any p ∈ (0, 1) and α ∈ (0, 1), our goal in this section is to give a (1− α)-
confidence sequence for the true quantiles Q−(p), Q(p) in terms of sample quantiles.
In particular, we propose positive, real-valued sequences lt(p) and ut(p) for t ∈ N,
each decreasing to zero as t ↑ ∞, satisfying
P
(
∃t ∈ N : Q−(p) < Q̂t(p− lt(p)) or Q(p) > Q̂−t (p+ ut(p))
)
≤ α. (3.6)
Stated differently, for any q ∈ [Q−(p), Q(p)], we would have
P
(
∀t ∈ N : q ∈ [Q̂t(p− lt(p)), Q̂−t (p+ ut(p))]
)
≥ 1− α. (3.7)
The sequences (lt(p), ut(p))
∞
t=1 characterize the widths of the confidence intervals in
“p-space”, before passing through the sample quantile functions Q̂t and Q̂
−
t to obtain
final confidence bounds in X . In what follows, we characterize the asymptotic rates
of our confidence intervals widths in terms of these “p-space” widths.
Note that (3.7) implies that the running intersection of confidence intervals also
yields a valid confidence sequence:
P
(
∀t ∈ N : q ∈
[
max
s≤t
Q̂s(p− ls(p)),min
s≤t
Q̂−s (p+ us(p))
])
≥ 1− α. (3.8)
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This intersection yields smaller confidence intervals. On the other hand, it may be
desirable for inference at time t to include all observations up to that time. More
concretely, the intersection method may lead to an empty confidence interval on the
miscoverage event of probability α, or if the assumption of identically distributed
observations is violated, which is perhaps more relevant to practice. This can be
viewed as a benefit, as an empty confidence interval is evidence of problematic as-
sumptions. In such cases, however, it may also lead to misleadingly small, but not
empty, confidence intervals, which may be harder to detect. See Section 2.6 for
further discussion.
We propose two specific confidence sequences. The first can be expressed in closed
form with small constants, and its width also has the smallest possible asymptotic
rate ofO(√t−1 log log t), but it tends to yield marginally wider confidence intervals in
practice. This confidence sequence is based on the stitching method of Theorem 2.1,
in which we divide time into geometrically-spaced epochs [mηk,mηk+1), and bound
the miscoverage event within the kth epoch by a probability which decays like k−s.
Fix any η > 1, s > 1, which control the shape of the confidence radius over time,
and m ≥ 1, the time at which the confidence sequence starts to be tight. For each
p ∈ (0, 1), define
Sp(t) :=
√
k21p(1− p)t`(t) + k22c2p`2(t) + cpk2`(t), where

`(t) := s log log
(
ηt
m
)
+ log
(
2ζ(s)
α logs η
)
k1 := (η
1/4 + η−1/4)/
√
2
k2 := (
√
η + 1)/2
cp := (1− 2p)/3.
(3.9)
As a specific example which performs well in practice, take η = 2.04, s = 1.4 to
obtain
Sp(t) =
√
2.06p(1− p)t`(t) + 0.16(1− 2p)2`2(t) + 0.4(1− 2p)`(t),
where `(t) = 1.4 log log(2.04t/m) + log(9.97/α). (3.10)
The second method requires numerical root-finding to compute, and has a worse
asymptotic rate of O(√t−1 log t) (see Proposition 2.10), but is usually preferable in
practice, as we explore in Section 3.5. This method uses the beta-binomial bound
of Proposition 2.6. Below, we denote the beta function by B(a, b) =
∫ 1
0
ua−1(1 −
u)b−1 du. Fix any r > 0, a tuning parameter which controls the range of times
over which the confidence sequence is tight, as we explain in Section 3.5. Following
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Proposition 2.6, define
f˜t(p) := sup
{
s ∈
[
0,
r + p(1− p)t
p
)
: Mp,r(s, p(1− p)t) < 1
α
}
,
(3.11)
where Mp,r(s, v) :=
1
pv/(1−p)+s(1− p)v/p−s ·
B
(
r+v
p
− s, r+v
1−p + s
)
B
(
r
p
, r
1−p
) . (3.12)
The following result shows that both the above methods yield valid confidence se-
quences for any fixed p.
Theorem 3.1 (Confidence sequence for a fixed quantile). Defining ft(p) := Sp(t∨m)
from (3.9) for any p ∈ (0, 1) and any α ∈ (0, 1), we have
P
(
∃t ∈ N : Q−(p) < Q̂t
(
p− ft(1− p)
t
)
or Q(p) > Q̂−t
(
p+
ft(p)
t
))
≤ α.
(3.13)
The same holds with f˜t from (3.11) in place of ft.
The proof, given in Section 3.8, involves constructing a martingale having bounded
increments as a function of the true quantiles Q−(p) and Q(p). Then uniform con-
centration arguments from Chapter 2 show that ft(p) and f˜t(p) bound the deviations
of this martingale from zero, uniformly over time, with high probability. We deduce
plausible values for the true quantiles from this high-probability restriction on the
values of the martingale. Although simpler boundaries could be derived from a sub-
Gaussian argument, we instead use sub-gamma (for fp) and sub-Bernoulli (for f˜p)
arguments (see Chapter 1). The resulting bounds are never looser than those ob-
tained by a sub-Gaussian argument, and will be much tighter when p is close to zero
or one, as we later illustrate in Figure 3.2(b).
Inspection of (3.9) reveals that ft(p)/t = O
(√
t−1 log log t
)
as t → ∞. It is a
straightforward consequence of the law of the iterated logarithm that this rate is the
best possible:
Proposition 3.1 (Quantile confidence sequence lower bound). If ut = o
(√
t−1 log log t
)
as t→∞, then for any p ∈ (0, 1) such that F (Q(p)) = p, we have
P(∃t ∈ N : Q(p) ≥ Q̂t(p+ ut)) = 1. (3.14)
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This result is proved in Section 3.8. Note that the condition F (Q(p)) = p holds
for all p ∈ (0, 1) when F is continuous.
We briefly remark on a related problem, that of estimating the least nonnegative
quantile, or more generally, the smallest p such that Q(p) ≥ x for some x ∈ X . By the
equivalence F−(x) ≤ p ⇔ x ≤ Q(p), we see that the smallest p satisfying Q(p) ≥ x
is exactly F−(x). We can therefore solve this problem with a confidence sequence
for F−(x), which is unbiasedly estimated by F̂−t (x), an average of i.i.d. Bernoulli
observations. One valid confidence sequence is given by {p ∈ [0, 1] : Mp,r((F̂−t (x) −
p)t, p(1− p)t) < 1/α} for any fixed r > 0, where Mp,r(s, v) is defined in (3.12).
Having presented our confidence sequences for a fixed quantile, we next present
bounds that are uniform over both quantiles and time.
3.4 Confidence sequences for all quantiles
simultaneously
Theorem 3.1 is useful when the experimenter has decided ahead of time to focus
attention on a particular quantile, or perhaps a small number of quantiles (via a
union bound). In some cases, however, it may be preferable to estimate all quantiles
simultaneously, so that the experimenter may adaptively choose which quantiles to
estimate after seeing the data. Recall that for a fixed time t and α ∈ (0, 1), the
DKW inequality (Dvoretzky et al., 1956; Massart, 1990) states that
P
(∥∥∥F̂t − F∥∥∥∞ >
√
logα−1
2t
)
≤ α. (3.15)
In tandem with equations (3.52) and (3.54) of Section 3.8, the DKW inequality yields
P
(
∃p ∈ (0, 1) : Q−(p) < Q̂−t (p− lt) or Q(p) > Q̂t(p+ ut)
)
≤ α, where lt = ut =
√
logα−1
2t
.
(3.16)
In this section, we derive (1−α)-confidence sequences which are valid uniformly over
both quantiles and time, based on function sequences lt(p), ut(p) decreasing to zero
pointwise as t ↑ ∞:
P
(
∃t ∈ N, p ∈ (0, 1) : Q−(p) < Q̂−t (p− lt(p)) or Q(p) > Q̂t(p+ ut(p))
)
≤ α.
(3.17)
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As in Section 3.3, we propose two methods. The first is based on the following
non-asymptotic iterated logarithm inequality for the empirical process (F̂t − F )∞t=1,
which may be of independent interest. We use it, in tandem with Theorem 3.1,
to prove our sample complexity bound for quantile -best-arm identification in Sec-
tion 3.6.
Theorem 3.2 (Empirical process finite LIL bound). For any m ≥ 1, A > 1/√2,
and C > 0, we have
P
(
∃t ≥ m :
∥∥∥F̂t − F∥∥∥∞ > A
√
log log(et/m) + C
t
)
≤ αA,C := inf
η∈(1,2A2),
γ(A,C,η)>1
4e−γ
2(A,C,η)C
(
1 +
1
(γ2(A,C, η)− 1) log η
)
, (3.18)
where γ(A,C, η) :=
√
2/η
(
A−√2(η − 1)/C). Furthermore,
P
(∥∥∥F̂t − F∥∥∥∞ > A√t−1(log log(et/m) + C) infinitely often) = 0. (3.19)
We give the proof in Section 3.8, based on a maximal inequality due to James
(1975) and Shorack and Wellner (1986) combined with a union bound over exponentially-
spaced epochs. To better understand the quantity αA,C , note that any value of
η ∈ (1, 2A2) satisfying γ(A,C, η) gives an upper bound for αA,C . For fixed A, any
value η ∈ (1, 2A2) is feasible for sufficiently large C, while for fixed C, any value η > 1
is feasible for sufficiently large A. In either case, γ2(A,C, η) ∼ 2A2/η as A → ∞
or C → ∞, which yields logαA,C = O(−A2C), as may be expected from a typical
exponential concentration bound. For an explicit example, take A = 0.85 and any
C ≥ 7, and observe that the value η = 1.01 ensures that γ2(0.85, C, 1.01) ≥ 1.25 and
is thus feasible for the right-hand side of (3.18), yielding
α0.85,C ≤ 1612e−1.25C , for C ≥ 7. (3.20)
Starting from (3.19), taking A arbitrarily close to 1/
√
2 immediately implies the
following asymptotic upper LIL.
Corollary 3.1 (Smirnov, 1944). For any (possibly discontinuous) F , we have
lim sup
t→∞
‖F̂t − F‖∞√
(1/2)t−1 log log t
≤ 1 almost surely. (3.21)
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A comprehensive overview of results for the empirical process
√
t(F̂t − F ) can
be found in Shorack and Wellner (1986). We mention in particular the law of the
iterated logarithm derived by Smirnov (1944) (cf. Shorack and Wellner, 1986, page
12, equation (11)), which says that for continuous F , the bound (3.21) holds with
equality, seeing as the lower bound on the lim sup follows directly from the original
LIL (Khintchine, 1924) applied to F̂t(Q(1/2)), an average of i.i.d. Bernoulli(1/2)
random variables. Theorem 3.2 strengthens Smirnov’s asymptotic upper bound to
one holding uniformly over time.
The following confidence sequence follows immediately from Theorem 3.2, as
detailed in Section 3.8.
Corollary 3.2 (Quantile-uniform confidence sequence I). For any m, A, and C
satisfying the conditions of Theorem 3.2, letting gt := A
√
t(log log(et/m) + C), we
have
P
(
∃t ≥ m, p ∈ (0, 1) : Q−(p) < Q̂−t
(
p− gt
t
)
or Q(p) > Q̂t
(
p+
gt
t
))
≤ αA,C ,
(3.22)
where αA,C is defined as in Theorem 3.2.
For a specific example, take m = 1, A = 0.85, C = 8.13, and η = 1.009, so that
gt = 0.85
√
t(log log(et) + 8.12) and αA,C = 0.05, yielding
P
(
∃t ≥ 1, p ∈ (0, 1) : Q−(p) < Q̂−t
(
p− gt
t
)
or Q(p) > Q̂t
(
p+
gt
t
))
≤ 0.05.
(3.23)
Figure 3.2(a) shows that Corollary 3.2 yields a confidence sequence which is con-
siderably tighter than existing methods based on the fixed-time DKW inequality
combined with a naive union bound over time.
Note that gt does not depend on p, like the DKW-based fixed-time inequality
(3.16). The second method yields a g˜t that depends on p; it is notationally quite
cumbersome, but often yields tighter bounds, especially for p near zero and one. This
confidence sequence is derived by following the same contours as those of the stitching
technique behind the fixed-quantile bound (3.9) (see Theorem 2.1). However, within
each epoch, rather than focus on a single quantile, we take a union bound over a
grid of quantiles, with the grid becoming finer as time increases. Below, we write
logit(p) := log(p/(1 − p)) and logit−1(l) = el/(1 + el). Fix δ > 0, a parameter
controlling the fineness of the quantile grid, and fix η > 1, s > 1, and m ≥ 1 as in
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(3.9). We require the following notation to state our bound:
r(p, t) :=
{
p, p ≥ 1/2,
1
2
∧ logit−1 (logit(p) + 2δ√ mη
t∨m
)
, p < 1/2
(3.24)
σ2(p, t) := r(p, t)(1− r(p, t)) (3.25)
j(p, t) :=
√
t ∨m
m
|logit(p)|
2δ
+ 1 (3.26)
`(p, t) := s log
(
log
(
η(t ∨m)
m
))
+ s log j(p, t) + log
(
2ζ(s)(2ζ(s) + 1)
α logs η
)
(3.27)
cp :=
1− 2p
3
(3.28)
g˜t(p) := δ
√
η(t ∨m)σ2(p, t)
m
+
√
k21σ
2(p, t)(t ∨m)`(p, t) + k22c2p`2(p, t) + cpk2`(p, t).
(3.29)
With all the required notation in place, we now state our final confidence sequence.
Theorem 3.3 (Quantile-uniform confidence sequence II). For any α ∈ (0, 1),
P
(
∃t ∈ N, p ∈ (0, 1) : Q−(p) < Q̂t
(
p− g˜t(1− p)
t
)
or Q(p) > Q̂−t
(
p+
g˜t(p)
t
))
≤ α.
(3.30)
The proof is provided in Section 3.8. Note that g˜t(p) = O(
√
t log t), owing to
the log j(p, t) term in (3.27), while g˜t(p) = O(log|log p|) as p → 0 and g˜t(p) =
O(√(1− p) log|log(1− p)|) as p → 1. Though the above expressions look compli-
cated, implementation is straightforward, and performance in practice is compelling.
We demonstrate this performance in Figure 3.2 of the following section, graphically
comparing all of our bounds to visualize their tightness.
3.5 Graphical comparison of bounds
Figure 3.2 compares our four quantile confidence sequences with a variety of alterna-
tives from the literature. In each case, we show the upper confidence bound radius
ut which satisfies Q̂t(p + ut) ≥ Q(p) with high probability, uniformly over t, p, or
both. Figure 3.7 in Section 3.9 includes an additional plot with all bounds together,
along with details on all bounds displayed.
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Figure 3.2: Plot of upper confidence bound radii ut, normalized by
√
t to facilitate
comparison. Each panel shows estimation radius for a different quantile, p = 0.05,
0.5, and 0.95, respectively. All bounds correspond to two-sided α = 0.05. Upper
row (a) shows confidence sequences valid uniformly over both time and quantiles.
Lower row (b) shows confidence sequences valid uniformly over either time for a
fixed quantile. In rightmost panels, lines start at the sample size for which the upper
confidence bound becomes nontrivial. See Section 3.9 for details of each bound
shown.
Among bounds holding uniformly over both time and quantiles, Corollary 3.2
and Theorem 3.3 yield the tightest bounds outside of a brief time window near the
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start. The bound of Theorem 3.3 gives ut growing at an O(
√
t−1 log t) rate for all
p 6= 1/2, which is worse than that of Corollary 3.2, but the superior constants of
Theorem 3.3 and its dependence on p give it the advantage in the plotted range.
Szo¨re´nyi et al. (2015) also give a bound which grows as O(√t−1 log t), but with
worse constants due to the application of a union bound over individual time steps
t ∈ N. A similar technique was employed by Darling and Robbins (1968b, Theorem
4), but using worse constants in the DKW bound, as their work preceded Massart
(1990). Finally, Corollary 3.2 gives an O(√t−1 log log t) bound which is especially
useful for theoretical work, as in our proof of Theorem 3.4.
Among bounds holding uniformly over time for a fixed quantile, the beta-binomial
confidence sequence of Theorem 3.1(b) performs best over the plotted range, slightly
outperforming its stitching-based counterpart from Theorem 3.1(a). It is evident,
though, that the stitched bound will become tighter for large enough t, thanks to
its smaller asymptotic rate. Darling and Robbins (1967a, Section 2) give a similar
bound based on a sub-Gaussian uniform boundary, which is only slightly worse than
Theorem 3.1(a) for the median, but substantially worse for p near zero and one.
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Figure 3.3: Plot of upper confidence bound radii ut, normalized by
√
t to facili-
tate comparison, for the confidence sequence of Theorem 3.1(b) optimized for three
different times m = 100, 1,000, and 10,000, according to (3.31).
Figure 3.2 starts at t = 32 and all bounds have been tuned to optimize for, or start
at, t = 32, in order to ensure a fair comparison. For Theorem 3.1(a), Corollary 3.2,
and Theorem 3.3, we simply set m = 32. For Theorem 3.1(b), we suggest setting r
as follows to optimize for time t = m:
r =
m
−W−1(−α2/e)− 1 − gh ≈
m
2 log(α−1) + log log(eα−2)
− gh, (3.31)
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where W−1(x) is the lower branch of the Lambert W function, the most negative
real-valued solution in z to zez = x, and the second expression uses the asymptotic
expansion of W−1 near the origin (Corless et al., 1996). See Proposition 2.2, Propo-
sition 2.4, and discussion therein for details on this choice. Figure 3.3 illustrates the
effect of this choice. The confidence radius ut gets loose very quickly for values of t
lower than about m/2, but grows quite slowly for values of t > m. For this reason,
we suggest setting m around the smallest sample size at which inferences are desired.
3.6 Quantile -best-arm identification
As an application of our quantile confidence sequences, we present and analyze a
novel algorithm for identifying an arm with an approximately optimal quantile in
a multi-armed bandit setting. Our problem setup matches that of Szo¨re´nyi et al.
(2015). We assume K arms are available, numbered 1, . . . , K, and each arm k may
be pulled to obtain an i.i.d. sample from a distribution Fk over X . Write Qk for
the quantile function on arm k: Qk(p) := sup{x ∈ X : Fk(x) ≤ p}. Fixing some
pi ∈ (0, 1), our goal is to select an -optimal arm with high probability, according to
the following definition:
Definition 3.1. For  ∈ (0, 1− pi), we say arm k is -optimal if Qk(pi + ) ≥ Qj(pi)
for all j 6= k.
Kalyanakrishnan et al. (2012) introduced the LUCB algorithm for highest mean
identification, for which Jamieson and Nowak (2014) gave a simplified analysis in the
 = 0 case. Both are key inspirations for our QLUCB (quantile LUCB) algorithm
and following sample complexity analysis. QLUCB proceeds in rounds indexed by t.
At the start of round t, Nk,t denotes the number of observations from arm k. Write
Xk,i for the i
th observation from arm k, and let Q̂k,t(p) denote the sample quantile
function for arm k at round t:
F̂k,t(x) := N
−1
k,t
Nk,t∑
i=1
1Xk,i≤x , (3.32)
Q̂k,t(p) := sup
{
x ∈ X : F̂k,t(x) ≤ p
}
. (3.33)
QLUCB requires a sequence (ln(p), un(p)) which yields fixed-quantile confidence
sequences, as in (3.6). Our analysis is based on confidence sequences given by (3.10),
by using α ≡ 2δ/K; the factor of two gives us one-sided instead of two-sided coverage
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Input target quantile pi ∈ (0, 1), approximation error  ∈ (0, 1 − pi), and error
probability δ ∈ (0, 1).
Sample each arm once, set Nk,1 = 1 for all k ∈ [K] and set t = 1.
while Lpi+k,t < maxj 6=k U
pi
j,t for all k ∈ [K] do,
Set ht ∈ arg maxk∈[K] Lpi+k,t and lt ∈ arg maxk∈[K]\ht Upik,t.
Sample arms ht and lt.
Set Nk,t+1 = Nk,t + 1 if k = ht or k = lt, and Nk,t+1 = Nk,t otherwise.
Increment t← t+ 1.
end while
Output any element of arg maxk∈[K] L
pi+
k,t .
Figure 3.4: The QLUCB algorithm samples the arm with highest LCB (time-uniform
lower confidence bound) for the (pi+ )-quantile (called ht) and the arm with highest
UCB (time-uniform upper confidence bound) for the pi-quantile excluding the former
(called lt), as long as the aforementioned LCB and UCB overlap.
at level δ/K, which is all that is needed. Let
fn(p) =
√
2.06p(1− p)t`(t) + 0.16(1− 2p)2`2(t) + 0.4(1− 2p)`(t),
where `(t) = 1.4 log log(2.04t/m) + log(4.99K/δ), (3.34)
and let ln(p) := fn∨m(1− p)/n and un(p) := fn∨m(p)/n. We write Lpi+k,t and Upik,t for
the lower and upper confidence sequences on Q(pi + ) and Q(pi), respectively, for
arm k at time t:
Lpi+k,t := Q̂k,t
(
pi + − lNk,t(pi + )
)
, (3.35)
Upik,t := Q̂
−
k,t
(
pi + uNk,t(pi)
)
. (3.36)
QLUCB is described in Figure 3.4. Theorem 3.4 below bounds the expected
sample complexity of QLUCB and shows that it successfully selects an -optimal
arm with high probability. The sample complexity is determined by the following
quantities, which capture how difficult the problem is based on the sub-optimality of
the pi-quantiles of each arm; here we take the supremum of the empty set to be zero:
∆k := sup
{
∆ ≥ 0 : Qk(pi + ∆) < max
j∈[K]
Qj(pi)
}
. (3.37)
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Theorem 3.4. For any pi ∈ (0, 1),  ∈ (0, 1 − pi), and δ ∈ (0, 1), QLUCB stops
with probability one, and chooses an -optimal arm with probability at least 1 − δ.
Furthermore, with probability at least 1− δ, the total number of samples T taken by
QLUCB satisfies
T = O
(
K∑
k=1
( ∨∆k)−2 log
(
K |log ( ∨∆k)|
δ
))
. (3.38)
The above theorem is proved in Section 3.8. In brief, the algorithm can only
stop with a sub-optimal arm if one of the confidence sequences Lpi+k,t or U
pi
k,t fails to
correctly cover its target quantile, and Theorem 3.1 bounds the probability of such
an error. Furthermore, Theorem 3.2 ensures that the confidence bounds converge
towards their target quantiles at an O(√t−1 log log t) rate, with high probability, so
that the algorithm must stop after all arms have been sufficiently sampled, and the
allocation strategy given in the algorithm ensures we achieve sufficient sampling with
the desired sample complexity. While our proof borrows many ideas from the proofs
of Kalyanakrishnan et al. (2012) and Jamieson and Nowak (2014), the fact that
quantile confidence bounds are determined by the random sample quantile function,
rather than simply as deterministic offsets from the sample mean, introduces new
difficulties which require novel techniques to overcome.
As an alternative to (3.34), one may use a one-sided variant of f˜t from (3.11).
This confidence sequence is computed exactly as in (3.11) and (3.12), but we replace
the beta function B(a, b) in (3.12) with the incomplete beta function B1−p(a, b) =∫ 1−p
0
ua−1(1−u)b−1 du. See Proposition 2.7 for details. As seen below, this alternative
performs well in practice, though the rate of the sample complexity bound suffers
slightly, replacing the log|log( ∨∆k)| term with |log( ∨∆k)|.
Figure 3.5 shows mean sample size from simulations of the quantile -best-arm
identification problem, for variants of QLUCB as well as the QPAC algorithm of
Szo¨re´nyi et al. (2015) and the Doubled Max-Q algorithm of David and Shimkin
(2016). In all cases, we have K = 10 arms and set  = 0.025, while pi ranges
between 0.05 and 0.95. In the left panel, nine arms have a uniform distribution on
[0, 1], while one arm is uniform on [2, 1 + 2]. In the middle panel, nine arms have
Cauchy distributions with location zero and unit scale, while one arm has location
2(Q(p+ )−Q(p)), where Q(·) is the Cauchy quantile function. This choice ensures
that the one exceptional arm is the only -optimal arm. In the right panel, nine
arms have N (0, 1) distributions, while one arm has a N (0, 22) distribution. In this
case, the exceptional arm is the only -optimal arm for pi larger than approximately
0.53, while it is the only non--optimal arm for pi smaller than approximately 0.45.
Between these values, all ten arms are -optimal.
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Figure 3.5: Average sample size for various quantile best-arm identifica-
tion algorithms based on 64 simulation runs, with  = 0.025 and pi =
0.05, 0.1, 0.2, . . . , 0.8, 0.9, 0.95. Left panel shows results for arms with uniform distri-
butions on intervals of length one; middle panel shows arms with Cauchy distribu-
tions have unit scale; and right panel shows arms with standard normal distributions
except for one, which has a standard deviation of two instead of one. In this last case,
the exceptional arm is best for quantiles above 0.53, while for quantiles below 0.45,
the other arms are all -optimal. Plot includes Algorithm 2 of David and Shimkin
(2016), Algorithm 1 of Szo¨re´nyi et al. (2015), and our QLUCB algorithm based on
two choices of confidence sequence: the stitched confidence sequence (3.34) based on
Theorem 3.1(a) and a one-sided variant of the beta-binomial confidence sequence,
Theorem 3.1(b).
We run QPAC both in its original form and with the beta-binomial confidence
sequence of Theorem 3.1(b). We also run QLUCB with three confidence sequences:
the choice analyzed in Theorem 3.4 with the confidence sequence (3.34) based on
Theorem 3.1(a); a one-sided variant of the beta-binomial confidence sequence of
Theorem 3.1(b) (see Proposition 2.7); and the same naive DKW-based confidence
sequence used in the original QPAC algorithm.
The results show that QLUCB provides a substantial improvement on QPAC
and Doubled Max-Q, reducing mean sample size by a factor of at least five among
the cases considered, and often much more, when using the one-sided beta-binomial
confidence sequence. As Figure 3.8 in Section 3.9 shows, most of the improvement
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appears to be due to the tighter confidence sequence given by Theorem 3.1, although
the QLUCB sampling procedure also gives a noticeable improvement. The stitched
confidence sequence in QLUCB performs similarly to the beta-binomial one, staying
within a factor of three across all scenarios and usually within a factor of 1.5.
3.7 Sequential hypothesis tests based on
quantiles
Quantile A/B testing
A/B testing, the use of randomized experiments to compare two or more versions of
an online experience, is a widespread practice among internet firms (Kohavi et al.,
2013). While most A/B tests compare treatments by mean outcome, in many cases
it is preferable to compare quantiles, for example to evaluate response latency (Liu
et al., 2019). In such experiments, our Theorem 3.1, Corollary 3.2, and Theorem 3.3
may be used to sequentially estimate quantiles on each treatment arm, and the re-
sulting confidence bounds can be viewed as often as one likes without risk of inflated
miscoverage rates. However, it is typically more desirable to estimate the difference
in quantiles between two treatment arms. Naturally, simultaneous confidence bounds
for the arm quantiles can be used to accomplish this goal: the minimum and maxi-
mum distances between points in the per-arm confidence intervals yield bounds on
the difference in quantiles. Furthermore, by finding the smallest α ∈ (0, 1) such that
the two arms have disjoint confidence intervals, an always-valid p-value process is
obtained for testing the null hypothesis of equal quantiles (Johari et al., 2015). How-
ever, the following result gives tighter bounds by more efficiently combining evidence
from both arms to directly estimate the difference in quantiles.
In order for distances between quantiles to be well-defined, X must be a metric
space, and we assume X = R for simplicity. We continue to operate in the multi-
armed bandit setup of Section 3.6 with K = 2, and use the same notation: Qk denotes
the right-continuous quantile function for arm k ∈ {1, 2}, F̂k,t and Q̂k,t denote the
empirical CDF and right-continuous empirical quantile function for arm k at time
t ∈ N, and Nk,t denotes the number of samples observed from arm k at time t. As
in Section 3.6, the choice of which arm to sample at time t may depend on the past
in an arbitrary manner. Fix p ∈ (0, 1), the quantile of interest, and r > 0, the same
tuning parameter used in f˜ of Theorem 3.1.
We wish to estimate the quantile difference Q2(p)−Q1(p). Recall the definition of
Mp,r from (3.12), and define the following one-sided variant based on Proposition 2.7.
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Write Bx(a, b) =
∫ x
0
pa−1(1− p)b−1 dp for the incomplete beta function, and define
M1p,r(s, v) :=
1
pv/(1−p)+s(1− p)v/p−s ·
B1−p
(
r+v
p
− s, r+v
1−p + s
)
B1−p
(
r
p
, r
1−p
) . (3.39)
For each k and t, define Gk,t, G
+
k,t, and G
−
k,t by
Gk,t(x) := min
a∈Dk,t(x)
logMp,r
(
(a− p)Nk,t, p(1− p)Nk,t
)
where Dk,t(x) :=
[
F̂−k,t(x), F̂k,t(x)
]
,
(3.40)
G+k,t(x) := logM
1
p,r
(
(F̂−k,t(x)− p)Nk,t, p(1− p)Nk,t
)
, (3.41)
G−k,t(x) := logM
1
1−p,r
(
− (F̂k,t(x)− p)Nk,t, p(1− p)Nk,t
)
. (3.42)
As detailed in the proofs, the functions Gk,t, G
+
k,t, and G
−
k,t give the logarithm of
the minimum possible value of an appropriate supermartingale, under the premise
that Qk(p) = x. A large value of G indicates that the supermartingale must be
large, which in turn gives evidence against the premise Qk(p) = x. With the above
definitions in place, we are ready to state the main result of this section.
Theorem 3.5 (Two-sample sequential quantile tests). For any α ∈ (0, 1), p ∈ (0, 1)
and r > 0, under the two-sided null hypothesis H0 : Q2(p)−Q1(p) = δ?, we have
P
(
∃t ∈ N : min
x∈R
[G1,t(x) +G2,t(x+ δ
?)] ≥ logα−1
)
≤ α. (3.43)
Furthermore, under the one-sided null hypothesis H0 : Q2(p)−Q1(p) ≤ δ?, we have
P
(
∃t ∈ N : min
x∈R
[
G+1,t(x) +G
−
2,t(x+ δ
?)
] ≥ logα−1) ≤ α. (3.44)
Theorem 3.5 gives two-sided or one-sided sequential hypothesis tests for a given
difference in quantiles between two arms. Inverting the two-sided test (3.43) yields
a confidence sequence: with probability at least 1 − α, for all t ∈ N, the quantile
difference Q2(p)−Q1(p) is contained in the set{
δ ∈ R : min
x∈R
[G1,t(x) +G2,t(x+ δ)] < logα
−1
}
. (3.45)
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Alternatively, we can obtain a two-sided, always-valid p-value process from (3.43) for
the null hypothesis H0 : Q2(p) = Q1(p),
p
(2)
t = exp
{
−min
x∈R
[G1,t(x) +G2,t(x)]
}
, (3.46)
or a one-sided, always-valid p-value process from (3.44) testing H0 : Q2(p) ≤ Q1(p),
p
(1)
t = exp
{
−min
x∈R
[
G+1,t(x) +G
−
2,t(x)
]}
. (3.47)
Each always-valid p-value process satisfies P(∃t ∈ N : pt ≤ x) ≤ x for all x ∈ (0, 1), so
pt serves as a valid p-value regardless of how the experiment is stopped, adaptively or
otherwise (Johari et al., 2015). Note that, since these p-values only involve evaluating
ht(x, 0), they can be used when X is not a metric space.
The proof of Theorem 3.5 is given in Section 3.8, and exploits the product super-
martingale technique of Kaufmann and Koolen (2018). In brief, for each individual
arm, we have a nonnegative supermartingale quantifying information about the true
quantile for that arm, and the product of these two supermartingales will still be
a supermartingale, one which jointly captures evidence against the null from both
arms. We use the one- and two-sided beta-binomial mixture supermartingales from
Propositions 2.6 and 2.7, as with Theorem 3.1(b). Other supermartingales are avail-
able, but the beta-binomial mixture performs well in practice, as we have discussed
in Section 3.5. Section 3.9 discusses implementation details for the necessary opti-
mizations in (3.43) and (3.44), which require O(t log t) time in the worst case.
Figure 3.6 illustrates the performance of the two-sided test (3.43) relative to the
naive strategy mentioned at the beginning of this section, based on simultaneously-
valid confidence sequences for the mean of each arm. Across most scenarios, Theo-
rem 3.5 achieves significance with about 25% fewer samples than the naive strategy.
The exceptional cases involve extreme quantiles, with p close to zero or one. In
these cases, the minimization over x in (3.43), which requires that all values of x
are implausible based on combined evidence, sometimes leads to more conservative
behavior than the use of simultaneous confidence sequences, which require only the
existence of some value of x which is implausible for both arms.
Typically, A/B tests are run with a single control or baseline arm to be compared
against multiple treatment arms (Kohavi et al., 2009). In such cases, rather than
computing a p-value for each pairwise comparison of treatment arm to control, we
may wish to compute a p-value for the null hypothesis that the control is no worse
than any of the treatment arms. Formally, we have K arms in total, arm k = 1 is
the control arm, and we wish to test the global null H0 : Q1(p) ≥ maxkQk(p). Note
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Figure 3.6: Average ratio of sample size for Theorem 3.5 to sample size for naive
strategy of stopping when per-arm confidence intervals are disjoint, based on 256
simulation runs. All simulations involve sampling each of two arms in alternation
and conducting a two-sided sequential test for equality of the given quantile with α =
0.05. Arm distributions are identical to those in Figure 3.5. Theorem 3.5 reduces the
necessary sample size by about 25% in most cases, although the advantage diminishes
for extreme quantiles, and becomes a slight disadvantage for the case of testing the
95%ile of a Cauchy distribution.
H0 = ∩k≥2H0k, where we define H0k : Q1(p) ≥ Qk(p) for k = 2, . . . , K. Using a
Bonferroni correction across k = 2, . . . , K, it follows that
pt = (K − 1) exp
{
− max
k=2,...,K
min
x∈R
[
G+1,t(x) +G
−
k,t(x)
]}
(3.48)
gives an always-valid p-value process for the global null H0.
Any of the p-values obtained in this section may be used for online control of the
false discovery rate in large-scale, “doubly-sequential” experimentation, when one
is faced with a potentially infinite sequence of sequential experiments (Yang et al.,
2017; Zrnic et al., 2018).
Sequential Kolmogorov-Smirnov tests and a test of
stochastic dominance
As an easy consequence of Theorem 3.2, we obtain a sequential analogue of the
one-sample Kolmogorov-Smirnov test. Suppose we wish to sequentially test the null
hypothesis H0 : F = F0 for some fixed distribution F0. Write
C(A,α) := inf {c > 0 : αA,c ≤ α} , (3.49)
CHAPTER 3. SEQUENTIAL ESTIMATION OF QUANTILES 151
where αA,c is defined in Theorem 3.2.
Corollary 3.3. For any α ∈ (0, 1) and A > 1/√2, the test which rejects H0 : F = F0
as soon as ‖F̂t − F0‖∞ > A
√
t−1(log log(et/m) + C(A,α)) gives a valid, open-ended
sequential test of H0 with power one. That is, if H0 is true, the probability of stopping
is at most α, while if H0 is false, the probability of stopping is one.
The fact that this test has power one follows from the Glivenko-Cantelli theorem
and the fact that the boundary becomes arbitrarily small, A
√
t−1(log log(et/m) + C(A,α))→
0 as t→∞ (Robbins, 1970). A sequential two-sample test follows from an applica-
tion of the triangle inequality and a union bound, by applying Theorem 3.2 to each
sample with error probability α/2. Here we suppose (Xt)
∞
t=1 are i.i.d. from distri-
bution F , while (Yt)
∞
t=1 are i.i.d. from distribution G, and we wish to test the null
hypothesis H0 : F = G. We denote the empirical CDF of Y1, . . . , Yt by Ĝt.
Corollary 3.4. For any α ∈ (0, 1) and A > 1/√2, the test which rejects H0 : F = G
as soon as ‖F̂t − Ĝt‖∞ > 2A
√
t−1(log log(et/m) + C(A,α/2)) gives a valid, open-
ended sequential test of H0 with power one.
A one-sided variant of Corollary 3.4 tests H0 : F ≤ G against H1 : F ≥ G and
F (x) > G(x) for some x ∈ X . This yields a sequential test of stochastic dominance.
Corollary 3.5. For any α ∈ (0, 1) and A > 1/√2, the test which rejects H0 : F ≤ G
as soon as
inf
x∈X
[
F̂t(x)− Ĝt(x)
]
≥ 2A
√
t−1(log log(et/m) + C(A,α)),with strict inequality for some x,
(3.50)
gives a valid, open-ended sequential test of H0 with power one.
In Corollary 3.5, we are able to use error probability α in our application of
Theorem 3.2 to each sample, rather than α/2. This holds because we need only
a one-sided confidence bound on each CDF rather than the two-sided bound of
Theorem 3.2. Since the proof of Theorem 3.2 involves a union bound over the upper
and lower confidence bounds, it yields valid one-sided bounds as well, each with half
the total error probability.
3.8 Proofs
We make use of many results from Chapters 1 and 2 as well as the definitions of
sub-Bernoulli, sub-gamma, and sub-Gaussian processes and uniform boundaries.
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The functions Q̂−t and Q̂t act as “inverses” for F̂t and F̂
−
t in the following sense:
for any x ∈ X and any p ∈ R, we have
F̂t(x) > p ⇒ x ≥ Q̂t(p) (3.51)
F̂t(x) ≥ p ⇔ x ≥ Q̂−t (p) (3.52)
F̂t(x) < p ⇔ x < Q̂−t (p) (3.53)
F̂t(x) ≤ p ⇒ x ≤ Q̂t(p) (3.54)
F̂−t (x) > p ⇔ x > Q̂t(p) (3.55)
F̂−t (x) ≥ p ⇒ x ≥ Q̂−t (p) (3.56)
F̂−t (x) < p ⇒ x ≤ Q̂−t (p) (3.57)
F̂−t (x) ≤ p ⇔ x ≤ Q̂t(p). (3.58)
Our strategy in the proofs of both Theorem 3.1 and Theorem 3.3 will be to
construct a martingale (St(p))
∞
t=1 which satisfies
F̂−t (Q(p)) ≤ p+ St(p)/t ≤ F̂t(Q−(p)) (3.59)
for all t ∈ N a.s. Applying a time-uniform concentration inequality to bound the
deviations of (St(p)), we obtain a time-uniform lower bound F̂t(Q
−(p)) > p − lt(p)
and a time-uniform upper bound F̂−t (Q(p)) < p + ut(p), both of which hold with
high probability. We then invoke equations (3.51) and (3.57) to obtain a confidence
sequence for Q−(p), Q(p) of the form (3.6).
The martingale (St(p)) is defined as follows. Let
pi(p) :=
{
0, F (Q(p)) = F−(Q(p)),
p−F−(Q(p))
F (Q(p))−F−(Q(p)) , F (Q(p)) > F
−(Q(p)),
(3.60)
noting that pi(p) ∈ [0, 1] since F−(Q(p)) ≤ p ≤ F (Q(p)). Now define S0(p) = 0 and
St(p) :=
t∑
i=1
[
1Xi<Q(p) + pi(p)1Xi=Q(p) − p
]
(3.61)
for t ∈ N. When F (Q(p)) = F−(Q(p)), so that P(X1 = Q(p)) = 0, we have
F̂−t (Q(p)) = p + St(p)/t = F̂t(Q(p)) for all t ∈ N a.s. When F (Q(p)) > F−(Q(p)),
we are still assured F̂−t (Q(p)) ≤ p + St(p)/t ≤ F̂t(Q(p)) for all t ∈ N, as desired.
In either case, the increments ∆St(p) := St(p) − St−1(p) are i.i.d., mean-zero, and
bounded in [−p, 1− p] for all t ∈ N. This key fact allows us to bound the deviations
of St(p) using time-uniform concentration inequalities for Bernoulli random walks.
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Proof of Theorem 3.1
As defined in (3.61), the increments of the process (St(p))
∞
t=1,
St(p)− St−1(p) = 1Xi<Q(p) + pi(p)1Xi=Q(p) − p, (3.62)
are i.i.d., mean-zero, and bounded in [−p, 1 − p]. Fact 1.1(b) and Proposition 1.2
verify that the process (St(p)) is a sub-Bernoulli process with range parameters
g = p, h = 1− p. In fact, defining Vt := p(1− p)t and
ψ(λ) :=
1
p(1− p) log
(
pe(1−p)λ + (1− p)e−pλ) , (3.63)
it is straightforward to verify that the process (exp {λSt(p)− ψ(λ)Vt})∞t=1 is a su-
permartingale for all λ ≥ 0. We now invoke results from Chapter 2 to construct
time-uniform bounds for the process (St(p)) based on the above property:
• The sequence ft(p) is based on the polynomial stitched boundary of Theo-
rem 2.1, using the fact that a sub-Bernoulli process with range parameters
g = p and h = 1− p is also sub-gamma with scale c = (1− 2p)/3 (see Propo-
sition 1.2). So Theorem 2.1 yields
P(∃t ∈ N : St(p) ≥ ft(p)) ≤ α/2. (3.64)
If we replace (St(p)) with (−St(p)), which is sub-Bernoulli with range param-
eters g = 1− p and h = p and therefore sub-gamma with scale c = 2p− 1, we
obtain
P(∃t ∈ N : St(p) ≤ −ft(1− p)) ≤ α/2. (3.65)
A union bound yields the two-sided result
P (∃t ∈ N : St(p) /∈ (−ft(1− p), ft(p))) ≤ α. (3.66)
• The sequence f˜t(p) is based on a two-sided beta-binomial mixture boundary
drawn from Proposition 2.6, which therefore satisfies
P
(
∃t ∈ N : St(p) /∈
(
−f˜t(1− p), f˜t(p)
))
≤ 1− α. (3.67)
By construction, F̂−t (Q(p)) ≤ p + St(p)/t ≤ F̂t(Q−(p)) for all t, so that with (3.66)
we have
P
(
∃t ∈ N : F̂t(Q−(p)) ≤ p− ft(1− p)
t
or F̂−t (Q(p)) ≥ p+
ft(p)
t
)
≤ α. (3.68)
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We now use implications (3.51) and (3.57) to conclude
P
(
∃t ∈ N : Q−(p) < Q̂t
(
p− ft(1− p)
t
)
or Q(p) > Q̂−t
(
p+
ft(p)
t
))
≤ α,
(3.69)
which is the desired conclusion. The same conclusion follows for f˜ by using (3.67)
in place of (3.66).
Proof of Proposition 3.1
The classical law of the iterated logarithm implies
lim sup
t→∞
F̂t(Q(p))− p√
t−1 log log t
=
√
2p(1− p). (3.70)
Since ut = o(
√
t−1 log log t), we have lim supt→∞(F̂t(Q(p))−p)/ut =∞. Hence, with
probability one, there exists t0 such that F̂t0(Q(p)) > p+ ut0 . Then property (3.51)
implies Q(p) ≥ Q̂t0(p+ ut0), which yields the desired conclusion.
Proof of Theorem 3.2
Our proof is based on inequality 13.2.1 of Shorack and Wellner (1986, p. 511) (cf.
James, 1975). We repeat the following special case; here (·)± denotes that we may
take either the positive part of (·) on both sides of the inequality, or the negative
part on both sides.
Lemma 3.1 (Shorack and Wellner, 1986, Inequality 13.2.1). Fix λ > 0, β ∈ (0, 1),
and η > 1 satisfying (1 − β)2λ2 ≥ 2(η − 1). Then for all integers n′ ≤ n′′ having
n′′/n′ ≤ η, we have
P
(
max
n′≤t≤n′′
∥∥∥√t(F̂t − F )±∥∥∥∞ > λ
)
≤ 2P
(∥∥∥√n′′(F̂n′′ − F )±∥∥∥∞ > βλ√η
)
. (3.71)
Now fix any η ∈ (1, 2A2) satisfying γ(A,C, η) > 1, and for k = 0, 1, . . . , define
the event
A±k :=
{
∃t ∈ [mηk,mηk+1) :
∥∥∥(F̂t − F )±∥∥∥∞ > A
√
log log(eηk) + C
t
}
. (3.72)
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On the one hand, we have{
∃t ≥ m :
∥∥∥F̂t − F∥∥∥∞ > gtt } = ⋃
k∈N
{
∃t ∈ [mηk,mηk+1) :
∥∥∥F̂t − F∥∥∥∞ > gtt } ⊆ ⋃
k∈N
(A+k ∪ A−k ) .
(3.73)
On the other hand, we will show that, for each k ≥ 0, the conditions of Lemma 3.1
are satisfied with λ := A
√
log log(eηk) + C and β := 1 − √2(η − 1)/(A2C) =
γ(A,C, η)
√
η/(2A2). It is clear that β ∈ (0, 1) since A, C, η, and γ(A,C, η) are
all required to be positive. Also,
2(η − 1) = (1− β)2A2C ≤ (1− β)2A2(log log(eηk) + C) = (1− β)2λ2, ∀k ≥ 0.
(3.74)
Hence, for each k, Lemma 3.1 implies
P(A±k ) ≤ 2P
(∥∥∥√bηk+1c(F̂bηk+1c − F )±∥∥∥∞ > βA
√
log log(eηk) + C√
η
)
. (3.75)
Applying the one-sided DKW inequality (Massart, 1990, Theorem 1) then yields
P(A±k ) ≤ 2 exp
{
−2c
2A2(log log(etk) + C)
η
}
=
2e−γ
2(A,C,η)C
(1 + k log η)γ2(A,C,η)
. (3.76)
Since γ(A,C, η) > 1, a union bound yields
P
(⋃
k∈N
(A+k ∪ A−k )
)
≤ 4e−γ2(A,C,η)C
∞∑
k=0
1
(1 + k log η)γ2(A,C,η)
(3.77)
≤ 4e−γ2(A,C,η)C
(
1 +
1
(γ2(A,C, η)− 1) log η
)
, (3.78)
after bounding the sum by an integral. Combining (3.73) with (3.78), we conclude
P
(
∃t ≥ m :
∥∥∥F̂t − F∥∥∥∞ > gtt ) ≤ 4e−γ2(A,C,η)C
(
1 +
1
(γ2(A,C, η)− 1) log η
)
.
(3.79)
We note that Theorem 1 of Massart (1990) requires that the tail probability bound
in (3.76) is less than 1/2. If this is not true, however, then our final tail probability
will be at least one, so that the result holds vacuously. This completes the proof of
the first part of the theorem.
To obtain the final claim, (3.19), note that the calculations in (3.76) and (3.78),
together with the first Borel-Cantelli lemma, imply P(A+k or A
−
k infinitely often) =
0.
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Proof of Corollary 3.1
Fix any  > 0 and let A = 1/
√
2 + . Applying Theorem 3.2 with m = 1 and any
C > 0, the second result (3.19) implies
lim sup
t→∞
‖F̂t − F‖∞
A
√
t−1(log log(et) + C)
= lim sup
t→∞
‖F̂t − F‖∞
A
√
t−1 log log t
≤ 1 almost surely.
(3.80)
The conclusion follows since  was arbitrary.
Proof of Corollary 3.2
Theorem 3.2 implies that F̂t(Q
−(p)) ≥ F (Q−(p)) − gt/t uniformly over t ≥ m and
p ∈ (0, 1) with high probability. Hence (3.52) implies Q−(p) ≥ Q̂−t (F (Q−(p)) −
gt/t) ≥ Q̂−t (p− gt/t). Likewise, Theorem 3.2 implies F̂t(x) ≤ F (x) + gt/t uniformly
over t ≥ m and x ∈ X with high probability, and taking limits from the left, we also
have F̂−t (x) ≤ F−(x) + gt/t. Hence F̂−t (Q(p)) ≤ F−(Q(p)) + gt/t, and (3.58) implies
Q(p) ≤ Q̂t(F−(Q(p)) + gt/t) ≤ Q̂t(p+ gt/t).
Proof of Theorem 3.3
Our strategy is to show that g˜t yields a time- and quantile-uniform boundary for the
sequence of functions St:
P (∃t ∈ N, p ∈ (0, 1) : St(p) /∈ (−g˜t(1− p), g˜t(p))) ≤ α. (3.81)
The conclusion then follows by the same steps as in the proof of Theorem 3.1, in-
equalities (3.68) and (3.69).
Our argument is adapted from the proof of Theorem 2.1. Similar to that proof,
here we divide time t into an exponential grid of epochs demarcated by mηk for k ∈
Z≥0. For each epoch, we further divide quantile space (0, 1) into a grid demarcated by
pkj based on evenly-spaced log-odds. We then choose error probabilities αkj for each
epoch in the time-quantile grid, so that
∑
k≥0
∑
j∈Z αkj ≤ α/2, giving a total error
probability of α/2 for the upper bound on St(p), with the remaining α/2 reserved
for the lower bound.
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We make use of the function ψG,c(λ) := λ
2/[2(1 − cλ)] for each c ∈ R defined in
Section 1.3. For each k ∈ Z≥0 and j ∈ Z, let
pkj :=
1
1 + exp {−2δj/ηk/2} , and (3.82)
αkj :=
α/2
(k + 1)s(|j| ∨ 1)sζ(s)(2ζ(s) + 1) . (3.83)
For the (k, j) epoch in the time-quantile grid, we define the boundary
hkj(t) :=
logα−1kj + ψG,ckj(λkj)pkj(1− pkj)t
λkj
, (3.84)
where ckj := (1−2pkj)/3, and λkj ≥ 0 is chosen so that ψG,ckj(λkj) = log(α−1kj )/ηk+1/2
(note ψG,ckj(λ) increases from zero to ∞ as λ increases from zero towards 1/ckj, so
such a λkj can always be found). As in the proof of Theorem 3.1, we use the fact
that St(p) is a sub-gamma process with scale c = (1 − 2p)/3 and variance process
Vt = p(1−p)t for each p ∈ (0, 1). Then Theorem 1.1(a) implies that, for each k ∈ Z≥0
and j ∈ Z, we have
P(∃t ∈ N : St(pkj) ≥ hkj(t)) ≤ αkj. (3.85)
Taking a union bound over k and j, we have P(G) ≥ 1 − α where G is the “good”
event
G = {St(pkj) < hkj(t), ∀k ∈ Z≥0, j ∈ Z, t ∈ N} . (3.86)
Now fix any t ∈ N and p ∈ (0, 1), and let
kt =
⌊
logη
(
t ∨m
m
)⌋
and jtp =
⌈
ηkt/2 log(p/(1− p))
2δ
⌉
. (3.87)
These choices ensure that mηkt ≤ t ∨m < mηkt+1 and pkt(jtp−1) < p ≤ pktjtp . From
the definition of St(p), for any p ∈ (0, 1) we have, on the event G,
St(p) ≤ St(pktjtp) + t(pktjtp − p) ≤ hktjtp(t) + t(pktjtp − p). (3.88)
The remainder of the argument involves upper bounding the right-hand side of (3.88)
by an expression involving only t and p to recover (3.29).
To upper bound hktjtp(t), we follow the steps in the proof of Theorem 2.1 (see
(2.42)) to find, for all t ∈ N,
hktjtp(t) ≤
√
k21(t ∨m)pktjtp(1− pktjtp) logα−1ktjtp + c2ktjtpk22 log2 αktj−1tp + cktjtpk2 logαktj−1tp .
(3.89)
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Assume p ≥ 1/2 (we will discuss the case p < 1/2 afterwards). Since pktjtp ≥ p ≥
1/2, we have pktjtp(1 − pktjtp) ≤ p(1 − p) = r(p, t)(1 − r(p, t)). By (3.87), we have
kt ≤ logη((t ∨m)/m) and |jtp| ∨ 1 = jtp ∨ 1 ≤
√
(t ∨m)/m log(p/(1 − p))/(2δ) + 1.
Hence
logα−1ktjtp ≤ s log
(
logη
(
t ∨m
m
)
+ 1
)
+ s log
(√
t ∨m
m
log(p/(1− p))
2δ
+ 1
)
+ log
(
ζ(s)(2ζ(s) + 1)
α
)
(3.90)
= `(p, t ∨m). (3.91)
This completes the upper bound for hktjtp(t); it remains to upper bound t(pktjtp−p).
Note that, by the definition of pkj,
pkj
1− pkj = exp
{
2δj
ηk/2
}
. (3.92)
Our choice of jtp in (3.87) implies
exp
{
2δ
ηk/2
}
p
1− p ≥
pkj
1− pkj . (3.93)
The following technical result bounds the spacing between two probabilities in
terms of their odds ratio:
Lemma 3.2. Fix any a > 0 and p ∈ [1/2, 1), and define qp by qp/(1 − qp) =
eap/(1− p). Then qp − p ≤ (a/2)
√
p(1− p).
We prove Lemma 3.2 below. Invoking Lemma 3.2 with a = 2δ/ηkt/2, we conclude
t(pktjtp − p) ≤ t(qp − p) ≤ tδ
√
p(1− p)/ηkt ≤ δ
√
η(t ∨m)p(1− p)
m
= δ
√
η(t ∨m)r(p, t)(1− r(p, t))
m
,
(3.94)
where the last step uses ηkt+1 > (t ∨m)/m. Combining (3.88) with (3.89), (3.91),
and (3.94) yields the boundary g˜t.
The case p < 1/2 is very similar. Note that, by our choice of jtp in (3.87) and the
definitions (3.82) of pkj and (3.24) of r(p, t), we are assured p ≤ pktjtp ≤ r(p, t) ≤ 1/2.
Starting at the step below (3.89), we again have pktjtp(1−pktjtp) ≤ r(p, t)(1−r(p, t)),
as desired. Also, |jtp| ∨ 1 = −jtp ∨ 1 ≤
√
t|log(p/(1− p))|/(2δ) + 1, as desired. This
shows that (3.91) continues to hold. Finally, using Lemma 3.2, we have
t(pktjtp − p) = t((1− p)− (1− pktjtp)) ≤ δ
√
η(t ∨m)(1− pktjtp)pktjtp
m
≤ δ
√
η(t ∨m)r(p, t)(1− r(p, t))
m
,
(3.95)
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showing (3.94) holds.
We have thus verified the high-probability, time- and quantile-uniform upper
bound St(p) ≤ g˜t(p) in (3.81). For the lower bound, we repeat the above argument
to construct a time- and quantile-uniform upper bound on S˜t(p) = −St(1− p). The
process (S˜t(p))
∞
t=1 is also sub-gamma with scale (1− 2p)/3, and for 0 < p1 < p2 < 1,
the relation S˜t(p1) ≤ S˜t(p2) + t(p2 − p1) continues to hold, so that the step leading
to inequality (3.88) remains valid. Then the above argument yields S˜t(p) ≤ g˜t(p)
uniformly over t and p with high probability, i.e., St(p) ≥ −g˜t(1− p), as required in
(3.81).
Proof of Lemma 3.2. Some algebra shows that
q − p√
p(1− p) =
√
p(1− p)(ea − 1)
1 + p(ea − 1) . (3.96)
For p = 1/2, the right-hand side is decreasing in p, hence is maximized at p = 1/2:
q − p√
p(1− p) ≤
ea − 1
ea + 1
= tanh(a/2). (3.97)
Since d
dx
tanhx
∣∣
x=0
= 1 and d
2
dx2
tanhx ≤ 0 for x ≥ 0, we have tanhx ≤ x for x ≥ 0,
from which the conclusion follows.
Proof of Theorem 3.4
Let k? ∈ arg maxk∈[K] Qk(pi) denote an arm with optimal pi-quantile, and q? := Qk?(pi)
the corresponding optimum quantile value. Denote the set of -optimal arms by
A := {k ∈ [K] : Qk(pi + ) ≥ q?}.
First, we prove that if QLUCB stops, it selects an -optimal arm with probability
at least 1 − δ. By our choice of un and ln to give one-sided coverage at level δ/K,
the proof of Theorem 3.1 and a union bound show that
P
(∃t ∈ N and k 6= k? : Upik?,t < q? or Lpi+k,t > Qk(pi + )) ≤ δ. (3.98)
Suppose QLUCB stops at time T with some arm k ∈ Ac, so that Qk(pi + ) < q?.
Then it must be true that Lpi+k,T ≥ Upik?,T , which implies that Lpi+k,T > Qk(pi + ) or
Upik?,T < q
? must hold. But (3.98) shows that this can only occur on an event of
probability at most δ. So with probability at least 1− δ, QLUCB can only stop with
an -optimal arm.
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Next, we prove that QLUCB stops with probability one and obeys the sample
complexity bound (3.38) with probability at least 1− δ. Let
gn := 0.85
√
n−1
(
log log(en) + 0.8 log
(
1612K2
δ(K − 1)
))
, (3.99)
for n ∈ N . We choose this quantity to eventually control the deviations of Q̂k,t(p)
from Qk(p) uniformly over k, t and p, via Corollary 3.2 and (3.20). For each k ∈ [K],
define
τk := min
{
n ∈ N : gn + [un(pi) ∨ ln(pi + )] ≤ ∆k ∨ 
2
}
. (3.100)
We will show that, once each arm has been sampled τk times, the confidence bounds
are sufficiently well-behaved to ensure that QLUCB must stop, on a “good” event
with probability at least 1 − δ. This will imply that QLUCB stops after no more
than
∑K
k=1 τk rounds on the “good” event, and this sum has the desired rate.
Define the “bad” event at time t, Bt = B1t ∪ B2t , where
B1t :=
{
Upik?,t < q
?
}
, and (3.101)
B2t :=
{
∃k ∈ [K], p ∈ (0, 1) : Q̂k,t(p) < Qk(p− gNk,t) or Q̂−k,t(p) > Qk(p+ gNk,t)
}
.
(3.102)
We exploit our previous results to bound the probability that Bt ever occurs:
Lemma 3.3. P (∪∞t=1Bt) ≤ δ.
Proof. First, by the definition of Upik,t and our choice of un, the proof of Theorem 3.1(a)
yields
P
( ∞⋃
t=1
B1t
)
≤ δ
K
. (3.103)
We use a one-sided result here rather than the two-sided result stated in Theorem 3.1.
For B2t , we invoke Corollary 3.2 with the numerical example (3.20). Our choice
C = 0.8 log(1612K2/(δ(K − 1))) ensures that α0.85,C ≤ (K − 1)δ/K2, noting that
K ≥ 2 implies C > 7 as required in (3.20). Hence, by a union bound,
P
( ∞⋃
t=1
B2t
)
≤ (K − 1)δ
K
. (3.104)
Combining (3.103) with (3.104) via a union bound, we have P(∪∞t=1Bt) ≤ δ as desired.
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The following lemma verifies that an arm’s confidence bounds are well-behaved,
in a specific sense, once the arm has been sampled τk times and B2t does not occur.
Lemma 3.4. Fix any t ∈ N and k ∈ [K]. On (B2t )c, if Nk,t ≥ τk, then
(a) Lpi+k,t ≥ Upik,t if k ∈ A, and
(b) Upik,t < q
? if k ∈ Ac.
Proof. Suppose first that k ∈ A, which implies ∆k ≤ . From the definition of Lpi+k,t ,
Lpi+k,t = Q̂k,t
(
pi + − lNk,t(pi + )
)
(3.105)
≥ Qk
(
pi + − lNk,t(pi + )− gNk,t
)
, (3.106)
since we are on (B2t )c. Now using the definition of τk twice, we have
Qk
(
pi + − lNk,t(pi + )− gNk,t
) ≥ Qk(pi + /2) (3.107)
≥ Qk
(
pi + uNk,t(pi) + gNk,t
)
(3.108)
≥ Q̂−k,t
(
pi + uNk,t(pi)
)
, (3.109)
again since we are on (B2t )c. This last expression is the definition of Upik,t, so we are
done with the first case.
Now suppose instead that k ∈ Ac, which implies ∆k ≥ . The definition of Upik,t
yields
Upik,t = Q̂
−
k,t
(
pi + uNk,t(pi)
)
(3.110)
≤ Qk
(
pi + uNk,t(pi) + gNk,t
)
, (3.111)
since we are on (B2t )c. Now the definition of τk yields
Qk
(
pi + uNk,t(pi) + gNk,t
) ≤ Qk(pi + ∆k/2) < q?, (3.112)
using the definition of ∆k in the final step.
Using Lemma 3.4, we can prove the above claim that QLUCB must stop when
arms have been sampled sufficiently, so long as Bt does not occur.
Lemma 3.5. On Bct , if Nht,t ≥ τht and Nlt,t ≥ τlt, then QLUCB must stop at time
t.
Proof. We consider three cases in turn.
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1. Suppose lt ∈ A. Then Lpi+ht,t ≥ Lpi+lt,t by the definition of ht, and Lpi+lt,t ≥ Upilt,t by
Lemma 3.4(a). So Lpi+ht,t ≥ Upilt,t and QLUCB must stop.
2. Suppose lt ∈ Ac and ht = k?. Then Lpi+ht,t ≥ Upiht,t by Lemma 3.4(a), while
Upiht,t ≥ q? by the definition of even B1t . Also, q? > Upilt,t by Lemma 3.4(b).
Hence Lpi+ht,t > U
pi
lt,t
and QLUCB must stop.
3. Suppose lt ∈ Ac and ht 6= k?. Then Upik?,t ≤ Upilt,t by the definition of lt, and
Upilt,t < q
? by Lemma 3.4(b). But Upik?,t < q
? implies B1t and hence Bt, which
contradicts our assumption. So this case cannot occur on Bct .
We can now show that QLUCB stops after no more than
∑K
k=1 τk rounds with
probability at least 1− δ. On Bct , Lemma 3.5 allows us to write
T ≤
∞∑
t=1
1{{Nht,t < τht} ∪ {Nlt,t < τlt}} (3.113)
≤
∞∑
t=1
K∑
k=1
1{{ht = k or lt = k} ∩ {Nk,t < τk}} (3.114)
≤
K∑
k=1
τk, (3.115)
since whenever ht = k or lt = k, we have Nk,t+1 = Nk,t+1. Hence P(T ≤
∑K
k=1 τk) ≥
1 − P(∪∞t=1Bt) ≥ 1 − δ using Lemma 3.3. It remains to show that T < ∞ a.s., and
to show that
∑K
k=1 τk has the desired rate.
First, Corollary 2.2 implies that P(B1t infinitely often) = 0, while Theorem 3.2
implies P(B2t infinitely often) = 0. So, with probability one, there exists t0 such that
Bt occurs for no t ≥ t0, and the above calculations show that T ≤ t0 +
∑K
k=1 τk. We
conclude T <∞ almost surely.
Second, to show that
∑K
k=1 τk has the rate given in (3.38), we use the following
lemma, which bounds the time for an iterated-logarithm confidence sequence radius
to shrink to a desired size.
Lemma 3.6. Suppose (an(C))n∈N is a real-valued sequence satisfying an = O(
√
n−1(log log n+ C))
as n,C ↑ ∞. Then
min {n ∈ N : an(C) ≤ x} = O
(
log log x−1 + C
x
)
as x ↓ 0, C ↑ ∞. (3.116)
CHAPTER 3. SEQUENTIAL ESTIMATION OF QUANTILES 163
Proof. Our condition on an(C) implies, for small enough x and large enough C,
min {n ∈ N : an(C) ≤ x} ≤ min
{
n ∈ N : log(1 + log n) + C
n
≤ x
2
A2
}
=: t(x).
(3.117)
Use log(1 + x) ≤ x to see that log x = 2 log√x ≤ 2(√x− 1), and that
log(1 + log n) + C
n
≤ log n+ C
n
≤ 2√
n
+
C − 2
n
≤ C√
n
, (3.118)
as n ≥ √n. So n ≥ C2A4/x4 implies that (log(1 + log n) + C)/n ≤ x2/A2, and we
must have t(x) ≤ C2A4/x4 + 1. Hence we may write
t(x) = min
{
n ∈ N : log(1 + log(1 + C
2A4/x4)) + C
n
≤ x
2
A2
}
, (3.119)
which immediately yields
t(x) ≤ A
2[log(1 + log(1 + C2A4/x4)) + C]
x2
+ 1 = O
(
log log x−1 + C
x2
)
, (3.120)
as desired.
Examining the form of un and ln given in (3.9) along with the definition of gn, we
see that an(C) = gn + [un(pi) ∨ ln(pi + )] satisfies the condition of Lemma 3.6 with
C = log(K/δ), which implies
τk = O
(
( ∨∆k)−2 log
(
K |log ( ∨∆k)|
α
))
. (3.121)
Summing over k yields the desired sample complexity (3.38), completing the proof.
Proof of Theorem 3.5
We extend the definition of St(p) from (3.61) to the two-armed setup: for k ∈ {1, 2},
let
pik(p) :=
{
0, Fk(Qk(p)) = F
−
k (Qk(p)),
p−F−k (Qk(p))
Fk(Qk(p))−F−(Qk(p)) , Fk(Qk(p)) > F
−
k (Qk(p)),
(3.122)
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and define Sk,0(p) = 0 and, for t ∈ N,
Sk,t(p) :=
Nk,t∑
i=1
[
1Xk,i<Qk(p) + pik(p)1Xk,i=Qk(p) − p
]
. (3.123)
The increments are mean-zero and bounded in [−p, 1 − p] conditional on the past,
so the process (Sk,t(p)) is sub-Bernoulli with variance process p(1 − p)t and scale
parameters g = p, h = 1 − p (Fact 1.1(b)). Then the proof of Propositions 2.6
and 2.7 shows that the processes
Lk,t := Mp,r(Sk,t(p), p(1− p)Nk,t), (3.124)
L+k,t := M
1
p,r(Sk,t(p), p(1− p)Nk,t), and (3.125)
L−k,t := M
1
1−p,r(−Sk,t(p), p(1− p)Nk,t) (3.126)
are nonnegative supermartingales with ELk,0 = EL+k,0 = EL
−
k,0 = 1, with respect to
the filtration (Ft) generated by the observations.
For the two-sided test, we form the product L˜t := L1,tL2,t, which is also a non-
negative supermartingale. Indeed, if we choose to sample arm 1 at time t, a choice
which is predictable with respect to (Ft), then L2,t = L2,t−1, so E
(
L˜t
∣∣∣ Ft−1) =
L2,t−1E (L1,t | Ft−1) ≤ L˜t−1; likewise if we choose to sample arm 2. Then Ville’s
inequality yields
P
(
∃t ∈ N : L˜t ≥ 1
α
)
≤ α. (3.127)
Our goal is to lower bound L˜t under the null hypothesis H0 : Q2(p)−Q1(p) = δ?.
Suppose we strengthen this hypothesis to Q1(p) = x1 and Q2(p) = x2 := x1 + δ?
for some x1 ∈ R. We still cannot compute Sk,t(p) without knowledge of pik(p).
But since pik(p) ∈ [0, 1], we are assured Sk,t(p)/Nk,t ∈ Dk,t(xk) for all t, so that
logLk,t ≥ Gk,t(xk) for k = 1, 2, by the definitions of Lk,t and Gk,t. Hence, on the
stronger hypothesis, we have
log L˜t ≥ G1,t(x1) +G2,t(x1 + δ?), for all t ∈ N. (3.128)
On H0, then, we have
log L˜t ≥ min
x∈R
[G1,t(x) +G2,t(x+ δ?)] for all t ∈ N, (3.129)
and the conclusion (3.43) for the two-sided test follows from (3.127) and (3.129).
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For the one-sided test, we follow a similar argument. Form the product L˜1t :=
L+1,tL
−
2,t, which is a supermartingale by an analogous argument as that above for
L˜t. Ville’s inequality yields P
(
∃t ∈ N : L˜1t ≥ 1/α
)
≤ α. Now since M1p,r(·, v) is
nondecreasing (see Section 2.9 and the proof of Proposition 2.7), G+k,t is nondecreasing
while G−k,t is nonincreasing, which implies
G+k,t(x) = min
a∈Dk,t(x)
logM1p,r ((a− p)Nk,t, p(1− p)Nk,t) , (3.130)
G−k,t(x) = min
a∈Dk,t(x)
logM11−p,r (−(a− p)Nk,t, p(1− p)Nk,t) . (3.131)
Suppose we strengthen the null hypothesis to Q1(p) = x1 and Q2(p) = x2 ≤ x1 + δ?
for some x1, x2 ∈ R. Then the argument above shows that logL±k,t ≥ G±k,t(xk) for
k = 1, 2, so that
log L˜1t ≥ G+1,t(x1) +G−2,t(x2) (3.132)
≥ G+1,t(x1) +G−2,t(x1 + δ?), (3.133)
since x2 ≤ x1 + δ? and G−2,t is nonincreasing. On H0 : Q2(p)−Q1(p) ≤ δ?, then, we
have
log L˜1t ≥ min
x∈R
[
G+1,t(x) +G
−
2,t(x+ δ?)
]
for all t ∈ N, (3.134)
and the conclusion (3.44) for the one-sided test follows as before.
3.9 Appendix
Details of Figure 3.2
Here we give details for each of the bounds presented in Figure 3.2. Additionally,
Figure 3.7 includes all bounds together in a single plot, along with two more bounds:
the DKW bounds which is uniform over quantiles for a fixed time, and the pointwise
Bernoulli bound which is valid for a fixed quantile at a fixed time. In all cases, we
use a two-sided error probability of 0.05, and all bounds are tuned for a minimum
sample size of m = 32.
• Darling and Robbins (1968b, Theorem 4) give a test based on a bound for ‖F̂t−
F‖∞ which achieves uniformity over time via a union bound over t ≥ m. We fol-
low their guidance in remark (d), p. 808 to choose ut =
√
t−2(t+ 1)(2 log t+ 0.601).
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Figure 3.7: Plot of upper confidence bound radii ut, normalized by
√
t to facilitate
comparison. Each panel shows estimation radius for a different quantile, p = 0.05,
0.5, and 0.95, respectively. All bounds correspond to two-sided α = 0.05. Dotted
line is valid for a fixed quantile at a fixed time, dashed lines are valid uniformly
over either time or quantiles, and solid lines are valid uniformly over both time and
quantiles. In right panel, lines start at the sample size for which the upper confidence
bound becomes nontrivial. See Section 3.9 for details of each bound shown.
• Szo¨re´nyi et al. (2015, Proposition 1) uses a similar union-bounding argument on
the optimal DKW inequality of Massart (1990). We adjust their result so that
the union bound only applies over t ≥ 32, yielding ut =
√
t−1(log(t− 31) + 2.093).
• For Corollary 3.2, we set A = 0.85 and numerically choose C = 8.123, so
ut = 0.85
√
t−1(log log(et/32) + 8.123).
• For Theorem 3.3, we set δ = 0.5, η = 2.041, and s = 1.4.
• Darling and Robbins (1967a, Section 2) give an explicit confidence sequence
for the median, which applies to other quantiles as well. In this case, ut =
(3/2
√
2)
√
t−1(log log t+ 1.457).
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• For Theorem 3.1(a), we set η = 2.041 and s = 1.4, as in (3.10).
• For Theorem 3.1(b), we set r = 0.145 for p = 0.05 and p = 0.95, while r = 0.758
for p = 0.5, in accordance with (3.31).
• The DKW bound for a fixed time uses ut = 1.358
√
n.
• The fixed-sample Bernoulli bound is based on Hoeffding (1963, equation 2.1),
and is given by the solution in x to tKL (p+ x ‖ p) = log(2/0.05), where
KL (q ‖ p) = q log
(
q
p
)
+ (1− q) log
(
1−q
1−p
)
denotes the Bernoulli Kullback-Leibler
divergence.
Implementation details for Theorem 3.5
The tests in Theorem 3.5 involve minimizing over possibly multimodal sums of the
functions Gk,t(x), G
+
k,t(x), and G
−
k,t(x), with Gk,t itself defined in terms of a min-
imization. In this section, we discuss details for implementing these tests, which
require O(t log t) time in the worst case. We focus the discussion on the two-sided
test (3.43). The one-sided test (3.44) is similar, as we briefly discuss at the end of
the section.
Fix any p ∈ (0, 1), and r > 0. The key observation is that logMp,r(s, p(1− p)n)
is continuous and unimodal on the domain s ∈ [−pn, (1− p)n] for any n ∈ N, since
Mp,r(s, v) is convex and finite on the domain s ∈ [−v/(1− p), v/p] (see Section 2.9).
(It may be verified that logMp,r(·, v) is itself convex, but we do not use that fact
here.) Let
ak,t = arg min
a∈[0,1]
logMp,r((a− p)Nk,t, p(1− p)Nk,t), (3.135)
which may be found via numerical optimization. Then from the definition of Gk,t(x)
and its unimodality, together with (3.53) and (3.55), we have
Gk,t(x) =

logMp,r
(
(F̂k,t(x)− p)Nk,t, p(1− p)Nk,t
)
, x < Q̂−k,t (ak,t) ,
logMp,r
(
(a? − p)Nk,t, p(1− p)Nk,t
)
, Q̂−k,t (ak,t) ≤ x ≤ Q̂k,t (ak,t) ,
logMp,r
(
(F̂−k,t(x)− p)Nk,t, p(1− p)Nk,t
)
, x > Q̂k,t (ak,t) .
(3.136)
So once the value ak,t has been found, Gk,t(x) is given in closed form for any x. Note
also that Gk,t(x) is nonincreasing on x < Q̂
−
k,t(ak,t), nondecreasing on x > Q̂k,t(ak,t),
and constant on Q̂−k,t(ak,t) ≤ x ≤ Q̂k,t(ak,t).
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Unfortunately, the objective l(x) := G1,t(x) + G2,t(x + δ
?) is not unimodal in
general. Suppose without loss of generality that Q̂1,t(a1,t) ≤ Q̂2,t(a2,t) − δ?, so that
G1,t(x) begins increasing before G2,t(x + δ
?) does, and define x− := Q̂1,t(a1,t) and
x+ := Q̂
−
2,t(a2,t) − δ?. Then l(x) is nonincreasing on x < x− and nondecreasing on
x > x+, but in general may achieve many local minima on [x−, x+]. On this interval,
l(x) only decreases at values x = X2,s+δ
? for some s ≤ t, i.e., l(x) decreases at values
of x which have been observed from the second arm. So to find the minimum, we must
evaluate l(x) at each point x ∈ {x−, x+} ∪ {X2,s + δ? : s ≤ t, x− ≤ X2,s + δ? ≤ x+}.
This requires O(N2,t) time in general, though the use of x− and x+ will improve
constants. In the corner case x+ ≤ x−, we must have l(x) achieving its minimum at
x = x−.
We also need to efficiently evaluate the empirical CDFs F̂k,t and F̂
−
k,t and the
empirical quantile functions Q̂k,t, and Q̂
−
k,t. For this, we use a balanced binary tree
in which each node is augmented with the size of the subtree rooted at that node.
This allows evaluation of the empirical CDFs and quantile functions in O(logNk,t)
time.
For the one-sided test (3.44), we have that G+k,t(x) is nondecreasing and G
−
k,t(x)
is nonincreasing over all x ∈ X , since M1p,r(s, v) is nondecreasing (see Section 2.9).
We must therefore search over all values x ∈ {X2,s + δ? : s ≤ t}.
Full comparison of quantile best-arm strategies
Figure 3.8 adds to Figure 3.5 two additional best-arm strategies. First, we include
a variant of Algorithm 1 from Szo¨re´nyi et al. (2015), “QPAC”, in which we simply
replace their confidence sequence with our tighter confidence sequence based on a
one-sided variant of the beta-binomial confidence sequence Theorem 3.1(b). This
shows the improvement due to our confidence sequence alone under the QPAC sam-
pling strategy. Second, we include our QLUCB algorithm with the same confidence
sequence as in Szo¨re´nyi et al. (2015). Comparing this to the original algorithm of
Szo¨re´nyi et al. (2015) shows the improvement due to our sampling strategy alone.
The plot shows that both the confidence sequence and the sampling strategy lead to
improvements, but the confidence sequence contributes more to the overall improve-
ment.
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Figure 3.8: Average sample size for various quantile best-arm identifica-
tion algorithms based on 64 simulation runs, with  = 0.025 and pi =
0.05, 0.1, 0.2, . . . , 0.8, 0.9, 0.95. Left panel shows results for arms with uniform distri-
butions on intervals of length one; middle panel shows arms with Cauchy distribu-
tions have unit scale; and right panel shows arms with standard normal distributions
except for one, which has a standard deviation of two instead of one. In this last case,
the exceptional arm is best for quantiles above 0.53, while for quantiles below 0.45,
the other arms are all -optimal. Plot includes Algorithm 2 of David and Shimkin
(2016), Algorithm 1 of Szo¨re´nyi et al. (2015), and a modification of Algorithm 1 of
Szo¨re´nyi et al. (2015), “QPAC B-B”, which uses the one-sided variant of our beta-
binomial confidence sequence Theorem 3.1(b). We compare our QLUCB algorithm
based on three different confidence sequences: the stitched confidence sequence (3.34)
based on Theorem 3.1(a); a one-sided variant of the beta-binomial (“B-B”) confi-
dence sequence, Theorem 3.1(b); and the same DKW-plus-union-bound confidence
sequence as QPAC, for comparison. Observe that our proposed changes in algorithm
and in confidence sequences both yield improvements, separately and together.
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Chapter 4
The uniform general signed rank
test
In our final chapter, we explore a rather different application of the framework of
Chapter 1: sensitivity analysis for observational studies of causal effects. A sensitivity
analysis in an observational study tests whether the qualitative conclusions of an
analysis would change if we were to allow for the possibility of limited bias due to
confounding. The design sensitivity of a hypothesis test quantifies the asymptotic
performance of the test in a sensitivity analysis against a particular alternative. In
this chapter, we propose a new, non-asymptotic, distribution-free test, the uniform
general signed rank test, for observational studies with paired data, and examine
its performance under Rosenbaum’s sensitivity analysis model. Our test can be
viewed as adaptively choosing from among a large underlying family of signed rank
tests, and we show that the uniform test achieves design sensitivity equal to the
maximum design sensitivity over the underlying family of signed rank tests. Our test
thus achieves superior, and sometimes infinite, design sensitivity, indicating it will
perform well in sensitivity analyses on large samples. We support this conclusion with
simulations and a data example, showing that the advantages of our test extend to
moderate sample sizes as well. Unlike Chapters 2 and 3, which explored applications
in sequential analysis, this chapter gives methods for adaptive analysis of a fixed
sample, showing that the utility of the framework developed in Chapter 1 extends
beyond sequential settings.
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4.1 Introduction
In the empirical study of causal effects, the use of standard statistical hypothesis
tests, along with their concomitant p-values and confidence intervals, accounts only
for the uncertainty introduced by sampling variability. However, in an observational
study where treatment assignment has not been randomized, hidden biases due to
unobserved confounding can be much larger than sampling uncertainty. As such,
standard hypothesis tests may fail to be convincing if they assume the study is
free of hidden bias, as a randomized experiment would be. A sensitivity analysis
addresses this problem by formally testing whether the qualitative conclusions of a
standard procedure would change if hidden bias of a certain magnitude were present
(Rosenbaum, 2002).
When an investigator plans to run a sensitivity analysis, the choice of test statistic
may no longer hinge solely on traditional measures such as Pitman efficiency. In
particular, an investigator may seek a test statistic which is least sensitive to hidden
bias, and thereby most likely to successfully distinguish treatment effects from bias,
rather than one which is most likely to detect treatment effects in the absence of
hidden bias. Design sensitivity is one way to quantify this idea for a particular
test statistic (Rosenbaum, 2004, 2010a). Design sensitivity complements Pitman
efficiency and other conventional means of comparing tests.
Rosenbaum (2010b) shows that a test statistic which focuses on a strongly-affected
subgroup may achieve superior design sensitivity, as compared to a statistic which
uses all observations. Rosenbaum (2012) shows that a particular test, Noether’s test,
has excellent design sensitivity but poor power against small effects. Rosenbaum
then proposes an adaptive test in which the p-value is given by the minimum of
two p-values from two competing test statistics, correcting for multiple testing by
analyzing the joint distribution of these two test statistics. This adaptive test is
shown to get some of the best of both worlds, in terms of good power in small samples
as well as high design sensitivity. In fact, the adaptive test attains the maximum
design sensitivity of its two component tests. Rosenbaum and Small (2017) similarly
propose an adaptive test which chooses from the better of two test statistics, one
focused on a subgroup and one examining the entire population, with correction for
multiple testing.
In this chapter we examine a different adaptive test for paired data, in which
we may adaptively choose from a large, highly dependent family of test statistics.
We control for multiple testing using a uniform concentration bound for the stochas-
tic process formed by this family of test statistics. This permits adaptively choos-
ing among as many test statistics as we have observations, while achieving non-
asymptotic, distribution-free error control. Our theoretical results characterize how
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this test achieves excellent design sensitivity, which can be infinite against light-tailed
alternatives—that is, no matter the strength of confounding, the test will reject with
probability approaching one asymptotically. We are not aware of previous discussion
of such behavior.
The structure of this chapter is as follows. After summarizing Rosenbaum’s sensi-
tivity analysis model in Section 4.2, we describe our test in Section 4.3, proving that
it achieves the promised Type I error control in Theorem 4.1. We then characterize
its design sensitivity with Theorems 4.2 and 4.3 of Section 4.4. Section 4.5 gives
simulation results for a variety of fixed-sample and uniform tests under several light-
and heavy-tailed alternatives. We outline the handling of tied data in Section 4.6,
while in Section 4.7 we illustrate the performance of our tests on an observational
dataset examining the link between fish consumption and mercury concentration in
the blood. Section 4.8 concludes and offers some promising avenues for future work.
4.2 Background and notation
Rosenbaum’s sensitivity analysis model for paired data
We begin with a review of Rosenbaum’s sensitivity analysis model for paired data
(Rosenbaum, 2002). We have n pairs of subjects. The subjects in the ith pair have
control potential outcomes RCij, treatment potential outcomes RT ij, and treatment
indicators Zij for j = 1, 2 and i ∈ [n]. Let F be the σ-field generated by all the
potential outcomes (RCij, RT ij)i∈[n],j∈[2].
A sensitivity analysis allows us to test whether a positive conclusion of our
study—that is, a rejection of the null—holds up under the possibility of limited
confounding. To operationalize this notion, for each Γ ≥ 1 we define the sensitivity
analysis null hypothesis H0(Γ), which asserts that
• RT i1 = RCi1 and RT i2 = RCi2 for all i ∈ [n], i.e., Fisher’s sharp null, and
• conditional on F , treatment assignments are independent between pairs, and
the treatment probabilities within each pair are related by the following odds
ratio bounds:
1
Γ
≤ P (Zi1 = 1 | F) /P (Zi1 = 0 | F)
P (Zi2 = 1 | F) /P (Zi2 = 0 | F) ≤ Γ, for all i ∈ [n]. (4.1)
At Γ = 1, this specifies that, within each pair, both units have the same (conditional)
probability of treatment. This is the standard assumption which leads to valid ran-
domization inference in the absence of hidden bias (Rosenbaum, 2002, section 3.2).
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Write Robsij := ZijRT ij + (1−Zij)RCij for the observed outcomes and Yi = (Zi1−
Zi2)(R
obs
i1 − Robsi2 ) for the observed treated-minus-control difference in the ith pair.
Under H0(Γ) we know that Yi = ±|RCi1 −RCi2| and
1
1 + Γ
≤ P (Yi > 0 | F , Zi1 + Zi2 = 1) ≤ Γ
1 + Γ
, (4.2)
where for simplicity we assume P(Yi = 0) = 0 for all i throughout this chapter. In
words, H0(Γ) asserts that there is no effect of treatment for any individual, but the
treatment probabilities may differ within a pair in ways we cannot observe. This
difference in treatment probabilities could introduce hidden bias into our estimates
of the effect of treatment, but the magnitude of such bias is limited by the sensitivity
parameter Γ. Again, Γ = 1 recovers the standard null hypothesis which assumes no
hidden bias is present, in which case P (Yi > 0 | F , Zi1 + Zi2 = 1) = 1/2. Throughout
the rest of this chapter, we implicitly condition on the event {Zi1 +Zi2 = 1,∀i ∈ [n]},
and omit it from the notation.
This sensitivity analysis model provides a method to conduct valid hypothesis
tests under limited confounding, but leaves open the choice of test statistic. In
order to judge the relative benefits of different test statistics, we perform a power
calculation, comparing the power of various test statistics in a test of the sensitivity
analysis null H0(Γ). As with all power calculations, we must choose a particular
alternative hypothesis under which to compute power. We define a “favorable”
alternative hypothesis H1(G) for a distribution G over R, motivated by the following
scenario:
• RCij is an independent draw from some distribution F , for each i ∈ [n], j = 1, 2,
• RT ij = RCij + τi for all i, j, where τi ∈ R is drawn from some fixed distribution
for each i ∈ [n], and is constant within each pair; and
• P (Zi1 = 1, Zi2 = 0 | F) = P (Zi1 = 0, Zi2 = 1 | F) = 1/2, with treatment (con-
ditionally) independent between pairs.
In words, there is a constant treatment effect within pairs and no hidden bias due to
unequal treatment probabilities. The alternative hypothesis H1(G) is then character-
ized by the induced distribution G of the i.i.d. pair differences Yi = (Zi1−Zi2)(RCi1−
RCi2) + τi; because there is no hidden bias, the mean of this distribution (when the
mean exists) is the average treatment effect Eτi. In most cases, we consider τi ≡ τ
constant across pairs, so that G is the distribution of R−R′+ τ , where R and R′ are
independent draws from F ; this distribution is symmetric about τ . We also consider
a “rare effects” model in which τi is zero for most pairs and equal to some large value
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Figure 4.1: The four score functions ϕ(q) used in this chapter.
for a small proportion of pairs. In this case, G is a mixture with most mass placed
on some distribution symmetric about zero, and the remaining mass on a copy of
the distribution shifted to the right.
Rosenbaum’s sensitivity analysis model is only one of many possible approaches.
For some others, refer to Cornfield et al. (1923/2009); Gilbert et al. (2003); Robins
et al. (2000); Yu and Gastwirth (2005). See also Fogarty and Small (2016) for the
related problem of sensitivity analysis for multiple outcomes within Rosenbaum’s
model.
Sensitivity analysis with general signed rank statistics
Let (Y(i)) denote the pair differences (Yi) ordered by absolute value, so that |Y(1)| ≤
|Y(2)| ≤ · · · ≤ |Y(n)|. A general signed rank statistic has the form
Tn =
n∑
i=1
ϕ
(
i
n+ 1
)
1Y(i)>0 (4.3)
for some score function ϕ : (0, 1)→ [0,∞). See Lehmann and Romano (2005, section
6.10) and references therein for some general pointers to the long history of general
signed rank tests, which we do not attempt to summarize here; Rosenbaum (2010b)
discusses their use in the context of sensitivity analysis. The score function ϕ allows
us to place more or less weight on pairs with larger or smaller observed absolute
differences. We will consider four score functions in this chapter, all illustrated in
Figure 4.1:
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• The sign test uses ϕ(q) ≡ 1, so that all pairs contribute equally, regardless of
rank. In this case Tn simply counts the number of pairs in which the treated
unit had a higher outcome.
• The Wilcoxon signed rank test (WSRT) is equivalent to ϕ(q) = q (Rosen-
baum, 2010b), so that pairs with larger effects contribute more to the test
statistic.
• The normal scores test uses ϕ(q) = Φ−1((1 + q)/2), where Φ−1 is the stan-
dard normal quantile function, P(Z ≤ Φ−1(q)) = q when Z ∼ N (0, 1). This
score function is the quantile function of the absolute value of a standard nor-
mal random variable, and this general signed rank test has high power when
outcomes are drawn from a normal distribution (Lehmann and Romano, 2005,
sections 6.9-6.10).
• Finally, we include a “redescending” score function, ϕ(q) = ∑ml=m lm(ml )ql−1(1−
q)m−l, so-called because this function rises as q increases from zero, like the
WSRT and normal scores functions do, but falls back to zero as q approaches
one, unlike the other three score functions. The resulting statistic puts more
weight on pairs with larger absolute differences, but excludes the most extreme
observations, which may be outliers. We set (m,m,m) = (20, 12, 19). This
score function approximates the U -statistic described in Rosenbaum (2011,
Lemma 1), and the given values of (m,m,m) were found to perform well in
Rosenbaum’s study.
The sensitivity analysis null hypothesis H0(Γ) does not specify a single distribu-
tion for the observables (Yi), but it does imply a single worst-case distribution for
the test statistic Tn in a one-sided test which rejects for Tn sufficiently large—that
is, a distribution which maximizes P (Tn ≥ a | F) for any threshold a, among all
distributions in H0(Γ). This worst-case distribution has the n signs (1Yi>0) indepen-
dent with P (Yi > 0 | F) = Γ/(1 + Γ) for all i ∈ [n] (Rosenbaum, 2002, section 4.3).
Write cα,n(Γ) for the 1− α quantile of Tn under this worst-case distribution, so that
cα,n(Γ) is the critical value of a one-sided, level-α sensitivity analysis testing H0(Γ)
with test statistic Tn; the critical value may depend on F , in the case of ties. This
critical value yields a valid (conditional) test of the sensitivity analysis null hypoth-
esis, and is not hard to approximate numerically or via the normal distribution. In
Theorem 4.1 below, we build upon these ideas to define a uniform general signed
rank test, deriving closed-form critical values which guarantee non-asymptotic Type
I error control under the sensitivity null H0(Γ).
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Power of a sensitivity analysis and design sensitivity
Under H1(G), the power of a one-sided, level-α sensitivity analysis for a general
signed rank test with statistic Tn is P1(Tn ≥ cα,n(Γ)), which is well-defined since
H1(G) specifies the distribution of Tn completely. This power depends on the level
α, the sample size n, the sensitivity parameter Γ, the alternative distribution G, and
the score function ϕ. The design sensitivity (Rosenbaum, 2004, 2010a) of the test
statistic Tn is the value Γ˜ such that, as the sample size grows without bound, the
power of a sensitivity analysis with parameter Γ approaches one whenever Γ < Γ˜
and approaches zero whenever Γ > Γ˜:
lim
n→∞
P1(Tn ≥ cα,n(Γ)) = 1, for 1 ≤ Γ < Γ˜, and (4.4)
lim
n→∞
P1(Tn ≥ cα,n(Γ)) = 0, for Γ˜ < Γ <∞. (4.5)
Formally, the design sensitivity depends on the level α, the alternative distribution
G and the score function ϕ. In typical examples, including those considered below,
the dependence on α vanishes. It is clear from the definition that such a value is
unique, if it exists, but existence must be proved as part of the derivation of design
sensitivity, as in our Theorem 4.2. Note also that we may have Γ˜ = ∞, which
means that limn→∞ P1(Tn ≥ cα,n(Γ)) = 1 for all Γ ≥ 1; in words, the test has power
approaching one against the given alternative regardless of how large a sensitivity
parameter Γ is chosen.
Proposition 2 of Rosenbaum (2010b) gives a formula for the design sensitivity of
a general signed rank test whenever the score function ϕ is piecewise continuous,
nondecreasing and not identically zero:
Γ˜ =
pi
1− pi , where pi :=
∫∞
0
ϕ(G(y)−G(−y)) dG(y)∫ 1
0
ϕ(y) dy
. (4.6)
Note that G(y) − G(−y) is the CDF of |Y | under H1(G). We see that the design
sensitivity of a general signed rank test is determined precisely by the aspects of ϕ
and G captured in the quantity pi. In Theorems 4.2 and 4.3, we extend this result
to characterize the design sensitivity of our uniform general signed rank test. Our
conditions on ϕ, while not strictly more general, do allow for the normal scores and
redescending score functions, in contrast to Rosenbaum’s conditions.
For the sign test, ϕ(q) ≡ 1, we have ∫ 1
0
ϕ(y) dy = 1 and
∫∞
0
ϕ(G(y)−G(−y)) dG(y)
is exactly P(Y > 0) when Y ∼ G. Hence pi = P1(Y > 0) (cf. Rosenbaum, 2012,
Proposition 1). In words, this pi is simply the probability that a pair difference Y
gives evidence in favor of a positive treatment effect, under the favorable alternative
with no hidden bias.
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4.3 A uniform general signed rank test
We now define a general class of uniform signed rank tests which operate on a family
of related test statistics (Tn(x))x∈(0,1). Informally, our test rejects when any test
statistic in the family lies above a corresponding modified critical value. These
critical values are carefully chosen to correct for multiplicity by taking advantage of
the structure of the family of test statistics. The uniform nature of our test yields
advantages in terms of design sensitivity, which we describe in Section 4.4.
For any ϕ : (0, 1) → [0,∞), define the family of test statistics (Tn(x))x∈(0,1) by
Tn(x) = 0 for x < 1/(n+ 1), and for x ≥ 1/(n+ 1),
Tn(x) :=
n∑
i=d(1−x)(n+1)e
ϕ
(
i
n+ 1
)
1Y(i)>0 =
n∑
i=d(1−x)(n+1)e
ci1Y(i)>0, (4.7)
where we have defined ci := ϕ
(
i
n+1
)
for convenience. For each x, Tn(x) is a general
signed rank statistic using the “truncated” score function ϕx(q) = ϕ(q)1q≥1−x. There
are n distinct nontrivial test statistics in this family, Tn(k/(n+ 1)) for k = 1, . . . , n,
corresponding to the partial sums
∑n
i=k ci1Y(i)>0 for k = n, n − 1, . . . , 1. Hence the
family corresponds to a random walk with n steps and step sizes determined by the
function ϕ(·).
Note that, despite the generality of our construction in terms of the score function
ϕ, our family always consists of truncated versions of the full test statistic. Such
truncated statistics focus on subsets of the experimental sample with large observed
effects |Yi|. As such, our test will tend to perform especially well against alternatives
with large, rare effects.
Our uniform test will be characterized by a threshold function fα,n(x), the uniform
analogue of a critical value. Our test rejects whenever Tn(x) ≥ fα,n(x) for any
x ∈ (0, 1). As in the fixed-sample case, there is a single worst-case distribution
under H0(Γ) which maximizes the probability of rejection; we prove the following in
Section 4.9.
Proposition 4.1. Fix any threshold function fα,n : (0, 1) → R>0. Among all dis-
tributions in H0(Γ), the rejection probability P (∃x ∈ (0, 1) : Tn(x) ≥ fα,n(x) | F) is
maximized when P (Yi > 0 | F) = Γ/(1 + Γ) for all i ∈ [n].
Under this worst-case distribution in H0(Γ), each step of the random walk equals
ci with probability ρΓ := Γ/(1 + Γ) and zero otherwise; these steps are independent.
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Figure 4.2: Illustration of Theorem 4.1 and the uniform bound (4.10) for the uniform
sign test, ϕ(q) ≡ 1. Black line shows one realization of the random walk Tn(x) for
x = 1/(n + 1), 2/(n + 1), . . . , n/(n + 1); here n = 50 and Γ = 2. Green line shows
the uniform upper bound fα,n(x) which is unlikely to ever be crossed by the random
walk. We may think of each value fα,n(1/(n+ 1)), fα,n(2/(n+ 1)), . . . as a modified
critical value for the corresponding test statistic.
The resulting mean and variance of Tn(x) are
µn(x) := ETn(x) = ρΓ
n∑
i=d(1−x)(n+1)e
ci (4.8)
σ2n(x) := VarTn(x) = ρΓ(1− ρΓ)
n∑
i=d(1−x)(n+1)e
c2i . (4.9)
Our threshold function requires a tuning parameter x0 > 0 to be fixed in advance,
such that σ2n(x0) > 0. If σ
2
n(x) = 0 for all x, then we cannot choose a valid x0, but
in this case, Tn(x) = 0 a.s. for all x, so we cannot reject for any reasonable bound.
We then construct the following high-probability uniform upper boundary on the
random walk Tn(x):
fα,n(x) :=
1
λn
log( 1
α
)
+
n∑
i=d(1−x)(n+1)e
log
(
1 + ρΓ(e
ciλn − 1))
 , where λn :=
√
2 logα−1
σ2n(x0)
.
(4.10)
For notational simplicity, we omit the dependence of fα,n on x0.
CHAPTER 4. THE UNIFORM GENERAL SIGNED RANK TEST 179
Theorem 4.1. Under H0(Γ), for any x0 > 0 such that σ
2
n(x0) > 0 and any α ∈ (0, 1),
we have
P (∃x ∈ (0, 1) : Tn(x) ≥ fα,n(x) | F) ≤ α. (4.11)
Theorem 4.1 justifies rejecting the sensitivity null H0(Γ) whenever Tn(x) ≥
fα,n(x) for some x ∈ (0, 1), allowing us to adaptively choose a value of x after
seeing the data, while retaining Type I error control at level α. We call this test a
uniform general signed rank test. The idea is illustrated in Figure 4.2. Because the
probability bound in Theorem 4.1 holds uniformly over all x, in any given dataset
we may choose the value of x which yields the strongest inference. We can think of
the resulting test as simultaneously conducting general signed rank tests with trun-
cated score functions ϕx(q) = ϕ(q)1q≥1−x for all values x = 1/(n+ 1), · · · , n/(n+ 1),
but with modified critical values given by fα,n(x). The critical value fα,n(x) is larger
than the fixed-sample exact critical value cα,n(Γ) from Section 4.2, accounting for the
uniformity of our test. Note that, when we use the sign test score function ϕ(q) = 1,
the resulting truncated score functions ϕx are exactly the score functions used in
Noether’s test (Noether, 1973; Rosenbaum, 2012).
Before proving Theorem 4.1 we give some intuition for the bound fα,n based on
the following asymptotic approximation, which holds under mild conditions on ϕ as
detailed in Section 4.9:
fα,n(x) = µn(x) +
(
1 +
σ2n(x)
σ2n(x0)
)√
σ2n(x0) logα
−1
2︸ ︷︷ ︸
gα,n(x)
+O(1). (4.12)
The leading term, µn(x), is O(n) and accounts for the drift of the random walk. The
next term is O(√n) and accounts for the deviations of the random walk about its
mean. As discussed in Section 4.9, the parameter x0 determines the value of x for
which the boundary gα,n(x) is optimized, and this motivates the choice of λn in the
definition of fα,n. Theorem 4.1 would continue to hold with any choice λn > 0, but
our choice yields the interpretable tuning parameter x0.
The discussion in Section 4.9 also shows that the remainder gα,n(x) − fα,n(x)
is always negative, so that gα,n(x) yields an alternative threshold function with a
simpler analytical form, but the resulting test has slightly less power. In fact, the
uniform boundaries fα,n and gα,n are both examples of linear uniform boundaries
as given by Theorem 1.1. Other boundaries are possible, for example the curved
boundaries of Chapter 2, and will yield different performance; further exploration
of alternative boundaries is a promising avenue of future work. We give below a
short, self-contained proof of Theorem 4.1 to illustrate the techniques, which are
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closely related to the classical Crame´r-Chernoff method (Crame´r, 1938; Chernoff,
1952; Boucheron et al., 2013, section 2.2).
Proof of Theorem 4.1. Throughout the proof, we condition on F , dropping it from
the notation for simplicity. Let Si := 1Y(i)>0 for i ∈ [n], so that Tn(k/(n + 1)) =∑n
i=n+1−k ciSi for each k ∈ [n]. By Proposition 4.1, under the worst-case distribution
in H0(Γ), (Si)i∈[n] are distributed as n i.i.d. Bernoulli(ρΓ) random variables. The
moment-generating function of the random variable ciSi is
EeλciSi = 1 + ρΓ(eciλ − 1) ∀λ ∈ R. (4.13)
Now define (Lk)
n
k=0 by L0 := 1 and, for k ∈ [n],
Lk := exp
{
λnTn
(
k
n+ 1
)
−
n∑
i=n+1−k
log
(
1 + ρΓ(e
ciλn − 1))} = n∏
i=n+1−k
eλnciSi
1 + ρΓ(eciλn − 1) .
(4.14)
It is easy to see from (4.13) and (4.14) that E (Lk | Sn, Sn−1, . . . , Sn+2−k) = Lk−1,
so that Lk is a nonnegative martingale with respect to the natural filtration defined
by the sequence Sn, Sn−1, . . . , S1. Then Ville’s maximal inequality for nonnegative
supermartingales (Ville, 1939; Durrett, 2013, Exercise 5.7.1) implies
α ≥ P (∃k ∈ [n] : Lk ≥ α−1) (4.15)
= P
(
∃k ∈ [n] : Tn
(
k
n+ 1
)
≥ fα,n
(
k
n+ 1
))
(4.16)
= P
(
∃x ∈
{
1
n+ 1
,
2
n+ 1
, . . . ,
n
n+ 1
}
: Tn(x) ≥ fα,n(x)
)
(4.17)
= P (∃x ∈ (0, 1) : Tn(x) ≥ fα,n(x)) . (4.18)
The final equality follows since the values x = 1/(n + 1), 2/(n + 1), . . . , n/(n + 1)
capture all of the distinct values of both Tn(x) and fα,n(x) for x ≥ 1/(n + 1), and
adding the region 0 < x < 1/(n + 1) does not change the overall probability since
Tn(x) = 0 over this region while fα,n(x) is strictly positive.
4.4 Design sensitivity of the uniform test
We have shown that the uniform test may be thought of as simultaneously conducting
general signed rank tests at all values of x with modified critical values fα,n(x). We
might equivalently think of this as adjusting the significance level α downwards,
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and to different values for different x, in computing critical values for a sequence of
general signed rank tests. Recalling that the design sensitivity of a general signed
rank test (4.6) does not depend on α, we may wonder if the uniform test has design
sensitivity equal to the maximum of the design sensitivities of the component test
statistics Tn(x). This conclusion is not quite trivial, since the “adjusted significance
levels” in the uniform test vary as n grows. Nonetheless, it turns out to be true. We
prove this for score functions ϕ : (0, 1)→ [0,∞) satisfying the following properties:
(P1)
∫ 1
0
ϕ2(x) dx <∞;
(P2) ϕ is discontinuous on a set of Lebesgue measure zero;
(P3) there exists a constant a ∈ [0, 1/2) such that ϕ is nonincreasing on (0, a),
nondecreasing on (1− a, 1), and bounded on (a, 1− a); and
(P4)
∫ 1
1−x ϕ(x) dx > 0 for all x > 0.
Theorem 4.2. Suppose ϕ satisfies conditions (P1-P4) above, and G is continuous.
Then the design sensitivity of the corresponding uniform general signed rank test
under H1(G) is
Γ˜ϕ,unif := sup
x∈(0,1)
Γ˜(x) = sup
x∈(0,1)
pi(x)
1− pi(x) , where pi(x) :=
∫∞
0
ϕ(G(y)−G(−y))1G(y)−G(−y)≥1−x dG(y)∫ 1
1−x ϕ(y) dy
.
(4.19)
Most of the work in the proof of Theorem 4.2 is captured by the following pair
of lemmas. The first, proved in Section 4.9, characterizes the asymptotic behavior
of the boundary fα,n(x) as n→∞.
Lemma 4.1. If ϕ satisfies conditions (P1)-(P3) above, then for any x0 > 0 such that
σ2n(x0) > 0, any α ∈ (0, 1), and any x ∈ (0, 1), we have n−1µn(x)→ ρΓ
∫ 1
1−x ϕ(y) dy
and fα,n(x) = µn(x) +O(
√
n) as n→∞.
The second lemma generalizes a result of Sen (1970); we give the proof in Sec-
tion 4.9.
Lemma 4.2. If ϕ satisfies conditions (P1-P3) above, and Y1, Y2, . . . are drawn i.i.d.
from a continuous distribution G, then
lim
n→∞
1
n
n∑
i=1
ϕ
(
i
n+ 1
)
1Y(i)>0 =
∫ ∞
0
ϕ(G(y)−G(−y)) dG(y) a.s. (4.20)
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Proof of Theorem 4.2. Let H(x) := G(x) − G(−x) denote the distribution of |Y |.
Fix any x ∈ (0, 1). Applying Lemma 4.2 to the truncated score function ϕx(q) =
ϕ(q)1q≥1−x yields
lim
n→∞
Tn(x)
n
=
∫ ∞
0
ϕ(H(y))1H(y)≥1−x dG(y) a.s. (4.21)
Meanwhile, Lemma 4.1 implies that
lim
n→∞
fα,n(x)
n
= ρΓ
∫ 1
1−x
ϕ(y) dy. (4.22)
Combining (4.22) with (4.21), we conclude that
P(Tn(x) ≥ fα,n(x)) = P(n−1Tn(x) ≥ n−1fα,n(x))→ 1
if
∫ ∞
0
ϕ(H(y))1H(y)≥1−x dG(y) > ρΓ
∫ 1
1−x
ϕ(y) dy, (4.23)
that is, if Γ < pi(x)/[1 − pi(x)]. Since the uniform test rejects whenever Tn(x) ≥
fα,n(x) for some x, it will reject with probability approaching one whenever Γ <
pi(x)/[1− pi(x)] for some x ∈ (0, 1). By a similar argument, P(Tn(x) ≥ fα,n(x))→ 0
if Γ > pi(x)/[1 − pi(x)], so the uniform test will reject with probability approaching
zero if Γ > pi(x)/[1− pi(x)] for all x ∈ (0, 1). The conclusion follows.
Compare Theorem 4.2 to Proposition 1 of Rosenbaum (2012). Rosenbaum con-
structs an adaptive test choosing between two test statistics and achieving design
sensitivity equal to the maximum of the two component tests. Theorem 4.2 shows
that this principle may be extended to an infinite family of tests, in this case be-
cause the family possesses a dependence structure that allows us to construct an
appropriate uniform bound.
We note that all of the score functions introduced in Section 4.2 satisfy conditions
(P1-P4). Most of these are obvious; the only work required is to show that the score
function for the normal scores test satisfies property (P1), and we give the short
proof in Section 4.9.
Proposition 4.2. For the normal scores function, ϕ(q) = Φ−1((1 + q)/2), we have∫ 1
0
ϕp(x) dx <∞ for all p ≥ 1.
Figure 4.3 shows pi(x) as defined in Theorem 4.2. Each panel includes three
alternative distributions G: normal with unit variance, Laplace (double exponential)
with unit scale, and Cauchy with unit scale. In the first two panels, each distribution
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Figure 4.3: pi(x) from Theorem 4.2 for sign and WSRT score functions when G is
standard normal, Laplace (double exponential) or Cauchy. First two panels show
alternative with τ = 1/2. Bottom panel shows rare effects model: 90% of pairs
have no treatment effect, τ = 0 while 10% of pairs have a large treatment effect,
τ = 5. See Figure 4.6 for corresponding plots with normal scores and redescending
score functions, which have pi(x) qualitatively similar to that for the WSRT score
function.
is centered at τ = 1/2. The bottom panel shows a “rare effects” model in which G is
a mixture of two of the given base distributions, one centered at zero receiving 90%
of the total mass, and the other centered at τ = 5 receiving 10% of the total mass.
This simulates a situation in which 90% of pairs have no treatment effect, while the
remaining 10% of pairs have a large constant treatment effect, so that the average
treatment effect remains equal to 1/2.
The first two panels of Figure 4.3 show pi(x) for the sign and WSRT score func-
tions introduced in Section 4.2; Section 4.9 includes pi(x) plots for the normal scores
and redescending score functions, which are qualitatively similar to pi(x) for the
WSRT. For the sign test, pi(x) is maximized at some value x < 1 under all distribu-
tions, although the increase is modest for the Laplace and Cauchy alternatives. This
illustrates the benefits of truncation with the sign test. With the WSRT, we still see
dramatic gains under a normal alternative, and indeed pi(x) ↑ 1 as x ↓ 0 for all of our
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score functions under a normal alternative. This indicates we can achieve infinite
design sensitivity under normal tails, a fact which we prove in Corollary 4.1. Under
the Laplace or Cauchy alternatives, however, we do not see substantial gains in pi(x)
as x decreases from one for the WSRT; the same holds true for the normal scores
and redescending score functions. Under the heavier-tailed Laplace and Cauchy al-
ternatives, it seems, score functions which place more weight on larger outcomes do
not benefit from narrowing attention to a subset of pairs with the largest absolute
differences. Informally speaking, the higher likelihood of large outliers means less
information is present in the tails.
The pi(x) functions in the bottom panel, computed under a rare effects model,
tells a different story. Here, a uniform WSRT benefits from narrowing attention to
a subset of pairs with large absolute differences regardless of the alternative distri-
bution, although gains are still more modest for the Cauchy alternative than for the
others. This confirms the intuitive fact that, when effects are large and rare, a test
which restricts attention accordingly yields lower sensitivity to hidden bias.
Figure 4.3 makes it clear that the best choice of x depends on the alternative
distribution G and the score function in a complicated manner. The advantage
of our uniform test is that it can adapt to the alternative at hand without prior
knowledge, achieving performance equivalent to the oracle choice of x in terms of
design sensitivity. It it also notable that all four score functions exhibit identical
behavior near x = 0. The following result makes this observation precise whenever
G is continuous with infinite support. We show that the limiting behavior of pi(x)
as x ↓ 0 is often determined by the tails of G alone, not by the score function ϕ, and
this may be used to lower bound the design sensitivity over a broad class of score
functions.
Theorem 4.3. Suppose ϕ satisfies conditions (P1-P4) above, and suppose G has
positive density g(x) with respect to Lebesgue measure for all x ∈ R. Then
Γ˜ϕ,unif ≥ lim inf
q↑∞
g(q)
g(−q) . (4.24)
Proof. Write qx for the x-quantile of |Y | when Y ∼ G, so that qx is defined by the
equation G(qx)−G(−qx) = x. We shall require the derivative of qx below, which we
find by implicit differentiation:
dqx
dx
=
1
g(qx) + g(−qx) . (4.25)
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Now observe that, using the definition of qx, we may write pi(x) from Theorem 4.2
as
pi(x) =
∫∞
q1−x
ϕ(G(y)−G(−y)) dG(y)∫ 1
1−x ϕ(y) dy
. (4.26)
We apply the generalized form of L’Hoˆpital’s rule, which says that lim sup f/g ≥
lim inf f ′/g′ when lim f = lim g = 0, to the formula (4.26) for pi(x) to find
lim sup
x↓0
pi(x) ≥ lim inf
x↓0
d
dx
∫∞
q1−x
ϕ(G(y)−G(−y)) dG(y)
d
dx
∫ 1
1−x ϕ(y) dy
(4.27)
= lim inf
x↓0
ϕ(1− x)g(q1−x)
ϕ(1− x) ·
1
g(q1−x) + g(−q1−x) , (4.28)
where the equality uses the fundamental theorem of calculus and (4.25). Condition
(P4) on ϕ implies ϕ(q) must be positive on a neighborhood q ∈ (1 − , 1) for some
 > 0, which ensures the limit is well-defined. Reparametrizing in terms of q = q1−x,
and noting that q1−x ↑ ∞ as x ↓ 0 since g is positive throughout R, we have
lim sup
x↓0
pi(x) ≥ lim inf
q↑∞
1
1 + g(−q)
g(q)
. (4.29)
Hence lim supx↓0
pi(x)
1−pi(x) ≥ lim infq↑∞ g(q)g(−q) . The conclusion follows from Theorem 4.2.
Plugging the normal density into Theorem 4.3 for g(x) confirms the fact suggested
by Figure 4.3:
Corollary 4.1. If G = N (τ, σ2), then Γ˜ϕ,unif =∞. That is, no matter what value of
Γ is used in a sensitivity analysis with a uniform general signed rank test, the power
under H1(G) tends to one as n→∞.
4.5 Simulations
Figures 4.4 and 4.5 illustrate Theorem 4.2 with simulations under standard normal,
Laplace and Cauchy alternatives; in each case τ = 1/2, except for the “rare effects”
panels in Figure 4.4 which use the rare effects model described in Section 4.4. We
simulate both standard, fixed-sample tests and uniform tests based on Theorem 4.1,
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Figure 4.4: Comparison of simulated power for fixed-sample tests (dashed lines) vs.
uniform tests (solid lines). “Cauchy rare effects” panels show alternative model de-
scribed in Section 4.4. Other panels show alternative model H1(G) with distribution
G as indicated, having center 1/2 and unit scale. All tests use α = 0.05.
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with the four score functions introduced in Section 4.2. All tests are run with level
α = 0.05 and plots are based on 10,000 replications.
The results are consistent with our findings above. Figure 4.4 compares power
for each uniform test to the the corresponding fixed-sample test based on the same
score function. In the normal case, the uniform test does not indicate finite design
sensitivity, as we expect from Corollary 4.1, and all uniform tests show substantial
gains over their fixed-sample counterparts for n ≥ 1,000. In the Laplace and Cauchy
cases, the uniform sign test still shows gains, but uniform tests based on other score
functions often fail to outperform their fixed-sample counterparts, as we expect from
Figure 4.3. With large sample sizes, however, the uniform tests at least remain
competitive in nearly all cases. Finally, the “rare effects” case again confirms our ex-
pectations from Figure 4.3, showing that each uniform test improves substantially on
its fixed-sample counterpart, even with Cauchy noise. Though not shown, the gains
for normal and Laplace noise under the rare effects model are even more dramatic,
as one would expect by Figure 4.3.
Figure 4.5 compares power between uniform tests with different score functions.
Tests tend to perform similarly with small sample sizes, but clear distinctions emerge
with large sample sizes. In the normal case, the normal scores test dominates while
the redescending score function substantially underperforms. As we have seen, under
normal noise the outliers contain the most information, and a score function which
places more weight upon pairs with large absolute differences will attain higher power
as a result. Conversely, in the Cauchy case, the normal scores tests performs the
worst, while the sign test performs the best. Here the extreme tails yield less infor-
mation, as indicated by Figure 4.3. The Laplace case is a middle ground in which the
tails yield no more or less information than most of the rest of the distribution, as
we have seen in Figure 4.3. Here the choice of score function makes little difference.
We close by noting that the uniform sign test shows considerable promise for use
in practice. It is competitive in all cases and is the strongest performer of the four
tests considered here in a number of cases. This is particularly interesting since the
fixed-sample sign test is arguably the least attractive among the fixed-sample tests
we have considered. It seems the landscape of uniform general signed rank tests is
qualitatively different from that of their fixed-sample counterparts.
4.6 Handling ties
Under the assumption that outcomes are drawn from a continuous distribution, ties
among outcome observations occur with probability zero. In practice however, tied
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indicated, having center 1/2 and unit scale. All tests use α = 0.05.
outcome data may arise in a variety of settings. In this section we discuss how to
adapt the results of the chapter to the setting of ties.
Let Y(1), . . . , Y(n) be the outcome data ordered in any way so that |Y(1)| ≤ |Y(2)| ≤
. . . |Y(n)|. Note that this ordering is not unique when ties are present; in such cases,
choose one such ordering arbitrarily. We may still apply the methods described in
the chapter directly to conduct a test. The test statistic and the uniform bound
are clearly defined given our chosen ordering of outcomes, and Theorem 4.1 holds
since no aspect of its proof depends on the absence of ties. We remark that it is
reasonable to expect P(Yi = 0) > 0 in the presence of ties; however, this only reduces
P (Yi > 0 | F), so Proposition 4.1 and Theorem 4.1 continue to hold.
However, the version of our uniform test in Theorem 4.1 depends on the ordering
we choose, perhaps arbitrarily, for (Y(i)). To remove this undesirable feature of
the procedure, we may instead use a generalization of Tn(x) which is invariant to
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the specific choice of ordering in the tied setting. We write T ?n(x) for this new test
statistic. The intuition for T ?n comes from recognizing that when ties are present, one
or more test statistics in the family (Tn(x))x∈(0,1) are partial sums that include some
terms with a particular absolute value but exclude others with the same absolute
value, and that the scores associated with these terms may be different from one
another. We obtain the family (T ?n(x))x∈(0,1) by replacing the score for each tied
value by the average of scores for all indices involved in the tie, and by adding
all these terms together to the partial sum rather than allowing partial sums that
contain some terms but not all.
Formally, define Ji =
{
j ∈ [n] : ∣∣Y(j)∣∣ = ∣∣Y(i)∣∣}, the set of ranks with equal ab-
solute pair differences to the ith ranked pair. Let m(i) = minJi, the lowest rank
within the tied group containing the ith ranked pair. Now define the test statistic
T ?ϕ(x) :=
∑
{i:m(i)≥(1−x)(n+1)}
c?i 1Y(i)>0, where c
?
i = |Ji|−1
∑
j∈Ji
ϕ
(
j
n+ 1
)
.
(4.30)
When a group of pairs share the same absolute outcome value, this test statistic
treats all these pairs as a single unit, including either all or none of them in the
partial sum, and assigning each a score equal to the average score across all members
in the tied set. Note that if there are only k < n distinct absolute outcome values,
there are only k distinct nontrivial values for T ?n(x); however, if no ties are present,
T ?n is identical to Tn.
We obtain a uniform boundary for T ?n(x) by substituting c
?
i for ci in (4.9) and
(4.10), yielding new quantities σ?n
2(x) and f ?α,n(x). In the absence of ties, the quan-
tities σ?n
2, and f ?α,n coincide with the original quantities σ
2
n, and fα,n. However, the
quantities (c?i )
n
i=1 are random, unlike (ci), hence σ
?
n, and f
?
α,n are random as well.
This requires no real change to the analysis, since these quantities are F -measurable
and we condition on F throughout the proof of Theorem 4.1. As the reader may
expect, the new boundary f ?α,n yields a valid uniform test of the sensitivity null H0(Γ)
using the order-invariant test statistic T ?n .
Theorem 4.4. Under H0(Γ), for any F-measurable x0 > 0 such that σ?n2(x0) > 0
a.s., and any α ∈ (0, 1), we have P (∃x ∈ (0, 1) : T ?n(x) ≥ f ?α,n(x) ∣∣ F) ≤ α.
Proof. Write T˜n(x) :=
∑n
i=d(1−x)(n+1)e c
?
i 1Y(i)>0; this is the same as Tn(x) with c
?
i
substituted for ci. Repeating the proof of Theorem 4.1 with σ
?
n and f
?
α,n in place of
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their unstarred counterparts, we obtain
P
(
∃x ∈ (0, 1) : T˜n(x) ≥ f ?α,n(x)
∣∣∣ F) ≤ α. (4.31)
Since m(i) ≤ i and ci ≥ 0 for all i, we have T ?n(x) ≤ T˜n(x) for all x, which implies
the result together with (4.31).
4.7 Application: impact of fish consumption on
mercury concentration
Mercury can be harmful to human health when concentrated too heavily in the
bloodstream. There is a substantial body of evidence that consuming large amounts
of fish can lead to elevated levels of mercury in the blood (Mahaffey et al., 2004). To
study the impact of a high-fish diet on mercury concentration in the blood, we use
data from the National Health and Nutrition Examination Survey or NHANES (Cen-
ters for Disease Control and Prevention (CDC) National Center for Health Statistics
(NCHS), 2017), which records detailed information about respondents’ diets and also
contains analysis of blood samples, including a measure of total mercury concentra-
tion. We identified all 1,672 NHANES respondents from 2007 to 2016 who consumed
an average of 15 or more servings of fish monthly, and matched each one to a similar
respondent who consumed two or fewer servings of fish per month. Respondents were
matched only to respondents from the same two-year period (2007-2008, 2009-2010,
etc.). Within these groups, pairs were chosen by optimal matching with respect to a
robust Mahalanobis distance (Rosenbaum, 2010a, sec. 8.3) computed from respon-
dent age, household income, gender, ethnicity, cigarettes smoked per day, and indica-
tors for high school graduation, missing high school graduation status, and smoking
more than 7 cigarettes per day. Matches were also required to obey a propensity
score caliper of 0.2 standard deviations based on a propensity score fitted to these
same variables (Rosenbaum and Rubin, 1985). The final matched sample of 1,672
pairs achieved a high degree of balance on covariates, as shown in Table 4.1. Match-
ing was conducted using R packages rcbalance and optmatch with package cobalt
used for balance checking (Pimentel, 2016; Hansen and Klopfer, 2006; Greifer, 2018).
For more discussion on the optimal construction of matched samples see Rosenbaum
(1989), Hansen (2004), Zubizarreta et al. (2014), and Pimentel et al. (2015).
Note that although the balance on observed variables in Table 4.1 is very close,
individuals with high-fish diets may differ from individuals with low-fish diets on
many unobserved attributes correlated with mercury levels. Accordingly, we are
interested not only in whether a test assuming an absence of unobserved confounders
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Average attribute values Standardized
Variable 15+ servings / mo 0-2 servings / mo difference
Age 43.73 43.63 0.005
Income/(2x poverty line) 2.99 2.96 0.017
Female 0.46 0.46 0.004
Hispanic 0.19 0.18 0.002
Black 0.22 0.22 0.001
Smoker 0.44 0.42 0.011
Cigarettes/Day 4.09 4.04 0.011
High School Graduate 0.80 0.80 0.000
Missing HS Graduation 0.03 0.03 0.000
Table 4.1: Balance table for 1,672 matched pairs formed from NHANES data. Each
pair contains one individual who consumed ≥15 servings of fish in the previous
month, and one who consumed no more than two. The first two columns give the
sample means in the matched samples for various attributes of interest, and the
third gives the standardized difference, which is computed by dividing the difference
in group sample means by the pooled standard deviation estimate from the full
dataset before matching.
rejects the null hypothesis, but in how sensitive such a result is to potential bias from
unobserved confounders.
In each of the 1,672 pairs formed, we computed the difference in total mer-
cury concentration (in micrograms per mole) between the respondent with the high-
fish diet and the respondent with the low-fish diet. The average concentration for
matched individuals with high-fish diets and low-fish diets were 3.76 and 1.02 re-
spectively, yielding an average pair difference of 2.73 micrograms per mole. We next
tested the sharp null of no effect of treatment in any pair. Mercury measurements
were rounded to two decimal places which led to some ties, so for each test we used
the test statistic T ?n(x) of Section 4.6 and x0 = 1/3 in Theorem 4.4.
The first three columns of Table 4.2 show the results of sensitivity analysis in
the matched data for the four general signed rank tests considered in this chapter.
For each of these test statistics, the na¨ıve test with Γ = 1 produces results highly
significant at the 0.05 level, and the numbers in the table describe the smallest
amount of unmeasured bias necessary to explain the observed effects assuming there
is no true effect of treatment—that is, the minimum value of Γ at which we fail to
reject the sensitivity analysis null. For example, the fixed-sample sign test ceases to
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reject the null when we allow for an unobserved confounder which increases the odds
of a high-fish diet by a factor of Γ = 4.82; in contrast, the uniform sign test requires
an unobserved confounder which increases the odds of a high fish diet by Γ = 10.51
before it ceases to reject.
1,672 pairs 190 pairs
Score function Fixed-sample Uniform Fixed-sample Uniform
Sign 4.82 10.51 3.72 8.29
Wilcoxon Signed Rank 8.06 10.47 6.04 8.09
Normal Scores 8.55 10.36 6.52 7.95
Redescending 9.68 9.97 7.26 7.58
Table 4.2: Sensitivity analysis for matched data. Each cell of the table represents
a different test statistic for testing the null of no effect of a fish diet on mercury
concentration; the first two columns give results for the full matched sample of 1,672
pairs, while the third and fourth columns give results for the smaller sample from
2015-2016 alone. The number in each cell is the smallest degree of unmeasured
confounding Γ necessary in the sensitivity analysis model before the test no longer
rejects at the α = 0.05 level.
Note that repeating the same test many times with different test statistics, as in
Table 4.2, is not recommended in practice. To avoid issues with multiple testing and
Type I error control, one should select a single test statistic in advance, possibly based
on a pilot sample as described in Heller et al. (2009). We show the results of several
tests here to illustrate the impact of the choice of test statistic and complement the
discussion in Section 4.5.
Several interesting patterns are clear in the full-sample results of Table 4.2. First,
regardless of the score function used, the uniform version of the test is less sensitive
to unmeasured bias than the fixed-sample version. This pattern is consistent with
Theorem 4.2, which tells us that in large samples the uniform test should perform
at least as well as any fixed-sample test it incorporates. Second, the performance
of the uniform test across score functions varies much less than the performance of
the fixed-sample version across score functions. In particular, the sign test performs
substantially worse than any other test examined in the fixed-sample case, but it is
comparable to (and even slightly better than) the other score functions in the uniform
setting, corroborating the evidence from simulations in Section 4.5. In this dataset,
as in the simulations, adapting over many different truncated statistics appears to
compensate for the deficiencies of the fixed-sample sign test.
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Finally, we briefly consider the importance of sample size by analyzing the subset
of the matched dataset consisting only of those respondents from the final two-year
period (2015-2016), a total of 190 pairs. The final two columns of Table 4.2 repeat
the analysis for this smaller dataset. The same pattern of results is observed, with
the uniform test outperforming the fixed-sample test for each score function, and
the sign test performing best among uniform tests. Although the benefits of uniform
testing articulated in Theorem 4.2 relate to asymptotic performance in large samples,
uniform tests may also offer substantial improvement in datasets of only moderate
size.
4.8 Conclusion and future work
We have described a new test for causal effects in a paired observational study,
the uniform general signed rank test. This test provides non-asymptotically valid
inference under Rosenbaum’s sensitivity analysis model and yields qualitative im-
provements in design sensitivity relative to existing methods. Our simulation results
indicate that the advantages of this test extend from the asymptotic regime down
to moderate sample sizes under a variety of alternative hypotheses, as well as to
real-world studies.
Though we have described a sensible method for handling ties, we have focused
our study on continuous outcomes. When ties are present but rare, as in the data
example of Section 4.7, our findings should continue to hold. However, the study of
outcomes with relatively few unique values may require alternative methodology. In
such cases, the random walk (T ?n(x))x∈(0,1) will have relatively few steps, at most the
number of unique values of the outcome, with each step comprised of many individual
observations, namely all those pairs with absolute outcome equal to a given value.
In the sequential analysis literature, such random walks are handled well by group
sequential designs (Pocock, 1977; O’Brien and Fleming, 1979; Lan and DeMets, 1983;
Jennison and Turnbull, 2000). An application to uniform general signed rank tests
may yield promising future results.
Another interesting avenue is the evaluation other theoretical properties, beyond
design sensitivity, of uniform general signed rank tests. For example, Lehmann and
Romano (2005, Chapter 6) discuss the locally most powerful property of general
signed rank tests against particular families of alternatives determined by the func-
tion ϕ. The uniform test is adaptively choosing from among a family of related ϕ
functions, and it would be interesting to understand what the implications are for
local optimality in the sense discussed by Lehmann and Romano.
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4.9 Appendix
Additional proofs
Proof of Proposition 4.1
Throughout the proof, we condition on F , dropping it from the notation for sim-
plicity. For each i ∈ [n], write Si := 1Y(i)>0, Xi := Tn(i/(n + 1)) =
∑n
j=n−i+1 cjSj,
and ai := fα,n(i/(n + 1)). Under H0(Γ), the (Si) are independent with 1/(1 + Γ) ≤
P(Si = 1) ≤ Γ/(1 + Γ). Let pi := P(Si = 1). We wish to show that the rejection
probability P(∃i ∈ [n] : Xi ≥ ai) is maximized when pi = Γ/(1 + Γ) for all i ∈ [n].
Write S := (S1, . . . , Sn)
T , a random vector in {0, 1}n. Note that, for s ∈ {0, 1}n,
P(S = s) =
∏n
i=1 p
si
i (1−pi)1−si . LetR :=
{
s ∈ {0, 1}n : ∑nj=n−i+1 cjsj ≥ ai for some i ∈ [n]}.
This set represents the rejection event, in the sense that the test rejects if and only
if S ∈ R. We will show that P(S ∈ R) is increasing in pi for each i ∈ [n], from which
it follows that the rejection probability is maximized when pi is maximized for each
i.
We claim that if s ∈ R and s′ ≥ s elementwise, then s′ ∈ R. To see this, observe
that s ∈ R implies that we can choose i ∈ [n] such that ∑nj=n−i+1 cjsj ≥ ai. Then∑n
j=n−i+1 cjs
′
j ≥
∑n
j=n−i+1 cjsj ≥ ai, so s′ ∈ R.
Now write P(S ∈ R) = ∑s∈R∏ni=1 psii (1− pi)1−si , and differentiate with respect
to pk for any k ∈ [n]:
d
dpk
P(S ∈ R) =
∑
s∈R
[
(2sk − 1)
∏
i 6=k
psii (1− pi)1−si
]
(4.32)
=
∑
s∈R
sk=1
pi(k)(s)−
∑
s∈R
sk=0
pi(k)(s), (4.33)
where pi(k)(s) =
∏
i 6=k p
si
i (1− pi)1−si . For each s ∈ R with sk = 0, there corresponds
an s′ which is identical except for s′k = 1, i.e., s
′
i = si1i 6=k + 1i=k, and this s
′ ∈ R
by the claim above. Also, pi(k)(s) = pi(k)(s′). Hence each term in the second sum
of (4.33) is canceled by a term in the first sum. We conclude d
dpk
P(S ∈ R) ≥ 0, as
desired.
We remark that an alternative proof could use Holley’s inequality for distributions
over finite distributive lattices (Rosenbaum, 2002, Sections 2.10, 4.7.2). We have
opted for the direct proof above to keep the presentation more self-contained.
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A technical result on Riemann sums
The following result ensures convergence of certain Riemann sums for some un-
bounded functions, and is necessary to analyze the asymptotic behavior of fα,n.
Lemma 4.3. Suppose ϕ : (0, 1)→ [0,∞) is discontinuous on a set of measure zero,∫ 1
0
ϕ(x) dx <∞, and there exists a constant a ∈ [0, 1/2) such that ϕ is nonincreasing
on (0, a), nondecreasing on (1− a, 1), and bounded on (a, 1− a). Then
lim
n→∞
1
n
n∑
i=1
ϕ
(
i
n+ 1
)
=
∫ 1
0
ϕ(x) dx. (4.34)
Proof. Write ϕ = ϕ1 +ϕ2 +ϕ3 where ϕ1(x) := ϕ(x)1x<a, ϕ2(x) := ϕ(x)1a≤x≤1−a, and
ϕ3(x) := ϕ(x)1x>a. Since ϕ2 is bounded, it is Riemann integrable, so n
−1∑n
i=1 ϕ2(i/(n+
1))→ ∫ 1
0
ϕ2(x) dx by standard Riemann integration theory, noting that i/(n+ 1) ∈
((i − 1)/n, i/n) for each i ∈ [n]. For ϕ1 and ϕ3, we appeal to Lemma 4.4 below to
conclude that n−1
∑n
i=1 ϕk(i/(n+ 1))→
∫ 1
0
ϕk(x) dx for k = 1, 3. The result follows
by linearity.
Lemma 4.4. Suppose ϕ : (0, 1)→ [0,∞) is monotone and ∫ 1
0
ϕ(x) dx <∞. Then
lim
n→∞
1
n
n∑
i=1
ϕ
(
i
n+ 1
)
=
∫ 1
0
ϕ(x) dx. (4.35)
Proof. Suppose first that ϕ is nondecreasing, and for each n ∈ N define ϕn(x) :=
ϕ(i/(n + 1)) for i/(n + 1) ≤ x < (i + 1)/(n + 1), i = 1, . . . , n, and ϕn(x) = 0 for
x < 1/(n+ 1). Then |ϕn| ≤ |ϕ| for all n by construction, since ϕ is nonnegative and
nondecreasing. Furthermore, since ϕ is monotone, it is discontinuous at a count-
able number of points (Knapp, 2007, p. 344), so ϕn(x) → ϕ(x) pointwise almost
everywhere. So the dominated convergence theorem implies
lim
n→∞
1
n+ 1
n∑
i=1
ϕ
(
i
n+ 1
)
= lim
n→∞
∫ 1
0
ϕn(x) dx =
∫ 1
0
ϕ(x) dx. (4.36)
The conclusion follows since (n+ 1)/n→ 1 as n→∞. If ϕ is instead nonincreasing,
apply the above argument to x 7→ ϕ(1− x).
Proof of Lemma 4.1
The limit n−1µn(x) → ρΓ
∫ 1
1−x ϕ(y) dy follows directly from Lemma 4.3 applied to
the function q 7→ ϕ(1 − q)1q≤x. The bulk of the work is in proving that fα,n(x) =
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µn(x) + O(
√
n). For this, fix ρ ∈ [1/2, 1) and let h(x) := ex/[1 + ρ(ex − 1)]2. We
require the following technical lemma, proved below.
Lemma 4.5. For any ρ ∈ [1/2, 1), 0 ≤ h(x) ≤ 1 for all x ≥ 0.
To prove Lemma 4.1, we use a first-order application of Taylor’s theorem about
λ = 0, which yields, for any c ≥ 0, λ ≥ 0,
log
(
1 + ρ(ecλ − 1)) = ρcλ+ ρ(1− ρ)h(ξ)c2λ2
2
, (4.37)
for some ξ ∈ [0, cλ]. Since Γ ≥ 1, we are assured ρΓ ≥ 1/2, as assumed above. So
combining the definition (4.10) of fα,n with the expansion (4.37), we have
fα,n(x) =
logα−1
λn
+ µn(x) +
ρΓ(1− ρΓ)λn
2
n∑
i=d(1−x)(n+1)e
h(ξi)c
2
i , (4.38)
where ξi ∈ [0, ciλn] for each i = 1, . . . , n. Now Lemma 4.5 implies
0 ≤ ρΓ(1− ρΓ)λn
2
n∑
i=d(1−x)(n+1)e
h(ξi)c
2
i ≤
λnσ
2
n(x)
2
, (4.39)
so that
0 ≤ fα,n(x)− µn(x) ≤ logα
−1
λn
+
λnσ
2
n(x)
2
. (4.40)
Applying Lemma 4.3 to the function q 7→ ϕ2(1− q)1x≤x, which is integrable by (P1),
we see that n−1σ2n(x) = O(1) for each x ∈ (0, 1). Together with the definition (4.10)
of λn, we conclude
0 ≤ fα,n(x)− µn(x)√
n
=
1√
n
(
logα−1
λn
+
λnσ
2
n(x)
2
)
=
√
σ2n(x0)
2n
+
√
2n logα−1
σ2n(x0)
· σ
2
n(x)
n
= O(1),
(4.41)
as desired.
Note that, if we further assume
∫ 1
0
ϕ3(x) dx <∞, then we have the second-order
expansion mentioned in Section 4.3,
fα,n(x) = µn(x) +
(
1 +
σ2n(x)
σ2n(x0)
)√
σ2n(x0) logα
−1
2
+O(1). (4.42)
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To prove (4.42) we follow an analogous argument starting from
log
(
1 + ρ(ecλ − 1)) = ρcλ+ ρ(1− ρ)c2λ2
2
− ρ(1− ρ)h2(ξ)c
3λ3
6
, (4.43)
for some ξ ∈ [0, cλ], where
h2(x) :=
ex[ρ(1 + ex)− 1]
[1 + ρ(ex − 1)]3 (4.44)
satisfies 0 ≤ h2(x) ≤ 1 for all x ≥ 0. By the same argument which led from (4.37)
to (4.41), we find
0 ≤ logα
−1
λn
+ µn(x) +
λnσ
2
n(x)
2
− fα,n(x) ≤ ρΓ(1− ρΓ)λ
2
n
6
n∑
i=d(1−x)(n+1)e
c3i = O(1).
(4.45)
Substituting the definition of λn shows that
logα−1
λn
+ µn(x) +
λnσ
2
n(x)
2
= µn(x) +
(
1 +
σ2n(x)
σ2n(x0)
)√
σ2n(x0) logα
−1
2
=: gα,n(x).
(4.46)
Note that the chosen value of λn is the minimizer of the left-hand side of (4.46)
when x = x0, justifying the claim that λn is chosen to optimize the bound gα,n(x) at
x = x0.
Proof of Lemma 4.5. That h(x) ≥ 0 for all x ≥ 0 is clear from the definition. To see
that h(x) ≤ 1, observe
h′(x) = ex
(
1− ρ(1 + ex)
[1 + ρ(ex − 1)]3
)
. (4.47)
Now the inequality ex ≥ 1 + x implies 1− ρ(1 + ex) ≤ 1− 2ρ ≤ 0 by our assumption
ρ ≥ 1/2, while 1 + ρ(ex − 1) ≥ 1 > 0. Hence h′(x) ≤ 0 for all x ≥ 0. Together with
h(0) = 1, the conclusion follows.
Proof of Lemma 4.2
Let H(x) := G(x) − G(−x). Fix any  > 0. Because bounded, continuous func-
tions with compact support are dense in Lp (Hewitt and Stromberg, 1965, The-
orem 13.21), we can find a continuous function ϕc : [0, 1] → [0,∞) such that
CHAPTER 4. THE UNIFORM GENERAL SIGNED RANK TEST 198
∫ 1
0
|ϕ(x)− ϕc(x)| dx < , and ϕc(x) = 0 for all x ∈ [0, b) ∪ (1 − b, 1] for some
0 < b < a. Now write
τ :=
∫ ∞
0
ϕ(H(x)) dG(x) and (4.48)
τc :=
∫ ∞
0
ϕc(H(x)) dG(x). (4.49)
We will show
lim sup
n→∞
1
n
∣∣∣∣∣
n∑
i=1
ϕ
(
i
n+ 1
)
1Y(i)>0 −
n∑
i=1
ϕc
(
i
n+ 1
)
1Y(i)>0
∣∣∣∣∣ < , a.s., (4.50)
1
n
n∑
i=1
ϕc
(
i
n+ 1
)
1Y(i)>0
a.s.→ τc, and (4.51)
|τc − τ | < , (4.52)
from which we conclude lim supn→∞
∣∣∣n−1∑ni=1 ϕ ( in+1) 1Y(i)>0 − τ ∣∣∣ < 2 a.s. Since 
was arbitrary, the conclusion follows.
To obtain (4.50), use the triangle inequality to write
1
n
∣∣∣∣∣
n∑
i=1
[
ϕ
(
i
n+ 1
)
−
n∑
i=1
ϕc
(
i
n+ 1
)]
1Y(i)>0
∣∣∣∣∣ ≤ 1n
n∑
i=1
|ϕ− ϕc|
(
i
n+ 1
)
(4.53)
=
1
n
n+1∑
i=1
|ϕ− ϕc|
(
i
n+ 1
)
− |ϕ− ϕc| (1)
n
(4.54)
→
∫ 1
0
|ϕ− ϕc| (x) dx < , (4.55)
where the limit uses Lemma 4.3, noting that |ϕ− ϕc| is bounded on [b, 1 − b] and
monotone elsewhere, and final inequality follows from our choice of ϕc.
The second step (4.51) follows from Theorem 1 of Sen (1970) applied to ϕc, which
we partially restate. See Section 4.9 for an explanation of why our statement differs
from Sen’s.
Lemma 4.6 (Sen, 1970, Theorem 1). Suppose ϕc ∈ L1(0, 1) is bounded and con-
tinuous, and suppose Y1, Y2, . . . are drawn i.i.d. from a continuous distribution G.
Then
1
n
n∑
i=1
ϕc
(
i
n+ 1
)
1Y(i)≥0
a.s.→
∫ ∞
0
ϕc(H(x)) dG(x). (4.56)
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Finally, to see (4.52), use the triangle inequality to write
|τc − τ | ≤
∫ ∞
0
|ϕc − ϕ| (H(y)) dG(y) (4.57)
≤
∫ ∞
0
|ϕc − ϕ| (H(y)) dH(y), (4.58)
since H ′(y) = G′(y) + G′(−y) ≥ G′(y) and the integrand is nonnegative. From this
we conclude
|τc − τ | ≤
∫ 1
0
|ϕc − ϕ| (u) du < , (4.59)
by our choice of ϕc.
Proof of Proposition 4.2
Fix any p ≥ 1. A standard Crame´r-Chernoff tail bound for the normal distribution
(Boucheron et al., 2013, Section 2.2) gives 1−Φ(x) ≤ e−x2/2, which implies Φ−1(q) ≤√
2 log(1− q)−1. Hence∫ 1
0
|ϕ(q)|p dq ≤ 2p/2
∫ 1
0
[log(2/(1− q))]p/2 dq (4.60)
= 21+p/2
∫ ∞
log 2
yp/2e−y dy (4.61)
using the substitution y = log(2/(1 − q)). The final integral is upper bounded by
Γ(1 + p/2), using the definition of the Gamma function and non-negativity of the
integrand, which completes the proof.
Discussion of Theorem 1 from Sen (1970)
Sen (1970) assumes only that ϕ ∈ L1(0, 1) is continuous. Denoting ϕn(x) := ϕ(i/(n+
1)) for (i− 1)/n < x ≤ i/n, i = 1, . . . , n, their proof (p. 2141) claims that
lim
n→∞
∫ 1
0
|ϕn(x)| dx =
∫ 1
0
|ϕ(x)| dx. (4.62)
The conclusion (4.62) is not true for all continuous ϕ ∈ L1(0, 1), as the counterex-
ample below shows. However, noting that
∫ 1
0
ϕn(x) dx = n
−1∑n
i=1 ϕ(i/(n+ 1)), our
Lemma 4.3 shows that (4.62) is true under stronger conditions, and in particular is
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Figure 4.6: pi(x) from Theorem 4.2 for additional score functions not included in
Figure 4.3, when G is standard normal, Laplace (double exponential) or Cauchy,
and τ = 1/2.
true for bounded ϕ. This is the reason we require boundedness in our restatement
of Sen’s result, Lemma 4.6.
Let ϕ(x) = n for 1/(n+1) ≤ x ≤ 1/(n+1)+1/(n2n+1), n ∈ N. Then ∫ 1
0
ϕ(x) dx =∑∞
n=1 2
−n−1 = 1/2, hence ϕ(x) ∈ L1. But n−1∑ni=1 ϕ(i/(n+1)) ≥ n−1ϕ(1/(n+1)) =
1 for all n, so lim infn→∞ n−1
∑n
i=1 ϕ(i/(n + 1)) ≥ 1 > 1/2 =
∫ 1
0
ϕ(x) dx, showing
(4.62) does not hold. This ϕ is not continuous, but may be replaced with a continuous
approximation by standard arguments.
Additional plots of pi(x)
Figure 4.6 plots pi(x) as defined in Theorem 4.2 for additional score functions not
included in Figure 4.3.
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