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Abstract
This thesis investigates the problem of fault detection and isolation in complex and distributed
systems, with the aim of improving sustainability. The primary objective is to develop a the-
oretical framework for modelling, detecting and isolating faults. Presented models are capable
of capturing nonlinear effects of a fault, and also are able to successfully incorporate multiple
causes that might lead to the same fault, where each of the presumed causes is masked by con-
ditions such as noise or model-reality mismatch. Next, a protocol is developed that allows local
models to interact continuously to make a decision about the state of the system. Classification
of neighbouring local models in autonomous groups and exchange of local model parameters
within a group allow decentralised decision-making about the presence of faults.
To model a fault that may be caused by more than one source, a mixture of conditional
Gaussian transitions is proposed. The conditional means are modelled by recurrent neural
networks, thus permitting arbitrary nonlinearity, and the expectation-maximization algorithm
is used to estimate model parameters. By grouping known types of faults, a bank of competing
local fault models is formed. The mixture model is then extended to the case of a hidden
Markov model to handle instances where the relationship between the various causes of fault
changes with time. Recurrent neural networks are again used to model the conditional means.
For practical application of the methodology, asymptotic stability of the model is demon-
strated. This is done by appealing to the theory of Markov chains on a general state space.
Methods for model evaluation and parameter estimation are established by adapting the Baum-
Welch procedure to autoregressive hidden Markov models. Finally, a procedure for distributed
fault detection is proposed, which is based on consensus in a group of local agents/experts.
Local models are represented by Markov chains, and modelling consensus as a mixture of these
allows estimation of optimal ratings using the expectation-maximization framework. To deal
with the unobservable case, the procedure is extended to accommodate hidden Markov models.
Stability conditions for the algorithm are also determined.
In summary, this thesis helps answer some important questions concerning the detection of
faults in complex and distributed systems. The problem of fault modelling, which is generally
nonlinear and multi-modal, suggests the use of a mixture model. In contrast to previously
ii
proposed methods, the conditional mean of a mixture component is modelled by a continuous
nonlinear function for which the Lipschitz condition holds. In the case where the contribution of
the mixture component to the total fault dynamics changes with time, an autoregressive hidden
Markov model is employed. Finally, to establish decentralized fault detection, a consensus
algorithm is used in concert with hidden Markov models. The efficacy of the proposed methods
is demonstrated using simulation.
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Chapter 1
Introduction
Fault detection and isolation in dynamic systems is an important aspect of providing satisfac-
tory system performance. Timely detection of the presence of a fault is exceedingly important
to prevent a system failure caused by divergence from normal behaviour. In particular this
is a true for systems consisting of a number of small parts (dynamic units) which interact
to aggregate individual dynamics into collective behaviour. Such systems are called complex
systems. These systems are quite often geographically dislocated which makes it impossible
to supervise them without extending into another technical system. This extended system is
usually composed of a collection of autonomous computers linked by a computer network and
these networked computers form a distributed system.
Fault detection is an important part of every engineering system and it is often a prerequisite
for commissioning. Hence robust fault detection is invaluable for many reasons. Some of
the essential requirements imposed on engineering systems are very high levels of reliability,
maintainability and availability of these systems. In other words engineering systems have to
be sustainable and this is why fault detection is important. There are a number of different
algorithms for fault detection. These algorithms extend from simple level and trend checking
to complex algorithms based on process- and signal-based models capable of capturing the
different nonlinear effects in a system caused by a fault. Some of these models take into account
deterministic behaviour caused by a fault. A more general class consists of models capable of
dealing with random effects associated with a fault. Additionally models can be grouped as
linear or nonlinear based on their capability to deal with a mathematical relationship between
physical quantities. Depending on the problem at hand the most suitable models are chosen.
Once a fault is detected it is usually necessary to isolate a particular fault in order to
decide on which countermeasures to use. There exist different inference strategies adapted to
a particular class of fault detection model. For probabilistic types of fault models the most
suitable strategy is one based on a likelihood function and comparison of a likelihood function
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for different sets of parameters. Since models may appear to be inaccurate due to real process
variations or other random effects, they might affect a making-decision process. One of the
essential requirements imposed on fault detection and isolation is to be robust with respect to
reality-model mismatch.
Of particular interest in this thesis are methods which deal with random and nonlinear
types of faults with possible multiple causes. For modelling, detection and isolation of such
faults a theoretical framework based on the theory of Markov processes is proposed. In partic-
ular, a mixture of conditional Gaussian transitions, autoregressive hidden Markov models and
distributed hidden Markov models are considered. A new class of hidden Markov model, called
a distributed hidden Markov model, is proposed. This model is specifically designed for fault
detection and isolation in distributed systems. Finally, particular attention is paid to proving
that all proposed algorithms are robust.
1.1 Outline of the Thesis
This thesis is structured as follows. Chapter 2 discusses fault diagnostics in more detail and
give examples from the power industry where fault detection and isolation is important and
necessary. The theoretical background used in the thesis is presented in Chapter 3. A mix-
ture model with a conditional mean modelled by a recurrent neural network is addressed in
Chapter 4. An autoregressive hidden Markov model with a conditional mean given by a re-
current neural network is the topic of Chapter 5. In Chapter 6, a distributed fault detection
algorithm is explained. Chapter 7 discusses the conclusions drawn from analysis of the three
new algorithms and outlines suggestions for future work in this area.
2
Chapter 2
Overview of Fault Detection and
Isolation
The aim of the research for this thesis is to develop a theoretical framework capable of detecting
a broad range of nonlinear and random variations of current or voltage in electric power systems
that can lead to performance degradation.
Generally speaking the purpose of power systems is to supply electric energy. There exist
three vital aspects in the realisation of this objective [122]. The first is electricity generation,
defined as the process of creating electricity from other forms of energy. The second aspect
is electric power transmission from generating plants to substations located near population
centres. Finally, electricity distribution represents the last step in the delivery (before retail)
of electricity to end users. All three aspects represent linked technical systems which are, as in
any other system, prone to fault caused by acts of nature or by human error.
The goal of the research described in this document gains importance primarily because
of the so-called “smart grid” initiative, which imposes higher standards on the functioning
of power systems. The term “smart grid” is general and covers many different aspects [16].
What is common to all definitions is the question of reliability and power quality delivered to
the customers. Essentially the “smart grid” initiative reflects some of the changes that have
occurred in power systems. One of the changes is the need for environmentally sustainable en-
ergy production. This has led to the introduction of smaller generating units (wind generators,
solar panels, fuel cells etc.), which can be installed at any place in the system without much
restriction. This is beneficial from the customer’s point of view, but embedded generation has
made the automatic control in power systems more complicated than ever before [127].
Both monitoring and protection, two basic supervision tasks of fault management in power
systems, have been effected most by these changes and need to be advanced further to respond
to the “smart grid” initiative. As discussed in [16], monitoring of power quality needs to be
improved, leading to automatic analysis of disturbances, particularly transients. This require-
ment matches additional requirements imposed on supervision tasks [118]. Even higher goals
are set for power system protection. In situations where there exist a number of small genera-
tors within a distribution network, the problem of coordination emerges [127]. In simple terms,
coordination means that all participants need to keep their neighbours informed about their
own local state. From this follows the concept of coordinated protection [16]. In other words,
based on local measurements and information exchange amongst neighbouring protection re-
lays, a decision is made using information from multiple locations in the local network [16].
These are just some of the examples of a much broader range of problems which have emerged
in the interconnected power system.
The challenges faced by the “smart grid” initiative which are relevant for the proposed
research can be summarised as follows [127]
• a large number of components which are tightly interconnected and distributed in a vast
area
• a variety of participants acting on the system at different places simultaneously
• random disturbances which can lead to widespread failure
• no single centralised entity can monitor or control all the interactions in real-time.
Fault detection in the system as a whole is not advisable. There are at least two reasons why
this approach is limited. Firstly, to model weak or even non-existent relationships between
subsystems represents unnecessary effort. Secondly, there is a problem of model consistency
when a fault happens. A fault after it has occurred suggests that the structure of the system
has been changed. If a fault has taken place in only one subsystem, it seems an unnecessary
effort to re-build the entire system model. Consequently this creates the need for distributed
processing and also for knowledge of local models (agents). Distributed processing requires
that the entire power grid is divided into a number of monitoring/control areas.
Distributed monitoring and control offers many advantages over centralised control, such as
enhanced reliability, flexibility and efficiency [127]. As a foundation for distributed processing,
a number of techniques and theories have been developed for this purpose. Multi-agent the-
ory [155] and distributed management and control [127] are two of these. In this thesis, the
multi-agent theory is of particular interest. It provides the framework for mapping different
components of the system to adaptive and intelligent entities capable of exchanging messages
with other agents in order to reach agreement in a group of agents.
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2.1 Complex and distributed systems: definitions, prop-
erties and terminology
A complex system can be defined as a system composed of a number of interconnected dy-
namic units whose interaction enforces the collective behaviour of a system [46]. Each complex
system exhibits a characteristic macroscopic pattern which ideally corresponds to the func-
tional requirements imposed on that system. ”Macroscopic pattern” means that the complex
system exhibits only dynamic behaviour since a complex system constantly requires a flow of
energy [46] in order to function. A property which distinguishes a complex system from many
other systems is its ability to interact with the environment whose behaviour cannot be spec-
ified in advance [15, 46]. It follows that there are two main contributors to complex system
behaviour: the internal dynamics of the complex system arising from the system itself and
interaction with the environment.
Challenges in dealing with a complex system are linked to the dynamic behaviour caused
by changes in the internal structure and to its interaction with the environment. Modelling
of such systems is difficult because of dynamic state transitions which may be caused by both
regular or irregular (random) changes. The important fact which simplifies the modelling of
such systems is that even though the system has many degrees of freedom, its dynamics can
be modelled by a small set of nonlinear ordinary differential equations [46]. The research for
this thesis uses this assumption heavily in modelling dynamic units of a complex system by a
recurrent neural network.
There are many examples of complex systems [15], but of a particular interest in this thesis
are those embedded in real space, that is, systems which occupy two or three-dimensional Eu-
clidean space (spatio-temporal systems). One such system is an electric power grid [122, 123,
146]. Electric power grids are of interest because of their specific characteristics. They include
both topological and electrical structures. To capture both aspects, graphs are used, where a
node denotes a power system bus and an edge represents a physical connection (power line or
cable) between two buses [28, 60]. The topology of the IEEE 300 node system is given as an ex-
ample in Fig 2.1. Fault detection in complex systems is difficult and has many challenges, which
arise both from the particular complex system topology and from the unpredictable nature of
a fault [2]. There is a need to enhance a physical complex system and add another hierarchical
level whose purpose is to monitor and possibly control the underlying complex system. One
purpose of an embedded distributed computer system (simplified to ”distributed system” in the
remainder of this thesis) is to provide communication between physically dislocated dynamic
units and at the same time enable intelligent decision-making and management.
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Figure 2.1: Topology of the IEEE 300 node System [60]
A distributed system is defined as a system of multiple autonomous processing elements
which cooperate in order to achieve a common goal [53]. These processing units are inter-
connected by a local area network. The essential characteristics of a distributed system are
the existence of multiple processes, inter-process communication, a disjoint (loosely coupled)
address space and, finally, processes which interact to achieve a common goal [53]. One such
goal is detection of a fault.
To achieve a common goal some important issues in distributed systems must be addressed.
The first is that a local process is not expected to have global knowledge about the system
state. The second is that the network topology needs to be designed to best suit the common
goal. Next, time synchronization of the local processes must be achieved. Finally, at a higher
hierarchical level, a processing unit is not necessarily equivalent to the topological node and
neither do communication links necessarily correspond to physical links. It is still assumed that
the state of the underlying complex system can be reliably estimated using local measurements
plus a protocol for communication between local processing (monitoring) units.
2.2 Development of a model
Developing a systematic approach to the detection of faults in distributed systems begins with a
local model. What is needed from such a model is the ability to capture two types of problem.
First of all, it is necessary that it accurately model the nonlinear effects caused by a fault.
Secondly, modelling of the multiple causes of the same type of fault becomes the backbone of
successful detection. For example, consider a fallen power line in a residential area that hangs
and randomly touches different surfaces such as concrete, asphalt or grass. Each surface will
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have its own contribution to the same type of fault. Finally it is assumed that existing nonlinear
effects and multiple causes are masked by noise. To illustrate a fault that combines nonlinear
effects and multiple causes the quenching effect will be considered [37].
High power density transmission is one of the most difficult challenges of modern electric
power systems. For high power density reliable, cheap and efficient conductors are required. A
technological breakthrough which opens a possibility for almost lossless electric energy transport
is required. Superconductors, which have zero resistance and so can carry very high currents,
offer a promising solution to the achievement of this goal. The most critical aspect in applied
superconductivity is the maintenance of the conductor temperature below some critical value.
When the temperature exceeds the critical value the material loses its superconducting charac-
teristic. Fig. 2.2 illustrates a typical section of a superconducting power conductor. When the
superconductor loses its superconducting characteristic and reverts to being a non-conducting
ceramic material, current starts flowing through the stabilizer. This effect is called quench-
ing [37]. This is unwanted behaviour and needs to be prevented by early detection. Quenching
Figure 2.2: Quench Phenomena [37]
means that a local temperature rise anywhere in the superconducting cable will effect the entire
cable and consequently the system in which it is used. This local temperature deviation may
be caused by one of following reasons or their combination
• cable damage (physical deformation caused by external force),
• a local defect in the material,
• the oxide layer at connectors.
For monitoring and fault detection a voltage drop on the superconducting cable is measured.
The voltage changes its behaviour dramatically once the critical temperature is exceeded, show-
ing clear nonlinear characteristics. Once a local model is developed, the question remains of
how to ensure that all local models in the system interact continuously in order to make a
decision about the state of a distributed system. In order to pursue these objectives, the theo-
retical framework in which the research is placed must be considered. In general, all monitored
7
Figure 2.3: Quench Propagation [37]
signals are statistically dependent. This fact implies the dependence of the present observation
on previous observations and motivates the need for models capable of capturing dependence.
Since the order of dependence (the number of preceding observations on which the present
observation depends) may vary, compound models are necessary.
A significant simplification would be achieved if the assumption of first order dependence
were a sufficiently good approximation, i.e. if future observations of the monitored process
depend only upon the current observation. This property is known as the Markov property
and a random process with this property is called a Markov process [54]. Despite the simplicity
of this property, many real-life problems can be modelled using this assumption. However, it is
not always possible to reduce dependence in an observed random process to the first order. For
instance, an autoregressive model of order greater than one is an example of a non-Markovian
process.
The application of the theory of Markov processes to non-Markovian processes requires
some expansion in order to be able to deal with general states and their conditional probability
distribution. In this case, the observed “states” are artificially constructed such that the “fu-
ture” and “past” can be uniquely described [101]. In the work undertaken for this thesis, both
Markov processes and Markovian representations of non-Markovian processes are considered in
order to design models with the required properties and a protocol for communication between
models in distributed systems.
The desired system properties of reliability, maintainability and availability (in a word
”sustainability”) and their relation to fault detection must be considered. It is intuitively clear
that reliability can be most easily understood through the prism of the theory of probability.
The reason is evident as the time to failure occurs randomly. In order to model such behaviour, a
random variable Tf is introduced representing time to failure. The probability that the random
variable Tf takes values greater than or equal to specified time t gives rise to the reliability
R(t) = P (Tf ≥ t) [85, 144]. It is more informative to determine the conditional probability
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that the component fails in the time interval t+∆t given that it survived up to time t, that
is P (t ≤ Tf ≤ t + ∆t|Tt ≥ t). This probability can be expressed in terms of the reliability
function
P (t ≤ Tf ≤ t+∆t|Tt ≥ t) = R(t)− R(t+∆t)
R(t)
.
It follows that the probability of the component failure in the time interval t+∆t is determined
by the relative change in reliability. Monitoring the relative change in reliability over a specified
time interval reveals an additional way to describe the reliability, namely, the failure rate
function is
λ(t) = lim
∆t→0
R(t)− R(t+∆t)
R(t)
= − dR(t)
∆tR(t)
1
dt
.
This implies that R(t) = exp
( ∫ t
0
λ(τ)dτ
)
.
While the previous definitions are theoretically valuable a more intuitive definition might
be useful. Another way to quantify the reliability is through the mean time to failure τ¯TF . The
advantage of a single quantity is that it is easier to use and interpret. This is particularly true
for the analysis in this thesis. If the failure rate λ(t) has a constant value, λ0, then τ¯TF reduces
to τ¯TF =
∫∞
0
R(t)dt = 1/λ0, that is, the average time of the correct operation until failure.
Related to reliability, another system property commonly used in practice is maintainabil-
ity [85]. ”Maintenance” means that the system is not in operation, or at least a part of it, and
that it is waiting for repair. Since the time to restore the system is random, the maintainability
is defined as a probability as well. Specifically, the maintainability is modelled as the probabil-
ity that a failed system is functionally recovered within the specified time Tr [85, 144]. There
are three common forms of maintenance activities:
• Preventive activity includes routine inspection and happens at predetermined time inter-
vals,
• Corrective activity normally means complete replacement of aged components,
• Unplanned activity is caused by an unexpected emerging situation, and the aim is to
avoid this.
Each of these maintenance activities contribute to the expected mean time to repair denoted
as τ¯TR.
Individually, neither the reliability nor the maintainability provides a complete picture of a
system performance. A characteristic that describes performance of a system is the availability,
which is defined [144] as the probability that the system is functioning at time t without failure
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and in a steady state and is given by
A(t) =
τ¯TF
τ¯TF + τ¯TR
.
What stems from the definition is that there are two possibilities to increase the availability. The
first is to improve the reliability and consequently increase τ¯TF . This is normally achieved by
advanced system planning and design strategies, but these will not be investigated in this thesis.
The focus of the research for this thesis is the second approach, which deals with techniques
that indirectly minimize the expected time to repair τ¯TR. As already mentioned, unplanned
maintenance is caused by an unexpected situation and represents the most expensive factor of
energy production. Consider, for example, unplanned maintenance of offshore wind turbines.
The most drastic example is an emergency shutdown which can cause significant losses and
threat to safety. The shutdown is usually proceeded by drastic failures in the system. Because
this situation causes severe degradation either in system structure or system functioning or
both, it requires significant time to repair. As a solution for preventing drastic developments,
early detection of any deviation is of considerable interest.
In the literature [24, 32, 68, 118], a failure is defined as a permanent interruption in a
system’s functionality and is caused by one or more faults. On the other hand, a malfunction is
seen as a temporal irregularity in a system’s operation and also emerges as a result of fault(s).
Finally, a fault itself is defined as an unpermitted deviation from the usual in one or more
system characteristics. In other words, a fault is an indication of possible degradation in a
system’s behaviour and, as such, could lead to unforeseen consequences.
In general, all faults are classified according to the form, time behaviour and extent of influ-
ence [118]. A fault can be one of two possible forms: systematic or random. A systematic fault
implies a constant appearance of unwanted behaviour. A random fault includes a stochastic
appearance. In this thesis, the focus is on random faults. Time behaviour describes possible
changes in the fault development. This can encompass abrupt (stepwise), incipient (driftwise)
or transient behaviour. Finally, the extent of influence of a fault can be local, affecting only
particular subsystems, or global, influencing the functionality of an entire system.
Thus, to enhance system performance and prevent permanent or temporary system degra-
dation, early fault detection plays a crucial role. A fault can develop into a malfunction or
failure with potentially dangerous outcomes. To take appropriate counteraction it is necessary
to detect the change of one or more relevant characteristics of the system. The selected char-
acteristics are expected to reflect the state of the system as closely as possible. Consequently,
what is fundamental for fault detection is the supervision of changes in selected characteristics.
Techniques for supervision of changes in the system are an integral part of fault management.
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2.3 The Tasks of Fault Management
Fault management is a subfield of control system theory [24, 68, 69], which was developed
in response to the increasing demands placed on manufacturing processes and systems. This
area has a long history. In essence, the main problem that is covered by fault management is
technical supervision. To understand all the reasons that have influenced the development of
fault management, the simplest supervisory techniques that have arisen in the early stages of
the development of this technical discipline can be considered first.
A typical structure of a process plant is depicted in Fig. 2.4. Any such system consists of
three main elements: actuators, process and sensors. Through the actuators, control signals
affect the process, whose dynamic is observed by the sensors. Each component can be affected
by an unknown input Et and/or a fault Ft. An unknown input can be noise, disturbances or
parameter variations influencing the system. On the other hand a fault is caused by unpermitted
deviation in system behaviour. Any of these will cause changes in the measurable output
variable yt. Fault detection in sensors and actuators is most widely used in practice [32, 68]. In
this thesis, only process fault detection is considered because faults in electric power systems
can be considered to be predominantly process faults. To track changes in the system, it is
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Figure 2.4: System Model
necessary to systematically measure physical quantities of a system, for example the current in
a power distribution system. By its nature every individual variable is continuous in both time
and value. On the other hand, the collection and processing of variables are performed on a
discrete computer which is attached to the system being monitored. To be able to deal with
continuous measurements, a processing unit has to transform a continuous signal to its discrete
form. All measurements are discretised using analog-to-digital conversion. As a result, system
measurements are seen by processing units as values observed in equidistant time intervals. The
possible values which the discretised measured variable can take are, strictly speaking, discrete
as well. However, the resolution of the analog-to-digital conversion can usually be considered
high enough to keep the assumption about continuous values of the observed physical quantities.
From now onwards in this thesis it will be assumed that the sequences (time series) representing
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physical quantities of a system are discrete-time sequences.
The simplest supervision technique based on limit-checking of the measurable output vari-
able yt introduces two fundamental tasks. The first task of supervision, named the monitoring,
is defined as a way to examine if the quantities yt lie in the range ymin < yt < ymax. If the
variations of output variable yt exceed threshold values, an alarm is triggered. Once the alarm
is activated an appropriate counteraction can be taken. In the literature [4, 68, 118, 119], this
is the second task and is called automatic protection. Despite its simplicity and the abundance
of practical applications, the use of the limit-checking method is limited to very specific cir-
cumstances. To detect a change reliably, a very large deviation in the output process and its
corresponding features is required.
For the sake of completeness and clarification, the difference between monitoring and super-
vision must be underlined. The difference lies in the fact that monitoring involves measuring
and processing data and, unlike supervision, does not include a follow up action (the protection
task). In other words monitoring is a subset of supervision.
If many stringent requirements have to be met, then the basic supervision tasks, monitoring
and protection, have to be accompanied by advanced tasks of supervision. For safe and smooth
functioning of many systems, additional requirements [118] are implemented, such as
• supervision of processes in transient states
• early detection of small faults and incipient (slowly developing) faults
• diagnosis of faults in the processes, actuators and sensors
• detection of faults in a closed-loop control systems.
To respond to these challenges new tasks are introduced: supervision with fault diagnosis and
supervision actions. Consequently, fault management consists of the following tasks: monitor-
ing, protection, supervision with fault diagnosis and supervision actions [68, 119, 143].
The research outlined in this thesis belongs in the wide sense to the supervision with fault
diagnosis task. In order to describe the scope of the research better, the objectives of this task
need to be considered in more detail. The task consists of several activities, all of which share
the goal of making a decision on counteraction due to a fault. The task can be divided into
the following sequence [68]: feature generation, fault detection, fault diagnosis, fault evaluation
and decision on action. These activities will now be outlined briefly.
Due to the random nature of the measured signals, it is unrewarding to make a decision
using unprocessed raw data. More versatile methods are demanded to provide system charac-
teristics which unambiguously represent and indicate the current state of the system. In this
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sense, different techniques are used for feature generation [35, 52, 133]. One of the essential
assumptions in fault diagnostics is that the causality principle holds. In other words it is as-
sumed that the source of a fault is associated with a cause which leads to a characteristic effect.
This makes it possible to distinguish between different sources which cause a fault [119] and
is essential for feature generation. Once the features corresponding to the current state of the
system are generated, they are compared against the fault-free state of the system. As a result,
the binary decision is made if the newly estimated features match the fault-free features or not.
This activity is called fault detection. Once a high level of certainty is achieved that a change
has happened, the next step is to determine the type of fault, location and its extent. Empow-
ered by various classification and reasoning methods [143] fault diagnosis provide answers to
these questions. After the type, location and size of a fault are determined (isolation), the next
activity is to identify how dangerous the fault is and what hazards it creates (identification).
Fault evaluation is responsible for classifying a fault into an adequate hazard class. Finally,
the last activity of the supervision with fault diagnosis task is decision on actions. Once the
hazard class and possible degree of danger are decided, the course of action is determined.
The last task, decision on actions, will be sketched only briefly here since it will not be ad-
dressed in this thesis. How minimising the time to repair τ¯TR optimises the system performance
was described earlier. It is possible to reduce this time by preventing drastic developments.
This is accomplished primarily by using information about the hazard class. Depending on
the hazard class, two types of action may be taken: either to stop the system or to continue
with operation but under changed conditions. If the decision is made to stop operation, then
it could be because of immediate danger to the system and environment (shutdown) or for
planned activities (inspection, maintenance, repair). On the other hand, if the system con-
tinues operation despite faulty conditions, then this may be because of a change in operation
settings (i.e. lower set-point values) or a system reconfiguration. A system reconfiguration
is achieved by fault-tolerant control [153, 156]. If there are severe faults in a system then it
might be necessary to restructure a control strategy for dynamic systems. This topic will not
be considered further in this thesis.
To summarise, the supervision tasks of fault management are required to respond to specific
requirements placed on the manufacturing processes and systems. Despite the importance of
each of these tasks, the proposed research is limited only to the supervision with fault diagnosis
task. Specifically, in what follows two fundamental activities, feature generation and fault
detection, will be considered.
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2.4 Introduction to Model-based Fault Detection
To accomplish the task of supervision with fault diagnosis, knowledge about the underlying
system is required [68]. This knowledge is conveniently expressed in the form of a model which
captures the functional relationship between excitation and response. Commonly, modelling
begins with physical laws describing the system and results in a system of differential or partial
differential equations that gives the model. In most cases the direct application of such an
approach is very demanding since it can produce a very complex model [32]. The reduction
to a simplified model is often employed in practice and is normally done by approximation or
linearisation of the original model. This approach is known as theoretical modelling or white-
box modelling [68] in control systems theory. The main characteristic of such a model is that
its parameters directly reflect system physical behaviour. For example, model parameters such
as capacitance, resistance, stiffness etc., can be monitored in order to detect changes in the
system.
For most real systems it is very difficult to determine a model of reasonable simplicity which
at the same time achieves satisfactory accuracy. Therefore, another method must be resorted
to which relies on measurements, and a model structure which is adopted in advance. This is
known as the experimental or black-box modelling where the main goal is the determination
of the model parameters. The idea is that the model parameters summarise the extracted
knowledge about a system, given historical data.
While enjoying the simple implementation, there are a few drawbacks. The first is the
choice of the model structure, which is invariably the biggest challenge, for example, whether
to select a linear or nonlinear model in some particular cases. Another difficulty of experimental
modelling is the interpretation of the relationship between experimental and theoretical model
parameters. To determine a unique relationship between them can be very complicated [65]. On
the other hand, this is not strictly required [9] since much simpler models than the theoretical
are normally used in practice.
In the work for this thesis only experimental models are considered. Specifically, the deter-
mination of models is based on identification of parametric models [70, 148]. In the literature,
the experimental models are also known as data-based models [32]. In practice, two particular
types of experimental models are possible: a process model and a signal model [32]. They are
distinguished based on information provided to a model as presented in Fig. 2.5. If the model
involves both control signal ut and output signal yt then it is a process model. On the other
hand if the output signal yt is exclusively used, then it is a signal model. The categorization
can be also be considered from the control systems point of view. Namely, a process model can
be seen as a closed loop model assuming feedback from output to input of the system, while
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a signal model can be considered as an open loop model. The decision on when to apply one
or the other model depends primarily on the specific application. However, if both input and
output signals are available, then a process model is to be preferred [68]. As already indicated,
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Figure 2.5: Scheme for Model-based Fault Detection
to monitor changes in the system for which the experimental model is given, it is beneficial
to track changes in individual parameters. This is because, in general, there is no simple link
to parameters of a physical model. However, there are some other techniques which overcome
this problem. All of them are based on the fact that the experimental model as a whole car-
ries information extracted from measurements. Consequently, it is necessary to consider the
complete model to extract the system features given the observations.
Irrespective of which method is applied to generate features of the system, there exists a
common concept of fault detection which is depicted in Fig. 2.5. It shows a two-step procedure.
In the first step, the model characteristic Ψˆt is estimated from the actual measurements. Such
an estimated characteristic is compared to the fault-free Ψˆnom and, as a result, a residual ǫt is
introduced. In the second step, the generated residuals are used for change detection, as well
as for making the decision dt. The values which a decision dt can take are the following
dt =
0, if no fault in the system,1, otherwise.
Note that the terms ”symptom” and ”residual” are used interchangeably.
In model-based fault detection, there are three common types of feature generation tech-
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niques: parameters estimation [66, 65], state or output estimation [32, 67] and parity (consis-
tency) checking [52]. Common to the first two types is the fact that internal information about
models is used to generate a feature. This differs from the third type where the model output
is used to characterise a feature. A detailed discussion about each of the techniques follows.
Introducing a characteristic quantity RT as a function of residuals RT = R({ǫt}Tt=1) is an
integral part of the change detection, where {ǫt}Tt=1 denotes a collection of residuals. The
function RT is also called a decision function. The choice of interval size T in which the
residual is tested is driven by conflicting requirements. The choice lies between making quick
but potentially unreliable decisions using a small set or making a reliable decision that requires
a large data set [68]. Consequently, the methods used for change detection have to be taken into
account. In change detection, a statistical hypothesis test is applied to test a null hypothesis
H0 of a non-faulty working regime against the alternative hypothesis H1 of a faulty mode. The
binary hypothesis testing is expressed as the following set of decision rules:
H0 : RT ∈ R0
H1 : RT ∈ R1
where R0 is a set of nominal values of a characteristic quantity RT . This quantity is at the core
of fault detection.
Before dealing with specific types of hypotheses testing, some general aspects must be
discussed. All tests have the possibility of error in the decision making. Specifically, the
hypothesis H0 can be rejected although it is true. This erroneous inference is called a type
I error. The probability that this occurs can be expressed as P (RT /∈ R0|H0) = α, where
α denotes a test’s level of significance. In the case of the alternative hypothesis H1, similar
reasoning leads to the definition of a type II error. The corresponding probability of error is
defined as P (RT /∈ R1|H1) = β.
Decision rules conveniently express conditions under which a hypothesis is accepted or
rejected. The particular format of decision rules extensively used in fault detection is articulated
in terms of the ratio of random variables. Since the mean or variance of residuals is usually
monitored, two specific ratios are commonly applied. Assuming that residuals are independent
and identically distributed (iid), a t-ratio is employed to detect changes in the mean. It is
defined as
t =
R¯ − r0
S/
√
T
where r0 is the mean value of residual in nominal mode and usually equals zero. R¯ and S
2
are a sample mean and sample variance defined as R¯ = 1
T
∑T
t=1 ǫt and S
2 = 1
T−1
∑T
t=1(ǫt − R¯)2
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respectively. Using the fact that a t-ratio has a Student t distribution with T − 1 degrees of
freedom and assuming that the null hypothesis is true, we have that the probability for R¯ to
be in certain interval is given by
P (−tα
2
,T−1 ≤ R¯ − r0
S/
√
T
≤ tα
2
,T−1) = 1− α.
Thus the lower and upper thresholds for the mean value of a characteristic quantity RT to
confine the null and alternative hypothesis are r0 − tα
2
,T−1 and r0 + tα
2
,T−1 respectively.
To test changes in the variance another test quantity is used. It is known from statistics
that the ratio
(T − 1)S2
σ2
=
1
σ2
T∑
t=1
(ǫt − R¯)2
has a chi square distribution with T − 1 degrees of freedom, again assuming that residuals are
iid. The probability for σ2 to be in a defined interval can be expressed as follows
P (χα
2
,T−1 ≤ (T − 1)S
2
σ2
≤ χ 1−α
2
,T−1) = 1− α.
The null hypothesis is accepted if S2 belongs to the interval
[(T − 1)S2
χ 1−α
2
,T−1
,
(T − 1)S2
χα
2
,T−1
]
.
The tests above are basic and are provided for the sake of illustration of a general framework
fault detection mechanism. Also the examples given refer to the case of a univariate random
variable. In this thesis fault detection in a one-dimensional random variable is considered, but
not multivariate cases. Details on fault detection in multivariate cases can be found in [35] and
references within.
2.4.1 Fault Detection Using Parameter Estimation
The lack of a simple physical model whose individual parameters would indicate a fault in the
system forces consideration of alternative solutions. The first such solution described here is
based on the estimation of model parameters. The basic assumption is that the entire set of
model parameters is affected by changes in the system due to a fault or multiple faults. It
follows that both fault-free and faulty working regimes are described by the same vector of
parameters, whose values differ for the fault-free and faulty working regimes. In other words,
there are no changes in model structure due to a fault but only in the values of the model
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parameters. To illustrate the idea, let us analyse the simple discrete-time linear system of
order n written in the following vector form
yt = φ
T
t Θ+ et
where Θ = [a1 . . . an|b1 . . . bn]T is the parameter vector, φTt = [−yt−1 . . . − yt−n|ut−1 . . . ut−n] is
the regression vector, et is noise and yt and ut are the output and the input signals, respectively.
Defining the equation error as et = yt − φTt Θ and minimizing the quadratic criterion J(Θ) =∑
t e
2
t , we get the following least-square estimate
Θˆ =
[
ΦTΦ
]−1
ΦTy
where Φ = [φt . . . φt−N ]
T is a (N + 1)× 2n data matrix and y = [yt . . . yt−N ]T is an (N+1)×1
observation vector. A solution exists provided det
[
ΦTΦ
]
> 0 [100]. Additionally, for large N ,
the estimate Θˆ has approximately a Gaussian distribution with the mean and covariance equal
to values Θ and PΘ respectively, i.e. Θˆ ∼ N (Θ, PΘ) [89].
Once the model feature is obtained, the hypothesis test needs to be defined. This is an
example of a a multivariate hypothesis test, which will not be discussed anywhere else in this
thesis. However, for the sake of the completeness, a brief overview is given. To detect a
change in a model parameter vector Θnom we rely on the following assumptions. They center
around the fact that the difference of the parameter vectors, ∆Θˆ = Θnom− Θˆ, follows Gaussian
distribution [89], that is, ∆Θˆ ∼ N (∆Θ,∆P ) where ∆P = PΘnom + PΘ is the covariance of the
difference. In this context, under the null hypothesis the difference has a distribution ∆Θˆ ∼
N (0, 2PΘnom) [89]. The characteristic quantity R is now defined as R = ∆ΘˆT∆P−1∆Θˆ where
∆P = 2PΘnom. The quantity R has a chi-square distribution with 2n degrees of freedom [89],
i.e. R ∼ χ22n. Thus the null hypothesis H0 is accepted if R < χ21−α,2n.
The least squares method in its present form is not suitable for all applications. Because
of this, a number of extensions are proposed in the literature, including extended least squares
methods [158], recursive least squares [65] and modifications of basic recursive estimators [68].
The methods based on least squares can be applied to nonlinear models only if these models are
linear-in-parameters [148], such as, the parametric Volterra model and the general and simple
Hammerstein models [70]. In general, optimization methods are required [148] to determine
the parameter values of nonlinear models. However, the testing method described above is the
same.
The advantages of the parameter estimation method for feature generation include [119]:
simplified modelling, numerically tractable and wide applicability. A drawback of the feature
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generation method is the assumption that the dynamics of the system are described by the
same model structure for both fault-free and faulty conditions.
2.4.2 Fault Detection Using Observers
Instead of estimating the parameter values as the system features, there exists another option.
If an accurate system model, expressed as a system of first-order difference equations, is known,
then the system output can be predicted from available observations. The assumption that the
model and corresponding parameter values are known a priori leads to the problem of estimating
the model’s internal state. To this end the entire range of observers can be applied as the
Luenberger observer [92], the Kalman filter [75] or the unknown input observer (UIO) [23].
Irrespective of the differences that exists between the different observer types (for instance the
Luenberger and UIO are deterministic while the Kalman is considered non-deterministic), the
operating principle in the context of feature generation is the same for all types of observer.
Feature generation using observers will be elaborated further in the case of the Luenberger
observer.
To illustrate the concept let it be assumed that a fault-free model of the system under
consideration is a discrete-time linear dynamic model. The model’s state-space form is
xt+1 = Axt +But
yt = Cxt,
where the internal states of the model are described by the state vector xt, the output and
control signals are given as yt and ut respectively and A,B and C are the state, input and
output distribution matrices respectively. Let xˆt be the estimate of the internal state based on
the signals, yt and ut, and the matrices A,B and C. Then the Luenberger observer [92] has the
following form
xˆt+1 = Axˆt +But +K(yt − Cxˆt)
where K is the observer feedback matrix. As will be explained later, the choice of this matrix
is essential for feature generation using observers. Let us consider first the simplest case when
no fault is present in the system. In this case the properties of matrix K are determined by
the desire to have the state estimation error et = xt − xˆt asymptotically vanishing, that is
lim
t→∞
et = 0.
It follows from the theory [92] that the state estimation error is a function of the observer
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feedback matrix, that is, et+1 = (A−KC)et. Thus, selecting K such that the matrix A−KC
is stable, the estimation error will diminish quickly.
Now let us consider the system which is affected by faults and whose model is given in the
following form
xt+1 = Axt +But + Lxft
yt = Cxt + Lyft,
where ft is a fault signal acting on the system and Lx and Ly model fault dynamics affecting
both states and output, respectively. In this case the state estimation error is given by [133]
et+1 = (A−KC)et + Lxft −KLyft.
The selection of the observer feedback matrix becomes more involved. A matrix K has to
minimise the effect of the state estimation error and at the same time amplify the impact of
the fault on feature generation. In other words, a matrix K needs to be determined such that
it enhances the effect of a fault and eliminates the influence of other disturbances.
In both of the above-mentioned cases, once the model states xˆt are estimated the residual
is generated as ǫt = yt − Cxˆt. To detect a change in the residual mean or variance, the t-ratio
or χ2-ratio test can be applied [133].
Following the described fault detection approach using observers, a variety of different
schemes were developed [42, 43, 118, 119], such as dedicated observers [27, 150], fault de-
tection filters [25] and output observers [23, 162] among others. The methodology outlined
here is also known as a filter-based technique.
The widespread use of the filter-based technique is due to the fact that it relies on well-
developed methods of control systems theory. This particularly applies to determining the gain
matrix K. Also, this approach assumes that both the system model (A, B and C) and the
fault model (Lx and Ly) are known before the gain matrix K is calculated.
Once a model and observer are designed a very important practical question is arises. If
there exists a model-reality mismatch what conditions must a fault detection algorithm has to
satisfy to be able to continue working properly in changed conditions. This problem is known
as robust model-based fault diagnosis [24]. This problem is considered later in the thesis.
2.4.3 Fault Detection Using Parity Checking
The Parameter Estimation method and the Fault Detection Using Observers method have
already been discussed. The third method is based on checking the consistency of the measure-
20
ments with the output of the fault-free model. The measure of their similarity is expressed as
a residual signal given by the equation
ǫt = yt − ynomt ,
where ynomt is the one step ahead prediction which is generated by the fault-free model. In this
approach the strictly accurate model is assumed to be known, allowing faults to be detected.
The idea goes back to Lou et al. [90] and is surveyed by Gertler [52].
To explain the basic idea of parity checking let us consider the system model given by
the transfer function Gnom(z), that is, ynom(z) = Gnom(z)u(z), where nom refers to fault-
free (nominal) values and z is the Z-transform of the discrete-time signal. It is also assumed
that the instantaneous measurement is modeled using the following transfer function G(z) =
Gnom(z) + ∆Gnom(z), that is y(z) = G(z)u(z). The discrepancy between the fault-free and
the actual model is represented by ∆Gnom(z). If there exist faults in both input and output
signals, the complex form of residual becomes
ǫ(z) = G(z)[u(z) + fu(z)] + fy(z)−Gnom(z)u(z) = ∆Gnom(z)u(z) +G(z)fu(z) + fy(z).
From this simple example a few important conclusions can be derived. The fault in the output
fy(z) appears as an additive term in the residual and it is independent of the transfer function.
Furthermore the fault in the input, fu(z), affects the residual through the current system model
and is also an additive type of fault. The first term differs from the second and the third term.
Regardless of the change in the fault-free model, the residual will be influenced only if the input
signal u(z) is nonzero. This type of fault is called a multiplicative fault as opposed to additive.
In other words, changes in the system model parameters exhibit as a multiplicative fault.
As already discussed, the classification of fault types is achieved by the filtration of residuals.
In the case of fault detection based on the observer, the suitable matrix gain,K, has the property
of a filter function. In a similar manner, the residual ǫ(z) can be filtered by designing a filter
H(z) in order to enhance a fault characteristic behaviour. Given a collection of the filtered
residuals, fault detection is performed using the t-ratio or χ2-ratio test [52].
2.5 Challenges of Model-based Fault Detection
It follows from the fault detection methods that have been discussed in this chapter that the
generation of residuals is a fundamental step. Given the predefined characteristics of the system,
the residual is defined as a difference between the actual characteristics of the system and the
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characteristics expected under the fault-free mode. Additionally, the examples given showed
that the system features under supervision can be either the model parameters, the internal
states or the one-step ahead model prediction. Due to the random nature of the estimated
features, the generated residuals are affected by the variability of the measured signals.
What is common in all these cases is that the decision on the presence of a fault is based
on changes in the mean or variance of the residuals. Therefore, one desirable feature of the
residual generation is robustness. Robustness is defined here as insensitivity to disturbances,
noise or parameter variations. It is very difficult to achieve robustness, particularly in linear
models [24, 133]. In fact most real processes are nonlinear, and the use of linear models
compromises performance fault detection methods. This happens in such a way that unmodelled
nonlinear dynamics can be mistakenly perceived as a change of regime.
Similar to the problem of unmodelled nonlinear dynamics is the problem of non-Gaussian
distribution. The theoretical basis upon which the linear models were developed assumes that
noise affecting the model is Gaussian. In general this is not the case [9, 143]. Many approaches
have been developed for robust residual generation [32, 119, 133, 153] which have aimed to
improve the overall performance of the methods based on linear models. The application of
nonlinear models brought a qualitative change by improving the robustness compared to linear
models. Examples of these nonlinear models include nonlinear state space models [152], neural
networks [78, 117, 140], fuzzy-logic-based models [116, 119].
These models differ from linear models by first eliminating effects of unmodelled dynamics.
In this context the selection of an appropriate model is crucial to robust fault detection [9, 143].
In other words the robustness can be identified with filtering because this attribute will reduce
misclassification of the observed signal. On the other hand, the model must be sensitive to
changes in the observed signal that are genuinely related to the alteration in the measured
signal. Therefore, an additional desirable property of a fault detection scheme accompanied by
robustness is detectability [9].
These problems have been rigorously analysed by many authors [9, 61, 77]. Particularly in-
fluential has been the work of Basseville and Nikiforov [9] who considered both fault modelling
and detection problems. In an attempt to define a general model which satisfies both the robust-
ness and detectability properties, Basseville and Nikiforov [9] concluded that a parametrised
conditional probability density function pθ(yt|yt−1, . . . , y1) provides such features. Robustness
is ensured by the fact that a parametrised conditional probability density function is used to
model observed data, while detectability is provided by the existence of a sufficient statistic.
In other words, if the parametrised conditional probability density can be factorised in such
a way that model parameters are affected by data only through a sufficient statistic, then a
particular fault can be distinguished from others [9]. In order to assess the properties of any
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fault modelling and detection scheme, Basseville and Nikiforov [9] established performance in-
dices. These indices are more intuitive and are widely applied. The five common indices are
the following
• mean delay for detection
• mean time between false alarms
• probability of false detection
• probability of non-detection
• accuracy of change time.
Extensive Monte Carlo simulations are required to determine these indices. Once the simulation
experiments are finalised, it is usual to test the scheme on a real system. However, in practice
not all indices are justified. Normally only the first indicator is computed, i.e. mean delay for
detection.
In addition it is assumed that the change in the measured signal occurs in the following
manner. Up to time t0 the observations are generated by pθ0(yt|yt−1, . . . , y1) and thereafter ob-
servations are emitted from pθ1(yt|yt−1, . . . , y1). In other words, for the collection of observations
{yt}Tt=1 the probability density of observations is given as follows
p(yT , . . . , y1|T ≥ t0) = pθ0(y1)
[
t0−1∏
t=2
pθ0(yt|yt−1, . . . , y1)
][
T∏
t=t0
pθ1(yt|yt−1, . . . , y1)
]
(2.1)
where T is the sample size, t0 is the change time, θ0 is a parameter before change and θ1
is a parameter after change. The challenges of model-based fault detection result from an
interpretation of the listed model parameters and their influence on the general model (2.1).
This can be explained in the following manner.
Concerning the sample size, two possible choices for T exist which define a way of testing a
hypothesis about the change in value of parameter θ. Basseville and Nikiforov [9] introduced
terms on-line and off-line detection depending on T . If T is not fixed in advance then the
on-line detection is applied. In other words, sequential hypothesis testing [147] is the basis
of the on-line method. The alternative off-line approach assumes a fixed number of samples
gathered in a sliding-window of fixed size. As has been noted earlier, the sample size choice is
driven by contradictory requirements. To make a quick decision requires a small data set, but
reliable decisions require a large sample size [68].
The change time t0 is the exact time at which the change from fault-free to faulty behaviour
occurs. Due to the random nature of the observations, it is not possible to determine exactly
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the value of t0. As an alternative, the alarm time is defined as ta = inf(t : gt(y1, . . . , yt) ≥ ̟)
where gt is a decision function, y1, . . . , yt is a data set up to time t and ̟ is an alarm threshold.
The obvious challenge here is the selection of a decision function and an alarm threshold.
At the core of change detection and decision making based on the model given by (2.1) is
the monitoring of parameter θ, both before and after the change. Several different cases are
possible depending upon knowledge about θ0 and θ1. In this context, it is usually assumed
that the parameter θ0 is known and represents fault-free working mode. Hence the discussion
is reduced to the analysis of parameter θ1. The first case is when θ1 is known. This case is
simple, but it is unrealistic unless some prior information about the change is used. The second
case assumes no knowledge about θ1 and relies generally on observed data to estimate unknown
parameter values at every time moment t.
Keeping in mind the described model, let θ0 and θ1 be known at the time of change. In
order to compare models pθ0(yt|yt−1, . . . , y1) and pθ1(yt|yt−1, . . . , y1), given a data set {yt}Tt=1,
the likelihood ratio test (LRT) applies, which is defined as follows
ΛTt =
T∑
τ=t
log
pθ1(yτ |yτ−1, . . . , y1)
pθ0(yτ |yτ−1, . . . , y1)
.
In this context, the alarm time is estimated by a means of a decision function gT defined as
gT = Λ
T
ta
= max
1<t<T
ΛTt ,
where ̟ is as before an alarm threshold. The fault is detected and the alarm is raised at time
ta if gT > ̟. However, the parameter θ1 is normally unknown in advance and its estimate θˆ1
replaces the true value. This results in an alternative test known as the generalized likelihood
ratio test (GLRT), where the decision function gT is given by
gT = Λ
T
ta
= max
1<t<T
sup
θ1
ΛTt (θ1)
and involves a double maximization problem since the LRT is a function of the parameter θ1.
Although the estimation of the parameter θ1 is achievable using various identification tech-
niques [89, 70, 148], parameter identification by itself does not answer the question of which
fault occurred once we detect that θ = θ1( 6= θ0). Therefore, in many practical problems, prior
knowledge about faults is used instead of the on-line estimation of θ1. It is a common assump-
tion that expert knowledge about relevant dynamics of the process or signal is available both
for fault-free and faulty regimes. By modelling any underlying dynamics which are considered
important, multiple models {M0,M1, . . . ,MM} are created where M0 is the fault-free model
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and Mk is the k-th faulty model. In this way it appears that the change detection problem is
based on model validation [9, 61, 77].
For the case when there are multiple models, there is a significant computational burden in
calculating the GLRT for each combination of models. In this case a more suitable detection
technique can be the maximum likelihood (ML) classifier [52, 57]. Given a data set and model
Mk, the designated likelihood function L(θk|yT , . . . , y1) is evaluated. In order to test the null
model H0, the likelihood function of the fault-free model is computed and checked against the
threshold ̟0, i.e.
H0 : L(θ0|yT , . . . , y1) > ̟0
H1 : otherwise.
It is assumed that the sample size T is fixed. Once a change is detected, a decision on the fault
type is made. This decision is based upon the likelihood function
Hk : L(θk) > maxL(θi), k = 1, . . . ,M.
The decision about a faulty model is nothing other than fault identification. Fault detection
and identification techniques presented in this thesis utilize the Maximum Likelihood (ML)
classification method.
A variety of fault models are described in terms of their conditional probability distribution.
These models are inherently Bayesian models. They differ in the number of random variables
included in the model and how their dependence is modelled. The most valuable models are
those belonging to the so-called dynamic Bayesian network (DBN) model class which includes,
among others, mixture models, hidden Markov models and autoregressive hidden Markov mod-
els. Reference [102] includes a survey on DBN. These models are generally capable of modelling
nonlinear and non-Gaussian time series. For this reason they are widely used in fault detection.
In practical fault detection applications, some models are more frequently used than others.
It is possible to single out three groups centered around a mixture model [95, 105, 139, 159],
a hidden Markov model [1, 29, 51, 87, 134, 157, 161, 163] and a particle model (see [6] and
references within). In the group of DBN the previously mentioned Kalman filter is also included
as a special case.
The research outlined in this thesis is concerned with mixture models, hidden Markov models
and autoregressive hidden Markov models. The research consists of proposing extensions to
these models, and these extensions constitute the innovative and unique contribution of the
author.
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The basis for DBN lies in the seminal work of Kitagawa [79] who considered non-Gaussian
modelling. As given in the work of Martin and Raftery [94], DBN is computationally very
demanding. As an alternative they suggested a mixture transition distribution model given as
the following
F (yt|yt−1, . . . , y1) =
N∑
k=1
αkGk(yt|yt−1, . . . , y1).
where F (yt|yt−1, . . . , y1) is the conditional cumulative distribution function (cdf), Gk is a condi-
tional cdf and αk is a mixture proportion. The model was initially developed by Raftery [121] as
an approximate model for high-order Markov chains. Raftery’s model was further extended by
Le et al. [83] to the case where Gk is the cumulative distribution function (cdf) of the standard
normal distribution. This model is also known as a mixture autoregressive model (MAR) [154].
In this thesis the MAR model is generalised to the case of a nonlinear autoregressive model.
In summary, the modelling techniques which have been described here are not directly
applicable to spatial systems.
It is usually assumed that lumped-parameter models are a good approximation to a dis-
tributed system, for example in electricity power networks. However,with some newly reborn
and recently emerging engineering systems the application of simplified lumped-parameter mod-
els have been challenged. Some of these systems include, but are not limited to, smart power
grids, wireless sensor networks, robotic networks and networks of unmanned aerial vehicles
(UAVs). In such systems the distributed nature has to be considered due to the requirement
of local control and monitoring as well as the need to model locally developed disturbances.
A model of such a system is composed of a set of local subsystems and a computer network
connecting them. A system is decomposed into local subsystems which are used to model local
behaviour. Associated with a local subsystem is an agent which is responsible for control and
monitoring of the particular subsystem. The agents are actually small computer systems, usu-
ally equipped with several sensors, a communication interface, processing units and actuators.
The agents are connected by a computer network and form an agent network (AN). Appli-
cations of agent networks stretch from power systems and environment monitoring to target
tracking and surveillance. The sensors of an agent take measurements of physical quantities
while the agents act on the local environment through actuators. The fundamental assumption
is that an agent’s measurements are taken independently, which introduces a problem of joint
action. A common solution adopted in practical applications is built on cooperation between
neighbouring agents. This approach is based on the fact that local measurements are insuffi-
cient to get reliable estimation and detection. Hence the exchange of information amongst the
neighbouring agents is crucial to distributed monitoring and control. Irrespective of the hard-
ware configuration, the agent is usually considered as the locally executing algorithm capable
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of sharing information with other similar algorithms via a computer network.
Despite the fact that cooperation in agent networks is primarily related to control problems
in distributed systems, there is an increased awareness of the importance of fault detection for
the functioning of these systems [2, 38, 76, 99].
Two variants of DBN are extensively used in distributed fault detection; the Kalman fil-
ter [39, 41, 136] and distributed particle methods (see survey [62] and references within). The
general drawback of the first variant is that it cannot successfully deal with nonlinear and non-
Gaussian time series representing system behaviour. On the other hand, the particle method
requires significant computational power, which makes it less suitable if the agents run on a
low-cost processing unit. This issue is addressed in the research work for this thesis by investi-
gating an effective and computationally simpler fault detection method capable of dealing with
nonlinear and non-Gaussian time series.
2.6 Overview of other methods and approaches
The field of fault diagnosis is wide and it is almost impossible to give even a short description of
all the existing methods and approaches. The aim of this section is to provide a short overview
of methods which overlap to some extent with the proposed methods.
In [19] a robust fault detection method based on a nonlinear state estimator was proposed,
which is able to handle both parameter estimation and parameters with bounded uncertainties.
A robust fault diagnosis scheme for abrupt and incipient faults in nonlinear uncertain dynamic
systems was considered in [160]. Once a fault is detected, a bank of isolation estimators is
used for fault isolation. For a class of nonlinear discrete-time systems an observer-based fault
diagnostics scheme is proposed in [141], based on a particular modelling technique called an
artificial immune system. In this approach parameters of non-linear dynamics are estimated
and used for fault detection.
An optimal fault detection method for continuous-time stochastic dynamic systems with
time delays was proposed in [55]. The fault detection scheme uses probability density functions
of the system for decision-making. The square-rootB-spline functional approximation is applied
to model nonlinear behaviour. A class of hybrid nonlinear systems with uncontrollable switching
is considered in paper [156]. In this paper robust fault tolerant tracking control is developed
and also applied to fault detection. For a system with a number of different operating modes
the interacting multiple model strategy was proposed in [47]. Each operating mode is assigned
a model and a fault filter. The filters run in parallel. The overall operating model probability
indicates the current operating regime.
As pointed out in the literature on fault detection [24, 119, 133], the most challenging task
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is the generation of residuals which are independent of disturbances and remain sensitive to
emerging faults in a system. This property is called disturbance decoupling [24, 119, 133] and
is achievable only if a disturbance distribution matrix Lx is identified based on data. This idea
is common for model-based deterministic fault detection schemes, namely, unknown input and
output observers-based [24, 133], sliding [36] and linear parameter-varying (LPV) [48, 49]. The
main difference between the fault detection schemes in this list and the fault detection method
proposed in this thesis is that the proposed method is nonlinear and consequently does not
need to deal with any sort of approximations. The proposed method goes further to deal with
random switching between nonlinear models. Although the linear parameter-varying approach
encapsulates a switching mechanism between linear models, this differs from the proposed model
in which switching between non-linear models is considered. Finally, disturbance decoupling
in the proposed approach is also achieved by modelling disturbances, but the main difference
from other schemes is that by using a mixture model and a hidden Markov model, not only
disturbances but also outliers can be modelled [83].
The proposed algorithm belongs to the class of nonlinear fault detection methods. There are
two other classes of nonlinear methods. The unscented Kalman filter [74, 149] uses a two-step
procedure for parameters estimation, similar to the EM algorithm, but cannot model multiple
sources of a fault. The proposed method is similar to the particle filters method [6, 62] but is
computationally much simpler [79] An approach based on the piecewise affine model [14, 86]
can describe a nonlinear time-invariant regression model but cannot cope with multiple fault
sources and non-Gaussian noise.
In many practical situations it is not simple or feasible to build an analytical model of the
monitored system. On the other hand, quite often there is sufficient data or knowledge about
a system which can be utilized to detect a fault. In these situations a model-free approach
applies. There are a number of these methods but here only a few of them will be mentioned.
To deal directly with data where there is no explicit dependence law, data-driven methods have
been proposed. Some of the methods from this group are principal component analysis and
partial least square [35]. In the case when the system behaviour can be described as a set of
rules, a knowledge-based approach can be applied [118] (Chapter 15).
2.7 Research Goals and Expected Outcomes
The primary concern of the research described in this thesis is development of real-time moni-
toring procedures for fault detection in complex and distributed systems.
Complex engineering systems normally consist of many subsystems. Existing interdepen-
dence among subsystems significantly magnifies the influence of any particular subsystem failure
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or malfunction on the entire system. Any failure or malfunction can have a negative impact on
the environment and may cause significant economic loss. Such potentially hazardous situations
raise important questions on the safety and fault-tolerance of safety-critical complex systems.
An essential aspect for high reliability is the early detection of faults in any part of the
system, whether in the sensor, actuator or in the process. There is no doubt that the prompt
detection of a fault allows for its timely removal. In such a way the availability of the system
and its life cycle are increased. The research outlined in this thesis concerns only faults in the
process, while assuming that there are no faults in sensors and actuators.
There are two important aspects of maintaining normal operations and reducing the neg-
ative effects of system faults. Firstly, regular systematic maintenance of the subsystems of a
whole system is crucial. This entails periodic condition monitoring of the critical components
of a subsystem and if necessary replacing them. However, since regular maintenance is done
in cycles, there could be a significant time delay between failure and the detection of it. Con-
sequently, the second aspect of maintaining fault-free operation is the constant monitoring of
subsystems to detect faults.
In an attempt to contribute to a solution of the problem of fault detection, this thesis ad-
dresses some aspects of fault detection in complex and distributed systems. The term complex
used here means diversity of interrelations within monitored systems as well as the external
influences on monitored systems. The term distributed means that co-existing and intercon-
nected subsystems are dislocated in space. The goal of this research is to propose new methods
capable of generating models of different system behaviour in a volatile environment. These
methods are also expected to identify changes in the models caused by random effects. The
methods work on a local level and, from a local perspective, give insight into distributed system
levels. In other words, these methods should not assume knowledge about the entire system,
but only knowledge that particular subsystems can learn from the local observations. Built on
the knowledge of a subsystem’s local model and through information exchange with neighboring
subsystems, the practical applicability of the methods can be achieved.
There are two distinct aspects dealt with in this thesis. The first is the development of a
local model which is capable of capturing nonlinear and non-Gaussian effects of the fault. The
second is the development of a protocol by which local models interact continuously to make a
decision about the state of a distributed system.
To deal with these issues, the primary research goal is to develop a theoretical framework
for modelling and detection of faults in complex and distributed systems using the theory
of Markov processes. This is achieved by applying different Markov models. Classification of
neighbouring local models in autonomous groups and exchanging local model parameters within
a group allows decentralised decision-making about the existence of faults in the system.
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To model a fault that can be caused by more than one source, a mixture of conditional
Gaussian transitions is proposed. The conditional means are modelled by recurrent neural net-
works, allowing modelling of arbitrary nonlinearity. The expectation-maximization algorithm
is used to estimate model parameters. By grouping known types of faults it is possible to form
a bank of competitive local fault models. When the relationship between the various causes of
fault change with time, it is necessary to expand the mixture model to the case of a hidden
Markov model.
As in the case of the mixture model, recurrent neural networks are also used for modelling
the conditional means in hidden Markov models. A distributed fault detection procedure is pro-
posed based on the consensus of a group of local agents/experts. Local models are represented
by hidden Markov chains.
From the viewpoint of practical application of the proposed methodology, it is necessary
to demonstrate the following results. Firstly the asymptotic stability of a mixture model is
proved. The conditional mean is modelled by a nonlinear continuous function which satisfies
the Lipschitz condition. The stability property of such a model is established using the theory of
Markov chains on a general state space. A second important result refers to the hidden Markov
model with the same kind of conditional mean. The procedures for model evaluation and
hidden state sequence and model parameters estimation are shown. This is done by adapting
the Baum-Welch procedure to the case of the autoregressive hidden Markov model.
Finally, for distributed fault detection a procedure is proposed based on consensus in a
group of local agents/experts. Local models are represented by Markov chains, and modelling
consensus as a mixture of these allows estimation of optimal ratings using an expectation-
maximization framework. To deal with the unobservable case the procedure is extended to
accommodate hidden Markov models. The stability conditions of the proposed algorithms are
determined.
The practical application of the results in this thesis are aimed at fault detection in one
of the most important engineering systems, that is the electric power system. Since electric
power systems themselves are a broad research field in their own right, only a brief overview is
given to the extent necessary to connect with the proposed research. For more details on power
systems see [122, 146].
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Chapter 3
Background
The theoretical foundations of the research for this thesis are based on several research areas.
Individually they are not able to provide a satisfactory solution to the fault detection problem
in complex and distributed systems. It is necessary to exploit the synergism between them in
order to respond to the challenges. In this chapter a brief overview of the individual areas is
presented.
As described in the previous chapter, the monitoring of an appropriate physical quantity of a
system is at the core of fault detection. As a result of monitoring, a sequence of random variables
{Yt : t ∈ T} of a random process Y is obtained, where T is a set of indices [54]. Usually T is a
set of equidistant discrete-time intervals. Following the results of Basseville and Nikiforov [9],
modelling dependence in the observed sequence is essential both for fault modelling and for
fault detection. In general, the probability of any observed random sequence can be described
by its joint probability distribution. Application of Bayes’ rule (the chain rule) to the joint
probability distribution gives an equivalent form expressed as a product of the conditional
probability distributions and an initial probability distribution. In most practical situations
it suffices to assume the following simplification for a parametrised conditional probability
distribution:
Pθ(yt|yt−1, . . . , y1) = Pθ(yt|yt−1, . . . , yt−p).
For if p = 1 only, this kind of dependence is called Markovian and provides a wide range
of possible models [101]. In this case, the random process is called a Markov chain defining
dependence only on the immediate past. If p > 1 then such a model is non-Markovian since the
dependence goes beyond the first order. It is still possible to have a Markovian representation
by constructing a vector process [34, 101]. This is done by grouping the previous samples up
to order p into a vector yt−1 = (yt−1, . . . , yt−p).
The research outlined in this thesis is centered around Markov chain models. Two particular
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cases are considered. The first model has the realisations Y taking values from a finite set S of
discrete values [108]. The second model assumes that the realisations of Y belong to R (general
state space) [101]. A brief overview of Markov chain theory is presented in Section 3.1.
Irrespective of model choice, the parameters of the model need to be estimated from train-
ing data. The parameter values of such a model are learned using the maximum-likelihood
method. Specifically, for each model a conditional likelihood function is given and used in the
expectation-maximization (EM) algorithm to estimate model parameter values. In Section 3.2
the EM algorithm is explained.
For modelling a fault with multiple causes, a particular form of the probability distribution is
of interest. To model each cause, which might exhibit nonlinear dynamic behaviour, a mixture
of conditional Gaussian transitions is proposed where the conditional means are modelled by
recurrent neural networks. In Section 3.3 the foundations of a mixture of transition distributions
are presented [33, 83]
In order to extend the capabilities of the local model, a hidden Markov model is proposed.
Theoretical foundations of hidden Markov models are summarised in Section 3.4.
The information exchange protocol in a group of local models is presented in Section 3.5.
The protocol itself is based on a consensus algorithm. A hidden Markov model is used as the
local model.
3.1 Markov chains
3.1.1 Foundations for a Finite State Space
Consider a system whose behaviour, evolving over time, can be described by a sequence of
discrete values taken from a finite set S ∈ {s1, s2, ..., sN}. To model this system a random
process X is introduced, and is defined as a family {Xt : t ∈ T} of random variables indexed
by some set T = {1, 2, ...} [54]. The process {Xt : t ∈ T} is said to be a discrete time Markov
process if it satisfies the Markov condition
P (Xt = j|X1 = k, . . . , Xt−1 = i) = P (Xt = j|Xt−1 = i). (3.1)
This property means that at time t the system moves from one state to another, with a given
probability, depending only on the state of the system at time t−1. The evolution of the process
is described by its transition probabilities P (Xt = j|Xt−1 = i). Although these probabilities
may depend on t, it is desirable to assume that the probability (3.1) does not depend on
time. Hereafter only time-homogeneous discrete Markov processes are considered, where the
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probability of the transition is independent of time, that is, P (Xt = j|Xt−1 = i)=P (X1 =
j|X0 = i).
In order to examine the evolution of the random process X , let us define the transition
matrix A = (αij) as the |S| × |S| matrix of transition probabilities
αij = P (Xt = j|Xt−1 = i). (3.2)
The transition matrix A is a stochastic matrix because:
• A has non-negative entries, αij ≥ 0 for all i and j;
• A has row sums equal to one, ∑j αij = 1 for all i.
Usually, in the case of dynamic models, there is a particular interest in a model stability (a long
term property). However, analysis of model behaviour over both short-term and the long-term
intervals is required. It is intuitively clear that the short-time behaviour of a random process
X is described by the transition matrix A. On the other hand, analysis of the long-term
behaviour requires the n-step transition matrix, which is defined for time-homogeneous chains
as An=(αij(0, n)), where αij(0, n)=P (Xn = j|X0 = i).
An invaluable tool for examining the n-step transition matrix is the Chapman-Kolmogorov
equation [54], which has a particularly simple form for time-homogeneous chains
P n+m(Xt = j|Xt−1 = i) =
∑
k∈S
P n(Xt = k|Xt−1 = i)Pm(Xt = j|Xt−1 = k).
This equation says that the (m + n)-step transition matrix can be factorised as a product of
the m-step and the n-step transition matrices, that is, Am+n=AmAn. Thus the Chapman-
Kolmogorov equation provides a unified framework for analysis of both short-term and long-
term behaviour of a time-homogeneous discrete Markov process. In this context the distribution
over states of a time-homogeneous discrete Markov process is defined as the row vector pi(n)
with entries (π
(n)
i : i ∈ S) where π(n)i =P (Xn = i).
An important result that follows from the Chapman-Kolmogorov equation, which provides
the relation between the distribution over states and the n-step transition matrix, can be ex-
pressed as pi(m+n)=pi(m)An, and therefore pi(n)=pi(0)An. From this it follows that the evolution
of a random process X is determined by the transition matrix A and the initial distribution
over states pi(0). This result indicates that the chain behaviour can be analysed by examining
the properties of the transition matrix. It is interesting to note that behaviour of a Markov
chain resembles the invariant property for a deterministic linear state space model in terms
that the influence of the initial conditions dies out with time [8].
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Now return to the behaviour of a model after a long time and ask the question what
conditions the transitions matrix A needs to satisfy so that the chain can achieve a steady
state. Consequently, there is an interest in conditions for existence of a stationary distribution
of probability vector pi. The vector pi is called a stationary distribution of the chain if pi has
entries (πj : j ∈ S) such that:
• πj ≥ 0, ∀j and
∑
j πj=1
• pi = piA
It follows from the second condition that the stationary distribution pi is a left eigenvector of the
transitions matrix associated with the eigenvalue one. An alternative view of the stationary
distribution pi is that it is a fixed point of the linear transformation A. Based on this, by
iterating the second condition such that pi=piA=(piA)A=piA2 and so on until pi=piAn, it
emerges that the long time behaviour of a Markov chain is determined by the existence of the
limit:
lim
n→∞
A
n = 1pi (3.3)
where 1 is the column vector with all entries equal to one. Before continuing with the existence
conditions of the limit let us define first some criteria for the classification of states and chains.
The algebraic properties of the transition matrix depend upon individual state properties
and the way in which states are related to one another. Suppose that we want to know if
the system will ever return to the starting state, that is if P (Xn = i, n ≥ 1|X0 = i) = 1. In
other words, will the Markov chain revisit the state i with probability 1. Such a state i is
called persistent (recurrent). Otherwise the state is called transient. Further classification of
states is possible by introducing the distribution of time until the first visit to state i. Such a
distribution is used to get the mean recurrence time of a state i as µi = E(Ti|X0 = i). If µi=∞
then a persistent state i is called null. Similarly, if µi < ∞ then a persistent state i is called
non-null or positive. Another possible classification is related to a period at which returning
to the starting state is possible. Defining the period as d(i)=gcd{n : P (Xn = i|X0 = i) > 0},
a state i is called periodic if d(i)>1 or aperiodic if d(i)=1. Finally, it is possible to introduce a
particular set of properties for a state i, called ergodic, that is, if a state is persistent, non-null
and aperiodic.
The classification just described is concerned with individual states. However, classification
which follows from grouping states is important as well. Taking into consideration the possible
direction of transitions between two states i and j, we say that state i communicates with state
j if P (Xn = j|X0 = i) > 0 for some n. The states intercommunicate if i communicates with j
and j communicates with i. With these definitions in mind, it is possible to define two different
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types of state sets.
Suppose that there is a set of states C such that P (Xt = j|Xt−1 = i) = 0 for all i ∈ C
and j /∈ C. In this case a set C is called closed. In other words, if a realization of the Markov
chain enters a closed set C, it will never leave. On the contrary, we have a set where all states
intercommunicate, P (Xt = j|Xt−1 = i) > 0 where i and j are a chain states. Such a set is
called irreducible. An irreducible set where all the states are aperiodic is called an aperiodic
set.
With classification of chains proposed in this way it is possible to partition the state space
S [54] uniquely as:
S = T ∪ C1 ∪ C2 ∪ . . .
where T is a set of transient states and Ci, i=1, 2, . . ., are irreducible closed sets of persistence
states. The work in this thesis is concerned with the special case where the state space is finite
and irreducible, implying that all states are ergodic (persistent, non-null and aperiodic). From
the Perron-Frobenius theory of non-negative matrices [100], it follows that for an irreducible
Markov chain the limit (3.3) exists and is equal to 1pi. As mentioned above, the probability
vector pi is a left eigenvector of the transitions matrix A. It follows that pi is a solution of
the left-hand homogeneous system pi(A−I)=0. This means that the ergodic Markov chain
converges to its unique stationary distribution.
Since a Markov chain is a parametric model, attention is focused below on the estimation
of parameters of the transition matrix. In order to summarise the elements of a parametrized
discrete Markov process we first analyse a transition graph, which is another way to represent a
Markov chain. Fig. 3.1 shows a two-state transition graph, where (αij), i ∈ {1, 2}, j ∈ {1, 2} are
transition probabilities and πk, k ∈ {1, 2} are initial probabilities. The probability πi defines
the probability that the random sequence starts in state i, where:
πi ≡ P (X1 = i) (3.4)
satisfying the constraint
∑N
k=1 πk = 1. Initial probabilities form a vector of N elements, Π =
[πk]N×1, that sum to 1. In this way all elements of a parametrized discrete Markov process
are introduced, that is, a matrix of transition probabilities A = [αij]N×N , a vector of initial
probabilities Π = [πk]N×1 and a number of discrete states N . This process is also known as
an observable Markov process [108], since at any time t the state of a random process Xt is
known. As a result any change in behavior of the system will be a physically observable event.
Let {xt} be an observed realization of the discrete-time Markov process {Xt}. The proba-
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Figure 3.1: Two State Transition Graph
bility of observing the sequence {xt} is given by:
P (X1 = x1, . . . , XT = xT |A, π1) = πx1
T∏
t=1
P (Xt = xt|Xt−1 = xt−1)
= πx1αx1x2 . . . αxT−1xT . (3.5)
It can be shown that the transition probabilities αij can be estimated as the ratio of the number
of transitions from i to j and the total number of transitions from i, as follows
αˆij =
∑T−1
t=1 1{Xkt =i,Xkt+1=j}∑T−1
t=1 1{Xkt =i}
. (3.6)
Discrete time Markov processes may be used to develop a hypothetical fault detection pro-
cedure. For example, assume that we have a finite set S, defining possible states for two
distinct regimes, fault-free (normal) and faulty. For corresponding models, (Anormal, Πnormal)
and (Afaulty, Πfaulty) calculation of the likelihood of the models, given observation sequence X ,
will give a more likely regime. This simple example illustrates our main interest in discrete-time
Markov processes. However in reality, the systems of interest are much more complicated and
cannot be modelled in this straightforward way.
For more details and rigorous proofs on observable Markov models see [26, 54, 108].
3.1.2 Foundations for General State Space
In this section a Markov chain whose state space Y is a subset of Rm is considered. It is
assumed that all random variables {Υt}t∈Z+ are measurable with respect to some σ-field of
subsets of Rm, B(Y ). The elements of Y are denoted by the small letters x, y, z ∈ Rm. The
probability space is defined as (Rm,Bm, µm), where Bm are the Borel sets of R
m and µm is the
Lebesgue measure on Rm and m=|Y |. The elements of the Borel set B(Y ) are constructed as
Ay={z=(z1, z2, . . . , zm)T∈Rm : zi=yi, i≥2, z1=h(y)∈R}, where h is a nonlinear mapping that is
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defined as h : Rm→R. The elements of the Borel set are denoted by A,B,C since the subscript
y in Ay,By,Cy will be deemed when necessary obvious by the context.
The dynamics of the Markov chain {Υt}t∈Z+ are defined by transition probabilities. Define
P={P (y, A), y∈Y, A∈B(Y )} such that
a) for each A∈B(Y ), P (·, A) is a non-negative measurable function on Y , and
b) for each y∈Y , P (y, ·) is a probability measure on B(Y ).
P a transition is called a probability kernel or Markov transition function [101].
The one-step transition kernel P (y, A)=P (Υ1∈A|Υ0=y) models the probability that the
Markov chain is in the set A at time t+1, given that the Markov chain was at y at time t.
Similarly, we can define the m-step transition kernel as Pm(y, A)=P (Υm∈A|Υ0=y). Specifi-
cally, for given noise probability density function f , the one-step transition function is given by
P (y, A)=
∫
A
f(z−h(y))dz where y=y1 and z=z1. The two-step transition probability is defined
as follows
P 2(y, A)=
∫
A
P (y, dz)P (z, A)
=
∫
A
f(z2 − h(y))f(z1 − h(z2, y1))dz2dz1
where y=(y1, y2)
T and z=(z1, z2)
T . Similarly for the m-step transition kernel of a Markov chain
we have the following definition
Pm(y, A)=
∫
A
f(zm−h(y1, y2, . . . , ym)) (3.7)
×
m−1∏
i=1
f(zi−h(zi+1, . . . , zm, y1, . . . , yi))dzm . . .dz1
In what follows the remaining terms and definitions related to Markov chain theory on a
general state space are introduced. These are required for a study of the model properties. The
underlying idea is to create a similar framework to discrete Markov chains.
To this end it is important to provide an object that is an equivalent of a discrete state.
Nummelin [109] and Meyn and Tweedie [101] proposed the concept of a “small set”. The set
C ∈ B(Y ) is called a “small set” if there exists an integer n>0 and non-trivial measure νn
on B(Y ), such that for all y∈C and A ∈ B(Y ), P n(y, A)≥νn(A) holds (see [101], Chapter
5.2). The definition of a “small set” itself stems from another concept called the minorization
condition. This condition says that for any β>0, C ∈ B(Y ) and probability measure ν with
ν(Cc)=0 and ν(C)=1 the requirement P (y, A)≥β1C(y)ν(A) holds (see [101], Chapter 5.1.1).
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This condition ensures that the chain’s probability is uniformly bound. The basic idea on which
the concept of a “small set” and the minorization condition rest is the so-called “split chain”,
which was also developed by Nummelin [109] and Meyn and Tweedie [101]. They proved that
it is possible to split the transition kernel into two parts as follows
P (y, A)=β1C(y)ν(A) + (1− β1C(y))Q(y, A),
where β is a positive constant, ν(A) is a positive measure, C is a “small set”, 1C(y) is an
indicator function and Q(y, A) is a transition kernel. The positive measure ν(A) is independent
of the initial conditions. The new transition kernel Q(y, A) still depends on the initial state y.
For this reason, the central problem for determining characteristics of the model is to find a
non-trivial measure, ν, which does not depend on the initial conditions and at the same time
satisfies certain properties.
Built on this, the definitions of ϕ-irreducibility and aperiodicity are now introduced. The
Markov chain is said to be ϕ-irreducible if there is a measure ϕ(A)>0 on Bm such that∑∞
n=1 P
n(y, A)>0 for all y∈Rm (see [101], Chapter 4.2). In other words, all parts with positive
ϕ measure of the state space can eventually be reached whatever the initial point.
The next definition is for aperiodicity. When there exists a ν1-small set with ν1(A)>0, then
the chain is strongly aperiodic (see [101], Chapter 5.4), that is, if P (y, A)>0 for all y∈Rm.
Finally, the property geometric ergodicity is defined. For any measure π on (Rm,Bm, µm),
let ‖ · ‖ denote the total variation of π. A Markov chain is geometrically ergodic if there is a
constant ρ>1 such that
lim
n→∞
ρn‖P n(y, A)−π(A)‖=0, ∀y∈Rm, ∀A∈Bm, (3.8)
where π is an invariant probability measure, that is,
π(A)=
∫
P (y, A)π(dy), ∀y∈Rm, ∀A∈Bm. (3.9)
If the associated Markov chain is geometrically ergodic, the distribution of the time series will
converge to π geometrically quickly, and is then said to be asymptotically stationary. It is
assumed that an invariant probability measure π exists, but we will not determine its explicit
form. To illustrate a practical aspect of geometric ergodicity the following example is considered.
Due to disturbances a transition distribution will differ from a stationary distribution of an
observed stochastic process. Two aspects of this mismatch are particular interesting. Firstly,
the conditions under which the process will recover from disturbances and eventually converge
to its stationary distribution. Secondly, if the process can recover from a disturbance, can one
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know the rate of convergence. The answer that links both aspects is a particular property that
a stochastic process needs to satisfy. This property is geometric ergodicity, meaning that a
stochastic process will converge to its stationary distribution with a geometric recovery rate.
Similar behaviour applies when an initial distribution differs from the stationary distribution.
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Figure 3.2: Tutorial Example on Geometric Ergodicity
In other words, the effect of initial conditions will decrease geometrically quickly. This is an
analogue to the invariant property for deterministic linear state space models, when an effect
of non-zero initial conditions diminishes over time.
Before giving a sufficient condition for geometric ergodicity, it is necessary to introduce the
concept of petite set. A set C∈B(Y ) is called νa-petite if the sampled chain satisfies the bound
Ka(y, A)≥νa(A) for all y∈C, A∈B(Y ), where νa is a non-trivial measure on B(Y ) (see [101],
Chapter 5.5) and Ka(y, A) is transition probability defined as Ka(y, A)=
∑∞
n=1 P
n(y, A)a(n).
Construction of new transition probability Ka(y, A) reflects an idea about sampling the Markov
chain {Υt} at time points n according to some distribution a(n). In a special case when a
sampling chain is the Dirac measure, a(n)=δn(n)=1, a petite set and a small set are equivalent
(see [101], Chapter 5.5.2, Proposition 5.5.3).
The next concept introduced by Meyn and Tweedie [101] (Chapter 8) is a drift operator,
which is defined as follows
∆V (y) =
∫
V (z)P (y, dz)− V (y), (3.10)
where V is a nonnegative function also known as a test function. A drift operator is the
fundamental tool for stability analysis of a Markov chain. It gives the expected change ∆V
of a nonnegative test function V where P is the one-step transition kernel of the model whose
geometric ergodicity is to be investigated.
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The Geometric Ergodic Theorem says that for a ψ-irreducible and aperiodic Markov chain
{Υt}t∈Z+ if there is a petite set C, constants b<∞, β>0 and a function V≥1, finite at some
y0∈Y , satisfying
∆V (y) ≤ b1C(y)− βV (y), y ∈ Y (3.11)
then a Markov chain {Υt}t∈Z+ is geometrically ergodic. To satisfy conditions of the Geometric
Ergodic Theorem, it is necessary to determine a relationship between ψ-irreducible and ϕ-
irreducible. From Meyn and Tweedie [101], (Proposition 4.2.2), we have the result that the
ψ-irreducibility follows from the ϕ-irreducibility. Thus we need only check the ϕ-irreducibility.
Selection of a test function V is essential for the proposed framework. As discussed by Chan
and Tong [20] and Meyn and Tweedie [101], there is unfortunately no exact method to select
a test function for an arbitrary model. However, the proper choice of a function V for many
well-known linear and nonlinear models has been given in the literature [20, 34, 101, 142].
Before this section is concluded, tools for the analysis of a perturbed Markov chain are
presented. By perturbed Markov chain is meant a slightly perturbed chain P˜ (y, ·) of the original
chain P (y, ·). It is necessary to consider the impact of this difference on the chain’s convergence
properties and stationary distribution. The reason for interest in this problem is linked to the
robustness of a fault detection scheme. This is elaborated further in Chapter 4. For the
purpose of a deeper analysis of the properties of a Markov chain under perturbations, another
form of geometric ergodicity is introduced. Meyn and Tweedie [101] (Chapter 16) showed that
geometric ergodicity can be viewed as geometric convergence of an operator norm. It was proved
that geometric ergodicity is a special case of this operator norm convergence [101]. In (3.8)
the ergodicity is already met as the norm. Hence it seems natural to expand the verification
of the ergodicity based on a drift condition to a norm-dependent case. A new criterion for the
ergodicity testing is called V -uniform ergodicity.
To formally introduce V -uniform ergodicity, the V -norm distance must be defined first. Let
P1 and P2 be Markov transition probability kernels. Given a positive function ∞ > V > 1 the
V -norm distance between P1 and P2 is given as
‖P1−P2‖V := sup
y∈Y
‖P1(y, ·)−P2(y, ·)‖V
V (y)
. (3.12)
Based on the previous definition, an ergodic chain {Υt}t∈Z+ is called V -uniformly ergodic [101]
if
‖P1−P2‖V → 0. (3.13)
This definition quantifies a distance between transition kernels. It is important from a practical
point of view to evaluate also a distance between the n-step transition kernel and a stationary
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distribution π. By defining a stationary distribution as the outer product of an indicator
function 1 and the measure π, that is, [1⊗ π] = π(A), V -uniform ergodicity is defined as
‖P n−1⊗ π‖V → 0. (3.14)
In both cases the task is to specify the conditions that allow this distance to be arbitrarily
small. Determining the existence of such conditions leads to a conclusion about the robustness
of the proposed fault detection scheme.
3.2 The Expectation-Maximization Algorithm
In a condensed form, the expectation maximization (EM) [31] algorithm is a computational
method for estimating the parameter values of the likelihood function. First, recall the definition
of the likelihood function. We assume that the set of data {y1, . . . , yT} is drawn from the
probability distribution P (Y |Θ), where Θ is the set of parameters. In the remainder of the
present section it is assumed that the data are statistically independent in order to simplify the
concept of the EM algorithm. In the work for this thesis, data with dependence up to order p
are used exclusively. Consideration of this is deferred to the following chapters.
The joint distribution of the independent data set {y1, . . . , yT} is
P (y1, . . . , yT |Θ) =
T∏
t=1
P (yt|Θ),
where Θ is the set of parameters. From this it follows that the likelihood function is
L(Θ|y1, . . . , yT ) = P (y1, . . . , yT |Θ).
Given a fixed data set {y1, . . . , yT}, a goal is to find the Θ such that the following holds
Θ∗ = argmax
Θ
L(Θ|y1, . . . , yT ).
The parameters of the likelihood function can be determined by taking the derivatives of the
likelihood function with respect to all unknown parameters and solving the equation
∂L(Θ|y1, . . . , yT )
∂Θ
= 0. (3.15)
In some cases solving (3.15) directly does not provide the maximum likelihood estimates. An
example of one such case is when no data value is collected for the variable in an observation.
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This is known as the missing data problem. Another example is the situation when (3.15) is
analytically intractable. By introducing an unobserved latent variable X , a new joint proba-
bility [98] is
P (Y,X|Θ) = P (Y |X,Θ)P (X|Θ),
and consequently a new likelihood function is L(Θ|Y,X) = P (Y,X|Θ). This is called the
complete-data likelihood function since it is defined on a complete-data set consisting of a set
Y of observed data and a set of unobserved latent data X . An attempt to solve the complete-
data likelihood function can be analytically intractable. Therefore, we might want to adopt
more elaborate techniques such as the EM algorithm.
In a nutshell, the EM algorithm is a two step procedure to find the maximum likelihood
estimate of the marginal likelihood of the observed data. Before these steps are introduced
mathematically, it is necessary to explain why it is reasonable to use an iterative method,
namely, the values of the latent random variable are unknown. An alternative approach is
to guess the initial values for parameters Θ, and from this, estimate the values of the latent
variable X . Once the value of the latent variable has been found, the values of parameter Θ
can be estimated.
The first step is the expectation step (E-step). In this step the expected value of the log
likelihood function is calculated from the formula
Q(Θ;Θi)=EΘi{logL(Θ)|Y,X},
with respect to the unknown data X , given the observed data Y and the current estimate of
the parameters Θi. In the E-step it is assumed that the observations Y and the parameters Θi
from previous iterations are constants.
The second step (M-step) is the maximization step in which the parameter is found that
maximizes the Q function from the E-step
Θi+1=argmax
Θ
Q(Θ;Θi).
This is a generic algorithm description and does not prescribe any practical implementation.
In this section we are not concerned with the practical side of the EM algorithm. The practical
aspects are considered in the following chapters since the implemenation depends upon an
adopted statistical model. The properties of the EM algorithm are discussed in detail in [98].
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3.3 Finite Mixture of Transition Distribution Model
In practical engineering problems of fault detection, there are nearly always local variations
in the observed data. The variations are due to the existence of multiple sources influencing
observations. The impact of individual sources happens randomly and makes fault modelling
and detection very difficult.
In the research for this thesis a subclass of the finite mixture model [44, 97] known as a
mixture transition distribution model (MTD) [121] is chosen to model heterogeneity in measured
data, both fault-free and faulty. A MTD model coincides with the mixture distribution that is
the probability distribution of a multi-modal data set. A data set itself is considered a pooled
data set, which means that the contribution of all sources is combined into one data set without
any information about the individual sources.
This is a common situation in practice where physical quantities of a system influenced by
an unknown input and/or fault are measured. The unknown inputs such as disturbance, noise
and in general the so-called reality-model mismatch should be distinguished from faults. This
aspect requires that fault detection algorithms are robust and reliable [24].
In relation to a number of observed variables, the multivariate case is more general, but
in this research the focus is only on the univariate case. The discussion which follows here
concerns the theoretical basis of a mixture model for the univariate case only. For more details
on multivariate mixtures see [97].
Given the observation sequence Y=(y1, y2, . . . , yT ), we assume that the cumulative distri-
bution function F (yt;Θ) of a random variable Yt can be expressed in the following form
F (yt;Θ) =
N∑
k=1
αkFk(yt; θk) (3.16)
where the Fk(yt; θk) are cumulative distribution functions, N is the number of components, θk
are parameters of a mixture component distribution function,Θ={α1, α2, . . . , αN−1, θ1, θ2, . . . , θN}
is a set of all the unknown parameters in a mixture model and αk are the mixing proportions.
Additionally, two conditions constrain the mixing proportions, that is, ∀k 0 ≤ αk ≤ 1 and∑N
k=1 αk=1. This parametric formulation of a mixture model indicates that the cumulative
distribution functions Fk(yt; θk) belong to the same parametric family. As discussed in [44, 97],
mixture models are a widely applicable and consequently very useful tool for the statistical
modelling of random phenomena. This tool provides the ability to model heterogeneity in
observed data. Further, such a model can capture different shapes of distributions, including
asymmetrical distributions. Even more flexibility in modelling of observed data is possible
by introducing components that have different variabilities from one another (heteroscedastic-
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ity). There are a few methods that have been used for estimating parameters of a mixture
model [44, 97] but in this thesis the method of maximum likelihood is used. This approach is
not without its limitations, but these are discussed later in this document. Given the observed
data set Y=(y1, y2, . . . , yT ), it follows that the log likelihood function for a set of all unknown
parameters Θ in a mixture model is given by
L(Θ) =
T∑
t=1
log f(yt;Θ) =
T∑
t=1
log{
N∑
k=1
αkfk(yt; θk)}. (3.17)
Direct computation of the maximum likelihood estimate requires solving the following equation
∂L(Θ)
∂Θ
= 0. (3.18)
The following equations give the maximum likelihood of estimate Θˆ obtained by combining
equations (3.17) and (3.18)
αˆk =
T∑
t=1
τk(yt; Θˆ)
T
, k = 1, . . . , N (3.19)
N∑
k=1
T∑
t=1
τk(yt; Θˆ)
∂fk(yt; θk)
∂Θ
= 0 (3.20)
where is τ the posterior probability that realization yt was sampled from the k-th component
and is given by the following expression
τk(yt; Θˆ) =
αkfk(yt; θk)∑N
h=1 αhfh(yt; θh)
. (3.21)
Solving the likelihood equation (3.20) for different densities has been the subject of extensive
research. The approach which has been widely accepted for finding maximum likelihood esti-
mates of parameters in a mixture model is the expectation-maximization (EM) algorithm [31].
In order to apply the EM algorithm, the likelihood function in a mixture model must be ex-
pressed in a different form.
Assume that each realisation of a random variable Y=(y1, y2, . . . , yT ) is accompanied by
a random variable X whose realisations (x1, x2, . . . , xT ) represent the unobservable vector of
component-indicators. xt is an N -dimensional vector and Ik,t defined as
Ik,t :=
{
1 if Xt = k,
0 otherwise.
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which indicates whether yt was originated by component k or not. In the terminology of
the EM algorithm, the data (y1, y2, . . . , yT ) is called incomplete because component-indicators
(x1, x2, . . . , xT ) are not available. Combining the incomplete data vector and the unobservable
vector of the component-indicator gives the so called complete data vector Yc defined as
Yc = (Y,X). (3.22)
So far the issue of dependence between the realisations of the random vectors has not been
discussed. The simplest case is when the realisations of observed data Y are assumed to be
independent. This case is not of interest in the context of fault modelling and detection for
this thesis.
In this research the assumption is made that the realisations of Y are dependent. Contrary
to the incomplete data Y , for the component-indicators X both independent and dependent
cases are considered. For independent component-indicators it is convenient to assume the
multinomial distribution
X ∼ Mult(N,α) (3.23)
where N is a number of components and α is a vector of mixture proportions. The model
proposed in Chapter 4 is developed under this assumption. The log likelihood corresponding
to this case is given by
lc(Θ;Y,X) = logLc(Θ) =
T∑
t=1
N∑
k=1
Ik,t{logαk + log fk(yt; θk)}. (3.24)
On the other hand the simplest model for dependence of the component-indicators X is a
Markov chain and in Chapter 5 a model exploiting this extension is developed.
3.4 Hidden Markov chains
Wnen considering discrete Markov chains, it was assumed that each state of the system corre-
sponds to an observable discrete event. This kind of model is not realistic for many applications
because discrete states of the system cannot be observed, if for no other reason than measure-
ment noise. Moreover most signals of interest in system monitoring are actually continuous.
Therefore we need a model that assumes the existence of hidden discrete states such that they
are hidden in the observations. This should be true regardless of whether they are continuous
or discrete observations. In other words there is an interest in models where the observation is
a probabilistic function of a discrete unobservable Markov process.
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These requirements lead to doubly stochastic processes with an underlying discrete Markov
process and observation process. A hidden Markov model (HMM) is a probabilistic model
Xt−1. . . Xt Xt+1 . . .
Yt−1 Yt Yt+1
Figure 3.3: Hidden Markov graphical model
whose joint distribution is P (Y1, . . . , YT , X1, . . . , XT ), where Yt is either a continuous or dis-
crete observable random variable and Xt is a discrete and unobservable random variable. A
HMM is built on two assumptions about the dependence of these random variables. The first as-
sumption is that the hidden variable Xt depends only on the immediate past i.e. Xt−1. In other
words P (Xt|Xt−1, Yt−1, . . . , X1, Y1) = P (Xt|Xt−1) holds. The second assumption relates to the
dependence of observations. In the so-called standard HMM it is assumed that observations
depend only on the hidden random variable, i.e. P (Yt|Xt, Yt−1, Xt−1, . . . , Y1, X1) = P (Yt|Xt).
To relax that postulate, an autoregressive HMM (AR-HMM) is introduced. It is assumed that
an observation at time t depends not only on the hidden random variable but also on the last
p observations, that is P (Yt|Xt, Yt−1, Xt−1, . . . , Y1, X1) = P (Yt|Xt, Yt−1, . . . , Yt−p).
Before parameter inference of HMM is discussed, the elements of the hidden Markov model
are formalised. The first element to specify is the number of states N , that is, the number of
elements in the set S ∈ {s1, s2, ..., sN} from which Xt takes its values. Further, it is assumed
that the transition probabilities P (Xt|Xt−1) of a hidden Markov chain are independent of time.
Therefore the transition probabilities P (Xt|Xt−1) can be represented by a time-independent
stochastic matrix A = [αij ]N×N , where
αij ≡ P (Xt = j|Xt−1 = i), 1 ≤ i, j ≤ N.
The initial state distribution is defined as Π = [πk]N×1, where πk = P (X1 = k). Given the
process realizations at times t = 1, . . . , T , the corresponding observation sequence is Y = {Y1 =
y1, . . . , YT = yT}. The observation probability of a particular realisation yt at time t for state
sj is
βj(yt) ≡ P (Yt = yt|Xt = sj), 1 ≤ j ≤ N (3.25)
in the case of HMM.
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Based on the category of numerical data there are two forms of the observation probability.
If an observation at time t is taken from the finite set O = {o1, o2, ..., oM} then we deal with
discrete observations. The observation probability of om, m = 1, ...,M , which is observed at
time t and emitted by state sj , j = 1, . . . , N is given as follows
βj(yt) ≡ P (Yt = om|Xt = sj), 1 ≤ j ≤ N, 1 ≤ m ≤M. (3.26)
A general representation of the continuous observation process is in the form:
βj(yt|yt−pt−1) ≡ P (yt|yt−1, . . . , yt−p, xt; Θj), 1 ≤ j ≤ N (3.27)
where Θj is a corresponding set of parameters in state j. These observation probabilities are
collected in the following form B = [βj(yt)]N×1. Compact notation which includes all elements
of hidden Markov models is given by
λ = (A,B,Π). (3.28)
where N is implicitly defined in A and B and therefore there is no need to include them
separately in model λ.
Before discussing the application of HMM in detecting faults, it is necessary to summarise
the main problems to be solved. The basic problems of HMM are defined by Rabiner [33, 120].
The main objective of defining these problems is to link the elements of the HMM and indicate
the relationship between each of them.
The three main problems are:
Problem 1 : Given the observation sequence Y = (y1, y2, . . . , yT ) and a model λ = (A,B,Π),
how do we efficiently compute the probability of the observation sequence, P (Y |λ)
Problem 2 : Given the observation sequence Y = (y1, y2, . . . , yT ) and a model λ = (A,B,Π),
how do we find an optimal state sequence X = (x1, x2, . . . , xT ) that explains Y
Problem 3 : How do we estimate the parameters λ = (A,B,Π) to maximize P (Y |λ).
Problem 1, as pointed out in [120], is the evolution problem, which gives the probability
that the observed sequence is produced by the model λ. In addition, it is possible to extend
the evolution problem to model selection among several competing models, given the observed
sequence.
In the case of Problem 2, a “correct” sequence of hidden states must be estimated. It is not
possible to directly observe the sequence of states Xt, which is what makes this model “hidden”.
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Since the true sequence is never known, at least because the model does not absolutely replicate
the real system, the hidden state sequence Xt must be inferred from the observation sequence
Yt.
Problem 3 is the most difficult. The model parameters must be estimated in such a manner
that they describe the observation sequence in a comparable way.
The most widely used approach in fault detection methods based on HMM is the application
of the first and third solutions. Specifically, the appropriate models which successfully represent
the behaviour of the system must first be identified (Solution 3). In order to find an adequate
(best match) model for the current observation sequence, Solution 1 is applied. In this way the
different types of faults may be distinguished.
This approach gives good results, as reported in the literature, but there is additional infor-
mation about model λ that is not used. The Viterbi algorithm [40, 128, 129] (Solution 2) offers
the very important possibility of finding the optimal state sequence of the underlying discrete
Markov process which corresponds to the observations. Using the optimal state sequence and
state transition probabilities contained by matrix A, another insight into the model is gained.
This approach will be fully developed in Chapter 6, where the manner in which the Viterbi
algorithm can be used to detect faults in distributed systems is shown.
The solutions to HMM problems [120] and the extension to the case of AR-HMM are
discussed in more details in Chapter 5.
3.5 Consensus Algorithm
In this section, a framework for solving the problem of fault detection in complex and distributed
systems is presented. In essence this framework is based on knowledge about local models which
represent a system’s local behaviour. The framework includes the ability to share relevant
information among the models in order to make a decision. The local models form a set Λθ of
parametrised models. This set is considered to be a local knowledge base from which a model
is selected. In order to select the most likely model, a set of observations Yt is associated with
a set of models Λθ . Conceptual terms, such as a local knowledge base and observations, are
combined under the umbrella term “agent” or “expert”. An agent represents a partial view
of the complex and distributed system, since only local measurements are available. An agent
is able to exchange data with its neighbours by following a particular protocol and deciding
upon the most likely local model independently from other agents in its neighbourhood. The
fundamental idea behind this concept can be expressed as an agent’s willingness to reconsider
its own belief in its own choice of local model in the presence of new evidence coming from its
neighbours.
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This framework for collaboration among different entities is known as the consensus algo-
rithm [21]. Formal studies of the consensus problem of subjective probability distributions
were originated by Winkler [151] in management science and DeGroot [30] in statistics. Win-
kler [151] assumed the existence of K experts (agents/raters) A1, A2, ..., Ak, each having a
probability distribution Fi(θ) for a parameter or vector of parameters θ. Under this assump-
tion, the consensus problem is defined as determining the common probability distribution
F (θ) in a group of distributions Fi(θ). As the most obvious approach Winkler suggested the
weighted-average
F (θ) =
∑
i
ψiFi(θ), ψi ≥ 0,
∑
i
ψi = 1 (3.29)
where ψi is the rating associated with with an agent i. DeGroot [30] extended Winkler’s idea by
introducing an iterative procedure for revising agent distributions. An extension of the idea is
that if an expert i is willing to revise its subjective distribution in the presence of other expert
distributions, then the process of revision can be represented as the iterative process
F
(τ)
i (θ) =
K∑
j=1
j 6=i
ψijF
(τ−1)
j (θ) + ψiiF
(τ−1)
i (θ), ψij ≥ 0,
∑
j
ψij = 1. (3.30)
In this way, after the τ th iteration an expert i will have the updated distribution F
(τ)
i (θ),
which combines other experts’ distributions and its own distribution from the previous (τ−1)th
iteration. This is illustrated in Fig. 3.4. To start the iterative process, the agent’s initial
A3
A2
A1
Ai
AK−2
AK−1
AK
Figure 3.4: Iterative Consensus
distributions F
(0)
i (θ) = Fi(θ), i=1, . . . , K, are assumed to be known. Weighting coefficients
ψij , i, j = 1, ..., K, reflect the influence each expert has on the updated distribution. Because
the weights are strictly positive and sum to one, they form a stochastic matrix Ψ = [ψij ]K×K.
DeGroot showed that the necessary and sufficient condition for convergence in this iterative
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process is that matrix Ψ is irreducible and aperiodic. Also he assumed that the values of
weighted coefficients are known in advance and that they are fixed during the iterative process.
Chatterjee and Seneta [22] generalised further the convergence conditions.
Briefly, the basic assumption of consensus is that each of the agents has its own probabilistic
model (probability distribution) which represents a part of the system. In this way, the entire
system is decomposed into a finite number of local probabilistic models. Using the consensus
algorithm, it is possible to determine a common distribution for a group of different entities
(experts, agents, raters, informants, etc.) by estimating the weights in equation (3.30). Thus,
the central idea of consensus is to use the pattern of agreement among entities in order to
improve their knowledge about a system under consideration.
The consensus algorithm in its original form is not directly applicable to fault detection in
complex and distributed systems. There are several modifications of the original DeGroot’s
algorithm [113, 114, 115]. A common approach in engineering is based on consensus of the
first and second order moments [39, 41, 136], rather than the entire distribution. This research
demonstrates in Chapter 6 an extension of DeGroot’s seminal work in order to develop a fault
detection method based on consensus on the entire distribution [73].
3.6 Summary
This chapter presented the theoretical foundations of the research fields that will be used in
this thesis. The following sections will provide specific details necessary for the presentation of
the proposed algorithms. For more details, it is necessary to consult the suggested references.
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Chapter 4
Fault Modelling and Detection Using a
Mixture of Conditional Gaussian
Transitions
The model-based approach to fault detection is comprised of two steps. In the first step, fault
models are chosen to describe the conditions of the system. The reliability of these models is
aided by knowledge of the processes that lead to the faults. In the second step, possible faults
are detected by determining the most likely model given the observed data.
Methods built on this approach are a very important class of techniques which can reveal
unwanted deviations in system characteristics [24, 118]. There are two kinds of model: process
models and signal models. The first is used when both the input and output variables of the
system are available, and the second is used when only output measurements are available. Once
an appropriate model is adopted, it can be used to generate residuals. These are the differences
between observed signal values and the values predicted by the model. Once evaluated, the
residuals can provide information about system behaviour.
In the existing literature on fault detection, a variety of different process and signal models
have been proposed [32, 67, 117, 119, 133]. In this chapter a particular class of probabilistic
models known as a mixture model [44, 97] is discussed. This kind of model provides a mechanism
for observation sampling from a finite number of probability distributions called the mixture
components. The probabilities assigned to each component are called the mixture weights,
and these represent values which allow the mixture components to be selected. If the mixture
components have a Gaussian distribution and if dependence between observations is assumed,
then the model is called a mixture of Gaussian transitions.
The literature research suggests that a model involving a mixture of Gaussian transitions
has not yet been applied in the context of fault detection. In this chapter a methodology
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using this approach is proposed for designing a bank of non-linear fault models. The proposed
algorithm may be applied as either a process model or as a signal model.
The approach used for this work is similar to one introduced by Newbold and Ho [106],
and studied further by Hanlon and Maybeck [56] and Semoushin et al. [125]. These approaches
apply the idea of using a set of models to detect different faults. In [56, 106, 125] the Kalman
filter bank is applied to diagnose multiple faults in a system and a general likelihood ratio test
(GLRT) is used to detect changes in system behaviour. In the proposed research, this idea is
used in a modified context. Instead of dealing only with first-order and second-order moments,
the proposed approach represents the fault model as a conditional distribution. Further, instead
of using a single model which corresponds to a single source of the fault, the proposal considers
a situation where multiple sources contribute to the same fault. It is a high-impedance fault in
power distribution network as one of the reasons which are motivating the interest in a mixture
model.
One advantage that a mixture of conditional Gaussian distributions has over other mod-
els [56, 106, 125] is that different nonlinear effects due to process or actuator faults can be
captured [83] like quenching [37] which was described in Section 2.2. Additionally, this kind
of model can successfully deal with multiple sources of the same fault. In other words, it is
assumed that each fault source is modelled by a different probability distribution, while the
observed signal is sampled from one of the randomly selected probability distributions.
To model the conditional means of a fault in a mixture of Gaussian transitions, recurrent
neural networks (RNNs) [59, 153] are applied. The ability of RNNs to approximate any function
provides a means of modelling nonlinear effects in the mean of a signal. The increased flexibility
of the model can lead to problems concerning its stability since these models have internal
dynamics arising from the existence of feedback between the output of the network and its
inputs.
In the previous chapter it was noted that for the successful detection of faults it is essential
to detect small changes and incipient faults in the monitored system. It follows that the
signals of interest in this research are assumed to be bounded rather than unconstrained.
For the proposed model to be useful, a check must be made on the conditions under which
an asymptotic stationarity follows. In other words, the time series generated by this model
has to converge geometrically quickly to stationary distribution. Geometric ergodicity using
Markov chain theory on general state space is proved in Section 4.2. This was investigated
by Nummelin [109] and Meyn and Tweedie [101] among others. Besides stability analysis, a
parameter estimation procedure based on the EM algorithm is also proposed in this chapter.
The proposed fault detection approach is based on maximum likelihood classification.
The chapter is organised as follows. Section 4.1 introduces a mixture of Gaussian transi-
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tions. An analysis of a mixture model stochastic stability is presented in Section 4.2. Stability
properties of recurrent neural networks are given in Section 4.3. The EM-based estimation of
model parameters and corresponding standard error are discussed in Section 4.4 and Section 4.5
respectively. A fault detection scheme based on the maximum likelihood is presented in Sec-
tion 4.6. Finally, simulation results and summary are presented in Section 4.7 and Section 4.8
respectively.
4.1 Mixture of Gaussian Transitions
The signals produced by most faults are nonlinear time series. In addition, a particular fault
can have multiple sources. That is, at a particular time t, transition between different dynamic
regimes can happen what will cause that dynamics of observed signal is changed (Fig. 4.1).
Finally, observed signal can be influenced by disturbance.
There are two difficulties in resolving problems associated with these signals, firstly se-
h1(Υt−1) h2(Υt−1) hN(Υt−1)
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Figure 4.1: A mixture model - an illustrative example
lecting an appropriate model capable of capturing multi-modality and secondly estimating the
parameters of the selected model. The approach taken is to use a mixture of conditional
Gaussian transitions as follows:
F (yt|Υt−1) =
N∑
k=1
αkΦ
(yt − hk(Υt−1)
σk
)
, (4.1)
where F (yt|Υt−1) is the conditional cumulative distribution function of the observation yt at
time t, Υt−1 is a dependence vector (a vector of previous samples) taking values in R
m, Φ(·)
is the cdf of the standard normal distribution, αk is a mixture weighting coefficient, hk is a
nonlinear mapping hk : R
m→R, σ2k is the variance of component k and N is the number of
mixture components.
Given that the primary objective is time series modelling, a parametric model hk(Υt−1) is
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required to be capable of making a temporal association. That is, it must be able to generate a
sequence in response to a particular input sequence, and it must have the capacity to reproduce
a sequence when it observes part of it. The first is related to process models, while the second
is connected with signal models within the model-based fault diagnosis framework. For the
case of a process model, the dependence vector Υt−1 is defined as
Υt−1 = {yt−1, . . . , yt−p, ut−1, . . . , ut−r}. (4.2)
such that p+r=m, where yt−i is an output signal and ut−i is a control (exogenous) signal of the
monitored system. Similarly for a signal model it is given by
Υt−1 = {yt−1, . . . , yt−p}. (4.3)
The mixture representation was chosen firstly because estimating parameters for this type
of model is possible using the EM algorithm. Secondly, the most likely fault type for prob-
abilistic models can be detected by monitoring changes in the likelihood function for a given
set of observations. There are some examples when other techniques have to be used for fault
detection [111, 112], but it will not be considered in the thesis. Finally, from the model, the
multi-step ahead prediction can be determined. Whilst this model has several attractive fea-
tures, there are some drawbacks. Firstly, the choice of hk is not necessarily obvious and will
depend on the problem at hand. Secondly, hk can be nonlinear in its parameters. Thirdly,
there are significant problems associated with estimating N and the order of dependence in
Υt−1, and determining the standard error of parameter estimates.
The foundations of the mixture transition distribution model go back to Raftery [121],
wherein to model high-order Markov chains with a finite state space, a linear combination
of first-order Markov chains was proposed. An extension of the model to a general state
space was proposed by Martin and Raftery [94]. They suggested using a mixture of Gaussian
transitions to model arbitrary non-Gaussian time series. Further extensions [83, 154] dealt with
the autoregressive model for modelling of the conditional mean. Le et al. [83] used the first
order, AR(1), while Wong and Li [154] extended it to the arbitrary order, AR(p). They named
this model the mixture autoregressive (MAR) model.
Since the linear AR model has a number of disadvantages, it may be unsuitable for the
modelling of nonlinear phenomena. To overcome the limitations, different nonlinear time series
models were proposed (see Tong [142], Chapter 1.4). In this sense the model (4.1) is a natural
generalisation of the linear AR model to the case of nonlinear hk(Υt−1).
In the proposed approach it is assumed that a particular fault has a characteristic nonlinear
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time series pattern masked by noise
yt=hk(Υt−1)+ǫt,k, (4.4)
where hk is an unknown smooth function governing the dynamic behaviour of the conditional
mean component k, ǫt,k is independent identically distributed (iid) noise with zero mean and
finite variance σ2k, having probability density function (pdf) fk(·) (a standard normal distribu-
tion), and {yt, t ∈ Z+} is time series on an arbitrary space generated by (4.1). Additionally it
is assumed that different faults have distinguishable patterns.
As previously defined, the dependence vector Υt−1 for a process model has a form given
by (4.2) and similarly for a signal model given by (4.3). Given the dependence vectors, the
conditional mean hk(Υt−1) can have two possible architectures. The nonlinear autoregressive
exogenous (NARX) model is proposed for the process model:
yt=hk(yt−1, . . . , yt−p, ut−1, . . . , ut−r)+ǫt,k, (4.5)
and for the signal model the nonlinear autoregressive (NAR) model is considered [103, 104, 130]
yt=hk(yt−1, . . . , yt−p)+ǫt,k. (4.6)
In the following section the properties of hk that are required for an asymptotic stationarity of
model (4.1) are considered.
4.2 Model Properties
The applicability of the proposed model largely depends upon its stability properties. In other
words, if an initial distribution of a time series differs from its stationary distribution, we need
to define conditions under which the time series distribution will eventually converge to its
stationary distribution. A time series is asymptotically stationary if the limit
lim
ω→0
P ((Υt1+ω,Υt2+ω, . . . ,Υtm+ω) ∈ A) = π(A)
exists where A is a measurable set and π is an invariant measure. The asymptotic stationarity of
time series {Υt}t∈Z+ is studied using Markov chain theory on a general state space. Explicitly,
convergence properties of an associated Markov chain of model (4.1) are considered. Asymptotic
stationarity of a time series is deduced from geometrical ergodicity of an associated Markov
chain.
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To model a conditional mean in a mixture model (4.1), two types of nonlinear regression
models are considered: NARX and NAR. Strictly speaking neither one of these models is
Markovian, since dependence on past values is beyond the first order. However, it is possible
to construct a Markovian representation of these models based on finite “memory”, that is,
dependence on a finite number of previous samples.
Before the conditions of convergence of the model (4.1) are formulated, let us return to
the construction of Markov representations of non-Markovian stochastic processes A suitable
Markovian description for stochastic processes with a finite “memory” is in the form
Υt = Hk(Υt−1) + ηt,k (4.7)
where Hk : R
m → Rm is a nonlinear input-output mapping, modelling the evolution of a Markov
chain. Given the probability space (Rm,Bm, µm), the first order vector processes for NARX
and NAR can be introduced. The mapping given by (4.7) for the mixture component k can be
transformed into a vector form both for the process model and for the signal model. For the
process model the (p+r)-dimensional column vectors are introduced
Hk(Υt−1) = [hk(Υt−1), yt−1, . . . , yt−p+1, ut, . . . , ut−r+1]
T
Υt = [yt, yt−1, . . . , yt−p+1, ut, . . . , ut−r+1]
T (4.8)
ηt,k = [ǫt,k, 0, . . . , 0, 0, . . . , 0]
T .
Similarly, for the signal model, p-dimensional column vectors are constructed as
Hk(Υt−1) = [hk(Υt−1), yt−1, . . . , yt−p+1]
T
Υt = [yt, yt−1, . . . , yt−p+1]
T (4.9)
ηt,k = [ǫt,k, 0, . . . , 0]
T .
It can be seen that both models have the same form given by (4.7). This equivalence is exploited
in the rest of this thesis so that results on the ergodicity property, which are of most interest in
this work, apply equally to both fault models with an additional assumption that ut depends
on yt−1. In general to prove the geometric ergodicity, a one-step drift operator must be used
∆V (y) =
∫
V (z)P (y, dz)− V (y), (4.10)
to verify that
∆V (y) ≤ bIC(y)− βV (y), y ∈ Y (4.11)
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is satisfied. In this case a state space dimension m=|Y |>1. It follows that the one-step transi-
tion probability of a Markov chain {Υt}t∈Z+ is singular with respect to the Lebesgue measure
on a state space Y=Rm [34]. That is, the last m−1 components of Υt are the first m−1 com-
ponents of Υt−1. On the other hand the m-step transition probability of a Markov chain is
absolutely continuous with respect to the Lebesgue measure on a state space Y=Rm [34]. It
implies that one-step drift (4.10) is not suitable, given model (4.1). From this fact two im-
portant implications follow. The first is that for the chosen model (4.1) an associated m-step
transition kernel must be defined, given in the following form
Pm(y, A) =
∫
A
P (y, dzm)P (zm, dzm−1) . . . P (z1, A)
=
N∑
i1=1
. . .
N∑
im=1
αi1 . . . αim
∫
A
Pi1(y, dzm) . . . Pim(z1, A)
=
N∑
i1=1
. . .
N∑
im=1
αi1 . . . αim
∫
Rm
fi1(zm − hi1(y)) . . .
×fim(z1 − him(z2, . . . , zm, y1))dzm . . .dz1 (4.12)
where fi is the almost everywhere positive probability density function for all i.
The second is related to a more general version of the drift criterion, which is capable of
dealing with the m-step transition kernel. To assess a drift we have to wait m steps. In other
words, a more general drift criterion is required enabling chain classification for the multi-step
drift. Again the results of Meyn and Tweedie [101] are followed, with specific reference to the
state dependent drift condition ([101], Chapter 19, Theorem 19.1.3) which enables assessment
of the drift after m steps, depending upon the initial state from which the chain starts.
The State Dependent Drift Theorem ([101], Chapter 19, Theorem 19.1.3) states that for a
ψ-irreducible and aperiodic Markov chain {Υt}t∈Z+ if there is a petite set C, positive constant
b<∞ and a function V≥1, bounded on C , satisfying condition∫
V (z)Pm(y, dz) ≤ χm[V (y) + bIC(y)] (4.13)
where χ < 1 and m is a dimension of state vector y, then a Markov chain {Υt}t∈Z+ is geometri-
cally ergodic. At this point, it is interesting to compare the one-step (4.11) and multi-step (4.13)
drift criteria. In the one-step criterion the expected drift
∫
V (z)P (y, dz) compares to the centre
V (y) in order to satisfy the condition (4.11). Because of this, as discussed in [101] (Chapter 19),
the analysis for complex models based on simple one-step drift might not be straightforward.
If the center is omitted from the criterion and only the upper limit of the expected drift is
imposed, then the analysis of the chain is simplified.
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Since the m-step transition kernel and corresponding drift conditions are defined, the main
result of this chapter can now be introduced. We assume that the x and y are m-dimensional
vectors. In addition, the following notational convention is used for the shift operator (see [101],
Chapter 3.4.2)
h1(y1, . . . , ym)≡ h(y1, . . . , ym)
hn(y1, . . . , ym)≡ hn−1(h(y1, . . . , ym), y1, . . . , ym−1).
where h is one of the hk. Note that for the sake of notational simplicity, instead of a vector
(y1, . . . , ym) the shortened form y is used. A sub-vector (yi, . . . , yj) is denoted as y
j
i . Finally,
the conditions of the geometric ergodicity of model (4.1) are given by the following theorem
Theorem 1. A Markov chain {Υt}t∈Z+ with m-step transition kernel given by (4.12) is geo-
metrically ergodic if ∀k hk : Rm→R satisfies the Lipschitz condition |hk(x)−hk(y)| ≤ ρ|x− y|,
where 0<ρ< m
√
2− 1 and if the noise has a strictly positive density on R.
Proof. Taking the test function to be V (z)=1+‖z‖ = 1 +∑mi=1 |zi| and using definition (4.12)
the expected m-step drift is given by∫
Rm
(1+‖z‖)Pm(y, dz)
=
N∑
i1=1
. . .
N∑
im=1
αi1 . . . αim
∫
Rm
(1 +
m∑
i=1
|zi|)
×fi1(zm − hi1(y))fi2(zm−1 − hi2(zm,ym−11 )) . . .
×fim(z1 − him(zm2 , y1))dzm . . .dz1
By applying the change of variables
ri1 = zm − hi1(y)
ri2 = zm−1 − hi2(zm,ym−11 )
...
rim = z1 − him(zm2 , y1)
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it follows that the Jacobian matrix of transformation is of the form
J=

∂ri1
∂zm
∂ri1
∂zm−1
. . .
∂ri1
∂z1
∂ri2
∂zm
∂ri2
∂zm−1
. . .
∂ri2
∂z1
...
...
...
...
∂rim
∂zm
∂rim
∂zm−1
. . .
∂rim
∂z1

=

1 0 . . . 0
−∂hi2
∂zm
1 . . . 0
...
...
...
...
−∂him
∂zm
− ∂him
∂zm−1
. . . 1
 .
Since the Jacobian matrix is lower diagonal it follows that the determinant |J | equals the
product of diagonal elements, consequently |J |−1 = 1. By applying the change of variables and
the triangle inequality, the drift can be expressed as
N∑
i1=1
. . .
N∑
im=1
αi1 . . . αim
∫
Rm
(1 + |ri1 + hi1(y)|
+|ri2 + hi2(zm,ym−11 )|+ . . .+ |rim + him(zm2 , y1)|)
×fi1(ri1)fi2(ri2) . . . fim(rim)drimdrim−1 . . .dri1
≤
N∑
i1=1
. . .
N∑
im=1
αi1 . . . αim
∫
Rm
(1 + |ri1 |+ |hi1(y)|
+|ri2 |+ |hi2(zm,ym−11 )|+ . . .+ |rim|+ |him(zm2 , y1)|)
×fi1(ri1)fi2(ri2) . . . fim(rim)drimdrim−1 . . .dri1 (4.14)
To eliminate z’s from |hij(zmj+1,yj1)| we need to iteratively substitute z’s into hij , where z’s are
defined as
zm = ri1 + hi1(y)
zm−1 = ri2 + hi2(zm,y
m−1
1 )
...
z1 = rim + him(z
m
2 , y1)
By substituting zm into the expression for zm−1 and applying Lemma 5 (see Appendix D) we
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have
|hi2(zm,ym−11 )| = |hi2(ri1 + hi1(y),ym−11 )|
≤ ρ|ri1 |+ |hi2(hi1(y),ym−11 )| = ρ|ri1 |+ |h2(y)|
≤ ρ|ri1 |+ ρ(1 + ρ)‖y‖. (4.15)
Note that the indices for h were suppressed ‘since we assume ‖hj(y)‖ ≤ ρ‖y‖. In other words
Lipschitz constant ρ is the same for all hj . Proceeding further, for hi3 we have
|hi3(zmm−1,ym−11 )| = |hi3(ri2 + hi2(zm,ym−11 ), zm,ym−11 )|
≤ ρ|ri2 |+ |hi3(hi2(zm,ym−11 ), zm,ym−11 )|
≤ ρ|ri2 |+ |h2(zm,ym−11 ))|
= ρ|ri2 |+ |h2(ri1 + hi1(y),ym−11 ))|
≤ ρ|ri2 |+ ρ(1 + ρ)|ri1 |+ |h2(hi1(y),ym−11 ))|
≤ ρ|ri2 |+ ρ(1 + ρ)|ri1 |+ |h3(y)|
≤ ρ|ri2 |+ ρ(1 + ρ)|ri1 |+ ρ(1 + ρ)2‖y‖. (4.16)
Finally, the following expression is obtained for |him |
|him(zm2 , y1)|≤ ρ|rim−1 |+ ρ(1 + ρ)|rim−2 |+ . . .
+ρ(1 + ρ)m−2|ri1 |+ ρ(1 + ρ)m−1‖y‖
Substituting the (4.16) into (4.14) and using the normalisation property of pdf we have (4.14)
is bounded above by
1 +
N∑
i1=1
. . .
N∑
im=1
αi1 . . . αim
∫
Rm
(
(1 + ρ)m|ri1|
+(1 + ρ)m−1|ri2|+ . . .+ ρ|rim−1 |+ |rim|
)
fi1(ri1)
×fi2(ri2) . . . fim(rim)drimdrim−1 . . .dri1 + ρ‖y‖
+ρ(1 + ρ)‖y‖+ . . .+ ρ(1 + ρ)m−1‖y‖
= 1 + µ+ η‖y‖ = 1 + µ− η + η(1 + ‖y‖)
= η
[
1 + µ
η
− 1 + V (y)
]
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where constants η and µ are defined as
η = ρ+ ρ(1 + ρ) + . . .+ ρ(1 + ρ)m−1 = (1 + ρ)m − 1 (4.17)
µ =
N∑
i1=1
. . .
N∑
im=1
αi1 . . . αim
∫
Rm
(
(1 + ρ)m|ri1 |
+(1 + ρ)m−1|ri2 |+ . . .+ ρ|rim−1 |+ |rim |
)
fi1(ri1)
×fi2(ri2) . . . fim(rim)drimdrim−1 . . .dri1
respectively. To satisfy (4.13) we need to determine χ and b. It is apparent that χ < 1 if
m
√
η < 1, implying that η < 1. Therefore,
0 < ρ <
m
√
2− 1
to satisfy condition χ < 1. The constant b has to be chosen such that b > 1+µ
η
− 1 > 0 given
µ > 0.
To determine a small set C on which y is defined, we use the relation ρm < η ≤ χm < 1
which is following from the first part of the proof. It follows from (4.13)
η
[
1 + µ
η
− 1 + V (y)
]
≤ χm[V (y) + bIC(y)]
and V (y) = 1 + ‖y‖ that a constraint for a small set C is defined as
C =
{
y : ‖y‖<χ
m + b− (1 + µ)
χm − η
}
This requirement together with the conditions for χ and b in (4.13) imply a geometric ergodicity
of a Markov chain {Υt}t∈Z+ .
In the previous analysis of model properties, an accurate and complete model is assumed.
However, in most situations, this is not the case due to variations in the values of the model
parameters and the characteristics of the disturbances and noise. In other words a mismatch
between the real process and its mathematical model may directly affect a fault detection
method by causing false or missed alarms. The reliability of the fault detection algorithm may
also be compromised. In order to reduce the impact of these effects on the detection method, it
is necessary that the employed method is robust with respect to modelling uncertainty [24]. It
will be demonstrated that this first proposed model is robust, assuming that it is geometrically
ergodic.
The backbone of the proposed fault detection methodology is an assumption that for a
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model (4.1) it is possible to construct an associated transition kernel (4.12). From Theorem 1
it follows that the properties of an associated transition kernel depend upon the properties of
the nonlinear mapping hk : R
m→R and the noise density fk. It follows that perturbations of an
associated Markov chain could be caused by changes either in the parameters of the non-linear
mapping or in the noise density or both. Whichever of the two given alternatives happens, a
change in an associated Markov chain will result.
Let P1 and P2 be the true and perturbed Markov chains, respectively. It is of particular
importance to understand the conditions under which a difference between the true and per-
turbed Markov chains, as given by (3.13), remains small. In this research a distance between a
perturbed Markov chain and the true stationary distribution, as in (3.14), is considered, that is,
the conditions have to be determined which ensure that the perturbed Markov chain converges
to the actual stationary distribution. In other words, it is required to prove that in both cases
the norm distance, which represents the model mismatch, is strictly bounded from above. It
will be shown that this bound represents a fault detectability threshold.
In what follows the key results are built upon the V -uniform ergodicity. In this context
the results of Meyn and Tweedie [101] apply. The key theorems are given without proof. For
details see [101] (Chapter 16). To link the geometric ergodicity with V -uniform ergodicity the
following theorem is given.
Theorem 2 (Theorem 16.0.1 (i) [101]). Suppose that a Markov chain {Υt}t∈Z+ is ϕ-irreducible
and aperiodic. Then for any V > 1, {Υt}t∈Z+ is V -uniformly ergodic.
From Theorem 1 it follows that a model (4.1), which satisfies the Lipschitz condition,
is geometrically ergodic. This implies that an associated Markov chain is ϕ-irreducible and
aperiodic. Finally, it follows that an associated Markov chain of a model (4.1) is V -uniformly
ergodic.
In order to prove that the distance between the perturbed Markov chain P˜ (y, A) and the
actual stationary distribution π(A) is limited from above, it is necessary to state the following
theorem.
Theorem 3 (Theorem 16.0.1 (ii) [101]). If {Υt}t∈Z+ is V -uniformly ergodic, then there exist
r > 1 and R <∞ such that for all m ∈ Z+
‖Pm(y, ·)− π‖V ≤ Rr−m
By applying the last theorem to the perturbed Markov chain P˜m(y, ·) it follows that the
distance from the true stationary distribution is limited from above. This is important since
it proves that variations due to changes to parameter values and noise will keep a stochastic
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process {Υt}t∈Z+ close to its stationary distribution. However, the V -uniform ergodicity has
a much stronger property. In this context, let a stochastic process {Υt}t∈Z+ which is taking
values in Y be observed . If there is a sequence of positive numbers {δ(n) : n ≥ 0} tending to
zero for which
sup |Ey[hk(Υi)h˜k(Υn+i)]− Ey[hk(Υi)]Ey[h˜k(Υn+i)]| ≤ δ(n), n ∈ Z+
then a process {Υt}t∈Z+ is called strong mixing. The supremum is taken over all n ∈ Z+ and
hk and h˜k are such that |hk(y)|, |h˜k(y)| ≤ 1, for all y ∈ Y . It follows that a non-linear mapping,
either the true hk or the perturbed h˜k, has to be bounded. In the following result it is shown
that V -uniformly ergodic chains satisfy the property called V -geometric mixing.
Theorem 4 (Theorem 16.1.5 [101]). If a chain {Υt}t∈Z+ is V -uniformly ergodic, then there
exists R <∞ and r < 1 such that for any |h2k(y)|, |h˜2k(y)| ≤ V and k,n ∈ Z+,
|Ey[hk(Υi)h˜k(Υn+i)]− Ey[hk(Υi)]Ey[h˜k(Υn+i)]| ≤ Rrn[1 + riV (y)],
and hence the chain {Υt}t∈Z+ is V -geometric mixing.
Theorem 4 estimates the covariance as measure of how much two processes change together.
It follows that the covariance of V -uniformly ergodic chain, for which |h2k(y)|, |h˜2k(y)| ≤ V
applies, is positive. In other words, since the covariance is positive the processes tend to show
similar behaviour. A Theorem 4 request that |h2k(y)|, |h˜2k(y)| ≤ V (y) has already been proved
in Appendix D, but it is repeated here for the sake of clarity. Namely, it was shown that
|h2k(y)| ≤ ρ(ρ+ 1)‖y‖ ≤ 1 + ‖y‖ = V (y).
This also holds for |h˜2k(y)| assuming that h˜k satisfies Theorem 1. Finally, this implies that the
proposed fault detection scheme is robust.
4.3 Architecture and Stability of Recurrent Neural Net-
works
For model (4.1) to be asymptotically stable, the conditional mean hk has to satisfy the Lipschitz
condition for each of the components, as was demonstrated in the previous section. In this
section, a particular structure for hk which satisfies that property is considered. To this end,
recurrent neural networks are analyzed and conditions imposed on RNNs to meet the Lipschitz
condition.
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There are several different architectures of RNNs [80]. Given the dependence vectors Υt−1,
as in (4.5) and (4.6), the most suitable architecture for the problem at hand is the nonlinear
autoregressive RNN model with exogenous inputs (NARX) and the nonlinear autoregressive
RNN model (NAR) as a subset of NARX [103, 130]. These models encompass the possibility
to model nonlinear time series [88, 93].
The basis of RNN architecture is described by the following set of equations, starting with
the definition of a single network node (neuron)
ξit = ϕ(ζ
i
t) (4.18)
ζ it =
p+1+κ∑
j=1
wijυ
j
t (4.19)
υt = [ιt, . . . , ιt−p, 1, ξt−1, . . . , ξt−κ]
T (4.20)
where wij is a weight representing the strength of the link connecting node j (source) to node
i (destination). The variable ζ it is a node integration function. A function ϕ(·) is defined as a
monotonically increasing continuous function (a node activation function), specifically
ϕ(ζ) = tanh(ζ) =
2
1 + e−̺ζ
− 1 (4.21)
where ̺ is a strictly positive constant that determines the steepness of the activation function
ϕ(ζ) at ζ = 0. The input vector υt is generally composed of three groups of signal. The first
group, ι, is made of p external (exogenous) inputs, while the second group, ξ, comprises κ
output feedback signals. The third group consist of constant bias input.
A group of nodes forms a layer. The NARX/NAR network has a specific topology and
generally consists of three layers: the input layer, the hidden layer and the output layer. The
input layer connects the external and feedback signals to the network while an output layer
generates the network one-step ahead prediction signal. The hidden layer is accessible only
within a network and connects the input and output layers. In the case of the NARX/NAR
network, the assumption is made that there is no feedback signal from the hidden layer to the
input layer [130].
The topology of a RNN dealt with in this research assumes a single output node because
only univariate data is of interest. In the theory on neural networks [3, 58, 152], it is known
that neural networks with hidden layers are universal approximators. This means that they are
capable of approximating any function. The following set of equations describes a single RNN
model with one output node and one hidden layer. The hidden layer output and the input layer
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signal are given below
unt = ϕ(ζ
n
t ) = ϕ(
p+1+κ∑
j=1
wnjυ
j
t ) (4.22)
υt = [Υt−1] (4.23)
where Υt−1 is given by either (4.2) or (4.3). The output of the RNN represents the one-step
ahead predictor given by
hk(Υt−1) = ϕ(
Nh∑
n=1
w1nu
n
t ) (4.24)
where Nh is a number of nodes in the hidden layer.
To analyse the stability properties of RNN, the contraction mapping theorem is used [93].
The result that must be proved is that an activation function ϕ(x) satisfies the Lipschitz
condition, i.e. it is a contraction mapping. To be a contraction mapping on the interval
[a, b] ∈ R, the activation function ϕ has to satisfy the following lemma
Lemma 1. The activation function ϕ(x), with a parameter ̺, satisfies the Lipschitz condition
on interval [a, b] ∈ R if it holds that
i) ∀x ∈ [a, b]⇒ ϕ(x) ∈ [a, b]
ii) ∃γ < 1 s.t. ‖ϕ(x)−ϕ(y)‖ ≤ γ‖x−y‖, ∀x, y ∈ [a, b]
for parameter ̺ taking values on interval 0 < ̺ < 2.
Proof. Proof is given by Krcmar et al. [81]. Proof of the second part only is given here since
this is applied later. Applying the mean value theorem ∀x, y ∈ [a, b], ∃ζ ∈ (a, b) such that
‖ϕ(x)−ϕ(y)‖ = ‖ϕ′(ζ)(x−y)‖ = |ϕ′(ζ)| ‖(x−y)‖ (4.25)
the condition γ<1 is satisfied if |ϕ′(ζ)|≤γ<1 for ∀ζ∈(a, b). The first derivative of (4.21) is given
by
ϕ′(ζ) =
̺
2
[1− ϕ2(ζ)] (4.26)
and since (4.26) reaches its maximum for ζ=0, it follows that (4.21) is a contraction if 0<̺<2.
The argument of the neuron model (4.18) is the sum of weighted regression inputs. By
checking the conditions of bounded-input bounded-output (BIBO) stability, the next lemma
holds:
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Lemma 2. The activation function ξt = ϕ(ζt) satisfies Lipschitz condition if the linear filter
ζt=̺
∑N
j=1wjυ
j
t is BIBO stable, that is if ‖w‖1 < 2̺
Proof. Let ‖υ‖∞ be the maximum value of the input signal υjt , then by the triangle inequality
for the output signal it holds that
|ζt| =
∣∣∣∣̺ N∑
j=1
wjυ
j
t
∣∣∣∣ ≤ ̺∣∣∣∣ N∑
j=1
wj
∣∣∣∣ |υjt | ≤ ̺ N∑
j=1
|wj| ‖υ‖∞
As per the Lemma 1 condition and the assumption that ‖υ‖∞=1, we have that ̺
∑N
j=1 |wj|<2
or equivalently ‖w‖1 < 2̺ .
From Lemma 1 and Lemma 2 it follows that (4.18) is a contraction. Generally this is true
for any RNN model containing one hidden layer. Note that for an RNN architecture with more
than one hidden layer it is necessary to extend the analysis to the case of nested activation
functions. Results by Mandic and Chambers [93] interpret that the model given by (4.22)
and (4.23) satisfies the Lipschitz condition under the same conditions given by Lemma 2.
In this section stability properties of RNN have been considered. It has been demonstrated
that under certain conditions imposed on RNN parameters the Lipschitz condition is satisfied.
Thus the condition of Theorem 1 is satisfied, which implies that the associated Markov chain
of model (4.1) is geometrically ergodic. In other words, the model is asymptotically stable.
Finally, the proposed fault detection based on a mixture of conditional Gaussian transitions is
robust.
4.4 Parameters Estimation
The EM algorithm [31] is used to estimate the model parameter values. Suppose that a set of
observations {yt, t=1, . . . , T} is generated by (4.1). An unobservable random choice of compo-
nent k, that produces observation yt, is modelled by random indicator variable
Ik,t :=
{
1 if Xt = k,
0 otherwise.
The set of indicators X={Ik,t : k=1, . . . , N ; t=1, . . . , T} creates the missing data. Consequently
this turns an incomplete data problem into a complete data problem and allows the application
of the EM algorithm (Fig. 4.2). Since the values of Ik,t are unknown, it is necessary to evaluate
their expectations given the observations and parameters. Once the expectation of Ik,t has been
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Xt−1 Xt Xt+1
Yt−1. . . Yt Yt+1 . . .
Figure 4.2: A mixture graphical model
calculated, the model parameters of hk(Υt−1) are updated. This describes one iteration of the
EM algorithm.
The set of parameters is
Θ={α1, . . . , αN−1;W1, σ21; . . . ;WN , σ2N}, (4.27)
where αk is a mixture proportion, Wk is a matrix of neural network weights and σ
2
k is the
variance of mixture component k. The likelihood function of the complete data is given by
Lc(Θ;Y,X)=p(Y,X ; Θ)
=
T∏
t=p+1
N∏
k=1
[
p(xt; Θ)p(yt|xt,Υt−1; Θ)
]Ik,t
, (4.28)
where Y , X and Θ denote observations, missing data and the parameters of the model respec-
tively.
The E-step involves computing the conditional expectation of the complete log likelihood (4.28),
often called the Q function, and it is computed as follows:
Q(Θ;Θi)=EΘi{logLc(Θ)|Y,X}
=EΘi{
T∑
t=p+1
N∑
k=1
Ik,t{logαk + log p(yt|Υt−1, xt; Θ)}}
=
T∑
t=p+1
N∑
k=1
EΘi{Ik,t|Y }×
×{logαk+ log p(yt|Υt−1, xt; Θ)}, (4.29)
where EΘi{Ik,t|Y } is the expectation of the hidden variable X conditional on observation Y .
Since logLc(Θ) is a linear function of an unobservable random variable X , the E-step requires
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calculating the conditional expectation of X given the observations [97]:
E{Ik,t|Y }=P{xt|yt,Υt−1; Θ}
=
p(yt|xt,Υt−1; Θ)p(xt|Θ)
p(yt|Θ)
=
αkp(yt|xt,Υt−1; Θ)∑N
j=1 αjp(yt|xt,Υt−1; Θ)
=
αkfk(ǫˆk,t; σ
2
k)∑N
j=1 αjfj(ǫˆj,t; σ
2
j )
= τk,t. (4.30)
where ǫˆi,t is the current estimate of the residual for component i, defined by ǫˆi,t=yt−hi(Υt−1).
The EM algorithm requires Q(Θ;Θi) to be maximized (the M-step). To facilitate this, it can
be rewritten as
Q(Θ;Θi)=
T∑
t=p+1
N∑
k=1
τk,t logαk−
T∑
t=p+1
N∑
k=1
τk,t log σk
−
T∑
t=p+1
N∑
k=1
τk,t
2σ2k
ǫˆ2k,t. (4.31)
It is maximized over αk, σk and Θ subject to the necessary constraints using the Lagrange
multiplier approach. This leads to the following updating equations for αk and σk:
αk =
∑T
t=p+1 τk,t
T − p , (4.32)
σk =
√√√√∑Tt=p+1 τk,tǫˆ2k,t∑T
t=p+1 τk,t
. (4.33)
For models hk(Υt−1) that are linear in the parameters, such as the AR models and linear
basis expansion models [57], Q(Θ|Θi) can be maximized directly. However, for the neural net-
work models considered here, maximization of Q(Θ|Θi) requires an iterative technique. Taking
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derivatives with respect to the parameters of hk(Υt−1), the following expression is obtained:
∂Q(Θ;Θi)
∂wkij
=
∂
∂wkij
{−
T∑
t=p+1
N∑
k=1
τk,t
ǫˆ2k,t
2σ2k
}
=−
T∑
t=p+1
τk,t
σ2k
ǫˆk,t
∂ǫˆk,t
∂wkij
. (4.34)
Equation (4.34) resembles the back-propagation (BP) learning algorithm in the case when the
squared error loss function is used. There is, however, an important difference. In contrast to
the original expression of the BP, the one given by (4.34) is modulated by τk,t (the expectation
of a latent variable) and σ2k (variance of component k) [58, 88, 104].
As in the BP, by calculating the sensitivity function with respect to the network weights
for the updating equation we get
∆wkij=
T∑
t=p+1
τk,t
σ2k
ǫˆk,t
∂hk(Υt−1)
∂wkij
. (4.35)
From this it is apparent that the M-step is the batch training, since the weights are only updated
after passing through a complete set of data (epoch). For this thesis only one epoch perM-step
is used.
Most of the work for this thesis is devoted to the modelling of multi-source faults by a
mixture of Gaussian transitions. If there is a single source then it is still possible to use the
maximum likelihood methodology for neural network training. By simple arithmetic starting
from the likelihood function
Lc(Θ|Y )=
T∏
t=p+1
p(yt|Υt−1; Θ), (4.36)
it is possible to show that the maximum likelihood-based training procedure gives the following
equations for each epoch of batch training:
∆wij=
T∑
t=p+1
ǫˆt
σ2
∂h(Υt−1)
∂wij
(4.37)
σ =
√∑T
t=p+1 ǫˆ
2
t
T−p . (4.38)
where ǫˆt is the current estimate of the residual, given by ǫˆt=yt−h(Υt−1).
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Despite the restriction in this work to the use of RNN whose training method is based on
the BP, there is still a sufficient level of flexibility in the application of the method. Only the
NARX/NAR type of RNN has been used here, but future work could consider other types of
RNN as well.
4.5 Standard Error
To approximate the covariance matrix of estimate, the inverse of the observed information
matrix is required. An approach proposed by Louis [91] is used to evaluate the observed
information matrix I(Θˆ). He showed that the information matrix can be calculated as
I(Θˆ; Y )= Ic(Θˆ; Y )−Im(Θˆ; Y )
= E
{ ∂2lc
∂Θˆ2
; Y
}
−cov
{ ∂lc
∂Θˆ
,
∂lc
∂Θˆ
; Y
}
(4.39)
where Ic(Θˆ; Y ) is the complete information matrix and Im(Θˆ; Y ) is the missing information
matrix. The complete-data log-likelihood function lc, which is required in (4.39), is given as:
lc(Θˆ;Y,X)=
T∑
t=p+1
N∑
k=1
Ik,t log αˆk−
T∑
t=p+1
N∑
k=1
Ik,t log σˆk
−
T∑
t=p+1
N∑
k=1
Ik,t
2σˆ2k
ǫˆ2k,t. (4.40)
where Ik,t is the random indicator variable, αˆk is a mixture proportion, σˆ
2
k is a variance and ǫˆk,t
is a prediction error.
The model parameters estimated in Section 4.4 are
Θˆ={αˆ1, . . . , αˆN−1;Wˆ1, σˆ21; . . . ;WˆN , σˆ2N} (4.41)
where αˆk is a mixture proportion, Wˆk is a matrix of neural network weights and σˆ
2
k is the
variance of mixture component k. Wˆk,1 and Wˆk,2.
At the same time, from (4.40) it is apparent that the first and second derivatives of the
complete-data log-likelihood function are required with respect to parameters in (4.41). These
derivatives are summarised in Table 4.1 and Table 4.2.
To compute the complete information matrix the expectation of the second derivatives of
the log-likelihood (Table 4.2) is taken. We can see from (4.41) that the complete information
matrix is a block diagonal, i.e. Ic=diag{Ic0, Ic1, . . . , IcN} where Ic0 and Ick are square matrices.
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Table 4.1: The First Derivatives of the Log-likelihood Function
∂lc
∂αˆk
=
∑T
t=p+1(
Ik,t
αˆk
− IN,t
αˆN
), k = 1, . . . , N − 1
∂lc
∂wˆki,j
=
∑T
t=p+1
Ik,t
σˆ2
k
ǫˆk,t
∂hk(Υt−1)
∂wˆki,j
, k = 1, . . . , N ;
∂lc
∂σˆk
=
∑T
t=p+1
Ik,t
σˆk
(
ǫˆ2
k,t
σˆ2
k
− 1)
Table 4.2: The Second Derivatives of the Log-likelihood Function
− ∂2lc
∂(αˆk)2
=
∑T
t=p+1(
Ik,t
αˆ2
k
+
IN,t
αˆ2
N
), k = 1, . . . , N − 1
− ∂2lc
∂αˆk∂αˆl
=
∑T
t=p+1
IN,t
αˆ2
N
, k = 1, . . . , N − 1, k 6=l
− ∂2lc
∂(wˆki,j)
2=
∑T
t=p+1
Ik,t
σˆ2
k
[(
∂hk(Υt−1)
∂wˆki,j
)2−ǫˆk,t ∂2hk(Υt−1)∂(wˆki,j)2 ]
− ∂2lc
∂wˆki,j∂wˆ
k
p,q
=
∑T
t=p+1
Ik,t
σˆ2
k
[
∂hk(Υt−1)
∂wˆki,j
∂hk(Υt−1)
∂wˆkp,q
−ǫˆk,t ∂2hk(Υt−1)∂wˆki,j∂wˆkp,q
]
− ∂2lc
∂(σˆk)2
=
∑T
t=p+1
Ik,t
σˆ2
k
(
3ǫˆ2
k,t
σˆ2
k
− 1
)
− ∂2lc
∂σˆk∂wˆ
k
i,j
=
∑T
t=p+1
2Ik,t
σˆ3
k
ǫˆk,t
∂hk(Υt−1)
∂wˆki,j
, k = 1, . . . , N
− ∂2lc
∂σˆk∂αˆl
=0, k, l = 1, . . . , N
− ∂2lc
∂wˆki,j∂αˆl
=0, k, l = 1, . . . , N
− ∂2lc
∂σˆk∂σˆl
=0, k, l = 1, . . . , N
Since it is known from (4.30) that E{Ik,t|Y }=τk,t, the equations for estimating the complete
information matrix Ic are given in Table 4.3 and Table 4.4.
Table 4.3: The Elements of Complete Information Matrix - Ic0
E
{
− ∂2lc
∂(αˆk)2
}
=
∑T
t=p+1(
τk,t
αˆ2
k
+
τN,t
αˆ2
N
), k = 1, . . . , N − 1
E
{
− ∂2lc
∂αˆk∂αˆl
}
=
∑T
t=p+1
τN,t
αˆ2
N
, k = 1, . . . , N − 1, k 6=l
Some elementary properties of a random indicator are needed to estimate the missing infor-
mation matrix. They are summarised in Table 4.5. Knowing that E{Ik,t}=τk,t, the variance of
a random indicator is var{Ik,t}=τk,t−τ 2k,t. An expression for the covariance is given as follows
cov{Ik,t, Il,t} :=
{
var{Ik,t} if k=l,
−τk,tτl,t if k 6=l,
These properties, along with the properties of variance and the covariance of the sum of random
variables, are used for the estimation of the missing information matrix, which is itself a block
symmetric matrix. Expressions for elements of the missing information matrix are given below.
In Table 4.6 only diagonal elements are grouped, while the off-diagonal elements are provided
in Table 4.7.
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Table 4.4: The Elements of Complete Information Matrix - Ick
E
{
− ∂2lc
∂(wˆki,j)
2
}
=
∑T
t=p+1
τk,t
σˆ2
k
[(
∂hk(Υt−1)
∂wˆki,j
)2−ǫˆk,t ∂2hk(Υt−1)∂(wˆki,j)2 ]
E
{
− ∂2lc
∂wˆki,j∂wˆ
k
p,q
}
=
∑T
t=p+1
τk,t
σˆ2
k
[
∂hk(Υt−1)
∂wˆki,j
∂hk(Υt−1)
∂wˆkp,q
−ǫˆk,t ∂2hk(Υt−1)∂wˆki,j∂wˆkp,q
]
E
{
− ∂2lc
∂(σˆk)2
}
=
∑T
t=p+1
τk,t
σˆ2
k
(
3ǫˆ2
k,t
σˆ2
k
− 1
)
E
{
− ∂2lc
∂σˆk∂wˆ
k
i,j
}
=
∑T
t=p+1
2τk,t
σˆ3
k
ǫˆk,t
∂hk(Υt−1)
∂wˆki,j
E
{
− ∂2lc
∂σˆk∂αˆl
}
=0, k, l = 1, . . . , N
E
{
− ∂2lc
∂wˆki,j∂αˆl
}
=0, k, l = 1, . . . , N
E
{
− ∂2lc
∂σˆk∂σˆl
}
=0, k, l = 1, . . . , N
Table 4.5: A Random Indicator Properties
E{Ik,t}=P{Ik,t}
var{Ik,t}=P{Ik,t}
(
1−P{Ik,t}
)
cov{Ik,t, Il,s}=P{Ik,t ∩ Il,s} − P{Ik,t}P{Il,s}
It is worth noting that the provision of standard errors of the maximum likelihood estimate
Θˆ obtained using the EM can impose the computational burden. Because of that the proposed
method is not intended to be used for the on-line estimation of the parameter vector Θ.
4.6 The Fault Detection Scheme
In Section 4.4, the estimation of model parameter values based on maximum likelihood was
discussed. In this sense, fault detection, which is based on the maximum likelihood classifier,
is intuitively justified. Namely, when dealing with mixtures the log-likelihood function is given
by
logL(M) =
W∑
t=1
log(
N∑
k=1
αkfk(yt|Υt−1; Θ)) (4.42)
where M is a model with a set of parameters Ψ, and W is a moving window length i.e. the
most recent finite data set which is used to compute the log-likelihood function.
In the proposed fault detection scheme it is assumed that there is a single mixture model
representing fault-free behaviour, denoted by M0. Consequently fault detection is based upon
the log-likelihood function under the null (H0) hypothesis of fault-free system behaviour. The
null (H0) hypothesis will be accepted if logL(M0) ≥ lM0 or will otherwise be rejected. The
threshold lM0 is calculated from the following. Once model parameters have been estimated
and the maximum likelihood value computed, given the training data set, a validation data set
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Table 4.6: The Elements of Missing Information Matrix - The Diagonal Elements
var{ ∂lc
∂αˆ2
k
}=∑Tt=p+1 var{Ik,t}αˆk +var{IN,t}αˆ2N −2 cov{Ik,t,IN,t}αˆkαˆN , k = 1, . . . , N
var{ ∂lc
∂wˆk
i,j
}=∑Tt=p+1 ( ǫˆk,tσˆ2
k
∂hk(Υt−1)
∂wˆk
i,j
)2
var{Ik,t}, k = 1, . . . , N
var{ ∂lc
∂σˆk
}=∑Tt=p+1 1σˆ4
k
(
ǫˆ2
k,t
σˆ2
k
− 1
)2
var{Ik,t}, k = 1, . . . , N
Table 4.7: The Elements of Missing Information Matrix - The Off-Diagonal Elements (l < k)
cov{ ∂lc
∂αˆk
, ∂lc
∂αˆl
}=∑Tt=p+1 cov{Ik,t,Il,t}αˆkαˆl −
− cov{Ik,t,IN,t}
αˆkαˆN
+
cov{IN,t,Il,t}
αˆN αˆl
+
+
cov{IN,t,IN,t}
αˆ2
N
, k, l = 1, . . . , N
cov{ ∂lc
∂wˆki,j
, ∂lc
∂wˆlp,q
}= ∑Tt=p+1 ( ǫˆk,tσˆ2
k
∂hk(Υt−1)
∂wˆki,j
)
×
×
(
ǫˆl,t
σˆ2
l
∂hl(Υt−1)
∂wˆlp,q
)
cov{Ik,t, Il,t}, k, l = 1, . . . , N
cov{ ∂lc
∂wˆki,j
, ∂lc
∂αˆl
}=∑Tt=p+1 ǫˆk,tαˆlσˆ2k×
×∂hk(Υt−1)
∂wˆki,j
cov{Ik,t, Il,t}− ǫˆk,tαˆN σˆ2k
∂hk(Υt−1)
∂wˆki,j
cov{Ik,t, IN,t}, k, l = 1, . . . , N
cov{ ∂lc
∂wˆki,j
, ∂lc
∂σˆl
}=∑Tt=p+1 ǫˆk,tσˆ2
k
σˆ2
l
∂hk(Υt−1)
∂wˆki,j
×
×
(
ǫˆ2
l,t
σˆ2
l
− 1
)
cov{Ik,t, Il,t}, k, l = 1, . . . , N
cov{ ∂lc
∂σˆk
, ∂lc
∂αˆl
}=∑Tt=p+1 1αˆlσˆ2k( ǫˆ2k,tσˆ2k − 1)cov{Ik,t, Il,t}−
− 1
αˆN σˆ
2
k
(
ǫˆ2
k,t
σˆ2
k
− 1
)
cov{Ik,t, IN,t}, k, l = 1, . . . , N
cov{ ∂lc
∂σˆk
, ∂lc
∂σˆl
}=∑Tt=p+1 1σˆkσˆl( ǫˆ2k,tσˆ2k − 1)( ǫˆ2l,tσˆ2l − 1)cov{Ik,t, Il,t}, k, l = 1, . . . , N
is used to check and optionally correct the threshold value so that there is a reduction in false
detection.
If an alternative (H1) hypothesis is accepted that indicates that there exists a fault in the
system, the existence of M fault models is assumed. Fault isolation can then be achieved by
determining a fault model with the maximum value of the log-likelihood function. In other
words, if
i⋆ = max
1≤i≤M
logL(Mi),
then the Hi⋆ hypothesis is accepted. Fault detection and fault identification can be combined
in one step. A practical implementation has to be examined thoroughly in the case of a large
number of faulty models.
Finally, it is worth mentioning some advanced features which the proposed model offer. The
concept of fault detection and isolation can be expanded further by introducing fault predic-
tion [32, 143]. Namely, the proposed model allows computation of the one-step predictive dis-
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tribution F (yt+1|Υt) based on the model (4.1). The m-step predictive distribution F (yt+m|Υt)
can be computed using Monte Carlo methods. A fault prediction will not be considered further
in this thesis.
4.7 Simulation Results
An application of the proposed algorithm is illustrated here in two ways. Firstly it is accepted
that the data set is generated by a mixture model whose conditional means, mixture proportions
and a number of components are known. The presented results are designed to demonstrate
the performance of the EM algorithm. In addition, some of the possible pitfalls are scrutinised
as well as possible solutions to these problems. The second group of results is closer to the real
situation. Specifically, no knowledge about the underlying mixture models is assumed. Only
training data sets are available, which are generated by switching models. The dynamics in each
state are represented by nonlinear time series models. In this context, self-exciting threshold
autoregressive (SETAR) and exponential autoregressive (EAR) models [142] are used. An
attempt is made to capture the dynamics of these models using a mixture model. Once model
parameter values are estimated, the proposed fault diagnosis scheme in the group of three
models is shown.
As an illustration, a three component mixture (N=3) with a conditional mean defined
as hk(yt−k) = tanh(ωkyt−k), k=1, 2, 3, where (w1, w2, w3) = (0.15,−0.2,−0.3) is used. The
mixture proportions are (α1, α2, α3) = (0.5, 0.4, 0.1) and standard deviations are (σ1, σ2, σ3) =
(1, 2, 5), respectively. This model is given the label Model 0. This choice is motivated by a
similar model in [83], which also serves to demonstrate the performance of the EM algorithm.
To collect training data the following setup of the experiment was used
yt :=

h1(yt−1) +N (0, σ21), α1 = 0.5,
h2(yt−2) +N (0, σ22), α2 = 0.4,
h3(yt−3) +N (0, σ23), α3 = 0.1.
The model was simulated and T=5000 samples were obtained. In order to estimate the model
parameters, as proposed in Section 4.4, the EM algorithm is applied. In the E-step the con-
ditional expectation (4.30) is computed. At this stage an appropriate choice of model initial
parameters is important. The main difficulty is related to the BP algorithm used in theM-step,
since the method can become stuck at a local minimum [58]. In general, to avoid this, it is
required to repeat a procedure for different initial values.
Initial values for the mixture proportions were set to be αk = 1/N , k=1, 2, 3. Similarly for
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standard deviations σk, k=1, 2, 3, an estimated standard deviation of a training data set was
used as a starting value for each component. The EM algorithm was halted for the Q-function
increment less than 10−5. The parameter estimates for Θ = (α1, α2, α3, ω1, σ1, ω2, σ2, ω3, σ3) and
Table 4.8: Results of the Simulation Study - Model 0
α1 α2 α3 ω1 σ1 ω2 σ2 ω3 σ3
µ 0.5 0.4 0.1 0.15 1 -0.2 2 -0.3 5
µˆ 0.4776 0.4106 0.1118 0.1513 0.992 -0.193 1.9248 -0.3263 4.831
SEtheoretical 0.0208 0.0121 0.005 0.0245 0.0164 0.0377 0.0322 0.02433 0.1294
ŜEestimated 0.023 0.0199 0.0077 0.0268 0.0201 0.039 0.0588 0.03264 0.1468
standard errors are summarised in Table 4.8. A comparison of the theoretical and estimated
values of the standard error shows that the standard error is reasonable. In addition, a small
bias in estimated parameters is noticeable. It is possible to observe that the theoretical value
of the standard error is less than the experimental. This indicates the need for more efficient
methods of estimating parameter values, and possibly more observations are required. It is
worth noting that the algorithm has a very slow convergence. Future research could be focused
on different versions of the EM algorithm which have improved convergence. Regardless of
these shortcomings, it is shown below that the proposed method gives satisfactory results in
terms of its application in fault detection.
The following is an example of modelling a nonlinear time series using a mixture of con-
ditional Gaussian transitions. Various hypothetical conditions in the system are represented
by nonlinear models. Specifically, SETAR and EAR models are used. To make a model more
realistic, it is assumed that each model Mj, j = 1, 2, 3, consists of two sub-models M
i
j , i = 1, 2.
Switching between sub-models is done by simulating a binomial distribution whose parameters
are mixture proportions. The reasons for the choice of these types of models can be justified by
recalling that in fault detection there is a particular interest in small deviations in the system
dynamics. In the early stages of most faults, the system dynamics of fault-free behaviour com-
bine with the fault dynamics [143]. Thus examples given in this section illustrate the ability
of the proposed fault detection scheme to detect small changes in dynamics long before a fault
develops into malfunction.
A model M1 is described by (4.43) and (4.44). Mixture proportions for model M1 are
α
m11
1 = 0.3 and α
m12
2 = 0.7, respectively. Standard deviations of sub-models noise ǫ
m11
t and ǫ
m12
t
are σ
m11
1 = 0.45 and σ
m12
1 = 0.15, respectively.
y
m11
t =
{
0.6yt−1+ǫ
m11
t if yt−1≤0
0.4yt−1+ǫ
m11
t if yt−1>0
(4.43)
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y
m12
t =
{
0.1yt−1+ǫ
m12
t if yt−1≤0
0.9yt−1+ǫ
m12
t if yt−1>0
(4.44)
Similarly for model M2, which is given by (4.45) and (4.46), we have the following values for
mixture proportions α
m21
1 = 0.55 and α
m22
2 = 0.45 and standard deviations σ
m21
1 = 0.025 and
σ
m22
1 = 0.04.
y
m21
t =
{
0.5yt−1−0.6yt−2+ǫm
2
1
t if yt−1≤0
0.7yt−1−0.4yt−2+ǫm
2
1
t if yt−1>0
(4.45)
y
m22
t =
{
1.5yt−1−0.9yt−2+ǫm
2
2
t if yt−1≤0
−1.5yt−1−0.9yt−2+ǫm
2
2
t if yt−1>0
(4.46)
Observe that for model M1, SETAR models are first order, in contrast to modelM2 where they
are second order. We return to this observation later when the model selection is discussed.
The structure of the model M3, (4.47) differs in that the probability of component selection is
equal to a component parameter. The EAR model [142] is built on this property. The model
parameter and the standard deviation are defined as αm
3
1 = 0.15 and σ
m3 = 0.075 respectively.
In this case sub-models are a combination of the first and the second order dynamics.
ym
3
t =
{
αm
3
1 yt−1+ǫ
m3
t with prob. α
m3
1
(1− αm31 )yt−2+ǫm3t with prob. 1− αm31
(4.47)
The training and test data sets were created using the SETAR and EAR model parameters
which were given previously. Each data set consists of T=5000 samples. Since the EM algorithm
was applied for the estimation of mixture model parameter values, the stopping criterion is
based on monitoring if the Q function increment is less than 10−5.
In the presented experiments, the only assumption is that the observed process is a switching
process that might be modelled by a mixture model. There are two aspects of a mixture model
to be addressed in order to select the most appropriate mixture model. These aspects are the
number of components N and the order of the regression vector. Thus a criterion for model
selection is required. In [83, 154] the authors discussed a possible solution. It was found that
the most suitable selection method is the Bayesian Information Criterion (BIC) [124]. The
formula for the BIC is in the form BIC = −2 logL + p lnT , where L is the likelihood of the
estimated model, p is the number of parameters and T is a length of the training data set.
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It follows from the formula that an increase of the likelihood is penalized by the number of
parameters used by the estimated model. In this way model over-fitting is prevented.
Once the criteria for the selection of the model are known, further analysis reveals that a
number of parameters p can be expressed as p = 2N − 1 +∑Nk=1 nk, where nk is a number
of parameters in nonlinear function hk of the component k. The parameter p combines a
number of components and the order of the regression vector. This enables the introduction of
additional assumptions that simplify the selection of models. If we restrict a possible order of
regression vector to some maximum order, for example, the second order, it will simplify model
selection. This idea originates from adaptive control theory [7], which states that the arbitrary
higher-order dynamics of the system can be approximated by the dynamic model of the second
order. In this sense, the model selection is reduced to varying the number of components N
and the predefined order of a regression vector. Only the first and second order are used.
Assuming that the order of regression vector is limited to the first and second order we
try to identify a number of components N for a model M1. The results of model selection
are summarised in Tables 4.9 and 4.10. From the presented results it follow that the BIC
Table 4.9: Model 1 - BIC for the first order regression vector
N BIC L
2 7841 -3913
3 7782 -3880
4 7778 -3874
5 7789 -3877
Table 4.10: Model 1 - BIC for the second order regression vector
N BIC L
2 7848 -3899
3 7873 -3898
4 7850 -3873
5 7870 -3871
values for the first order regression vector prevail over the second order. The minimum value
of the BIC is reached for N = 4. A conditional mean for each of the components is given
by hk(yt−1)=tanh(ω
k
1yt−1 + ω
k
b ), k=1, 2, 3, 4. The bias parameter ω
k
b is added to improve the
learning ability of the neural network [58]. The results of parameter estimations and the
standard error are given in Table 4.11. Once the model parameter estimates were obtained,
a data sample, which is given in Fig. 4.3, was simulated. To compare data generated by
the original model M1 and its mixture approximation, the probability density functions were
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Table 4.11: Results of the Simulation Study - Model 1
α1 α2 α3 α4 w
1
1 w
1
b
σ1 w
2
1 w
2
b
σ2 w
3
1 w
3
b
σ3 w
4
1 w
4
b
σ4
µˆ 0.4371 0.3004 0.0544 0.2081 0.5611 0.2597 0.3705 1.1009 -0.0426 0.4704 -0.4712 -0.2978 0.3404 0.7391 0.1215 0.7122
SEt 0.0091 0.0101 0.0083 0.0069 0.0476 0.0182 0.0027 0.0195 0.025 0.0026 0.1303 0.149 0.0061 0.1060 0.0286 0.0685
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Figure 4.3: Data Sample - Model 1
compared. The result of the comparison is depicted in Fig. 4.4. Similarly for model M2 it
was found that the number of mixture components was N = 3 given a conditional mean of the
following form hk(y
t−2
t−1)=tanh(w
k
1yt−1 +w
k
2yt−2 + w
k
b ), k = 1, 2, 3. In other words, it was found
that the second order regression vector is more suitable than the first order. The component
parameters and the standard error are presented in Table 4.12. A simulated data sample for
Table 4.12: Results of the Simulation Study - Model 2
α1 α2 α3 w
1
1 w
1
2 w
1
b
σ1 w
2
1 w
2
2 w
2
b
σ2 w
3
1 w
3
2 w
3
b
σ3
µˆ 0.7834 0.1724 0.0442 0.5554 -0.6257 -0.0170 0.0761 0.5325 -0.7392 -0.3240 0.3287 0.0286 -0.1138 0.0235 0.0216
SEt 0.0512 0.0471 0.0068 0.0489 0.0704 0.0116 0.0070 0.1072 0.1443 0.1135 0.0342 0.0105 0.0915 0.015 0.0175
the model M2 is plotted in Fig. 4.5 and pdf’s for data generated by the original model and
estimated model are given in Fig. 4.6.
Finally for modelM3 it was found that the number of components was N = 3. Similar to the
previous case conditional means are in the following form hk(y
t−2
t−1)=tanh(w
k
1yt−1+w
k
2yt−2+w
k
b ),
k = 1, 2, 3. Fig. 4.7 and 4.8 depict simulated data and pdf’s that correspond to M3.
To test the fault diagnosis scheme a data set was generated which consists of the five
consecutive sequences of models Mi, i = 1, 2, 3, each of which had L = 250 samples. The
models change in the following order {M2,M1,M2,M3,M2}. The results are given in Fig. 4.9.
The estimated model numbers presented in Fig. 4.10, 4.11, 4.12 are in the function of a moving
window width W in (4.42). Based on the analysis of these graphs Table 4.14 shows a decision
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Figure 4.4: Pdf’s - Model 1
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Figure 4.5: Data Sample - Model 2
delay ∆ as a function of W . It follows that value of W needs to be carefully chosen to balance
between short delay and decision accuracy.
4.8 Summary
In this chapter the first proposed model was presented. This is a mixture model whose condi-
tional means are approximated by recurrent neural networks. It was proved that this model is
useful for modelling two important aspects in the detection of faults. Firstly, a mixture model
is able to capture multi-modality, i.e. the presence of multiple sources of the same type of fault.
Secondly, using this model it is possible to model arbitrary nonlinearity of each component.
Stability analysis of the proposed model was analysed by the theory of Markov chain sta-
bility on a general state space. Making the assumption that the conditional mean satisfies the
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Figure 4.6: Pdf’s - Model 2
Table 4.13: Results of the Simulation Study - Model 3
α1 α2 α3 w
1
1 w
1
2 w
1
b
σ1 w
2
1 w
2
2 w
2
b
σ2 w
3
1 w
3
2 w
3
b
σ3
µˆ 0.8134 0.1461 0.0405 0.0152 0.9708 0.0074 0.2702 0.1335 -0.1050 -0.0115 0.2545 0.0447 0.2830 -0.0062 0.1889
SEt 0.0341 0.0278 0.0340 0.0025 0.0106 0.0017 0.0016 0.0187 0.0549 0.0052 0.0089 0.0671 0.2391 0.030 0.0422
Lipschitz condition and using the State Dependent Drift theorem, the geometric ergodicity was
proved, implying the asymptotic stationarity.
The model parameter values were estimated using maximum likelihood and the expectation-
maximization framework. A bank of competitive fault filters was designed. The fault detection
scheme applies hypothesis testing to detect and isolate a fault.
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Figure 4.7: Data Sample - Model 3
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Figure 4.8: Pdf’s - Model 3
Table 4.14: Decision Delay ∆ as a Function of a Sliding Window Width W
W 15 25 35
∆ 10 17 29
81
200 400 600 800 1000 1200
−5
−4
−3
−2
−1
0
1
2
3
Samples
Te
st
 d
at
a
Figure 4.9: Test Data
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Figure 4.10: Model Number for W = 15
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Figure 4.11: Model Number for W = 25
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Figure 4.12: Model Number for W = 35
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Chapter 5
Fault Modelling and Detection using
Autoregressive Hidden Markov Model
In the previous chapter, the application of a mixture model in fault modelling and detection
was analysed. It was shown that a fault with multiple causes can be represented by a mixture
model whose conditional means are modelled by recurrent neural networks. For such a model,
the selection of mixture components was modelled by a random variable that is not observed
directly (the missing data) [132, 133]. Specifically, it was assumed that the component-indicator
vectors have a multinomial distribution. This model will now be generalised to allow dependence
between the latent random variables.
Before proceeding with the details of this extension to the model, it is useful to consider
the following problem. Suppose that there is a finite number of possible fault sources. The
fault alternates between them over time. The problem is to model the expected time that a
fault spends in each source. Of particular interest is the case where the duration in each source
follows a geometric distribution. From the Markov chain theory it is well known that the sojourn
time in a particular discrete state is geometrically distributed [108]. However, a much more
important phenomenon in real systems is the implications of causality between different fault
sources. Each fault source is represented by a state, and to model the distribution of the state
duration and state dependence it is necessary to assume that the component-indicator vectors
are dependent and dependence is specified by a discrete Markov process. The assumption
that the selection process of a mixture component is driven by an unobservable Markov chain
transforms the mixture model to a new type of stochastic model. The model consists of two
stochastic processes: an unobservable discrete Markov process and the observation process.
This model is named the hidden Markov model (HMM).
There are a number of HMM subcategories. They are primarily based upon the dependence
relationship between observed and hidden processes. The main concern in this chapter is the
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conventional HMM and an autoregressive HMM (AR-HMM). The rest of this chapter is an
introduction to the theoretical basis of HMM and the parameter estimation of such a model.
The application of AR-HMM to fault detection is also considered.
5.1 Solutions of Hidden Markov Model Problems
As discussed in Section 3.4, the application of HMM depends upon finding solutions to three
fundamental problems of HMM defined by Rabiner [120]. These problems are:
Problem 1 : Given the observation sequence Y = (y1, y2, . . . , yT ) and a model λ = (A,B,Π),
how do we efficiently compute the probability of the observation sequence P (Y |λ)
Problem 2 : Given the observation sequence Y = (y1, y2, . . . , yT ) and a model λ = (A,B,Π),
how do we find a optimal state sequence X = (x1, x2, . . . , xT ) that explains Y
Problem 3 : How do we estimate the parameters λ = (A,B,Π) to maximize P (Y |λ).
In this section the solutions of HMM problems are summarised and are extended for the
case of AR-HMM. In particular, the case of continuous observations whose nonlinear conditional
mean is modelled by recurrent neural networks is considered.
Elements of hidden Markov chains were defined in Section 3.4. The first element is the
number of states N , that is, the number of elements in the set S ∈ {s1, s2, ..., sN}. The
transition probabilities P (Xt|Xt−1) are represented by a time-independent stochastic matrix
A = [αij ]N×N , where
αij ≡ P (Xt = j|Xt−1 = i), 1 ≤ i, j ≤ N.
The observation probability for AR-HMM is given by
βj(yt|yt−pt−1) ≡ P (Yt = yt|Yt−1 = yt−1, . . . , Yt−p = yt−p, Xt = sj) 1 ≤ j ≤ N. (5.1)
For p=1 the expression holds for HMM. A graphical model of AR-HMM is depicted in Fig. 5.1.
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Xt−1. . . Xt Xt+1 . . .
Yt−1. . . Yt Yt+1 . . .
Figure 5.1: Autoregressive hidden Markov graphical model
5.1.1 Model Evaluation
The solution to Problem 1 is presented in this section. The probability of observing sequence
Y = (y1, y2, . . . , yT ) given the state sequence X = (x1, x2, . . . , xT ) is given by:
P (Y |X, λ) =
T∏
t=1
P (yt|xt, λ) = βx1(y1)βx2(y2)...βxT (yT ) (5.2)
This probability cannot be calculated directly because the particular state sequence is unknown.
On the other hand the probability of the state sequence X is
P (X|λ) = P (x1)
T∏
t=2
P (xt|xt−1, λ) = πx1αx1x2...αxT−1xT . (5.3)
and the joint probability is now:
P (Y,X|λ) = P (x1)
T∏
t=2
P (xt|xt−1, λ)
T∏
t=1
P (yt|xt, λ)
= πx1βx1(y1)αx1x2βx2(y2)...αxT−1xT βxT (yT ) (5.4)
The probability P (Y |λ) can be computed by marginalising (5.4), but this is not practical
from a computational point of view. Fortunately there is an efficient procedure to calculate
P (Y |λ) known as the forward procedure. Let us assume that we observed the partial sequence
{y1, y2, . . . , yt} up to time t and the hidden variable Xt being in state si at time t, given the
model λ. The forward variable can be defined as
at(i) ≡ P (y1, y2, ..., yt, Xt = si|λ). (5.5)
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The procedure to recursively calculate this probability in the case of autoregressive HMM,
assuming that the observation yt depends on previous p observations, is now shown. The
results apply to conventional HMM assuming that p = 0.
• Initialization:
ap+1(i)≡ P (y1, . . . , yp+1, Xp+1 = si|λ)
= P (yp+1|y1, . . . , yp, Xp+1 = si, λ)P (Xp+1 = si|λ)
= πsiβsi(yp+1|y1, . . . , yp)
= πsiβsi(yp+1|y1p)
• Recursion:
at+1(j)≡ P (y1, ..., yt+1, Xt+1 = sj |λ)
= P (yt+1|y1, ..., yt, Xt+1 = sj, λ)P (y1, ..., yt, Xt+1 = sj|λ)
= P (yt+1|yt−p, ..., yt, Xt+1 = sj , λ)P (y1, ..., yt, Xt+1 = sj |λ)
= P (yt+1|yt−pt , Xt+1 = sj, λ)
∑
i
P (y1, ..., yt, Xt = si, Xt+1 = sj|λ)
= P (yt+1|yt−pt , Xt+1 = sj, λ)
∑
i
P (y1, ..., yt, Xt+1 = sj |Xt = si, λ)P (Xt = si|λ)
= P (yt+1|yt−pt , Xt+1 = sj, λ)
∑
i
P (y1, ..., yt|Xt = si, λ)P (Xt+1 = sj|Xt = si, λ)P (Xt = si|λ)
= P (yt+1|yt−pt , Xt+1 = sj, λ)
∑
i
P (y1, ..., yt, Xt = si|λ)P (Xt+1 = sj|Xt = si, λ)
= βsj(yt+1|yt−pt )
N∑
i=1
at(i)αij
• Termination:
P (Y |λ) =
N∑
i=1
aT (i)
This recursive procedure provides a mechanism to calculate the probability of the observed
sequence given model λ and represents a solution to Problem 1.
Although not used directly for model evaluation, at this point the so-called backward variable
is defined. The meaning of this variable is that in a recursive manner we calculate the probability
that being in state si at time t we observe the partial sequence {yt+1, yt+2, . . . , yT},i.e.
bt(i) ≡ P (yt+1, yt+2, ..., yT |Xt = si, y1, y2, ..., yt, λ). (5.6)
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As shown shortly, the forward-backward recursive procedure is a major tool for the estimation
of model parameters.
The backward recursive procedure is now given, starting with the initial value.
• Initialization:
bT (i) = 1
• Recursion:
bt(i)≡ P (yt+1, ..., yT |Xt = si, y1, y2, ..., yt, λ) = P (yTt+1|Xt = si,yt1, λ)
=
∑
j
P (yTt+1, Xt+1 = sj |Xt = si,yt1, λ)
=
∑
j
P (yTt+1|Xt+1 = sj , Xt = si,yt1, λ)P (Xt+1 = sj |Xt = si,yt1, λ)
=
∑
j
P (yt+1,y
T
t+2|Xt+1 = sj , Xt = si,yt1, λ)P (Xt+1 = sj |Xt = si,yt1, λ)
=
∑
j
P (yTt+2|Xt+1 = sj , Xt = si, yt+1,yt1, λ)P (yt+1|Xt+1 = sj , Xt = si,yt1, λ)
×P (Xt+1 = sj |Xt = si,yt1, λ)
=
∑
j
P (yTt+2|Xt+1 = sj ,yt+11 , λ)P (yt+1|Xt+1 = sj ,yt1, λ)P (Xt+1 = sj|Xt = si,yt1, λ)
=
N∑
j=1
bt+1(j)βj(yt+1|yt−pt )αij
Before going further, it is necessary to look at the recurrent procedure from the perspective
of the comparison of conventional and autoregressive HMM. What is obvious in the above
relation is the dependence of the observation densities on the last p samples. This is due to the
assumption of an autoregressive model. Same recurrent relationships will be valid in the case
of conventional HMM, when the assumption of dependence of observation samples is rejected.
This gives the classical Baum-Welch algorithm [10, 11] for conventional HMM.
5.1.2 Hidden State Sequence Estimation
Problem 2 of Hidden Markov Models is to determine the state sequence X = {x1, x2, . . . , xT},
which has the highest probability of generating the observation sequence Y = {y1, y2, . . . , yT},
given model λ. The solution to this problem is known as the Viterbi algorithm [40, 145]. To
demonstrate this algorithm, δt(i) is defined as the probability of the highest probability path
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at time t that accounts for the first t observations and ends in state si:
δt(i) ≡ max
x1,x2,...,xt−1
p(x1, x2, ..., xt−1, Xt = si, y1, y2, ..., yt|λ) (5.7)
If (5.7) is recursively applied for the whole sequence until time T , then the optimal path can be
found by backtracking from T , choosing the most probable state at each time instance. More
formally the algorithm is as follows:
• Initialisation:
δp+1(i) = πiβi(yp+1|y1p)
φp+1(i) = 0
• Recursion:
δt(j) = max
i
δt−1(i)αij · βj(yt|yt−p+1t−1 )
φt(j) = argmax
i
δt−1(i)αij
• Termination:
p∗ = max
i
δT (i)
q∗T = argmax
i
δT (i)
• Path (state sequence) backtracking:
q∗t = φt(q
∗
t+1), t = T − 1, T − 2, . . . , p+ 1
The importance of the Viterbi algorithm derives from the fact that the hidden states sequence
defines “true” system dynamics. It implies that the estimation of hidden states leads to a
very important insight into the behaviour of the system. However in most publications on the
application of HMM in fault detection this fact is not used. Specifically, for the detection of
regime change, the authors used a forward variable, whose computation was explained above
in Section 5.1.1. One goal of this work is to show the potential of the Viterbi algorithm for
fault detection. As discussed in the next chapter, it seems promising to analyse hidden states
rather than observations, particularly in the case of distributed systems.
5.1.3 Model Parameters Estimation
The solution to Problem 3 considers model parameters estimation. The approach used for
AR-HMM (HMM) model parameters estimation is based on the maximum likelihood method.
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In the case of AR-HMM (HMM) the procedure is similar to the procedure for the estimation
of the mixture model. The hidden labels (the missing-data) are assigned to each observation
in order to form the complete-data set. For the missing-data the set of indicators X={Ik,t :
k=1, . . . , N ; t=1, . . . , T} is introduced, where the random indicator Ik,t is defined as follows
Ik,t :=
{
1 if Xt = k,
0 otherwise.
Following this definition, the indicator Ik,t denotes an observation yt which is generated by
component k. Bearing this in mind, the complete-data log likelihood is given by
logLc(Ψ|Y,X)=
N∑
k=1
Ik,p+1 log πk
+
N∑
i=1
N∑
j=1
T∑
t=p+1
Ii,tIj,t logαij
+
N∑
k=1
T∑
t=p+1
Ik,t log fk(yt|yt−1, . . . , yt−p, xt), (5.8)
where Y , X and Ψ denote observations, missing data and parameters of the model respectively.
As in the previous chapter, the EM algorithm is used to estimate AR-HMM (HMM) parameter
values.
E-step In the E-step the conditional expectation of (5.8) is taken given the observed data Y .
On the m-th iteration the following holds
Q(Ψ;Ψm)=EΨm{logLc(Ψ)|Y,X}
=
N∑
i=1
τi,p+1 log πk +
T∑
t=p+1
N∑
i=1
N∑
j=1
τi,j,t logαij
+
T∑
t=p+1
N∑
k=1
τk,t log fk(yt|yt−1, . . . , yt−p, xt). (5.9)
where the conditional probabilities τi,j,t, τi,t and τi,p+1 are defined as
τi,j,t = P (Xt = i, Xt+1 = j|Y ) (5.10)
τi,t = P (Xt = i|Y ) (5.11)
τi,p+1 = P (Xp+1 = i|Y ). (5.12)
91
(5.10) gives the probability that the model is in state i at time t and in state j at time t + 1
given the observed data Y. (5.11) defines the probability that the model is in state i at time t
given the observed data Y. The conditional probabilities τi,j,t and τk,t are linked by the relation
τj,t =
N∑
i=1
P (Xt−1 = i, Xt = j|Y ) =
N∑
i=1
τi,j,t−1 (5.13)
Finally, (5.12) gives the initial probability for state i. Determination of these three probabilities
is the main goal in the E-step. It is also necessary to establish a link between these probabil-
ities and the forward-backward recursive procedure in order to provide an efficient numerical
calculation. It appears from the literature that this issue has not yet been addressed. It is
important for the development of a viable and simple-to-use fault detection strategy. It starts
from (5.10) which may be expressed using Bayes rule as follows
P (Xt = i, Xt+1 = j|yT1 ;λ)=
P (yT1 , Xt = i, Xt+1 = j|λ)
P (yT1 |λ)
=
P (yT1 , Xt = i, Xt+1 = j|λ)∑N
i=1
∑N
j=1 P (y
T
1 , Xt = i, Xt+1 = j|λ)
. (5.14)
Next, for probability P (yT1 , Xt = i, Xt+1 = j|λ) the following is true
P (yT1 , Xt = i, Xt+1 = j|λ)= P (yt1, Xt = i,yTt+1, Xt+1 = j|λ)
= P (yt1, Xt = i, yt+1, Xt+1 = j,y
T
t+2|λ)
= P (yTt+2|yt1, Xt = i, yt+1, Xt+1 = j, λ)P (yt1, Xt = i, yt+1, Xt+1 = j|λ)
= P (yTt+2|Xt+1 = j,yt+11 λ)P (yt+1|Xt+1 = j,yt1, Xt = i, λ)
×P (Xt+1 = j,yt1, Xt = i|λ)
= P (yTt+2|Xt+1 = j,yt+11 λ)P (yt+1|Xt+1 = j,yt1, λ)P (Xt+1 = j|Xt = i,yt1, λ)
×P (yt1, Xt = i|λ)
It follows from (5.1), (5.5) and (5.6) that probability P (yT1 , Xt = i, Xt+1 = j|λ) can be expressed
in terms of a forward-backward procedure as
P (yT1 , Xt = i, Xt+1 = j|λ) = bt+1(j)βj(yt+1|yt−pt )αijat(i) (5.15)
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Substituting (5.15) into (5.14) gives
P (Xt = i, Xt+1 = j|yT1 ;λ)=
bt+1(j)βj(yt+1|yt−pt )αijat(i)∑N
i=1
∑N
j=1 bt+1(j)βj(yt+1|yt−pt )αijat(i)
= τi,j,t. (5.16)
Finally, the initial state probability can be obtained from the following
P (Xp+1 = i|yp+11 )=
P (yp+11 , Xp+1 = i)
P (yp+11 )
=
P (yp+1|yp1, Xp+1 = i)P (Xp+1 = i)∑N
h=1 P (yp+1|yp1, Xp+1 = h)P (Xp+1 = h)
=
βi(yp+1|yp1)πi∑N
h=1 βh(yp+1|yp1)πh
= τi,p+1. (5.17)
M-step Once the expectations (5.10), (5.11) and (5.12) are defined as a function of the
forward-backward equations, transition and initial probabilities, we proceed to the M-step of
the EM algorithm to estimate model parameter values which maximise the expectation of the
log-likelihood function, i.e. Q function.
The initial, πi, and transition state, αij, probabilities are determined by solving the con-
strained optimisation using the method of the Lagrange multipliers [13]. Using the assumption
that the sum of initial state probabilities equals one,
∑N
i=1 πi = 1 and taking the partial deriva-
tive and setting it to zero, the Lagrange function is as follows
∂
∂πi
(
Q+ δ(
N∑
i=1
πi − 1)
)
= 0.
Simple algebraic manipulation gives the Lagrange multiplier δ = −∑Ni=1 τi,p+1 and consequently
an expression for the initial state probability
πi =
τi,p+1∑N
h=1 τh,p+1
.
Continuing in a similar manner and applying again the method of the Lagrange multipliers to
transition probabilities, the Lagrangian function is as follows
∂
∂αij
(
Q+ δ(
N∑
j=1
αij − 1)
)
= 0.
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Taking the derivative of the Lagrange function with respect to a transition probability αij gives∑T
t=p+1 τi,j,t
αij
+ δ = 0.
Knowing that the transition matrix is a stochastic matrix, i.e. the sum of the probabilities of
each row is equal to one, the Lagrange multiplier is obtained as δ = −∑Tt=p+1∑Nj=1 τi,j,t. It
follows that for the estimation of transition probabilities we get
αij =
∑T
t=p+1 τi,j,t∑T
t=p+1
∑N
j=1 τi,j,t
=
∑T
t=p+1 τi,j,t∑T
t=p+1 τi,t
.
Before proceeding further with the estimation of HMM parameter values, it is necessary to
specify the observation density function and its parameters. As in the previous chapter Gaussian
pdf with variance σ2k is assumed and the conditional mean which is modelled by the recurrent
neural network (RNN). From the third term in (5.9) and with its partial derivatives with respect
to variance set to zero
σk =
√√√√∑Tt=p+1 τk,tǫˆ2k,t∑T
t=p+1 τk,t
. (5.18)
which is is seen to be identical to (4.33).
Since the neural network model, Q(Ψ|Ψm) cannot be maximised directly, an iterative tech-
nique is required for the maximisation of the expected value of the log-likelihood function.
Taking derivatives with respect to the parameters of hk(Υt−1), the following expression holds
∂Q(Ψ;Ψi)
∂wkij
=
∂
∂wkij
{−
T∑
t=p+1
N∑
k=1
τk,t
ǫˆ2k,t
2σ2k
}
=−
T∑
t=p+1
τk,t
σ2k
ǫˆk,t
∂ǫˆk,t
∂wkij
.
Using the similar arguments as in Section 4.4, the network parameters can be estimated.
5.2 Model Properties
For each fault detection algorithm it is essential to be robust regarding model uncertainty. As
for the mixture model, it is necessary to prove some essential stability properties of a hidden
Markov model. In this regard this section is concerned in more detail with the previously
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defined AR hidden Markov model.
An AR-HMM was defined as a bivariate process {(Xt, Yt)}t>0 such that {Xt}t>0 is a Markov
chain with transition matrix A and initial distribution Π. In addition, the observation Yt
depends on an unobservable process Xt and previous observations (Yt−1, . . . , Yt−p). Formally
the hidden Markov model can be defined in the following way [18].
Let (X,X ) and (Y,Y) be two measurable spaces and let Kα and Kβ denote, respectively,
a Markov transition kernel on (X,X ) and a transition kernel from (X,X ) to (Y,Y). Consider
the Markov transition kernel defined on the product space (X × Y,X ⊗ Y) by
T [(x, y), C] =
∫∫
C
Kα(x, dx
′)Kβ(x, dy
′), (x, y) ∈ X × Y, C ∈ X ⊗ Y , (5.19)
on an accessible small set C. The Markov chain {(Xt, Yt)}t>0 with Markov transition kernel T
and initial distribution ν ⊗Kβ, where ν is a probability measure on (X,X ), is called a hidden
Markov chain.
For the proposed AR-HMM model the Markov transition kernel (5.19) can be simplified,
knowing that the state space X of the hidden chain is finite and Y = Rm. A hidden Markov
chain is governed by a transition matrix A = [Kα(x, x
′)]N×N = [αxx′]N×N . Given the state
x ∈ X , the distribution of the observation is Gaussian with conditional mean given by a
nonlinear mapping hx : R
m→R and variance σ2x. Therefore the transition kernel T for the joint
Markov chain is given by
T [(x, y), {x′} × A] = Kα(x, x′)
∫
A
f(zm−hx′(y1, y2, . . . , ym))
×
m−1∏
i=1
f(zi−hx′(zi+1, . . . , zm, y1, . . . , yi))dzm . . . dz1
where (x, y) ∈ X × Y , A ∈ B(Rm) and f is a normal probability density function. The
Markov transition kernel Kα(x, x
′) on X is assumed to be fully connected, that is, all states
in X communicate. From this follows that a discrete Markov chain X is ϕ-irreducible and
aperiodic [18].
For a particular discrete Markov chain it is possible to define a drift function V such that
a Foster-Lyapunov drift condition is satisfied [18]. A transition kernel Kα is said to satisfy
a Foster-Lyapunov drift condition outside a set Cx ∈ X if there exists a measurable function
V : X → [1,∞], bounded on Cx, and non-negative constants λ < 1 and b < ∞ such that
QV ≤ λV + b1C [18]. Consequently, it follows that there exists the invariant distribution π of
a Markov transition kernel Kα [18, 101].
As will be demonstrated, this property is important because it determines the property of the
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transition kernel T . So far only properties of a discrete hidden Markov chain have been analyzed.
To explore the properties of a transition kernel Kβ on continuous state space Y , a corollary of
Theorem 1 from Chapter 4 can be applied. Assuming that a nonlinear mapping hx : R
m→R
satisfies the Lipschitz condition |hx′(y′)−hx(y)| ≤ ρ|y′ − y| it follows that a transition kernel
Kβ is geometrically ergodic and consequently there is an invariant probability measure.
Up to this point the existence of individual kernel invariant measures has been shown. To
conclude the discussion of properties of the transition kernel T given the individual kernel
invariant measures, some additional theoretical results are required. First, it is important to
determine small sets for T . The following theorem links the existence of small sets of the joint
chain with those of the hidden chain.
Theorem 5 (Lemma 14.3.5 [18]). Let n be a positive integer, ǫ > 0 and let π be an invariant
probability measure on (X,X ). Let Cx ∈ X be an (n, ǫ, π)-small set for the transition kernel
Kα, that is, K
n
α(x,A) ≥ ǫ1Cx(x)π(A) for all x ∈ X and A ∈ X . Then Cx × Y is a an
(n, ǫ, π ⊗Kβ)-small set for the transition kernel T , that is
T n[(x, y), A] > ǫ1Cx(x)π ⊗Kβ(A),
where (x, y) ∈ X × Y and A ∈ X ⊗ Y.
In order to use a same theoretical framework based on the V -uniform ergodicity, as in
Section 4.2, the transition kernel T is required to be ϕ-irreducible and aperiodic, that is, has
to satisfy a Foster-Lyapunov drift condition [18]. This result follows from the next theorem.
Theorem 6 (Lemma 14.3.10 [18]). Assume that Kα is ϕ-irreducible, aperiodic and satisfies
a Foster-Lyapunov drift condition with drift function V outside a set Cx. Then the transition
kernel T also satisfies a Foster-Lyapunov drift condition with drift function V outside the set
Cx × Y ,
T [(x, y), V ] ≤ λV + b1Cx×Y (x, y).
Applying theoretical results from [101] (Chapter 16, Theorem 16.0.1) follows that a Markov
chain {(Xt, Yt)}t>0 is V -uniformly ergodic. Repeating a same approach as in Section 4.2 it
follows that the proposed fault detection algorithm is robust.
5.3 Fault Detection using AR-HMM
The application of conventional HMM in fault detection is versatile and applies to several
different areas. One of the first patented solutions based on HMM applied to fault diagnosis
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was proposed by Smyth [134]. The author dealt with the problem of fault diagnosis on big
antennas. Daidone [29] applied HMM to telecommunication systems for Quality of Service
monitoring (QoS). Power quality disturbance classification using HMM was presented by Abdel
et al. [1]. An interesting approach to fault diagnosis in chemical engineering was outlined
by Zhou [163], where the author used Principal Component Analysis to reduce the number
of continuous measurements. An application of HMM to fault diagnosis in large rotating
machinery was given by Li [87], who proposed the use of the Fast Fourier Transformation and
the Discrete Wavelet Transformation to determine the corresponding feature vectors. Ge [51]
in his paper used an autoregressive HMM to model a continuous signal rather than a quantized
or dimensionally reduced signal. A diagnosis on bearing faults was proposed in [110], where
the feature vectors were based on the reflection coefficients of the polynomial transfer function
of the autoregressive model of the vibrating signal. In LeGland’s paper [84] some theoretical
analysis of detecting change in the transition probability matrix of the HMM was addressed.
An interesting application of HMM in component state analysis was considered by Ying [157].
Zhang [161] was interested in modelling the occurrence or recovery of a failure in a dynamic
system using finite state Markov and semi-Markov chains.
What is common in the listed publications is the method of change detection. The method is
based on the aforementioned solution to Problem 1 (the evolution problem), which was defined
by Rabiner [120] and is concerned with calculating the probability that the observed sequence
Y = (y1, y2, . . . , yT ) is generated by the model λ, that is P (Y |λ). For this thesis this approach
was followed and extended to the case of the nonlinear autoregressive model. In practical
problems there are multiple models which are in competition given the set of observations. The
solution for the evolution problem in the case of multiple models is reduced to determine a
model index so that the following holds
i⋆ = max
1≤i≤M
P (Y |λi). (5.20)
where i⋆ is the most likely model, given data set Y .
So far in this thesis the problems of practical implementation have not been dealt with.
Some aspects of practical implementation directly affect the computation of the probability
P (Y |λi), as will be explained shortly.
It was shown in the previous section that computing the forward and backward variables
is based on recursion. Since this involves the multiplication of small numbers, these variables
will head exponentially to zero. To avoid a risk of underflow, Rabiner [120] proposed a scaling
procedure which is based on normalising at(i) and bt(i). At each time step t a random variable
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is normalised by a scaling coefficient ct such that the following holds
aˆt(i) =
at(i)
ct
.
where ct is defined as ct =
∑N
j=1 at(j). In other words, for each t the probabilities of all states
at(j), j = 1, . . . , N, are summed and as a result a scaling coefficient is obtained. Since the
backward variable bt(i) does not sum to one, the same scaling coefficient ct is applied to give
the scaled bt(i), that is
bˆt(i) =
bt(i)
ct
.
As was demonstrated by Rabiner, scaling itself only effects the procedure for computing P (Y |λ),
while the other procedures are unaffected. An extensive analysis on scaling in HMM is given
in [120], but one aspect is particularly interesting from the perspective of the results presented
in this section. This is the computation of P (Y |λ). It is not sensible to sum ∑Nj=1 aˆT (j) over
all states since this will always give a value of one after normalization. Rabiner [120] showed
that the probability of the observation sequence given the model, P (Y |λ), can be expressed as
a function of a scaling factor as follows
P (Y |λ) = 1∏T
t=1 ct
or equivalently
logP (Y |λ) = −
T∑
t=1
log ct.
Since computation of P (Y |λ) might cause numerical problems, it is recommended that logP (Y |λ)
be calculated instead. Finally, it follows that (5.20) takes the following form
i⋆ = max
1≤i≤M
logP (Y |λi)
= max
1≤i≤M
(
−
T∑
t=1
log ct
)
i
. (5.21)
5.4 Simulation Results
In this section, a few important aspects that arise from considerations given in the previous
part of this chapter are illustrated. The first aspect relates to the validation of the presented
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expressions that solve the fundamental problem of AR-HMM. In section 5.1, expressions for
model evaluation, hidden state sequence estimation and inference model parameters were given.
In this section the focus is primarily on estimation of the model parameter values and model
evaluation. Estimation of model parameter values is illustrated for the case of two generic
models. The second aspect relates to the detection of faults based on the model evaluation.
This presupposes the existence of a set of models from which the most likely model for a given
set of observations is selected. Finally, the proposed approach is applied to a high-voltage,
direct current (HVDC) electric power transmission system.
To verify the approach, two HMM’s are used. The parameters of hidden Markov models are
specified for each model individually and are summarized in Tables 5.1 and 5.2, respectively.
What is common to both models is the number of states of the hidden Markov chain and, for
the sake of simplicity, it is assumed that N=2. The transition probabilities A1 and A2 are
shown in Tables 5.1 and 5.2, respectively.
As before, the normal distribution is used for modelling of continuous observations. Using
the notation introduced previously, it follows that the probability of an observed sample yt at
time t for state j is βj(yt|yt−pt−1) = N (yt − hj(yt−pt−1), σ2j ), where hj(yt−pt−1) is non-linear function
defined as hj(y
t−p
t−1) = tanh(
∑p
k=1 ωkyt−k). The conditional mean of model 1 has a regression
vector of the first order (p = 1). The conditional mean of the observation distribution of model
1 in each state j is modelled by a parameter ωj1, j = 1, 2. Also each state j has different
variance σ2j (see Table 5.1). Similarly, a regression vector of model 2 is second order (p = 2).
Consequently the model parameters are (ωj1, ω
j
2), j = 1, 2 and variance σ
2
j (see Table 5.2).
Table 5.1: Model 1 : λ1 = (A1,B1,Π1)
λ1 A1 B1
s1 s2 ω1 σ
s1 0.7 0.3 0.15 1
s2 0.2 0.8 -0.2 2
Table 5.2: Model 2 : λ2 = (A2,B2,Π2)
λ2 A2 B2
s1 s2 ω1 ω2 σ
s1 0.5 0.5 0.75 -0.3 0.5
s2 0.5 0.5 -0.35 -0.1 0.9
For a given set of parameters Matlab code was written to simulate each model separately.
Each simulation produced a data sample of size T = 5000. These data sets were used for the
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estimation of model parameter values. The estimated values of the parameters of model 1 and
2 are summarized in Tables 5.3 and 5.4, respectively. In additional, a data sample of the same
size was generated for testing.
Table 5.3: Estimated Model 1 : λˆ1
λˆ1 Aˆ1 Bˆ1
s1 s2 ωˆ1 σˆ
s1 0.6834 0.3166 0.133 1.0064
s2 0.2076 0.7924 -0.2037 1.9807
Table 5.4: Estimated Model 2 : λˆ2
λˆ2 Aˆ2 Bˆ2
s1 s2 ωˆ1 ωˆ2 σˆ
s1 0.4803 0.5197 0.6995 -0.3091 0.5077
s2 0.4495 0.5505 -0.4223 -0.0887 0.8943
The proposed method for estimation of model parameter values is based on the maximum
likelihood method. The maximum likelihood estimate of the AR-HMM is computed using the
EM algorithm. As a convergence criterion for stopping the EM algorithm, the increment in
the conditional expectation, Q, is monitored and once the increment is less than 10−5, the
model parameter values update is stopped. From the comparison of actual parameter values
(Tables 5.1 and 5.2) and estimated parameter values (Tables 5.3 and 5.4) it follows that the
proposed method works as expected.
Validation of the models with estimated parameters can also be carried out in an alternative
way. In Fig. 5.2 probability density functions are given of the original model λ1 and the model
with estimated parameters λˆ1.
To illustrate the dynamic characteristics of model λˆ1, a time series sample is given in Fig. 5.3.
Similarly for model λ2, probability density functions are given in Fig. 5.4. A time series sample
for the model with estimated parameters λˆ2 is depicted in Fig. 5.5.
What can be derived from the shape of both probability density functions is the ability to
capture asymmetrical data. In addition, the proposed model successfully captured heteroscedas-
tic data. The presented results demonstrate that the estimation of the model parameter values
by AR-HMM delivers expected results and confirm the correctness of the theoretical consider-
ations.
Since the results of the modelling are satisfactory, attention can now be turned in the
remainder of this section to fault detection. For fault detection it is of fundamental importance
100
−8 −6 −4 −2 0 2 4 6 8 10
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Samples
 
 
True
Estimated
Figure 5.2: Model 1 Probability Density Functions
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Figure 5.3: Data Sample - Model 1
to provide continuous monitoring of physical quantities of interest. In fault detection methods
based on the maximum likelihood it is common to collect the data in a sliding window of a
fixed size W . At each time step t, a sliding window updates with the latest observation yt and
a model evaluation commences. Given the set of models λi, i = 1, . . . ,M, the logarithm of
probability P (Y |λi) is calculated for each model λi and the models are compared using (5.21),
with the result that the most likely model index is obtained.
To assess the properties of fault modelling and the detection algorithm, the concept of
performance indices was introduced in Section 2.5. One of the most commonly used performance
indices is decision delay. In most practical applications it is especially interesting to determine
the manner in which different factors affect this performance index. A particularly interesting
and important analysis is one which establishes a connection between the decision delay and the
sliding window size W . Corresponding results, presented below, are organized in the following
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Figure 5.4: Model 2 Pdf’s
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Figure 5.5: Data Sample - Model 2
way. Firstly a test signal used for testing is considered. Secondly the test signal is applied for
three different values of W .
A test signal is constructed so that sets of 250 samples are taken from models 1 and 2
alternately, starting with model 1 (see Fig. 5.6). This test signal combines two types of fault:
abrupt and intermittent changes in the monitored process. The case of incipient faults is
interesting and challenging but has not been considered in the work for this thesis. It is left for
future research.
Finally, to evaluate model change detection, three different values of the sliding window
length W were considered. In Figs. 5.7, 5.8 and 5.9 the model number and the logarithm of
the probability of the observed sequence Y = (y1, y2, . . . , yW ) are given. It is worth noting that
logP (Y |λi) shows different responses for different W . This different behavior leads to two main
problems. These are the delay before detection and false detection. Examination of the figures
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Figure 5.6: Test Data
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Figure 5.7: Model Number for W = 20
leads to the following conclusions. The minimum of delay before detection occurs in the case
where W=20. However, for the same W , false detection is most pronounced. On the other
hand, for W=50 false detection is the least compared to the other two cases. Consequently,
delay before detection is largest for W = 50.
The decision delay as a function of a sliding window length, ∆, for the simulations conducted
in this work is given in Table 5.5. It follows from these results that the optimum value W
Table 5.5: Decision Delay ∆ as a Function of a Sliding Window Length W
W 20 35 50
∆ 12 21 28
depends on the problem at hand, and extensive simulations are necessary to determine the
optimum value of W for a particular problem.
103
200 400 600 800 1000 1200
0
50
100
150
Samples
lo
g 
P(
Y 
| λ
)
 
 
Model 1
Model 2
200 400 600 800 1000 1200
1
1.2
1.4
1.6
1.8
2
Samples
M
od
el
 N
um
be
r
 
 
True
Estimated
Figure 5.8: Model Number for W = 35
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Figure 5.9: Model Number for W = 50
To illustrate the applicability of the proposed fault detection scheme to practical problems
in power systems, a high-impedance fault in a high-voltage, direct current (HVDC) electric
power transmission system is analyzed. HVDC systems use direct current for transmission of
electric power. Such systems may be less expensive and suffer lower electrical losses for long-
distance transmission than conventional AC systems. Since HVDC systems are normally used
for the bulk transmission of electric power it is exceedingly important to detect any unwanted
behaviour in the system.
One such situation is when current leaks because of an undetected high-impedance fault.
The main problem is that the fault current is not sufficient to trigger over-current protection.
In addition, a fault itself does not cause significant changes in the level of the DC bus voltage.
Consequently it is not possible to rely on a classical level-change detection method.
Instead, the proposed solution relies on monitoring the changes in dynamic behaviour of the
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DC voltage. The HVDC model which is used in this analysis is adapted from the MathWorks
Simulink thyristor-based HVDC transmission system model [96] shown in Fig. 5.10. In order to
Figure 5.10: HVDC Transmission System
make the model more realistic and to prepare a training data set, two major changes are made.
The first change relates to the fault current If . This fault current is modelled as a switching
process between If1 = 180A and I
f
1 = 200A. The values in this range are sufficiently small to
not trigger over-current protection, nor to significantly change the DC voltage. A transition
between states is assumed to be equally probable. The second change is made by introducing a
dynamic load in order to test the approach in a more realistic situation. This point is illustrated
in Fig. 5.11, where a residual between the set point and the temporal DC bus voltage is shown.
In this test case a high-impedance fault occurs at sample t = 3000. It is worth noting that
the DC voltage level does not change significantly except for a very short duration. Even then
the change is less than 20%, which is not sufficient to trigger under-voltage protection. On the
other hand, its dynamic behaviour undergoes a significant change.
To model the fault-free λ1 and the faulty λ2 case, the second order regression vector with
a bias term is used for each state and the assumed number of states is N=2. Using the
notation introduced previously, the probability of an observed sample yt at time t for state
j is βj(yt|yt−pt−1) = N (yt − hj(yt−pt−1), σ2j ), where hj(yt−pt−1) is a non-linear function defined as
hk(y
t−2
t−1) = tanh(w
k
1yt−1 + w
k
2yt−2 + w
k
b ). Model parameter values are given in Tables 5.6
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Figure 5.11: HVDC High-impedance Fault
and 5.7, respectively.
Table 5.6: Fault-free Model: λˆ1
λˆ1 Aˆ1 Bˆ1
s1 s2 ωˆ1 ωˆ2 ωˆb σˆ
s1 0.0173 0.9827 0.0816 0.0578 -0.0947 0.107
s2 0.0108 0.9892 0.0719 -0.0416 0.0163 0.0097
Table 5.7: High-impedance Fault Model: λˆ2
λˆ2 Aˆ2 Bˆ2
s1 s2 ωˆ1 ωˆ2 ωˆb σˆ
s1 0.9268 0.0732 0.0631 0.0314 -0.0080 0.0355
s2 0.0114 0.9886 0.1527 0.0165 -0.0228 0.0189
The test signal in Fig. 5.11 is applied to the fault detection procedure to obtain the pa-
rameter values. To test the method, different sliding window lengths were applied to detect a
fault. Three cases were considered, where W took values from a set {25, 35, 50}. The times to
respond for all three situations are given in Figs. 5.12, 5.13, 5.14, respectively.
The results give the expected result that with an increase of sliding window length, false de-
tection is reduced but detection delay increases. Detection delays are summarized in Table 5.8.
In order to give a rough idea of the execution time for the procedure, an implementation on
the 32-bit floating point C2000 Delfino TMS320F2837xD dual core MCU’s was considered [64].
W × 147 instruction cycles are required for execution of the log function and W × N × 14
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Figure 5.12: Model Number for W = 25
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Figure 5.13: Model Number for W = 35
instruction cycles for addition and multiplication, where W is the sliding window length and
N is a number of states. Given the maximum length of W = 50, the approximate maximum
number of cycles required to execute the algorithm is 8750 cycles. Since an instruction cycle
of TMS320F2837xD takes 5ns, the total execution time is less than 50µs. It follows that for
W = 50 the response time of the algorithm is Tres = ∆× 50µs = 300µs.
Before this section ends it is interesting to compare the proposed AR-HMM model with
Errors-In-Variable model [135]. This model is a particular class of regression nonlinear model
where errors or measurement noises are present on both inputs and outputs. These models are
usually described using the latent variables approach what is similar to the proposed AR-HMM.
The latent variables are assumed to follow the true model. However this kind of model does not
provide a possibility for either model switching between different regimes or for non-Gaussian
noise.
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Figure 5.14: Model Number for W = 50
Table 5.8: Decision Delay ∆ as a Function of a Sliding Window Length W
W 25 35 50
∆ 3 4 6
5.5 Summary
This chapter has discussed an AR-HMM, which is an extension of the traditional HMM. The
main advantage of the proposed extension is related to the possibility of modelling continuous
observations whose conditional mean exhibits nonlinear behaviour. For practical applications
of the proposed model, it was necessary to provide solutions to each of the three problems of
HMM which were defined by Rabiner. Expressions were provided for model evaluation, hidden
state sequence estimation and estimation of model parameter values. Practical validation of
the estimation of model parameter values was illustrated for two generic models. In addition,
the application of model evaluation in fault detection was verified through simulations.
Although the presented results are interesting from a theoretical perspective, there remains
more to be done in order to apply the method in practice. Above all, it is necessary to analyze
in detail the performance index. For this, a number of simulations are required with different
test signals.
Finally, the question of the modelling of state duration is one of the most interesting prob-
lems to be considered in practical problems of fault detection. Sometimes in practice, expo-
nential state duration is not appropriate [161] and there is a need for explicit state duration
modelling by using a parametric state duration density [120]. This problem can be considered
in future research.
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Chapter 6
Distributed Fault Detection Using
Consensus of Markov Chains
In this chapter the third model developed in the work for this thesis is proposed and analysed.
Before proceeding with a description of the third model it is useful to restate the rationale for
the three proposed fault detection models.
The theoretical background on fault detection is part of the wider milieu of procedures for
recognizing unwanted behaviour in monitored systems. Fault diagnosis generally comprises
three sequential steps known as the fundamental tasks of fault diagnosis [24, 118]. The first,
fault detection, is to decide whether the characteristics of the system in question are outside
permissible limits. The second, fault isolation, is to determine which subsystems contain a fault
of a particular type and the time when it occurred. Finally, fault analysis provides insight into
the time-varying characteristics of the fault and the scale of disturbance that occurred.
The focus of this thesis is primarily on fault detection. In order to identify change, an
adequate reference model for system features is needed. This is the backbone of the model-based
fault detection approach ([32, 35, 52, 119, 133]) adopted in this work. Three common methods
used in symptom generation within the context of model-based fault detection are parameter
estimation ([66, 65]), state estimation ([32, 67]) and parity (consistency) checking [52]. Once
estimated, the present state is compared with that of the fault-free system behaviour and a
residual is generated that measures any change. In model-based fault detection, the full set of
residuals is used for decision making, and a change in their mean and/or covariance signals a
fault [9, 133].
The choice of model depends on the problem at hand. It is often impractical to build a model
for the entire system. This is particularly true for distributed systems, where there are many
interrelated and interconnected parts. A natural approach is to simplify the task by first de-
composing the system into a number of subsystems, which would usually be spatially separated
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and would be assumed to evolve independently. The decomposition may be deterministic [131]
or probabilistic [38]. Attached to each subsystem is a set of independent local observations and
a set of local parametric models that describe different working conditions. The term “agent” is
used as an abstraction that integrates these two components. A group decision is accomplished
through interaction between neighbouring agents, and one of the goals here is to determine the
conditions for logical (behavioural) consensus [126] among group members.
A state-space model is a common option for many practical problems in fault detection [24,
67], and a Kalman estimator [75] is frequently used for residual generation whose the statis-
tical properties are monitored. However, the latter approach when applied in nonlinear fault
detection problems suffers from a lack of robustness to noise and uncertainties [24, 133].
The approach for this thesis is different. Instead of generating residuals, the probability
distribution of the state is estimated from the given observations. This is compared with the
corresponding distribution in the fault-free mode. The “distance” between these distributions
is measured in order to decide on the presence of a fault. It is assumed that under any given
operating mode, be it fault-free or faulty, the state of any subsystem can be described faithfully
by a discrete-state Markov chain [108]. Fault-free operating conditions are described by a single
model but M faulty conditions are described by M models. It is assumed that each agent can
accurately detect faults in its own subsystem. As discussed in Section 5.2 a hidden Markov
model is robust in regard to a model uncertainty. In this chapter it is also shown that the
approach taken can detect the degree of uncertainty as well.
Achieving consensus by arriving at a common distribution representing belief among agents
is an idea that goes back to the early sixties, when Stone [138] introduced pooling of opinions
to determine a group decision. Stone assumed that each opinion was modelled by a continuous
probability distribution, and the opinion pool was modelled as a mixture of distributions. He
considered only equal mixture weights. DeGroot [30] extended this idea in two ways: first,
by introducing an iterative approach whereby each agent revises its own subjective probability
distribution based on changes in other group members’ opinions, and, second, by allowing the
possibility of distinct weights and specifying convergence conditions for the iteration. The
convergence conditions were generalized further by Chatterjee and Seneta [22].
In this work DeGroot’s approach is followed but extended by the use of Markov chains
rather than continuous distributions. In this new method agents reach consensus about the
transition matrices that govern changes in the subsystem state within each operating mode.
At each iteration, agent i revises its own transition matrix by taking a weighted sum of the
other agents’ matrices plus its own. The weights are selected optimally using an Expectation-
Maximization (EM) framework. It will be shown that the method extends easily to the case of
hidden Markov chains, thus allowing for states that may not be directly observable.
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Once consensus is achieved, fault diagnosis can commence. To decide whether there is a
fault, each local stationary distribution is compared with the consensus stationary distribution
and the ”distance” between them is measured. If the “distance” between these distributions
is greater than zero, a fault is recorded. Once it has been established that there are faulty
subsystems, the next step is to determine which subsystems are faulty and what type of fault is
present. There are two scenarios. In the first, a subsystem identifies its own fault and checks if
there are group members affected by the same fault (the agent compares its own local model with
other local models in the group by measuring the distance between corresponding stationary
distributions). In the second, if the subsystem has no fault, then the faulty subsystems can be
detected in the same manner by again comparing stationary distributions. A range of different
distance values indicates multiple faults.
A consensus algorithm has been used in the work of Franco et al. [41], Ferrari et al. [39] and
Stankovic´ et al. [136]. It differs from the algorithm used in this work in that first and second
order moments only were used, rather than the entire distribution. Note also that Petri Nets
have been used extensively in fault detection in distributed systems [2]. Particularly interesting
is the work of Benveniste et al. [12], who introduced a probabilistic extension of Petri Nets for
distributed and concurrent systems (components that evolve independently) and applied this
to fault detection. However, they did not consider the problem of fault detection within a
consensus framework.
The work for this thesis is motivated by the need to detect faults in electric power systems.
Accordingly the work of Kato et al. [76] and Garza et al. [50] must also be mentioned. In [76] a
multi-agent approach was suggested to locate and isolate fault zones. In [50] this problem was
considered within a probabilistic framework using dynamic Bayesian networks, rather than the
present consensus framework.
The rest of this chapter is organized as follows. The problem is formulated in Section 6.1.
This is followed in Section 6.2 with a derivation of the likelihood function for the mixture
of Markov chains and the EM procedure for selecting optimal weights. Section 6.3 contains
an extension to the case of unobserved Markov chains. Finally, a fault diagnosis scheme and
simulation results are presented in Sections 6.4 and 6.5, respectively.
6.1 Problem formulation
It is assumed that each agent has local observations of the state of its subsystem, and that
the local model for changes in the state is represented by a transition probability matrix.
Furthermore, it is assumed that agents can exchange information over a computer network;
specifically, each agent can know other agents’ transition matrices. The idea is to modify the
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transition matrices within a group of agents in such a way that, under certain conditions, the
transition matrices of all agents in the group converge to a common transition matrix.
The underlying distributed system is represented by an undirected graph G = (V,E) whose
vertices V = {1, . . . , n} represent agents (measurement and monitoring points) and whose edges
E (E ⊆ V×V ) represent communication links. It is assumed that G itself is connected and
composed of one or more complete subgraphs (cliques), each corresponding to a group of agents
trying to achieve consensus. It is assumed that the cliques are known in advance (The problem
of finding them is not considered [17]).
An example of one such graph is given in Fig. 6.1, where a 2-vertex clique and a 4-vertex
clique have been circled. The neighbourhood of an agent q is defined as the set of agents
Nq ⊆ V such that Nq , {p ∈ V |(q, p) ∈ E}. A given agent can potentially belong to more
than one group. This is illustrated in Fig. 6.1; notice that vertex q belongs to two cliques. It
is assumed that if an agent is a member of more than one group, it will engage independently
in achieving consensus within those groups; it will not share information among the groups.
In addition, it is supposed that communication links between group members are completely
reliable with no latency.
q
Figure 6.1: Communication Graph of an Agent Network
Suppose that there are K agents all of whom have the same set of subsystem states S =
{1, 2, . . . , N}. Starting from iteration τ = 1, agent i updates its transition matrix by taking a
weighted sum of the other agents’ matrices and its own. Let P
(τ)
i be the transition matrix of
agent i at iteration τ (τ ≥ 1). Then,
P
(τ)
i =
K∑
j=1
ψijP
(τ−1)
j , i = 1, . . . , K, (6.1)
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where Ψ = [ψij ] is a K ×K is ergodic stochastic matrix with strictly positive entries; ψij is a
“consensus rating” assigned by agent i to agent j to rate the influence of agent j on agent i.
The transition matrices P
(0)
j at iteration τ = 0 are the initially pooled transition matrices.
The updating procedure at iteration τ is represented for all agents by
P
(τ)
1
P
(τ)
2
...
P
(τ)
K
 =

ψ11I ψ12I . . . ψ1KI
ψ21I ψ22I . . . ψ2KI
...
...
...
ψK1I ψK2I . . . ψKKI


P
(τ−1)
1
P
(τ−1)
2
...
P
(τ−1)
K
 (6.2)
where I is the N × N identity matrix. Defining the group transition matrix at iteration τ to
be the block matrix P(τ) = [P(τ)1 |P(τ)2 | . . . |P(τ)K ]⊤, where ⊤ denotes transpose, equation (6.2) is
expressed compactly as P(τ) = [Ψ⊗ I]P(τ−1), or equivalently
P(τ) = [Ψ⊗ I](τ)P(0), (6.3)
where ⊗ is the Kronecker product and P(0) = [P(0)1 |P(0)2 | . . . |P(0)K ]⊤ is the block matrix made up
of the initial transition matrices participating in the algorithm. Convergence of (6.2) is assured
under the condition that Ψ⊗ I is a contraction, that is, ‖Ψ⊗ I‖ ≤ 1. The following properties
of the Kronecker product ([63, 82]) are exploited:
Lemma 3. If A is an mA × nA matrix and B is an mB × nB matrix, then, for any p-norm
‖ · ‖, ‖A⊗B‖ = ‖A‖‖B‖.
Lemma 4. If A and B are square matrices, then (A⊗ B)n = An ⊗ Bn.
Since ‖Ψ‖∞ = 1 and ‖I‖∞ = 1, applying Lemma 1 to Ψ ⊗ I shows that ‖Ψ ⊗ I‖ ≤ 1.
Furthermore, applying Lemma 4 to the group transition matrix P(τ), given by (6.3), we obtain
P(τ) = [Ψτ ⊗ I]P(0). (6.4)
As τ goes to infinity P(τ) approaches to the group consensus matrix Pc given by
Pc =

Pc
Pc
...
Pc
 =

π
Ψ1
I π
Ψ2
I. . . π
ΨK
I
π
Ψ1
I π
Ψ2
I. . . π
ΨK
I
...
...
...
π
Ψ1
I π
Ψ2
I. . . π
ΨK
I


P
(0)
1
P
(0)
2
...
P
(0)
K
 (6.5)
where π
Ψ
= [π
Ψ1
π
Ψ2
. . . π
ΨK
] is the limiting distribution of the stochastic matrix Ψ. For the
iterative procedure (6.4) to converge, the weights must be chosen so that Ψ is ergodic [22]. It
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remains to specify how to estimate entries of Ψ in the first iteration of the algorithm. Note
that since the right-hand side of (6.1) is a mixture of transition matrices ([45]), the weights ψij
of agent i can be interpreted as the distribution of a latent variable.
In the next section the likelihood function for the Markov chain mixture is derived and
this is used in the subsequent EM framework to estimate the consensus ratings. Once the
optimal ratings are estimated and Ψ is formed, its stationary distribution (denoted by π
Ψ
) can
be evaluated [137]. From this and the initially pooled transition matrices P(0), an estimated
consensus transition matrix Pc and corresponding stationary distribution πc can be determined.
6.2 Estimation of optimal consensus ratings
To estimate consensus it is necessary first to determine a likelihood function for the linear
combination of transition matrices involved in the consensus scheme for the ith agent in (6.2)
for τ = 1. For simplicity
Pi =
K∑
j=1
ψjPj . (6.6)
The iteration indexes have been omitted, and ψij has been replaced by ψj . In a group of agents
it is assumed that each has observed its own state sequence and corresponding transition
matrix. When a particular agent i revises its own transition matrix, it invites the other agents
to transmit theirs. Agent i then adapts its own transition matrix based on the information
received. An explanation follows on the manner in which the consensus weights depend on
the state sequences and the corresponding transition probabilities of each of the agents in the
group. An approach of Anderson and Goodman [5] is followed but extended to Markov chain
mixtures.
It is assumed that the state sequence {Xt, 0 ≤ t ≤ T} of agent i is governed by Pi in (6.6).
Transitions in this sequence are obtained as a mixture of sequences Xkt , k = 1, . . . , K, of all
K agents in the group. Since each agent k is weighted by some value ψj , the probability of a
particular transition at time t, from state xi−1 to state xi, can be modelled as the product of two
probabilities: the probability of a transition from one state to another and the probability that
the transition itself is caused by agent k. Consequently, the probability of the state sequence
x0, . . . , xT is
ψ(x0x1)kp(x0x1)kψ(x1x2)kp(x1x2)k . . . ψ(xT−1xT )kp(xT−1xT )k . (6.7)
Expression (6.7) can be further extended by introducing a random process (Zt) to model random
selection of the source k of a particular transition from xi−1 to xi. Since this transition at time
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t can come from only one source, an indicator Ik,t of this source is introduced
Ik,t :=
{
1 if Zt = k,
0 otherwise.
In this case, the weight ψ(xi−1xi)k can be interpreted as the probability that a particular transi-
tion probability p(xi−1xi)k comes from agent k, denoted as P (Ik,t=1). Thus, for each transition
from xi−1 to xi, expression (6.7) is modified to obtain
K∏
k=1
{ψ(x0x1)kp(x0x1)k}Ik,1
K∏
k=1
{ψ(x1x2)kp(x1x2)k}Ik,2 · · ·
K∏
k=1
{ψ(xT−1xT )kp(xT−1xT )k}Ik,T. (6.8)
The next step towards calculating (6.7) requires counting the number of transitions, from xi−1
to xi for agent k until time t on the entire sequence, as follows:
∏
x0x1
K∏
k=1
{ψ(x0x1)kp(x0x1)k}Ik,1N1(x0x1)k
∏
x1x2
K∏
k=1
{ψ(x1x2)kp(x1x2)k}Ik,2N2(x1x2)k
· · ·
∏
x
T−1
x
T
K∏
k=1
{ψ(xT−1xT )kp(xT−1xT )k}Ik,TNT (xT−1xT )k, (6.9)
or, more compactly,
T∏
t=1
N∏
i,j=1
K∏
k=1
{P (Ik,t = 1)P (Xt = j|Xt−1 = i, Ik,t=1)}Ik,tNt(Xt−1=i,Xt=j)k. (6.10)
To simplify notation, P (Ik,t=1) is denoted as ψk, the transition probability P (Xt = j|Xt−1 =
i, Ik,t=1) is given in the shortened form Pt(i, j)k and the number of transitions in a state
sequence Xkt by time t for a particular agent k by Nt(i, j)k: (6.10) becomes
T∏
t=1
N∏
i,j=1
K∏
k=1
{ψkPt(i, j)k}Ik,tNt(i,j)k . (6.11)
It is apparent from (6.11) that the random variable Zt is not directly observable. This incomplete-
data problem can be converted to a complete-data problem: if the problem is extended to find
the likelihood of the sequence {(Xt, Zt), 0 ≤ t ≤ T} instead, it opens up the possibility of using
the EM framework [31].
An expression (6.11) is a likelihood function of the complete-data vector whose logarithm
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is given by
logL(Ψ;X,Z) =
T∑
t=1
N∑
i,j=1
K∑
k=1
Ik,tNt(i, j)k{logPt(i, j)k + logψk}. (6.12)
The EM algorithm is a two-step iterative procedure. In the first step, called the E-step, the
Q function is calculated, which is the mathematical expectation of (6.12) given observations
{Xt, 0 ≤ t ≤ T}: Q(ψk|ψ(ι)k ) = EZ|X,Ψ{logL(Ψ;X,Z)}, where ψ(ι)k is a set of parameter
estimated in previous iteration ι. The Q function evaluation is reduced to computing the
mathematical expectations of indicator functions, because the transition probabilities Pt(i, j)k,
counts Nt(i, j)k and initial mixing proportions ψ
(ι)
k are known in advance. By Bayes’ Theorem
P (A|B ∩ C) = P (B|A ∩ C)P (A|C)
P (B|C) . (6.13)
Furthermore, assuming that Xt depends only on Xt−1 and Ik,t, as well as presuming that Ik,t
and Xt−1 are independent, the mathematical expectation of the indicator function is given as
follows:
EZ|X,Ψ{Ik,t|X;Ψ}= P (Xt=j|Xt−1= i, Ik,t=1)P (Ik,t=1)
P (Xt=j|Xt−1=j)
=
P (Xt=j|Xt−1= i, Ik,t=1)P (Ik,t=1)∑K
h=1 P (Xt=j|Xt−1= i, Ih,t=1)P (Ih,t=1)
=
ψ
(ι)
k Pt(i, j)k∑K
h=1 ψ
(ι)
h Pt(i, j)h
= ϕ
(ι)
t (i, j)k. (6.14)
Finally an expression for the Q function is given by
Q(ψk|ψ(ι)k ) =
T∑
t=1
N∑
i,j=1
K∑
k=1
ϕ
(ι)
t (i, j)kNt(i, j)k{logPt(i, j)k + logψk}. (6.15)
In the second step of the EM algorithm, called the M-step, previously assumed parameter values
are optimized based on the expectation of the log likelihood: ψ
(ι+1)
k = argmaxψk Q(ψk|ψ(ι)k ).
Introducing a Lagrange multiplier µ into (6.15) for the constraint
∑K
k=1 ψk = 1, we obtain
Q(ψk|ψ(ι)k ) =
T∑
t=1
N∑
i,j=1
K∑
k=1
ϕ
(ι)
t (i, j)kNt(i, j)k{logPt(i, j)k+ logψk}−µ
(
K∑
k=1
ψk−1
)
. (6.16)
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After taking the derivative of Q with respect to ψk we get
∂Q(ψk|ψ(ι)k )
∂ψk
=
∑T
t=1
∑N
i,j=1 ϕ
(ι)
t (i, j)kNt(i, j)k
ψk
− µ = 0. (6.17)
Rearranging (6.17) and using the constraint we obtain
µ =
K∑
h=1
T∑
t=1
N∑
i,j=1
ϕ
(ι)
t (i, j)hNt(i, j)h.
Finally, the updated equation for ψk is given by
ψk =
∑T
t=1
∑N
i,j=1 ϕ
(ι)
t (i, j)kNt(i, j)k∑K
h=1
∑T
t=1
∑N
i,j=1 ϕ
(ι)
t (i, j)hNt(i, j)h
. (6.18)
By altering the E-step and M-step, in each iteration ι, the function Q(ψk|ψ(ι)k ) is calculated
and the parameter values are optimized. From an implementation point of view there are two
ways to halt the procedure. The first is when the difference in the value of Q is below some
threshold Θ which is assumed in advance, that is, Q(ψk|ψ(ι)k )−Q(ψk|ψ(ι−1)k ) ≤ Θ. The second
is to specify in advance the total number of iterations Υ and stop when ι ≥ Υ.
Taking into consideration the E-step and M-step used to estimate optimal ratings of the
stochastic matrix Ψ, it is apparent that there are two specific kinds of information each agent
in the group requires. Firstly, by (6.14) it follows that each agent in the group has to know the
other agents’ transition probabilities. In other words, information on the models perceived by
the group members are supposed to be shared among the group. Secondly, even more interesting
conclusions can be drawn from (6.18). In order to rate other group members, agent i relies
on information regarding a number of transitions, Nkt , k = 1, . . . , K, of pooled state sequences
Xkt . As will be shown shortly, a major problem in applying the proposed algorithm is related
to the inability to observe these state sequences directly.
It is useful to recall briefly the notation introduced of at the beginning this section. The
index i, denoting the agent that revises its distribution, is omitted: Xkt is shorthand for the
state sequence X ikt that models the influence of agent k on agent i, and N
k
t is short for N
ik
t ,
the number of transitions. Which notation to use depends on the context.
6.3 Extension to the unobservable case
It is unrealistic to assume that each state transition is an observable discrete event, because
state transitions are masked by noise or because the observed signal is generated by one of
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multiple sources randomly switched by an unobservable Markov chain, as depicted in Fig. 6.2.
It is therefore desirable to extend the proposed algorithm to the case where the states are
hidden.
In order to adapt the algorithm to the context of Hidden Markov Models (HMMs) ([18, 120]),
it is necessary to establish a link with the solutions of the three essential problems connected
with HMMs described by Rabiner [120]. The basic elements of a HMM are the number of states
N , the number of distinct observation symbols (discrete observations) O = {o1, o2, . . . , oM},
or the number of mixture components (continuous observations) M , and the state transition
probabilities A = [αij ]N×N , where
αij ≡ P (Xt = j|Xt−1 = i), 1 ≤ i, j ≤ N. (6.19)
The next element is an observation probability defined as a matrix B = [βj(yt)]N×1, where
βj(yt) is a probability of a particular observation. For discrete observations,
βj(yt) ≡ P (Yt = om|Xt = j), 1 ≤ j ≤ N, 1 ≤ m ≤M. (6.20)
where N and M are defined implicitly.
The final element is the initial state distribution Π = [πk]N×1. The following compact
notation is used
λ = (A,B,Π), (6.21)
The three basic problems identified by Rabiner [120] are as follows.
Problem 1 : The efficient computation of the probability P (Y |λ) of the observed sequence
Y = Y1, Y2, . . . , YT , given the model λ.
Problem 2 : Estimation of the hidden state sequence X = X1, X2, . . . , XT , given the obser-
vation sequence Y = Y1, Y2, . . . , YT and the model λ.
Problem 3 : Estimation of the parameters of model λ that maximize P (Y |λ).
To solve Problem 1 the forward-backward procedure [120] is applied, which is a recursive
method for efficient calculation of the probability of the observed sequence given the model λ.
To maximize the probability of a hidden state sequence for given observations, the Viterbi
algorithm [145] is used to address Problem 2. Finally, Problem 3 is addressed by applying the
Baum-Welch algorithm [10].
The connection with the proposed algorithm will now be explained. As given previously,
each agent i in the group takes observations Y it = {yi1, yi2, . . . , yiT}, independently allowing the
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Y i={Y it : t ∈ Z+}
∼Gr1
Si1
∼ Gr2
Si2
∼GrN
SiN X
i={X it : t ∈ Z+}
Figure 6.2: Local Hidden Markov Model
application of a consensus algorithm. In addition, it is assumed that each of these observations
is generated by a Markov switching model. In other words, a particular observation at time t
comes from one of the underlying signal generators Gri , r = 1, . . . , R, i = 1, . . . , N , where
R is a number of working regimes and N is the number of signal generators. Nothing is
assumed about these hypothetical generators. Indeed, the only interest is in the sequence of
their activations/deactivations, modelled by an associated Markov chain X i = {X it , 0 ≤ t ≤ T}
defined on a state space S = {1, 2, . . . , N} with a corresponding transition probability matrix
Ar. It is important to note that an unobservable Markov chain transition matrix Ar is used
to form the initial pool of Markov chain transition matrices in (6.5), that is, if agent i is in the
working regime r then Ar ≡ P (0)i . The number of generators N defines the size of S and that
number is the same for all working regimes. Consequently, all transition probability matrices
are the same size.
In the context of the algorithm described in Sections 6.1 and 6.2, it is necessary for each
operating mode r to determine a transition probability matrix Ar of an unobservable Markov
chainX i of corresponding hypothetical switches Si = {Si1, . . . , SiN}, i = 1, . . . , |V |, and similarly
for Br and the initial state distribution Πr. With this in mind, it is apparent that the Baum-
Welch algorithm provides a means of estimating different working regimes and designing a
bank of competing models Λ = {λ(Θ1) . . . λ(ΘR)}. These models describe possible working
conditions of each subsystem, where λ(Θr) is model (6.21) and Θr = (Ar,Br,Πr) is the vector
of the parameters of model r. The currently active model of a particular agent i is determined
by the forward-backward procedure, selecting the most likely model λi = λ(Θr).
As per the proposed consensus scheme, to estimate a rating ψik using (6.18), agent i needs
to estimate the number of transitions, Nkt , in the underlying state sequence X
k
t . First, X
ik
t
must include in it information about a model of the agent k, whose rating is being assessed.
Second, local observations Y it of the agent i are used to revise its distribution. Thus the Viterbi
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algorithm logically connects these two aspects, with the overall aim of estimating the state
sequences X ikt . After X
ik
t is estimated, N
k
t is easily determined. To estimate the optimal ratings
ψik, the Viterbi algorithm is applied to estimate the hidden sequences X
ik
t = {xik1 , xik2 , . . . , xikT }
from local models λk of the all agents in the group and local observations Y
i
t = {yi1, yi2, . . . , yiT}.
To help explain an application of the algorithm to real-time systems, a sequence diagram is
given in Fig. 6.3, the steps summarized as follows:
Sliding Window (agent i)
Y it = {yit, . . . , yit−T }
Λ={λ(Θ1), . . . , λ(ΘR)}
λi=λ(Θr)
Θr=(Ar, Br,Πr)
Ar≡P (0)i
λi↔λk 6=i
X
i,k
t →N i,kt
rowi{Ψ} ↔ rowk 6=i{Ψ}
πΨ → Pc → πc
1 2 3 4 5
timet
yit
t+1
yit+1
t−T
yit−T
Figure 6.3: An Algorithm State Transition Diagram
Step 0 : At time t each agent i from the group of K agents has collected T observations
Y it = {yi1, yi2, . . . , yiT} within the sliding window. Additionally every agent in the group
possesses a bank of competing models Λ = {λ(Θ1) . . . λ(ΘR)};
Step 1 : By applying the forward-backward recursive procedure to a bank Λ, given a set of
observations Y it , a currently active model λi = λ(Θr) of agent i, with a set of parameters
Θr = (Ar, Br,Πr), is determined. Note that the initial transition matrices P
(0)
i of this
consensus algorithm and the model transition matrices Ar are the same (P
(0)
i ≡Ar);
Step 2 : All agents in the group exchange, over a computer network, currently active models
λi ↔ λk 6=i, k = 1, . . . , K;
Step 3 : By the means of the Viterbi algorithm every agent i estimates the unobservable
sequences X ik and corresponding transitions N ikt from Y
i
t and λk, k = 1, . . . , K. Using
the EM algorithm an agent i estimates a row i of a stochastic matrix Ψ, rowi{Ψ} =
(ψi1, . . . , ψiK);
Step 4 : The group of agents exchange over the computer network rows of the stochastic
matrix Ψ, rowi{Ψ} ↔ rowk 6=i{Ψ}, allowing each agent to form the matrix Ψ;
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Step 5 : Once these transactions are complete, each agent computes a stationary distribu-
tion [137] πΨ = (πψ1 , . . . , πψK ) which is required to estimate a consensus transition matrix
Pc, from which the stationary distribution πc is computed. After a stationary distribution
πc is estimated, a fault detection scheme is applied, as explained in the next section.
6.4 Fault detection scheme
An important aspect of the proposed fault detection scheme is a distance measurement between
the stationary distribution πc of the consensus transition matrix and the stationary distribution
πP (0) of the agent’s initial transition matrix. To measure the distance between the two stationary
distributions, π1 and π2, the L2-norm is used
δ(π1, π2)=
N∑
i=1
(
i∑
j=1
π1(j)−
i∑
j=1
π2(j)
)2
, (6.22)
where N is a number of discrete states. Once evaluated, these distances are stored to form
a fault table (or dictionary). Because the table is symmetric, the total number of different
values, as a function of the number of operation modes n, is 1
2
n(n − 1). As noted earlier,
Table 6.1: The Fault Table (Dictionary)
δ(π
Ai
, π
Aj
) π
A1
π
A2
. . . π
AR
π
A1
0 δ12 . . . δ1R
π
A2
δ12 0 . . . δ2R
...
...
...
...
...
π
AR
δ
1R
δ
2R
. . . 0
every fault diagnosis scheme consists of a series of tasks, the first of which, fault detection,
is implemented as Step 5 (above). Here the distance between the stationary distribution of
the consensus transition matrix and the stationary distribution of the agent’s local transition
matrix (model) is measured. This step allows the identification of deviations from fault-free
operation.
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Algorithm 1 Fault Diagnosis - agent i
Require: πc, πP (0)1
,. . ., π
P
(0)
K
, The Fault Table
1: if δ(πc, πP (0)i
) > 0 then
2: for all j ∈ K\{i} do
3: if δ(π
P
(0)
i
, π
P
(0)
j
) > 0 then
4: Search the fault table to identify the model r associated with agent j, Fvec(j)← r
5: end if
6: end for
7: return Fault Vector - Fvec
8: end if
Once a fault is detected, the second task, fault isolation, begins. Multiple faults in mon-
itored subsystems can be identified, because all agents have the fault table that summarizes
information about different working regimes and each has information about the currently ac-
tive modes of all other agents in the group. It has become apparent that a potential pitfall
of this approach, which is particularly evident when the number of models is large, lies in the
need to retrieve the fault table. Consideration of this issue will be part of future research.
A realization of the first and second tasks is summarized in Algorithm 1, which is executed
for all agents i. In the third fundamental task, fault analysis, the time-varying characteristics
of the fault(s), which are connected to model observations, are analysed.
6.5 Simulation results
Simulation results presented in this section are motivated by The Northeast blackout of 2003
that occurred in parts of the Northeastern and Midwestern United States and the Canadian
province of Ontario on Thursday, August 14, 2003. The investigation revealed that one of the
three transmission lines in the grid was overloaded, and the other two were much below the
maximum operating capacity. This problem cascaded into widespread failure of the electric
grid. The U.S.-Canada Power System Outage Task Force, which investigated the causes of the
blackout, in the final report stated that one of the reasons for the blackout was the “failure
of the interconnected grid’s reliability organizations to provide effective real-time diagnostic
support”. In addition, it was recognized that information exchange in a timely way among
neighbouring subsystems would have prevented the blackout. In other words, the lack of de-
centralized methods for early detection of a fault in a distributed system was one of contributors
to the disaster.
A possible solution is proposed here for preventing a fault from evolving into a malfunction
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with enormous consequences. It is assumed that each subsystem observes the power which
is flowing throughout the grid. The possible power range is divided into seven discrete levels
which are measured in a per-unit system.
The method is illustrated using a hypothetical system composed of three interconnected
subsystems (K = 3). The corresponding agents are labelled 1, 2 and 3. Suppose that there are
three possible subsystem working regimes, each modelled by a HMM with two states (N = 2),
an unobservable Markov chain and a discrete observations set O = {1, 2, . . . , 7} (M = 7).
The HMM labelled λ1 models fault-free operation, while those labelled λ2 and λ3 repre-
sent faulty operation. The parameters of these models are given in Table 6.2, 6.3 and 6.4,
respectively.
Table 6.2: Fault-free working regime λ1
λ1 A1 B1
s1 s2 o1 o2 o3 o4 o5 o6 o7
s1 0.68 0.32 0.25 0.7 0.025 0.0063 0.0063 0.0063 0.0063
s2 0.2 0.8 0.7 0.25 0.025 0.0063 0.0063 0.0063 0.0063
Table 6.3: Faulty working regime λ2
λ2 A2 B2
s1 s2 o1 o2 o3 o4 o5 o6 o7
s1 0.4 0.6 0.0125 0.05 0.1 0.65 0.15 0.025 0.0125
s2 0.75 0.25 0.0063 0.025 0.65 0.15 0.15 0.0125 0.0063
Table 6.4: Faulty working regime λ3
λ3 A3 B3
s1 s2 o1 o2 o3 o4 o5 o6 o7
s1 0.3 0.7 0.0125 0.0125 0.0125 0.0125 0.0125 0.25 0.7
s2 0.71 0.29 0.0125 0.0125 0.0125 0.0125 0.05 0.7 0.2
Together they form a bank of competing models Λ = {λ(Θ1), λ(Θ1), λ(Θ3)}. The dynamics
are quite simple and emulate dynamic changes in signal amplitude. These simplified models
serve to illustrate collective decision-making in a group of agents. Fig. 6.4 depicts agents’ local
observations. Agents collect observations by means of a sliding window that contains, at sample
number t, the last T samples of the monitored signal. For each agent i in the group, a fault
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diagnosis scheme is applied to local observations Y it = {yi1, yi2, ..., yiT}, i = 1, 2, 3 (in this case,
the window length is T = 7).
The test case depicted in Fig. 6.4 is analysed. The transition of agent 1 from fault-free mode
λ(Θ1) to faulty mode λ(Θ2) occurs at t = 101. At t = 201, agent 1 returns to mode λ(Θ1),
while agents 2 and 3 transition to faulty modes λ(Θ3) and λ(Θ2), respectively. At t = 301, all
agents are once again in mode λ(Θ1).
0 50 100 150 200 250 300 350 400
2
4
6
8
Ag
en
t 1
0 50 100 150 200 250 300 350 400
2
4
6
8
Ag
en
t 2
0 50 100 150 200 250 300 350 400
2
4
6
8
Ag
en
t 3
Samples
Figure 6.4: Agents’ Observations
In Step 1 of the state transition diagram (Fig. 6.3), the forward-backward recursive pro-
cedure applies for estimating a currently active model using the bank of models Λ and the
agent’s local observations Y it . The changes from one model to another are depicted in Fig. 6.5.
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Figure 6.5: Agents’ Model Numbers
The dashed lines represent true values, while the solid lines are estimates obtained from the
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forward-backward procedure. Notice that there is some delay in identifying these changes.
Agents’ decision delay ∆, as a function of a sliding window length, is given in Table 6.5.
Table 6.5: Decision Delay ∆ as a Function of a Sliding Window Length T
T 5 7 9 11
∆ 2 3 4 6
Next, in Step 2 of Fig. 6.3, the agents mutually exchange information on current working
regime models λk = λ(Θr), meaning that agent k has identified a model r.
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Figure 6.6: Consensus Matrix Estimation at t = 50
In Step 3 the Viterbi algorithm is used to estimate the state sequences X ikt , i, k = 1, 2, 3,
given observations Y it and model parameters λk = λ(Θr) in the group . Once all agents in the
group estimate their own set of sequences X ikt and count number of transitions N
ik
t they will
estimate rows, rowi{Ψ} i = 1, 2, 3, of the consensus matrix Ψ using the EM procedure.
Numerical examples of optimal estimations of of Ψ are given for three different cases: sample
number t = 50, 150 and 250. Simulation results are presented in Figs. 6.6, 6.7 and 6.8, which
assume that parameter values of the EM algorithm are initialized randomly. These figures
demonstrate how the agents’ rates evolve with the EM iterations. As described before, each
agent in the group rates itself and other agents. Agent 1’s rates, ψ11, ψ21 and ψ31, are a measure
of the influence of agent 1’s working regime model on the group. These values form the first
column of the stochastic matrix Ψ ≡ Ψ(0). As shown in Section 6.1, the first column of Ψ(τ)
in the limit as τ → ∞ will be the stationary value πψ1 . Similarly, for agents 2 and 3, their
estimated rates, ψ12, ψ22, ψ32, and ψ13, ψ23, ψ33, converge to stationary values πψ2 and πψ3 ,
respectively. Stochastic matrices Ψ, for t = 150 and 250, and their stationary distributions, are
summarized in Tables 6.6 and 6.7.
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Figure 6.7: Consensus Matrix Estimation at t = 150
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Figure 6.8: Consensus Matrix Estimation at t = 250
To arrive at a better understanding of the results given in Tables 6.6 and 6.7, box plots of
the estimates of the initial consensus matrices, Ψ
(0)
t=150 and Ψ
(0)
t=250, are shown in Figs. 6.9 and
6.10. Repeating the procedure for estimation of a consensus matrix for different initial values of
the EM algorithm the initial consensus matrices were estimated. Fig. 6.5 shows the behaviour
of the system at t=7 = 150 and t=250. Figs. 6.9 and 6.10 summarise the empirical results.
Note that some of the estimates cover a wide range. The reason for this is the small number
of observations used for the estimation since the window length is T=7. The estimation would
be improved by increasing the window length but this would worsen the decision delay.
Another important conclusion can be drawn from Figs. 6.6, 6.7 and 6.8. This concerns the
stopping criteria for the EM algorithm, which combines a fixed number of iterations, Υ = 10,
with a threshold value, Θ = 10−4. Selection of these parameters is an essential part of the
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Table 6.6: Initial Consensus Matrix for t = 150
Ψ
(0)
t=150
0.2772 0.3614 0.3614
0.3482 0.3259 0.3259
0.3618 0.3191 0.3191
π
Ψt=150
0.3294 0.3353 0.3353
Table 6.7: Initial Consensus Matrix for t = 250
Ψ
(0)
t=250
0.3457 0.3403 0.3140
0.3837 0.3213 0.2950
0.3916 0.3302 0.2782
π
Ψt=250
0.3719 0.3310 0.2971
practical implementation of the algorithm to provide real-time response.
In Step 4, previously estimated rows of the matrix Ψ, rowi{Ψ} = (ψi1, . . . , ψiK) i = 1, . . . , K,
are exchanged among group members to form a stochastic matrix Ψ.
Finally, in Step 5, once each agent in the group has its own stochastic matrix Ψ, with sta-
tionary distribution πψ, a fault diagnosis scheme is launched. As we have already seen πψ allows
the computation of a consensus transition matrix Pc as a weighted sum of the unobservable
Markov chains of all agents in the group; see (6.5). Computing the stationary distribution πc
of a consensus transition matrix Pc is the starting point of Algorithm 1. A practical imple-
mentation of line 1 of the algorithm is slightly modified in that the condition δ(πc, πP (0)i
) > 0
is tested as log δ(πc, πP (0)
i
) < κ, for suitable κ, assumed here to be κ = −20. In Fig. 6.11 the
logarithm of the distance measure of all agents the group is given, showing how it changes over
time.
Table 6.8: Model Stationary Distributions
πA1 0.3846 0.6154
πA2 0.5556 0.4444
πA3 0.5035 0.4965
In view of Fig. 6.11 notice first that in the interval t ∈ [103, 303] all three agents assessed
the value log δ(πc, πP (0)i
), i = 1, 2, 3, as being less than the threshold κ, indicating faults in
the system. Secondly, it is evident that agent 2 has slightly higher fluctuations on the interval
t = [204, 303] than other agents. Before a detailed explanation of the reasons for this behaviour
is given, let us look at both the value of the stationary distributions πAi of models λ(Θi),
i = 1, 2, 3 (Table 6.8) and the consensus matrices πc at times t = 50, 150, 250, 350 (Table 6.9).
It can be seen that that πA3 and π
t=250
c have similar values. From (6.5) it follows that the
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Figure 6.9: Initial Consensus Matrix : The test case t = 101
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Figure 6.10: Initial Consensus Matrix : The test case t = 201
consensus transition matrix cannot be equal to any particular initially pooled transition matrix,
except in the trivial case that all transition matrices are the same. In any non-trivial case, a
problem of similarity between unobservable Markov chains arises, indicating the importance
of measurement in the training phase. As proposed by Rabiner [120], the concept of model
distance can be used for this purpose. This problem will be considered in the future research.
Fig. 6.12 illustrates how the group members perceive group behaviour and how they achieve
behavioural consensus; exchanging model parameters among group members and by applying
local observations to these models leads to a common perception of group behaviour.
In conclusion, the probability distributions in each agent-system (each corresponding to a
separate fault hypothesis including the no-fault case) are estimated and compared with the
normal or no-fault hypothesis case. The “distance” between the distributions is measured in
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Table 6.9: Consensus Stationary Distributions at times t = 50, 150, 250, 350
πt=50c 0.3846 0.6154
πt=150c 0.4804 0.5196
πt=250c 0.5015 0.4985
πt=350c 0.3846 0.6154
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Figure 6.11: Distribution Distance
a norm sense to provide the decision as to the likelihood of a fault according to a particular
hypothesis. This approach is translated into the multi-agent system structure in which each
agent is assumed to be capable of accurately detecting faults in its own subsystem. It is
important to note that the approach taken can detect the degree of uncertainty associated
with a particular agent of the distributed system. The approach is the same whether or not
the agent has an associated fault or associated uncertainty (arising for example through non-
linearity). These experimental results together with theoretical considerations from Section 5.2
demonstrate the robustness of the proposed approach.
6.6 Summary
A fault detection scheme for distributed systems has been proposed in which subsystems are
represented by agents. Operating modes of subsystems are modelled by Markov chains. The
agents form groups whose common (consensus) transition matrix is estimated. Change in
consensus within the group is monitored and, once a change is detected, the distances between
the stationary distributions of operating modes are estimated in order to identify the new
condition of the system.
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Figure 6.12: Group Decision
The main advantage of the proposed approach is in modelling a fault as a probability
distribution. Such an approach is robust in the sense that it is possible to determine the degree
of uncertainty associated with a particular agent. The model was simulated and tested using a
real problem. It was shown from simulations that this is a valid model.
Future work will include the practical implementation of the algorithm to fault diagno-
sis in power systems. To be fully applicable it will be necessary to extend the approach to
accommodate continuous observation schemes.
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Chapter 7
Conclusions and Future Work
7.1 Summary of Work Undertaken
In this thesis fault modelling, detection and isolation for complex and distributed systems were
considered. From the literature several models were identified but not all of these can be applied
to complex and distributed systems such as the electric power distribution system. The reason
for this limitation is their inability to capture nonlinear effects of a fault and at the same time
to incorporate multiple causes that might lead to the same fault. This is particularly difficult
if the presumed causes are masked by uncertainty.
The work undertaken in this thesis was to investigate the application of Markov switching
models to fault modelling, detection and isolation. In this context three new models were
proposed, which constitutes the original work. All the proposed models were implemented
and simulated in MATLAB/Simulink. Each model was tested with data and the results were
analysed.
A mixture model was considered first. Each mixture component was modelled by a normal
distribution whose conditional mean was modelled by a recurrent neural network. Switching
between mixture components was modelled by a multinomial distribution. The main contribu-
tion regarding fault modelling using a mixture model is a condition of asymptotic stationarity.
Concerning fault detection and isolation, it was proved that the proposed method is robust
regarding uncertainty.
The second model which was proposed in this thesis is an extension of a mixture model. The
switching process was now assumed to be a time dependent process. A mixture component was
modelled by a normal distribution and a recurrent neural network modelled the conditional
mean. This model was called an autoregressive hidden Markov model. The main original
contribution was the proof of robustness of the proposed method.
The mixture model and the hidden Markov model were directed towards modelling dynamic
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units of a complex system. That is, they needed to be able to capture nonlinear behaviour and
cope with disturbances. In order to be applicable in distributed systems, the third model was
proposed which integrated not only a model of each dynamic unit of a complex system but also
the protocol for information exchange between these models. It was demonstrated that such
an algorithm is also robust.
7.2 Suggestions for future work
There are two possible directions for future work. The first is further improvements to the
proposed models. The second is development of new Markov models.
Regarding a mixture model there are a few immediate possibilities for further investigation.
Since only the NARX/NAR type of RNN has been considered, it would be interesting to
compare results obtained for other types of RNN. Future research could also be focused on
different versions of the EM algorithm which have improved convergence. A very interesting
question which has not been explored thoroughly is the effect which conditional variance of
mixture components has on fault modelling, detection and isolation. The case of incipient
faults is interesting and challenging but has not been considered in the work for this thesis. It
is left for future research. Finally, it is important to consider a non-Gaussian distribution for
components and the impact this would have on fault modelling, detection and isolation.
Similar ideas also apply to the autoregressive hidden Markov model. One of the most
interesting problems that could be considered in practical problems of fault detection is the
modelling of state duration. Sometimes in practice exponential state duration is not appro-
priate. Thus there is a need for explicit state duration modelling by using a parametric state
duration density.
In the case of a distributed hidden Markov model there are a few possibilities. For example,
once a fault is detected, the second task, fault isolation, begins. Multiple faults in monitored
subsystems can be identified, because all agents have the fault table that summarizes the
information about the different working regimes and each agent has information about the
currently active modes of all other agents in the group. It has become apparent that a potential
pitfall of this approach, which is particularly evident when the number of models is large, lies in
the need to retrieve the fault table. Consideration of this issue will be part of future research.
Another problem is that it follows from (6.5) that the consensus transition matrix cannot be
equal to any particular initially-pooled transition matrix, except in the trivial case that all
transition matrices are the same. In any non-trivial case, a problem of similarity between
unobservable Markov chains arises, indicating the importance of measurement in the training
phase. As proposed by Rabiner [120], the concept of model distance can be used for this
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purpose. This problem will be the subject of future research. Last but not least is practical
implementation of the algorithm proposed in this thesis to fault diagnosis in power systems.
To be fully applicable it will be necessary to extend the approach to accommodate continuous
observation schemes.
Since in this thesis only the univariate case was considered, all the ideas for future work
given so far consider extensions for the case of a single random variable. From a practical
point of view it will be more interesting to consider the multivariate case, taking into account
a possible correlation between observed random variables. This is a very interesting problem
since the multivariate joint distribution would be required.
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Appendix A
The proof of existence of a small set
To prove that set C⊂Rm is a small set ([101], Chapter 5.2), we need to find a non-trivial measure
νm, m>0, such that for all y=(y1, y2, . . . , ym)
T∈C and A∈Rm holds that Pm(y, A)≥νm(A),
where Pm(y, A) is an associated m-step transition kernel of a model (4.1). It follows from (4.12)
and using modelling assumption that fi is the normal distribution then the following holds true
Pm(y, A) =
K∑
i1=1
. . .
K∑
im=1
αi1 . . . αimM
×
∫
Rm
e
−[
(zm−hi1
(y))2
2σ2
i1
+...+
(z1−him (z
m
2 ,y1))
2
2σ2
im
]
dz (A.1)
whereM is some positive constant and dz is shorten form of dzm . . .dz1. Therefore, by applying
the inequality (p− q)2≤2(p2 + q2) to (A.1), we have
Pm(y, A) ≥
K∑
i1=1
. . .
K∑
im=1
αi1 . . . αimM
×
∫
Rm
e
−[
z2m
2σ2
i1
+...+
z21
2σ2
im
]
dz > 0. (A.2)
From (A.2), we define a non-trivial measure νm(A) as
νm(A) =
K∑
i1=1
. . .
K∑
im=1
αi1 . . . αimM
×
∫
Rm
e
−[
z2m
2σ2
i1
+...+
z21
2σ2
im
]
dz (A.3)
which defines a boundary for transition probabilities.
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Appendix B
The proof of ϕ-irreducibility
By definition, for ϕ-irreducibility is required that
∑∞
n=1 P
n+m(y, A)>ϕ(A) ([101], Chapter 4.2).
It was previously showed that Pm(y, A)>νm(A). Therefore, there exists a measure ϕ(A) such
that the inequality is satisfied. Hence we have ϕ-irreducibility.
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Appendix C
The proof of the aperiodicity
The strong aperiodicity of the Markov chain follows directly from ϕ-irreducibility and the
existence of a measure νm(A)>0 ([101], Chapter 5.4).
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Appendix D
Corollary of the Lipschitz condition
Lemma 5. If function h is locally Lipschitz then the following properties hold:
a) ‖hn(y)‖≤Mρn‖y‖,
b) ‖h(x+y)‖≤ρ‖x‖+‖h(y)‖
where M>0, n≥1 and 0<ρ< n√2− 1 are some constants.
Proof. a) For n = 1 it follows from the Lipschitz condition that ‖h(y)‖ ≤ ρ‖y‖. Using the
shift operator property and previous result we have for n = 2 the following
‖h2(y)‖ = ‖h(h(y), y1, . . . , ym−1)‖
≤ ρ(|h(y)|+ |y1|+ . . .+ |ym−1|+ |ym|)
≤ ρ(ρ‖y‖+ ‖y‖) = ρ(ρ+ 1)‖y‖
= ρ2(1 + 1/ρ)‖y‖
Similarly for n = 3 we have next
‖h3(y)‖ = ‖h2(h(y), y1, . . . , ym−1)‖
≤ ρ(ρ+ 1)(|h(y)|+ |y1|+ . . .+ |ym−1|+ |ym|)
≤ ρ3(1 + 1/ρ)2‖y‖
Let us assume that for arbitrary n holds
‖hn(y)‖ = ‖hn−1(h(y), y1, . . . , ym−1)‖
≤ ρn(1 + 1/ρ)n−1‖y‖.
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We prove for n+1
‖hn+1(y)‖ = ‖hn(h(y), y1, . . . , ym−1)‖
≤ ρn(1 + 1/ρ)n−1(|h(y)|+ |y1|+ . . .+ |ym−1|+ |ym|)
≤ ρn(1 + 1/ρ)n−1ρ(1 + 1/ρ)‖y‖
≤ ρn+1(1 + 1/ρ)n‖y‖.
b) To prove the second part we start from
‖h(x+ y)‖ ≤ ρ‖x+ y‖ ≤ ρ‖x‖+ ρ‖y‖.
Additionally
‖h(x+ y)− h(y)‖ ≤ ρ‖x‖. (D.1)
From the reverse triangle inequality∣∣∣‖h(x+ y)‖ − ‖h(y)‖∣∣∣ ≤ ‖h(x+ y)− h(y)‖
and
−‖h(x+ y)− h(y)‖ ≤ ‖h(x+ y)‖ − ‖h(y)‖ ≤ ‖h(x+ y)− h(y)‖. (D.2)
Using (D.1) and (D.2) we have
‖h(x+ y)‖ ≤ ρ‖x‖ + ‖h(y)‖.
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