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This paper, concerned with the protein structure prediction problem, aims at automatically select-
ing the Constraint Satisfaction algorithm best suited to the problem instance at hand. The contribution
is twofold. Firstly, the selection criterion is the quality (minimal cost) in expectation of the solution
found after a fixed amount of time, as opposed to the expected runtime. Secondly, the presented
approach, based on supervised Machine Learning algorithms, considers the original description of
the protein structure problem, as opposed to the features related to the SAT or CSP encoding of the
problem.
1 Introduction
The protein structure prediction problem has been widely studied in the field of bioinformatics, because
the 3D conformation of a given protein helps to determine its function. This problem is usually tackled
using simplified models such as HP-models in [2] and a constraint logic programming approach in [5],
however even considering these abstractions the problem is computationally very difficult and traditional
strategies cannot reach a solution within a reasonable time. Also, there has been several attempts to
predict the structure and proteins fold using well known machine learning techniques.
In this paper, we propose to use machine learning to automatically select the most promising Con-
straint Optimization algorithm for the protein structure prediction problem. In this context, proteins
are represented as a feature vector in IRd and the algorithm selection process is based on a well known
machine learning technique called decision tree which predict the most appropriate variable/value selec-
tion strategy used by a branch-and-bound algorithm in order to determine the three dimensional (3D)
conformation of a given protein.
Unlike other portfolio-based selection approaches [7] which select the algorithm which minimizes
the expected runtime, our work selects the strategy which minimizes the expected cost of the solution
found after a fixed amount of time. To the best of our knowledge, this is the first work which performs
algorithm selection in an optimization setting. Moreover, and unlike previous works which extract the
features exploited during machine learning from the SAT or CSP encoding of the problem, our work uses
features directly formulated in the application domain. Again, to the best of our knowledge it is the first
time that domain-based features are used to predict the performance of a search algorithm.
The paper is organized as follows. Background material is presented in Section 2. Section 3 presents
the general idea of algorithms portfolio. Section 4 shows the features or attributes used to describe
proteins. Section 5 reports our experimental validation and Section 6 presents some concluding remarks
and future research directions.
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2 Background
2.1 Constraint Optimization Problems
A Constraint Optimization Problem (COP) is a tuple (X ,D,C, f ) where, X represents a set of variables,
D a set of associated domains (i.e., possible values for the variables), C a finite set of constraints and
f (X) is a function to optimize. Solving a COP involves finding a value for each variable whose f (X)
is maximal (or minimal). A backtracking branch-and-bound algorithm is usually used to tackle COPs,
at each node in the search tree a variable/value pair is used in cooperation with a look-ahead algorithm
which narrows the domain of the variables.
In this paper, we consider six well known variable selection heuristics. The lexico heuristic selects
the first unassigned variable (from left to right) in the list of decision variables, mindom selects the
variable with minimal domain, wdeg [3] selects the variable which is involved in the highest number
of failed constraints, dom-wdeg selects the variable which minimizes the ratio dom
wdeg
, impacts [9] selects
the variable/value pair which maximizes the reduction of the remaining search space and domFD [1]
selects the variable that minimizes the ratio dom
FD
where FD represents the total number of weak functional
dependencies of a given variable.
2.2 The protein structure prediction problem
The protein structure prediction problem is well known in computational biology and is currently consid-
ered as one of the “grand challenges” in this field. Broadly speaking the problem consists in finding the
3D conformation (so-called tertiary structure) of a protein defined by its primary structure or a sequence
of residues S = {s1,s2, . . . ,sn} where each residue si of the sequence represents one of the 20 amino
acids. The ternary structure is often defined by the minimal energy conformation.
This problem has been previously studied in [6] using a constraint programming based model. In this
model, each amino acid is seen as a single atom unit and two consecutive amino acids in the sequence







where, w(i) denotes the current position of the amino acid si in the three dimensional space of a given
amino acid, contact is 1 iff two amino acids are immediate neighbors in the three dimensional cube (or
lattice) and not sequential in the primary structure, otherwise contact is set to 0, and pot defines the
energy contribution of two adjacent residues. It is also important to note that some other lattice models
have been proposed such as [2] where each amino acid in the sequence is translated from the 20 symbols
alphabet into a two symbols alphabet (i.e., hydrophobic (H) and polar (P)).
2.3 Supervised machine learning
Supervised Machine Learning exploits data labelled by the expert to automatically build hypothesis emu-
lating the expert’s decisions. Formally, a learning algorithm processes a training set E = {(x1,y1), ...,(xn,yn)}
where xi is the example description (e.g., a vector of features, Ω = IR
d) and yi is the associated output.
The output can be a numerical value (i.e., regression) or a class label (i.e., classification).
The learning algorithm outputs a hypothesis f : Ω 7→ Y associating to each example description x a
desirable output y.
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3 Algorithm portfolios
Many portfolio of algorithms have been proposed to select the best technique in order to process a given
instance according to its features or descriptors. A classical portfolio is learned by taking into account
the overall computational time to solve a set of problem instances. For instance SATzilla [10] a well
known portfolio for SAT problems builds a regression model in order to learn the solving time of each
constitutive SAT solver. In this way, once an unseen instance arrives SATzilla selects the algorithm with
minimal expected run-time.
Solving a constraint optimization problem involves finding the best solution and prove that the solu-
tion is the optimal one. Unfortunately, in many cases this process cannot be completed within a reason-
able amount of time and the system must provide to the user the best solution found so far. Following this
idea, building the portfolio using algorithm’s runtime is not an alternative. A solution would be building
the portfolio taking into account the quality or cost of the solution found after some fixed amount of
computational time (e.g., time-out parameter). In the following, we are going to use this technique to
predict the cost of the solution found after 5 minutes for the protein structure prediction problem.
4 Features
The vector of feature was extracted from the extensive machine learning literature on protein fold pre-
diction [8]. In order to build the feature set, every amino acid in the primary structure is replaced by the
index 1, 2 or 3 according to the group it belongs to, i.e., Hydrophobicity, Volume, Polarity and Polariz-
ability (see Table 1). For instance, the following sequence RSTVVH is encoded as 122332 based on the
hydrophobicity attribute. This encoding is used to compute the following set of descriptors:
• Composition: 3 descriptors representing the percentage of each group in the sequence.
• Transition: 3 descriptors representing the frequency with which a residue from groupi is followed
by a residue from group j (or vice-versa).
• Distribution: 15 descriptors representing the fraction in the sequence where the first residue, 25%,
50%, 75% and 100% of the residues are contained for each encoding in Table 1.
Attribute Group 1 Group 2 Group 3
Hydrophobicity R,K,E,D,Q,N G,A,S,T,P,H,Y C,V,L,I,M,F,W
Volume G,A,S,C,T,P,D N,V,E,Q,I,L M,H,K,F,R,Y,W
Polarity L,I,F,W,C,M,V,Y P,A,T,G,S H,Q,R,K,N,E,D
Polarizability G,A,S,D,T C,P,N,V,E,Q,I,L K,M,H,F,R,Y,W
Table 1: amino acid feature’s group
In total the feature set is a composition of 105 descriptors: 84 ((15+3+3)×4) according to Table 1,
20 descriptors which represent the proportion of each amino acid in the sequence, and finally the size of
the sequence.
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5 Experiments
In this paper, we used the Gecode model proposed in [4]. All algorithms (see section 2.1) are home-made
implementations integrated into the Gecode-2.1.11 constraint solver. We experimented with 400 random
sequences of sizes ranging from 20 to 99, and performed 10-fold cross validation to evaluate the model.
The timeout of each run was set to 5 minutes, which means that the objective of the machine learning
part was to predict the strategy which would provide a solution of minimal cost after 5 minutes.
Initial experiments suggested that lexico is a powerful heuristic for the protein structure prediction
problem, therefore we explored an extension of traditional variable selection algorithms, this novel ver-
sion is presented as follows:
1. Select the first unassigned variable Xi if and only if Xi+1 is assigned.
2. If the previous step cannot be satisfied, then select the variable according to a given heuristic
criteria (e.g., dom-wdeg, domFD, etc)
The algorithms which follow the strategy mentioned above would be named as: dom-wdeg+, wdeg+,
domFD+ and impacts+. Overall, we are considering a set of 10 variable selection heuristics Hvar = {
lexico, mindom, dom-wdeg, wdeg, domFD, impacts,dom-wdeg+, wdeg+, domFD+, impacts+ } and 2
value selection algorithms Hval = { min-val, med-val } would lead to 18 heuristics candidates (8 × 2 +
2) (notice that impacts and impacts+ are variable-value selection techniques). Nevertheless the majority
of the candidates are low-quality heuristics that were almost always dominated by the top heuristics. In
this way, after eliminating these weak ones, the portfolio is build on top of the following heuristic set
H = { 〈lexico,min-val〉, 〈domFD+,med-val〉, 〈wdeg,med-val〉, 〈wdeg+,med-val〉 }. A fixed time limit
of 5 minutes was used for each experiment.
In this paper, we experimented with the following learning schemes:
• J482: weka implementation of the C4.5 algorithm. Although J48 supports continuous features
values we experimentally found that including a feature discretization step improved the accuracy
of the machine learning algorithm.
• SATzilla based approach: We used the code proposed in [7] to build the linear regression model, it
includes an important feature pre-processing phase (i.e., pairwise feature composition and forward
feature selection).
Fig 1 shows our overall experimental results. Each black point represents the performance of J48-
portfolio for a given instance and each red point represents the performance of each comparative algo-
rithm (i.e., wdeg+, domFD+ and SATzilla-based portfolio) for a given instance. For analysis purposes,
data have been sorted according to the performance of J48-portfolio. Notice that since the optimization
goal is to find the minimal energy configuration, red points above the black ones indicate that J48-
portfolio is better.
Fig 1(a) shows the performance of wdeg+ against the portfolio, in this figure J48-portfolio is better
than wdeg+ in 110 instances (resp. worse in 43 instances). Fig 1(b) shows the performance of domFD+
against J48-portfolio, here J48-portfolio is better in 231 instances and worse in 127 instances, and finally
Fig 1(c) shows the performance of J48-portfolio against the SATzilla based portfolio, in this case J48-
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(a) wdeg+ vs J48
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(c) SATzilla vs J48
Figure 1: Overall evaluation
6 Conclusions and future work
In this paper, we have studied the application of Machine learning techniques to build algorithms portfo-
lios in the context of the protein structure prediction problem, we have shown that using machine learning
might help to select promising algorithms improving the overall performance of the system.
Currently, we manually select the algorithms of the portfolio. Part of our future work consists in
automatically selecting algorithms using racing techniques (i.e., F-RACE) during the training phase, the
idea would be to remove the algorithms that are statistically worse than the rest.
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