This paper proposes a novel deterministic methodology for estimating the optimal sampling frequency (SF) of water quality monitoring systems. The proposed methodology is based on employing two-dimensional contaminant transport simulation models to determine the minimum SF, taking into consideration all the potential changes in the boundary conditions of a water body. Two-dimensional contaminant transport simulation models (RMA4) were implemented to estimate the distribution patterns of some effective physiochemical parameters within the Al-Hammar Marsh in the southern part of Iraq for 30 cases of potential boundary conditions. Using geographical information system (GIS) tools, a spatiotemporal analysis approach was applied to the results of the RMA4 models to determine the minimum SF of the monitoring stations with a monitoring accuracy (MA) level of detectable change in contaminant concentration ranging from the standard level to 50% (stepwise 5%). For the study area, the proposed methodology specified a minimum and maximum SF for each monitoring station (MS) that ranged between 12 and 33 times per year, respectively. An exponential relationship between SF and MA was obtained. This relationship shows that increasing the MA to ±10%, ±25%, and ±50% increases the SF by approximately 14%, 28%, and 93%, respectively. However, the proposed methodology includes all the potential values and cases of flow and contaminant transport boundary conditions, which increases the certainty of monitoring the system and the efficiency of the SF schedule. Moreover, the proposed methodology can be effectively applied to all types of surface water resources.
Introduction
Water pollution is a growing menace to natural ecosystems and human life. The distribution of pollution within a water resource system is characterized by significant spatial and temporal variations due to differences in hydrological conditions and pollution sources. Overcoming this challenge requires a better understanding of the spatial and temporal variations in the distribution of contaminants within aquatic systems [1] . An efficient assessment of the water quality (WQ) within a water resource system is highly dependent on the efficiency of the monitoring network (MN). However, obtaining the optimal design of water quality monitoring networks (WQMNs) is a very complex process due to the large number of factors that must be considered, such as monitoring objectives, water quality parameters, monitoring station locations, and sampling frequency (SF) [2] . Accordingly, SF is a very important variable in the design of WQMNs. An appropriate SF ensures that no pollution surge passes a monitoring station (MS) without being detected. The design aspects of WQMNs have been widely considered since the 1940s [2] . Additionally, the optimal design of a WQMN, taking into consideration the SF and all issues related to the improvement of monitoring program efficiency, Table 1 . Sampling frequency for Global Environment Monitoring System for freshwater (GEMS/WATER) stations [23] .
Water Body Sampling Frequency

Baseline stations Streams
Minimum: four per year, including high-and low-water stages. Optimum: 24 per year (every second week); weekly for total suspended solids.
Headwater lakes
Minimum: one per year at turnover; sampling at lake outlet. Optimum: one per year at turnover, and one vertical profile at the end of stratification season.
Trend stations
Rivers Minimum: 12 per year for large drainage areas (approximately 100,000 km 2 ). Maximum: 24 per year for small drainage areas (approximately 10,000 km 2 ).
Lakes and reservoirs
For issues other than eutrophication: Minimum: one per year at turnover. Maximum: two per year at turnover, and one at maximum thermal stratification. For eutrophication: 12 per year, including twice monthly during the summer.
Groundwater
Minimum: one per year for large, stable aquifers. Maximum: four per year for small, alluvial aquifers.
Karst aquifers: same as rivers.
The effective design of a WQMN was considered using various types of statistical and/or programming techniques, such as integer programming, multi-objective programming, kriging theory, and optimization analysis [14, [19] [20] [21] 24, 25] . Additionally, statistical approaches used for the assessment and redesign of WQMNs were reviewed by [26] . In this review, various monitoring objectives and related assessment and redesign methods of long-term WQMNs were discussed. Based on the pollution level to be detected and variability of the WQ data, a statistical approach is commonly used to estimate the WQ SF [27] . The statistical tools that are commonly used to optimize the temporal frequency of monitoring in WQ networks are confidence intervals, trend analyses, geostatistical tools, multivariate analyses, optimization programs, entropy analyses, and artificial neural networks [26] . Two quantitative measures of the effectiveness of different sampling frequencies were proposed by [7] . These measures are destined to be utilized at the preliminary design stage to detect violations of WQ standards. The analytic hierarchy process (AHP), which is an effective method for decision analysis, was applied to analyze environmental impact assessments [28] and design river WQ SF [29] .
In recent years, computer-aided mathematical simulation models of water quality have been rapidly developed [30] . Such models can be used to predict water quality by accounting for changes that affect water quality factors or changes in their intensity. Two-dimensional models (2D) are used most often in the case of lakes, reservoirs, or deep rivers. The end result of these models is an estimation of water quality parameters close to measurements of actual concentrations. The assessment of individual parameters can be performed for given time intervals: hourly, daily, weekly, monthly, and yearly [31] . Integral utilization of simulation models and the tools and facilities of geographical Hydrology 2019, 6 , 94 3 of 20 information systems (GIS) can assist and support developing new efficient approaches to obtain the optimal design of a WQMN.
However, a comprehensive review of the abovementioned literature showed that WQMNs have traditionally been designed on the basis of a measured dataset collected from nonoptimal preallocated monitoring stations (MSs). Additionally, an assessment of the monitoring efficiency of the stations of a WQMN was implemented using statistical methods and general criteria. These methods and criteria were applied to insufficient datasets because some effective events or values, which are required for achieving the monitoring objectives, may not be detected because of the inadequacy of the locations and SFs of the MSs. Consequently, the obtained level of monitoring accuracy was based on the number of detected events according to these MSs, which does not account for all the events that have occurred or the potential of future events. Moreover, the effects of changes in boundary conditions, land cover, and land use on optimal SF were not taken into consideration. The update, reanalysis, reassessment, and reuse of a WQMN database using the traditional method are very difficult.
This paper aims to present a new deterministic approach for employing the features and facilities of the hydrodynamic simulation models of contaminants transport to specify the optimal SF for each MS in the WQMN according to all potential changes in the boundary conditions of a water body. Furthermore, maximizing the monitoring accuracy of each MS and subsequently the overall WQMN decreases the cost, time, and effort of monitoring. The methodology of obtaining the optimal SF should start with specifying the optimal locations of MSs. However, many authors previously considered this stage. Specifically, for the Al-Hammar Marsh, which is the study area in this research, the optimal locations of MSs (46 stations) were specified by Al-Khafaji, and Abdulraheem [32] . Therefore, the optimal allocation of the MS was not considered as an aim of this study. This paper concerns specifying the SF schedule for prespecified optimal locations of MSs in a WQMN.
Materials and Methods
Methodology
The computation of SF is based on specifying the minimum interval between successive detectable changes in the value or concentration of a WQ parameter at an MS. However, the SF must be sufficient to detect the change in WQ within an accuracy level specified according to the monitoring objectives. This SF must ensure the detection of the entire pollution surges that pass an MS. This MS should be located at the optimal position where it is most sensitive to changes in the WQ.
The WQ distribution patterns and the velocity and time of contaminant transport can be estimated by using hydrodynamic and contaminant transport simulation models. Two-dimensional simulation models are sufficient tools for studying the transport of contaminants within lakes, reservoirs, or deep rivers [31] .
The time scale of the SF is usually greater than one day. Additionally, the differences in the diffusion velocities of contaminants caused by the variations in the diffusion and dispersion coefficients in most water bodies, such as marshes, which usually have low flow velocity in comparison to most lakes and rivers, are not large enough to make a difference in the transport time of the contaminants between the MSs greater than one day. Therefore, it was not necessary to include all the WQ parameters for specifying the optimal SF. Hence, some of the major effective WQ parameters can be used as indicators to give comprehensive representation for the WQ. Consequently, some effective physiochemical parameters (total dissolved solids (TDS), turbidity, acidity (pH), total hardness (TH), dissolved oxygen (DO), and biological oxygen demand (BOD), Ca 2+ , Mg 2+ , Na + , SO 4 2− , PO 4 3− and NO3 − , Cd, Cr, and Pb)
were selected based on the available data Accordingly, the required level of WQ parameters monitoring accuracy (the detectable change in contaminant concentration) could be adopted as the required level of monitoring accuracy (MA) at the MSs. The recommended accuracy (uncertainty levels) expressed at the 95% confidence interval is ± 5% [33] . Consequently, the minimum interval of SF in an MS should be the minimum time interval between two successive ± 5% changes in contaminant concentration.
When there is a large number of spatially relevant data, the spatial analysis tools of geographical information systems (GIS) can be utilized to address such data. Therefore, these tools could be employed to determine the SF of all the WQ MSs within the study area.
Accordingly, the proposed approach was based on utilizing two-dimensional hydrodynamic and contaminant transport simulation models to compute the WQ distribution patterns, taking into consideration all the potential changes in the boundary conditions of a water body. Subsequently, a spatiotemporal analysis approach was applied to the results of the contaminant transport models using geographical information system (GIS) tools to determine the minimum SF of the monitoring stations, with a monitoring accuracy (MA) level of detectable change in contaminant concentration ranging from the standard level to 50% (stepwise 5%).
The methodology of the proposed approach can be summarized as follows:
i.
The study area was specified and the topography data of the study area was collected, including locations of the preallocated MSs of the considered WQMN and recorded discharge, water depth and WQ datasets at the inlet, outlet, and within the water body; ii.
The hydraulic and WQ datasets were analyzed, in this research they were some effective physiochemical parameters (TDS, Ph, Turbidity, TH, DO, and BOD, Ca 2+ , Mg 2 +, Na+, SO 4 2− , PO 4 3− and NO3 − Cd, Cr, and Pb), to specify all the potential cases and values of the boundary conditions for the study area. Consequently, the required calibration and verification datasets were specified according to these cases; iii.
The hydrodynamic and contaminant transport simulation models were implemented. Before applying these models for all potential cases of boundary conditions, the calibration and verification processes were performed; iv.
Based on the results of the contaminant transport simulation model, the spatiotemporal analysis tools of GIS were utilized to obtain the temporal changes in the considered WQ parameters distribution patterns within the considered water body. Subsequently, the minimum time interval of detecting a successive change in the concentration of the considered WQ parameters was computed at each MS with MA of each WQ parameter for each case of boundary conditions; v.
To evaluate the effect of changing the MA, the results of the contaminants transport simulation models (for each WQ parameters) were reanalyzed using the spatiotemporal analysis approach and increasing the MA from ±5% to ±50% (stepwise 5%) for each WQ parameter for each case of boundary conditions; vi.
To verify the proposed methodology, a sampling schedule was implemented based on the criteria of the sampling frequency for GEMS/WATER stations UNEP/WHO [23] to compare with the results produced by using the proposed methodology; vii.
The results were analyzed and discussed, and the main conclusions and recommendations were presented.
Study Area
The western part of the Al-Hammar Marsh is located within the southeastern part of the Thi-Qar Governorate in southern Iraq (Figure 1 ). The Al-Hammar Marsh has an area of approximately 1350 km 2 and a maximum water depth of 1.8 m a.s.l. The marsh has a complex feeding and outlet system. Some of the marsh feeders, which were denoted BC3 (F1), FBC3 (F 2), FW (F3), FBC4 (F4), and BC4 (F5) are short channels that convey the water directly from the Euphrates River to the marsh. These feeders work as feeders and/or outlets according to the levels of the water surface in the marsh and Euphrates River. In contrast, other feeders, such as Um Nakhla (F6), Al-Kurmashia (F7), Al-Qausy Drain (F8), and Al-Hamedy (F9), convey the water from a reach of the Euphrates River upstream of the marsh to the western zone of the marsh. Additionally, some of the main outfall drain (MOD) water is discharged into the marsh through the Al-Khamissiya Canal (F10). The main outlet of the marsh is the Al-Hammar Outlet (O1), which is located downstream of the eastern zone of the marsh. A digital elevation model (DEM) for the study area, shown in Figure 2 , was created by using the topographical survey data provided by the General Directorate of Survey/MoWR in May 2017 (unpublished data).
Alhamdani [34] obtained and verified the roughness-depth relationship of the marsh bed given by Manning's roughness coefficients, as shown in Figure 3 . The annual average evapotranspiration (ETo) of the marsh is 2909.3 mm, according to [35] . The marsh boundary and locations of the preallocated WQ MSs (46 stations) for this part of the Al-Hammar Marsh were specified by Al-Khafaji and Abdulraheem [32] , as shown in Figure 1 .
A digital elevation model (DEM) for the study area, shown in Figure 2 , was created by using the topographical survey data provided by the General Directorate of Survey/MoWR in May 2017 (unpublished data). main outfall drain (MOD) water is discharged into the marsh through the Al-Khamissiya Canal (F10). The main outlet of the marsh is the Al-Hammar Outlet (O1), which is located downstream of the eastern zone of the marsh.
The marsh boundary and locations of the preallocated WQ MSs (46 stations) for this part of the Al-Hammar Marsh were specified by Al-Khafaji and Abdulraheem [32] , as shown in Figure 1 .
A digital elevation model (DEM) for the study area, shown in Figure 2 , was created by using the topographical survey data provided by the General Directorate of Survey/MoWR in May 2017 (unpublished data).
Alhamdani [34] obtained and verified the roughness-depth relationship of the marsh bed given by Manning's roughness coefficients, as shown in Figure 3 . The annual average evapotranspiration (ETo) of the marsh is 2909.3 mm, according to [35] . Alhamdani [34] obtained and verified the roughness-depth relationship of the marsh bed given by Manning's roughness coefficients, as shown in Figure 3 . The annual average evapotranspiration (ETo) of the marsh is 2909.3 mm, according to [35] .
The Center for the Restoration of Iraqi Marsh and Wetland (CRIMW) provided the recorded discharge, water surface elevation, and most of required data of considered physiochemical parameters at the inlet, outlet, and within the marsh for the period of 2010 to 2017 (unpublished data). Additionally, other datasets (missing), were completed from [36, 37] . These datasets were analyzed to specify the potential cases and values of the marsh boundary conditions for the water quantity and quality aspects. According to the requirements of the hydrodynamic and contaminant transport simulation models, these boundary conditions can be represented by 30 cases. However, because of manuscript size limitations, for WQ parameters, only the TDS concentration was shown (see Tables 2 and 3 ). The Center for the Restoration of Iraqi Marsh and Wetland (CRIMW) provided the recorded discharge, water surface elevation, and most of required data of considered physiochemical parameters at the inlet, outlet, and within the marsh for the period of 2010 to 2017 (unpublished data). Additionally, other datasets (missing), were completed from [36, 37] . These datasets were analyzed to specify the potential cases and values of the marsh boundary conditions for the water quantity and quality aspects. According to the requirements of the hydrodynamic and contaminant transport simulation models, these boundary conditions can be represented by 30 cases. However, because of manuscript size limitations, for WQ parameters, only the TDS concentration was shown (see Tables 2 and 3 ). 3319  3050  11  2130  2979  1790  1790  1790  1622  1618  3575  3319  4776  12  2130  2979  1790  1790  1790  1622  1618  3575  3319  7012  13  3299  4749  2879  2879  2879  2879  2879  5310  5624  3050  14  3299  4749  2879  2879  2879  2879  2879  5310  5624  4776  15  3299  4749  2879  2879  2879  2879  2879  5310  5624  7012  16  5155  8232  6750  6750  6750  6750  6750  8791  9102  3050  17  5155  8232  6750  6750  6750  6750  6750  8791  9102  4776  18  5155  8232  6750  6750  6750  6750  6750  8791  9102  7012  19  2130  2979  1790  1790  1790  1622  1618  3575  3319  3050  20  2130  2979  1790  1790  1790  1622  1618  3575  3319  4776  21  2130  2979  1790  1790  1790  1622  1618  3575  3319  7012  22  3299  4749  2879  2879  2879  2879  2879  5310  5624  3050  23  3299  4749  2879  2879  2879  2879  2879  5310  5624  4776  24  3299  4749  2879  2879  2879  2879  2879  5310  5624  7012  25  5155  8232  6750  6750  6750  6750  6750  8791  9102  3050  26  5155  8232  6750  6750  6750  6750  6750  8791  9102  4776  27  5155  8232  6750  6750  6750  6750  6750  8791  9102  7012  28  2130  2979  1790  1790  1790  1622  1618  3575  3319  3050  29  3299  4749  2879  2879  2879  2879  2879  5310  5624  3050  30  5155  8232  6750  6750  6750  6750  6750  8791  9102  7012 Hydrology 2019, 6, 94 9 of 20
Field investigation measurements were carried out to prepare the required datasets for performing the verification process of the simulation models. The period of carrying out these measurements was from 3 May 2015 to 28 May 2015. These measurements included the flow velocity, water depth, and WQ at 31 positions within the marsh area, in addition to the discharge and WQ at the inlets and outlets of the marsh, whereas the water surface elevation (WSE) was measured at the outlet of the marsh. For the WQ measurements, TDS, Turbidity, pH, TH, and DO was measured in the field using a portable multimeter, while the other physiochemical parameters were analyzed in the lab according to the methods of the American Public Health Association (APHA) [38] . The five−day BOD test [39] was used to determine the BOD. Ca 2+ and Mg 2+ were determined using Ethylenediaminete-traacetic acid (EDTA) method. The flame photometry method [40] , turbiditmetric method [41] , ascorbic acid method using a spectrophotometer, and ultraviolet spectrophotometry method [42] were used to determine Na + , SO 4 2− , PO 4 3− , and NO3 − , while Cd, Cr, and Pb in the water samples were tested in the laboratories of the Iraqi Ministry of Science and Technology. Figure 4 shows the locations of the measurement positions. However, because of manuscript size limitations and since the TDS can be considered the representative parameter instead of other water quality parameters [43] , for WQ parameters, only the results of TDS concentration measurements were embedded in this paper, see Tables 4 and 5.   27  5155  8232  6750  6750  6750  6750  6750  8791  9102  7012   28  2130  2979  1790  1790  1790  1622  1618  3575  3319  3050   29  3299  4749  2879  2879  2879  2879  2879  5310  5624  3050   30  5155  8232  6750  6750  6750  6750  6750  8791  9102  7012 Field investigation measurements were carried out to prepare the required datasets for performing the verification process of the simulation models. The period of carrying out these measurements was from 3 May 2015 to 28 May 2015. These measurements included the flow velocity, water depth, and WQ at 31 positions within the marsh area, in addition to the discharge and WQ at the inlets and outlets of the marsh, whereas the water surface elevation (WSE) was measured at the outlet of the marsh. For the WQ measurements, TDS, Turbidity, pH, TH, and DO was measured in the field using a portable multimeter, while the other physiochemical parameters were analyzed in the lab according to the methods of the American Public Health Association (APHA) [38] . The five−day BOD test [39] was used to determine the BOD. Ca 2+ and Mg 2+ were determined using Ethylenediaminete-traacetic acid (EDTA) method. The flame photometry method [40] , turbiditmetric method [41] , ascorbic acid method using a spectrophotometer, and ultraviolet spectrophotometry method [42] were used to determine Na + , SO4 2− , PO4 3− , and NO3 − , while Cd, Cr, and Pb in the water samples were tested in the laboratories of the Iraqi Ministry of Science and Technology. Figure 4 shows the locations of the measurement positions. However, because of manuscript size limitations and since the TDS can be considered the representative parameter instead of other water quality parameters [43] , for WQ parameters, only the results of TDS concentration measurements were embedded in this paper, see Tables 4 and 5. 
Hydrodynamic and Contaminant Transport Simulation Models
Generally, many software programs can be used to simulate the hydrodynamic and contaminant transport within water bodies. In recent years, the Surface Water Modeling System (SMS) software (Aquavio LLC Provo-Utah-United States, http://www.aquaveo.com/technical-support/) has become commonly used. The SMS software includes a variety of models that compute flow velocities and water depths for surface water bodies for both unsteady-state and steady-state conditions, such as RMA2. Additionally, it supports the computation of water quality distribution patterns for surface water by using the RMA4 model. RMA2 solved the momentum conservation equations, Equations (1) and (2), and the continuity equation, Equation (3), which represent the water flow equations in two directions [44] :
where h is the water depth; u and v are the velocities in Cartesian coordinates; x and y are the Cartesian coordinates; t is the time; ρ is the density of the fluid; Exx is the eddy viscosity coefficient on the x-axis surface; Eyy is the eddy viscosity coefficient on the y-axis surface; Exy and Eyx are the shear directions on each surface; ξ is the empirical wind shear confine; g is the acceleration due to gravity; n is the Manning's roughness n-value; a is the elevation of the bottom; Va is the wind speed; ψ is the wind direction; ω is the rate of earth angular rotation; φ is the local latitude; c is the concentration of pollutant for a given constituent; Dx and Dy are the turbulent mixing dispersion coefficients; Kc is the first order decay of the pollutant; R(c) is the rainfall/evaporation rate; and σ is the source/sink of the constituent. The limitations of the RMA2 model were as follows: the pressure was hydrostatic, mean acceleration had a vertical direction, vibration and vortices were neglected, and water density was constant, and it used a horizontal two-dimensional plane. Additionally, problems in calculating the free surface for subcritical flow were not carried out, and areas of vertically stratified flow are beyond this program's capabilities [44] .
For contaminant transport simulations, the transport of a constituent is calculated based on the depth-averaged transport and mixing process equation, which is given by Equation (4). The RMA4 model solved this equation to simulate contaminant transport in a free surface water body [44] :
The use of this model is limited to average depth (two-dimensional) situations, and the accuracy of the transport model is dependent on the accuracy of the hydrodynamic model of the water body [44] .
Hydrodynamic Model (RMA2)
Although the real state of flow within water bodies, such as rivers, lakes, and marshes, is unsteady and the flow must be simulated using an unsteady model, the flow within the marsh was assumed to be steady. The significance and consequence of this assumption can be ignored because the change in inflow and outflow water levels and discharges (upstream and downstream boundary conditions) of the marsh is very slow. Additionally, the velocity of flow within the marsh is low. However, a two-dimensional hydrodynamic model (RMA2) was conducted to simulate the flow within the marsh. This model was performed according to the following four steps:
First, the geometric data were prepared. The DEM of the study area, which is shown in Figure 2 , was the input file of the topographical data, whereas Figure 1 was used to delineate the boundary of the marsh to create the shapefile of the marsh boundary.
Second, finite element mesh was generated. Based on the created shapefile of the marsh boundary, the conceptual model was converted to create a finite element mesh. The generated mesh of the marsh had 29,384 nodes, which formed 14,407 triangular elements. However, the mesh was edited to enhance the numerical stability and efficiency.
Third, the boundary conditions were specified. According to the results of the analyses of the present and potential cases of the marsh flow data, which are the 30 cases listed in Table 2 , the inflow discharges at the inlet and the corresponding water levels at the outlets were used as the upstream and downstream boundary conditions, respectively. The calibration and verification processes were performed by using field observation measurements from 3 May 2015 to 4 May 2015 and 27 May 2015 to 28 May 2015, respectively (Table 3) .
Finally, the material properties were specified. The material properties are essential input data in the RMA2 model. Hence, each cell in the finite element mesh must assign a value for eddy viscosity [44] . The friction coefficient of the material of each cell was represented by the roughness-depth relationship presented by [34] , as shown in Figure 3 . However, the validity and reliability of using this relationship within this part of the marsh was checked through the calibration process.
Contaminant Transport Models (RMA4)
Two-dimensional contaminant transport simulation models were prepared using the RMA4 model to estimate the patterns of WQ parameters distribution within the marsh. The implementation of these models was based on the results of the RMA2 model. In accordance with the modeled potential cases of marsh boundary conditions using the RMA2 model, which are the 30 cases listed in Table 2 , the corresponding concentrations of WQ parameters at the inlets for the potential cases of marsh boundary conditions for the RMA4 model (Table 3) were used as upstream boundary conditions for the RMA4 model. However, the discharges and concentrations of WQ parameters at the inlets and the water level at the outlet of the marsh measured on 27 May 2015 and 28 May 2015 (Table 3 ) were used to perform the verification process of the RMA4 model using Nash-Sutcliffe efficiency (NSE), coefficient of determination (R 2 ), and root mean square error (RMSE).
Spatial and Temporal Analysis
Based on the results of applying RMA4 for all the considered potential cases, which are the 30 cases listed in Table 2 , the WQ parameters of transport within the marsh were investigated to specify the time interval between the occurrence of successive detectable changes in the concentrations of WQ parameters (within a specific MA) in each MS. Consequently, the minimum interval of change occurrence for each MS could be specified. For this purpose, the spatial and temporal analysis tools of GIS, which provided flexibility in handling the large amount of spatial and temporal data, were used. A spatiotemporal analysis approach that used time as the organizational basis [45, 46] was used to analyze the patterns of WQ parameters distribution. Accordingly, considering that the locations of the MSs were the optimal locations, the best time schedule of SF for all the considered MSs could be implemented. This time schedule ensures the detection of all the effective changes in water quality and confirms that no pollution surge passes any MS without detection. In addition, to evaluate the effect of changing the MA, the results of the RMA4 models (WQ parameters distribution patterns) were reanalyzed using the spatiotemporal analysis approach and increasing MA from ±5% to ±50% (stepwise 5%) for each WQ parameters for each case of boundary conditions.
Results and Analysis
Verification of the RMA2 and RMA4 Models
The verification process was performed to evaluate the certainty of using the roughness-depth relationship of the marsh bed given by Manning's roughness coefficient (Figure 3) , which was recommended by Alhamdani [34] , and the accuracy of the implemented RMA2 model of the marsh. Two sets of measured data were used to perform the verification process ( Table 3 ). The first set was the measured data on 3 May 2015 and 4 May 2015, and the second set was the measured data on 27 May 2015 and 28 May 2015. These sets were applied as boundary conditions to implement two RMA2 models for the marsh; the two models that corresponded to the first and second set of measured data were named RMA2-1 and RMA2-2, respectively. The friction coefficient of the marsh bed materials was represented by the roughness-depth relationship. Then, the measured water depths at 31 points within the marsh on 27 May 2015 and 28 May 2015 (Table 4) were compared with those estimated by applying the RMA2-1 model at the same points. Additionally, at the same points, the measured flow velocity was compared with those estimated by applying the RMA2-2 model. These comparisons showed that the NSE, R 2 , and RMSE of the water depth (flow velocity) were 0.71 (0.63), 0.82 (0.74), and 0.19 m (0.04 m/sec), respectively. However, considering the intricacy of the geometry, feeding and outflow system, and the land use and land cover aspects of the marsh, this level of certainty in using the roughness-depth relationship, which was recommended by Alhamdani [34] , ensures that the accuracy of the RMA2 model results can be accepted.
Based on the results of the verified RMA2 models, an RMA4 model was implemented to obtain the patterns of TDS distribution. The measured TDS data on 27 May 2015 and 28 May 2015 at the inlets of the marsh (Table 3) , were used as boundary conditions for the RMA4 model. Comparison between the measured and estimated TDS values at 31 points showed that the R 2 and RMSE were 0.74, 0.81, and 492 ppm. Hence, the implemented RMA4 model is sufficient to simulate the distribution of WQ parameters within the marsh.
Application of the RMA2 and RMA4 Models
The RMA2 and RMA4 models were consecutively applied for the potential cases of marsh boundary conditions, which are the 30 cases listed in Table 2 . Samples of the results of the RMA2 and RMA4 models are shown in Figures 5-7 (other are shown in the Supplementary Materials). These figures show the patterns of flow velocity and TDS distribution within the marsh for cases 1, 15, and 30, which can be considered the cases of maximum, average, and minimum inflow, respectively. RMA2 models for the marsh; the two models that corresponded to the first and second set of measured data were named RMA2-1 and RMA2-2, respectively. The friction coefficient of the marsh bed materials was represented by the roughness-depth relationship. Then, the measured water depths at 31 points within the marsh on 27 May 2015 and 28 May 2015 (Table 4) were compared with those estimated by applying the RMA2-1 model at the same points. Additionally, at the same points, the measured flow velocity was compared with those estimated by applying the RMA2-2 model. These comparisons showed that the NSE, R 2 , and RMSE of the water depth (flow velocity) were 0.71 (0.63), 0.82 (0.74), and 0.19 m (0.04 m/sec), respectively. However, considering the intricacy of the geometry, feeding and outflow system, and the land use and land cover aspects of the marsh, this level of certainty in using the roughness-depth relationship, which was recommended by Alhamdani [34] , ensures that the accuracy of the RMA2 model results can be accepted.
The RMA2 and RMA4 models were consecutively applied for the potential cases of marsh boundary conditions, which are the 30 cases listed in Table 2 . Samples of the results of the RMA2 and RMA4 models are shown in Figures 5 to 7 (other are shown in the Supplementary Materials) . These figures show the patterns of flow velocity and TDS distribution within the marsh for cases 1, 15, and 30, which can be considered the cases of maximum, average, and minimum inflow, respectively. The results of the RMA4 models (for the considered WQ parameters) of the 30 considered cases were analyzed using the spatial and temporal analysis tools of GIS. The approach of time-based representations for spatiotemporal data [46] was applied to obtain the time interval of occurrence of a considerable level of change in the concentration of WQ parameters (MA of ±5%) at all the studied MSs (46 MSs). Accordingly, the minimum, average, and maximum SFs (time intervals) of the considered WQ parameters were determined for all the considered 46 MSs (Figure 8 ). Hence, the SFs of other cases ranged between the SFs of these cases. However, the results of the spatiotemporal analyses show that the minimum SF interval is 11 days. This SF was estimated at 26% of the MSs, MS numbers 15, 16, 17, 19, 20, 21, 22, 23, 29, 30, 31, and 36 . These MSs were located within the central and outlet zone of the marsh, except for MS number 36, which was located in the narrow part of the western zone of the marsh. Furthermore, 52% of the MSs had an SF equal to or greater than 14 days. Additionally, a maximum interval of SF of 32 days was estimated at 17% of the MSs, MS numbers 18, 19, 20, 21, 22, 23, 27, and 28 . The change in SF from minimum to maximum time interval was based on the considered case of boundary conditions.
To evaluate the effect of changing the MA, the results of the RMA4 models (WQ parameter distribution patterns) were reanalyzed using the spatiotemporal analysis approach and increasing MA from ±5% to ±50% (stepwise 5%). Figure 9 shows the minimum, average, and maximum interval of SF of the 46 MSs for all the considered WQ parameters with MA of 10%, 25%, and 50%. In addition, the relationship of SF versus the error range (MA) was obtained, see Figure 10 . This relationship shows that increasing the MA to ±10%, ±25%, and ±50% increases the minimum (maximum) SF for some MSs by approximately 0% (15%), 7% (40%), and 25% (94%), respectively. With an MA of ±10%, 26% of the MSs had a minimum interval of SF of 13 days, whereas the maximum interval of SF was 35 days, which was estimated at 28% of the MSs. However, with an MA The results of the RMA4 models (for the considered WQ parameters) of the 30 considered cases were analyzed using the spatial and temporal analysis tools of GIS. The approach of time-based representations for spatiotemporal data [46] was applied to obtain the time interval of occurrence of a considerable level of change in the concentration of WQ parameters (MA of ±5%) at all the studied MSs (46 MSs). Accordingly, the minimum, average, and maximum SFs (time intervals) of the considered WQ parameters were determined for all the considered 46 MSs (Figure 8 ). Hence, the SFs of other cases ranged between the SFs of these cases. However, the results of the spatiotemporal analyses show that the minimum SF interval is 11 days. This SF was estimated at 26% of the MSs, MS numbers 15, 16, 17, 19, 20, 21, 22, 23, 29, 30, 31, and 36 . These MSs were located within the central and outlet zone of the marsh, except for MS number 36, which was located in the narrow part of the western zone of the marsh. Furthermore, 52% of the MSs had an SF equal to or greater than 14 days. Additionally, a maximum interval of SF of 32 days was estimated at 17% of the MSs, MS numbers 18, 19, 20, 21, 22, 23, 27, and 28 . The change in SF from minimum to maximum time interval was based on the considered case of boundary conditions. Hydrology 2019, 6, x FOR PEER REVIEW 14 of 18 To evaluate the effect of changing the MA, the results of the RMA4 models (WQ parameter distribution patterns) were reanalyzed using the spatiotemporal analysis approach and increasing MA from ±5% to ±50% (stepwise 5%). Figure 9 shows the minimum, average, and maximum interval of SF of the 46 MSs for all the considered WQ parameters with MA of 10%, 25%, and 50%. In addition, the relationship of SF versus the error range (MA) was obtained, see Figure 10 . This relationship shows that increasing the MA to ±10%, ±25%, and ±50% increases the minimum (maximum) SF for some MSs by approximately 0% (15%), 7% (40%), and 25% (94%), respectively. With an MA of ±10%, 26% of the MSs had a minimum interval of SF of 13 days, whereas the maximum interval of SF was 35 days, which was estimated at 28% of the MSs. However, with an MA of ±25%, the minimum SF of 4% of the MSs increased one day (to be 14 day) while the minimum SF of remaining percentage of MSs (96%) increased two to five days (to be 15-18 days). However, the maximum interval of SF was 50 days, which was estimated at 28% of the MSs. Moreover, for an MA of ±50%, the minimum and maximum SF increased to 20 and 62 days, respectively. Comparatively, a sampling schedule ( Figure 11 ) was implemented based on the criteria of the sampling frequency for GEMS/WATER stations shown in Table 1 [23] . This time schedule specifies the number of samples and SF for the marsh. According to this schedule, one sample should be taken seasonally from each location within the marsh, whereas for the feeders and outlet, this number depends on the discharge, and each should be taken at least two times per month. The application of these general guidelines and criteria presents a very permissive schedule of SF, which is four times per year. The proposed methodology specified a minimum and maximum SF interval for each MS that ranged between 33 and 12 times per year (11 and 32 days), respectively. This difference is because applying the general guidelines and criteria does not consider the difference in the sensitivity of pollution detection of the MSs, status of changes of the boundary conditions, complexity of the feeding and drainage system, or analysis of the contaminant distribution patterns. Hence, this traditional design approach does not ensure sufficient detection of all potential pollution waves.
However, the proposed methodology included all the potential values and cases of boundary conditions, which increased the certainty of monitoring the system and the efficiency of the SF schedule. The possibility of occurrence of a case outside of the extreme limits of the boundary The application of these general guidelines and criteria presents a very permissive schedule of SF, which is four times per year. The proposed methodology specified a minimum and maximum SF interval for each MS that ranged between 33 and 12 times per year (11 and 32 days), respectively. This difference is because applying the general guidelines and criteria does not consider the difference in the sensitivity of pollution detection of the MSs, status of changes of the boundary conditions, complexity of the feeding and drainage system, or analysis of the contaminant distribution patterns. Hence, this traditional design approach does not ensure sufficient detection of all potential pollution waves.
However, the proposed methodology included all the potential values and cases of boundary conditions, which increased the certainty of monitoring the system and the efficiency of the SF schedule. The possibility of occurrence of a case outside of the extreme limits of the boundary conditions is very unlikely. Even if such a case occurs, there is still a high probability that the SF schedule ensures the detection of the changes in pollution level and monitors the flow of pollution surges. This is because the proposed methodology depends on the analysis of the contaminant distribution patterns and the transport velocity of the pollution surges through highly sensitive MSs for the changes in boundary conditions. Additionally, the pollution levels within the water body are highly expected to be within the recorded pollution levels. Even if there is a difference, the transport velocity of the pollution surge between the MSs and the duration of change in pollution level at each MS will not differ much from the specified range using this proposed methodology. Moreover, the hydrodynamic (advection) flow has a greater effect on contaminant transport than that of the diffusion. Therefore, the change in contaminant concentration and location of pollution source within the considered body of water and range of hydraulic changes would not have a large effect on the velocity of the pollution surges, especially considering that the MSs were allocated at the most sensitive locations.
Conclusions
Exacerbation of the water scarcity problem in conjunction with the increase in water pollution sources necessitates the development of methods and techniques for water quality monitoring. However, most of the applied design methods are statistical methods and general criteria. These methods are based on a measured dataset collected from nonoptimal preallocated monitoring stations (MS). Therefore, insufficient monitoring is obtained because some effective events or values may not be detected. In this paper, a novel deterministic methodology for estimating the optimal SF for WQMSs has been developed. To this end, contaminant transport simulation models and the GIS tools of spatiotemporal analysis were employed to ensure the detection of a specific level of change in contaminant concentration, taking into consideration all the potential changes in the boundary conditions of a water body. The simulation models and GIS tools were applied to the potential cases of the boundary conditions of Al-Hammar Marsh to determine the minimum SF of the previously allocated 46 MSs with MA values range from the standard level to ±50% (stepwise 5%). Subsequently, the obtained SF schedule using the proposed methodology was compared with those obtained by applying the criteria of GEMS/WATER stations [23] . From the analysis of the results, it can be concluded that the changes in contaminant transport patterns within a water body essentially depend on the cases and values of the boundary conditions. Therefore, the accuracy of monitoring stations at the feeders and outlets of a water body plays a vital role in the accuracy of the obtained SF using any method of determining the SF. Additionally, the geometrical features of a water body or its zones highly affect the velocity and direction of the contaminant distribution within the zones of the water body between the monitoring stations. Consequently, the response of the change in contaminant distribution to the change in boundary conditions differs among the zones of the water body, which affects the determined SF. The SF is highly affected by the values of MA. However, in the considered study area (the western part of the Al-Hammar Marsh), an exponential relationship between SF and MA was obtained. This relationship shows that increasing the MA to ±10%, ±25%, and ±50% increases the SF by approximately 14%, 28%, and 93%, respectively. Hence, the proposed methodology can be used to compute the SF needed to detect a contaminant between MSs within a specific level of MA and vice versa. Utilizing the general criteria and guidelines may give a very permissive schedule of SF. However, in the western part of the Al-Hammar Marsh, applying the general guidelines and criteria gives an SF of four times per year. In contrast, the proposed methodology specifies a maximum and minimum interval of SF for each MS that ranged between 33 and 12 times per year, respectively. The proposed methodology was based on considering all the potential types and values of boundary conditions of the water body. This increases the certainty of the obtained SF and the efficiency of the monitoring system beyond those obtained using other methods. Moreover, the proposed methodology can be applied to all types of surface water resources and can consider any number of MSs with any accuracy level of detectable change. In addition, the proposed methodology provides a detailed database for the distribution patterns of the considered contaminant with the corresponding case and values of boundary conditions. Supplementary Materials: The following are available online at: http://www.mdpi.com/2306-5338/6/4/94/s1.
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