Abstract. In this paper, we compare the performance of a variety of machine learning algorithms, including supervised Naïve Bayes, J48, SVM, Random Tree, Random Forest, and non-supervised KNN for determining the type of cancer a patient is suering using medical textual records. We train these classiers on dierent sets of features such as unigrams and bigrams of words, character n-grams using tf-idf weighting scheme and binary feature representation. We evaluated performance of the classiers in terms of accuracy, precision, recall, and F-measure. The obtained results show that Naïve Bayes and SVM achieve the best performance in this task.
Introduction
Colon cancer is considered to be the major cause of death in the world [13] .
According to [16] , more than 1.2 million people are being diagnosed with this disease every year. Based on the information provided by American Cancer Cancer is produced when an uncontrollable growth of cells occurs, and there is a spread of abnormal cells [6] . An early detection of these diseases allows signicantly increasing survival rates.
One of the most commonly used approaches for classication of any type of data is based on machine learning (ML) techniques. In fact, the machine learning 1 http://www.cancer.org/research/cancerfactsstatistics/cancerfactsgures2016/ [last access: 17.07.2016].
strategy coupled with annotated corpora is considered the most ecient method known up to date to solve many natural language processing (NLP) tasks, such as authorship identication related tasks [9, 10, 14] , plagiarism detection [21] , tasks related to text similarity [23, 24] , among many others.
In this work, we apply a machine learning approach using unigrams and bigrams of words and character n-grams as features to identify the type of cancer a patient is suering from. We focus on two types of cancer: colon and brain cancer. We conducted experiments on a large dataset, which was collected and consolidated by Styler et al. [26] . We examined the performance of several machine learning algorithms and compared their results.
The rest of the paper is organized as follows. Section 2 presents several studies related to the usage of machine learning techniques for cancer detection. Section 3 describes the materials and methods used for determining whether a person has colon or brain cancer. Section 4 summarizes the results of using various machine learning algorithms. Finally, Section 5 draws the conclusions and points out possible directions of future work.
Related Work
In this section, we overview several works related to the prediction of cancer at the early stage. We focus on the studies that used machine learning approaches and consider several systems that were able to produce good results in clinical domain.
The system proposed in [12] is able to detect 20 common types of cancer, e.g., bronchus and lung, prostate, colon, breast, pancreas, etc., as well as whether cancer was the cause of death. The system is composed of two following stages:
processing natural language pipeline for extracting features and using Support Vector Machines (SVM) algorithm. The authors obtained 94.2% in terms of F-measure.
Sparse Compact Incremental Learning Machine (SCILM) is a method that was proposed in [17] for cancer classication. This algorithm is based on a network structure on small dataset with a high number of dimensions, and it achieved an accuracy of 88.75%. Wang et al. [27] applied the same approach in order to identify breast cancer, the most common type of women cancer. The proposed method performed at the accuracy of 96.19%.
The approach proposed by Liu et al. [13] is able to detect cancerous colon tissues through the pattern recognition of spectra data. A total number of 60 colon tissues, which form two classes (normal and adenocarcinoma), were selected in order to perform the classication task. This method combines a large variety of features, and uses Principal Component Analysis (PCA) and
Fisher's Discriminant Analysis (FDA). The method achieved the classication rate of 90.3%. The study of Rathore et al. [20] proposed a CBIC system, which performs a classication of colon cancer using SVM classier.
As one can see, machine learning techniques are successfully used in medical domain. However, the question which classier performs better in this task is still an open research question and the main motivation of the current work.
Materials and Methods
In this study, the idea is to classify whether a patient has symptoms associated with colon or brain cancer. The approach consists of seven following steps:
1. Accessing the clinical data obtained from Semantic Evaluation Exercises 2016 [26] (SEMEVAL is based on series of evaluations to explore meaning in language).
2. Data preprocessing for improving the quality of the dataset. In our research, the corpus is divided into two subsets: training and test.
A hold out approach was used to estimate the performance of machine learning classiers. In this validation method, a certain amount for training and test data is reserved, and it is often used with independent test set [28] .
Dataset
The dataset used in this research is the THYME (Temporal Histories of your Medical Events) [26] corpus, which was designed by clinic Mayo, University of Colorado, and the Harvard Medical School/Boston Children's Hospital. The corpus consists of a total number of 1200 documents describing 400 patients and is divided into two major diseases within oncology: colon and brain cancer.
Each patient is associated with three types of documents: clinical notes, radiology les, and pathology reports. However, in this research, we use only pathology reports, since they provide an important information concerning the patients [26] . For example, the conrmation of a benign or malignant tumor.
Thus, the number of pathology reports used in this research is 400, where 200 documents correspond to brain cancer and 200 correspond to colon cancer.
To the best of our knowledge THYME corpus is used for a classication task for the rs time.
Preprocessing Steps
An important step for improving data quality is data preprocessing, which has been used in several natural language processing tasks [10, 15, 18, 25] in order to increase the eciency of the classiers. Unlike conventional data preprocessing methods applied in the eld of pattern recognition, the area of natural language processing (NLP) proposes alternative techniques, such as stop words extraction, stemming, detection of sections, etc. to enhance the quality of input data representation to be fed into a machine learning algorithm.
In our case, rst, each pathological document in the corpus was segmented into sections. Then, we expanded the contractions (e.g., can't → cannot, I've → I have, etc.), which was required to normalize certain words. Afterwards, word span tokenizer [3] was applied using regular expressions, since some words were not correctly separate by a white space. Then, all the stop words were omitted, since they are used in all of the documents and do not provide useful information for classiers. For instance, we removed the words the, my, can, ever, by, of , now, and others that showed a high frequency in all the documents.
Classication
In this study, to determine the importance of a word in a document, the metric known as tf-idf is used. The tf (term frequency) value is the frequency of the word in document, when idf (inverse document frequency) is the inverse proportion of the frequency of the word in a set of documents [29] . We also try binary feature representation, that is, whether a feature exists or no exists in the corpus.
We examine ve machine learning algorithms: Naïve Bayes, SVM, Random
Tree, J48, Random Forest, and KNN with K = 3. According to [8, 27] , the most commonly used algorithms in the eld are SVM and KNN. However, we also examine Random Forest, Random Tree, Naïve Bayes, and J48, since these algorithms are considered among the best ones to tackle classication tasks.
Machine learning is a branch of articial intelligence which aims at detecting meaningful patterns in data and is based on statistics and computer science.
This eld is divided into several subelds dealing with dierent types of learning tasks: supervised, unsupervised, active, passive and others [22] .
The algorithms used in this study employ supervised learning. This means that the algorithm can estimate the success of prediction using the labeled training data. A brief description of each of the classiers is presented below.
Naïve Bayes is commonly used in classication tasks. This algorithm belongs to the probabilistic classiers, where features are conditionally independent.
This algorithm ignores possible dependencies among the inputs and reduces a multivariate problem to a group of univariate problems [1] . It is based on Bayesian theorem, which shows a relation between marginal probabilities and conditional probabilities [11] .
Support Vector Machine (SVM) is a powerful classication algorithm, which belongs to linear model. SVM allows separating the data when it is tend to be linearly or non-linearly separable through a linear decision surface (hyperplane) based on the maximum distance found between the surface and the nearest points of the two classes [20] . The distance between the hyperplane and the closest examples should be maximized to separate its input space into two classes.
Also, this algorithm can be used in a non-linear classication using a non-linear kernel, which is a mathematical function that transforms input data to a high dimensional feature space [7] .
J48 belongs to decision tree family. It is considered being a powerful classier and hierarchical structure for supervised learning. This classier can be used for both classication and regression, even though they it is more frequently for classication [1] . The learning process is based on splitting the labels of training data into subsets according to statistical tests under divide-and-conquer heuristic [1, 22] .
Random Forest [4] consists of many decision trees for making a decision based on a response of each decision tree. This algorithm is able to handle the missing values, as well as to compute generalization errors, and to identify relevant variables. Also, it is considered as a potential algorithm for building classiers due to the selection of a random subset of input features [6, 19] . It has shown to work well on a large corpus with a large number of features. This classier has a collection of decision trees [22] and combines multiple Random Tree, which is built with a number of random features and stochastic process [28] .
K-Nearest Neighbor is a non-supervised classier based on pattern recognition. The basic idea is to classify a new pattern with the most probable class according to its k nearest neighbors [2] .
A simplied representation of several machine learning algorithms is given in Figure 2 . Table shows the advantages and limitations of the algorithms used in this study [5, 7, 22] .
A pictorial depiction of the classication task performed in this study is shown in Figure 3 .
Experimental Results
The aim of this study is to determine with a high accuracy the type of cancer a patient is suering from. This means whether he/she has colon or brain Computational complexity reduced to quadratic optimization problem.
Training can be slow. Dicult when training data is not linearly separable.
The structure of algorithm is dicult.
Lack the transparency of results.
Speed and size for both training and test.
Selection of kernel function parameters.
High complexity and extensive memory requirements.
Fast classication of instances. The cost of learning process is zero.
The local approximation is used to learn complex concepts. Are not aected by outliers.
Computationally hard to learn. Not guarantee to return the globally optimal decision tree.
Can be complex and time consuming with large decision tree.
Large trees are not intelligible. The cost of analysis can be an expensive option. cancer according to pathological reports [26] . The evaluation of the classiers was carried out in terms of the following metrics: accuracy (A) provides the number of instances that are correctly predicted; precision (P) is the number of retrieved documents that are relevant; recall (R) gives the number of relevant documents that are retrieved; F-measure (F1) denotes a combination of precision and recall [28] .
The experiments were carried out on the test set using the well-known data mining tool, WEKA (Waikato Environment for Knowledge Analysis) [28] , which has a large collection of implemented machine learning algorithms to perform classication tasks.
We conducted four series of experiments. The rst set of experiments consisted in using bag-of-words (BoW) approach with a total 5,860 features. Based on this approach, Naïve Bayes and J48 achieved a classication accuracy of 100.0% as can be seen in Table 2 . SVM, Random Forest, Random Tree and KNN also showed high accuracy of 99.01%, 99.01%, 97.03% and 94.06%, respectively. For classication task, a proximity baseline was used. Each document was predicted to be "Brain cancer", which is the majority class.
In the next stage of experiments, we used bigrams of words as features to perform the task. The total number of such features for our dataset is 22,501.
The usage of bigrams showed the same accuracy scores for predicting two types of cancer as when using unigrams of words as features. Based on the classier Table 2 : Classication results using bag-of-words (BoW) model and tf-idf weighting scheme.
Classier
Acc., % Precision Recall F-measure Brain Cancer Brain Cancer Brain Cancer Naïve Bayes 100.00 100.00 100.00 100.00 100.00 100.00 100.00 J48 100.00 100.00 100.00 100.00 100.00 100.00 100.00 Table 3 ) with 99.01%, 98.02%, 95.05% and 81.19%, respectively.
Next, another set of experiments are conducted using character n-grams (n = 3) as features. The results for this experiment are shown in Table 4 . Here, Naïve
Bayes and J48 outperformed the other classiers, achieving 100% of accuracy.
SVM, KNN, and Random Forest showed 99.01% of accuracy followed by Random
Tree with 97.03% of accuracy. Finally, another set of experiments was conducted using bag-of-words and binary feature representation (see Table 5 ). J48 yielded the best accuracy of 100%, followed by Naïve Bayes, SVM, Random Forest, and Random Tree with an accuracy of 99.01%, 99.01%, 99.01%, 95.04% and 78.21%, respectively. The results presented in Tables 2 5 indicate that it is possible to identify the type of cancer from the pathology reports using either unigrams, bigrams of words, or character n-grams as features for machine learning algorithms.
As can be seen in Figure 4 , the results are high for the majority of the examined classiers. It can be explained by the fact that we considered just two classes representing colon and brain cancer. The very interesting result is that character trigrams with unsupervised KNN algorithm obtained practically the same results as the supervised algorithms (99%). It shows the importance of character n-grams for these type of tasks. 
Conclusions and Future Work
The main goal of this study consisted in predicting two deadliest types of cancer in the world: colon and brain cancer. The eectiveness of six machine learning classiers (J48, Naïve Bayes, SVM, Random Forest, Random Tree, and KNN) was examine using dierent features and feature representations.
We empirically showed that these algorithms are eective for classication task of the leading types of cancer in the world. Naïve Bayes and J48 produced the highest results in the experiments, achieving an accuracy of 100% for detecting colon or brain cancer, when bag-of-words (BoW) and character n-grams with tf-idf weighting scheme were used. However, J48 generated the best result with 100 % when bag-of-words model and binary representation is used followed by Naïve Bayes, SVM, Random Forest with 99.01% of accuracy.
Overall, we believe that KNN uses all features for determining the class of a patterns assuming that attributes are equally relevant, unlike decision tree algorithm and Naïve Bayes, which use features that distinguish a disease.
This means that Naïve Bayes reduces the number of parameters that must be estimated to learn. It is very interesting that the performance of KNN increases drastically using character trigrams as features (from 84% ot 99%).
The focus of this research aimed at predicting cancer risk using a corpus with pathological information without regard to the limitations in the corpus, which has two classes. This study can provide a great help to physicians to detect colon and brain cancer at the early stage, which can contribute to assign a curative treatment on time and save lives.
In future work, we will conduct experiments with more classes to make the task more challenging, that is, we will include other types of cancer to be classied. Furthermore, we will apply Latent Semantic Analysis (LSA) in order to reduce the number of dimensions in the vector space model.
