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Abstract
We compare estimators of the (essential) supremum and the integral of
a function f defined on a measurable space when f may be observed at a
sample of points in its domain, possibly with error. The estimators compared
vary in their levels of stratification of the domain, with the result that more
refined stratification is better with respect to different criteria. The emphasis
is on criteria related to stochastic orders. For example, rather than compare
estimators of the integral of f by their variances (for unbiased estimators), or
mean square error, we attempt the stronger comparison of convex order when
possible. For the supremum the criterion is based on the stochastic order of
estimators.
For some of the results no regularity assumptions for f are needed, while
for others we assume that f is monotone on an appropriate domain. Along the
way we prove convex order inequalities that are of interest per se.
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1 Introduction
In many situations the cost of computing the value of a function at some point is very
high, either because the analytic expression of the function is extremely complex, or
because the value is the result of an experiment. Therefore, due to budget restrictions,
the function can be computed only at a finite number of points. Often the object
of interest is not the whole graph of the function, but only some functional. Monte
Carlo estimation of functionals such as the maximum or the integral of a real valued
function f is the subject of a very large number of papers. In most cases some
regularity of the function f is assumed, see, for example, Novak (1988) or Zhigljavsky
and Chekmasov (1996). Moreover, in much of the literature, estimators are compared
in terms of a given loss function, which may be arbitrary. The emphasis in this paper
is on showing that more general comparisons of estimation methods are possible in
terms of suitable stochastic orders that imply comparisons for wide classes of loss
functions. At the same time, we attempt to work with minimal assumptions on f .
In this paper we will compare estimators with respect to different stratified sampling
schemes, and will show that, generally speaking, refining stratification leads to an
improvement of estimators.
We briefly remark that the results can be interpreted also in terms of finite pop-
ulation sampling. One advantage of the framework used in this paper is that finite
population correction factors do not appear.
Our interest in the topic started with the result given below in Corollary 3.3, that
we heard from Abram Kagan in 2006, without reference; the only written statement
and proof that we were able to find (much later) is in Zhigljavsky and Zˇilinskas
(2008). For a measureable function f defined on an interval J consider the following
two estimators X and Y of the supremum of f . To compute X, sample n points
U1, . . . , Un uniformly from J and set X = max(f(U1), . . . , f(Un)). For Y split J
into n subintervals of equal length and let V1, . . . , Vn be observations taken uniformly
from each subinterval. Set Y = max(f(V1), . . . , f(Vn)). The result states that Y
stochastically dominates X. Since both estimators underestimate the supremum of
f , Y is clearly preferable to X as an estimator of this supremum. No regularity
assumption is required for f .
Zhigljavsky and Zˇilinskas (2008) provide the following generalization of the above
result for a function f defined on any measurable space: if we consider two partitions
of the space, one of which is a refinement of the other, and we sample in proportion
to the measure of each element of the partition, the more refined partition produces
a stochastically larger estimator of the supremum. In our paper we generalize their
results and show that the stochastic comparison for estimators of the supremum holds
also when observations are censored, that is, when for a sample of pairs of random
variables (Ui, Zi) we only know whether Zi ≤ f(Ui) or not.
The other focus of this paper is the estimation of the integral of a function f
with respect to some probability measure, or in other words, the estimation of the
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expectation E[f(U)] for some random variable U , under no additional assumptions
on f other than the existence of E[f(U)]. We consider unbiased estimators based on
sampling according to partitions as for the supremum, and compare them in terms
of their variances or, when possible, in terms of the convex order. The stronger
convex order comparison is possible either when the function f is monotonic, or
when observations are censored. We also consider situations where the function f
can only be observed at the sampled points with noise.
The paper is organized as follows. Section 2 fixes notation and reviews various
properties of stochastic orders and certain dependence structures. Section 3 compares
estimators of the supremum of a function based on a sample of its values. Section 4
deals with the same problem when observations are censored. Section 5 compares
estimators of integrals. Section 6 does the same when observations are censored.
Section 7 considers monotone functions. Finally Section 8 studies symmetric sampling
designs for the estimation of E[f(U)].
2 Notation and preliminaries
In the whole paper a probability space (Ω,F ,P) is assumed in the background. The
stochastic order ≤st, the convex order ≤cx, the increasing convex order ≤icx, and the
majorization order ≺ are defined as follows (see, e.g., Marshall and Olkin (1979),
Mu¨ller and Stoyan (2002), Shaked and Shanthikumar (2007)). Given two random
vectors X,Y we say that Y ≤st X if
E[φ(Y )] ≤ E[φ(X)] (2.1)
for all nondecreasing functions φ; we say that Y ≤cx X if (2.1) holds for all convex
functions φ, and we say that Y ≤icx X if (2.1) holds for all nondecreasing convex
functions φ. It is well known that Y ≤st X iff
P(Y ∈ A) ≤ P(X ∈ A) for all increasing sets A, (2.2)
where we call a set increasing if its indicator function is nondecreasing. In the case
of univariate random variables X, Y , (2.2) becomes
P(Y ≤ t) ≥ P(X ≤ t) for all t ∈ R.
The statement X ≤st Y depends only on the marginal laws L (X) and L (Y ),
so sometimes we write L (X) ≤st L (Y ), and analogously for ≤cx and ≤icx.
Note that if X and Y are unbiased estimators of some parameter, than X ≤cx Y
implies Var[X] ≤ Var[Y ], so that the convex order implies the more standard variance
(or mean square error) comparison.
Given two vectors x = (x1, . . . , xn), y = (y1, . . . , yn), we write y ≺ x if
k∑
i=1
y(i) ≤
k∑
i=1
x(i) for k = 1, . . . , n− 1,
n∑
i=1
y(i) =
n∑
i=1
x(i),
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where y(1) ≤ · · · ≤ y(n) is the increasing rearrangement of y, and analogously for x.
The relation y ≺ x holds if and only if there exists an n×n doubly stochastic matrix
D such that y = Dx.
A function ψ : Rn → R is called Schur convex, or Schur concave, if y ≺ x
implies ψ(y) ≤ ψ(x), or ψ(y) ≥ ψ(x), respectively. If ϕ : R → R is convex then
ψ(x) =
∑n
i=1 ϕ(xi) is Schur convex.
A random vector X is associated if for all nondecreasing functions φ, ψ we have
Cov[φ(X), ψ(X)] ≥ 0.
Recall that a subset A ⊂ Rd is a lattice if it is closed under componentwise
maximum ∨ and minimum ∧. A random vector X is multivariate totally positive of
order 2 (MTP2) if its support is a lattice and its density fX with respect to some
product measure on Rd satisfies
fX(s) fX(t) ≤ fX(s ∨ t) fX(s ∧ t) for all s, t ∈ Rd.
MTP2 implies association. Also, any vector having independent components is MTP2.
Let U be a random variable with values in some measurable space (U,U ) with
nonatomic law PU . A finite sequence B = (B1, . . . , Bb) of subsets of U is called an
ordered partition of U if Bi ∩Bj = ∅ for i, j ∈ {1, . . . , b}, i 6= j, and ∪bi=1Bi = U. For
the sake of brevity in the sequel whenever we say partition we mean ordered partition.
In this paper we consider partitions B = (B1, . . . , Bb) of U where the sets Bi
are measurable and such that for i = 1, . . . , b we have P(U ∈ Bi) = ki/n, for some
ki ∈ {1, . . . , n} satisfying
∑
i ki = n. We say that such a partition B of U and a
partition B∗ = (B∗1 , . . . , B
∗
b ) of N := {1, . . . , n} are associated if the cardinalities
|B∗i | of the sets B∗i satisfy |B∗i | = ki for i = 1, . . . , b. We then have
P(U ∈ Bi) = |B
∗
i |
n
. (2.3)
The notation B ∈ B means that B is one of the sets Bi which comprise B, and,
given B ∈ B we let B∗ denote the corresponding set B∗i in B∗ such that (2.3) holds.
Given two partitions B∗ = (B∗1 , . . . , B
∗
b ) and C
∗ = (C∗1 , . . . , C
∗
c ) of N we write
C ∗ ≤ref B∗, that is, that B∗ is a refinement of C ∗, when every set in C ∗ is the union
of sets in B∗. We will use the same order ≤ref also for partitions of U.
Clearly, if C and B are partitions of U, each of which can be associated to some
partition of N , then when C ≤ref B then there exist partitions C ∗ and B∗ associated
to C and B, respectively, satisfying C ∗ ≤ref B∗.
Call A ∗ = ({1}, . . . , {n}) the finest partition of N . Then B∗ ≤ref A ∗ for all B∗,
and for any partition A of U associated to A ∗ we have
P(U ∈ Ai) = 1
n
. (2.4)
Call D∗ = (N) the coarsest partition of N . Then D∗ ≤ref B∗ for all B∗.
For a partition B and B ∈ B, let PU |B denote the conditional law of U given U ∈
B. Let {V Bj , j ∈ B∗} be random variables with law PU |B with {V Bj , j ∈ B∗, B ∈ B}
independent.
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3 The supremum
Let f : U→ R be measurable, and define
WBS = max
B∈B
max
j∈B∗
f(V Bj ), (3.1)
where the subscript S indicates that WBS will be used to estimate the (essential)
supremum of the function f .
Given a random variable U with values in (U,U ), let f ∗ := ess sup f(U). It is
clear that for any choice of partition B, P(WBS ≤ f ∗) = 1. The following result
compares two estimators of type WBS . Since both estimators underestimate f
∗, the
stochastically larger one is preferable.
Theorem 3.1. Let C ≤ref B. Then
W CS ≤st WBS . (3.2)
It is easy to see that WDS is a consistent estimator of f
∗ as n→∞ when D = {U},
associated to the coarsest partition D∗. Hence Theorem 3.1 implies that WBnS is also
consistent for f ∗ for any sequence Bn of partitions on U which are associated to any
sequence of partitions B∗n of {1, . . . , n} for n = 1, 2, . . ..
Though Zhigljavsky and Zˇilinskas (2008, Theorem 3.4) prove a similar result, we
provide a short proof for completeness, depending on the following lemma.
Lemma 3.2. Given a partition B∗ of N , consider a collection of independent random
variables {ξB∗j }, B∗ ∈ B∗, j ∈ B∗, with those indexed by the same element B∗ of the
partition being identically distributed.
For C ∗ ≤ref B∗ let {ξC∗j } with C∗ ∈ C ∗ and j ∈ C∗ be a collection of independent
random variables with the mixture distribution
L (ξC
∗
j ) =
∑
B∗⊂C∗
|B∗|
|C∗|L (ξ
B∗
j ). (3.3)
Then
max
C∗∈C ∗
max
j∈C∗
ξC
∗
j ≤st max
B∗∈B∗
max
j∈B∗
ξB
∗
j . (3.4)
Proof. Let pB
∗
= P(ξB∗1 ≤ t) for B∗ ∈ B∗, and pC∗ = P(ξC∗1 ≤ t) for C∗ ∈ C ∗.
We claim that
(pC
∗
1 , . . . , pC
∗
1︸ ︷︷ ︸
|C∗1 |
, . . . , pC
∗
c , . . . , pC
∗
c︸ ︷︷ ︸
|C∗c |
) ≺ (pB∗1 , . . . , pB∗1︸ ︷︷ ︸
|B∗1 |
, . . . , pB
∗
b , . . . , pB
∗
b︸ ︷︷ ︸
|B∗b |
) .
To see this, observe that (3.3) implies that the vector on the left-hand side above is
obtained from the one on the right by multiplying it by the n× n doubly stochastic
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matrix D which is block diagonal where the i-th block is the |C∗i | × |C∗i | matrix with
all entries equal to 1/|C∗i |.
Hence, by the Schur concavity of the function (θ1, . . . , θn) 7→
∏n
i=1 θi, we have
P
(
max
C∗∈C ∗
max
j∈C∗
ξC
∗
j ≤ t
)
=
∏
C∗∈C ∗
(pC
∗
)|C
∗| ≥
∏
B∗∈B∗
(pB
∗
)|B
∗| = P
(
max
B∗∈B∗
max
j∈B∗
ξB
∗
j ≤ t
)
,
which is equivalent to (3.4).
Proof of Theorem 3.1. Let B∗ and C ∗ be partitions associated with B and C , re-
spectively, satisfying C ∗ ≤ref B∗, and let {ξB∗j , B∗ ∈ B∗, j ∈ B∗} and {ξC∗j , C∗ ∈
C ∗, j ∈ C∗} be collections of independent random variables with distributions
P(ξB∗j ≤ t) = P(f(U) ≤ t |U ∈ B)
P(ξC∗j ≤ t) = P(f(U) ≤ t |U ∈ C).
Then (3.3) holds (law of total probability), and the result follows by Lemma 3.2.
Corollary 3.3. Let U1, . . . , Un be i.i.d. random variables with uniform distribution
on (0, 1]. Let Vi, i = 1, . . . , n be independent random variables uniformly distributed
on the intervals
Ji =
(
i− 1
n
,
i
n
]
, i = 1, . . . , n,
respectively. Then, for a measurable function f : U→ R, we have
max(f(U1), . . . , f(Un)) ≤st max(f(V1), . . . , f(Vn)).
Corollary 3.3 is the result that we heard from Abram Kagan. It follows from
Theorem 3.1 by taking U = (0, 1], PU = uniform, B = (J1, . . . , Jn), and C = ((0, 1]),
the coarsest partition.
4 The supremum with censored observations
Let f : U→ R be a bounded function; without loss of generality we take 0 ≤ f(u) ≤ 1
for all u ∈ U . In this section we assume that for a sample of points of the type
(u, t) ∈ U × [0, 1] we are allowed to observe only whether t > f(u). These data may
be viewed as a censored version of those in Section 3.
For any partition B with associated partition B∗, let {V Bj , j ∈ B∗}, B ∈ B,
and {Tj, j ∈ N} be independent random variables with law PU |B and the uniform
distribution on [0, 1], respectively, and let
SB =
⋃
B∈B
{j ∈ B∗ : Tj ≤ f(V Bj )}, and WBCS = max
j∈SB
Tj.
When SB = ∅ we set WBCS = 0. The letter C in the subscript CS indicates censored
data. Again it is clear that P(WBCS ≤ f ∗) = 1, so the estimator WBCS underestimates
f ∗.
7
Theorem 4.1. If C ≤ref B, then W CCS ≤st WBCS.
Proof. Below when we write V Bj without specifying B, we mean that B ∈ B corre-
sponds in the sense of (2.3) to the set B∗ ∈ B∗ which contains the index j. For any
t ∈ [0, 1] we may calculate the distribution function of WBCS at t by writing
{WBCS ≤ t} =
⋃
R⊂N
{
max
j∈SB
Tj ≤ t, SB = R
}
=
⋃
R⊂N
{
Tj ≤ t, Tj ≤ f(V Bj ) for all j ∈ R, and Tj > f(V Bj ) for all j 6∈ R
}
=
⋃
R⊂N
{
Tj ≤ t ∧ f(V Bj ) for all j ∈ R, and Tj > f(V Bj ) for all j 6∈ R
}
.
Hence, conditionally on {V Bj , j ∈ B∗, B ∈ B}, we obtain, using the fact that Tj are
uniform:
P(WBCS ≤ t |V Bj , j ∈ B∗, B ∈ B) =
∑
R⊂N
∏
j∈R
P(Tj ≤ t ∧ f(V Bj ))
∏
j 6∈R
P(Tj > f(V Bj ))
=
∑
R⊂N
∏
j∈R
(t ∧ f(V Bj ))
∏
j 6∈R
(1− f(V Bj )) (4.1)
=
|B∗1 |∑
h1=1
· · ·
|B∗b |∑
hb=1
∑
R⊂N
|R∩B∗i |=hi
∏
j∈R
(t ∧ f(V Bj ))
∏
j 6∈R
(1− f(V Bj )).
Taking expectation we obtain the unconditional distribution,
P(WBCS ≤ t) =
|B∗1 |∑
h1=1
· · ·
|B∗b |∑
hb=1
b∏
i=1
(|B∗i |
hi
)(∫
Bi
(t ∧ f(u)) dPU |Bi(u)
)hi
·
(∫
Bi
(1− f(u)) dPU |Bi(u)
)|B∗i |−hi
=
∏
B∈B
(∫
B
(t ∧ f(u)) dPU |B(u) +
∫
B
(1− f(u)) dPU |B(u)
)|B∗|
.
Let
qB =
∫
B
(t∧f(v)) dPU |B(v)+
∫
B
(1−f(v)) dPU |B(v) =
∫
B
[(t∧f(v))+(1−f(v))] dPU |B(v).
If C is a union of disjoint sets Bi then
qC =
∑
i
qBi
P(Bi)
P(C)
.
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As in the proof of Lemma 3.2, if C ≤ref B then
(qC1 , . . . , qC1︸ ︷︷ ︸
|C∗1 |
, . . . , qCc , . . . , qCc︸ ︷︷ ︸
|C∗c |
) ≺ (qB1 , . . . , qB1︸ ︷︷ ︸
|B∗1 |
, . . . , qBb , . . . , qBb︸ ︷︷ ︸
|B∗b |
).
Therefore, again by Schur concavity of the function (θ1, . . . , θn) 7→
∏n
i=1 θi, we have
P(WBCS ≤ t) =
∏
B∈B
(
qB
)|B∗| ≥ ∏
C∈C
(
qC
)|C∗|
= P(W CCS ≤ t).
It is easy to see that WDCS is consistent as n → ∞. Therefore, as for WBS , The-
orem 4.1 implies that WBnCS is consistent as n → ∞ for any sequence Bn associated
with partitions B∗n of {1, . . . , n}.
5 The integral
With the subscript I standing for integral, let
WBI =
1
n
∑
B∈B
∑
j∈B∗
f(V Bj ) (5.1)
be the estimator for f := E[f(U)] =
∫
f(U) dP when
∫ |f(U)| dP is finite.
Note that
E[WBI ] =
1
n
∑
B∈B
∑
j∈B∗
E[f(U) |U ∈ B] =
∑
B∈B
|B∗|
n
E[f(U) |U ∈ B]
=
b∑
i=1
P(U ∈ Bi)E[f(U) |U ∈ Bi] = E[f(U)],
demonstrating that WBI is an unbiased estimator of f . Our first result compares two
such unbiased estimators in terms of variance, or, equivalently, mean square error.
Theorem 5.1. Let C ≤ref B. Then
Var[WBI ] ≤ Var[W CI ].
Theorem 5.1 is a particular case of Theorem 5.2, which considers situations where
the function f at any point u ∈ U can only be observed with random mean zero error.
In such cases, let
WBIE =
1
n
∑
B∈B
∑
j∈B∗
(
f(V Bj ) + εj
)
, (5.2)
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where the variables εj are independent copies of a random variable ε having mean 0
and finite variance, and are independent of the variables V Bj . Clearly, as W
B
IE differs
from WBI by a mean zero error, W
B
IE is unbiased for f , and W
B
I is the special case
of WBIE when the error has zero variance. In particular, Theorem 5.2 below implies
Theorem 5.1.
Theorem 5.2. Let C ≤ref B. Then
Var[WBIE] ≤ Var[W CIE].
Proof. In what follows we consider conditional expectation with respect to a partition.
Though the notion is standard, specifically, by E[f(U) + ε |B] we mean the random
variable that takes values fB := E[f(U) |U ∈ B] with probability |B∗|/n. Then
Var[f(U) + ε |B] = E [{f(U) + ε− E[f(U) + ε |B] }2 |B]
= E
[{f(U) + ε− E[f(U) |B]}2 |B]
is a random variable taking values E
[(
f(U) + ε− fB
)2 |U ∈ B] with probability
|B∗|/n, and
E[Var[f(U) + ε |B]] =
∑
B∈B
|B∗|
n
E
[
(f(U) + ε− fB)2 |U ∈ B
]
=
1
n
∑
B∈B
|B∗|E [(f(V B1 ) + ε− fB)2]
=
1
n
Var
∑
B∈B
∑
j∈B∗i
f(V Bj ) + ε
B
j

= nVar[WBIE].
If C ≤ref B, then for any random variable Y , say, Var[E[Y |B]] ≥ Var[E[Y |C ]]
by Jensen’s inequality, and now the usual variance decomposition of Y (aka the
Pythagorean Theorem) implies E[Var[Y |B]] ≤ E[Var[Y |C ]]. Therefore
E[Var[f(U) + ε |B]] ≤ E[Var[f(U) + ε |C ]],
and hence
Var[WBIE] =
1
n
E[Var[f(U) + ε |B]] ≤ 1
n
E[Var[f(U) + ε |C ]] = Var[W CIE].
It follows immediately from Theorem 5.1 that Var[WAI ] ≤ Var[WDI ]. The following
counterexample shows nevertheless that, even when the function is observed without
error, WAI 6≤cx WDI , that is, that domination in the convex order does not hold. In
the counterexample we consider the absolute (L1) rather than mean square error (L2).
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Example 5.3. Let U = [0, 1] and U have a uniform distribution on [0, 1]. Furthermore
let n = 2, and A1 = [0, 1/2], A2 = (1/2, 1]. Define
f(u) = 4I[0,1/2](u) + 2I(1/2,3/4](u) + 6I(3/4,1](u).
Then WDI takes the values 2, 3, 4, 5, 6 with probabilities (1, 4, 6, 4, 1)/16, respec-
tively. The variable WAI , based on one random observation from each of the above
intervals Ai, takes the values 3 and 5 each with probability 1/2. Therefore E[WAI ] =
4 = E[WDI ].
We have Var[WDI ] = Var[W
A
I ] = 1, but for the convex function ψ(u) = |u− 4| we
have
E[ψ(WDI )] = E|WDI − 4| = 2
2
16
+ 2
4
16
=
12
16
< 1 = E|WAI − 4| = E[ψ(WAI )].
6 The integral with censored observation
Keeping the notation and the spirit of Section 4, assume that for a sample of points
of the type (u, t) ∈ U × [0, 1] we are allowed to observe only whether t ≤ f(u), and
let
WBCI =
1
n
∑
B∈B
∑
j∈B∗
I{Tj≤f(V Bj )}.
Note that WBCI is an unbiased estimator of f = E[f(U)], as
E[WBCI] =
1
n
∑
B∈B
∑
j∈B∗
P(Tj ≤ f(V Bj )) =
1
n
∑
B∈B
∑
j∈B∗
∫
U
∫ 1
0
I{t≤f(u)} dt dPU |B(u)
=
∑
B∈B
|B∗|
n
∫
U
f(u) dPU |B(u) =
∑
B∈B
P(B)E[f(U)|U ∈ B]
= E[f(U)].
Theorem 6.1. Let C ≤ref B. Then
WBCI ≤cx W CCI.
Proof. By a result in Karlin and Novikoff (1963) (see also Marshall and Olkin (1979,
Theorems 12 and 15.E)), if
Xp =
1
n
n∑
i=1
ξi,
where ξ1, . . . , ξn are independent Bernoulli variables with parameters p1, . . . , pn, and
p = (p1, . . . , pn), then
p ≺ q implies Xq ≤cx Xp. (6.1)
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Define
pB = P(Tj ≤ f(V Bj )), pC = P(Tj ≤ f(V Cj )),
and
p = (pC1 , . . . , pC1︸ ︷︷ ︸
|C∗1 |
, . . . , pCc , . . . , pCc︸ ︷︷ ︸
|C∗c |
), q = (pB1 , . . . , pB1︸ ︷︷ ︸
|B∗1 |
, . . . , pBb , . . . , pBb︸ ︷︷ ︸
|B∗b |
).
If C =
⋃
iBi then
pC =
∑
i
pBi
|Bi|
|C| ,
so p ≺ q and invoking (6.1) completes the proof.
Notice that in the case of censored observations the comparison is stronger than
in the case of perfect observations, since it holds in the convex order and not just for
the variance.
7 Convex order under monotonicity
Though Example 5.3 shows that the convex order does not hold in general between
estimators WBI and W
C
I when C ≤ref B, Theorem 7.1 below shows that the convex
order does hold for certain partitions when U is a totally ordered space and the
function f is monotone. In Subsection 7.2 we extend these results to multivariate
functions.
7.1 Univariate functions
In the rest of this subsection the space U is totally ordered, and without loss of
generality we choose U = [0, 1]. For subsets G and H of the real line, we write G ≤ H
if g ≤ h for every g ∈ G and h ∈ H. We call a partition B = (B1, . . . , Bb) of U
monotone if B1 ≤ · · · ≤ Bb.
Theorem 7.1. Let B and C be monotone partitions of U and let C ≤ref B. If f is
nondecreasing, then
WBI ≤cx W CI . (7.1)
Theorem 7.1 is a special case of the following theorem.
Theorem 7.2. Let B and C be monotone partitions of U and let C ≤ref B. If f is
nondecreasing, then
WBIE ≤cx W CIE. (7.2)
To prove Theorem 7.2 we will apply the following lemma.
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Lemma 7.3. Let ξ and η be random variables such that ξ ≤st η, and let ξi and ηj
be independent copies of ξ and η respectively. Let K be an integer valued random
variable, independent of all ξj and ηj, satisfying K ≤ m for some integer m, and
having an integer valued expectation, E[K] = k. Then
k∑
j=1
ξj +
m∑
j=k+1
ηj ≤cx
K∑
j=1
ξj +
m∑
j=K+1
ηj. (7.3)
Proof. Since ξ ≤st η we may construct i.i.d. pairs (ξi, ηi) with P(ξi ≤ ηi) = 1 for all
i = 1, . . . ,m. We adopt the usual convention that if k = 0 then
∑k
j=1 ξj = 0. First
note that, by Wald’s Lemma,
E
[
k∑
j=1
ξj +
m∑
j=k+1
ηj
]
= E
[
K∑
j=1
ξj +
m∑
j=K+1
ηj
]
.
Therefore (see, e.g., Mu¨ller and Stoyan (2002, Theorem 1.5.3)) it suffices to show that
k∑
j=1
ξj +
m∑
j=k+1
ηj ≤icx
K∑
j=1
ξj +
m∑
j=K+1
ηj.
Let φ be an increasing convex function and set
g(k) := E
[
φ
(
k∑
j=1
ξj +
m∑
j=k+1
ηj
)]
.
Note that
g(k) = E
[
φ
(
K∑
j=1
ξj +
m∑
j=K+1
ηj
)∣∣∣K = k] and E[g(K)] = E[φ( K∑
j=1
ξj +
m∑
j=K+1
ηj
)]
.
Thus we have to show that g(k) ≤ E[g(K)]. Since E[K] = k, this follows readily by
Jensen’s inequality, once we prove that g(k) is a convex function.
The following part of the proof follows ideas of Ross and Schechner (1984). Setting
Sk =
k∑
j=1
ξj +
m∑
j=k+2
ηj,
We have
g(k + 1)− g(k) = E[φ(ξk+1 + Sk)]− E[φ(ηk+1 + Sk)].
Since φ is convex, and ξk+1 ≤ ηk+1, the function
h(s) := E[φ(ξk+1 + Sk) |Sk = s]− E[φ(ηk+1 + Sk) |Sk = s]
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is decreasing in s. Now note that
Sk+1 =
k+1∑
i=1
ξi +
m∑
i=k+3
ηi ≤st Sk =
k∑
i=1
ξi +
m∑
i=k+2
ηi
because ξk+1 ≤st ηk+2. Hence g(k + 1) − g(k) = E[h(Sk)] is increasing in k, thus
proving that g is convex, as required.
Proof of Theorem 7.2. Since B = (B1, . . . , Bb) and C = (C1, . . . , Cc) are monotone
partitions satisfying C ≤ref B there exist 1 = i1 < i2 < · · · < ic < ic+1 = b + 1 such
that
Cq =
iq+1−1⋃
j=iq
Bj, for q = 1, . . . , c.
As the union above may be formed by taking the union of two consecutive sets at a
time, it suffices to prove (7.2) for the case where c = b−1, Cm = Bm∪Bm+1, Ck = Bk
for k ∈ {1, . . . ,m− 1}, and Ck = Bk+1 for k ∈ {m+ 1, . . . , c}.
In this case we have
WBIE =
1
n
 ∑
C 6=Cm
∑
j∈C∗
f(V Cj ) +
∑
j∈B∗m
f(V Bmj ) +
∑
j∈B∗m+1
f(V
Bm+1
j ) +
∑
j∈N
εj
 ,
W CIE =
1
n
 ∑
C 6=Cm
∑
j∈C∗
f(V Cj ) +
∑
j∈C∗m
f(V Cmj ) +
∑
j∈N
εj
 .
Note that
L
∑
j∈C∗m
f(V Cmj )
 = L
 K∑
j=1
f(V Bmj ) +
|C∗m|∑
j=K+1
f(V
Bm+1
j )
 ,
where K is distributed according to a binomial with parameters(
|C∗m|,
|B∗m|
|C∗m|
)
.
It is easy to see that if two variables are ordered by the convex order (see (2.1)) and
we add the same independent variable to each one, to wit,
∑
j∈N εj, then the convex
order is preserved. This fact and Lemma 7.3 now yield (7.2).
Note that the the variance of the left hand side variable in (7.3) is easily seen to
be smaller than that of the variable on the right by the usual variance decomposition,
without assuming ξ ≤st η. This leads to another (but not very different) proof of
Theorem 5.1 using the arguments in the proof of Theorem 7.2.
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We end this section with a natural extension of Lemma 7.3 which we think is
of independent interest. As it can be proved from Lemma 7.3 by straightforward
induction, the details are omitted. We need the following notation: Kmn denotes
the class of vectors k = (k1, . . . , kn) with nonnegative integer components such that∑n
i=1 ki = m.
Proposition 7.4. Let ξi be random variables satisfying ξ1 ≤st ξ2 ≤st . . . ≤st ξn, and
let {ξij}i=1,...,n, j=1,2,... be independent random variables with L (ξij) = L (ξi). Given
k ∈ Kmn, let K = (K1, . . . , Kn) be a random vector having a multinomial distribution
with parameters (m,k/m), independent of {ξij}. Then
n∑
i=1
ki∑
j=1
ξij ≤cx
n∑
i=1
Ki∑
j=1
ξij. (7.4)
7.2 Multivariate functions
In this section we extend the results in Section 7.1 for monotone functions observed
with noise on a sample of points, to the multivariate case. When we consider multi-
variate monotone functions, stratifying can still yield improvement but some restric-
tions are necessary, both on the distribution of the random vector used for sampling
and on the stratifying partitions. More specifically, we consider estimation of an
integral or expectation with respect to a random vector whose components exhibit
independence or positive dependence as defined below, and stratification that pre-
serves such dependence in the sense that it continues to hold for the random vector
when conditioned on each set of the partition.
Let f : [0, 1]d → [0, 1] be nondecreasing in each variable, and let U be a random
vector taking values in [0, 1]d with a nonatomic distribution. Our goal is to show
that the estimate of E[f(U)] improves by refining stratifications as follows: Start
with a partition C = (C1, . . . , Cb) of [0, 1]d such that for each i the distribution
L (U |U ∈ Ci) is associated. Then split Ci into Ci ∩ G and Ci ∩ Gc, where G is
an increasing set. Lemma 7.7 below shows that the new partition obtained by this
splitting achieves a better estimator of the integral in terms of the convex order, and
Theorem 7.5 provides some necessary conditions for its application.
Theorem 7.5. Consider a partition C = (C1, . . . , Cc) of [0, 1]d where each Ci is a
lattice. Let B be a partition obtained by a sequence of refinements C = C1 ≤ref
· · · ≤ref Cm = B, such that for k = 1, . . . ,m − 1 the partition Ck+1 is obtained from
Ck by splitting one set of Ck, say Cik,k, into Cik,k ∩Gk and Cik,k ∩Gck, where Gk, Gck
are lattices, and Gk is an increasing set.
If U is MTP2 on [0, 1]
d and f : [0, 1]d → [0, 1] is nondecreasing, then
WBIE ≤cx W CIE.
The proof of Theorem 7.5 is preceded by the following lemmas.
15
Lemma 7.6. If U is an associated random vector, and G is an increasing set, then
L (U |U ∈ Gc) ≤st L (U |U ∈ G). (7.5)
Conversely, if (7.5) holds for every increasing set G, then U is associated.
Proof. First note that (7.5) is equivalent to
P(U ∈ A |U ∈ G) ≥ P(U ∈ A |U ∈ Gc)
holding for all increasing sets A. The latter inequality is easily seen to be equivalent
to
P(U ∈ A ∩G)[1− P(U ∈ G)] ≥ [P(U ∈ A)− P(U ∈ A ∩G)]P(U ∈ G).
By simple cancelation this is equivalent to
P(U ∈ A ∩G) ≥ P(U ∈ A)P(U ∈ G),
which is equivalent to association of the random vector U by e.g., Shaked (1982).
Lemma 7.7. Consider a partition C = (C1, . . . , Cc) of [0, 1]d such that for some Ci
the distribution L (U |U ∈ Ci) is associated. Let G be an increasing set and let B =
(C1, . . . , Ci−1, Ci ∩ G,Ci ∩ Gc, Ci+1, . . . , Cc). If f : [0, 1]d → [0, 1] is nondecreasing,
then
WBIE ≤cx W CIE.
Proof. With L (V 1) = L (U |U ∈ Ci ∩ Gc) and L (V 2) = L (U |U ∈ Ci ∩ G),
Lemma 7.6 yields V 1 ≤st V 2. Letting ξ = f(V 1)+ε1 and η = f(V 2)+ε2, with ε1, ε2
i.i.d., the monotonicity of f implies ξ ≤st η, and Lemma 7.3 now proves the claim,
applying arguments as in the proof of Theorem 7.2.
The following result can be found in Karlin and Rinott (1980).
Lemma 7.8. If an MTP2 vector U takes values in a lattice, of which C is a sublattice,
then L (U |U ∈ C) is MTP2 and hence associated.
The following corollary is obvious, and only requires the fact that the intersection
of sublattices is a lattice.
Corollary 7.9. If an MTP2 vector U takes values in some lattice, and C, G and G
c,
are all sublattices, then both L (U |U ∈ C ∩G) and L (U |U ∈ C ∩Gc) are MTP2,
and hence also associated.
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Proof of Theorem 7.5. We first prove by induction that L (U |U ∈ Ci,k) are MTP2
for all Ci,k ∈ Ck and k = 1, . . . ,m. For k = 1 this follows by Lemma 7.8 and the
assumptions that U is MTP2 and that Ci = Ci,1 are sublattices of [0, 1]
d. Assuming
the statement true for 1 ≤ k < m, to verify that it is true for k+1 we need only show
that L (U |U ∈ Cik,k ∩ Gk) and L (U |U ∈ Cik,k ∩ Gck) are MTP2, which follows
from Lemma 7.8, thus completing the induction.
Hence, again using by Lemma 7.8, L (U |U ∈ Cik,k) is associated. Since Gk is
increasing, Lemma 7.7 now yields
W
Ck+1
IE ≤cx W CkIE for all k = 1, . . . ,m− 1,
and, therefore, the theorem.
A natural example where Theorem 7.5 may be applied is the case where the lattices
Ci are boxes of the form {x = (x1, . . . , xd) ∈ [0, 1]d : ai ≤ xi ≤ bi, i = 1, . . . , d}, and
the increasing sets are specified as G = {x = (x1, . . . , xd) ∈ [0, 1]d : a ≤ xj} for some
j. In particular one can start with the partition which consists of the whole space
[0, 1]d and split it into boxes by repeatedly choosing a partition element to subdivide
by taking its intersection with some such G and Gc. In [0, 1]2 the resulting partition
forms a tiling of the square by rectangles. Note that from the first step, a sequence
of partitions created using G as above has at least one line which crosses the whole
square from side to side. Therefore the tiling of Figure 1 is not attainable by such a
sequence.
Figure 1
Lastly, we notice that the hypothesis of MTP2 includes as a particular case the
uniform distribution on [0, 1]d, so Theorem 7.5 applies to the estimation of the integral∫
f(u) du on [0, 1]d, or any lattice.
8 Symmetric sampling designs
The main purpose of this section is to show that the convex order between unbiased
estimators of E[f(U)], for a monotone f , can hold even when the partitions deter-
mining the estimators are not ordered by refinement. We start with the following
definition and lemmas.
Definition 8.1. Let X and Y be random vectors in Rn. We say that X ≺sc Y if
E[g(X)] ≤ E[g(Y )] for every Schur convex function g.
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Since an increasing function of a Schur convex function is also Schur convex, it
is easy to see that X ≺sc Y is equivalent to g(X) ≤st g(Y ) for every Schur convex
function g (see Nevius et al. (1977)).
The following result is a very special case of a well-known result of Strassen (1965)
(see also Alfsen (1971) and Lindvall (2002)).
Lemma 8.2. Let X and Y be n-dimensional random vectors with compact support
such that X ≺sc Y . Then there exists a coupling of (X,Y ) such that P(X ≺ Y ) = 1,
that is, a coupling where the vector X is majorized by Y with probability 1.
Lemma 8.3. Let ξ1, . . . , ξn be random variables satisfying ξ1 ≤ ξ2 ≤ . . . ≤ ξn a.s.,
and let {ξij}i=1,...,n, j=1,2,... be independent with L (ξij) = L (ξi). Consider two vectors
having nonnegative integer components ` = (`1, . . . , `n) and k = (k1, . . . , kn) such
that ` ≺ k. Let Π be a uniformly distributed permutation in the permutation group
of {1, . . . , n}, independent of {ξij}. Define
Z` =
n∑
i=1
`Π(i)∑
j=1
ξij and Zk =
n∑
i=1
kΠ(i)∑
j=1
ξij. (8.1)
Then
Z` ≤cx Zk
Proof. It is well a known fact in majorization (see, e.g., Hardy et al. (1952, Proof of
Lemma 2, p. 47) and Marshall and Olkin (1979, Lemma B.1, p. 21)) that to prove
the lemma it suffices to consider k and ` that differ in only two coordinates, and
moreover, it is easy to see that it suffices to consider the special case where k and `
satisfy
k1 − 1 ≥ k2 + 1, `1 = k1 − 1, `2 = k2 + 1, `i = ki, for i = 3, . . . , n. (8.2)
Write the desired conclusion as
∑
i:Π(i)∈{1,2}
`Π(i)∑
j=1
ξij +
∑
i:Π(i)6∈{1,2}
`Π(i)∑
j=1
ξij ≤cx
∑
i:Π(i)∈{1,2}
kΠ(i)∑
j=1
ξij +
∑
i:Π(i)6∈{1,2}
kΠ(i)∑
j=1
ξij.
Since `Π(i) = kΠ(i) for all Π(i) 6∈ {1, 2}, it suffices to prove
`1∑
j=1
ξΠ−1(1),j +
`2∑
j=1
ξΠ−1(2),j ≤cx
k1∑
j=1
ξΠ−1(1),j +
k2∑
j=1
ξΠ−1(2),j.
The distributions of the sums above are mixtures over random permutations. By
pairing a permutation Π in this mixture with the permutation Γ for which Γ−1(1) =
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Π−1(2),Γ−1(2) = Π−1(1) and Γ−1(i) = Π−1(i) for all i 6∈ {1, 2}, and relabeling Π−1(i)
as i for i ∈ {1, 2}, we see that it suffices to show
1
2
L
(
`1∑
j=1
ξ1j +
`2∑
j=1
ξ2j
)
+
1
2
L
(
`2∑
j=1
ξ1j +
`1∑
j=1
ξ2j
)
≤cx
1
2
L
(
k1∑
j=1
ξ1j +
k2∑
j=1
ξ2j
)
+
1
2
L
(
k2∑
j=1
ξ1j +
k1∑
j=1
ξ2j
)
.
By (8.2), the above is equivalent to
1
2
L
(
k1−1∑
j=1
ξ1j +
k2∑
j=1
ξ2j + ξ2k1
)
+
1
2
L
(
k2∑
j=1
ξ1j + ξ1k1 +
k1−1∑
j=1
ξ2j
)
≤cx
1
2
L
(
k1∑
j=1
ξ1j +
k2∑
j=1
ξ2j
)
+
1
2
L
(
k2∑
j=1
ξ1j +
k1∑
j=1
ξ2j
)
. (8.3)
We claim that (a1, a2) ≺ (b1, b2) for
(a1, a2) =
(
k1−1∑
j=1
ξ1j +
k2∑
j=1
ξ2j + ξ2k1 ,
k2∑
j=1
ξ1j + ξ1k1 +
k1−1∑
j=1
ξ2j
)
,
(b1, b2) =
(
k1∑
j=1
ξ1j +
k2∑
j=1
ξ2j,
k2∑
j=1
ξ1j +
k1∑
j=1
ξ2j
)
.
To prove (a1, a2) ≺ (b1, b2) first note that a1 + a2 = b1 + b2, so it suffices to show that
max{a1, a2} ≤ b2, which is a consequence of
b2 − a1 =
k1−1∑
j=k2+1
(ξ2j − ξ1j) ≥ 0, and b2 − a2 = ξ2k1 − ξ1k1 ≥ 0.
Recalling that if ϕ convex on R then
∑
ϕ(xi) is Schur convex, it follows that
for any convex function ϕ we have ϕ(a1) + ϕ(a2) ≤ ϕ(b1) + ϕ(b2), and (8.3) follows
readily.
The next proposition, where we replace the random permutation in Lemma 8.3
by an assumption of exchangeability, is of possible interest by itself. Let
Υ` =
n∑
i=1
`i∑
j=1
ξij
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Proposition 8.4. Let ξ1 ≤ ξ2 ≤ . . . ≤ ξn a.s., and let {ξij}i=1,...,n, j=1,2,... be indepen-
dent with L (ξij) = L (ξi). Let L and K be nonnegative and bounded integer valued
exchangeable random vectors, independent of {ξij}. If L ≺sc K, then
ΥL ≤cx ΥK . (8.4)
Proof. Since K is exchangeable L (ZK) = L (ΥK) where Zk is defined in (8.1), so it
suffices to show ZL ≤cx ZK . By Lemma 8.2 we may take L ≺ K almost surely, and
now, using the assumed independence, Lemma 8.3 may be invoked to complete the
argument.
Recall that K = Knn is the class of vectors k = (k1, . . . , kn) with nonnegative
integer components such that
∑n
i=1 ki = n, and let 1n := (1, . . . , 1) ∈ Rn.
Corollary 8.5. Let ξ1 ≤ ξ2 ≤ . . . ≤ ξn a.s., and let {ξij}i=1,...,n, j=1,2,... be independent
with L (ξij) = L (ξi). If K is an exchangeable random vector in Knn, independent
of {ξij}, then
Υ1n ≤cx ΥK .
These results will allow us to compare sampling designs for the estimation of
E[f(U)] on U which are not refinements of one another. As in Theorem 5.2, we
assume that for any v in a sample of points on U we observe f(v) + ε where ε is a
mean zero independent random error.
Definition 8.6. Given an exchangeable random vector K = (K1, . . . , Kn) ∈ K and
a partition A = (A1, . . . , An) of U such that P(U ∈ Ai) = 1/n for i = 1, . . . , n,
the associated symmetric random design K is the design consisting of independent
subsamples Vi1, . . . , ViKi of size Ki with distribution PU |Ai , i = 1, . . . , n.
By symmetry and the fact that the error ε has mean zero, it is easy to see that
the estimator
WK =
1
n
n∑
i=1
Ki∑
j=1
f(Vij) + εij (8.5)
is unbiased for E[f(U)].
Given a nonrandom k ∈ K let K be the exchangeable random vector having the
uniform distribution over all permutations of k, and letK be the associated symmetric
random design. In other words, a sample having the design K can be realized by
choosing a random permutation Π of (1, . . . , n), and then sampling kΠ(i) observations
from PU |Ai for all i. Note that 1n, the associated symmetric random design of 1n, is
identical to the design discussed in earlier sections of sampling one observation from
each subset of a partition A = (A1, . . . , An) of U such that P(U ∈ Ai) = 1/n for
i = 1, . . . , n.
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Theorem 8.7. Let U be a totally ordered set, f be a nondecreasing function and
A = (A1, . . . , An) a monotone partition of U satisfying P(U ∈ Ai) = 1/n. Consider
exchangeable vectors L,K ∈ K satisfying L ≺sc K, and let L and K be their
associated symmetric random designs. Then
WL ≤cx WK. (8.6)
In particular (8.6) holds for the random designs L and K associated respectively to
some fixed ` and k satisfying ` ≺ k. Moreover, for any symmetric random design K
we have
W1n ≤cx WK.
Proof. Recalling that Vij is the j-th sampled value in partition element Ai, the theo-
rem follows directly by applying Proposition 8.4 to ξij = f(Vij) + εij.
Note that Theorem 8.7 allows comparisons of designs which are not ordered by
refinement. For example, for n = 4, we can compare the symmetric designs L and K
associated with ` = (2, 2, 0, 0), and k = (3, 1, 0, 0). For the design L one chooses two
sets at random from the finest partition, and takes samples of size of 2 from each.
For K one again begins by choosing two sets at random from the finest partition, but
then takes samples of sizes 3 and 1 from the sets chosen. As the sets in which to
sample chosen by these two designs may differ, the associated partitions may not be
ordered by refinement. Yet, as ` ≺ k, Theorem 8.7 allows us to conclude that WL is
smaller in the convex order than WK.
The notion of symmetric design involves additional randomization and is different
from the kind of sampling treated before. Such symmetric randomization is required
in order to preserve unbiasedness, a property shared by all the estimators of integrals
considered here. With randomization, it is seen that more balanced designs, in the
sense defined by the majorization order, are better.
The last part of Theorem 8.7 shows that for a sample of size n, a partition A
into equal probability subsets with a sample of one from each is best in the sense of
convex order. However, such precise sampling may not always be feasible. Lastly,
we note this result is consistent with the inequality given in Theorem 7.2, which also
confirms that higher levels of stratification are preferable.
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