Abstract-Object detection is one of the main challenges of cyber-physical systems for mobile applications. Mobile devices as embedded systems might not provide sufficient performance to meet the computational requirements for object detection, whereas it is not reasonable to enhance such devices with powerful processors. In this paper, we present a prototype system for mobile object detection based on smartphones and high-performance servers supplemented with graphics processing units (GPUs). The basic idea in the design of this system is to offload expensive image processing on a remote server over a wireless network, which allows mobile devices to support high-precision object detection. We describe an experimental evaluation using Android smartphones and high-end workstation with NVIDIA GPUs. Our conclusion is that mobile object detection is achievable at the expense of millisecond latency due to the communication between the mobile device and the remote server.
I. INTRODUCTION
Cyber understanding of the physical world a core concept of cyber-physical systems (CPS) has raised an open problem in high-performance computing with embedded systems. For example, image-based object detection systems are expected to be major commodity products for mobile applications, given that camera devices are reasonable in cost, in contrast with active sensors, such as laser range scanners. However, the computing capability of mobile devices might not be sufficient to support complex image processing in real time.
In the domain of intelligent vehicles, commercial products such as Mobileye and EyeSight have deployed highprecision image processing mechanisms using embedded LSIs. These products convincingly show that embedded systems can support practical image processing in real time. However, the manufacturing cost of LSIs is problematic, and the hardware implementations of algorithms lack the scalability and flexibility that are necessary with the evolution of image processing. Given that image-based object detection is an active field, with new algorithms developed every year, software implementations are more reasonable for commercial products, if they can provide adequate performance for realtime operations. Beyond the automotive market, there are many other factors that do not favor hardware implementations for mobile applications. Therefore, if image processing is to be included in mobile CPS, then software approaches are desirable.
Recent advances have shown the advantages of cloudassisted mobile computing [1] , [7] , [11] . The basic concept in these studies is to offload expensive computation on remote servers. MAUI [1] and Odessa [11] provide frameworks of offloading computation from smartphones and mobile devices on remote servers, and CarSpeak [7] represents an interface between in-vehicle sensors and remote servers for autonomous driving. In particular, Odessa reveals the performance characteristics of remote image processing system that consists of smartphones and commodity networks. However, there has been an open question about such systems, i.e., "Can we really deploy remote image processing with mobile applications?" Figure 1 shows the trends in mobile networks and wireless local area network (LAN). The emerging "4G" and "802.11ad" networks show a significant improvement in throughput over earlier networks. The exponential growth in the performance of networks implies that the introduction of remote servers for moving vehicles may become a common place in the future. To determine the current state of possibilities, it is useful to build a prototype system and quantify the latency and the frame rate of offloaded computation. Such prototyping provides a useful basis for future designs that are based on offloaded computing in mobile applications.
Contribution: This paper presents a prototype system as a proof of concept of offloaded computing of remote object detection using smartphones and high-performance servers.
We use LTE and Wi-Fi as commodity networks, both of whose performances are expected to grow continuously, as shown in Figure 1 . The essence of our prototype system is the offloading of the multiple instances of object detection, and the case study is of intelligent vehicles in which car detection, pedestrian detection, and road sign detection are performed upon the identical input image that is obtained through a smartphone camera. Given the market price of environmental sensors, cameras are a more reasonable choice than laser-based sensors, which tend to be expensive for high resolution. Accordingly, our prototype system based on image processing is a useful contribution in the development of remote object detection for mobile applications.
Organization: The remainder of this paper is as follows. Section II introduces the related study on the integration of smartphones and servers, and it also includes some discussion of such systems in intelligent vehicles. Section III describes our prototype system for offloaded computing. Section IV explains the evaluation of the latency and the frame rate of our prototype system, demonstrating a case study of remote object detection. Section V concludes the study.
II. RELATED STUDY
MAUI [1] and Odessa [11] described offloading computation from smartphones to remote servers. They explain that video coding and image recognition can be performed at the desired frame rate or energy consumption with smartphones connected to remote servers. We further develop this concept for more compute-intensive workloads required to enhance advanced driver-assistance systems. Specifically, we consider offloading vision algorithms based on the deformable part model (DPM) [2] , [3] , which is recognized as a high-precision object detection method for both humans and vehicles [10] . However, the computing capability required to run these algorithms in real time is significant, and that of vehicular systems as embedded systems is inadequate. Even high-end graphics processing units (GPUs) do not have sufficient performance to achieve high frame rates if the range of object sizes to be detected is broad, i.e., if the system needs to detect both near and distant objects [4] . Our prototype system clarifies the achievable latency and frame rate in remote vision-based object detection and provides the roadmap for this technology to be deployed in the real world.
CarSpeak [7] is a good example of a network-assisted system for autonomous vehicles. The communication protocol is optimized to deliver scalable compressed sensor information over a wireless network. Our prototype system for remote vision-based object detection is similar to CarSpeak, in that the vehicle sends sensor data to the server and receives the computational results from the server within some period. The main objective in the design of our system is to quantify the requirement of latency and frame rate for urban smart driving at typical speed; CarSpeak, on the other hand, is for autonomous driving at relatively low speed.
Frameworks of offloaded computing for mobile applications have been more generalized in recent studies [6] , [12] , and the results of these studies have facilitated the emergence of offloaded computing applications. This study focuses on the framework of offloaded computing using smartphones on the basis of a real case study of object detection.
III. PROTOTYPE SYSTEM
This section presents our prototype system for remote vision-based object detection. The system uses the DPM algorithm [2] , [3] for car and pedestrian detection and a typical support vector machine (SVM) for road sign detection. Figure 2 shows an overview of our prototype system. The images are captured with smartphone camera and encoded on the smartphone, and the corresponding compressed JPEG images are then transferred to the server (the compression is necessary because the raw images are very large to transfer in real time over the wireless network). To reduce the latency of encoding, we create multiple threads to pipeline the encoding and image capturing tasks. The server side employs a highperformance computing machine containing multiple GPUs to parallelize DPM-based vision algorithms while typical SVM-based algorithms are executed on the host CPU. The smartphone receives the (X, Y) coordinates of all detected objects from the server. This information may be used either for warning on the smartphone screen or for automated control (such as auto-braking and object avoidance).
A. Remote Server Programs
In contrast with prior studies on offloaded computing [1] , [7] , [11] which focused on a particular working set, we support multiple instances of object detection upon the same input image. We execute multiple object detection programs on a single image. Figure 3 shows an architecture of remote vision-based object detection. The server program is an interface to the smartphone; it creates "shared memory" to allow multiple independent components (tasks) to read the same image. The shared memory is also used to collect the resultant coordinates representing the location of detected objects, which coordinates are returned to the smartphone. This arrangement allows the system designer to add as many vision components as possible for the same input image. As mentioned above, our prototype system supports car detection, pedestrian detection, and road sign detection, all of which are implemented as independent components. Such componentbased program development is increasingly used in many industrial applications. Figure 4 shows the detailed flow of the server and the object detection programs. For simplicity, we illustrate the flow of only a single-object detection program; the system designer can add as many detection programs as possible to this system. The server program continuously receives images from the smartphone. When inserting an image into the shared memory, the server program needs to synchronize with the object detection programs; without such synchronization, the object detection program might read a broken image. This synchronization is protected by the readerwrite lock. Conversely, when the object detection program reads an image, it needs to check if the image has been updated, because it is meaningless to process the same image more than once. This publishersubscriber model facilitates a scalable system.
B. Smartphone Programs
The smartphone program continuously sends images to the server while receiving the resultant coordinates of detected objects. The main tasks of the smartphone program are capturing an image, encoding that image, and transferring the encoded image. Since these tasks can be pipelined, the total throughput can benefit from multithreaded implementation on a multicore processor. We have also observed that encoding is more time consuming than capturing and transferring, because it is CPU intensive. This means that the effective rate of capturing and transferring images is limited by the execution time for encoding. To maximize the overall throughput, we apply multithreading to the encoding task, as shown in Figure 5 . In this example, assume that "Capturing Thread" captures images. One can see that with multithreading, the second (red) image does not have to stall before the encoding stage, because another thread is available for encoding, whereas it would stall due to the preceding (blue) encoding process if there were only one thread available for encoding. We therefore suggest that the smartphone program should be multithreaded to offload computation on the remote server, especially in the case of image processing.
IV. EVALUATION
We now evaluate the latency and frame rate of the prototype system. We first focus on the evaluation of smartphone performance, followed by the evaluation of server performance. We also provide a field operational test of remote vision-based object detection using a smartphone and LTE networks. Table I shows the list of smartphones and tablets evaluated in this experiment. We study how the smartphone device dominates performance (frame rate) when transferring images of 640 × 480 pixels (VGA size). Figure 6 shows the frame rates of image transfer among different smartphones and tablets (Wi-Fi), taking the average of one hundred times experiments. For the reference value, we also plot the single-threaded performance of a laptop computer with an Intel Core i3 processor (3110M@2.4GHz). Although the type of processor used is a primary factor in performance, we note that the type camera equipment also dominates the overall performance in image transfer. For example, the average number of images per second that the REGZA tablet can capture is less than 8.69, while the Xperia ray and the HTC J butterfly can capture 12.00 and 21.40 images per second, respectively, on average. Therefore, the REGZA tablet does not exhibit high frame rates for the entire image transfer, even though it employs an enhanced processor. A comparison of the Xperia ray and the HTC J butterfly also highlights the fact that a multicore processor benefits significantly from multithreaded implementation. Note that the multithreaded HTC J butterfly even outperforms the singlethreaded computer. It is surprising that the Xperia Z1, one of the most recent smartphones, shows fairly high frame-rates even when single-threaded. This implies that the performance of next-generation smartphones is totally sufficient to transfer images of VGA size.
A. Smartphone Performance
Hence, we focus on the HTC J butterfly as the client smartphone, because according to the experimental results, it shows the greatest impact of multithreaded implementation among the evaluated smartphones and tablets. Specifically, we include the impact of multithreaded implementation in other experiments. Figure 7 shows the breakdown of smartphone performance. It is clear that the encoding task is the most time consuming, and the transferring task has a negligible effect in performance. The capturing task also takes nontrivial time. We therefore conclude that processor and camera performances are key factors in additional improves of the frame rate of image transfer when a smartphone is used. Figure 8 illustrates the impact of multithreaded implementation on the frame rate of image transfer over the WiFi network. We consider six variants of the image transfer program running on the smartphone. As indicated in Section III, the throughput for the image transfer can be improved by multithreading. The top label, "Single Thread" indicates the use of only a single thread to capture, encode, and transfer images, while the other labels indicate the use of multiple threads to pipeline the same three tasks.
A comparison of "2Threads (capturing and transferring)" and "2Thread (capturing and encoding)" shows that the transferring thread is not really effective. This is because (as demonstrated in Figure 7 ) the transferring stage does not dominate the overall performance. Note that increasing the number of threads improves the frame rate, and in particular, four to six threads are sufficient for a frame rate of more than 20 fps for the image size of 640 × 480 pixels. Figure 9 shows the frame rate of image transfer over the Wi-Fi and the LTE networks using the same image set as in Figure 8 . We use six threads to pipeline the capturing, encoding, and transferring stages. Since we use a smartphone with an embedded processor, we consider that throughput is dominated more by the processor performance than by the network performance. This means that LTE is competitive with Wi-Fi if an enhanced smartphone is used to transfer images over the wireless network. Figure 10 shows an irregular distribution of the capturing and encoding times. When processing large images, the order of encoded images is reversed because of the irregular period of capturing and encoding. This means that monitoring the order of encoded images is required to support large images. Figure 11 shows the summarized box plotting of the periods for image transfers by wireless LAN and LTE. It can be seen that the achieved periods exhibit similar characteristics. Although high frame rates are evident in Figure 8 , the periods fluctuate to some extent. For example, some spikes reach 150ms in the case of 640 × 480 pixels at Wi-Fi. Such unpredictable spike can endanger the quality of service of remote vision-based object detection. Therefore, real-time issues must be addressed when deploying Wi-Fi or LTE. Table II lists the components of the experimental setup used in the evaluation. Figure 12 shows a comparison of CPU and GPU performance for the image processing. GPU performance is much faster than CPU performance, even if a high-end multicore CPU is used. Therefore, it is reasonable to use GPUs for the prototype system. Figure 13 represents the execution time in the server for the two types of inputs, i.e., joint photographic experts group (JPEG) and histogram of oriented gradients (HOG) inputs, in the prototype system. A JPEG input is in the original format sent by the smartphone, while an HOG input [4] is HOG feature vectors that can express the shape of the object in the input image. In both cases, the execution time for the detection of objects is proportional to the frequency of resizing the images. Since image processing based on JPEG inputs includes HOG inputs generation, these results show that the execution time for an HOG input is almost half of that of a JPEG input. We assume that for higher performance, the future part of image processing, such as the construction of HOG inputs, will be performed on the smartphone. Figure 14 represents the photograph of the prototype system mentioned. The system carries car detection, pedestrian de represents the classification of the overall performance of the prototype system. The results show that more than half of the total processing time is taken up on the server side. In other words, the performance bottleneck is the server not the smartphone. With the technological advances in the execution of GPUs, performance improvements can be expected. 
B. Server Performance

C. Overall Performance
Fig. 14. Classification of the overall performance of the prototype system. Fig. 15 . A photograph of the prototype system of remote vision-based object detection using smartphones. Figure 15 represents the photograph of the prototype system mentioned. The system carries car detection, pedestrian detection, and road sign detection performing upon the same input image, which is obtained through a smartphone camera on a moving vehicle. Interested readers are encouraged to watch the corresponding YouTube videos 12 .
D. Case Study
V. CONCLUSION This paper presented a prototype system of remote visionbased object detection using smartphones and a high-end workstation with NVIDIA GPUs as a server system.
We showed that commodity Wi-Fi can provide a feedback control period of 5−10ms ms for remote objects detection and a frame rate of 10 − 20 fps for networked image processing. Using commodity LTE, we observed some performance loss, relative to Wi-Fi, especially in latency, but with the technological advances apparent today, LTE may become useful 1 http://www.youtube.com/watch?v=jdz41u0ozLo 2 http://www.youtube.com/watch?v=fXBPCI9ELvA in a decade. Our conclusion is that the prototype system is practical but at the expense of millisecond latency. We believe that our proposed method is useful for future autonomous driving technology, such as [8] . The tools described in this paper are all open-source and may be downloaded from https://github.com/cs005/.
For future study, we plan to prototype a cloud-based autonomous vehicle based on the proposed prototype system. Such a system would include offloading path planning and/or mission planning tasks to the cloud, given that they could also be computationally expensive, as reported in [9] . Since new, powerful processors are increasingly more suitable for lowlatency real-time computing [5] , it is important to provide a design hierarchy of architectures, from the on-board mobility agent through the cloud environment.
