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A polynomial Y (x) is found which approximates t h e  s o l u t i o n  
L C 
.
t o  t h e  d i f f e r e n t i a l  equat ion 
Y' = F(x,y) 9 Y(x0> = A 
i n  t h e  i n t e r v a l  xo 1. x I x + h. ' .The procedure employed is  
somewhat similar t o  Runge-Kutta methods and may be  a s p e c i a l  
case the reo f .  
0 
1. In t roduc t ion  : 
-. 
i .  Axelsson"] and Sims and O'Hara[21 have suggested methods 
of solving t h e  d i f f e r e n t i a l  equation 
Y '  = F(x,y) , Y(xo) = A 
by cons t ruc t ing  a polynomial Y (x) s a t i s f y i n g  t h e  cond i t ions  
C 
(1) Yc(xo> = Y(xo) , and 
Y'(xi) - F(xi, Y(xi)) = 0 0 S i < n L9 
0 ZOB W L l O l  A L 1 1 1 3 v ~  - ... x are a set of quadrature  p o i n t s .  I n  each 0' x1 n- 1 where x 
of t h e  previous in s t ances  cons t ruc t ion  of t h e  d e s i r e d  polynomial 
r e q u i r e s  an i t e ra t ive  s o l u t i o n  t o  a system of equat ions.  
purpose h e r e  is  t o  d e s c r i b e  a method of s a t i s f y i n g  cond i t ions  (1) 
which does no t  involve i t e r a t i o n .  Construct ion of t h e  required 
polynomial by e x p l i c i t  methods is  achieved a t  t h e  c o s t  of 
accuracy. 
The 
It is  p o s s i b l e  t h a t  t h e  b e s t  u se  of t h e  e x p l i c i t  method 
he re  descr ibed w i l l  be  t o  determine s t a r t i n g  va lues  f o r  t h e  more 
a c c u r a t e  i t e r a t i v e  schemes. 
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2. The Estimated Solut ion:  
i -  
t 
L e t  Bn(x) = P n - l ( ~ )  - P (x) where P (x) i s  t h e  Legendre n n 
X ... 
1 7  x27 x3 n Polynomial or thogonal  over 0 5 x 2 1. 
of (I (x) a r e  t h e  Radau quadrature  po in t s .  
The zeroes  x 
n 
f X  
is a polynomial of degree (k-1) s a t i s f y i n g  t h e  cond i t ions  IT (x ) = 1 k k  
and Q (x ) = 0 ( 0  < j 1. k) .  The ex i s t ence  of such polynomials 
is  r e a d i l y  deduced from t h e  non-vanishing of t h e  Vandermonde 
determinant .  It e a s i l y  fol lows t h a t  
k j  
Qk'(x.) = 6 and Q (x . )  = 0 (0 1. j I k). 
J j k  k J  
If Yc(x) is defined by 
n 
Then Y ' (xn + hx.)  - 1 F(xn + hxi , Yc (xo + hxi)  = 0. 
c u  J j = o  J a " 
3. Er ror  of t h e  Estimate:  
I f  F(x,y) has  s u f f i c i e n t l y  many p a r t i a l  d e r i v a t i v e s  then 
Y'(x0 + hx) - Y ' (x0 + hx) = F(x0 + hx, Y(x0 + hx))  
C 
- F(x0 + hx, Y (x0 + hx))  + F(x0 + hx, Yc(x0 + hx) 




Y'(x0 + hx) - Yc'(x0 + hx) - H(x0 + hX){Y(Xo + hx) - Yc(x0 + hx) I = 
F(x0 + hx, Yc(x0 + hx))  - Yc'(x0 + hx). 
, 
F(x0 + hx, Y(x0 + hx) - F(x0 + hx Yc(x0 + hx)) 
Y(x0 + hx) - Y (x0 + hx) Where H(xo + hx) = 
C 
Thus Y(x + hx) - Yc(x0 + hx) = 0 
h lox exp(h lvx H(x0 + hu)du){F(xo + hv, Y C (x0 + hv) - Yc'(x0 + hv))dv 
E(xo + hv)dv where 0 < 0 < x ,  and 
C 
i," H(xo + hu)du) 
C 
= h{exp h 
E(x0 + hv) = F(x0 + hv, Y (x0 + hv))  - Y ' (x0 + hv).  But E(x0 + hx j )  0 
f o r  0 I j s, n. Hence by applying t h e  formula f o r  i n t e r p o l a t i n g  e r r o r  i t  
is  seen t h a t  t h e  d i f f e r e n c e  Y(x) - Yc(x) i s  of o rde r  hn. 
4 .  Conclusion and Resu l t s :  
Order of e r r o r  is a l l  t h a t  i s  e s t a b l i s h e d .  I n  o rde r  t o  use  t h e  
process  i t  f i r s t  i s  necessary t o  compute G ( x j ) ,  j 2 k. The r e s u l t s  
of t h i s  computation c o n s t i t u t e  a d a t a  package f o r  implementing t h e  
scheme. 
It is  a s i m p l e  matter t o  create high o rde r  methods of t h i s  t ype ,  
k 
bu t  such t e s t i n g  as has been done t o  d a t e  seems t o  suggest t h a t  t h e  
scheme is  not  compet i t ive with e s t a b l i s h e d  methods. 
i t  w i l l  be a good p r e d i c t o r  f o r  u se  i n  a more e l a b o r a t e  method of 
so lv ing  d i f f e r e n t i a l  equations.  
It appears t h a t  
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