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SOME LIMIT TRANSITIONS BETWEEN BC TYPE
ORTHOGONAL POLYNOMIALS INTERPRETED ON
QUANTUM COMPLEX GRASSMANNIANS
MATHIJS S. DIJKHUIZEN AND JASPER V. STOKMAN
Abstract. The quantum complex Grassmannian Uq/Kq of rank l is the quo-
tient of the quantum unitary group Uq = Uq(n) by the quantum subgroup
Kq = Uq(n− l)×Uq(l). We show that (Uq ,Kq) is a quantum Gelfand pair and
we express the zonal spherical functions, i.e. Kq-biinvariant matrix coefficients
of finite-dimensional irreducible representations of Uq, as multivariable little
q-Jacobi polynomials depending on one discrete parameter. Another type of
biinvariant matrix coefficients is identified as multivariable big q-Jacobi poly-
nomials. The proof is based on earlier results by Noumi, Sugitani and the first
author relating Koornwinder polynomials to a one-parameter family of quan-
tum complex Grassmannians, and certain limit transitions from Koornwinder
polynomials to multivariable big and little q-Jacobi polynomials studied by
Koornwinder and the second author.
1. Introduction
The first connection between q-special functions and quantum groups was re-
vealed in the late 1980’s by the interpretation of little q-Jacobi polynomials as
matrix coefficients of irreducible representations of the quantum SU(2) group (cf.
[VS1], [Ms], [K1]). In the past decade, many other connections between represen-
tation theory of quantum groups and the theory of q-special functions have been
discovered.
For instance, Noumi and Mimachi [NM] showed that the zonal spherical functions
on Podles`’s one-parameter family of quantum 2-spheres can be identified with big
q-Jacobi polynomials. In [K2] and [K4], Koornwinder generalized these results by
replacing the notion of invariance under a quantum subgroup by the notion of
invariance under a twisted primitive element in the quantized universal enveloping
algebra. In particular, this infinitesimal approach allowed Koornwinder to identify
the zonal spherical functions on Podles` spheres as a two-parameter family of Askey-
Wilson polynomials. Noumi’s and Mimachi’s results [NM] could then be reobtained
by sending one parameter to infinity. If both parameters are sent to infinity, one
obtains the interpretation of little q-Jacobi polynomials as zonal spherical functions
on the “standard” 2-sphere, i.e. the quantum 2-sphere which is realized as the
quotient of the quantum SU(2) group by the standard maximal torus. On the level
of q-special functions, these limits correspond to certain explicit limit transitions
from Askey-Wilson polynomials to big respectively little q-Jacobi polynomials.
Analogous statements are valid for complex projective space, see Noumi, Yamada
and Mimachi [NYM] for the little q-Jacobi case, and Dijkhuizen and Noumi [DN1]
for the general case. In this paper we generalize these results to the higher rank
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setting by interpreting certain subfamilies of Koornwinder’s multivariable analogues
of the Askey-Wilson polynomials and certain subfamilies of the multivariable big
and little q-Jacobi polynomials (cf. [S1]) as zonal spherical functions on quantum
analogues of the complex Grassmannian
U/K := U(n)/(U(n− l)× U(l)), (l ≤ [n/2]),
where U(n) is the group of n× n unitary matrices.
Koornwinder’s infinitesimal approach to harmonic analysis on quantized sym-
metric spaces was for the first time successfully generalized to higher rank cases
by Noumi [N]. The quantized symmetric spaces were now defined using invariance
under certain two-sided coideals in the quantized universal enveloping algebra. So
far, this method has been successfully applied to all compact symmetric spaces
of classical type, e.g. [NS1], [NS2], [NDS], [Su], [DN1]. The related zonal spher-
ical functions can all be identified with Koornwinder polynomials or Macdonald
polynomials.
In particular, Noumi, Sugitani and the first author [NDS] introduced a one-
parameter family of quantum analogues of the complex Grassmannian. They an-
nounced that the spherical functions associated with these quantized symmetric
spaces can be expressed as a two-parameter subfamily of the Koornwinder polyno-
mials.
In this paper we extend these results to the quantum subgroup case, i.e. we
determine the zonal spherical functions associated with the quantum analogue of
the complex Grassmannian (denoted by Uq/Kq) which is defined as the quotient
of the quantum unitary group Uq(n) by the obvious quantum subgroup Kq cor-
responding to K = U(n − l) × U(l). We show that the quantum space Uq/Kq
can be formally obtained from the one-parameter family of quantum Grassmanni-
ans defined in [NDS] by sending the parameter to infinity. We also show that this
limit transition on quantum Grassmannians is compatible with the limit transitions
from Koornwinder polynomials to multivariable big and little q-Jacobi polynomials,
which were previously studied by Koornwinder and the second author [SK].
In order to give a rigorous meaning to the above-mentioned formal limit between
quantum Grassmannians we use the recent result of the second author [S4] that the
limits from Koornwinder polynomials to multivariable big and little q-Jacobi poly-
nomials can be taken on the level of the orthogonality measures (in a suitable weak
sense). Indeed, this result allows us to rigorously compute the limit of the quantum
Schur orthogonality relations for the zonal spherical functions. This in turn leads
to a complete description of the harmonic analysis on the quantum Grassmannian
Uq/Kq. In particular, we obtain an identification of the zonal spherical functions
on the quantum complex Grassmannian Uq/Kq with multivariable big respectively
little q-Jacobi polynomials.
We remark that in the rank one case, there are several alternative methods for
determining the zonal spherical functions in the quantum subgroup case (see e.g.
[NYM], [VS2]). However, the relatively indirect method using limit arguments
seems to be the only method which admits a direct generalization to the higher
rank cases of the complex Grassmannian.
There are strong indications that such limit arguments can also be applied for
other quantum compact symmetric spaces. Indeed, an important prerequisite for
applying such limit arguments is the existence of a suitable one-parameter family of
quantizations of the compact symmetric space under consideration. The occurrence
BC TYPE ORTHOGONAL POLYNOMIALS ON QUANTUM GRASSMANNIANS 3
of such a one-parameter phenomena on the quantum level is directly related to the
existence of a one-parameter family of covariant Poisson brackets on the underlying
symmetric space. The existence of such a one-parameter family of covariant Poisson
brackets in the case of a Hermitian symmetric space was established by Khoroshkin
& Radul & Rubtsov [KRR] and Donin & Gurevich [DG] (see also [Dz] for more
information and references).
The paper is organized as follows. In section 2 we briefly recall some results on
the structure of the (classical) complex Grassmannian U/K and on the nature of its
zonal spherical functions. In section 3 we recall the definition and the main prop-
erties of the Koornwinder polynomials and the multivariable big and little q-Jacobi
polynomials. In section 4 we collect some facts about the quantum unitary group
that will be heavily used in later sections. In section 5 we determine the spherical
dominant weights for the quantum complex Grassmannian Uq/Kq. In section 6
we recall the one-parameter family of quantum Grassmannians and determine the
corresponding spherical weights. In section 7 we express the zonal spherical func-
tions on the one-parameter family of quantum Grassmannians as a subfamily of the
Koornwinder polynomials. Many of the results in section 6 and section 7, previously
announced in [NDS], are proved here in full detail using so-called “principal term”
type of arguments, cf. [NS2], [Su]. Finally, in section 8 we study the limit from the
one-parameter family of quantum Grassmannians to Uq/Kq, which in particular
leads to the interpretation of multivariable big and little q-Jacobi polynomials as
zonal spherical functions on the quantum Grassmannian Uq/Kq.
Throughout this paper we will use the convention that vector spaces are defined
over the complex numbers and that algebras have a unit element.
2. The classical complex Grassmannian
Two general references for the contents of this section are Helgason [He], and
Heckman and Schlichtkrull [HS].
Throughout this paper, n ≥ 2 and 1 ≤ l ≤ [n2 ] are fixed integers. Let G :=
GL(n,C) denote the general linear group with Lie algebra g = gl(n,C), and U :=
U(n) the unitary group with Lie algebra u. Let T ⊂ U denote the maximal torus
consisting of diagonal matrices in U . Write h ⊂ g for the corresponding Cartan
subalgebra. Let eij (1 ≤ i, j ≤ n) denote the standard matrix units. The matrices
hi := eii (1 ≤ i ≤ n) form a basis of h. Write ε˜i ∈ h∗ (1 ≤ i ≤ n) for the
corresponding dual basis vectors, and define a non-degenerate symmetric bilinear
form on h∗ by 〈ε˜i, ε˜j〉 = δij . The usual positive system R
+ in the root system R :=
R(g, h) consists of the vectors ε˜i − ε˜j (1 ≤ i < j ≤ n). Let P = Pn :=
⊕
1≤i≤n Zε˜i
denote the rational character lattice of G (equivalently, the lattice of analytically
integral weights of U). Recall that the cone of dominant weights P+ = P+n is given
by
P+n := {(λ1, . . . , λn) ∈ P | λ1 ≥ λ2 ≥ . . . ≥ λn}. (2.1)
Denote by ≤ the (partial) dominance ordering on P . One has µ ≤ λ if and only if
j∑
i=1
µi ≤
j∑
i=1
λi (1 ≤ j ≤ n− 1) and
n∑
i=1
µi =
n∑
i=1
λi. (2.2)
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We writeK := U(n−l)×U(l) and k := gl(n−l,C)⊕gl(l,C) for the corresponding
complexified Lie algebra k. K is regarded as a subgroup of U via the embedding
U(n− l)× U(l) →֒ U(n), (A,B) 7→
(
A 0
0 B
)
. (2.3)
The pair (U,K) is symmetric. Indeed, the involutive Lie group automorphism
θ : U → U defined by θ(g) := JgJ with
J :=
∑
1≤k≤n−l
ekk −
∑
1≤k≤l
ek′k′ , (k
′ := n+ 1− k) (2.4)
has fixed point group K. The differential of θ at the unit element e ∈ U , extended
C-linearly to a Lie algebra involution of g, will also be denoted by θ. The +1
eigenspace of the involution θ : g→ g is exactly the Lie subalgebra k. Writing p for
the −1 eigenspace of θ we have the eigenspace decomposition g = k⊕ p.
For certain purposes, it is more convenient to consider the involution θ′ : g → g
defined by θ′(X) := J ′XJ ′ with
J ′ :=
∑
l<k<l′
ekk −
∑
1≤k≤l
ekk′ −
∑
1≤k≤l
ek′k. (2.5)
Since J ′ is conjugate to J , the involution θ′ is conjugate to θ by an inner automor-
phism of g. Observe that both θ and θ′ leave u ⊂ g invariant.
Let g = k′⊕p′ be the eigenspace decomposition of θ′ into +1 and −1 eigenspaces.
The intersection h ∩ k′ is spanned by the elements hi + hi′ (1 ≤ i ≤ l) and hi
(l < i < l′), whereas the intersection a := h ∩ p′ is spanned by hi − hi′ (1 ≤ i ≤ l)
and is maximal abelian in p′. The positive system of R taken with respect to
the lexicographic ordering of hR :=
∑n
j=1 Rhj relative to the ordered basis h1 −
h1′ , . . . , hl − hl′ , h1 + h1′ , . . . , hl + hl′ , hl+1, . . . , hn−l coincides with R
+.
Write ε′i for the restriction of ε˜i to a (1 ≤ i ≤ l). The root system R ⊂ h
∗
is mapped under the natural projection h∗ ։ a∗ onto the restricted root system
Σ′ = Σ′(g, a). Choose the positive system in Σ′ with respect to the lexicographic
ordering of aR := hR ∩ a relative to the ordered basis h1 − h1′ , . . . , hl − hl′ of aR.
This ordering is compatible with the lexicographic ordering of hR introduced above
in the sense that λ ∈ h∗
R
is positive if its restriction to aR is strictly positive. The
positive root vectors in Σ′ are
ε′i (1 ≤ i ≤ l), ε
′
i ± ε
′
j (1 ≤ i < j ≤ l), 2ε
′
i (1 ≤ i ≤ l),
the roots ε′i (1 ≤ i ≤ l) occurring only if n 6= 2l. Σ
′ is isomorphic with BCl if
n 6= 2l and isomorphic with Cl if n = 2l. The root multiplicities corresponding to
the short, medium, and long roots are
m1 = 2(n− 2l), m2 = 2 (l > 1), m3 = 1. (2.6)
For later purposes, it is convenient to rescale the root system Σ′ by a factor 2. So
we set Σ := 2Σ′ ⊂ a∗, εi := 2ε′i (1 ≤ i ≤ l). Then the corresponding weight lattice
PΣ ⊂ a∗ is the Z-span of the εi (1 ≤ i ≤ l), and the set P
+
Σ of dominant weights
µ =
∑
i µiεi (taken with respect to the lexicographic ordering on aR introduced
above) is characterized by the condition µ1 ≥ · · · ≥ µl ≥ 0. The dominance
ordering ≤ on PΣ is explicitly given by
µ ≤ λ⇐⇒
j∑
i=1
µi ≤
j∑
i=1
λi (1 ≤ j ≤ l). (2.7)
BC TYPE ORTHOGONAL POLYNOMIALS ON QUANTUM GRASSMANNIANS 5
Let K ′ ⊂ U denote the connected subgroup corresponding to k′. The symmetric
pairs (U,K) and (U,K ′) are Gelfand pairs, i.e. every finite-dimensional irreducible
representation of U has at most one K-fixed vector up to scalar multiples. Accord-
ing to [He, Chapter V, Theorem 4.1], a highest weight λ ∈ P+ is K ′-spherical, i.e.
corresponds to a representation with a non-zero K ′-fixed vector, if and only if the
restriction of λ to h ∩ k′ is zero and the restriction of λ to a lies in P+Σ . Hence we
get the following result.
Theorem 2.1. The set P+K ⊂ P
+ of K-spherical dominant weights consists of all
dominant weights of the form
λ := (λ1, . . . , λl, 0, . . . , 0,−λl, . . . ,−λ1).
Write λ♮ := (λ1, . . . , λl) for a dominant weight λ ∈ P
+
K . The assignment λ 7→ λ
♮
defines a bijection of P+K onto P
+
Σ . Let ̟r ∈ P
+
K be the spherical weight for which
̟♮r = (1
r). Then P+K =
⊕
1≤r≤l Z+̟r. We will call {̟r}
l
r=1 the fundamental
dominant spherical weights.
Let A denote the algebra of polynomial functions on U , A(T) the algebra of
polynomial functions on the maximal torus T. A(T) may be naturally identified
with the algebra C[z±1] = C[z±11 , . . . , z
±1
n ] in n variables zi (1 ≤ i ≤ n) in the
following way. Observe that T ≃ ihR/2πiP˜ via the exponential mapping, where
P˜ := ⊕1≤j≤nZhj . Then the coordinate functions zj can be defined by zj := eε˜j ,
where eε˜j ([X ]) := eε˜j(X) for [X ] ∈ T with X ∈ ihR a representative of [X ]. More
explicitly, zj is given by
zj : diag(e
iθ1 , eiθ2 , . . . , eiθn) 7→ eiθj , (θk ∈ [0, 2π))
where diag(a1, . . . , an) is the diagonal matrix with a1, . . . , an on the diagonal.
Let H ⊂ A denote the subalgebra of K ′-biinvariant functions. One has the
decomposition
H =
⊕
λ∈P+K
H(λ), H(λ) := H ∩W (λ), (2.8)
W (λ) ⊂ A denoting the subspace spanned by the matrix coefficients of the irre-
ducible representation of highest weight λ. Each of the subspaces H(λ) (λ ∈ P+K )
is one-dimensional, since (U,K ′) is a Gelfand pair. Any non-zero element ϕ(λ) of
H(λ) is called a zonal spherical function.
Set
Tl := exp(iaR)/(exp(iaR) ∩K
′) ≃ iaR/2πiQ
∨
Σ, (2.9)
with Q∨Σ ⊂ aR the coroot lattice of Σ. More explicitly, the coroot lattice Q
∨
Σ is the
Z-span of the elements 12 (hi − hi′) (1 ≤ i ≤ l), exp(iaR) are the diagonal matrices
diag(eiθ1 , . . . eiθl , 1, . . . , 1, e−iθl , . . . , e−iθ1) (θj ∈ [0, 2π)),
and exp(iaR) ∩K ′ are the matrices in exp(iaR) of order 2.
Write log : Tl → iaR for the multi-valued inverse of the exponential map exp :
iaR → Tl. Similarly as for A(T), the algebra of polynomial functions on Tl may
be identified with the algebra C[x±1] of Laurent polynomials in the l variables xj
(1 ≤ j ≤ l), where the identification is given by xj(t) := eεj(log(t)). In other words,
the map xj is given by
xj : diag(e
iθ1 , . . . eiθl , 1, . . . , 1, e−iθl , . . . , e−iθ1) 7→ e2iθj .
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It follows that the algebra C[x±1] of polynomial functions on Tl can be naturally
embedded in the algebra C[z±1] of polynomial functions on the maximal torus T
by the assignment
x1 = z1z
−1
n , x2 = z2z
−1
n−1, . . . , xl = zlz
−1
n+1−l. (2.10)
Let S := Sl denote the permutation group on l letters, W := Wl = Zl2 ⋊ Sl the
Weyl group of Σ. The natural action of W on aR descends to Tl. Hence W acts
naturally on the algebra C[x±1]. Write C[x±1]W for the subalgebra of W-invariant
Laurent polynomials. By Chevalley’s restriction theorem and the above-mentioned
natural embedding of C[x±1] into C[z±1], we have the following theorem.
Theorem 2.2. Restriction to T induces an isomorphism of H onto the algebra
C[x±1]W of W-invariant Laurent polynomials in the variables xi (1 ≤ i ≤ l).
By Theorem 2.2 the direct sum decomposition (2.8) of H gives rise to a unique
(up to rescaling) linear basis of C[x±1]W . This linear basis can be expressed in
terms of BC type Heckman-Opdam polynomials, which we will now define.
Let VHO denote the set of triples k := (k1, k2, k3) of real numbers such that
k1 + k3 > −
1
2 , k2 > 0, k3 > −
1
2 . Define an inner product 〈·, ·〉HO = 〈·, ·〉
k
HO on
C[x±1]W by
〈P,Q〉HO :=
∫
Tl
P (t)Q(t)∆HO(t; k)dt. (2.11)
Here dt denotes the normalized Haar measure on the torus Tl. The continuous
positive weight function t 7→ ∆HO(t; k) on Tl is defined by
∆HO(t; k) :=
∏
α∈Σ
(
e
1
2 i〈α,log(t)〉 − e−
1
2 i〈α,log(t)〉
)kα
. (2.12)
The multiplicity parameters kα are by definition equal to ki (i = 1, 2, 3), depending
on whether α ∈ Σ is a short, medium, or long root. If l = 1 there is no dependence
on k2.
Recall that the usual orbit sums
m˜λ(x) :=
∑
µ∈Wλ
xµ (λ ∈ P+Σ ) (2.13)
form a linear basis for the algebra C[x±1]W . The Heckman-Opdam hypergeometric
orthogonal polynomials associated with the root system Σ = BCl (cf. [HS, Part I])
are the uniquely determined family {PHOλ | λ ∈ P
+
Σ } such that
(i) PHOλ = m˜λ +
∑
µ<λ
cλµm˜µ, (ii) 〈P
HO
λ , m˜µ〉HO = 0 for µ < λ. (2.14)
It is proved in [HS, p. 18] that, for any k ∈ VHO, the PHOλ (x; k) are mutually
orthogonal with respect to the inner product (2.11).
In the following theorem the zonal spherical functions on the symmetric space
U/K are expressed as BC type Heckman-Opdam polynomials (cf. [HS, p. 76]).
Theorem 2.3. Under restriction to the maximal torus T, the zonal K ′-spherical
function ϕ(λ) (λ ∈ P+K ) is mapped onto (a scalar multiple of ) the Heckman-Opdam
hypergeometric polynomial PHOλ♮ (x; k) with ki =
1
2mi (i = 1, 2, 3).
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Of course, the zonal K-spherical functions can be described in the same way,
since the subgroups K and K ′ are conjugate.
For later purposes, it is convenient to rewrite the zonal spherical functions in
terms of generalized Jacobi polynomials, which are defined as follows. Write C[x]S
for the algebra of symmetric polynomials in the variables xi (1 ≤ i ≤ l). A linear
basis of this algebra is formed by the monomial symmetric polynomials mλ(x) :=∑
µ∈Sλ x
µ (λ ∈ P+Σ ). Let VJ denote the set of triples (α, β, τ) of real numbers such
that α, β > −1 and τ > 0. For any (α, β, τ) ∈ VJ , we define an inner product
〈·, ·〉J = 〈·, ·〉
α,β,τ
J on C[x]
S by
〈P,Q〉J :=
∫ 1
x1=0
· · ·
∫ 1
xl=0
P (x)Q(x)∆J(x;α, β; τ)dx, (2.15)
with dx = dx1 . . . dxn and
∆J (x;α, β; τ) :=
l∏
i=1
(1− xi)
βxαi |∆(x)|
2τ , (2.16)
where ∆(x) :=
∏
i<j(xi − xj) is the Vandermonde determinant. The generalized
Jacobi polynomials {P Jλ (x;α, β; τ) | λ ∈ P
+
Σ } (cf. Vretare [Vr]) can now be defined
by the same conditions (2.14) with m˜λ replaced by mλ and 〈·, ·〉HO replaced by
〈·, ·〉J .
As shown in [SK, §3], the simple change of variables xi 7→ −
1
4 (xi + x
−1
i −
2) transforms the symmetric polynomials P Jλ into (a scalar multiple of) the W-
invariant Laurent polynomials PHOλ . The parameter correspondence is
α = k1 + k3 −
1
2
, β = k3 −
1
2
, τ = k2.
Under this change of variables, the orthogonality relations of the Heckman-Opdam
polynomials with respect to 〈·, ·〉HO become the orthogonality relations of the gen-
eralized Jacobi polynomials P Jλ with respect to 〈·, ·〉J . The integral of the weight
function ∆J (x;α, β; τ) was first evaluated by Selberg in his well-known paper [Sb]:∫ 1
x1=0
· · ·
∫ 1
xl=0
∏
i<j
|xi − xj |
2τ
l∏
i=1
xαi (1− xi)
βdx =
l∏
j=1
Γ(α+ 1 + (j − 1)τ)Γ(β + 1 + (j − 1)τ)Γ(jτ + 1)
Γ(α+ β + 2 + (l + j − 2)τ)Γ(τ + 1)
.
(2.17)
By the above-described relation between BC type Heckman-Opdam polynomials
and generalized Jacobi polynomials, the zonal spherical functions in Theorem 2.3
can be rewritten as generalized Jacobi polynomials with parameter values α = n−2l,
β = 0 and τ = 1.
Observe that the zonal spherical functions, being matrix coefficients of irreducible
representations, are mutually orthogonal with respect to the L2 inner product on
A ⊂ L2(U, dg), where dg is the normalized Haar measure on U (Schur orthogonal-
ity). The restriction of the L2 inner product to the algebra H of bi-K ′-invariant
matrix coefficients coincides under the isomorphism of Theorem 2.2 with the inner
product 〈., .〉HO on C[x±]W up to a non-zero positive constant. This constant can
be explicitly determined using the evaluation of the Selberg integral (2.17).
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3. BC type q-hypergeometric orthogonal polynomials
In this section we recall three families of multivariable (BC type) basic hypergeo-
metric orthogonal polynomials. Later on, certain subfamilies of these multivariable
orthogonal polynomials will be interpreted as zonal spherical functions on quanti-
zations of the classical complex Grassmannian. These families are q-analogues of
the generalized Jacobi polynomials (or, equivalently, q-analogues of the BC type
Heckman-Opdam polynomials) and multivariable analogues of well-known families
of basic hypergeometric orthogonal polynomials occurring in the Askey tableau
[AW].
We start with introducing some notations and conventions. We fix 0 < q < 1 in
the remainder of this paper. The q-shifted factorial is given by
(a; q)i :=
i−1∏
j=0
(1− qja) (i ∈ Z+), (a; q)∞ :=
∞∏
j=0
(1− qja).
We use the shorthand notation
(a1, . . . , am; q)i :=
m∏
j=1
(aj ; q)i (i ∈ Z+ ∪ {∞})
for products of q-shifted factorials. Fix N ∈ Z and α, β ∈ C. The Jackson q-integral
truncated at N is defined by∫ β
α
f(x)dq,Nx :=
∫ β
0
f(x)dq,Nx−
∫ α
0
f(x)dq,Nx,∫ β
0
f(x)dq,Nx :=
N∑
k=0
f(βqk)(βqk − βqk+1) if N ≥ 0,
∫ β
α
f(x)dq,Nx := 0 if N < 0.
The (non-truncated) Jackson q-integral is defined by∫ β
α
f(x)dqx := lim
N→∞
∫ β
α
f(x)dq,Nx,
provided the limit exists. The three families of multivariable orthogonal polyno-
mials we recall in this section are the Koornwinder polynomials (cf. [K3], [S3],
[S4]), and the multivariable big and little q-Jacobi polynomials (cf. [S1], [S4]). The
Koornwinder polynomials are multivariable analogues of the well-known Askey-
Wilson polynomials. In the multivariable setting, these families depend on one
additional deformation parameter t ∈ (0, 1). Since we only need the case t = qk
with k ≥ 1 integer in this paper, we restrict ourselves to recalling the definitions
and results for this special case. We first specify the parameter domain VX and the
orthogonality inner product 〈·, ·〉X for each family (X = K,B,L), where K stands
for Koornwinder polynomials, and B resp. L stands for big resp. little q-Jacobi
polynomials.
For the case X = K we refer to [K3], [S3], [S4]. Take VK to be the set of
quadruples t := (t0, t1, t2, t3) such that
(1) t0, t1, t2, t3 are real, or appear in complex conjugate pairs,
(2) titj 6∈ R≥1 for 0 ≤ i < j ≤ 3.
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Fix t ∈ VK . For e ∈ {t0, t1, t2, t3} with |e| > 1, let Ne ∈ Z be the largest integer
such that |eqNe| > 1. Take Ne := −1 if |e| ≤ 1. Let
∫
Tk
dx1 · · · dxk denote k-fold
contour integration along the complex unit circle in counterclockwise direction. For
0 ≤ m ≤ l define a sesquilinear form 〈·, ·〉
t
m,q,t on the space C[x
±1]W by
〈P,Q〉m :=
2m
(
l
m
)
(2πi)l−m
∑
e1,... ,em
∫ e1
x1=0
· · ·
∫ em
xm=0
∫
· · ·
∫
(xm+1,... ,xl)∈Tl−m
P (x)Q(x)∆m(x)
dq,Ne1x1
(1− q)x1
. . .
dq,Nemxm
(1− q)xm
dxm+1
xm+1
. . .
dxl
xl
.
Here the sum is taken over all ej ∈ {t0, t1, t2, t3}, and the partial weight function
∆m(x; t; q, q
k) is defined by
∆m(x) :=
m∏
r=1
w1(xr ; er; fr, gr, hr; q)
l∏
s=m+1
w2(xs; t; q)
∏
i<j
ε,ε′∈{±1}
(xεix
ε′
j ; q)k,
with w2 the continuous weight function of the one-variable Askey-Wilson polyno-
mials,
w2(x; t; q) :=
(x2, x−2; q)∞
(t0x, t0/x, t1x, t1/x, t2x, t2/x, t3x, t3/x; q)∞
,
and
w1(eq
i; e; f, g, h; q) := resx=eqi
(w1(x; t; q)
x
)
,
where the f, g, h are such that (e, f, g, h) is a permutation of (t0, t1, t2, t3). Then
〈P,Q〉K :=
n∑
m=0
〈P,Q〉m (P,Q ∈ C[x
±1]W) (3.1)
defines a positive definite inner product 〈·, ·〉K = 〈·, ·〉
t
K,q,t, which is symmetric in
the parameters t0, t1, t2, t3.
The integral of the weight function I
t
K,q,t := 〈1, 1〉
t
K,q,t is a q-analogue of Selberg’s
integral (2.17):
ItK,q,t = 2
l l!
l∏
j=1
(t, tl+j−2t0t1t2t3; q)∞
(tj , q, t0t1tj−1, t0t2tj−1, t0t3tj−1, t1t2tj−1, t1t3tj−1, t2t3tj−1; q)∞
.
(3.2)
For the case |t0|, |t1|, |t2|, |t3| < 1 this was first proved by Gustafson [G]. The
general case was proved in [S4].
For the multivariable big and little q-Jacobi polynomials (X = B,L) we refer to
[S1] and [S4]. Take VB to be the set of quadruples (a, b, c, d) such that c, d > 0 and
a ∈
(
−c/dq, 1/q
)
, b ∈
(
−d/cq, 1/q
)
, (3.3)
or a = cz, b = −dz¯ with z ∈ C\R. Fix (a, b, c, d) ∈ VB and define a positive definite
inner product 〈·, ·〉B = 〈·, ·〉
a,b,c,d
B,q,t on C[x]
S by
〈P,Q〉B =
∫ c
x1=−d
∫ c
x2=−d
· · ·
∫ c
xl=−d
P (x)Q(x)∆B(x)dqx1 . . . dqxl, (3.4)
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with weight function ∆B(x; a, b, c, d; q, q
k) given by
∆B(x) = ∆(x)
l∏
i=1
wB(xi)
∏
i<j
x2k−1i
(
q1−kxj/xi; q
)
2k−1
. (3.5)
Here ∆(x) :=
∏
1≤i<j≤l(xi − xj) is the Vandermonde determinant and
wB(x; a, b, c, d; q) :=
(qx/c,−qx/d; q)∞
(qax/c,−qbx/d; q)∞
is the weight function of the one-variable big q-Jacobi polynomials. The evalua-
tion of the integral Ia,b,c,dB,q,t := 〈1, 1〉
a,b,c,d
B,q,t was first conjectured by Askey [A] and
subsequently proved by Evans [E]:
Ia,b,c,dB,q,t = l!q
k2(l3)−(
k
2)(
l
2)
l∏
i=1
Γq(α+ 1 + (i− 1)k)Γq(β + 1 + (i− 1)k)Γq(ik)
Γq(α + β + 2 + (l + i− 2)k)Γq(k)
×
l∏
i=1
(−d/c,−c/d; q)∞(cd)1+(i−1)k
(−qα+1+(i−1)kd/c,−qβ+1+(i−1)kc/d; q)∞(c+ d)
,
(3.6)
where t = qk (k ≥ 1 integer), a = qα, b = qβ and with
Γq(a) := (1 − q)
1−a
(
q; q
)
∞(
qa; q
)
∞
(a /∈ −Z+)
the q-Gamma function. Note that (3.6) is another q-analogue of Selberg’s integral
(2.17).
Finally, take VL to be the set of pairs (a, b) such that a ∈ (0, 1/q) and b ∈
(−∞, 1/q). Fix (a, b) ∈ VL and define a positive definite inner product 〈·, ·〉L =
〈·, ·〉a,bL,q,t on C[x]
S by
〈P,Q〉L =
∫ 1
x1=0
. . .
∫ 1
xl=0
P (x)Q(x)∆L(x)dqx1 . . . dqxl, (3.7)
with weight function ∆L(x; a, b; q, q
k) given by
∆L(x) = ∆(x)
l∏
i=1
wL(xi)
∏
i<j
x2k−1i
(
q1−kxj/xi; q
)
2k−1
, (3.8)
and
wL(x; a, b; q) :=
(qx; q)∞
(qbx; q)∞
xα (a = qα)
the weight function of the one-variable little q-Jacobi polynomials. The evalua-
tion of the integral Ia,bL,q,t := 〈1, 1〉
a,b
L,q,t was conjectured by Askey [A] and proved
independently by Habsieger [Ha] and Kadell [Ka]:
Ia,bL,q,t = l!q
k(α+1)(l2)+2k
2(l3)
×
l∏
i=1
Γq(α + 1 + (i− 1)k)Γq(β + 1+ (i − 1)k)Γq(ik)
Γq(α+ β + 2 + (l + i− 2)k)Γq(k)
,
(3.9)
where t = qk (k ≥ 1 integer), a = qα, b = qβ . This integral is yet another q-analogue
of Selberg’s integral (2.17).
We now define the corresponding families of orthogonal polynomials.
BC TYPE ORTHOGONAL POLYNOMIALS ON QUANTUM GRASSMANNIANS 11
It will be convenient to write mXλ (λ ∈ P
+
Σ ) for m˜λ (X = K) or mλ (X =
B,L). Fix t = qk (k ≥ 1 integer) and fix parameters in VX . The Koornwinder,
multivariable big resp. little q-Jacobi polynomials {PXλ | λ ∈ P
+
Σ } (X = K,B resp.
L) are uniquely determined by the following two conditions:
(i) PXλ = m
X
λ +
∑
µ<λ
cXλµm
X
µ , (ii) 〈P
X
λ ,m
X
µ 〉X = 0 for µ < λ. (3.10)
After suitable rescaling of the parameters, the Koornwinder polynomials tend to
the Heckman-Opdam hypergeometric polynomials associated with BCl in the limit
q → 1 (cf. [Dj1, §4]), and the multivariable big resp. little q-Jacobi polynomials
tend to the generalized Jacobi polynomials in the limit q → 1 (cf. [SK, Thm. 5.1]).
The PXλ are joint eigenfunctions of a certain second-order q-difference operator
DX which is self-adjoint with respect to 〈·, ·〉X :
DX :=
n∑
j=1
φ+X,j(x)(Tq,j − Id) + φ
−
X,j(x)(Tq−1,j − Id) (X = K,B,L), (3.11)
where Tq±1,j is the (multiplicative) q
±1-shift in the variable xj . In the case X = K
one has explicitly
φ+K,j(x) :=
(1− t0xj)(1− t1xj)(1− t2xj)(1− t3xj)
(1− x2j )(1− qx
2
j )
∏
i6=j
(1− txixj)(1− tx
−1
i xj)
(1− xixj)(1− x
−1
i xj)
,
φ−K,j(x) :=
(t0 − xj)(t1 − xj)(t2 − xj)(t3 − xj)
(1 − x2j)(q − x
2
j )
∏
i6=j
(t− xixj)(t− x
−1
i xj)
(1− xixj)(1− x
−1
i xj)
.
The eigenvalues in this case are given by
EKλ (t; q, t) =
l∑
j=1
(
q−1t0t1t2t3t
2l−j−1(qλj − 1) + tj−1(q−λj − 1)
)
.
For the q-difference operators DX and their eigenvalues in the cases X = B,L see
[S1].
As shown in [S3] (X = K) and [S1] (X = B,L), the self-adjointness of DX with
respect to 〈·, ·〉X may be used to prove full orthogonality:
〈PXλ , P
X
µ 〉X = 0 (λ, µ ∈ P
+
Σ , λ 6= µ). (3.12)
We remark that for t ∈ VK with |t0|, |t1|, |t2|, |t3| < 1, the orthogonality measure for
the Koornwinder polynomials reduces to the completely continuous orthogonality
measure which was considered for the first time by Koornwinder [K3].
For certain values of the parameters, for instance t0t1t2t3 ∈ [−q, 1), one has
EKλ 6= E
K
µ if λ < µ (cf. [SK, Prop. 4.6]). The Koornwinder polynomials may then
be characterized by the conditions
(i) PKλ = m˜λ +
∑
µ<λ
cλµm˜µ, (ii) DKP
K
λ = E
K
λ P
K
λ . (3.13)
Using this characterization, we can read off certain elementary symmetry proper-
ties of the Koornwinder polynomials from the corresponding symmetry properties
of Koornwinder’s second-order q-difference operator and its eigenvalues. In the
following lemma we formulate two of them.
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Lemma 3.1. Let t ∈ VK such that t0t1t2t3 ∈ [−q, 1). Then the Koornwinder
polynomial Pλ(.; t; q, t) is symmetric in the four parameters t0, t1, t2 and t3, and
satisfies
Pλ(x;−t; q, t) = (−1)
|λ|Pλ(−x; t; q, t),
where −x := (−x1, . . . ,−xl) and, similarly, −t = (−t0,−t1,−t2,−t3).
Write |λ| :=
∑n
i=1 λi for λ ∈ P
+
Σ , and cx := (cx1, . . . , cxl) for c ∈ C. We have
the following limit transitions from Koornwinder polynomials to multivariable big
resp. little q-Jacobi polynomials (cf. [SK], [S2]). Fix λ ∈ P+Σ and k ≥ 1. For
(a, b, c, d) ∈ VB we have the limit transition
lim
ε↓0
(
ε(cd)
1
2
q
1
2
)|λ|
PKλ
( q 12 x
ε(cd)
1
2
; tB(ε); q, q
k
)
= PBλ (x; a, b, c, d; q, q
k), (3.14)
where
tB(ε) :=
(
ε−1(qc/d)
1
2 ,−ε−1(qd/c)
1
2 , εa(qd/c)
1
2 ,−εb(qc/d)
1
2
)
. (3.15)
For (a, b) ∈ VL we have the limit transition
lim
ε↓0
(
ε
q
1
2
)|λ|
PKλ
(q 12 x
ε
; tL(ε); q, q
k
)
= PLλ (x; a, b; q, q
k), (3.16)
where
tL(ǫ) :=
(
ε−1q
1
2 ,−aq
1
2 , εbq
1
2 ,−q
1
2
)
. (3.17)
To understand how W-invariant Laurent polynomials can tend to symmetric
polynomials observe that limε↓0 ε
|λ|m˜λ(x/ε) = mλ(x) (λ ∈ P
+
Σ ).
Let us write mXi (1 ≤ i ≤ l) for the orbit sum in C[x
±1]W corresponding to
the i-th fundamental weight (X = K) resp. for the i-th elementary symmetric
polynomial in C[x]S (X = B,L). It is known (see [B, Ch. VI, §4, Thm. 1]) that the
mXi (1 ≤ i ≤ l) are algebraically independent and generate the algebra C[x
±1]W
resp. C[x]S. It therefore makes sense to introduce the notation
P̂Xλ (m
X
1 (x), . . . ,m
X
l (x)) := P
X
λ (x) (λ ∈ P
+
Σ ). (3.18)
The P̂Xλ are (non-symmetric) polynomials in l variables. We may reformulate the
above limit transitions in terms of these polynomials in the following way.
lim
ε↓0
(s−1ε )
|λ|P̂Kλ (sεy1, . . . , s
l
εyl;tB(ε); q, q
k) =
P̂Bλ (y1, . . . , yl; a, b, c, d; q, q
k)
(3.19)
with sε := q
1
2 /ε(cd)
1
2 , and
lim
ε↓0
(s−1ε )
|λ|P̂Kλ (sεy1, . . . , s
l
εyl; tL(ε); q, q
k) = P̂Lλ (y1, . . . , yl; a, b; q, q
k) (3.20)
with sε := q
1
2 /ε.
Important for our applications of the multivariable orthogonal polynomial theory
to the study of zonal spherical functions on quantum Grassmannians is the fact
that the limit transitions (3.14) and (3.16) extend to rigorous limits on the level
of the orthogonality measure. This means that the orthogonality measure of the
Koornwinder polynomials tends (in a suitable weak sense) to a non-zero multiple
of the orthogonality measure of the multivariable big respectively little q-Jacobi
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polynomials in the limit (3.14) resp. (3.16) (see [S4]). In particular, the quadratic
norms of the multivariable big and little q-Jacobi polynomials can be derived by
computing the limits (3.14) and (3.16) in the quadratic norm expressions of the
Koornwinder polynomials (cf. [S4]).
We reformulate this observation as follows. For parameters t ∈ VK , (a, b, c, d) ∈
VB and (a, b) ∈ VL, let the renormalized quadratic norms NK(λ) := NK(λ; t; q, t),
NB(λ) := NB(λ; a, b, c, d; q, t) and NL(λ) := NL(λ; a, b; q, t) for λ ∈ P
+
Σ be defined
by
NX(λ) :=
〈PXλ , P
X
λ 〉X
〈1, 1〉X
, (X = K,B,L). (3.21)
By the positive-definiteness of 〈., .〉X , it follows that NX(λ) is strictly positive for
all λ ∈ P+Σ .
Proposition 3.2. ([S4]) For (a, b, c, d) ∈ VB , we have
lim
ε↓0
(
ε(cd/q)
1
2
)2|λ|
NK(λ; tB(ε); q, t) = NB(λ; a, b, c, d; q, t), (λ ∈ P
+
Σ ).
For (a, b) ∈ VL, we have
lim
ε↓0
(
εq−
1
2
)2|λ|
NK(λ; tL(ε); q, t) = NL(λ; a, b; q, t), (λ ∈ P
+
Σ ).
Remark 3.3. For the explicit evaluations of the quadratic norms of the Koornwinder
polynomials and the multivariable big and little q-Jacobi polynomials in terms of
products and quotients of q-Gamma functions, we refer the reader to [S4]. The
quadratic norm evaluations for the Koornwinder polynomials were derived earlier
in the paper [Dj2].
4. Preliminaries on the quantum unitary group
Various aspects of the quantum unitary group have been studied in many dif-
ferent papers. Our main references will be [NYM] and [N, §1], which are based on
the R-matrix approach described in [RTF].
The quantized coordinate ring Aq(Mat(n,C)) of the space of n × n complex
matrices is defined as the algebra with generators tij (1 ≤ i, j ≤ n) and relations
tkitkj = qtkjtki, tiktjk = qtjktik (i < j),
tiltkj = tkjtil, tijtkl − tkltij = (q − q
−1)tiltkj (i < k, j < l).
In more compact notation, these relations may be written RT1T2 = T2T1R. Here
T1 := T ⊗ I, T2 := I⊗T (I unit matrix, ⊗ the Kronecker product of matrices), and
R :=
∑
ij
qδij eii ⊗ ejj + (q − q
−1)
∑
i>j
eij ⊗ eji, (4.1)
with the eij (1 ≤ i, j ≤ n) denoting the standard matrix units. The matrix R is
invertible and satisfies the Quantum Yang-Baxter Equation.
The quantized coordinate ring Aq(G) of the general linear group G = GL(n,C)
is defined by adjoining to Aq(Mat(n,C)) the inverse det
−1
q of the quantum deter-
minant
detq :=
∑
σ∈Sn
(−q)l(σ)t1σ(1) · · · tnσ(n) ∈ Aq(Matq(n,C))
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(l denoting the length function on S), which is central. It follows from [NYM,
Lemma 1.5] that Aq(Mat(n;C)) has no zero divisors.
There is a unique Hopf algebra structure on Aq(G) such that (tij) becomes a ma-
trix corepresentation. The antipode S : Aq(G)→ Aq(G) is given on the generators
by
S(tij) := (−q)
i−jξj
c
ic det
−1
q
with ic := {1, . . . , n} \ {i}, and with the quantum minor ξIJ for subsets I = {i1 <
. . . < ir}, J = {j1 < . . . < jr} ⊂ {1, . . . , n} defined by
ξIJ :=
∑
σ∈Sr
(−q)l(σ)ti1jσ(1) · · · tirjσ(r) .
Aq(G) becomes a Hopf ∗-algebra by requiring (tij) to be a unitary matrix corepre-
sentation. Im particular, this means that the ∗-structure is given by t∗ij := S(tji).
We write Aq(U) = Aq(U(n)) for Aq(G) endowed with this ∗-operation. The map-
ping τ := ∗ ◦ S is a conjugate-linear involution on Aq(U) such that τ(tij) = tji.
The quantized Borel subgroups Aq(B
±) of upper resp. lower triangular matrices
are defined as the Hopf quotients of Aq(G) by the relations
tij = 0 (i > j) resp. tij = 0 (i < j).
The corresponding projections will be denoted by π± : Aq(G) → Aq(B±). Note
that the zi := π±(tii) (1 ≤ i ≤ n) in Aq(B±) are invertible. Corresponding to the
diagonal subgroup T ⊂ U(n) we have a natural surjective Hopf ∗-algebra morphism
|T of Aq(U) onto the Laurent polynomial algebra A(T) := C[z
±1
1 , . . . , z
±1
n ].
Next, we briefly recall the “global” description of finite-dimensional corepresen-
tations of Aq(U). For every λ ∈ P (cf. §2), we may define a linear character
(i.e. one-dimensional corepresentation) zλ := zλ11 · · · z
λn
n of Aq(B
±) or A(T). Using
these linear characters it is completely straightforward to define (highest) weight
vectors in left or right Aq(U)-comodules. We take highest weight vectors of right
resp. left Aq(U)-comodules with respect to Aq(B
+) and Aq(B
−) respectively. For
instance, a highest weight vector of weight λ ∈ P+ in a right Aq(U)-comodule M
is a non-zero vector v ∈M such that
(id⊗π+) ◦ ρM (v) = v ⊗ z
λ,
ρM : M →M⊗Aq(U) denoting the comodule mapping. Finite-dimensional Aq(U)-
comodules are then completely reducible and unitarizable (see, for instance, [NYM],
[DK2]). Recall that a right Aq(U)-comodule M endowed with a positive definite
inner product (taken to be conjugate linear in the second variable) is called unitary
if ∑
(v)(w)
〈v(1), w(1)〉w
∗
(2)v(2) = 〈v, w〉1 (v, w ∈M),
where the symbolic notation
∑
(v) v(1) ⊗ v(2) := ρM (v) is used. The irreducible
finite-dimensional Aq(U)-comodules are parametrized by dominant weights λ ∈
P+ as in the classical case (cf. [NYM, Th. 2.12]). The irreducible right Aq(U)-
comodule with highest weight λ ∈ P+ is denoted by VR(λ). The vector space
VL(λ) := Hom(VR(λ),C) has a natural left Aq(U)-comodule structure, which is
also irreducible of highest weight λ. If no confusion is possible, we will write V (λ)
for the left comodule VL(λ) respectively for the right comodule VR(λ).
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Remark 4.1. Let M be a finite-dimensional right Aq(U)-comodule with comodule
mapping ρM : M →M ⊗Aq(U). Write M◦ for the vector space complex conjugate
to M and σ : M ⊗Aq(U)→ Aq(U)⊗M for the flip. Then the mapping
ρ◦M : M
◦ → Aq(U)⊗M
◦, ρ◦m := (τ ⊗ id) ◦ σ ◦ ρM , (4.2)
where τ = ∗ ◦ S, defines a left Aq(U)-comodule structure on M◦. In (4.2) ρM is
considered as a conjugate linear map from M◦ to M ⊗ Aq(U), and τ ⊗ id as a
conjugate linear map from Aq(U)⊗M to Aq(U)⊗M◦.
The assignmentM 7→M◦ is a 1-1 correspondence between right and left Aq(U)-
comodules preserving weights and highest weights. Hence M◦ is isomorphic to the
left Aq(U)-comodule Hom(M,C). A right Aq(U)-comodule intertwiner Ψ :M → N
also intertwines the left Aq(U)-comodule structures of M
◦ and N◦ (i.e. when Ψ is
considered as a map from M◦ to N◦).
Recall that the comultiplication ∆: Aq(U)→ Aq(U)⊗Aq(U) defines a bicomod-
ule structure on Aq(U). LetW (λ) ⊂ Aq(U) (λ ∈ P+) denote the subspace spanned
by the matrix coefficients of either VR(λ) or VL(λ). The irreducible decomposition
of the bicomodule Aq(U) reads
Aq(U) =
⊕
λ∈P+
W (λ), W (λ) ≃ VL(λ)⊗ VR(λ). (4.3)
Let h be the normalized Haar functional on Aq(U). It can be characterized as the
unique linear functional on Aq(U) which is zero on W (λ) for 0 6= λ ∈ P+ and
which sends 1 ∈ Aq(U) to 1 ∈ C. The subspaces W (λ) are mutually orthogonal
with respect to the inner product 〈ϕ, ψ〉 := h(ψ∗ϕ).
We consider now in some more detail the vector corepresentation, its dual rep-
resentation, and their exterior powers. Let V denote the vector space Cn with
canonical basis (vi). V becomes a right Aq(U)-comodule (called vector corepresen-
tation) with
ρV : V 7→ V ⊗Aq(U), ρV (vj) :=
n∑
i=1
vi ⊗ tij (1 ≤ j ≤ n). (4.4)
V is irreducible with highest weight ε˜1 and highest weight vector v1. Note that the
vectors vi have weight ε˜i. The corepresentation V is unitary with respect to the
inner product 〈vi, vj〉 = δij .
Let V ∗ denote the linear dual of V with dual basis (v∗i ). V
∗ becomes a right
Aq(U)-comodule (contragredient of V ) with
ρV ∗ : V
∗ 7→ V ∗ ⊗Aq(U), ρV ∗(v
∗
j ) :=
n∑
i=1
v∗i ⊗ t
∗
ij (1 ≤ j ≤ n). (4.5)
V ∗ is irreducible with highest weight −ε˜n and highest weight vector v∗n. Note that
the vectors v∗i have weight −ε˜i. The corepresentation V
∗ is unitary with respect to
the inner product 〈v∗i , v
∗
j 〉 := q
−〈2ρ,ε˜i〉δij , where ρ :=
∑n
k=1(n− k)ε˜k. This follows
from the well-known fact that S2(tij) = q
〈2ρ,ε˜j−ε˜i〉tij (1 ≤ i, j ≤ n).
Let Λq(V ) resp. Λq(V
∗) denote the associative algebra generated by v1, . . . , vn
resp. v∗1 , . . . , v
∗
n with relations
vi ∧ vi = 0 (1 ≤ i ≤ n), vi ∧ vj = −q
−1vj ∧ vi (i < j) (4.6)
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respectively
v∗i ∧ v
∗
i = 0 (1 ≤ i ≤ n), v
∗
j ∧ v
∗
i = −q
−1v∗i ∧ v
∗
j (i < j). (4.7)
Then Λq(V ) resp. Λq(V
∗) inherits a natural right Aq(U)-comodule structure from
V resp. V ∗ by extending the comodule mapping ρV resp. ρV ∗ as a unital algebra
homomorphism. Λq(V ) resp. Λq(V
∗) also has a natural grading such that the
generators vi resp. v
∗
i have degree 1:
Λq(V ) =
n⊕
r=0
Λrq(V ), Λq(V
∗) =
n⊕
r=0
Λrq(V
∗).
Write vI := vi1∧· · ·∧vir resp. v
∗
I := v
∗
ir
∧· · ·∧v∗i1 if I = {i1 < · · · < ir} ⊂ {1, . . . , n}.
Write |I| for the cardinality of I. Then the vI resp. v∗I (|I| = r) form a basis of
Λrq(V ) resp. Λ
r
q(V
∗). One has the multiplicative property (I, J ⊂ {1, . . . , n})
vI ∧ vJ = sgnq(I; J)vI∪J , v
∗
I ∧ v
∗
J := sgnq
(
J ; I
)
v∗I∪J
where
sgnq(I; J) :=
{
0 if I ∩ J 6= ∅,
(−q)l(I;J) if I ∩ J = ∅,
and l(I; J) := |{(i, j) ∈ I × J | i > j}|. The comodules Λrq(V ) and Λ
r
q(V
∗) are
irreducible subcomodules of Λq(V ), and the coactions satisfy
ρV (vJ ) =
∑
|I|=r
vI ⊗ ξ
I
J , ρV ∗(v
∗
J ) =
∑
|I|=r
v∗I ⊗ (ξ
I
J )
∗ (|J | = r). (4.8)
From this it follows immediately that
∆(ξIJ ) =
∑
|K|=r
ξIK ⊗ ξ
K
J (|I|, |J | = r) (4.9)
and hence ∑
|K|=r
ξIKS(ξ
K
J ) = δI,J (|I|, |J | = r). (4.10)
We furthermore recall (cf. [NYM, (3.2)]) that the quantum minors satisfy
(ξIJ )
∗ = S(ξJI ) =
sgnq(J ; J
c)
sgnq(I; Ic)
ξI
c
Jc det
−1
q (|I| = |J | = r), (4.11)
where Ic := {1, . . . , n} \ I.
The Aq(U)-comodule Λ
r
q(V ) resp. Λ
r
q(V
∗) has highest weight Λr := ε˜1+ · · ·+ ε˜r
resp. Λn−r − Λn = −ε˜n−r+1 − · · · − ε˜n with highest weight vector v1 ∧ · · · ∧ vr
resp. v∗n ∧ · · · ∧ v
∗
n−r+1. The inner product on Λ
r
q(V ) such that 〈vI , vJ〉 = δI,J
is Aq(U)-invariant. On the space Λ
r
q(V
∗) we have the invariant inner product
〈v∗I , v
∗
J 〉 := δI,Jq
−〈2ρ,ε˜I〉, where ε˜I :=
∑
i∈I ε˜i.
Let Uq(g) = Uq(gl(n,C)) denote the quantized universal enveloping algebra (cf.
Drinfel’d [Dr], Jimbo [J]) associated with the Lie algebra g = gl(n,C). In our
notation we essentially adhere to Noumi [N, §1]. We refer to this last paper for any
details not treated here. The algebra Uq(g) is generated by elements q
h (h ∈ P )
and ei, fi (1 ≤ i ≤ n− 1) subject to the quantized Weyl-Serre relations.
More useful for the purposes of this paper are the L-operators L+ij , L
−
ij ∈ Uq(g)
(1 ≤ i, j ≤ n). They generate Uq(g) subject to certain commutation relations
that may be conveniently expressed by means of the matrix R defined in (4.1) (cf.
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[RTF]). The matrices L± := (L±ij) are upper resp. lower triangular, and L
±
ii = q
±ε˜i
(1 ≤ i ≤ n). The Hopf ∗-algebra structure on Uq(g) is uniquely determined by
∆(L±ij) =
∑
k
L±ik ⊗ L
±
kj , ε(L
±
ij) = δij , (L
±
ij)
∗ = S(L∓ji) (1 ≤ i, j ≤ n) (4.12)
The involution τ = ∗ ◦ S : Uq(g)→ Uq(g) acts on the generators as
τ(L±ij) = L
∓
ji (1 ≤ i, j ≤ n). (4.13)
There is a natural Hopf ∗-algebra duality 〈· , ·〉 between Uq(g) and Aq(U). This
means in particular that we have
〈u, ϕ∗〉 = 〈τ(u), ϕ〉, 〈u∗, ϕ〉 = 〈u, τ(ϕ)〉 (u ∈ Uq(g), ϕ ∈ Aq(U)). (4.14)
We write Uq(h) for the subalgebra generated by the q
h (h ∈ P ). It is Laurent
polynomial in the elements qε˜i (1 ≤ i ≤ n). There is an induced Hopf ∗-algebra
duality between Uq(h) and A(T) such that
〈qh , zλ〉 := q〈h,λ〉, zλ = zλ11 · · · z
λn
n (h, λ ∈ P ).
For a right Aq(U)-comodule (M,ρM ), the Aq(U)-coaction ρM can be “differenti-
ated” using the Hopf algebra pairing 〈·, ·〉. This yields a left Uq(g)-module structure
on M (cf. [NYM]). To be precise, the left Uq(g)-action on M is defined by
X · v :=
∑
(v)
〈X, v(2)〉v(1), (X ∈ Uq(g), v ∈M), (4.15)
where ρM (v) =:
∑
(v) v(1)⊗v(2) ∈M ⊗Aq(U) for v ∈M . For example, differentiat-
ing the vector corepresentation (4.4), the corresponding left Uq(g)-action gives rise
to an algebra homomorphism ρV : Uq(g)→ End(V ), which is uniquely determined
by the formulas
R± =
∑
ij
eij ⊗ ρV (L
±
ij), (R
±)−1 =
∑
ij
eij ⊗ ρV (S(L
±
ij)). (4.16)
Here R− := R−1, R+ = PRP , and P =
∑
i,j eij ⊗ eji is the permutation opera-
tor. By differentiation of right Aq(U)-coactions, a 1-1 correspondence is obtained
between right Aq(U)-comodule structures on a finite-dimensional vector space M
and P -weighted left Uq(g)-module structures on M . Recall that M is P -weighted
if it is spanned by vectors that transform under Uq(h) according to q
h · v = q〈h,λ〉v
(λ ∈ P ). A highest weight vector v of highest weight λ in a left Uq(g)-module M is
then characterized by the conditions L−ij ·v = 0 (i > j) (or, equivalently, X
+
i ·v = 0
for i ∈ [1, n− 1]) and qh · v = q〈h,λ〉v. There is a similar relationship between left
Aq(U)-comodules and right Uq(g)-modules. For a right Uq(g)-module M , a weight
vector 0 6= v ∈ M is a highest weight vector if v · L+ij = 0 (i < j) (or, equivalently,
v ·X−i = 0 for i ∈ [1, n− 1]).
Remark 4.2. For a right Aq(U)-comodule (M,ρM ) and for an element v ∈ M , we
write v◦ when considering v as an element in the left Aq(U)-comodule (M
◦, ρ◦M )
(cf. Remark 4.1). Then the differentiated right Uq(g)-module structure on M
◦ is
related to the differentiated left Uq(g)-module structure onM by v
◦ ·X = (X∗ ·v)◦,
where v ∈M and X ∈ Uq(g).
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The coalgebra structure of Aq(U) naturally induces a Aq(U)-bicomodule struc-
ture on Aq(U). By differentiating this Aq(U)-bicomodule structure, Aq(U) becomes
a Uq(g)-bimodule with Uq(g)-symmetry. The action of the L-operators is then given
by
L±1 · T2 = T2R
±, T2 · L
±
1 = R
±T2. (4.17)
Obviously, the irreducible decomposition of the Uq(g)-bimodule Aq(U) is given by
(4.3). This decomposition may also be characterized as the simultaneous eigenspace
decomposition of Aq(U) under the action of the center Z ⊂ Uq(g).
It can be shown that the pairing 〈· , ·〉 is doubly non-degenerate (cf. [KS, Cor.
23, 54]). In particular, Aq(U) can be embedded as Hopf ∗-algebra into the Hopf
∗-algebra dual of Uq(g). The image under this embedding is the Hopf subalgebra
spanned by matrix elements of finite-dimensional P -weighted Uq(g)-modules.
5. Spherical corepresentations
We call Aq(K) := Aq(U(n− l))⊗Aq(U(l)) the quantized coordinate ring of K.
Corresponding to the embedding (2.3) there is an obvious surjective Hopf ∗-algebra
morphism πK : Aq(U(n)) → Aq(K). Write Aq(U/K) for the right Aq(K)-fixed
elements in Aq(U), i.e.
Aq(U/K) := {ϕ ∈ Aq(U) | (id⊗ πK) ◦∆(ϕ) = ϕ⊗ 1}. (5.1)
Observe that Aq(U/K) is a left Aq(U)-comodule ∗-subalgebra of Aq(U). The alge-
bra Aq(U/K) can be interpreted as a quantized algebra of functions on the complex
Grassmannian U/K.
For the study of Aq(U/K) it is important to obtain explicit information about
Aq(K)-spherical corepresentations of Aq(U), i.e. finite-dimensional right Aq(U)-
comodules with non-zero Aq(K)-fixed vectors. Recall that a vector v in a right
Aq(U)-comodule M with comodule mapping ρM : M →M ⊗Aq(U) is Aq(K)-fixed
if
(id⊗πK) ◦ ρM (v) = v ⊗ 1. (5.2)
One defines Aq(K)-fixed vectors in left Aq(U)-comodules in a similar way. In this
section we discuss the proof of the following theorem, which states in particular
that the pair (Aq(U), Aq(K)) is a quantum Gelfand pair:
Theorem 5.1. Every finite-dimensional irreducible corepresentation of Aq(U) has
at most one Aq(K)-fixed vector (up to scalar multiples). The finite-dimensional
corepresentations with non-zero Aq(K)-fixed vectors are parametrized by the classi-
cal sublattice P+K of spherical dominant weights (cf. §2).
Remark 5.2. Let M be a finite-dimensional right Aq(U)-comodule. It follows from
Remark 4.1 that a vector v ∈ M is Aq(K)-fixed if and only if v ∈ M◦ is Aq(K)-
fixed. Hence, any statement about Aq(K)-fixed vectors in right Aq(U)-comodules
immediately translates to a corresponding statement for left Aq(U)-comodules and
vice-versa.
For the proof of Theorem 5.1 it suffices to show that the irreducible decom-
position of VR(λ) as a right Aq(K)-comodule is the same as the decomposition
of the irreducible finite-dimensional representation of U(n) with highest weight λ
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when restricted to the subgroup K. One way of establishing this result is by dif-
ferentiating the coaction of Aq(U) on VR(λ) using the doubly non-degenerate Hopf
algebra pairing between Aq(U) and Uq(g). Then the desired result follows from
well-known results on the representation theory of quantized universal enveloping
algebras. This approach is quite general, and is treated in more detail in [SD].
In this section we discuss another proof of Theorem 5.1 which does not rely on
the quantized universal enveloping algebra technique. The strategy will be to relate
the decomposition of the restriction to Aq(K) of the right Aq(U)-comodule VR(λ)
(λ ∈ P+) to characters on the maximal torus T. The following general result about
corepresentation theory of semisimple coalgebras is needed (a coalgebra is said to
be semisimple if every finite-dimensional A-comodule is completely reducible).
Proposition 5.3. Let A and B be semisimple coalgebras. Then every finite-dimen-
sional A⊗B-comodule is completely reducible. Write {Vα |α ∈ Aˆ} and {Vβ |β ∈ Bˆ}
for a complete set of mutually inequivalent, irreducible, finite-dimensional right A-
and B-comodules, respectively. Then
{Vα ⊠ Vβ |α ∈ Aˆ, β ∈ Bˆ} (5.3)
is a complete set of mutually inequivalent irreducible finite-dimensional right A⊗B-
comodules. Here Vα ⊠ Vβ = Vα ⊗ Vβ as a vector space and it has right comodule
structure given by ρα ⊠ ρβ := σ23 ◦ (ρα ⊗ ρβ), where σ23 is the flip of the second
and third tensor component and where ρα and ρβ are the right comodule mappings
of Vα and Vβ, respectively.
The proof of the proposition is similar to the analogous, well-known result for
tensor products of semisimple algebras and will therefore be omitted here.
For λ ∈ P+ with λn ≥ 0, define the Schur polynomial sλ(z) ∈ A(T) by
sλ(z) := ∆
−1(z)
∑
w∈Sn
(−1)l(w)zw(λ+ρ),
with ∆(z) :=
∏
i<j(zi − zj) the Vandermonde determinant. For arbitrary λ ∈
P+ with λn ≥ −m (m ∈ Z) define sλ(z) := z
−mΛnsλ+mΛn(z) ∈ A(T). Then
the sλ (λ ∈ P+) are well-defined and form a basis of the subalgebra A(T)Sn of
symmetric Laurent polynomials. Recall that the character of a finite-dimensional
Aq(U)-comodule M is defined by χM :=
∑
i πii ∈ Aq(U), where the πij ∈ Aq(U)
are the matrix coefficients of M with respect to a basis of M . The character χM
is independent of the particular choice of basis for M . As shown in [NYM, (3.22)],
the character χλ ∈ Aq(U) of the irreducible comodule VR(λ) satisfies
(χλ)|T = sλ(z) (λ ∈ P
+), (5.4)
as in the classical case (q = 1).
Proposition 5.4. Let λ ∈ P+. The restriction of the Aq(U)-comodule VR(λ) to
Aq(K) decomposes as
VR(λ) ≃
⊕
µ,ν
(VR(µ)⊠ VR(ν))
⊕cλµ,ν , (5.5)
the sum ranging over µ ∈ P+n−l, ν ∈ P
+
l . Here the c
λ
µ,ν are the non-negative integers
characterized by
sλ(z1, . . . , zn) =
∑
µ,ν
cλµ,νsµ(z1, . . . , zn−l)sν(zn−l+1, . . . , zn), (5.6)
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the sum ranging over µ ∈ P+n−l, ν ∈ P
+
l .
Proof. There exists a decomposition (5.5) for certain uniquely determined non-
negative integers cλµ,ν by the previous proposition. It follows from (5.4) that the
cλµ,ν satisfy (5.6), since χM⊠N = χM ⊗ χN ∈ Aq(K) for a finite-dimensional right
Aq(U(n− l))-comoduleM and a finite-dimensional right Aq(U(l))-comodule N .
We conclude from Proposition 5.4 that the abstract decomposition of an arbitrary
finite-dimensional right Aq(U)-comodule M into irreducible Aq(K)-comodules is
the same as in the classical (q = 1) case. Hence, at this point we see that Theorem
5.1 is a consequence of Theorem 2.1.
Remark 5.5. The proof of Theorem 5.1 can also be derived from Proposition 5.4 us-
ing the Littlewood-Richardson rule (cf. Macdonald [M2]), which is a combinatorial
rule for computing the coefficients cλµ,ν in (5.6).
6. A one-parameter family of quantum Grassmannians
In this section we define a family of quantum Grassmannians depending on one
real parameter −∞ < σ < ∞ (cf. [NDS, §2]). The key ingredient in the definition
will be the n× n complex matrix Jσ defined by
Jσ :=
∑
1≤k≤l
(1− q2σ)ekk +
∑
l<k<l′
ekk −
∑
1≤k≤l
qσekk′ −
∑
1≤k≤l
qσek′k, (6.1)
where k′ := n − k + 1 (1 ≤ k ≤ n). Observe that limσ→∞ J
σ = J∞, where J∞ is
defined by
J∞ :=
n−l∑
k=1
ekk. (6.2)
The subspace kσ ⊂ Uq(g) is by definition spanned by the coefficients of the matrix
L+Jσ − JσL− ∈ End(V )⊗ Uq(g). (6.3)
It follows from (4.12) that kσ is a two-sided coideal in Uq(g), i.e. ∆(k
σ) ⊂ Uq(g) ⊗
kσ + kσ ⊗ Uq(g) and ε(kσ) = 0. This remains true when Jσ is replaced by any
n× n matrix J in the definition of kσ. Moreover, since Jσ is a symmetric matrix,
it follows from (4.13) that kσ is τ -invariant.
Define the subalgebra Aq(k
σ\U) ⊂ Aq(U) as the subspace of all left kσ-invariant
elements in Aq(U), i.e. all a ∈ Aq(U) such that kσ · a = 0. As is well-known (cf.
for instance [DK1, Prop. 1.9]), the fact that kσ is a τ -invariant two-sided coideal
implies that Aq(k
σ\U) is a ∗-subalgebra which is invariant under the right Uq(g)-
action on Aq(U) (or, equivalently, the left coaction of Aq(U) on itself). Important
for the study of Aq(k
σ\U) is the fact that X = Jσ is a solution of the reflection
equation
R12X1R
−1
12 X2 = X2R
−1
21 X1R21, (6.4)
where R12 := R, R21 := PRP (= R
+), X1 = X ⊗ idV and X2 := idV ⊗ X . This
fact can be verified by direct computations.
Remark 6.1. The algebra Aq(k
σ\U) can be considered as a quantized coordinate
ring on the complex Grassmannian U(n)/(U(n− l)×U(l)) in the following way (see
[NDS] for more details). The quantum space of n×n Hermitean matrices is defined
as the algebra generated by X = (xij)ij with relations given by the reflection
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equation (6.4). It can be endowed with a ∗-structure and a left Aq(U)-coaction
(the quantum analogue of the adjoint action). Since Jσ is a solution of (6.4) it
gives rise to a (∗-invariant) character of the quantized algebra of functions on the
space of Hermitean matrices. In other words, Jσ corresponds to a classical point
in the quantum space of Hermitean matrices. Then Aq(k
σ\U) may be considered
as the quantized algebra of functions on the adjoint orbit of the classical point
corresponding to Jσ (see [NDS, Prop. 2.4]). Since Jσ has two different eigenvalues
1 and −q2σ with multiplicity n− l and l respectively, this quantum adjoint orbit is
isomorphic with the complex Grassmannian U(n)/(U(n− l)× U(l)).
The quantized function algebra Aq(U/K) (5.1) can formally be interpreted as
the algebra Aq(k
σ\U) with σ →∞. To make this a little bit more explicit, we write
L+ =
11L+ 12L+ 13L+0 22L+ 23L+
0 0 33L+
 , L− =
11L− 0 021L− 22L− 0
31L− 32L− 33L−
 ,
where 11L+ is an l× l matrix, 22L+ an (n− 2l)× (n− 2l) matrix etc. Let D be the
l× l matrix with 1’s on the antidiagonal and 0’s everywhere else. The coefficients of
the matrix L+Jσ−JσL− coincide with the coefficients of the following six matrices
up to a sign:
(i) qσ(D · 31L− − 13L+ ·D) + (1− q2σ)(11L+ − 11L−)
(ii) 12L+ + qσD · 32L−,
(iii) 23L+ · qσD + 21L−,
(iv) 22L+ − 22L−, (6.5)
(v) 11L+ · qσD − qσD · 33L−,
(vi) 33L+ · qσD − qσD · 11L−.
Obviously, the coefficients of the following matrix are also contained in kσ:
(vii) qσ(D · 13L+ − 31L− ·D) + (1− q2σ)(33L+ − 33L−). (6.6)
For later use, observe that the following elements of the “Cartan subalgebra” Uq(h)
belong to kσ:
L+ii − L
−
ii (l < i < l
′), L+ii − L
−
i′i′ (1 ≤ i ≤ l), L
−
ii − L
+
i′i′ (1 ≤ i ≤ l). (6.7)
It is clear from (6.5) and (6.6) that, in the limit σ →∞, the matrices in (i)–(vii)
tend either to zero or to the following matrices
11L+ − 11L−, 12L+, 21L−, 22L+ − 22L−, 33L+ − 33L−. (6.8)
Again, the subspace k∞ ⊂ Uq(g) spanned by the coefficients of the matrices in (6.8)
is a τ -invariant two-sided coideal. Now, on the one hand, k∞-invariance in a left or
right Uq(g)-module M is obviously the same as invariance with respect to the Hopf
∗-subalgebra
Uq(k) := Uq(gl(n− l,C))⊗ Uq(gl(l,C)) →֒ Uq(gl(n,C)),
where invariance of v ∈M with respect to u ∈ Uq(g) should be interpreted as u ·v =
ε(u)·v (ifM is a left Uq(g)-module). Using the Hopf algebra duality between Aq(U)
and Uq(g) it can be easily shown that invariance of v ∈M with respect to Uq(k) is
the same as invariance with respect to Aq(K) (cf. [DK1, Prop. 1.12]). It follows that
Aq(K)-invariance is equivalent to k
∞-invariance, hence Aq(k
∞\U) = Aq(U/K).
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Remark 6.2. It should be observed that the matrix J∞ also satisfies the reflection
equation (6.4), but the subspace spanned by the coefficients of the matrix L+J∞−
J∞L− is strictly smaller than k∞ and of little use for the purposes of this paper.
The following lemma is now a direct consequence of the arguments given above.
Lemma 6.3. Let M be a finite-dimensional right Aq(U)-comodule with linear ba-
sis {vi}i. Consider M as left Uq(g)-module using the differentiated action (4.15).
Suppose that vσ :=
∑
i ci(σ)vi (ci(σ) ∈ C) is a k
σ-fixed vector for all σ ∈ R and
that ci := limσ→∞ ci(σ) exists for all i. Then
∑
i civi is an Aq(K)-fixed vector in
M .
Remark 6.4. In some suitable algebraic sense (cf. [CP, Prop. 9.2.3]) the algebra
Uq(g) “tends” to U(g) when q tends to 1. The corresponding limits of the L-ope-
rators are given by
L±ij/(q − q
−1)→ ±eji (i ≶ j), (q
εi − q−εi)/(q − q−1)→ eii
(cf. [N, (1.10), (1.11)]). Hence, by (6.8) respectively (6.5), the subspace kσ ⊂ Uq(g)
(σ =∞ respectively σ = 0) tends to the Lie subalgebra k = gl(n− l,C)⊕gl(l,C) ⊂ g
respectively k′ ⊂ g (cf. §2) in the limit q → 1.
Reflection equations play an important role in the quantization of symmetric
spaces (cf. [N, §2], [NS1]). For the purposes of this chapter, the importance of
this equation lies in the following fact. Recall that a vector w in a left Uq(g)-
module M is called kσ-fixed if kσ ·w = 0 (a similar definition can be given for right
Uq(g)-modules).
Proposition 6.5. ([NS2, Prop. 3.1], [NDS]) Let J be any n × n complex matrix.
Write kJ ⊂ Uq(g) for the two-sided coideal spanned by the coefficients of L+J−JL−.
The element
wJ :=
∑
i,j
Jijvi ⊗ v
∗
j ∈ V ⊗ V
∗
in the left Uq(g)-module V ⊗ V ∗ is a kJ -fixed vector if and only if J satisfies the
reflection equation (6.4).
Proof. In the proof the same notational conventions as in [N, Proof of Proposition
2.3] will be used. Recall that the Uq(g)-module structure on V
∗ corresponding to
the dual Aq(U)-comodule V
∗ is given by
u · v∗(v) := v∗(S(u) · v) (u ∈ Uq(g), v
∗ ∈ V ∗, v ∈ V ).
Set v := (v1, . . . , vn), then it follows from (4.16) that
L±1 · v2 = v2 · R
±
12, L
+
1 · v
∗
2 = v
∗
2 · (R
−
21)
t2 , L−1 · v
∗
2 = v
∗
2 · (R
+
21)
t2 . (6.9)
Here t2 denotes transposition with respect to the second tensor factor. An equation
like L+1 · v2 = v2 · R
+
12 should be interpreted as L
+
ij · vk =
∑n
l=1(R
+
12)
il
jkvl for all
1 ≤ i, j, k ≤ n, where R+12 =
∑
i,j,k,l(R
+
12)
ik
jl eij ⊗ ekl. Using the identities (6.9) one
computes in shorthand notation,
L+J · wJ = L+1 · (v2J2 ⊗ (v
∗)t2)J1 = (L
+
1 · v2)J2 ⊗ L
+
1 · (v
∗)t2J1
= v2R
+
12J2R
−
21J1 ⊗ (v
∗)t2,
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since by (6.9) one has L+1 · (v
∗)t2 = R
−
21 · (v
∗)t2. On the other hand,
JL− · wJ = J1L
−
1 · (v2J2 ⊗ (v
∗)t2) = J1v2R
−
12J2 ⊗ L
−
1 · (v
∗)t2
= v2J1R
−
12J2R
+
21 ⊗ (v
∗)t2,
since by (6.9) one has L−1 ·(v
∗)t2 = R
+
21(v
∗)t2. It follows from the two preceding com-
putations that wJ is kJ -fixed if and only if R+12J2R
−
21J1 = J1R
−
12J2R
+
21. Multiplying
this last equation from the left and from the right by the permutation operator P
gives (6.4), which proves the proposition.
By Proposition 6.5 and the fact that the matrix Jσ satisfies the reflection equation
(6.4), it follows that
wσ :=
∑
ij
Jσijvi ⊗ v
∗
j ∈ V ⊗ V
∗ (6.10)
is a kσ-fixed vector in the left Uq(g)-module V ⊗ V ∗. Observe that limσ→∞ wσ =
w∞, with w∞ the right Aq(U/K)-fixed vector defined by
w∞ :=
∞∑
ij
J∞ij vi ⊗ v
∗
j =
n−l∑
i=1
vi ⊗ v
∗
i . (6.11)
Since V ⊗ V ∗ ≃ V (̟1) ⊕ V (0) as left Uq(g)-modules (where V (0) is the trivial
module) and since wσ has a non-zero weight component of weight ̟1, it follows
that V (̟1) has a non-zero k
σ-fixed vector.
Next we construct a right kσ-fixed vector in V ◦ ⊗ (V ∗)◦. Observe that a vector
w˜ =
∑
i,j J˜ijvi ⊗ v
∗
j ∈ V
◦ ⊗ (V ∗)◦ for a real matrix J˜ =
∑
ij J˜ijeij is right k
σ-fixed
if and only if w˜ is left S(kσ)-fixed as element in V ⊗ V ∗ by the τ -invariance of kσ
and by Remark 4.2. Reasoning as in the proof of Proposition 6.5, it follows that w˜
is left S(kσ)-fixed if J˜ is a solution of the linear equation
Jσ1 (R
−
21)
t1 J˜2
(
(R−21)
t1
)−1
= Rt1 J˜2
(
Rt1
)−1
Jσ1 (6.12)
where Jσ is given by (6.1). A solution J˜ = J˜σ of (6.12) is given by
J˜σ :=
∑
1≤k≤l
(1− q2(n−2l)q2σ)ekk+
∑
l<k<l′
ekk
−qσ−1
∑
1≤k≤l
q2(k−l)ekk′ − q
σ−1
∑
1≤k≤l
q2(k
′−l)ek′k.
(6.13)
We write w˜σ =
∑
ij J˜
σ
ijvi ⊗ v
∗
j for the corresponding right k
σ-fixed vector in V ◦ ⊗
(V ∗)◦. In the same way as in the case of left kσ-fixed vectors it follows that V (̟1)
◦
has a non-zero right kσ-fixed vector. Observe that limσ→∞ w˜
σ = w∞, with w∞ the
Aq(K)-fixed vector given by (6.11).
Recall from the previous section that V (λ) has at most one k∞-fixed vector up to
scalar multiples, and that V (λ) has non-zero k∞-fixed vectors if and only if λ ∈ P+K
(cf. Theorem 5.1). We have the following analogous statement for kσ-fixed vectors
(−∞ < σ <∞).
Theorem 6.6. ([NDS, Thm. 2.6]) Let λ ∈ P+ and fix −∞ < σ < ∞. The ir-
reducible left Uq(g)-module V (λ) with highest weight λ has at most one k
σ-fixed
vector (up to scalar multiples). There exist non-zero kσ-vectors in V (λ) if and only
if λ ∈ P+K . The same statement holds for right k
σ-fixed vectors in V (λ)◦.
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In the remainder of this section a proof of Theorem 6.6 will be given. Fix a
parameter −∞ < σ <∞. First of all, we have the following crucial lemma.
Lemma 6.7. Let λ ∈ P+ and fix −∞ < σ < ∞. Then any non-zero kσ-fixed
vector in the left Uq(g)-module V (λ) has a non-zero weight component of highest
weight λ. The same statement holds for the right Uq(g)-module V (λ)
◦.
The proof of the lemma follows by analyzing the particular form of the two-sided
coideal kσ. The details are omitted here, since the proof is analogous to the proof
of [N, Lemma 3.2] and [DN1, Prop. 3.2].
Since the vector subspace of V (λ) (respectively V (λ)◦) consisting of weight vec-
tors of weight λ is one-dimensional, it follows from Lemma 6.7 that every irreducible
finite-dimensional P -weighted Uq(g)-module has at most one k
σ-fixed vector up to
scalar multiples.
Set PK = ⊕1≤r≤lZ̟r, where ̟r are the fundamental spherical weights (cf. §2).
Observe that the assignment λ 7→ λ♮ as defined in §2 extends to a bijection from
PK onto PΣ. For µ ∈ PΣ, we write µ
♭ ∈ PK for the inverse of µ under the bijection
♮. For later use let us record the following elementary facts. Recall that W = Wl
denotes the Weyl group of the root system Σ (cf. §2).
Lemma 6.8. The bijection λ 7→ λ♮ preserves the dominance ordering on PK and
PΣ. If ν ∈ PK then the image under λ 7→ λ
♮ of
(
Sn ·ν
)
∩PK is equal to the W-orbit
W · ν♮ in PΣ.
The following lemma is immediate from the fact that the Cartan type elements
listed in (6.7) belong to kσ.
Lemma 6.9. Let λ ∈ P+K , −∞ < σ <∞ and assume that v ∈ V (λ) is a non-zero
left kσ-fixed vector. Let v =
∑
µ≤λ vµ be the decomposition of v in weight vectors,
where vµ has weight µ ∈ P . Then vµ = 0 unless µ ∈ PK . The same statement is
valid for the right Uq(g)-module V (λ)
◦.
It follows from Lemma 6.7 and Lemma 6.9 that if V (λ) (respectively V (λ)◦) has
a non-zero kσ-fixed vector, then λ ∈ P+K .
To finish the proof of Theorem 6.6 we have to show that all modules V (λ) and
V (λ)◦ (λ ∈ P+K ) have non-zero k
σ-fixed vectors. The existence of non-trivial kσ-fixed
vectors in V (̟1) and in V (̟1)
◦ is already proved. Explicit intertwining operators
Ψ̂r : (V ⊗ V
∗)⊗r → Λrq(V )⊗ Λ
r
q(V
∗), (1 ≤ r ≤ l)
will be constructed to prove the existence of kσ-fixed vectors in higher fundamental
spherical representations. The proof of Theorem 6.6 is then completed by com-
puting the so-called principal term of Ψ̂r
(
(wσ)⊗r
)
, with wσ ∈ V (̟1) the kσ-fixed
vector given by (6.10).
Before giving the construction of Ψ̂r, we first introduce the notion of principal
term of a vector v ∈ Λrq(V )⊗ Λ
r
q(V
∗) (cf. [NS2], [Su]). For the present setting it is
convenient to use a slightly modified definition of Noumi’s and Sugitani’s notion of
principal term (cf. [NS2], [Su]). The definition is based on certain specific properties
of the comodule Λrq(V )⊗Λ
r
q(V
∗). The comodule Λrq(V )⊗Λ
r
q(V
∗) has a multiplicity-
free decomposition
Λrq(V )⊗ Λ
r
q(V
∗) ∼=
r⊕
s=0
V (̟s) (1 ≤ r ≤ l) (6.14)
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as right Aq(U)-comodules, where ̟0 := 0 ∈ P
+
K . The decomposition (6.14) can be
proved by computing the restriction of the character of the module Λrq(V )⊗Λ
r
q(V
∗)
to the torus and using the classical Pieri formula for Schur functions [M2, I, (5.17)]
(cf. Proposition 5.4). Due to the multiplicity-free decomposition (6.14), the module
Λrq(V )⊗Λ
r
q(V
∗) is very useful for the study of kσ-fixed vectors in V (̟r), as will be
shown in the remainder of this chapter as well as in the next chapter. It follows from
(6.14) that all the weights µ ∈ P of the module Λrq(V ) ⊗ Λ
r
q(V
∗) are ≤ ̟r, where
≤ denotes the dominance order. The vector v[1,r] ⊗ v
∗
[n−r+1,n] ∈ Λ
r
q(V ) ⊗ Λ
r
q(V
∗)
is the highest weight vector of the unique copy of V (̟r) within Λ
r
q(V ) ⊗ Λ
r
q(V
∗).
Suppose now that v =
∑
µ≤̟r
vµ is the weight space decomposition of a vector
v ∈ Λrq(V )⊗Λ
r
q(V
∗), where vµ is the weight component of weight µ ∈ P . Then the
principal term of v is defined by
[v] :=
∑
ν∈W(1r)
vν♭ (6.15)
(cf. [NS2], [Su]), where W acts on (1r) ∈ P+Σ ⊂ PΣ = Z
l by permutations and sign
changes (cf. §2). It follows from Lemma 6.8 that the principal term of a vector
v ∈ Λrq(V )⊗ Λ
r
q(V
∗) lies in the unique copy of V (̟r) within Λ
r
q(V )⊗ Λ
r
q(V
∗). By
Lemma 6.9 and Lemma 6.8 one has:
Lemma 6.10. Let v be a non-zero kσ-fixed vector in Λrq(V ) ⊗ Λ
r
q(V
∗). If v − [v]
has a non-zero weight component of weight ν then ν ∈ PK and ν♮ ∈ C(̟r), where
C(µ) := {µ′ ∈ PΣ |wµ
′ < µ ∀w ∈ W} (µ ∈ P+Σ ) (6.16)
is the strict integral convex hull of Wµ.
In the next proposition, the principal term of a kσ-fixed vector in Λrq(V )⊗Λ
r
q(V
∗)
(respectively in Λrq(V )
◦⊗Λrq(V
∗)◦) is compared with the elements ur, u˜r (1 ≤ r ≤ l)
defined by
ur :=
∑
I⊂[1,l]∪[l′,n]
|I|=r,I∩I′=∅
vI ⊗ v
∗
I′ , u˜r :=
∑
I⊂[1,l]∪[l′,n]
|I|=r,I∩I′=∅
q〈2ρ,ε˜I′ 〉vI ⊗ v
∗
I′ (6.17)
where I ′ := {i′ | i ∈ I}. The element ur lies in the unique copy of V (̟r) within
Λrq(V ) ⊗ Λ
l
q(V
∗), whereas u˜r lies in the unique copy of V (̟r)
◦ within Λrq(V )
◦ ⊗
Λrq(V
∗)◦. Observe that by the explicit form of the kσ-fixed vectors wσ respectively
w˜σ, we have
[wσ] = −qσu1, [w˜
σ ] = −qσ−1q2(1−l)u˜1. (6.18)
For the construction of the intertwiner Ψ̂r, consider now the linear bijection β : V
∗⊗
V → V ⊗ V ∗ determined by
β(v∗i ⊗ vj) = q
−δijvj ⊗ v
∗
i + (q
−1 − q)δij
∑
k<j
vk ⊗ v
∗
k. (6.19)
Write Vi := V , V
∗
i := V
∗ (1 ≤ i ≤ r). Define a linear bijection
Ψr : (V1 ⊗ V
∗
1 )⊗ · · · ⊗ (Vr ⊗ V
∗
r )→ (V1 ⊗ · · · ⊗ Vr)⊗ (V
∗
1 ⊗ · · · ⊗ V
∗
r )
by
Ψr := β1,r ◦ β2,r ◦ · · · ◦ βr−1,r ◦ · · · ◦ β13 ◦ β23 ◦ β12, (6.20)
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where βij acts by definition as the identity on all factors of the tensor product
except for V ∗i ⊗ Vj , on which it is equal to β. Write
prr : V
⊗r → Λrq(V ), pr
∗
r : (V
∗)⊗r → Λrq(V
∗)
for the canonical projections. We now have the following generalization of (6.18).
Proposition 6.11. Let 1 ≤ r ≤ l. The operator
Ψ̂r : (V ⊗ V
∗)⊗r → Λrq(V )⊗ Λ
r
q(V
∗)
defined by Ψ̂r := (prr⊗ pr
∗
r) ◦Ψr is a surjective intertwiner, and
[Ψ̂r
(
(wσ)⊗r
)
] = cr(σ)ur , cr(σ) :=
(
qσ
q2 − 1
)r (
q2; q2
)
r
,
[Ψ̂r
(
(w˜σ)⊗r
)
] = c˜r(σ)u˜r , c˜r(σ) :=
(
qσ−1q2(1−l)
q2 − 1
)r (
q2; q2
)
r
.
Before giving a proof of Proposition 6.11, we first show how it implies Theorem
6.6. Since kσ is a two-sided coideal and Ψr an intertwining operator, Proposi-
tion 6.11 shows that Ψr
(
(wσ)⊗r
)
is a non-zero kσ-fixed vector. Proposition 6.11
implies that the principal term of Ψr
(
(wσ)⊗r
)
is non-zero, hence it follows that
V (̟r) (1 ≤ r ≤ l) has a non-zero kσ-fixed vector. Since any λ ∈ P
+
K can be writ-
ten as a positive integral linear combination of the fundamental spherical weights
{̟r}1≤r≤l, it follows by an easy argument using tensor products and Lemma 6.7
that any λ ∈ P+K is actually spherical. For right k
σ-fixed vectors the same argument
holds, since Ψ̂r is also an intertwiner as map from the module (V
◦ ⊗ (V ∗)◦)⊗r to
Λrq(V )
◦ ⊗ Λrq(V
∗)◦ (cf. Remark 4.1).
So it remains to prove Proposition 6.11. The proof of this proposition, which
proceeds by induction on r, is broken up into a couple of lemmas.
Lemma 6.12. For 2 ≤ r ≤ n+ 1 the linear mapping
Φ̂r : Λ
r−1
q (V
∗)⊗ V → V ⊗ Λr−1q (V
∗)
defined on the basis vectors v∗I ⊗ vj (|I| = r − 1, 1 ≤ j ≤ n) by
Φ̂r(v
∗
I ⊗ vj) =

vj ⊗ v∗I if j /∈ I,
q−1vj ⊗ v∗I − (q − q
−1)
∑
m<j
sgnq(I\j;m)
sgnq(I\j; j)
vm ⊗ v∗(I\j)∪m if j ∈ I
is an intertwining operator of right Aq(U)-comodules.
Proof. Let P : V ⊗V → V ⊗V denote the flip. Define a linear bijection γ : V ⊗V →
V ⊗V by γ := PR, with R as in (4.1). The action of γ on the basis vectors vi ⊗ vj
(1 ≤ i, j ≤ n) is given by
γ(vi ⊗ vj) = q
δijvj ⊗ vi + (q − q
−1)θi,jvi ⊗ vj (6.21)
with θi,j := 1 if i < j and θi,j := 0 otherwise. The fact that the commutation
relations between the tij ∈ Aq(U) can be written as RT1T2 = T2T1R (cf. §3)
implies that γ is an intertwining operator. Since R is a solution of the Quantum
Yang-Baxter Equation, γ satisfies
γ1 ◦ γ2 ◦ γ1 = γ2 ◦ γ1 ◦ γ2, (6.22)
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with γi ∈ End(V ⊗3) acting as γ on the ith and (i + 1)th tensor factors and as the
identity on the remaining factor. Note furthermore that the exterior algebra Λq(V )
is isomorphic as a right Aq(U)-comodule algebra with T (V )/I, where T (V ) is the
tensor algebra of V and I ⊂ T (V ) the two-sided ideal generated by ker(id−q−1γ) ⊂
V ⊗2 ⊂ T (V ). Consider now the intertwiner Γk : V ⊗(k−1) ⊗ V → V ⊗ Λk−1q (V )
(2 ≤ k ≤ n+ 1) defined by
Γk = (id⊗ prk−1) ◦ γ1 ◦ γ2 ◦ · · · ◦ γk−1.
Application of [HH, Lemma 4.9 (1)] to the Yang-Baxter operator q−1γ shows that
there exists a unique bijective intertwiner
Γ̂k : Λ
k−1
q (V )⊗ V → V ⊗ Λ
k−1
q (V )
such that Γk = Γ̂k ◦ (prk−1⊗ id). By a straightforward computation one verifies
that
Γ̂k(vI ⊗ vj) = q
|I∩j|vj ⊗ vI +
+ (1− q2)(−q)−k+1 sgnq(I; j)
∑
i∈I
i<j
sgnq(i; I \ i)vi ⊗ v(I\i)∪j
for I ⊂ [1, n] with |I| = k − 1 and 1 ≤ j ≤ n.
Next, the linear mapping δk : Λ
k
q(V
∗)→ Λn−kq (V )⊗C det
−1
q (1 ≤ k ≤ n) defined
on the basis elements v∗I (|I| = k) by δk(v
∗
I ) := sgnq(I; I
c)vIc ⊗ det
−1
q is a bijective
intertwiner by (4.11). With the canonical identification V ⊗C det−1q ∼= C det
−1
q ⊗V
we have an intertwining operator Φ̂r : Λ
r−1
q (V
∗)⊗ V → V ⊗ Λr−1q (V
∗) defined by
Φ̂r := q
−1(id⊗δ−1r−1) ◦ (Γ̂n−r+2 ⊗ id) ◦ (δr−1 ⊗ id).
Starting from the explicit expressions for Γ̂n−r+2 and δr−1, a straightforward cal-
culation shows that Φ̂r acts on the basis vectors v
∗
I ⊗ vj as required.
Corollary 6.13. The linear mappings β, Ψr, and Ψ̂r are right Aq(U)-comodule
homomorphisms.
Proof. The assertion follows from the previous lemma, since β = Φ̂2 and the natural
projections prr and pr
∗
r intertwine the right Aq(U)-comodule actions.
Lemma 6.14. Let 1 ≤ r ≤ l. The bijective intertwining operator
Φr : (V
∗
1 ⊗ · · · ⊗ V
∗
r−1)⊗ V1 → V1 ⊗ (V
∗
1 ⊗ · · · ⊗ V
∗
r−1)
defined by Φr := β12 ◦ β23 ◦ · · · ◦ βr−2,r−1 ◦ βr−1,r satisfies
(id⊗ pr∗r−1) ◦ Φr = Φ̂r ◦ (pr
∗
r−1⊗ id).
Proof. For I = {i1 < . . . < ir} ⊂ [1, n], set v˜∗I := v
∗
ir
⊗ . . . ⊗ v∗i2 ⊗ v
∗
i1
. It is clear
from the definitions that
(id⊗ pr∗r−1) ◦ Φr(v˜
∗
I ⊗ vj) = vj ⊗ v
∗
I if j /∈ I.
If j ∈ I, then
(id⊗ pr∗r−1) ◦ Φr(v˜
∗
I ⊗ vj) = q
−1vj ⊗ v
∗
I − (q − q
−1)
∑
m<j
c(m, j)vm ⊗ v
∗
(I\j)∪m,
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where c(m, j) := (−q)|{i∈I|m<i<j}| if m /∈ I, and c(m, j) := 0 otherwise. Using the
definition of the q-signum sgnq, it follows that c(m, j) = sgnq(I\j;m) sgnq(I\j; j)−1
if m < j, which concludes the proof of the lemma.
Observe that the multiplication maps
µ : Λq(V )⊗ Λq(V )→ Λq(V ), µ
∗ : Λq(V
∗)⊗ Λq(V
∗)→ Λq(V
∗)
are intertwiners of the Aq(U)-coactions, since Λq(V ) and Λq(V
∗) are Aq(U)-como-
dule algebras.
Lemma 6.15. The intertwining operator
Θ̂r : Λ
r−1
q (V )⊗ Λ
r−1
q (V
∗)⊗ V ⊗ V ∗ → Λrq(V )⊗ Λ
r
q(V
∗)
defined by Θ̂r := (µ⊗ µ∗) ◦ (idΛr−1q (V )⊗Φ̂r ⊗ idV ∗) satisfies
[Θ̂r(ur−1 ⊗ w
σ)] = −qσ
1− q2r
1− q2
ur
[Θ̂r(u˜r−1 ⊗ w˜
σ)] = −qσ−1q2(1−l)
1− q2r
1− q2
u˜r
for 2 ≤ r ≤ l.
Proof. If v is a vector of weight µ in the domain of Θ̂r, then Θ̂r(v) is again a weight
vector of weight µ, since Θ̂r intertwines the right Aq(U)-coaction. Hence, for a fixed
I ⊂ [1, l]∪[l′, n] with I∩I ′ = ∅ and |I| = r−1, we have that [Θ̂r(vI⊗v∗I′⊗vs⊗v
∗
t )] = 0
unless s, t 6∈ I ∪ I ′ and s 6= t. By the explicit formulas for the action of Φ̂r (cf.
Lemma 6.12), it follows that
[Θ̂r(ur−1 ⊗ w
σ)] = −qσ
∑
I,k
vI ∧ vk ⊗ v
∗
I′ ∧ v
∗
k′ = −q
σ
∑
J
cJvJ ⊗ v
∗
J′
where the first sum is taken over pairs (I, k) with I ⊂ [1, l]∪ [l′, n], k ∈ [1, l]∪ [l′, n],
|I| = r − 1, I ∩ I ′ = ∅ and k 6∈ I ∪ I ′, and the second sum is taken over subsets
J ⊂ [1, l] ∪ [l′, n] with J ∩ J ′ = ∅ and |J | = r. The corresponding constant cJ is
given by
cJ =
∑
k∈J
sgnq(J \ k; k) sgnq(k
′; J ′ \ k′) =
∑
k∈J
(
sgnq(J \ k; k)
)2
=
r−1∑
s=0
q2s =
1− q2r
1− q2
.
The proof for the leading term of Θ̂r(u˜r−1 ⊗ w˜σ) is similar.
Proposition 6.11 can now be proved by induction to r, using the previous lemma
for the induction step.
Proof of Proposition 6.11. Define an intertwiner
Θr : V
⊗(r−1) ⊗ (V ∗)⊗(r−1) ⊗ V ⊗ V ∗ → V ⊗r ⊗ (V ∗)⊗r
by
Θr := idV ⊗(r−1) ⊗Φr ⊗ idV ∗ .
It follows from Lemma 6.14 that
(prr⊗ pr
∗
r) ◦Θr = Θ̂r ◦ (prr−1⊗ pr
∗
r−1⊗ idV ⊗ idV ∗). (6.23)
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From the definitions of Ψr and Φr it follows that
Ψr = Θr ◦ (Ψr−1 ⊗ id)
and hence by (6.23)
Ψ̂r = Θ̂r ◦ (Ψ̂r−1 ⊗ id). (6.24)
This allows us to prove the proposition by induction to r. The proposition is trivial
for r = 1. Suppose that r ≥ 2. By the induction hypotheses and Lemma 6.10 we
have
Ψ̂r−1
(
(wσ)⊗r−1
)
= cr−1(σ)ur−1 +
∑
ν∈C((1r−1))
vν♭ ,
where vν♭ is some weight vector of weight ν
♭ and C(µ) is defined by (6.16). For ν ∈
C((1r−1)) we have [Θ̂r(vν♭⊗w
σ)] = 0, hence the induction step for the computation
of [Ψ̂r
(
(wσ)⊗r
)
] follows by combining Lemma 6.15 with (6.24). The leading term
[Ψ̂r
(
(w˜σ)⊗r
)
] can be computed in a similar way.
Remark 6.16. It should be observed that the proof of Theorem 6.6 differs in im-
portant details from the proof of Theorem 5.1. Observe for instance that Lemma
6.7 does not hold with kσ-fixed replaced by k∞-fixed, since any k∞-fixed vector lies
automatically in the zero weight space of the module.
7. Zonal (σ, τ)-spherical functions
In this section the kτ -invariant (−∞ < τ < ∞) functions are studied in the
quantized coordinate ring Aq(k
σ\U) (−∞ < σ < ∞). The results of this section
were announced in [NDS, §3]. The rank 1 case of these results were earlier derived
by Koornwinder [K1] for n = 2 and for arbitrary complex projective space by Noumi
and Dijkhuizen [DN1].
Let −∞ < σ, τ ≤ ∞ and denote Hσ,τ for the ∗-subalgebra of left kσ-invariant
and right kτ -invariant functions in Aq(U). From Theorem 5.1, Theorem 6.6 and
(4.3) we obtain the decomposition
Hσ,τ =
⊕
λ∈P+K
Hσ,τ (λ), Hσ,τ (λ) :=W (λ) ∩Hσ,τ , (7.1)
the subspaces Hσ,τ (λ) (λ ∈ P+K ) being one-dimensional. A non-zero element
ϕσ,τ (λ) ∈ Hσ,τ (λ) is called a zonal (σ, τ)-spherical function. Since the decom-
position (4.3) is orthogonal with respect to the inner product 〈ϕ, ψ〉 = h(ψ∗ϕ), the
zonal spherical functions ϕσ,τ (λ) (λ ∈ P+K ) are mutually orthogonal with respect
to 〈·, ·〉.
Let M denote a right Aq(U)-comodule with comodule mapping ρM and an in-
variant inner product 〈·, ·〉. With any two elements v, w ∈ M we associate the
matrix coefficient
θM (v, w) :=
∑
(w)
〈w(1), v〉w(2) ∈ Aq(U), ρM (w) =:
∑
(w)
w(1) ⊗ w(2). (7.2)
The map θM induces a linear map (denoted by the same symbol)
θM : M
◦ ⊗M → Aq(U),
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which is surjective onto the subspace spanned by the matrix coefficients ofM . If no
confusion can arise we sometimes write θ := θM . The following lemma is a direct
consequence of these definitions (cf. [N, Lemma 4.8]).
Lemma 7.1. Let M be a unitary right Aq(U)-comodule. The map θM : M
◦⊗M →
Aq(U) satisfies the following properties:
(i) θM is a Aq(U)-bicomodule homomorphism, i.e.
∆ ◦ θM = (θM ⊗ id) ◦ (id⊗ρM ), ∆ ◦ θM = (id⊗θM ) ◦ (ρ
◦
M ⊗ id), (7.3)
where ρ◦M is defined as in Remark 4.1.
(ii) θM (v, w) = τ(θM (w, v)) (v, w ∈M).
(iii) If M is irreducible of highest weight λ ∈ P+, then θM : M◦ ⊗M → W (λ) is
an isomorphism of Aq(U)-bicomodules.
Lemma 7.1 can be used to construct zonal (σ, τ)-spherical functions as follows.
Let vσ(λ) ∈ V (λ) respectively v˜τ (λ) ∈ V (λ)◦ be a non-zero kσ-fixed respectively
kτ -fixed vector (λ ∈ P+K ). Let 〈·, ·〉 be a positive definite inner product on V (λ),
and write θλ for the map θ in Lemma 7.1 with respect to the unitary comodule
(V (λ), 〈·, ·〉). Then
ϕσ,τ (λ) := θλ(v˜τ (λ), vσ(λ)) ∈ H
σ,τ (λ) (7.4)
is a zonal (σ, τ)-spherical function by Lemma 7.1. This leads to the following lemma.
Lemma 7.2. Let −∞ < σ, τ < ∞ and λ ∈ P+K . The image of ϕ
σ,τ (λ) under the
restriction map |T : Aq(U)→ A(T) is of the form
ϕσ,τ (λ)|T = cλ♮mλ♮(x) +
∑
ν∈C(λ♮)
cνx
ν , cν ∈ C, (7.5)
with cλ♮ 6= 0 and C(ν) given by (6.16). Here the notation x
ν := xν11 x
ν2
2 . . . x
νl
l for
ν = (ν1, . . . , νl) ∈ PΣ is used, with the xi (1 ≤ i ≤ l) being defined by (2.10).
Proof. Since any λ ∈ P+K can be written as a positive integral linear combination of
the fundamental spherical weights {̟r}1≤r≤l, it follows by an easy argument using
tensor products and Lemma 6.7 that (7.5) for arbitrary λ ∈ P+K follows from (7.5)
for the fundamental spherical weights {̟r}lr=1.
So fix a fundamental weight ̟r (1 ≤ r ≤ l). Consider the Aq(U)-invariant inner
product
〈vI ⊗ v
∗
J , vK ⊗ v
∗
L〉 = q
−〈2ρ,ε˜J〉δI,KδJ,L (7.6)
on Λrq(V ) ⊗ Λ
r
q(V
∗) (cf. §3) and write θ for the map (7.2) associated with the
unitary comodule
(
Λrq(V ) ⊗ Λ
r
q(V
∗), 〈·, ·〉
)
. By (6.14), the comodule V (̟r) may
be considered as an irreducible component of Λrq(V )⊗Λ
r
q(V
∗) with invariant inner
product given by the restriction of 〈·, ·〉 to V (̟r). Then, by Proposition 6.11 and
the fact that ur ∈ Λ
r
q(V )⊗Λ
r
q(V
∗) (respectively u˜r ∈ Λ
r
q(V )
◦⊗Λrq(V
∗)◦) lies in the
unique irreducible component V (̟r) (respectively V (̟r)
◦), the principal terms of
the kσ-fixed vector vσ(̟r) and the k
τ -fixed vector v˜τ (̟r) are given by
[vσ(̟r)] = crur, [v˜τ (̟r)] = c˜ru˜r (7.7)
for non-zero constants cr, c˜r ∈ C. For vµ ∈ Λrq(V ) ⊗ Λ
r
q(V
∗) of weight µ and
v˜ν ∈ Λrq(V )
◦⊗Λrq(V
∗)◦ of weight ν we have θ(v˜ν , vµ)|T = 0 if µ 6= ν, and θ(v˜µ, vµ)|T
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is a multiple of zµ. Using Lemma 6.9 and the fact that C[x±1] is the subalgebra of
A(T) spanned by the monomials zµ(= xµ
♮
) (µ ∈ PK), we obtain from (7.7) that
ϕσ,τ (λ)|T = θ
(
v˜τ (̟r), vσ(̟r)
)
|T
= θ
(
[v˜τ (̟r)], [vσ(̟r)]
)
|T
+
∑
ν∈C((1r))
dνx
ν
= d(1r)m(1r)(x) +
∑
ν∈C((1r))
dνx
ν
with d(1r) = crc˜r 6= 0, since θ(u˜r, ur)|T = m(1r)(x). This completes the proof of
(7.5) for the fundamental spherical weights.
Lemma 7.2 has the following important consequence.
Corollary 7.3. The restriction of the map |T : Aq(U) → A(T) to H
σ,τ defines an
injection from Hσ,τ into C[x±1] for −∞ < σ, τ < ∞. In particular, Hσ,τ is a
commutative algebra for −∞ < σ, τ <∞.
Recall from [RTF] and [NDS, §3] the Casimir operator
C :=
∑
ij
q2(n−i)L+ijS(L
−
ji) ∈ Uq(g).
Since C is central, it acts on W (λ) (λ ∈ P+) as a scalar χλ(C), which is given by
χλ =
n∑
k=1
q2(λk+n−k).
Also, C maps Hσ,τ into itself. Therefore, if −∞ < σ, τ <∞, the restricted Casimir
operator C : Hσ,τ → Hσ,τ induces an operator
L : Hσ,τ |T → H
σ,τ
|T ⊂ C[x
±1],
which is called the radial part of C. Explicitly, L is the map satisfying
L(ϕ|T) = (Cϕ)|T, ∀ϕ ∈ H
σ,τ .
Crucial for the identification of the zonal (σ, τ)-spherical functions is the identifi-
cation of the radial part L of the Casimir element C with the restriction to Hσ,τ |T
of an explicit second-order q2-difference operator on C[x±1]. Without proof we will
state here the result (see [NDS, §3]).
Theorem 7.4. ([NDS]) Let −∞ < σ, τ < ∞ and λ ∈ P+K . The operator L −
χλ(C) id coincides on Hσ,τ |T ⊂ C[x
±1] with a constant multiple of Koornwinder’s
second-order q2-difference operator D−Eλ♮ id in the variables x = (x1, . . . , xl) with
base q2 and parameters (t, t) = (tσ,τ , q2), given by
tσ,τ0 = −q
σ+τ+1, tσ,τ1 = −q
−σ−τ+1,
tσ,τ2 = q
σ−τ+1, tσ,τ3 = q
−σ+τ+2(n−2l)+1.
(7.8)
For a proof of the theorem for rank 1, see [DN1]. In [NS1] a proof can be found
for the special case n = 2l and σ = τ = 0.
Observe that for −∞ < σ, τ <∞ we have tσ,τ ∈ VK (cf. §3) and t
σ,τ
0 t
σ,τ
1 t
σ,τ
2 t
σ,τ
3 ∈
(0, 1). In particular, the eigenvalues Eλ♮ are mutually different for compatible
weights when −∞ < σ, τ <∞ (see §3).
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We write Dσ,τ for Koornwinder’s second-order q
2-difference operator in base q2
with parameters (t, t) = (tσ,τ , q2), and we write Eσ,τµ (µ ∈ P
+
Σ ) for the corresponding
eigenvalues. We furthermore write P σ,τµ (x) := P
K
µ (x; t
σ,τ ; q2, q2) (µ ∈ P+Σ ) for
the corresponding monic Koornwinder polynomials. By Theorem 7.4, ϕσ,τ (λ)|T ∈
C[x±1] is an eigenfunction of Dσ,τ with eigenvalue E
σ,τ
λ♮
for λ ∈ P+K . By [NS1,
Lemma 6.2], any eigenfunction ϕ(x) ∈ C[x±1] of Dσ,τ with eigenvalue Eσ,τµ (µ ∈
P+Σ ) and which is of the particular form
ϕ(x) = cµmµ(x) +
∑
ν∈C(µ)
cνx
ν
is a constant multiple of the Koornwinder polynomial P σ,τµ (x). Combined with
Lemma 7.2, the following main result of the paper [NDS] is obtained.
Theorem 7.5. ([NDS]) Let −∞ < σ, τ < ∞. The restriction ϕσ,τ (λ)|T of the
zonal spherical function ϕσ,τ (λ) ∈ Hσ,τ (λ) (λ ∈ P+K ) is equal to the Koornwinder
polynomial P σ,τ
λ♮
(x), up to a non-zero scalar multiple. In particular, |T defines an
algebra isomorphism from Hσ,τ onto C[x±1]W .
Remark 7.6. It should be observed here that the assumption −∞ < σ, τ < ∞ in
the preceding arguments is absolutely essential. In fact, the map |T : Aq(U)→ A(T)
factors through the projection πK : Aq(U) → Aq(K). This implies that the image
of Hσ,τ under |T is one-dimensional as soon as either σ or τ is infinite.
8. Limit transitions on quantum Grassmannians
In this section we study the right kτ -invariant (−∞ < τ ≤ ∞) functions in the
quantized coordinate ring Aq(U/K) = Aq(k
∞\U). Our method will be to regard
this case as a limit of the case −∞ < σ, τ <∞ by sending σ to infinity. This limit
can be made rigorous by using explicit information about the limit transitions from
Koornwinder polynomials to multivariable big and little q-Jacobi polynomials. In
the rank 1 case these results were derived earlier by Koornwinder [K1] for 2-spheres
and for arbitrary complex projective space by Noumi and Dijkhuizen [DN1].
For the proper interpretation of the limit transitions of the zonal spherical func-
tions, a careful study is needed of the pre-images of the W-invariant functions
es(x) := m(1s)(x) (1 ≤ s ≤ l) under the isomorphism |T : H
σ,τ → C[x±1]W . For
−∞ < σ, τ <∞, write eσ,τr for the unique element in H
σ,τ such that its restriction
to the torus is equal to er(x) (1 ≤ r ≤ l). It is convenient to put e0(x) := 1
and eσ,τ0 := 1. Recall that the W-invariant functions {er}
l
r=1 are algebraically
independent generators of C[x±1]W (cf. §3). In other words, by setting
Pˆ (e1(x), . . . , el(x)) := P (x), P ∈ C[x
±1]W (8.1)
we get an algebra isomorphism P 7→ Pˆ of C[x±1]W onto C[y], where y = (y1, . . . , yl)
is an l-tuple of independent variables. It follows from Theorem 7.5 that the elements
{eσ,τr }
l
r=1 are algebraically independent generators of the algebra H
σ,τ .
Using Theorem 7.5 it is now easy to derive an explicit form of the restriction
of the normalized Haar functional h to Hσ,τ . Recall that the parameters tσ,τ lie
in the parameter domain VK for −∞ < σ, τ < ∞ (see §3 for the definition of
VK). Write 〈ϕ〉σ,τ := 〈ϕ, 1〉
tσ,τ
K,q2,q2 for the constant term of ϕ ∈ C[x
±1]W , with
〈·, ·〉K defined by (3.1). Observe that 〈1〉σ,τ is non-zero by the positive definiteness
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of 〈·, ·〉K . Explictly, 〈1〉σ,τ can be given explicitly as product and quotient of q-
Gamma functions by Gustafson’s evaluation of the multidimensional Askey-Wilson
integral (3.2).
Corollary 8.1. Let −∞ < σ, τ <∞. The restricted Haar functional h : Hσ,τ → C
is explicitly given by
h
(
Pˆ (eσ,τ1 , e
σ,τ
2 , . . . , e
σ,τ
l )
)
=
〈P 〉σ,τ
〈1〉σ,τ
(P ∈ C[x±1]W ).
Proof. The left- and the right-hand side are both equal to zero for P = P σ,τµ with
0 6= µ ∈ P+Σ , and both equal to 1 for P = 1. The corollary follows now by
linearity, since the Koornwinder polynomials P σ,τµ (x) (µ ∈ P
+
Σ ) form a linear basis
of C[x±1]W .
Recall the intertwiner
Ψ̂r : (V ⊗ V
∗)⊗r → Λrq(V )⊗ Λ
r
q(V
∗)
defined in Proposition 6.11. Introduce left kσ-fixed vectors wσr ∈ Λ
r
q(V ) ⊗ Λ
r
q(V
∗)
and right kτ -fixed vectors w˜τr ∈ Λ
r
q(V )
◦ ⊗ Λrq(V
∗)◦ by
wσr := Ψ̂r
(
(wσ)⊗r
)
, w˜τr := Ψ̂r
(
(w˜τ )⊗r
)
(1 ≤ r ≤ l).
Here we have used the notation w˜∞ := w∞ (6.11) when τ =∞, which is consistent
with the definition of w˜τ for −∞ < τ <∞ since limτ→∞ w˜
τ = w∞. Consider now
the (σ, τ)-spherical elements
ϕσ,τr := θ(w˜
τ
r , w
σ
r ) ∈
r⊕
s=0
Hσ,τ (̟s) (1 ≤ r ≤ l) (8.2)
(cf. (6.14)), where θ is the map (7.2) associated with the unitary comodule Λrq(V )⊗
Λrq(V
∗) endowed with the inner product 〈·, ·〉 (see (7.6) for the definition of 〈·, ·〉).
It is convenient to put ϕσ,τ0 := 1. By Theorem 7.5 and (8.2), ϕ
σ,τ
r |T is a linear
combination of the W-invariant functions es(x) ∈ C[x±1]W (0 ≤ s ≤ r).
Lemma 8.2. Let −∞ < σ, τ <∞, 1 ≤ r ≤ l. In the expansion
ϕσ,τr |T = a
r
r(q
σ, qτ )er + · · ·+ a
r
0(q
σ, qτ )e0,
each coefficient ari is a polynomial in q
σ and qτ which is the sum of monomials of
partial degree ≥ i in each of the variables. Moreover, arr(q
σ, qτ ) = cqrσ+rτ with
c 6= 0 independent of qσ and qτ .
Proof. It is obvious from the definitions that the coefficients are polynomial in qσ
and qτ . To prove the estimates on the partial degrees, we study the action of the
intertwiner Ψ̂r on the vectors (w
σ)⊗r and (w˜τ )⊗r in detail. We proceed in a number
of steps.
1) Let 1 ≤ i1 ≤ · · · ≤ ir ≤ n and 1 ≤ j1 ≤ · · · ≤ jr ≤ n be integers. We use
the shorthand notation i := (i1, . . . , ir), j := (j1, . . . , jr). Call a tensor t in some
tensor product space made up of factors V or V ∗ (the total number of factors V
being equal to the total number of factors V ∗) a basic tensor of type (i, j) if t is
the tensor product in any given order of the vectors vi1 , . . . , vir and v
∗
j1
, . . . , v∗jr .
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Let nk(i) denote the cardinality of the set {p ∈ [1, r] | ip = k}. For a basic tensor t
of type (i, j) define
n(t) :=
n∑
k=1
min(nk(i), nk(j)).
From an informal point of view, n(t) is the number of factors vi in t that “cancel”
against a factor v∗i . Recall the intertwiner Ψr : (V ⊗ V
∗)⊗r → V ⊗r ⊗ (V ∗)⊗r
defined in (6.20). Let t be a basic tensor in (V ⊗V ∗)⊗r. Since Ψr is a composition
of intertwiners βij (see (6.20)) it follows by inspection of (6.19) that Ψr(t) is a
linear combination of basic tensors t′ in V ⊗r ⊗ (V ∗)⊗r with n(t′) = n(t).
(2) A basic tensor t ∈ (V ⊗ V ∗)⊗r is called typical if it is a product of tensors
in V ⊗ V ∗ of type vi ⊗ v∗i (1 ≤ i ≤ n − l), vi ⊗ v
∗
i′ , vi′ ⊗ v
∗
i (1 ≤ i ≤ l). We call
a typical tensor t ∈ (V ⊗ V ∗)⊗r k-typical if the number of factors of type vi ⊗ v∗i′
(i ∈ [1, l] ∪ [l′, n]) is equal to k. If t is a k-typical tensor then Ψ̂r(t) is a linear
combination of elements vI ⊗ v
∗
J where I, J ⊂ [1, n] are such that |I| = |J | = r
and |I ∩ J | ≥ r − k. In fact, this follows from (1) and the definition of Ψ̂r, since
n(t) ≥ r − k.
(3) It is an immediate consequence of the definition of the coactions on Λrq(V )
and Λrq(V
∗) and of (4.11) that
θ(vI ⊗ v
∗
J , vK ⊗ v
∗
L)|T = q
−〈2ρ,ε˜J 〉δI,KδJ,Lz
ε˜I−ε˜J ,
for I, J ⊂ [1, n] with |I| = |J | = r.
(4) Let t be a k-typical tensor and t′ a m-typical tensor. Let µ ∈ W(1i) ⊂ PΣ
(i ∈ [1, r]) be any weight, and suppose that the coefficient of zµ
♭
in the expansion
of θ
(
Ψ̂r(t), Ψ̂r(t
′)
)
|T
with respect to the basis {zλ}λ∈P of A(T), is non-zero. Then
k ≥ i and m ≥ i. This is a straightforward consequence of (2) and (3).
(5) There is a unique expansion (wσ)⊗r =
∑r
k=0
∑
tk
ctktk where tk runs over
all k-typical tensors in (V ⊗ V ∗)⊗r. The non-zero ctk are linear combinations of
monomials (qσ)i with i ≥ k. Similarly, there is a unique expansion (w˜τ )⊗r =∑r
k=0
∑
t′k
dt′
k
t′k where tk runs over all k-typical tensors in (V ⊗ V
∗)⊗r. The non-
zero dt′
k
are linear combinations of monomials (qτ )i with i ≥ k. Hence,
ϕσ,τr |T =
r∑
k,m=0
∑
tk,t′m
ctkt′mθ(Ψ̂r(t
′
m), Ψ̂r(tk))|T
with ctkt′m = ctkdt′m a linear combination of monomials (q
σ)i(qτ )j with i ≥ k and
j ≥ m. Combined with (4) this yields the desired lower bounds on the partial
degrees of the monomials (qσ)i(qτ )j occurring in ari (q
σ, qτ ). An explicit expres-
sion for arr(q
σ, qτ ) can be given using Proposition 6.11. The last statement of the
proposition follows then immediately.
As a corollary we obtain the following crucial lemma.
Lemma 8.3. Let −∞ < τ <∞. The limits
lim
σ→∞
qrσeσ,τr , lim
σ→∞
q2rσeσ,σr (1 ≤ r ≤ l)
exist in Aq(U). In other words, the coefficients of q
rσeσ,τr respectively q
2rσeσ,σr in
the expansion with respect to the monomial basis of Aq(U) tend to finite values in
the limit σ →∞.
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Proof. Fix 1 ≤ r ≤ l and let −∞ < σ, τ < ∞. From Lemma 8.2 it is readily
deduced that
qrσ+rτer = b
r
r(q
σ, qτ )ϕσ,τr |T + · · ·+ b
r
0(q
σ, qτ )ϕσ,τ0 |T,
with bri (0 ≤ i ≤ r) some polynomial in two variables and b
r
r a non-zero constant
polynomial (the important fact here is that bri is a polynomial and not a Laurent
polynomial). Hence
eσ,τr = q
−rσ−rτ (brr(q
σ, qτ )ϕσ,τr + · · ·+ b
r
0(q
σ, qτ )ϕσ,τ0 ) . (8.3)
Since ϕσ,τi → ϕ
∞,τ
i and ϕ
σ,σ
i → ϕ
∞,∞
i when σ →∞, the lemma follows.
In view of Lemma 8.3 we may set for 1 ≤ r ≤ l and −∞ < τ <∞,
e˜∞,τr := lim
σ→∞
qr(σ+τ−1)(−1)reσ,τr , e˜
∞,∞
r := lim
σ→∞
qr(2σ−1)(−1)reσ,σr . (8.4)
It is clear from the definitions that e˜∞,τr ∈ H
∞,τ (1 ≤ r ≤ l, −∞ < τ ≤ ∞).
Observe that the elements (−1)reσ,τr are mapped onto er(−x) ∈ C[x
±1]W under
the restriction mapping |T.
Recall that the elements e˜r (1 ≤ r ≤ l) are algebraically independent generators
of the algebra C[x]S (cf. §3). Again, we obtain an algebra isomorphism P 7→ Pˆ of
C[x]S onto C[y], where
Pˆ (e˜1(x), . . . , e˜l(x)) := P (x), (P ∈ C[x]
S). (8.5)
Theorem 8.4. Let −∞ < τ < ∞. The elements e˜∞,τr (1 ≤ r ≤ l) mutually
commute and are algebraically independent generators of the algebra H∞,τ . Any
zonal (∞, τ)-spherical function ϕ∞,τ (λ) ∈ H∞,τ (λ) (λ ∈ P+K ) is equal to a non-zero
scalar multiple of
PˆBλ♮(e˜
∞,τ
1 , . . . , e˜
∞,τ
l ; 1, q
2(n−2l), 1, q2τ+2(n−2l); q2, q2),
where PBµ (.; a, b, c, d; q, t) is the multivariable big q-Jacobi polynomial of degree µ
(cf. §3).
Proof. The elements eσ,τr (1 ≤ r ≤ l) mutually commute for σ finite by Corollary
7.3. By the definition of the elements e˜∞,τr (8.4), it follows that the e˜
∞,τ
r (1 ≤ r ≤ l)
also commute. Hence the element Q(e˜∞,τ1 , . . . , e˜
∞,τ
l ) ∈ H
∞,τ for a polynomial
Q ∈ C[y] is well defined.
For σ finite and λ ∈ P+K , a zonal (σ, τ)-spherical function ϕ
σ,τ (λ) ∈ Hσ,τ (λ) is
given by
ϕσ,τ (λ) := (−qσ+τ−1)|λ
♮|PˆKλ♮ (e
σ,τ
1 , . . . , e
σ,τ
l ; t
σ,τ ; q2, q2) (8.6)
with PKµ (.) the Koornwinder polynomial of degree µ (cf. Theorem 7.5). Using the
elementary properties of the Koornwinder polynomials given in Lemma 3.1, this
zonal (σ, τ)-spherical function can be rewritten as
ϕσ,τ (λ) = (sε)
−|λ♮|PˆKλ♮
(
sεf
ε
1 , . . . , s
l
εf
ε
l ; tB(ε); q
2, q2
)
,
where sε := q/ε(cd)
1
2 , f εr := (−sε)
−reσ,τr , ε := q
σ−(n−2l), and
tB(ε) =
(
ε−1(q2c/d)
1
2 ,−ε−1(q2d/c)
1
2 , εa(q2d/c)
1
2 ,−εb(q2c/d)
1
2
)
,
with parameters a, b, c, d given by
a := 1, b := q2(n−2l), c := 1, d := q2τ+2(n−2l). (8.7)
36 MATHIJS S. DIJKHUIZEN AND JASPER V. STOKMAN
Observe that sε = q
1−σ−τ , hence by the definition (8.4) of e˜∞,τr , limε↓0 f
ε
r = e˜
∞,τ
r
for all r. Combined with the limit transition from Koornwinder polynomials to mul-
tivariable big q-Jacobi polynomials (3.19), we get that ϕ∞,τ (λ) := limσ→∞ ϕ
σ,τ (λ)
exists as limit in Aq(U), and that
ϕ∞,τ (λ) = PˆBλ♮(e˜
∞,τ
1 , . . . , e˜
∞,τ
l ; 1, q
2(n−2l), 1, q2τ+2(n−2l); q2, q2) (8.8)
with PBµ (.) the multivariable big q-Jacobi polynomial of degree µ. It is clear that
ϕ∞,τ (λ) ∈ H∞,τ (λ), but it may be zero since the algebraic independence of the
elements e˜∞,τr (r ∈ [1, l]) has not yet been established. To prove that ϕ
∞,τ (λ) is non-
zero, we compute the quadratic norm ‖ϕσ,τ (λ)‖2 with respect to the inner product
〈ϕ, ψ〉 := h(ψ∗ϕ), where h is the normalized Haar functional. Since all highest
weights λ ∈ P+K are self-dual (i.e. V (λ) is isomorphic to its dual representation),
and since the two-sided coideal kσ is τ -invariant, we have
(
ϕσ,τ (λ)
)∗
= ϕσ,τ (λ).
Then it follows from the definition (8.6) of ϕσ,τ (λ), Corollary 8.1 and the definition
(3.21) of NK , that
‖ϕσ,τ (λ)‖2 = s−2|λ
♮|
ε NK(λ
♮; tB(ε); q
2, q2). (8.9)
The limit ε ↓ 0 (equivalently, σ →∞) in (8.9) can now be computed in the left-hand
side and in the right-hand side (cf. Proposition 3.2). It follows that
‖ϕ∞,τ (λ)‖2 = NB(λ
♮; 1, q2(n−2l), 1, q2τ+2(n−2l); q2, q2).
Since NB(λ
♮) is strictly positive, it follows that the quadratic norm ‖ϕ∞,τ (λ)‖2
is non-zero, hence ϕ∞,τ (λ) 6= 0 for all λ ∈ P+K . Hence the elements ϕ
∞,τ (λ) ∈
H∞,τ (λ) are zonal (∞, τ)-spherical functions for all λ ∈ P+K .
It remains to prove that the e˜∞,τr (1 ≤ r ≤ l) are algebraically independent.
Consider the finite-dimensional subspaces
Hm :=
⊕
λ∈P+K :λ≤m̟l
H∞,τ (λ), (m ∈ Z+).
The dimension of the linear subspace Hm is equal to the number of positive integers
m = (m1, . . . ,ml) ∈ Z
×l
+ with |m| :=
∑
imi ≤ m, since ̟r ≤ ̟l for all r ∈ [0, l].
For such a sequence of positive integers m, set Qm(y) := y
m1
1 . . . y
ml
l . Since e˜
∞,τ
r ∈
⊕rs=0H
∞,τ (̟s) and
H∞,τ (µ).H∞,τ (µ′) ⊆
⊕
ν∈P+K :ν≤µ+µ
′
H∞,τ (ν), (µ, µ′ ∈ P+K )
we have Qm(e˜
∞,τ
1 , . . . , e˜
∞,τ
l ) ∈ Hm for all m with |m| ≤ m. Hence the algebraic
independence of e˜∞,τr (1 ≤ r ≤ l) will follow from the fact that the monomials
Qm(e˜
∞,τ
1 , . . . , e
∞,τ
l ) (|m| ≤ m) span Hm for all m ∈ Z+.
Observe thatHm is spanned by the zonal spherical functions ϕ∞,τ (λ) (λ ≤ mωl).
Since PBµ (x) (µ ∈ P
+
Σ ) is of the form m˜µ(x) +
∑
ν∈P+Σ :ν<µ
cνm˜ν(x) for certain
constants cν , it follows from the explicit expression (8.8) for ϕ
∞,τ (λ) that each
ϕ∞,τ (λ) with λ ≤ mωl can be written as a linear combination of the monomials
Qm(e˜
∞,τ
1 , . . . , e˜
∞,τ
l ) (|m| ≤ m). Hence, the monomials Qm(e˜
∞,τ
1 , . . . , e˜
∞,τ
l ) (|m| ≤
m) span Hm.
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Theorem 8.5. The elements e˜∞,∞r (1 ≤ r ≤ l) mutually commute and are alge-
braically independent generators of the algebra H∞,∞. Any zonal spherical function
ϕ∞,∞(λ) (λ ∈ P+K ) is equal to a non-zero scalar multiple of
PˆLλ♮(e˜
∞,∞
1 , . . . , e˜
∞,∞
l ; q
2(n−2l), 1; q2, q2)
where PLµ (.) is the multivariable little q-Jacobi polynomial of degree µ (cf. §3).
Proof. By Theorem 7.5 and by symmetry properties of the Koornwinder polynomi-
als (cf. Lemma 3.1), a zonal (σ, σ)-spherical function ϕσ,σ(λ) ∈ Hσ,σ(λ) (λ ∈ P+K )
is explicitly given by
ϕσ,σ(λ) := (sε)
−|λ♮|PˆKλ♮ (sεf
ε
1 , . . . , s
l
εf
ε
l ; tL(ε); q
2, q2),
where PKµ (.) is the Koornwinder polynomial of degree µ (cf. §3) and ε := q
2σ,
sε := q/ε, f
ε
r := (−sε)
−reσ,σr , and tL(ε) := (ε
−1q,−aq, εbq,−q) with a := q2(n−2l)
and b := 1. Using (3.20) together with the observation that limε↓0 f
ε
r = e˜
∞,∞
r , the
proof is analogous to the proof of Theorem 8.4.
Remark 8.6. Using the limits e˜∞,∞r = limτ→∞ e˜
∞,τ
r (1 ≤ r ≤ l), Theorem 8.5 can
also be proved by sending τ → ∞ in the results of Theorem 8.4. On the level
of multivariable orthogonal polynomials this limit corresponds to the limit from
multivariable big q-Jacobi polynomials to multivariable little q-Jacobi polynomials
proved in [SK, Thm. 5.1(3)].
Remark 8.7. As a corollary of Theorem 8.4 and Theorem 8.5, the restricted Haar
functional h : Hσ,τ → C for σ = ∞, −∞ < τ < ∞ respectively for σ = τ = ∞
can be expressed in terms of the orthogonality measure of the multivariable big
respectively little q-Jacobi polynomials (cf. Corollary 8.1).
Remark 8.8. In the last two sections we have interpreted the Koornwinder polyno-
mial resp. the multivariable big and the multivariable little q-Jacobi polynomial
PKµ (. ;−q
σ+τ+1,−q−σ−τ+1, qσ−τ+1, q−σ+τ+2(n−2l)+1; q2, q2),
PBµ (. ; 1, q
2(n−2l), 1, q2τ+2(n−2l); q2, q2),
PLµ (. ; q
2(n−2l), 1; q2, q2)
(8.10)
(−∞ < σ, τ <∞, µ ∈ P+K ) as a zonal spherical function on some quantum analogue
of the complex Grassmannian. For each of these polynomials, the classical limit
q ↑ 1 can be computed using results from [Dj1, §4] for the Koornwinder polynomi-
als and using [SK, Thm. 5.1(5)&(6)] for the multivariable big and little q-Jacobi
polynomials. The limits can be written in terms of the generalized Jacobi polyno-
mial P Jµ (. ;n− 2l, 0; 1) or, equivalently, in terms of the BC type Heckman-Opdam
polynomial PHOµ (. ;n− 2l, 1, 1/2). This agrees nicely with the classical interpreta-
tion of the Heckman-Opdam polynomial PHOµ (. ;n− 2l, 1, 1/2) as a zonal spherical
function on the complex Grassmannian U/K (see §2).
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