As group-oriented services become the focal point of ad hoc network applications, securing the group communications becomes a default requirement. In this paper, we address the problem of group access in secure multicast communications for wireless ad hoc networks. We argue that energy expenditure is a scarce resource for the energy-limited ad hoc network devices and introduce a crosslayer approach for designing energy-efficient, balanced key distribution trees to perform key management. To conserve energy, we incorporate the network topology (node location), the "power proximity" between network nodes and the path loss characteristics of the medium in the key distribution tree design. We develop new algorithms for homogeneous as well as heterogeneous environments and derive their computational complexity. We present simulation studies showing the improvements achieved for three different but common environments of interest, thus illustrating the need for cross-layer design approaches for security in wireless networks.
I. INTRODUCTION
The idea of many wireless devices being able to collaborate via direct communication over a short range without the need for a pre-deployed network infrastructure, has recently become feasible. Wireless ad hoc networks have many civilian applications such as on-demand network deployment for emergency-rescue operations and disaster-relief efforts, patient monitoring and drug inventory management in hospitals, home networking, as well as military applications such as deployment of surveillance networks, target monitoring and real time information distribution to mobile military units. Almost all of these applications rely on the capability of peer-to-peer collaboration in computation and/or communications.
A salient feature of the wireless devices is the limited battery capacity on which they operate. Hence, these devices are constrained in both computational power and communication capability. Advances in VLSI technology continue to reduce the energy consumed during the execution of instruction sets [18] . However, when battery operated devices are wirelessly networked, the energy expenditure due to communication-a function of the propagation medium-has been noted as the dominant factor in battery depletion [6] , [18] . In fact, studies in [18] show that the ratio of the energy required to transmit one bit of information compared to the energy required to execute one instruction is on the order of 1,500 to 2,200 for the microsensors in [29] . To In ad hoc wireless networks where the nodes have limited battery capacity, the energy spent by each node transmitting the data is a valuable resource and has to be efficiently used for network management operations such as key distribution. Hence, the key trees have to be designed incorporating energy as a design metric. Direct application of key distribution schemes of wired networks prove to be energy inefficient for the wireless ad hoc environment [12] , [13] .
In this paper, we study the problem of designing energy-efficient key distribution trees for secure wireless multicast, while preserving the bandwidth and storage efficiency exhibited by the key trees used in wired networks. Balanced key trees require an identical number of key update messages regardless of who is being deleted [23] . In addition, since a balanced tree assigns identical number of keys to every member, the key storage requirement is the same for every member. Hence, we address the question of designing balanced key trees that incorporate energy as a design parameter. In order to reduce the energy expenditure (physical layer parameter) of the key distribution (application layer operation), we propose a cross-layer design approach that incorporates, (a) the network topology (location of the nodes) and, (b) the propagation medium characteristics (physical layer).
To our knowledge, our work is the first scheme, design or algorithm, that explicitly accounts for the impact of the energy consumption due to communication in the design of the secure multicast protocol. We also believe ours is the first cross-layer design approach in wireless security 4 . The figure 1 shows the type of cross-layer interaction used in the design of the key trees.
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Transmission Power Assignement -Measurements Routing Protocol Fig. 1 . Schematic of the type of cross-layer interaction that is used in the energy-efficient key tree design.
The following are our contributions in this paper:
• Metric for Energy Efficiency: Since the energy required to transmit the updated keys to a member depends on the network topology and path loss parameters of the medium, we introduce the average key update energy as a metric to evaluate the energy efficiency of key trees. We show that under the new metric, the communication overhead of a key distribution scheme is tied to the network topology (relative node location). This approach is significantly different from the approach taken by others for energy-constrained wireless networks [6] , [8] , [25] , [26] , [33] . We also study the properties of the average key update energy in terms of the network size, key tree degree and medium path loss model, and derive an upper bound of the metric in terms of these parameters. We optimize the degree of the key tree to derive the lowest upper bound. We also interpret related work in [30] and [4] .
• Incorporation of the Energy in Balanced Key Tree Design: Observing that energy savings occur when an identical message is delivered to a set of nodes reached by overlapping routing paths, we define and use the idea of "power proximity" to group nodes in the key tree and reduce the network energy expenditure. 4 Preliminary results of our work appear in IEEE ISWC'02 [12] , IEEE ICASSP'03 [13] and in IEEE ICC'04 [14] .
• Homogeneous Medium with Constant Path Loss: We also make the observation that when the transmission medium is homogeneous with constant attenuation factor, "power proximity" property is a monotonically increasing mapping to physical proximity. Hence, we replace "power proximity" with physical proximity by using Euclidean distance. This, in turn leads to a low complexity algorithm for constructing energy-efficient key trees that make use of location information alone. We then show that the computational cost for optimally grouping nodes based on physical proximity grows prohibitively high with the multicast group size and hence the sub-optimal solution is adopted.
• Heterogeneous Medium with Variable Path Loss: When the medium is heterogeneous, we note that due to varying path loss parameter, "power proximity" is no longer a monotonic mapping to physical proximity. In this case, we directly incorporate "power proximity" by considering the transmission power in grouping nodes in the key tree. We develop two algorithms, that combine node location with path loss medium characteristics to generate energy-efficient balanced key trees.
The remainder of the paper is organized as follows. In Section II, we present related work. In Section III, we describe the network model assumed and the desired features of an energy-efficient key management scheme for ad hoc networks. In Section IV, we introduce the average key update energy, a new metric for evaluating the energy efficiency of key distribution. In Section V we analyze the impact of "power proximity" on the key distribution, under the new metric. In Section VI, we present our physical proximity based key distribution scheme for the homogeneous medium. In Section VII, we present our "power proximity" based key distribution scheme for networks deployed in a heterogeneous medium. In Section VIII, we provide simulation results and show the improvements achieved by our algorithms. The Section IX presents conclusions.
II. RELATED WORK A. Notation
Before we present related work, we provide the notation that will be used through the rest of the paper. exchange for a join operation. Revocation is done periodically through the flooding of a certificate revocation list. Two significant differences between [11] and our work is that in [11] , the authors assume the availability of mobile devices that are capable of performing asymmetric cryptographic operations, and do not consider the energy expenditure of the communication overhead as a design parameter.
GC
In [5] , [8] , [33] , key management for wireless ad hoc networks is performed based on public key cryptography. In [8] , [33] , the authors employ a threshold cryptography scheme to verify the authenticity of public-key certificates. The private key of a member is divided into n shares and shares are assigned to n nodes that operate as servers. In order to verify the authenticity of a certificate signed by a member's private key, (t + 1) servers are required to provide their partial signature based on their share ((n, t + 1) threshold scheme). A combiner collects the partial signatures and verifies the authenticity of the certificate.
In [5] , the authors present a decentralized and self-organizing scheme, that allows public key management. In this paper, we assume that the wireless devices are energy and computationally limited and do not have the ability to support public key based communication and computations. Hence, we rely on symmetric key based scheme for secure communications. We now review
Virtual Key Tree or Logical Key Hierarchy, one of the most widely used key distribution scheme that is suitable for symmetric keys in large networks.
C. Logical Key Hierarchy Based on Key Graphs
Key trees were independently proposed for group access control in wired networks, in [27] and [30] . The use of key trees addresses the scalability of the key distribution in terms of bandwidth and storage requirements.
(a) In figure 2(a), we present a binary key distribution tree used in wired networks for a multicast group of N = 8 members plus the GC. Such a tree is a visual representation of the key assignment to each member of the multicast group. Referring to figure 2(a), each member is associated with a single leaf node of the tree. Each member is assigned keys that are traced along the path from the leaf node to the root [27] . For example, M 1 is assigned keys {K 0 , K 1.1 , K 2.1 , K 3.1 }. K 0 is used as the SEK, while the rest of the keys are KEKs.
For dynamic multicast groups, member deletions trigger a significantly higher number of key updates than member joins [30] .
Hence, scalable key tree solutions focus on reducing the number of key updates in case of a member deletion [4] , [27] , [30] .
If M 1 leaves the multicast group, keys {K 0 , K 1.1 } need to be updated and the messages shown in figure 2(b) need to be sent to appropriate group members. Note that key K 2.1 need not be updated, since it is not shared by multiple members and M 2 (a) Fig. 3 . (a) An α-ary hierarchical tree of height h = log α N. After the deletion of member M 1 , the log α N keys traced from M 1 to the root (except for the pariwise key shared between M 1 and the GC) of tree need to be updated, (b) the update messages sent from the GC to sub-groups to update the KEKs and SEK due to the deletion of M 1 .
already shares pairwise key K 3.2 with the GC.
In figure 3 (a), we show the general case of an α-ary hierarchical tree of height h = log α N. We can verify that the communication for deleting a member from the multicast group is α log α N − 1 messages [4] . If M 1 is deleted, the GC needs to update all the keys traced at the path from M 1 to the root of the tree, except for the pairwise key shared between M 1 and the GC (a total of log α N keys). In figure 3(b) , we show the encrypted messages sent by the GC to update all keys (except for the pairwise key) known to member M 1 . The GC needs to send (α − 1) messages to update K a−1.1 ( (α − 1) members hold K a−1.1 after the deletion of M 1 ), and α messages to update each of the rest log α N − 1 keys. Hence, the number of keys sent by the GC for deleting M 1 or any other member is equal to α log α N − 1. In [4] , the authors propose the use of key trees in conjunction with pseudo-random functions to reduce the communication cost to (α − 1) log α N messages per member deletion.
As noted earlier, the existing key management solutions for wired networks [20] , [27] , [30] , [32] are independent of the network topology. Network topology was considered in the key management for wireless cellular networks in [25] , [26] where the authors propose a hierarchical key tree structure with each base station acting as a GC. The key tree used for secure multicast in [25] , [26] was matched to the network infrastructure, by grouping together members that communicate with the same base station, in the same sub-tree of the key distribution.
None of the solutions that were developed for the wired, wireless cellular, or ad hoc networks, have attempted to build key trees that would consume the minimum key update energy. Since the trees are known to have O(log N ) key update messages, they are ideal candidates to be used in bandwidth-constrained environments including wireless networks [6] . Hence, building low energy consuming trees is a natural and important generalization for wireless environments. To the best of our knowledge, our work is the first one that introduces the cross-layer design approach into the key distribution. In doing so, we incorporate the parameters such as location, medium pathloss and physical and power proximity, which influence the physical and network layer into the application layer design. We now state the network model assumptions.
III. NETWORK MODEL ASSUMPTIONS
Network generation: We assume that the network consists of N multicast members plus the GC, randomly distributed in a specific area. We consider a single-sender multiple-receiver communication model. All users are capable of being relay nodes and can corroboratively relay information between an origin and destination. Hence, the network is multi-hop. We also assume that the network nodes have the ability to generate and manage cryptographic keys.
Node location acquisition:
The nodes of the network are assumed to be in a fixed location, after their initial placement. We assume that nodes have a mechanism to acquire their location information. Such information is often obtainable through the Global Positioning System (GPS) [7] . However, in many cases, GPS may not be available due to the expensive hardware required (e.g. sensor networks), or the lack of obstacle-free communication (indoor setting). Several approaches have been proposed for acquiring location information without a GPS receiver [1] , [17] , [21] . After a node correctly acquires its own location information, it can report the coordinates to other nodes through a location service algorithm [31] .
Network initialization:
We assume that the network has been successfully initialized and initial cryptographic quantities (at least pairwise trust) have been distributed. Several novel approaches that address the critical problem of secure initialization in resource-constrained ad hoc networks have recently been presented in [6] , [24] .
We further assume that the underlying routing is optimized in order to minimize the total power required for broadcast.
Although it is known that finding the optimal solution for total minimum power broadcast is NP-complete [3] , [16] , several heuristics resulting in routing trees with satisfactory performance have been proposed in the recent literature [3] , [15] , [28] .
Since our goal in this paper is to design key management algorithms and not protocols, we do not address the MAC layer implementation requirements of our algorithms.
Wireless medium and signal transmission:
We consider the cases of a homogeneous and heterogeneous medium separately, since the complexity and inputs of the algorithms that we propose differ depending on the type of the medium. In the case of the homogeneous medium, we assume that the transmission power P (d i,j ) required for establishing a communication link between nodes i and j, is proportional to a constant exponent (attenuation factor γ) of the distance
we set the proportionality constant to be equal to one. An example of a homogeneous path loss medium is an obstacle-free, open space terrain with Line of Sight (LOS) transmission. Note that for fixed length messages, transmission power is proportional to energy expenditure and vice versa.
For a heterogeneous medium, no single path loss model may characterize the signal transmission in the network deployment region. Even when node locations are relatively static, path loss attenuation can vary significantly when the network is deployed in mountains, dense foliage, urban region, or inside different floors of a building. In [19] , different path loss models have been presented based on empirical data. Two most common models with varying path loss for calculating the power attenuation at a distance d from the transmitter are: (a) Suburban area -A slowly varying environment where the attenuation loss factor changes slowly across space. (b) Office building -A highly heterogeneous environment where the attenuation loss factor changes rapidly over space. We will use these models in simulations where we illustrate our algorithms.
Antenna model:
We assume that omnidirectional antennas are used for transmission and reception of the signal [28] . The omnidirectionality of the antennas results in a property unique in the wireless environment known as the wireless broadcast advantage (WBA) [28] . When the sender transmits a message to a node, all nodes that lie within the transmission range can receive the broadcasted message for free. Hence, when an identical message needs to be sent to multiple receivers, the sender can significantly reduce the energy expenditure by directly transmitting the data to the farthest member. However, in secure multicast the broadcast advantage can be exploited only if more than one receiver within the range holds the decryption key. Hence, the use of omnidirectional antenna does not guarantee WBA when the security is an added feature. We further assume that signal transmission is the major component of energy expenditure and ignore any energy cost due to computation and information processing [6] , [18] .
A. Design features of the key management scheme
To enable large group multicast in a wireless environment that is bandwidth and energy-constrained, the key management scheme shall realize the following design features:
A 1 : Secure key distribution of the cryptographic keys to valid members of the multicast group. A 4 : Providing the ability to reach a member even if all other members of the group were to be deleted.
Tree based key schemes in wired networks satisfy items A 1 , A 2 , and A 4 . Moreover, it was shown that when bandwidth is a constraint, the optimal average number of keys to be assigned to member is O(log N ), where N is the group size. Keys trees achieve this bandwidth bound [27] , [30] with a required user key storage of O(log N ).
However, at present, there is no design approach that incorporates the energy expenditure due to key updates in the design of the tree-based key schemes. We now show how to develop a suitable metric for design of energy-efficient key trees.
IV. AN ENERGY ORIENTED METRIC FOR KEY MANAGEMENT IN WIRELESS AD HOC NETWORKS
In this section we introduce the average energy required to rekey a member as the energy efficiency metric of key trees. We then show that the newly defined metric is a function of the path loss model, the network topology and the key tree degree. We derive upper bounds on the average key update energy in terms of the path loss parameter, degree of the key distribution tree and the network area size. We then derive the degree of the tree that will yield the lowest upper bound. We also discuss how to derive the tree degrees reported in other literature [4] , [30] .
A. Average key update energy
LetẼ Mi denote the energy expenditure for updating the compromised keys after the deletion of the i th member. Also, let p(M i ) denote the probability for member M i to leave the multicast group. We define the average key update energy, E Ave , required for key update after a member deletion as:
We define the design metric update energy in the average sense, since each member requires different energy to receive a key update, while we are interested in constructing a key tree for all the members. As an example, in figure 2(a), if member M 1
were to be deleted, the messages shown in figure 2(b) need to be transmitted. On the other hand, if M 8 were to be deleted, the following message transmissions have to take place in the order listed: (
For any arbitrary network topology,Ẽ M1 =Ẽ M8 i.e. the deletion of M 1 and M 8 result in different energy expenditures.
Hence, using E Ave instead ofẼ Mi removes the unwanted dependencies on the specific member being deleted. Note that when all members have equal probability of being deleted,
Mi is proportional to the total energy expenditure for updating the compromised keys. None of the metrics proposed for the wired networks, with the exception of time delay, is calculated with network dependency. We now examine the properties of E Ave and derive the upper bound for it.
B. Dependency of E Ave on the group size N , the tree degree α, and the network topology
In this section, we examine the dependency of the E Ave on the group size N , the degree of the key distribution tree α and the network topology. E Ave depends on the energyẼ Mi required to deliver key updates if each member M i were to be deleted from the multicast group M G. Regardless of which member is deleted, the GC needs to transmit (α log α N − 1) key update messages [30] . These messages are routed to different sub-groups
denote the energy expenditure for sending an identical message to every member of the sub-group X ⊆ M G via the routing tree R, the energy expenditureẼ Mi for updating keys after the deletion of member M i ∈ M G is:
TheẼ Mi depends on the routing tree R and cannot be analytically expressed unless a specific realization of R is provided.
Hence, we derive an upper bound onẼ Mi , making use of a sequence of properties of the WBA. To do so, we first prove the following theorem:
The energy required to deliver a message to a sub-group of members SG i ⊆ M G via a routing tree R, cannot be greater than the energy required to deliver a message to all members of M G, via the same routing tree R.
Proof: Let T R = {r 1 , r 2 , . . . , r |T R| } denote the set of all relay nodes in the multicast routing tree R utilized by the multicast group M G. In order to deliver a single message to every member of the multicast group M G, every node in T R has to transmit. Hence,
where E ri denotes the energy required for transmission of one message by relay node r i . In order to deliver a message to a sub-group SG i ⊆ M G, a subset T R i ⊆ T R of the relay nodes has to transmit (no more than the total number of relay nodes can transmit). Hence,
The energy to deliver a message to a sub-group SG i is:
In figure 4 (a) we illustrate Theorem 1. To deliver a message to all members of M G, all relay nodes need to transmit. However, in order to deliver a message to a sub-group SG i no more than the whole set T R of relay nodes may transmit. Hence, the energy required to deliver a message to any sub-group of M G, is no greater than the energy required to deliver a message to all members of M G.
Using Theorem 1 we can bound the energy expenditure for updating keys after the deletion of M i expressed in (2) as:
The bound in (6) holds for an arbitrary routing tree R. Hence, when we use the minimum total power routing tree R * , by
combining (1) and (6), we can bound the average key update energy E Ave as:
The bound in (7) has two different components. The first component is the minimum energy E Let γ max denote the maximum value of the attenuation factor for the heterogeneous medium where the network is deployed, and T trans denote the duration of the transmission of one message. Let M f denote the farthest member from the GC, and let d GC,M f , the distance between GC and M f , denote the radius of the deployment region 5 . Then, the following theorem holds:
The energy required to deliver a single message to every member of the multicast group M G via the minimum total power routing tree R * is no greater than the energy required to deliver a single message from the GC to M f via a one hop transmission and assuming an attenuation factor of γ max between the GC and M f .
Proof: Let γ i denote the attenuation factor in the link between the GC and member M i , with γ i ≤ γ max ∀M i ∈ M G. The transmission power required for communication via a one hop link between M i and GC is,
Hence, by letting the GC transmit with power (d GC,M f ) γmax , we reach every member M i ∈ M G. This is equivalent to constructing a multicast routing tree R where every member is connected to the GC with one hop. The power required to deliver a message to all members of M G according to R, cannot be less than the minimum total power obtained by R * . Hence, the energy expenditure to deliver a message to all M i ∈ M G, via R * cannot be greater than the energy expenditure to deliver the same message to all
In figure 4(b), the GC transmits with power (d GC,M f ) γmax , thus being able to reach every member with one hop. In figure 4 (c)
we show a generic optimal multicast routing tree R * for the same network as in figure 4(b). Since R * is optimal it holds that
The second component of the bound in (7), is the number of update messages sent by the GC for deleting a member from the multicast group. While the number of messages grows logarithmically with the group size N , and N is not a design parameter, we can calculate the tree degree α * that minimizes the number of update messages.
The degree of the tree has to be an integer number and hence, the lowest upper bound for E Ave is achieved when α = 3. The lowest upper bound for the average key update energy, independent of the network topology and distribution of member leaves is:
Note that if we optimize the tree degree α, to minimize the number of rekey messages when both joins and leaves are taken into account and assuming that leaves are as likely to occur as joins, it can be shown that α * = 4 [30] . Also, if we consider key trees using pseudo-random functions as in [4] , the optimal tree degree α that minimizes the number of rekey messages is α * = 2. The analysis presented in this section holds for both pseudo-random function trees as in [4] , and joint consideration of joins and leaves as in [30] , with the upper bound in (12) adjusted according to the optimal tree degree in each case. The optimal tree degree in (12) can be adjusted to any assumed model of joins and leaves, or any other key tree structure.
We now examine how we can reduce E Ave by exploiting the "power proximity" of the multicast receiver nodes.
V. IMPACT OF "POWER PROXIMITY" ON THE ENERGY EFFICIENCY OF KEY MANAGEMENT
E Ave is directly related to the individual energiesẼ Mi , for updating keys after each member leaves the multicast group. In (2), we expressedẼ Mi , as the sum of the energies E R SGi , required to deliver key updates to sub-groups SG i , via the routing tree R. The routing tree R is optimized for distributing the multicast application data to group members and hence, is not a design parameter. The sub-groups SG i are determined by how we place the members to the leafs of the key distribution tree, i.e. the way that we choose to assign common KEK's to members. To reduce E R SGi , we need to group members in the key tree in such a way that less energy is required to deliver to them key updates via R. To do so, we introduce the property of "power proximity." "Power proximity" is similar to the physical proximity, with transmission power used as a metric instead of Euclidean distance.
A formal definition is given below.
Definition: "Power proximity"-Given nodes (i, j, k) we say that the node i is in "power proximity" to node j compared to Given the definition of "power proximity," we show how we can incorporate it in the key tree design in both the cases of a homogeneous and heterogeneous medium.
A. Network deployed in a homogeneous medium
In a homogeneous medium, the transmission power for communication between nodes i, j is a monotonically increasing function of the distance d i,j . Under the assumption that routing is optimally selected to minimize the total transmission power, nodes in physical proximity have overlapping routing paths [28] . Intuitively, nodes that are physically close will have common links in the path from the GC towards them and hence, should also share common keys in order to receive the same key updates and reduce the energy expenditure of the key distribution.
To illustrate the need for designing a physical proximity based key distribution, we consider the ad hoc network in figure 5(a), which is deployed in a homogeneous medium. Note that
. The routing tree shown in figure 5(a) is optimal in total transmit power. In the key tree of figure 5(c), denoted as Tree A, we randomly place the four members of the multicast group in the leaves of the key tree, independent of the network topology as in wired networks.
The second row of Table I shows the average key update energy for Tree A, denoted as E 
5. An ad hoc network and the corresponding routing tree with the minimum total transmission power, deployed in (a) a homogeneous medium, (b) a heterogeneous medium, (c) a random key distribution tree, Tree A, (d) a key distribution tree based on physical proximity, Tree B, (e) a key distribution tree based on "power proximity," Tree C.
the average key update energy for Tree B, denoted as E B Ave , and computed based on (1) by assuming that it is equally likely
for each member to leave the multicast group. The energy saved by performing a rekey operation with the physical proximity based key Tree B over the random key Tree A for the network of figure 5(a) is computed as:
where E A→B denotes the energy required for transmission of a key from node A to node B. The saved energy in (13) is positive since for a homogeneous medium (constant γ) and
B. Network deployed in a heterogeneous medium
We now consider the case of an ad hoc network deployed in a heterogeneous medium, where the attenuation factor γ varies significantly over space. Under heterogeneous path loss, physical proximity in not a monotonic property of "power proximity."
Closely located nodes do not necessarily receive messages via overlapping routing paths. Hence, node location information alone is not sufficient for constructing an energy-efficient key tree.
Method Average key update energy
Random tree E
Physical proximity 
To illustrate the above observation, we consider the ad hoc network shown in figure 5(b) , in which nodes have the same locations as in figure 5(a) . However, there exists a physical obstacle between nodes M 1 and M 4 . Thus, the attenuation factor for signal transmission between M 1 and M 4 is significantly higher than the obstacle-free network regions, and in the optimal routing tree in total transmission power, M 4 is connected to the network through M 3 .
We now show that in an environment with variable path loss, we are able to construct an energy-efficient key tree by correlating nodes according to their "power proximity," rather than physical proximity. We may acquire such information either by using path loss information in addition to the node location [1] , [7] , [17] , [21] , or by measuring the required transmission power for communication between pairs of nodes. Members that are closely located in terms of power are grouped together (placed adjacently to the key tree).
For the network in figure 5(b) , we construct the key distribution tree in figure 5 (e) denoted as Tree C. We place members adjacent to the key tree according to their "power proximity." M 1 is grouped with M 2 , and M 3 with M 4 in order to minimize the total communication power variance of clusters of two members. The last row of Table I , shows the average key update energy for Tree C, denoted as E C Ave , and computed based on (1) by assuming that it is equally likely (p(M i ) = 1 N ) for each member to leave the multicast group. The energy saved for performing a rekey operation by incorporating location as well as the path loss information instead of location alone is computed as the energy gain due to use of Tree C over Tree B :
Based on our analysis in Sections V-A and V-B we make the following conclusions:
Remark 1: When the medium is homogeneous, we can reduce the energy expenditure for key distribution by assigning common keys to members within physical proximity.
Remark 2:
When the medium is heterogeneous medium, we need to employ "power proximity" to generate an energy-efficient key tree hierarchy.
Based on remarks 1 and 2, we develop our key distribution algorithms for the homogeneous and heterogeneous cases.
VI. INCORPORATING PHYSICAL PROXIMITY INTO KEY TREES FOR A HOMOGENEOUS MEDIUM
In Section IV.2, we showed that if nodes in physical proximity are placed adjacently in the key distribution tree, we save significant amount of energy resources when the medium is homogeneous. In this Section, we present an algorithm for the homogeneous medium that exploit physical proximity to generate a energy-efficient key tree. In order to systematically construct a key tree hierarchy, we first cluster nodes based on their location. The clustering is used to form a hierarchy. We translate the physical clustering of the nodes into a key tree hierarchy, thus obtaining an energy-efficient key distribution tree. The task of developing an energy-efficient key distribution scheme is reduced to the task of identifying (a) a physical proximity based clustering mechanism, and (b) building a cluster hierarchy that utilizes the physical proximity based clustering. We discuss both tasks in the following sections.
A. Physical proximity based clustering for energy-efficient key distribution
For the homogeneous medium, we assume that only the node location information is available. Hence, any clustering technique needs to be model-free while taking the location into account. We also note that for the homogeneous case, the Euclidean distance between the nodes is a natural metric for identifying and grouping neighbor nodes. Certainly some other distance metric such as the Minkowsky metric [9] can be used as well, but the monotonicity of the power to the distance in the case of constant γ, makes the Euclidean distance a very attractive metric, since it leads to low complexity algorithms.
A candidate clustering technique should: (a) require only location information as an input, (b) identify the physical network clusters with high success and, (c) generate clusters of equal size so that the cluster hierarchy is mapped to a balanced key tree hierarchy (to maintain constant bandwidth overhead under key updates).
Problem formulation
Let the coordinates of node i be x i = (x i1 , x i2 ). The squared Euclidean distance between two nodes i and i is equal to:
If C denotes an assignment of the nodes of the network into α clusters, the dissimilarity function expressing the total inter-cluster dissimilarity W (C) is:
where C(i) = k denotes the assignment of the i th point to the k th cluster, and m k denotes the mean (centroid) of cluster k.
Inter-cluster dissimilarity refers to the dissimilarity between the nodes of the same cluster. We want to compute the optimal cluster configuration C * that minimizes (16), subject to the constraint that the sizes of the resulting clusters are equal. This can be expressed as:
Note that this formulation provides an optimal way to create α sub-clusters from one cluster. This location based clustering has to be iteratively applied to generate the desired cluster hierarchy.
Solution approach
If we relax the constraint (17), and allow clusters of different sizes, the solution to the optimization problem in (17) , can be efficiently approximated by any mean square based clustering algorithm that uses Euclidean metric. The K-means [9] algorithm uses squared Euclidean distance as a dissimilarity measure to cluster different objects. It also generates clusters by minimizing the total cluster variance (minimum square error approach). Note that K-means may result in a suboptimal local minimum solution depending on the initial selection of clusters, and hence, the best solution out of several random initial cluster assignments should be adopted [9] . However, K-means is easily implemented and hence, is an ideal solution for computationally limited devices. Algorithmic details on solving (17) without any constraint on the cluster size are given in [9] .
In order to satisfy the equal cluster size constraint, posed in (17), we need a refinement algorithm (RA) that balances the cluster sizes. According to (17) , the RA should result in balanced clusters with the lowest total inter-cluster dissimilarity. In , from cluster A to cluster B, such that the inter-cluster dissimilarity after the refinement is minimally increased.
We choose the objects i 1 , i 2 , . . . , i k ∈ A such that:
where m A and m B are the centroids of clusters A, B.
B. On the optimality of the refinement algorithm
The refinement algorithm 7 balances the clusters sizes obtained from the application of the clustering algorithm. When we balance two clusters, we move an object from cluster A to cluster B so that we minimally increase the total inter-cluster dissimilarity. For the binary case, this greedy approach leads to an optimal solution for the constrained optimization problem in (17) . However, if the number of clusters is greater than two, the refinement algorithm in (18) need not lead to balanced clusters of minimum total dissimilarity. We illustrate these points with the example given below.
Consider the clusters A, B, C shown in figure 6 , with |A| = n + k, |B| = n − k 1 , |C| = n − k 2 and k = k 1 + k 2 . We specialize to the case where k = 2, k 1 = 1 and k 2 = 1. According to the refinement algorithm, we must move two objects from A to B, C (one to B, one to C). We initially find the object i * ∈ A such that:
For figure 6(a) there are two optimal objects, i * = {l, r} that can be moved from set A since d l,mA = d r,mA and d l,mB = d r,mB .
Assume that object r is moved from A to B. Note that object r minimally increases the cluster dissimilarity, out of all objects of A that could be possibly moved to cluster C. Hence, if any other object (q for example) is moved from A to C to balance C, the total cluster dissimilarity will be higher compared to the case where l is moved to B and r is moved to C.
Finding the two objects from cluster A to be moved to clusters B and C respectively so that the total dissimilarity is minimized 7 The pseudo-code of the algorithm is presented in figure 7 (b).
requires exhaustive search through all possible combinations of object movements. In our example, two points out of the (n + 2) points in set A need to be moved. There are (n + 2)(n + 1) possible combinations to be inspected. In the general case where
. . , k s objects need to be moved from cluster A that has n + k initial points, to clusters B 1 , B 2 , . . . , B s which contain
k i , the number of possible combination is:
A careful consideration shows that when the number of clusters involved is more than two, identification and moving of a set of objects to different clusters need to consider all clusters simultaneously, not just the cluster with extra objects. In other words, simply moving the extra objects with the highest dissimilarity from the bigger clusters to the smaller ones need not lead to optimality. We illustrate it now.
Consider the figure 6(b). Set k = 2, k 1 = 1, and k 2 = 1. Hence, to construct balanced clusters, two objects need to be removed from the cluster A and the size of the clusters B and C should increase by one. We need to move objects with minimal increase in dissimilarity. Assume that moving node r or l from A to B increases minimally the total cluster dissimilarity. Also assume that the node g in cluster B has the lowest dissimilarity with respect to cluster C. Then, moving both objects l, r to cluster B and then moving object g from cluster B to cluster C will result in lower total cluster dissimilarity than simply moving l to B and r to C.
From this example, we note that examining and maintaining a list of points and their dissimilarities for the every cluster and every point is important. Hence, when there are more than two clusters, the complexity of finding the globally optimal solution for the optimization problem in (17) requires inspection in each cluster and is even higher than the one expressed in (20) .
Therefore, due to the complexity of finding the optimal solution, it is preferable to adopt the sub-optimal solution for balancing the clusters, provided by the refinement algorithm. C. A sub-optimal energy-efficient key distribution scheme based on physical proximity
We now develop an algorithm that maps the physical proximity based clustering into a hierarchical key tree structure. We need to construct a key tree of fixed degree α. Initially, the global cluster is divided into α sub-clusters using K-means. Then, we employ the RA algorithm that balances the cluster sizes by moving the most dissimilar objects to appropriate clusters. The RA leads to the construction of a balanced key tree when N = α n , n ∈ Z and allows us to construct a structure as close to the balanced as possible when N = α n . Each cluster is subsequently divided into α new ones, until clusters of at most α members are created (after log α N splits). Since our algorithm uses only location information as input, we call it Location-Aware Key Distribution Algorithm (LocKeD). The figure 7 presents the pseudo code for LocKeD. We now describe the notational and algorithmic details of figure (7).
Let P denote the set containing all the two-dimensional points (objects) corresponding to the location of the nodes. Let
. .,C(α)} denote a partition of P into α subsets (clusters), i.e. i C(i) = P. Initially, all objects belong to the global cluster P. The function AssignKey() assigns a common key to every subset (cluster) of its argument set. For example, AssignKey(P) will assign the SEK to every member of the global cluster P. 
Location-Aware Key Distribution -LocKeD
C = {P} AssignKey(C) index=1 while index < log α (N ) C temp ={∅} thres = N α index for i = 1 : |C| R=Kmeans(C(i), α) R=Refine(R, thres) AssignKey(R) C temp = C temp R index++ end for C = C temp end while (a) Refinement Algorithm -RA C Low = {C(i) ∈ C : |C(i)| < thres} C High = {C(i) ∈ C : |C(i)| > thres} repeat until C High = ∅ find x * ∈ A, A ∈ C High x * = arg min x∈A [diss(x, m B ) − diss(x, m A )], ∀ x ∈ A, ∀ A ∈ C High , ∀ B ∈ C Low move x * to cluster B C Low = {C(i) ∈ C : |C(i)| < thres} C High = {C(i) ∈ C : |C(i)| > thres} end repeat (b)
Computational Complexity of LocKeD:
In terms of algorithmic complexity, the LocKeD algorithm iteratively applies K-means up to N times in the worst case (generation of a binary tree). K-means has algorithmic complexity of O(N ) [9] . Hence, the complexity of the LocKeD is O(N 2 ). We now present an example of how to construct a key tree based on LocKeD algorithm.
Application of LocKeD on a sample network deployed in a homogeneous medium
Consider the network in figure 8(a) , deployed in a homogeneous medium with an attenuation factor γ = 2. We will construct a location-aware key distribution tree of degree α = 2 with nodes {2, 3, . . . , 9} being the members {M 2 , M 3 , . . . , M 9 } of the multicast group, respectively. Initially, all members belong to the global cluster P.
Note that the GC does not participate in the clustering. The key tree is constructed by executing the following steps:
Step 1: Assign the SEK K 0 to every member of the global cluster P.
Step 2: Create two clusters by splitting the global cluster. The two clusters that yield minimal total cluster dissimilarity are:
Since we seek to construct a balanced key tree, apply the refinement algorithm to balance the clusters sizes. Move M 2 and M 6 to cluster C 2 . Assign two different KEKs to members of clusters C 1 and C 2 . Members of C 1 are assigned KEK K 1.1
and members of C 2 are assigned KEK K 1.2 .
Step 3: Create clusters of two members, by splitting the clusters of four members. The four created clusters are: The resulting hierarchical key tree constructed using LocKeD is shown in figure 8(b) . We now study the heterogeneous case.
VII. "POWER PROXIMITY" BASED KEY DISTRIBUTION FOR A HETEROGENEOUS MEDIUM
A. Characteristics of the heterogeneous medium
When the wireless medium is heterogeneous, the signal attenuation factor is not unique for the network deployment area. An office building is a typical example of an environment where the attenuation factor varies even across very short distances. The signal attenuation for nodes located in different floors is significantly higher than for nodes located in the same floor [19] . The heterogeneity of the medium creates additional challenges in performing energy-efficient key distribution.
Constraint 1:
As shown by the example in Section V-B, in a heterogeneous medium, physical proximity between two nodes does not equate to less transmission power needed for communication between those nodes. Hence, in a heterogeneous medium, Euclidean distance is not a suitable metric to express the dissimilarity between the objects (nodes) that need to be clustered.
We showed in Section V-B that direct use of "power proximity" leads to energy-efficient key distribution, when the medium is heterogeneous. Hence, we propose the use of transmission power as the dissimilarity measure for performing the clustering.
We define the dissimilarity between two nodes i,j for the heterogeneous medium as:
We note that the K-means algorithm used as critical component of the balanced clustering algorithm in the homogeneous medium case, cannot use any arbitrary dissimilarity measure but Euclidean distance, since it utilizes the notion of mean vectors. Hence, for heterogeneous case, we cannot use K-means as a component of our "power proximity" based algorithm.
Constraint 2:
In a heterogeneous environment, different network regions need to be described using different path loss models [19] . Depending upon node location and the medium, a different function shall be used to calculate the dissimilarity between two nodes. Hence, any solution approach should allow the simultaneous use of arbitrary and multiple dissimilarity measures representing different network regions.
Our task of developing an energy-efficient key distribution algorithm for the heterogeneous medium is reduced to, (a) identifying a "power proximity" based algorithm to identify clusters with high success, (b) generating a cluster hierarchy that will be mapped into a key tree hierarchy. We now present techniques suitable for "power proximity" based clustering.
B. "Power proximity" based clustering for energy-efficient key distribution
As noted above, the K-means clustering cannot be part of the balanced clustering algorithm to be developed in heterogeneous case. A candidate solution needs to be able to handle arbitrary dissimilarity metrics. We use two different approaches for clustering in the heterogeneous case. The first approach employs a clustering technique known as K-medoids [10] , that minimizes the total inter-cluster dissimilarity. Hence, K-medoids exploits "power proximity" in the optimal way. In order to create a key tree of fixed degree, K-medoids clusters have to be balanced and the algorithm has to be iteratively applied for every level of the tree. Though optimal in cluster quality, the complexity of K-medoids is prohibitive for large networks and therefore, we adopt a sub-optimal solution based on randomized sampling.
Our second approach is based on Divisible Hierarchical Clustering (DHC) [10] . DHC minimizes the average inter-cluster dissimilarity within each cluster, while directly generating a cluster hierarchy. The hierarchical feature of DHC, along with the ability to use any arbitrary dissimilarity measure, makes this solution attractive for creating a key tree hierarchy. In order to produce a balanced key tree, we need to ensure that at each stage the clusters are balanced. We describe both approaches in detail in the following sections.
1) Minimizing the total inter-cluster dissimilarity:
We now describe the first formulation that satisfies the constraint 1 and constraint 2 and exploits the "power proximity".
Problem formulation
We need a clustering technique that, (a) uses power P (d i,j ) as a dissimilarity measure to generate clusters and group together the most "similar" nodes, (b) generates clusters of equal size. While using an arbitrary dissimilarity metric other than the Euclidean distance, it is not feasible to define the centroid of a cluster. Hence, the total cluster dissimilarity cannot be computed with respect to the centroid, as in (17) .
To overcome this limitation, we identify the most centrally located object within a cluster as a cluster representative, called medoid. We then compute the inter-cluster dissimilarity by adding the dissimilarities of each object of a cluster with its medoid.
In order to construct α clusters
. . m α }, one for each cluster. For each choice of medoids, an object i, i / ∈ M , is assigned to the cluster C j , j = 1 . . . α, if:
where m x denotes the medoid of the cluster C x . Using the medoids as reference points, the total inter-cluster dissimilarity is computed as:
We want to find the optimal medoids M * = {m the resulting clusters are equal. Therefore:
Solution approach
Let us first consider solving the optimization problem in (24) , without the constraint |C(i)| = |C(j)|, ∀i, j, imposed on the cluster sizes. Kaufman and Rousseeuw [10] proposed a solution that minimizes the total inter-cluster dissimilarity in (24) . Their K-medoids method called Partitioning Around Medoids (PAM) [10] , repeats successive exchanges between medoids and ordinary objects until the medoid set resulting in the smallest cluster dissimilarity is found. While PAM is optimal, it scales poorly with group size and hence, Kaufman and Rousseeuw proposed a scalable sub-optimal K-medoids method called Clustering LARge Applications (CLARA) [10] , based on randomized sampling.
K-medoids algorithm however, leads to clusters of unequal sizes [10] . Hence, in order to satisfy the constraint posed in (24), we need the refinement algorithm (RA) of figure 7(b) to balance the cluster sizes. The criterion by which successive objects
, are moved from cluster A to cluster B with |A| > |B|, is modified to reflect the dissimilarity metric used in the heterogeneous medium. We choose the objects i 1 , i 2 , . . . , i k ∈ A such that:
where m A and m B refer to the medoids of clusters A and B, respectively. By minimally increasing W (C) at each object re-assignment, we achieve the optimal solution for the constrained optimization problem in (24) in the case of binary trees.
Following similar analysis as in the case of the homogeneous medium, when more than two clusters need to be balanced (degree of the tree > 2), we can show that while the refinement algorithm presented is only sub-optimal, the complexity of the optimal solution is prohibitively high as the number of nodes grows. Hence, we adopt the sub-optimal solution.
We now present the second approach that is based on minimizing the average dissimilarity within each cluster.
2) Minimizing the average inter-cluster dissimilarity:
We now describe a clustering technique that minimizes the average dissimilarity within a cluster, instead of the total cluster dissimilarity. The advantage of using the average over the total dissimilarity is that we do not comparably compute the dissimilarity with respect to a single cluster object as in K-medoids method. Furthermore, we can provide a solution inspired by divisible hierarchical clustering (DHC) that inherently provides a cluster hierarchy. We first introduce the following quantities.
Cluster Diameter: Diameter diam of a cluster A is defined as the highest dissimilarity between two objects within the cluster given by:
Average inter-cluster dissimilarity of an object: For an object i in cluster A, the average inter-cluster dissimilarity, denoted by a(i) is defined as the average of the dissimilarities of i with all other objects in A as:
Average intra-cluster dissimilarity of an object: For an object i, i ∈ A, and given a cluster B, i ∈ B, the average intra-cluster dissimilarity, denoted w(i, B) is given by:
Description of the algorithm: Initially, all objects are moved to a global cluster A.
with the highest dissimilarity is moved to a new cluster B. Quantities a(i) and w(i, B) are then recomputed for all i ∈ A. An object m ∈ A is moved from cluster A to cluster B, only if m is more similar to cluster B,
The moving of objects is repeated until no object in A is more similar to B, i.e
. a(i) ≤ w(i, B), ∀i ∈ A. At this stage clusters
A and B have been finalized as parent clusters. In the next step, the cluster with the biggest diameter is further split into two new clusters using the previous steps. Though this procedure generates a binary hierarchical tree, we can modify it to generate a tree of arbitrary degree α. To construct one level of a hierarchical tree of degree α, the following steps are followed:
1) Perform (α-1) successive splits of the global cluster, leading to α total clusters.
2) Set α clusters as parents on the first level of the hierarchy.
3) Repeat steps 1-2 until every child cluster contains α objects.
In DHC, the two clusters created by a split of one cluster have minimum average inter-cluster dissimilarity. However, this minimization need not necessarily lead to clusters of equal sizes. Hence, the RA algorithm needs to be applied to balance the cluster sizes.
After
Step 1, we utilize the RA algorithm developed in figure 7 (b). According to figure 7(b), an object x * ∈ A is moved from a cluster A ∈ C High with more objects than the threshold thres, to a cluster B ∈ C Low with less objects than thres, if:
However, no notion of a mean point or representative cluster object exists if average inter-cluster dissimilarity is used. We therefore move the object x * ∈ A, from a cluster A ∈ C High with more objects than the threshold thres, to a cluster B ∈ C Low with less objects than thres, if:
The algorithmic details of DHC are given in figure 9 (b) and will be explained in detail in the following section.
C. Two power-aware key distribution schemes based on "power proximity"
We now show how the two "power proximity" based clustering algorithms presented earlier can be used to develop hierarchical key trees for the heterogeneous medium. We construct a key tree of fixed degree α. Since our algorithms use transmission power Power-Aware Key Distribution (PAKeD) K-medoids Clustering (PAKeD-KM) as the dissimilarity metric, we refer to them as Power-Aware Key Distribution (PAKeD). We name the algorithm that makes use of K-Medoids as Power-Aware Key Distribution-K-Medoids (PAKeD-KM). We name the algorithm that makes use of Divisible Hierarchy as Power-Aware Key Distribution-Divisible Hierarchy (PAKeD-DH).
1) Power Aware Key Distribution based on K-Medoids (PAKeD-KM):
In figure 9(a) , we present the pseudo code for the Power-Aware Key Distribution -K-Medoids (PAKeD-KM) algorithm, that utilizes a "power proximity" clustering algorithm based on K-medoids [9] , [10] . We now describe the notational and algorithmic details of PAKeD-KM given in figure 9(a) .
Initially, all members (objects) belong to the global cluster P. The AssignKey(P) function assigns the SEK to all members of the group. The Power(C,γ) function computes the dissimilarities between members according to the path loss information, and stores them in matrix diss.
Choice between CLARA and PAM in PAKeD-KM: Depending on the network size, we employ either PAM or CLARA as a method for dividing the global cluster into sub clusters. CLARA algorithm is chosen over PAM if the network size N is bigger than a threshold M axSize. Studies in [10] showed that PAM becomes inefficient for data sets bigger than 100 objects.
The choice is stored in variable Clust with the default being PAM. If M axSize > 100, Clust is set to CLARA.
The Divide (C(i) , α,Clust) function partitions C(i) to α clusters according to Clust method, and returns the created clusters to variable R. The Refine(R,thres) function balances the cluster sizes and the AssignKey(R) assigns keys to the clusters in R.
After log α (N ) steps the algorithm terminates.
Computational Complexity of the PAKeD-KM:
The algorithmic complexity of PAM is O ((1 + β)N 2 ), where β is the number of medoid swaps required in K-medoids algorithm [10] . CLARA reduces the complexity to O(N ) through randomized sampling [10] . Either PAM or CLARA are iteratively applied at most N times (binary key tree) and hence the algorithmic
, depending on whether PAM or CLARA is applied.
2) Power Aware Key Distribution based on Divisible Hierarchy (PAKeD-DH):
In figure 9 (b), we present the pseudo code for the Power-Aware Key Distribution -Divisible Hierarchical clustering (PAKeD-DH) algorithm, that utilizes a "power proximity"
clustering algorithm, based on divisible hierarchical clustering [9] , [10] .
For the PAKeD-DH algorithm, the basic steps are as described in Section VII-B. Initially, the SEK is assigned to all members of the multicast group with AssignKey(P) and the dissimilarity matrix diss is computed as in PAKeD-KM algorithm. The cluster with the highest diameter is split into sub clusters A, B. In order to create the cluster B, the average dissimilarities a(i) and We now present the performance evaluation of the algorithms we developed.
VIII. PERFORMANCE EVALUATION
A. Simulation setup
Simulation studies were performed on randomly generated network topologies confined in a specific region. After the node placement, the location of the nodes is assumed to be fixed. Following the network generation, the routing paths were established.
Though any suitable algorithm can be applied to provide the routing paths, we used the Broadcast Incremental Power (BIP) algorithm presented in [28] . The resulting routing tree is used to calculate the consumed energy for transmitting key updates to each of the group members.
Since there is no algorithm to provide the minimum energy solution for the key distribution tree construction, we performed an exhaustive search for small group sizes N = 8, N = 16. For larger group sizes, N = 32, 64, 128, 256, we generated for each network instance, 10,000 different random key tree structures. Out of the randomly generated structures, we selected the key trees that resulted in the minimum and maximum E Ave , and compared them with the performance of our algorithms. We also computed the mean performance of the 10,000 random key trees and compared that with LocKeD, PAKeD-KM, and PAKeD-DH algorithms. We repeated the same comparison for 100 different network topologies and averaged the results. 
B. Experiment 1: Network deployed in a homogeneous medium -Free space case
In our first experiment we assumed that the network was deployed in an open space area. The medium was assumed to be homogeneous and the attenuation factor was set to γ = 2. We confined the network in a 10x10 region and evaluated the performance of LocKeD.
Initially, we measured the performance of the LocKeD algorithm, for 10 different network topologies of 64 nodes plus the GC. In figure 10(a) , we compare the LocKeD with the minimum and maximum performing tree as well as the average, out of the 10,000 randomly generated tree structures. We can observe the key tree with the best performance spends 1.3%-16.7% less energy than the LocKeD. However, if location is neglected, the LocKeD spends 24.4%-54.2% less, compared to the key tree with the maximum average key update energy and 14.2%-36.4% less, compared to the mean of all randomly generated trees, for the 10 different networks in figure 10 (a).
In figure 10 (b), we show the results of LocKeD as a function of the multicast group size N , averaged over 100 network topologies for each N . The LocKeD spends on average 9% more energy for re-keying, compared to the key tree with the minimum E Ave . LocKeD spends on average 57% less energy for re-keying, compared to the key tree with the maximum E Ave , and 32% less, compared to the mean of all randomly generated trees.
We note that although we increased the multicast group size, we kept the deployment region constant. Hence, the node density increased. When the network density increases over the same network region, the total transmission energy to reach all members decreases, since more efficient paths are chosen by the routing algorithm (less high-power transmissions are required, since nodes are in closer proximity). One would expect that for larger network sizes we need to transmit more messages for rekeying and, hence, we would spend more energy. However, due to the node density increase, we observe that we need less energy to perform rekeying, as messages are sent through more power-efficient paths. Therefore, in figure 10(b) , the average key update energy required for rekeying decreases as the network size increases, with the gains leveling off after 64 nodes. Also, we note that E Ave increases as the network size increases from 8 to 16, since for such network sizes the node density is low and the increase in transmitted messages is not compensated by more efficient route discovery. 
C. Experiment 2: Network deployed in a heterogeneous Medium -Suburban area
In our second experiment, we evaluated the performance of the PAKeD for a slowly varying heterogeneous medium. We considered a suburban area where the attenuation factor γ is not constant throughout the network deployment region. However, we assumed that it changes slowly across space. We confined our network in a 12x12 square region and assumed the path loss model in (33) of table II, for computing the required power for establishing a communication link between nodes i, j. According to the model in (33) , nodes that are located near-by are assumed to be in line-of-sight (LOS, γ = 2), while nodes located farther away experience higher attenuation (γ = 3 or γ = 4), due to interference caused by physical obstacles [19] . In figure 11 (a),
we compare the PAKeD-KM with the minimum, maximum, and average performing tree out of the 10,000 randomly generated trees, as a function of the multicast group size N , for networks deployed in a suburban area. We observe that the PAKeD-KM spends on average 19% more energy for rekeying, compared to the key tree with the minimum average key update energy. The
PAKeD-KM spends on average 70% less energy for rekeying, compared to the key tree with the maximum average update, and 59%, compared to the mean of all randomly generated trees. The PAKeD-DH is 26% worse than the minimum E Ave key tree, while being 67% better than the worst performing tree and 56% better than the mean of all the randomly generated trees.
We note that the key tree with the maximum E Ave spends almost three times as much energy as the tree constructed with PAKeD-KM. This is due to the fact that sending messages in a heterogeneous environment requires more energy than in a homogeneous one, and using an inefficient key distribution scheme can lead to great waste of energy resources.
In figure 11 (e), we compare the PAKeD-KM with the PAKeD-DH and the LocKeD, for networks of different group sizes deployed in a suburban area. We observe that the PAKeD-KM and the PAKeD-DH have very similar performance. PAKeD-KM performs 6.8% on average better than the PAKeD-DH, since the PAKeD-KM minimizes the total cluster dissimilarity, while
PAKeD-DH considers the average dissimilarity.
We can also observe that the LocKeD performs the worst among the three algorithms as expected. The LocKeD performs 20% worse than the PAKeD-KM and 12% worse than the PAKeD-DH. By comparing figures 11(d) and 11(f), we note that the performance of the LocKeD is still significantly better than the average and worst case random key trees. The LocKeD performance is explained by the path loss model assumed. According to (33) , physical proximity that is used as a clustering criterion in the LocKeD, is strongly correlated with "power proximity" that is used as a clustering criterion in PAKeD.
D. Experiment 3: Network deployed in a heterogeneous medium -indoor environment
In our third simulation experiment, we evaluated the performance of the PAKeD algorithm for a rapidly changing heterogeneous medium. We assumed that the network is deployed in a four-story office building emulated by a 12x12x12 cubic space and the path loss between nodes i, j is described in table II(A). In figure 11(d) , we compare the PAKeD-KM with the minimum and maximum performing tree as well as the average out of the 10,000 randomly generated trees, for different multicast group sizes in an indoor environment. In figure 11 (e), we compare the PAKeD-DH with the minimum, maximum, and average performing tree, in the same indoor environment and for the same networks. We observe that the PAKeD-KM spends on average 17% more energy for rekeying, compared to the key tree with the minimum average key update energy. The PAKeD-KM spends on average 72% less energy for rekeying, compared to the key tree with the maximum average update, and 56% less when compared to the mean of all randomly generated trees. The PAKeD-DH is 27% worse than the minimum average key update energy key tree, 66% better than the worst performing tree and 50% better than the mean of all the randomly generated trees.
In figure 11 (f), we compare the PAKeD-KM with the PAKeD-DH and the LocKeD for different group sizes deployed in an office building. The PAKeD-KM performs 12.4% on average, better than the PAKeD-DH. As expected, the LocKeD performs poorly in the indoor environment by spending 96% and 74% more energy for rekeying than the PAKeD-KM and the PAKeD-DH respectively. In the indoor environment physical proximity is not increasing monotonically with "power proximity" and clustering based on location fails to give an energy-efficient key distribution tree.
IX. CONCLUSIONS
We studied the problem of constructing energy-efficient key distribution schemes for securing multicast communications in wireless ad hoc networks. We noted that while the balanced key trees are bandwidth-efficient solutions in average sense, the key trees did not consider energy as a design parameter. In order to incorporate the energy-efficiency into the key trees, we introduced a new performance evaluation metric called average key update energy. We characterized this metric in terms of the network topology, the properties of the propagation medium and the degree of the key tree. Thus, the design of energy-efficient key distribution problem is a cross-layer design problem that incorporates physical and network layer parameters. We then noted that depending on whether the propagation medium is homogeneous or heterogeneous, we could formulate problems with different cost functions and computational complexities for the cross-layer design problem.
When the medium is homogeneous, we showed that the node location can be used to design energy-efficient balanced key trees. For heterogeneous medium, we developed algorithms that consider "power proximity" in the design of balanced key trees.
We also presented the complexities of our algorithms and showed the pitfalls of trying to find a globally optimal solution.
We presented simulation results and applied our algorithms to obstacle-free open space, suburban and indoor environments and showed significant energy savings, using our algorithms that demonstrate the advantage in using a cross-layer design approach.
