Abstract:We consider high temperature KMS states for quantum spin systems on a lattice. We prove a large deviation principle for the distribution of empirical averages X Λ := 1 |Λ| i∈Λ X i , where the X i 's are copies of a self-adjoint element X (level one large deviations). From the analyticity of the generating function, we obtain the central limit theorem. We generalize to a level two large deviation principle for the distribution of 1 |Λ| i∈Λ δ Xi .
Introduction
Large deviations for classical lattice spin systems constitutes by now a rather complete theory, see e.g. [6] , [13] . In particular, for Gibbsian random fields, it is well-known that the relative entropy density governs the large deviations of the empirical measure, see e.g. [5] , [13] , [4] . The relative entropy density is the Legendre transform of a generating function which is a difference of pressures. For instance, if one studies the large deviations of the magnetization in a Gibbs measure with Hamiltonian H, one has to consider the generating function F (t) = P (H + th) − P (H), where h is a magnetic field Hamiltonian. The Legendre transform of F gives the entropy function I of the large deviations of the magnetization, i.e.,
where σ i , i ∈ Z d is the value of the lattice spin at site i.
For quantum lattice spin systems a similar large deviation question can be asked. The σ i have to be replaced by self-adjoint operators X i , and the probability measure P H has to be replaced by a (KMS)-state. We are then interested in the "probability"
where ω is a KMS state, X i are copies of an observable X at site i, A is a Borel subset of [− X , X ], and Λ ⊆ Z d is a (large) volume.
Surprisingly, such probabilities have not been considered in the literature on quantum spin systems. Laws of large numbers, and central limit theorems have been considered, e.g. in [16] , [17] . It is well known that for large volumes Λ, the empirical average 1 |Λ| i∈Λ X i is well-approximated (in the state ω) by ω(X 0 )Id provided the state ω is mixing. Therefore, it is a natural question to ask whether the probabilities in (1.1) are of the form exp(−|Λ| inf a∈A I(a)), for some entropy function I. In the context of non-interacting bosons, this question has been studied in [10] , later generalized in [11] to weakly interacting bosons and fermions, where one considers large deviations of the particle density.
In this paper we prove the large deviation principle for empirical averages of the form 1 |Λ| i∈Λ X i for high temperature KMS states ω (i.e., so-called level-1 large deviations), and give a generalization to level-2 large deviations, i.e., large deviations for distribution of the "measures" L Λ = 1 |Λ| i∈Λ δ X i under the state ω. The existence of the generating function of the large deviations of 1 |Λ| i∈Λ X i is not as obvious as in the classical lattice spin context (unless X commutes with the Hamiltonian of the KMS state). In fact this generating function is not a difference of two pressures, simply obtained by perturbing the Hamiltonian of the original KMS state by a magnetic field Hamiltonian. We show that the entropy function obtained by proceeding as in the classical case is (strictly) larger than the true entropy function. The reason we limit ourselves to high-temperature states is the use of a polymer expansion. This polymer expansion can be set up because we study the large deviations of averages of one-point observables.
Our paper is organized as follows. In section 2 we set up basic notation, specify our problem, and state the main result of the paper. In section 3 we consider the easy case of product states, in section 4 we compare with the classical case. In section 5 we show that the classical proof of existence of pressure does not work if we want to show existence of the generating function for the large deviations of empirical averages. In section 6 we set up the cluster expansion, the basic technical tool to obtain both existence, "boundary condition independence" and analyticity of the generating function. In Section 7 we prove the main theorem and point out a generalization to empirical averages of local (not necessarily single site) observables. Finally, in section 8 we prove level 2 large deviations.
The Problem
Let M be a finite dimensional algebra of complex matrices. For Λ ⊆ Z d we define the local algebra
where each M i is a copy of M. The algebra of local observables is defined as the inductive limit of the U Λ 's, and is denoted by U. Let X ∈ M be a fixed self-adjoint element, and consider for Λ ⊆ Z d the empirical average
, where
and X i 's are copies of X in M i . Suppose we are given a faithful state ω on U. Given A ∈ U such that A = A * , we can consider a probability measure on the spectrum of A, defined by
for f : σ(A) → R continuous. In particular, for F ⊆ σ(A) a Borel measurable subset of the spectrum, we have
We call P A the distribution of A. Given a self-adjoint element X ∈ M, we are interested in the probability measures associated to the empirical averages, i.e.,
Λ are probability measures on [− X , X ], i.e., they have compact support and hence always contain convergent subsequences. If the state ω is sufficiently mixing, then P X Λ converges weakly to the Dirac measure δ ω(X 0 ) , concentrating on ω(X 0 ). Therefore it is natural to ask whether the sequence {P X Λ : Λ ⊆ Z d } satisfies a large deviation principle. This means there exists a lower-semicontinuous convex function
In some sense (2.6) is purely a property of a particular sequence of probability measures with compact support. Therefore, a sufficient condition is the existence of a differentiable generating function
More precisely, following [6] , we have the following standard result:
Proposition 2.8. If for all t ∈ R, F (t) exists and is differentiable in t, then the large deviation principle (2.6) holds and the entropy function is
Differentiability in t can be replaced by strict convexity of I. Even if F is not differentiable in t, the large deviation upper bound holds, but the lower bound may fail (see [6] for a counterexample).
We now define what we mean by the central limit theorem in our context. Bryc's theorem [1] gives a connection between the large deviation principle and the central limit theorem. In our context this means that if F exists in a neighborhood of the origin in the complex plane, then the central limit theorem (2.11) holds, with
High temperature KMS states
The states we consider in this paper are KMS states for a translation invariant finite range potential at high temperature. This is a collection of self-adjoint Φ(A) ∈ U A , indexed by finite subsets A ⊆ Z d with the following two properties. Later on we will see that we can slightly relax the finite range condition, see (7.1) below. The KMS-state associated to the potential Φ at inverse temperature β is defined as the limit of the finite volume states on
where the Hamiltonians H Φ Λ are defined by
Remark 2.14. The KMS-states we consider are defined by the limit of (2.12) We can now state our main result.
Theorem 2.15.
1. There exists β 0 independent of X such that for all β < β 0 the generating function
exists and is analytic in a strip {z = x + iy ∈ C : |y| < δ}.
2. The large deviation principle (2.6) holds.
The central limit theorem (2.11) holds for the operators
W Λ = 1 |Λ| i∈Λ (X i − ω(X 0 )). (2.17) 3
Non-interacting case: product states
The simplest situation is the case
where ω i are copies of a faithful state on M, i.e., there exists A such that for X ∈ M:
The generating function (2.7) is
which is clearly defined and analytic on the strip {z = x + iy ∈ C : |y| < δ} for δ small enough, and
Tr[e zX e −A ] (3.4)
In that case the distribution of X Λ /|Λ| is the same as that of the 1 |Λ| i∈ΛX i wherẽ X i are i.i.d. with distribution P X . Hence the large deviation principle (2.6) is clearly satisfied with entropy function
Comparison with the classical case
In the classical Gibbs formalism, there is a natural way to obtain large deviation probabilities by perturbing the Hamiltonian with a magnetic field potential ("Cramer tilting"). Let us informally follow this procedure in our context. For simplicity we put β = 1 in this section. If we want to know the probability of the event
≃ a, then we perturb the hamiltonian H Φ Λ with an external field h a X Λ to make the value a "typical", i.e., such that
The rate function can then (again informally) be obtained as follows:
Define the pressure
and
We can rewrite (4.2) as
Since h a is chosen according to (4.1), the first factor in (4.5) is close to one, and we obtain
This suggests as a rate functioñ
which is the Legendre transform of
This argument leading toĨ,F is of course informal, but in the classical case it is easy and standard to make it rigorous in order to obtain the lower bound. By the notationĨ we suggest thatĨ is not the entropy function I we are looking for. Indeed, if the large deviation principle (2.6) holds for X Λ /|Λ|, then the only candidate for I is the Legendre transform of
By the Golden-Thompson inequality we havẽ
and henceĨ (x) ≥ I(x) (4.11)
Therefore, the large deviation principle of Theorem 2.15 implies the following.
whereĨ(x) is defined in (4.7).
If X and H Φ Λ commute, then (4.10) becomes an equality andĨ(x) is actually the true entropy function, but in the case [X, H Φ Λ ] = 0, the inequality (4.11) can be strict. Notice that even in the simplest case of product states of the previous section, I =Ĩ as soon as A and X do not commute. A possible explanation here is that the "perturbed states" obtained by adding a magnetic field potential to the Hamiltonian are not the right states to make the large deviation event typical.
Boundary terms
In the previous section we considered as a candidate generating function
where we now add the subindex f to denote free boundary conditions. The reader might have noticed that we should have written, following (2.7):
2)
The difference between F f (t) and F (t) is caused by a boundary term and hence it is expected to vanish in the thermodynamic limit, i.e., we expect that
To be more precise, for Λ ′ ⊃ Λ:
Hence, if we omit the boundary term
2), then we recover F f (t). The main problem is to omit W Φ Λ,Λ ′ in the numerator of (5.2), and to prove that the "price" for this omission is of order (e o(|Λ|) ).
This reminds us on the proof of the existence of the pressure, see e.g. [7] , [15] . However, in the quantum case this result relies on the inequality
In order to prove (5.3) in a similar way, we would like to have an estimate like e A+tB e −s(A+tB) e H e s(A+tB) ds
In general Ψ is not a state (unless A + tB and H commute), and the norm of Ψ (as a functional of B) will depend on A, B and H, as the following proposition shows.
Proposition 5.8. For any X ∈ U Λ with Ker(X) = {0}, define
Ψ X defines a continuous functional of C with norm
with |X| = √ X * X. In particular, for X ≥ 0, Ψ X = 1.
Proof: Put X = J|X|, where J is a partial isometry and |X| = √ XX * ≥ 0. Since Ker(X) = {0}, J is a unitary operator, see [8] , Theorem 6.1.2. Since |X| ≥ 0, ω |X| (C) := Tr(·|X|)/Tr(|X|) defines a state. We have:
and we obtain
This proposition shows that we cannot hope to obtain a useful version of (5.7) in order to show (5.3). Indeed, if X is not positive (the X we are thinking about here is 1 0 e A+tB e −s(A+tB) e H e s(A+tB) ), then Ψ X can be arbitrary large.
Instead we will use a cluster expansion to show the negligibility of the boundary terms.
Cluster Expansion
In this section we develop a strategy to prove both existence and analyticity of (5.1) and the equality (5.3), which is based on a quantum cluster expansion. For an introduction to this technique and a comparison of different approaches, see [14] . Here we develop a variant of this expansion, by rewriting the partition function of a quantum model as a partition function of a certain (classical) polymer model. Then, the results on the convergence of the expansion follow whenever the Kotecky-Preiss criterion is satisfied [9] .
Set-up
where ω t Λ is a product state on U Λ defined by
The product property of the state ω t X is crucial and due to the fact that we consider only the averages of a one-point observable. It implies for
This factorization is crucial to set up the cluster expansion that will allow us to show the existence of the limit
which is also a product state, and this time we have
Λ ′ is the trace state on U Λ ′ . The existence of F (t) is equivalent with the existence of Ξ(t) = lim
Moreover, the equality F f (t) = F (t) will follow from Ξ f (t) = Ξ(t). Our strategy is then described as follows.
1. Set up the cluster expansion in order to define Ξ(t), Ξ f (t). This can be done by properly defining a polymer model and by using the Kotecky-Preiss criterion.
2. Equality of Ξ and Ξ f follows from the fact that in the expansion, only clusters touching the boundary of Λ will make the difference between log Z t,β Λ and logZ t,β Λ ′ ,Λ 3. Analyticity is proved by showing that the polymer weights are analytic in t and satisfy the Kotecky-Preiss criterion in a strip in the complex plane.
Polymer model
In order to compute Ξ f (t), we use the idea of the Mayer expansion and rewrite the finite volume expectation ω t Λ (e −βH Φ Λ ) as the partition function of a polymer gas. Due to the product structure of the state, the polymer weights become independent up to the exclusion, and we can use familiar results on the convergence of a series for the logarithm of such partition functions.
We start by writing the series
that can be cast into the form of a polymer expansion as follows. We use the notation Γ = (A 1 , . . . , A n ) for any finite sequence of finite sets of sites and the shorthand Φ Γ = Φ(A 1 ) . . . Φ(A n ). Let G Γ be the graph over the set of vertices {1, . . . , n} such that 1 ≤ i < j ≤ n are connected by edge whenever ′ . Given any sequence of sets Γ, the collection {γ α } α∈I of all maximally connected components of Γ is clearly an admissible set of polymers, but the correspondence is obviously not one-to-one. A simple observation is that there are exactly ( α k(α))! α k(α)! sequences Γ such that {γ α } α∈I is the collection of all maximally connected subsequences of Γ. Defining |Γ| = k for any sequence Γ = (A 1 , . . . , A k ), we rewrite Z t,β Λ as the partition function of a polymer model:
where we have introduced the weights
and the indicator functions
Note that the polymers have been defined as sequences of sets rather than collections of sets. Obviously, the weight ρ t,β (γ = A 1 , . . . , A k ) generically depends on the order of the sets A 1 , . . . , A k , whereas it does not depend on Λ as far as Λ ⊃ ∪ k i=1 A i , due to the product structure of the state ω t Λ . The cluster expansion now reads [9, 12] , formally,
where we have defined the "cluster" weights w t,β (C) by the partial resummation over all sequences (γ 1 , . . . , γ n ),
Next we set up a similar expansion forZ t,β Λ ′ ,Λ . Note first that by taking t = 0 in (6.15) we immediately get cluster expansions for both expectations ω 
with the notatioñ
In particular,ρ t,β
we also havew t,β
Hence, we get from (6.8) that
where the first term coincides with the series for log Z t,β Λ and the second one is a boundary term summing up the clusters intersecting both sets Λ and Λ ′ \ Λ.
The existence of the cluster weights w t,β (C) and w t,β Λ (C) and upper bounds can be proven under the assumption that the polymer weights are sufficiently damped. We show the Kotecky-Preiss criterion of the convergence [9, 12] to be satisfied in a high-temperature regime:
Then one has the upper bounds
Combining
Proof of Lemma 6.21 . Using the notation γ for the image of the sequence γ = (A 1 , . . . , A k ), we have the upper bound
for any collection of finite sets {B 1 , . . . , B l }, l = 1, 2, . . . The identical upper bound holds if we replace ρ t,β withρ t,β Λ . Hence, we only need to concentrate on the former weight, for which we have the inequality
with the shortcut ϕ(B) = e a|B| (e β Φ(B) − 1) (6.30)
In order to estimate the right-hand side of (6.29), we consider the function
defined on all pairs of a finite set B and a finite collection ∆ of finite sets, ∆ ∋ B. For this function we derive a recurrent inequality, realizing that the collection {B 1 , . . . , B l } obtained from a connected collection {B, B 1 , . . . , B l } splits in general into a number of connected components, each of them intersecting B. By upper-bounding the sums over these components separately we subsequently write:
the proof of the lemma is finished by proving by induction in the cardinality of ∆ that sup
uniformly in ∆. Indeed, by the induction hypothesis and using inequalities (6.22), (6.33) and the translation-invariance of the potential, we get
The case ∆ = {∅} is trivial.
Analyticity of the polymer weights
Under a slightly stronger condition than (6.22), we prove the existence of an analytic continuation of the polymer weights ρ z,β (γ) to a set {z = x + iy ∈ C; |y| < δ} × {β; |β| < β 0 }, uniformly for all polymers. Since the linear functional ω z Λ given by formula (6.2) is not a state anymore for z ∈ R due to the lack of positivity, we write ρ z,β (γ) in the form
A i and using the bound
we obtain the next variant of inequality (6.28):
The other steps in the proof of Lemma 6.21 remain unchanged if we replace there the function ϕ(B) with
and assume condition (6.44) below. As a result, we get the upper bound on the analytic continuation of the polymer weights as
The uniform bounds on the cluster weights in the region |y| < δ 0 , |β| < β 0 then follow by [9, 12] . As a consequence, the (partially resummed cluster) weights w z,β (C) are analytic by Vitali's theorem and we arrive at the following result: 
for all finite sets of sites C. Moreover,
7 Proof of Theorem 2.15
One easily checks that under the assumption B∋0 e ǫ|B| Φ(B) < ∞ (7.1)
for some ǫ > 0, there exist a, δ, β 0 > 0 such that condition (6.44) is satisfied. Moreover, β 0 can be chosen independent of X.
Existence of F f (t). It follows from the cluster expansion for log Z t,β Λ due to the translation-invariance of the cluster weights w t,β (C). To see this, write
By Proposition 6.25, C∋0 |w t,β (C)| ≤ a, and for any ǫ > 0 there exists a finite set of sites D such that C∋0, C ⊆D |w t,β (C)| ≤ ǫ. Introducing
we have
and the limit lim ǫ↓0 lim Λ↑Z d , the latter being taken in the van Hove sense so that lim |Λ 0 |/|Λ| = 1, yields
Moreover, we have got the upper bound sup t∈R |Ξ f (t)| ≤ a. Equality F f (t) = f (t). Notice first that the limit
by the absolute convergence of the second sum. Using the same argument as above, the second term is of order o(|Λ|), and we get the equality Ξ(t) = Ξ f (t). Analyticity of F f (t). We only need to prove the analyticity of the function Ξ f (t) given by the series (7.6). By Proposition 6.43, all cluster weights have an analytic continuation to the strip |Im z| < δ 0 . Since the series converges there uniformly due to (6.45), Ξ f (z) is analytic in the strip by Vitali's theorem.
Finally, the existence and the differentiability of F (t) implies both large deviation upper and lower bounds by Gartner-Ellis theorem. Since F (t) has an analytic continuation to a neighborhood of the origin, Bryc's theorem implies the central limit theorem. To see that σ 2 > 0 for β small enough, consider first the case β = 0, then
where ω 0 is the normalized trace. Hence in that case, σ 2 > 0 as soon as X has nontrivial spectrum. Therefore, by the convergence of the cluster expansion, the variance σ 2 β = σ 2 0 + O(β) is strictly positive for β small enough. Moreover, it is given by the absolutely converging sum
A generalization
Our result on the convergence of the cluster expansions for Ξ f (t) and Ξ(t) can be slightly generalized. We sketch this generalization here without too much details. Let {Φ k } k=1,...,n be a family of potentials and ω be a product state. Then the generating function
where z = (z 1 , . . . , z n ) ∈ C n , admits a cluster expansion
with the cluster weights w z (C) depending only on Φ i (A), A ⊆ C, i = 1, . . . , n, and one has the following result.
for some a, δ 1 , . . . , δ n > 0. Then all cluster weights w z (C) are analytic in the polydisc 
3. A necessary and sufficient condition on the potentials Φ 1 , . . . , Φ n to satisfy (7.11) with some a, δ 1 , . . . , δ n > 0 is that there exists ǫ > 0 such that sup x B∋x e ǫ|B| Φ i (B) < ∞ i = 1, . . . , n Proposition 7.10 does not give the (full) large deviation principle since the modulus of z i has to be small. However, it does give the central limit theorem for
because for that we only need analyticity in a neighborhood of 0.
8
Level two large deviations
We will now define a random measure which can thought of as the distribution under the state ω of the "measure" 1 |Λ| i∈Λ δ X i . For f ∈ C([− X , X ], R), and µ a probability measure on [− X , X ], we write µ, f = f dµ.
More precisely, for f 1 , . . . , f k a finite collection of continuous functions on [− X , X ], and A 1 , . . . A k Borel sets, define 2. The random measures L Λ satisfy the large deviation principle with rate function I given by (8.4 ).
The relation between I and I is given by the contraction principle:
I(x) = inf{I(µ) :
Proof. The existence of the limit defining Ψ follows from Theorem 2.15 and the fact that β 0 does not depend on X, so we can replace X i by f (X i ). The large deviation principle follows from Gâteaux differentiability of Ψ. More precisely, for any f, g ∈ C([− X , X ], R), the limit
exists. This can be seen as follows. By the same argument showing the analyticity of F (z) (of 2.16) in a strip {z = x + iy : |y| < δ} one sees that z → Ψ(f + zg) exists and is analytic in a strip {z = x + iy : |y| < δ}, where now δ depends on f and g. This is clearly sufficient to have the existence of the limit (8.7). Then we can apply Corollary 4.5.27 of [3] to conclude the large deviation principle. Finally, the contraction principle follows from the fact that the distribution of X Λ /|Λ| is the distribution of ξL Λ (dξ), hence we are in the situation of the standard contraction principle, [3] , Theorem 4.2.1.
