Abstract. Developing a preci se and accurate model of gold price is critical to assets management because of its unique features. In this paper, adaptive neuro-fuzzy inference system (ANFIS) and artifi cial neural network (ANN) model have been used for modeling the gold price, and compared with the traditional statistical model of ARIMA (autoregressive integrated moving average). The three performance measures, the coeffi cient of determination (R 2 ), root mean squared error (RMSE), mean absolute error (MAE), are utilized to evaluate the performances of different models developed. The results show that the ANFIS model outperforms other models (i.e. ANN and ARIMA model), in terms of different performance criteria during the training and validation phases. Sensitivity analysis showed that the gold price changes are highly dependent upon the values of silver price and oil price.
Introduction
Gold price plays a signifi cant role in economical and monetary systems. The price of gold and other assets are often closely correlated (Corti, Holliday 2010) . For example, the link between gold and equities is usually negative, as investors typically transfer money from gold into the safe haven of equities during times of boom and vice versa during times of crisis. Whereas, the link between gold and oil is typically positive and a tension can lift both the price of oil and gold.
Accurate forecasting of gold price helps to foresee the circumstances of trends in the future. This provides the useful information for stakeholder to fulfi ll the essential actions in order to prevent or mitigate risks, which may lead to fi nancial losses or even bankruptcy.
In order to foretell the future price of gold, the forecasting model uses the factors that have a signifi cant effect on determining the gold prices. Several methods have been developed and implemented for the prediction of gold price. The forecasting methods can be classifi ed into three main methods: (i) traditional mathematical model, (ii) artifi cial intelligence (AI), and (iii) hybrid models.
Traditional mathematical models such as Autoregressive Integrated Moving Average (Parisi et al. 2008) , jump and dip diffusion (Shafi ee, Topal 2010) , and the multi linear regression (Escribano, Granger 1998; Achireko, Ansong 2000; Ismail et al. 2009; Kearney, Lombra 2009 ) models have been used for gold price forecasting. As well as, artifi cial intelligence models such as artifi cial neural networks (ANN) have been developed as a non-linear tool for gold price forecasting (Achireko, Ansong 2000; Parisi et al. 2008; Lineesh et al. 2010) . These studies document the need for a better management of gold selling and investing to reduce risk value. An accurate gold price forecasting model is needed to show the trend of price changes in the futures to carry out appropriate exchanges. Furthermore, it is very diffi cult to earn a powerful function using traditional mathematical model (Achireko, Ansong 2000) , and these models are principally based on some strong assumptions and prior knowledge of input data statistical distributions.
On the other hand, both ANN and fuzzy logic techniques have their advantages and disadvantages. The ANN models are very effi cient in adapting and learning, but on the negative side they have the negative attribute of the "black box" (Bilgehan 2011) . ANN also have some shortages for addressing issues of uncertainty and imprecision. Fuzzy logic has the ability to express the ambiguity of human thinking and translate expert knowledge into computable numerical data (Mirbagheri, Tagiev 2011) . But despite that fuzzy inference system is widely applied, extracting the rules of fuzzy inference system is not easily realized. Whereas a combination of ANN and fuzzy system is called neurofuzzy system has a benefi t of two models in a single framework. Neuro-fuzzy systems are able to eliminate the basic problem in fuzzy system design (generating a set of fuzzy if-then rules) by using the learning capability of an ANN for automatic fuzzy if-then rule generation and parameter optimization (Nayak et al. 2004) .
There are the different types of fused neuro-fuzzy systems such as Adaptive NeuroFuzzy Inference System (ANFIS), Fuzzy Inference and Neural Network in Fuzzy Inference Software (FINEST), Evolving Fuzzy Neural Network (EFuNN), and Self-Constructing Neural Fuzzy Inference Network (SONFIN). It utilizes a combination of the least squares and back propagation gradient descent method for training fuzzy inference system membership function parameters to emulate a given training data set (Ellithy, Al-Naamany 2000).
The specifi c advantages of ANFIS are: (1) ANFIS uses the neural network's ability to classify data and fi nd patterns, (2) It then develop a fuzzy expert system that is more transparent to the user and also less likely to produce memorization errors than a neural network does, and (3) ANFIS keeps the advantages of a fuzzy expert system, while removing (or at least reducing) the need for an expert (Ata, Kocyigit 2010) . ANFIS is widely used employed for modeling and forecasting time series by different researchers. It is clear that ANFIS has demonstrated its capabilities and effi ciencies as a problemsolving tool.
The main aim of this paper is to investigate the capability of an ANFIS in modeling gold price changes and to evaluate its performance in comparison with ANN and other traditional time series modeling techniques such as ARIMA. Finally, the best fi t model is identifi ed according to the performance criteria including coeffi cient of determination (R2), mean absolute error (MAE), and root mean square error (RMSE).
The rest of the paper is organized as follows: Section 2 is included the literature review and also the methodology of adaptive neural-fuzzy inference system (ANFIS) and describes its structure. Section 3 summarizes artifi cial neural networks. Section 4 describes the ARIMA model, including the determination of the orders of ARMA model. Section 5 presents the gold price modeling by ANFIS, ANN, and ARIMA models. Section 6 analyzes the performance of the models, including its comparison with other and discusses several practical issues involved in its deployment. Sensitivity analysis is presented in section 7 presents. Finally, the conclusions of the present study are discussed in section 8.
Adaptive Network-based Fuzzy Inference System (ANFIS)
Adaptive n eural-fuzzy inference system (ANFIS) was initially introduced by Jang (1993) . ANFIS is a multilayer feed forward network with a supervised learning scheme, which makes the model of given training data set based on Takagi-Sugeno inference system (Takagi, Sugeno 1985) . ANFIS uses a hybrid learning algorithm in order to train the network. According to the unique capability of ANFIS, this technique is applied by different researchers for forecasting time series. Nayak et al. (2004) developed the application of an ANFIS to hydrologic time series modeling. They demonstrated the potential of an ANFIS model for time series modeling of river fl ow of Baitarani river basin in Orissa state of India. Ghaffari and Zare (2009) employed soft computing approaches to predict the daily variation of the crude oil price of the West Texas Intermediate. In this paper, the predicted daily oil price variation is compared with the actual daily variation of the oil price and the difference is implemented to activate the learning algorithms.
A comparative analysis of ANFIS and Mamdani fuzzy inference systems (MFIS) methods for prediction of water consumption time series is carried out by Firat et al. (2009) . Chen et al. (2010) applied the ANFIS model to forecast the tourist arrivals to Taiwan, they demonstrated according to the mean absolute percentage errors and statistical results, the ANFIS model has better forecasting performance than the fuzzy time series model, grey forecasting model and Markov residual modifi ed model. They also used the ANFIS model to forecast the monthly tourist arrivals to Taiwan from Japan, Hong Kong and Macao, and the United States. Wang et al. (2009) employed autoregressive moving-average (ARMA) models, artifi cial neural networks (ANNs) approaches, ANFIS techniques, genetic programming (GP) models and support vector machine (SVM) method to forecast monthly discharge time series. The results indicate that the best performance can be obtained by ANFIS, GP and SVM, in terms of different evaluation criteria during the training and validation phases. Chang et al. (2011) The fi ve-layer ANFIS structure consists of fuzzifi cation, inference, normalization, consequent, and output. ANFIS, as presented in Fig. 1 , inco rporates a fi ve-layer network to implement a Takagi-Sugeno-type fuzzy system. The ANFIS structure is described below:
Layer 1: Parameters in the fi rst layer are called premise parameters; each node in this layer generates fuzzy membership grades. let O ij be the output of level i, and node j for level one
where
can adopt any fuzzy membership functio n (MF). In this paper the Gaussian function is used to develop the prediction model.
( ) Ai x  is given by:
where c is mean of distribution and  2 is variance of distribution.
Layer 2: Each node in the second layer calculates the fi ring strength of each rule via multiplication
Layer 3: Node i in this layer calculates the ratio of the ith rule's fi ring strength to the sum of all rules' fi ring strengths. The fi ring strength in the third layer is normalized ( 3 j O ) as:
Layer 4: In this layer parameters are called consequent parameters and every node computes the contribution of ith rule towards the overall output:
Layer 5: Finally, the single node calculates the overall output as the summation of all incoming signals:
ANFIS uses the hybrid-learning algorithm, consists of the combination of gradient descent, and least-squares methods. The former is employed to determine the nonlinear input parameters and the latter is used to identify the linear output parameters. The main objective of the learning algorithm for ANFIS architecture is to tune all the modifi able parameters in order to match the ANFIS output with the training data.
ANFIS applies two phases, including forward pass and backward pass to recognize the pattern of given data set. The forward pass optimizes the consequent parameters (p i , q i , r i ) in levels four and fi ve, while the backward pass optimize the premise parameters of the MFs used as inputs in levels one to three (Atsalakis et al. 2011) .
In forward pass, each node output is calculated under the condition that the nonlinear or premise parameters in layer 1 remain fi xed. Therefore, the overall output is a lin-
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ear combination of consequent parameters. In backward pass, after subtracting output of layer 5 from the actual output error measure, the error rates propagate backward from output to update the non-linear parameters when the premise parameters are fi xed (Ghaffari, Zare 2009 ). The hybrid algorithm converges much faster than the original pure back propagation algorithm as it reduces the search space dimensions (Jang et al. 1997) .
Artifi cial Neural Network s (ANN)
ANN technique has emerged as a powerful modeling tool which can be applied for many scientifi c and/or engineering applications, such as: pattern reorganization, classifi cation, data processing, and process control. ANN technique has some unique futures which distinguish them from other data processing systems include ability to work successfully even when they are party damaged, parallel processing, ability to make generalization, and little susceptibility to errors in data sets (Malinowski, Ziembicki 2006 ). An artifi cial neural network simulates the human brain mechanism to implement computing behavior (He, Xu 2007) .
ANN is developed based on biological neural networks, which neurons are the basic building blocks ones. An artifi cial neuron is a model of a biological neuron. An artificial neuron receives signals from other neurons, gathers these signals, and when fi red, transmits a signal to all connected neurons (Engelbrecht 2002 ). An artifi cial neuron model is depicted in Fig. 2 .
As seen in Fig. 2 , x i (i = 1, 2, ..., n) is the input signal of n other neurons to a neuron j; w ij is the connection weight between the ith neuron and the neuron j; j  is the activation threshold of the neuron j; f is the transfer function, and y j is the output of the neuron. y j is calculated through Eq. (7):
f is generally linear, step, threshold, logarithmic sigmoid (logsig), hyperbolic tangent sigmoid (tansig) functions.
A neural network contains of three layers, including one input layer, several middle layers (hidden layers) and one output layer. It should be noted that there is no theoretical limit on the number of hidden layers but typically there is just one or two (Sumathi, Paneerselvam 2010) . Fig. 3 depicts an artifi cial neural network architecture employed in this study. Journal of Business Economics and Management, 2012, 13(5): 994-1010 In this study a multi-layer feed-forward perceptron (MLP) with a back propagation learning algorithm is employed to model gold price. During the modeling stage, coeffi cients are adjusted through comparing the model outputs with actual outputs. A fi vestep procedure can be described to present the learning process of an ANN as follows: 1. Input-output vectors are randomly selected as training datasets. 2. The structure of network is formed. 3. Network outputs are computed for the selected inputs. 4. Connection weights are adjusted according to performance measure. 5. The process of adjusting the weights is continued until performance measures are satisfi ed.
ARIMA method
Box and Jenkins developed a general forecasting methodology for time series generated by a stationary autoregressive moving-average process (Box, Jenkins 1976) . In an autoregressive integrated moving average (ARIMA) model, the future value of a variable is assumed to be a linear function of several past observations and rando m errors. The term integrated indicates the fact that the model is produced by repeated integrating or summing of the ARMA process (Palit, Popovic 2005) . The A RIMA model is employed for applications to nonstationary time series that become stationary after their differencing. The general form of the ARIMA model is given by:
The structure of ARIMA model is known as ARIMA (p, q, d) , where p stands for the number of autoregressive parameters, q is the number of moving-average parameters, and d is the number of differencing passes.
The Box and Jenkins methodology for building time series models includes four phases (Box, Jenkins 1976) : (1) model identifi cation, (2) model estimation, (3) model validation, and (4) model forecasting. These phases are described in details by Palit and 
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Popovic (2005). In order to determine the order of the ARIMA best model, the autocorrelation function (ACF) and the partial ACF (PACF) of the sample data are employed. In this study, selection tech nique in conjunction with ACF and PACF for estimating the orders of ARMA model is t he Akaike information criterion (AIC). This involves choosing the most suitable lags for the AR and MA components, likewise assigning if the variable requires differencing to convert into a stationarity t ime series.
Modeling of gold price
The information used in this study includes 220 monthly observations of the gold price per ounce against its affecting parameters from April 1990 to July 2008. The gold price changes during this period ar e depicted in Fig. 4 . In order to develop ANFIS, ANN, and ARIMA models for the gold price, the available data set, which consists of 220 input vectors and their corresponding output vectors from the historical data of gold price, was separated into training and test sets as depicted in Base on the ARIMA model, the past observations of gold price are used in order to formulate the model, and in order to develop ANFIS and ANN models, the affecting parameters on gold price are extracted as described in the following part.
One of the most important steps in developing a successful forecasting model is the selection of the input variables, which determines the architecture of the model. Based on the 'hunches of experts', seven input parameters for the gold price forecasting were identifi ed: USD Index (measures the performance of the United States Dollar against the Canadian Dollar), infl ation rate (the United States infl ation rates), oil price (West Texas Intermediate Crude Oil Prices), interest rate (the United States interest rates), stock market index (Dow Jones Industrial Average), silver price, and world gold production. The da ta used in this study were downloaded from several sources from the addresses as presented in Table 1 . As shown in Table 1 , expect of world gold production, other parameters are monthly. According to the importance of production on the gold price changes, the authors employed the method of Cubic Spline in terpolation (s ee Ueberhuber 1997), which is a useful technique to interpolate between known data points due to its stable and smooth characteristics, in order to convert annually data into monthly data.
The above mentioned models are established as described in the next section. ANN model. According to the concepts of ANNs design and using productive algorithm in MATLAB 7.11 package software in order to obtain the optimum network architecture; several network architectures are established to compare the ANNs performance. B efore constructing the ANN model, all variables were normalized to the interval of 0 and 1 to provide standardization using Eq. (10):
The best fi tted network based on the best forecasting accuracy with the test data is contained of seven inputs, twenty four hidden and one output neurons (in abbreviated form, N (7-24-1) ). Th is co nfi rms that simple network structure that has a small number of hidden nodes often works well in out-of-sample forecasting (Zhang 2003; Khashei et al. 2008 Khashei et al. , 2009 Areekul et al. 2010; Khashei, Bijari 2011) . This can be due to the over fi tting problem in neural network modeling process that allows the es tablished network to fi t the training data well, but poor generalization may happen.
ANFIS model. Similar to the ANN model, using established algorithms in MATLAB 7.11 package software, the best-fi tted ANFIS model is selected. As well as, before constructing the ANFIS model, all variables were normalized to the interval of 0 and 1 through Eq. 10. Based on the ANFIS system, each input parameter might be clustered into several class values to build up fuzzy rules, and each fuzzy rule would be constructed using two or more MFs (Noori et al. 2010 ).
There are different methods to categorize the input data and make the fuzzy rules. One of the most application methods is subtractive fuzzy clustering (C hiu 1994), which is more used when there are many input variables. For instance, let it be assumed that there are 10 input variables and three MFs for each input variable, the rules will be 3 10 (59049 rules) that lead to the calculation of parameters be lo ng and ti me-consuming. For this reason, the authors use a subtractive fuzzy clustering to generate the rule base relationship between the input and output variables that each input variable includes three MFs. This method us es the given search ra dius to measure the density of data points in the feature space (Chiu 1994) . A small cl uster radius will usually yield many small clusters in the data an d leads to generate many rules and a large cl uster radius will usually result a few large clusters in the data and ca uses fewer rules (Tzamos, Sofi anos 2006; Gentili 2007; Jelleli, Alimi 2009; Gopalakrishnan et al. 2009 ).
The most appropriate value for the cl uster radius is identifi ed by a trial and error approach by ch anging the cluster radius value from 0.05 to 0.95 (in increments of 0.05).
The results of testing data show that the optimum value for the cluster radius is 0.4 and the optimal number of rules for best-fi tting model is 7. After forming the initial ANFIS structure, the training stage is accomplished. In order to train the ANFIS model, the number of iteration of hybrid algorithm for correction of model parameters and objective error are taken into account 50 and 10 -6 , respectively. Fig. 5 shows that we could have reached the less training error by increasing the number of epochs. After training the ANFIS model, test performance was checked. For achieving the aim, the input vectors from the test data set were presented to the trained network and the forecasted output parameter, were compared with the actual ones for the performance measurement.
Pe rformance assessment of the models
In order to generalize the model to unknown outputs, its performance must be tested by comparing outputs estimated by the each model with real outputs. In this paper, the performance of the each model is evaluated by three performance measures: Co effi cient of determination (R 2 ), Me an Absolute Error (MAE), and Ro ot Mean Square Error (RMSE). These measures are calculated by following relations:
where P i is predicted values, A i is observed values, i A is the average of observed set, and N is the number of datasets.
R 2 shows how much of the variability in dependent variable can be explained by independent variable(s). R 2 is a positive number that can only take values between zero and one. A value for R 2 close to one shows a good fi t of forecasting model and a value close to zero presents a poor fi t.
MAE would refl ect if the results suffer from a bias between the actual and modeled datasets (Khatibi et al. 2011) . RMSE is a used measure in order to calculate the differences between values predicted by a model and the values observed from the thing being modeled. RMSE and MAE are non-negative numbers that for an ideal model can be zero and have no upper bound.
The comparative analysis of testing period performance of the ANFIS, ANN and ARI-MA techniques using three global statistical criteria (root mean square error, mean absolute error, and coeffi cient of determination) has been accomplished and is shown in For all statistical criteria, the ANFIS model is better than the ANN model, and there are similar conditions to ANN and ARIMA model, i.e. based on all statistical criteria, the ANN model is better than the ARIMA model. This means that ANFIS outperforms ANN and ARIMA and presents the best performance, i.e., the lowest RMSE and MAE and highest R 2 , for the validation periods. The results of the study also indicate that the forecasting capability of the ARIMA model is poor compared with the ANN model in gold price forecasting. The forecasted value of each model for both validation and training data are plotted in Fig. 6 . In addition, the forecasted value of ARIMA, ANN, and ANFIS models for test data are plotted in Fig. 7 .
Sensitivity analysis
Sensitivity analysis is a useful tool in order to determine the relationship between the related parameters. In this paper to identify the most sensitive factors affecting gold price cosine amplitude method (CAM) was employed. This approach is a powerful method in order to implement sensitivity analysis (Ross 2004) .
In this method, the degree of sensitivity of each input parameter is assigned by establishing the strength of the relationship (r ij ) between the gold price and input parameter under consideration. The larger the value of CAM becomes, the greater is the effect on the gold price, and the sign of every CAM indicates how the input affects the gold price. If the gold price has no relation with the input, then the values are zero, while the input has a positive effect on the gold price when the values are positive and a negative effect on the gold price when the values are negative. Let n be the number of independent variables represented as an array X ={x 1 , x 2 , ..., x n }, each of its elements, x i , in the data array X is itself a vector of length m, and can be expressed as:
The strengths of relations (r ij values) between the gold price and input parameters are depicted in Fig. 8 . As shown in Fig. 8 , the most effective parameter on the gold price is silver price. It can be resulted due to the substitution relationship between gold and silver prices.
Conclusion
In this study, the performance of different methods for forecasting the gold price changes was in vestigated. Because accurate forecasting of gold price changes helps to foresee the circumstances of trends in the future; so that, this provides the useful information for stakeholder to fulfi ll the appropriate strategies in order to prevent or mitigate risks. The forecasting methods evaluated include the ANN, ANFIS, and ARIMA models. The gold price data from April 1990 to July 2008 were used to develop various models investigated in this study. This comprises 220 input vectors and their corresponding output vectors from the historical data of gold price, which were divided into training and validation sets. Three performance evaluation measures, including MAE, R 2 , and RMSE, are adopted to analyze the performances of various models developed. The 
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results show that the ANFIS and ANN methods are powerful tools to model the gold price and can give better forecasting performance than the ARIMA method. The results de monstrate the best performance can be yield by ANFIS in terms of different evaluation criteria during the training and validation phases. The forecasting results of ANN model during the validation phase outperform the ARIMA model. Therefore, the results of the study indicate that ANFIS approach has a high potential in modeling the trend of gold price, and this may provide valuable suggestion for researchers to apply this method for modeling the trend of time series.
