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Abstract
This thesis presents a computational method for constructing Siegel sets for the action of G = SU(n;1;O)
on HnC, where O is the ring of integers of an imaginary quadratic field with trivial class group. The
thesis first presents a basic algorithm for computing Siegel sets and then considers practical improve-
ments which can be made to this algorithm in order to decrease computation time. This improved algo-
rithm is implemented in a C++ program called siegel, the source code for which is freely available at
http://code.google.com/p/siegel/, and this program is used to compute explicit Siegel sets for the
action of all applicable groups G on H2C and H3C.
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Chapter 1
Results
The following results were obtained from a C++ application called siegel which implements an algorithm
based on Algorithm 5.10.1. The source code is released under the GPL v3.0 license and can be found here:
http://code.google.com/p/siegel/. The application consists of approximately 10,000 lines of code
and its design and implementation comprised the majority of the work involved in this PhD. thesis.
1.1 Siegel Sets in 2 and 3 Dimensions
Theorem 1.1.1 Let K = Q
 p
d

be an imaginary quadratic field with ring of integers O, suppose that
Cl(K) = 1 and let S¥ be a Siegel container for G= SU(2;1;O). Then S¥ (L) is a Siegel set for G, where:
d = 1 L= 0:999978433493 jCK j  23
d = 2 L= 0:499996205477 jCK j  181
d = 3 L= 0:999992068197 jCK j  17
d = 7 L= 0:791053494930 jCK j  27
d = 11 L= 0:331422584272 jCK j  451
d = 19 L= 0:249830466184 jCK j  827
d = 43 L= 0:113480677567 jCK j  9253
d = 67 L= 0:074467903908 jCK j  33466
d = 163 L= 0:009440545740 jCK j  36096934
Theorem 1.1.2 Let K = Q
 p
d

be an imaginary quadratic field with ring of integers O, suppose that
Cl(K) = 1 and let S¥ be a Siegel container for G= SU(3;1;O). Then S¥ (L) is a Siegel set for G, where:
d = 1 h= 0:987391129157 jCK j  108
d = 2 h= 0:577540291822 jCK j  2258
d = 3 h= 0:999085879138 jCK j  47
d = 7 h= 0:493756821420 jCK j  1601
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d = 11 h= 0:536411563086 jCK j  773
d = 19 h= 0:196138009090 jCK j  104813
d = 43 h= 0:059149067053 jCK j  46224490
d = 67 h= 0:010418787475
d = 163 h= 0:000040212980
When computing a lower height bound for n = 3;d =  43 and n = 3;d =  67 the computer was told
to accept a sub-optimal height bound in order to speed up computation; this means that the results are not
as good as they could be. When computing the lower height bound for n= 3;d = 163 the computer was
told to accept a highly sub-optimal height bound, this means that this result is most likely very far from the
actual height bound, however computation time was still around two and a half months; due to modifications
made to the algorithm since this computation was performed, it would probably now be somewhat faster
than this to compute this value.
An upper bound on the number of cusps for n = 3;d =  67 is definitely computable in practise with
the current library and technology, however it is likely to take a few months of computation time based
on the computation time for n = 3;d =  43 which was approximately two days. An upper bound for
n= 3;d = 163 is not realistically computable without either greatly improving the height bound, or using
a very powerful supercomputer.
Lemma 1.1.3 Let v 2 HnC, let q 2 CK be a cusp of dilation factor d and suppose that h(v) > 2d 1. Then
eq (v) 1.
PROOF Expanding out the effect function eq (v) = j hv;qi j2 
 dh(v)2 2   d2d 12 2 = 1. 
Corollary 1.1.4 Let K = Q
 p
d

be an imaginary quadratic field with ring of integers O, suppose that
Cl(K) = 1, let S¥ be a Siegel container for G= SU(2;1;O), let L be as in Theorem 1.1.1, take D as
d = 1 D= 4
d = 2 D= 16
d = 3 D= 4
d = 7 D= 6
d = 11 D= 36
d = 19 D= 64
d = 43 D= 310
d = 67 D= 721
d = 163 D= 44881
Then whenever d>
p
D, CKd(S¥ (L)) = /0.
Corollary 1.1.5 Let K = Q
 p
d

be an imaginary quadratic field with ring of integers O, suppose that
7
Cl(K) = 1, let S¥ be a Siegel container for G= SU(3;1;O), let L be as in Theorem 1.1.2, take D as
d = 1 D= 4
d = 2 D= 11
d = 3 D= 4
d = 7 D= 16
d = 11 D= 13
d = 19 D= 103
d = 43 D= 1143
d = 67 D= 36848
d = 163 D= 2473588627
Then whenever d>
p
D, CKd(S¥ (L)) = /0.
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Chapter 2
Introduction
This thesis presents an algorithmic approach to the problem of constructing Siegel sets for the action of
SU(n;1;O) on HnC where O is the ring of integers of some imaginary quadratic field. The problem is
solved for the case of fields with trivial class group in Algorithm 4.6.2. This first algorithm is quite naı¨ve;
this makes it easy to analyse from a theoretical perspective, but contains too many inefficiencies to be a
practical candidate for implementation, as such computational improvements to Algorithm 4.6.2 are con-
sidered and an improved algorithm is given in Algorithm 5.10.1. The improved algorithm is implemented
as a C++ application and this application is used to compute explicit Siegel sets for all fields with trivial
class group in dimensions 2 and 3, these results are presented in Chapter 1.
Both the basic and computationally improved algorithms implement the same control flow; this is de-
scribed in Figure 2. The algorithm takes three inputs; n the complex hyperbolic dimension of the space to
work in, d a Heegner number (an integer d such Q(
p d) has trivial class group) and a 2 (0;1) an error
tolerance, the closer a is to 1 the more accurate the result. The algorithm then proceeds as follows:
1. A Siegel set for the stabilizer of the point at infinity is computed analytically using a formula, see
Lemma 4.2.6 and Lemma 5.1.2. Call this set X .
2. Cusps are generated which are candidates for raising the height of points in X .
3. The set X is iterated through to see if every point in it can be raised above a certain threshold level by
the current set of cusps.
4. If the threshold height is reached the algorithm terminates and outputs a height which determines a
Siegel set. Otherwise more cusps are generated and the process is repeated until the threshold height
is attained.
9
Figure 2.1: Control Flow of the Siegel Set Generating Algorithm
10
2.1 The current state of knowledge
At the point of commencing this work analytic solutions to the problem were known in the cases of
SU(2;1;Z[ ı ]) and SU

2;1;Z
h
1+
p 3
2
i
; in the first case two proofs were known and in the second one;
see [FL03] and [Yas05] (Z[ ı ]) and [FP06] (Z
h
1+
p 3
2
i
). To the best of the author’s knowledge no compu-
tational work had been carried out in the field. In all of these works fundamental domains are computed for
their respective groups and not just Siegel sets. The paper [FP06] is a very elegant piece of mathematics
that makes explicit use of the special geometry inherited from the sixth roots of unity in the ring of integers,
the authors compute a fundamental domain without going via a Siegel set, however due to this the proof it is
not clear that their proof can be generalised to other groups or dimensions. In contrast [FL03] and [Yas05]
adopt a more traditional approach, first computing a Siegel set and then using this to compute a fundamen-
tal domain; in fact under a change of basis the computation of a Siegel set in [FL03] for SU(2;1;Z[ ı ])
generalises immediately to the computation of a Siegel set for SU

2;1;Z
h
1+
p 3
2
i
.
This thesis builds primarily on [FL05] which considers the construction of a Siegel set for SU(2;1;Z[ ı ])
and was the precursor to [FL03] (the date order is explained by the fact that [FL03] is a pre-print, whereas
[FL05] is a published paper). There are two key modifications that need to be made to this paper in order
to generalise the method to all fields with trivial class group in all dimensions:
1. The basis needs to be changed so that all groups can be represented.
2. The method needs to be adapted to deal with the action of more than one automorphism. This is
achieved in this thesis by the introduction of the effect function.
The paper [FL05] does not use cusps to proxy the height changing properties of automorphisms, but
instead uses the actual automorphisms themselves; whilst this creates no problems in the case that they
work in, in the general case computing automorphisms is an expensive task which is considerably more
complicated than constructing cusps alone. And in general it is not necessary to work with automorphisms
as is shown in [Yas05] where the author develops a method for computing fundamental domains and cal-
culating cohomology by using only cusps and never considering the actual automorphisms themselves; this
method starts from the position of knowing a Siegel set for the group action along with a set of cusps which
generates this Siegel set; although no theory of Siegel set or cusp construction is discussed in [Yas05].
As such this thesis sits somewhere in between [FL05] and [Yas05]. Firstly [FL05] lay the building
blocks for Siegel set construction with one explicit example and [Yas05] describes how to construct a
fundamental domain given a Siegel set and a set of candidate cusps which generate it. This thesis bridges
the gap by developing a computational method for constructing Siegel sets along with a set of candidate
cusps which generate this set.
2.2 Results obtained
The following results were obtained from a C++ application called siegel which implements an algorithm
based on Algorithm 5.10.1. Let Q
 p
d

be an imaginary quadratic number field and writeO for the ring of
integers ofQ
 p
d

, denote the set of cusps that generate a Siegel set as Q, then the following sets are Seigel
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sets for G:
S¥ =

v 2HnC
 Âzi  12 ; 0 Ázi 
p d
4
; jx j 
p d
2
; h(v) h

when d  1 mod 4;
S¥ =

v 2H2C
 jÂz j  1; 0 Áz p d2 ; jx j 
p d
2
; h(v) h

when d 6 1 mod 4 and n= 2;
S¥ =

v 2H3C
 Âz1  1; Âz2  12 (i 6= 1); Ázi 
p d
2
; jx j 
p d
2
; h(v) h

when d 6 1 mod 4 and n= 3
Dimension n= 2:
d = 1 h= 0:999978433493 jQ j  23
d = 2 h= 0:499996205477 jQ j  181
d = 3 h= 0:999992068197 jQ j  17
d = 7 h= 0:791053494930 jQ j  27
d = 11 h= 0:331422584272 jQ j  451
d = 19 h= 0:249830466184 jQ j  827
d = 43 h= 0:113480677567 jQ j  9253
d = 67 h= 0:074467903908 jQ j  33466
d = 163 h= 0:009440545740 jQ j  36096934
Dimension n= 3:
d = 1 h= 0:987391129157 jQ j  108
d = 2 h= 0:577540291822 jQ j  2258
d = 3 h= 0:999085879138 jQ j  47
d = 7 h= 0:493756821420 jQ j  1601
d = 11 h= 0:536411563086 jQ j  773
d = 19 h= 0:196138009090 jQ j  104813
d = 43 h= 0:059149067053 jQ j  46224490
d = 67 h= 0:010418787475
d = 163 h= 0:000040212980
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2.3 Outline of the Thesis
Chapter 3 follows [Gol99], Section 3.1 introduces complex hyperbolic n-space as the space of negative lines
in PnC with respect to an Hermitian form of signature (n;1) and the group of automorphisms of this space
is PU(n;1) although the group SU(n;1;C) can be considered in its place; the ball model is then shown
to be equivalent to this definition and is also shown to be a valid model for the symmetric space and; the
paraboloid model is shown to be isomorphic to the ball model and thus also a valid model via the Cayley
transform. In Section 3.2 a change is made from the standard basis in order to ease computation later on
and notation for describing points in the space is set up. Section 3.3 decomposes the stabilizer of infinity
in SU(n;1;C) into the semidirect product of a translation group and a rotation-dilation group, it describes
what this decomposition looks like under restriction to certain subrings of C; amongst these subrings are
imaginary quadratic fields and the rings of integers of such fields. The chapter concludes in Section 3.4
with another structural result, giving the Bruˆhat decomposition of SU(n;1;C) under restriction to certain
subfields of C including imaginary quadratic fields.
Chapter 4 develops the theoretical tools required to algorithmically construct Siegel sets for the action
of G= SU(n;1;O) onHnC whereO is the ring of integers of an imaginary quadratic field K with trivial class
group. Section 4.1 introduces objects called cusps Definition 4.1.1; through a deep result of Zink [Zin79] it
is shown that when the class group of K is trivial then the cusps define a family of functions which perfectly
proxy the height changing properties of the automorphisms in G; the effect function of a cusp at a point in
HnC is introduced Definition 4.1.8, it determines whether or not a point is raised by the action of a particular
cusp and is one of the main tools used throughout the rest of this thesis. One of the key properties of the
effect function is that it is convex under the standard Euclidean metric, this is proved in Proposition 4.1.9.
Section 4.2 introduces the Siegel container as a Siegel set for G¥; the importance of Siegel containers in
Siegel set construction is given by Proposition 4.2.2 which states “Let S¥  HnC be a Siegel container for
G, let L > 0, and suppose that for all v 2 HnC there exists an automorphism g 2 G such that g  v 2 S¥ (L).
Then S¥\

v 2HnC j height of v L
	
is a Siegel set for G.” In Lemma 4.2.6 an analytic formula for writing
down a Siegel container depending only on the imaginary quadratic field and the dimension of the space
is given. With an explicit formula for Siegel containers, in Section 4.3 attention is turned to the part of
Proposition 4.2.2 which describes how to turn Siegel containers into Siegel sets, the first key result is
Lemma 4.3.2 which describes how to verify that a set of cusps generates a Siegel set. A new function
called the Phi function is introduced Definition 4.3.3 and this function is used in Lemma 4.3.5 to reinterpret
Lemma 4.3.2 in a form which asks not just if a set of cusps generates a Siegel set, but determines the
lower height bound of the Siegel set generated given a set of cusps. Up until this stage questions have been
asked from the point of view of being able to operate without restriction on a continuous space, however of
course computation is only possible in a discrete approximation of a continuous space and as such Section
4.4 investigates how to extend these continuous results to a discretised approximation; Corollary 4.4.4
extends Lemma 4.3.5 from a continuous space, to a space discretised into the union of convex polytopes
and this now provides a practical method of algorithmically computing a Siegel set; in addition a strategy
for bounding the error in discretisation is presented in Lemma 4.4.7. Having worked out in theory how to
construct a Siegel set from a Siegel container in a discrete model given the existence of a set of cusps, it
remains to consider how to construct the set of cusps. A cusp has an important invariant associated to it
called its dilation factor; the dilation factor of a cusp is a strictly positive real number and the square of
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a dilation factor is an integer; furthermore the smaller the dilation factor of a cusp the larger the region
of effect is around that cusp in which the cusp can raise points in HnC. In Section 4.5 it is shown that the
number of cusps of a fixed dilation factor which can raise the height of points in a compact region in HnC is
finite and two algorithms (Algorithm 4.5.5 and Algorithm 4.5.6) for constructing all cusps in such a region
are described, in fact these algorithms construct many cusps which cannot raise any points in the region
of interest into the bargain, but this is theoretically unimportant; the choice of algorithm depends solely on
the congruence class of the generator of the field. The final section in the chapter pulls all of these ideas
together into a single algorithm, Algorithm 4.6.2, which takes as input; a dimension, a Heegner number
and an error tolerance and returns a Siegel set for the group determined by these parameters, the Siegel set
lies within an error bound based on the error tolerance; this algorithm is shown in Proposition 4.6.3 to be
guaranteed to terminate.
Chapter 5 considers improvements that can be made to Algorithm 4.6.2 to make it practical for imple-
mentation. In Section 5.1 Lemma 5.1.2 and Lemma 5.1.3 improve on the Siegel container computed in
Lemma 4.2.6 by considering the action of rotational automorphisms in the integral stabilizer subgroups; in
all but two cases the measure of the Siegel container is considerably decreased; a smaller Siegel container
means a smaller space to discretise and as such either greater speed or higher accuracy. In Section 5.2 it is
shown that there are two types of cusp; primitive and non-primitive and; for any non-primitive cusp, there
is a primitive cusp which is at least as good at raising the height of all points in HnC than the non-primitive
one, Corollary 5.2.3. As such non-primitive cusps play no part in the construction of Siegel sets and as such
they do not need to be output by a cusp generating algorithm; checking for primitivity is a simple operation
which involves computing the K-norm of the coordinates of a cusp.
Due to the projective nature of HnC cusps corresponding to the same line in P
n
C have equivalent actions,
Section 5.3 determines how to identify and remove all but one cusp from each equivalence class early on in
the process of cusp construction.
The number of cusps generated by the original cusp algorithms is heavily influenced by bounds on the
coordinates derived in Corollary 4.4.6, however these bounds are rather loose and lead to a large number of
superfluous cusps being generated. Section 5.4 improves on these bounds by considering the coordinates
on an individual basis; the difficulty in achieving these improvements is not mathematical but practical and
comes primarily in the form of an algorithm for iterating through a lattice which changes during the process
of iteration, Algorithm 5.4.8.
Removing non-primitive and equivalent cusps and improving the bounds on the cusp coordinates sig-
nificantly reduces the number of superfluous cusps which are generated, however some percentage of the
generated cusps will still not be able to raise any points in the Siegel container, Section 5.5 provides a
method for removing all such cusps from the set of generated cusps, however this method involves per-
forming a multidimensional minimisation which is an expensive computational operation, whereas all other
cusp pruning operations are either inexpensive, or actually speed up construction time, and as such this
should be considered as a final stage in the process of cusp generation.
Section 5.6 combines the ideas in Sections 5.2 - 5.5 to create an improved cusp generation algorithm.
Section 5.7 considers an alternative way of discretising the search space compared to that described in
Section 4.4; the first method of discretising is derived in order to provide definitive bounds on the error
introduced due to discretisation, the second method is heuristic based and is designed to provide a compro-
mise between speed and accuracy more appropriate to a practical implementation, however the definitive
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error bounds are given up to achieve this compromise.
The computation time not spent constructing cusps is used almost exclusively to compute the Phi func-
tion on the discretised search space; Section 5.8 provides an algorithm for performing these calculations
in an efficient way, 5.8.1. And since the Phi functions are determined at cusps then the order in which the
cusps are chosen to compute Phi at is important; Section 5.9 discusses a strategy for ordering cusps so that
they can be chosen in a way which is better than random. The final section in this chapter, Section 5.10
pulls all of these ideas together into a single algorithm, Algorithm 5.10.1, and it is shown that this algorithm
is guaranteed to terminate and output a Siegel set.
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Chapter 3
Preliminaries
3.1 Complex Hyperbolic Space
The definition of n-dimensional complex hyperbolic space, HnC, in this thesis follows [Gol99]: in [Gol99,
3.1] the spaceHnC is defined to be the negative lines in P
n
C, the set of 1-dimensional complex linear subspaces
through the origin in Cn+1, with respect to an Hermitian form of signature (n;1); also in [Gol99, 3.1] the
ball model of complex hyperbolic space is shown to be equivalent to this projective definition and then;
in [Gol99, 4.1] the paraboloid model, which is the most appropriate model from the point of view of
computation and is the model used throughout this thesis, is shown to be equivalent to the ball model and
as such the to original projective definition; this section reviews this theory.
The Projective Definition
This section follows [Gol99, 3.1]. Let
V =
h
V 0
Vn+1
i
2 Cn+1
where V 0 2 Cn and Vn+1 2 C and define the Hermitian pairing
hV;W i= hhV 0;W 0ii Vn+1W n+1 (3.1)
=V1W 1+   +VnW n Vn+1W n+1
A vector V is said to be negative (respectively null, positive) if and only if the Hermitian inner product
hV;W i is negative (respectively null, positive). Complex hyperbolic n-space HnC is defined to be the subset
of PnC consisting of negative lines in C
n+1. The boundary of HnC is the subset ¶H
n
C of P
n
C consisting of null
lines in Cn+1.
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Automorphisms
The image PU(n;1) of U(n;1) in PGL(Cn+1) is the full group of biholomorphisms of HnC, [Gol99, 3.1].
Recall that the projectivisation of a group is the quotient of a group by its centre:
PU(n;1) = U(n;1)=Z(U(n;1))
' U(n;1)=U(1)
The centre of SU(n;1) is isomorphic to Z=(n+ 1), the group of (n+ 1)th roots of unity. This gives a
commutative diagram
0

0

0

0 //Z=(n+1) _

  //U(1) _

wn+1 // //U(1)
o

//0
0 //SU(n;1)

  //U(n;1)

// //U(1)

//0
0 //PSU(n;1)

f //PU(n;1)

//0
0 0
where w is some primitive nth root of unity. Thus by the 9-lemma, the map f is a bijection;
PSU(n;1)  //PU(n;1)
and in particular
PU(n;1)' SU(n;1)=Z=(n+1)
So up to a finite group of rotations the groups PU(n;1) and SU(n;1) are isomorphic, and as such when
studying the automorphisms of complex hyperbolic n-space, the group SU(n;1) may be studied instead.
The Ball Model
This section follows [Gol99, 3.1]. Let Cn be complex n-space with the standard positive definite Hermitian
inner product
hhv;wii= v1w1+   + vnwn
and let U(n) denote its group of unitary automorphisms. Complex hyperbolic space shall be identified with
the unit ball
Bn = fz 2 Cn j hhv;wii< 1g
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as follows. Let
A : Cn  ! PnC
z0 7!  z01 
be the biholomorphic embedding of Cn onto the affine patch of PnC defined by Zn+1 6= 0 in homogeneous
coordinates. Since any vector in Cn+1 with homogeneous coordinate Zn+1 = 0 is positive,HnC A(Cn) and
A identifies Bn with HnC and ¶B
n = S2n 1  Cn with ¶HnC. The hyperplane at infinity PnC A(Cn) is the
orthogonal complement O? where the vector
O =

00
1
 2 Cn+1
corresponds to the origin in Cn.
Lemma 3.1.1 The stabilizer of O in SU(n;1;C) is isomorphic to the unitary group U(n) of Cn.
PROOF This can be seen easily by direct calculation. Let g 2 SU(n;1;C) and suppose that gO = O. Write
g=

U v1
v2t u

whereU 2Mn(C), vi 2Cn and u2C. The stability condition implies that v1 = 00 and the Hermitian stability
condition g
  In
 1

g=
  In
 1

implies that v2 = 00 whence
g= (U u)
Since g 2 SU(n;1;C) then 1 = udetU so u = detU 1 and hence u is completely determined by U . Again
by the Hermitian stability condition it is necessary that U 2 U(n) as U must stabilise the identity matrix,
and since this implies that u is on the unit circle, then this condition is also sufficient. Therefore
U(n)  ! SU(n;1;C)O
U
 U
detU 1

is an isomorphism. 
Lemma 3.1.2 SU(n;1;C) acts transitively on the set HnC of negative lines in C
n+1.
PROOF See [Gol99, Lemma 3.1.3] 
The Paraboloid Model
This section follows [Gol99, 4.1]. The paraboloid model arises from viewing HnC from a point q¥ on the
boundary, it generalises the upper half-plane model of H1C. The unit ball is symmetric under the stabilizer
U(n) of the origin, the paraboloid model is invariant under the stabilizer of q¥.
Choose a point q 2 ¶HnC; such a point corresponds to a null line spanned by a null vector Q 2 Cn+1.
A unique C-hyperplane H(q) is tangent to ¶HnC at q; it corresponds to the linear hyperplane Q
?  Cn+1
which is orthogonal to Q with respect to the Hermitian form defined in (3.1). The affine patch on PnC
complementary to H(q) contains HnC as an unbounded domain and this embedding is denoted B : H
n
C !
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PnC H(q). Specifically let Q be the vector q¥ =
h 1
00
1
i
2Cn+1 whence H(q¥) consists of all points having
homogeneous coordinates
h zn
z0 zn
i
. The map
B :HnC ! PnC H(q) 
v0
vn
 7! 1=2 vnv0
1=2+vn

is the desired affine embedding; HnC corresponds to the Siegel domain H
n, referred to here as the paraboloid
model, consisting of points v 2 Cn satisfying
2Â(vn) hhv0;v0ii> 0
The two sets of inhomogeneous (affine) coordinates in the paraboloid and ball models respectively are
related by the Cayley transform:
z 2 Bn  ! v 2 Hn
z j =
2v j
1+2wn
zn = 1 2vn1+2wn
v j =
z j
1+zn
(1 j < n)
vn = 12
1 zn
1+zn
Under the Cayley transform the boundary ¶Hn corresponds to the real hypersurface
¶Hn =

v 2 Cn j 2Â(vn) hhv0;v0ii= 0
	
together with the ideal point q¥.
3.2 A Change of Basis
Goldman defines HnC with respect to the Hermitian form hV;W i = hhV 0;W 0ii Vn+1W n+1, which is repre-
sented by the standard Hermitian matrix of signature (n;1); this being H 0 =
  In
 1

. However for compu-
tational reasons it is preferable to make a change of basis. The unitary matrix
U =

1=
p
2 1=
p
2
In 1
1=
p
2  1=p2

acts on H 0 by Hermitian conjugation and induces a basis change:
UH 0U =
 1
In 1
1

= H
with respect to this new basis matrix the ideal point q¥ becomes
q¥ =U
h 1
00
1
i
=
h
00
1
2
p
2
i
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and the non-ideal points in HnC become
v=U

1=2 vn
v0
1=2+vn

=
" 1
2
p
2
v0 vn
2
p
2
#
Furthermore, since these points are representatives of lines in Cn+1, it makes sense to normalise to remove
the factor of 1
2
p
2
in the constant coordinates; whence these points may be written equivalently as
q¥ =

00
1

v=

1
2
p
2v0
 vn

=

1
v˜0
v˜n

where v˜0 = 2
p
2v0 and v˜n =  vn. Therefore the isomorphism between points under the original basis and
the new basis is
w=

1=2 wn
w0
1=2+wn

2 Hn(H 0)  ! v=
h 1
v0
vn
i
2 Hn(H)
w=
24 1 vn2v0p
2
1+vn
2
35 v=  12p2w0
 wn

The new basis matrix H induces Hermitian and quadratic forms on Cn+1Cn+1 and Cn+1 by:
h ; i :Cn+1Cn+1  ! C Q :Cn+1  ! C
(v;w) 7 ! wHv v 7 ! vHv
and the identity matrix In 1 defines an Hermitian form on Cn 1Cn 1 and a positive definite quadratic
form on Cn 1:
h ; i+ :Cn+1Cn+1  ! C Q+ :Cn+1  ! C
(v;w) 7 ! wHv v 7 ! vHv
It is necessary and sufficient that a point v2HnC satisfies Q(v)< 0 and v2 ¶HnC satisfies Q(v) = 0 and thus
this leads to the following definition.
Definition 3.2.1 (The Paraboloid Model) Let n 2 N such that n  2. Then the paraboloid model of n-
dimensional complex hyperbolic space is
HnC =
 1
z
 Q+(z) h
2 +ıx
  z 2 Cn 1; x 2 R and h 2 R>0
¶HnC =
 1
z
 Q+(z)
2 +ıx
  z 2 Cn 1 and x 2 R[n001o
where the point
 0
0
1

is the point at infinity and is denoted q¥. The following notation shall be used:
HnC =H
n
C[¶HnC, ¶HnC = ¶HnC fq¥g and HnC

=HnC fq¥g. 2
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Let v 2HnC

, write v= (1 v1  vn )t put z= ( v1  vn 1 )t and define the function;
f :HnC
  ! Cn 1RR0
v 7 ! (z;Ávn; Q(v))
Since Q(v) = 2Â(vn)+Q+ (z), it follows that f is an isomorphism and this leads to the definition of the
horospherical model of complex hyperbolic space.
Definition 3.2.2 (Horospherical Model) Let n 2 N such that n  2. Then the horospherical model of n-
dimensional complex hyperbolic space is
HnC =

(z;x;h) j z 2 Cn 1; x 2 R and h 2 R>0	
¶HnC =

(z;x;0) j z 2 Cn 1 and x 2 R	[f¥g 2
Horospherical coordinates are notationally more compact than paraboloid coordinates, however explicit
calculations must, in general, be carried out in paraboloid coordinates.
Definition 3.2.3 (Hyperbolic Notation) Unless explicitly stated, all points in HnC

shall be denoted v and
if further points are required they shall be denoted v0;v00; : : : etceteras. Given points v;v0; : : : 2 HnC

the
paraboloid vector forms of v;v0; : : : will always be written as
v=
 1
z
 Q+(z) h
2 +ıx

v0 =
 
1
z0
 Q+(z0) h0
2 +ıx
0
!
: : :
and the horospherical tuple forms of v;v0; : : : will always be written as v = (z;x;h), v0 = (z0;x0;h0); : : :.
Under these equivalent coordinate systems the complex vector z2Cn 1 is called the complex component of
v, the x2R coordinate is called the real component of v, the pair (z;x)2Cn 1R is called the Heisenberg
component of v and the h 2 R0 coordinate is called the height component of v. The complex component
can be thought of as being an element in a n 1 dimensional complex space, or a 2n 2 dimensional real
space. The Heisenberg component can be thought of as being an element in the space Cn 1R, or an
element in a 2n 1 dimensional real space. 2
This section concludes with a proof that with respect to the Hermitian pairing, complex hyperbolic
n-space has no orthogonal subspaces.
Lemma 3.2.4 Let v2HnC and let X =

v0 2HnC jhv;v0i= 0
	
. Then either X = /0, or v2 ¶HnC and X = fvg.
PROOF Let v;v0 2HnC

, then
2


v;v0

= 2
 
1 z0  Q+(z
0) h0
2  ıx0

H
 1
z
 Q+(z) h
2 +ıx

= 2


z;z0

+
 Q+ (z) Q+
 
z0
 h h0+2ı x  x0
= 2Â


z;z0

+
 hz;zi
+
 
z0;z0
+
 h h0+2ı

Á


z;z0

+
+ x  x0

=


z;z0

+
+ hz;z0i
+
 hz;zi
+
 
z0;z0
+
 h h0+2ı

Á


z;z0

+
+ x  x0

= 
z  z0;z  z0
+
 h h0+2ı

Á


z;z0

+
+ x  x0

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= Q+
 
z  z0 h h0+2ıÁ
z;z0
+
+ x  x0

Suppose that hv;v0i= 0, so both Âhv;v0i= 0 and Áhv;v0i= 0. Considering the real part; 0= 2Âhv;v0i=
 Q+ (z  z0) h h0, the quadratic form Q+ ( ) is positive definite and h;h0 0, so Q+ (z  z0) ;h;h0= 0 and
z = z0, thus both v and v0 are on the boundary. Considering the imaginary part; 0 = Áhv;v0i = Áhz;z0i
+
+
x  x0, now z = z0, so hz;z0i
+
2 R whence Áhz;z0i
+
= 0 and so x = x0. But then v = v0 and v 2 ¶HnC. If
v= q¥ then it can be seen by inspection that hq¥;v0i= 1. 
3.3 The Stabiliser of Infinity
This section recalls the structure of the parabolic subgroup SU(n;1;C)¥; elements which stabilise infinity
are called parabolic. There are four important subgroups inside SU(n;1;C)¥; the translation, rotation,
dilation and AM-subgroups, the AM-subgroup being a direct product of the rotation and dilation subgroups;
of these the translation and AM-subgroups have natural restrictions to coordinates which lie in subrings of
C and these restrictions determine the Langlands decomposition of SU(n;1;C)¥ under the same restriction.
Let R be a subring of C, then
SU(n;1;R)¥ = fg 2 SU(n;1;R) j gq¥ = q¥g
Contained within SU(n;1;C)¥ are the following subgroups:
Definition 3.3.1 (Heisenberg Translation Group)
N(R) =
 1
z In 1
 Q(z)2 +ır  z 1

2 SLn+1 (R)
 z 2 Rn 1; r 2 R
Elements of N(R) are denoted n(z;r). 2
Definition 3.3.2 (Heisenberg Rotation Group)
M=

b
u
b

2 SLn+1 (C)
 u 2 U(n 1;C) ; b 2 C
Elements of M are denoted m(u;b). 2
Definition 3.3.3 (Heisenberg Dilation Group)
A=

d
In+1
d 1

2 SLn+1 (R)
 d 2 R>0
Elements of A are denoted a(d). 2
Definition 3.3.4 (Heisenberg AM-Group)
AM(R) = fa(d)m(u;b) 2 SLn+1 (R) j a(d) 2 A; m(u;b) 2Mg
Elements of AM are denoted am(d;u;b). 2
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Let v 2 HnC

, let n(z;r) 2 N(C), let m(u;b) 2M and let a(d) 2 A. Then it is seen by direct computation
that
n(z;r)v=
 
1
z+z
 Q+(z+z)
2 +ı(x+r Áhz;zi+)
!
m(u;b)v=
 1
b 1uz
 Q+(b 1uz)
2 +ıx
!
a(d)v=
 1
d 1z
 Q+(d 1z)
2 +ıd
 2x
!
Lemma 3.3.5 Let R  C be a ring which is stable by complex conjugation, let h  0. Then N(R) acts
transitively on the set
X =
 1
z
 Q+(z) h
2 +ıx

2 Cn+1
 z 2 Rn 1 and x 2 R s:t:  Q+ (z)2 + ıx 2 R

PROOF Let v;v0 2 X . Since R is stable by complex conjugation then n = n( z; x) 2 N(R) and n  v =
(1 0 0)t. Again, as R is stable by complex conjugation, n0 = n(z0;x0) 2 N(R) and n0  (1 0 0)t = v0. Putting
n00 = nn0, n00 v= v0, and hence N(R) acts transitively on X . 
Lemma 3.3.6 Let RC be an integral domain which is stable by complex conjugation; typically R will be
C,Q
 p
d

where d is a negative squarefree integer orO the ring of integers ofQ
 p
d

. Then the Langlands
decomposition of the group SU(n;1;R)¥ is
SU(n;1;R)¥ = AM(R)nN(R)
Where
AM(R) =

a(d;u;b) j d 2 R>0; u 2 U(n 1;R) ; b 2 C s:t: b2 = detu 1; db; b
d
2 R

N(R) =

n(z;r) j z 2 Rn 1; r 2 R s:t:   Q+ (z)
2
+ ır 2 R

PROOF Let g 2 AM(R)[N(R); in the (n+ 1)th column of g only the g(n+1;n+1) coordinate is non-zero,
therefore gq¥ = (0 0 g(n+1;n+1) )t and AM(R)N(R) is a subgroup of SU(n;1;R)¥. To show that SU(n;1;R)¥
is a subgroup of AM(R)N(R) let g 2 SU(n;1;R)¥ and write:
g=
 
z1 z3t z3
z1 u z4
z4 z2t z2
!
where u 2 GLn 1 (R), zi 2 Rn 1 and zi 2 R. The stability condition requires that
gq¥ =
 z3
z4
z2


 0
0
1

thus z3 = 0, z4 = 0 and z2 6= 0. Substituting these values back into g and using the Hermitian conjugacy
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condition gives
H = gHg
=
 z1 z1 z4
z3 u z2
z2
 1
In 1
1
 z1 z3t
z1 u
z4 z2t z2
!
=
 z4 z1 z1
z2 u z3
z2
 
z1 z3t
z1 u
z4 z2t z2
!
(3.2)
Considering only multiplication by the bottom row of the lefthand matrix in (3.2)
(1 0 0) = ( z2 0 0)
 
z1 z3t
z1 u
g z2t z2
!
= ( z2 z1 z2 z3t 0)
so z2 z1 = 1 and z3 = 0. Therefore z2 = z 11 and (3.2) becomes
H =
 
z4 z1 z1
z2 u
z 11
! z1
z1 u
z4 z2t z 11

=

z1 z4+Q+(z1)+z1 z4 z1u+z1 z2
t 1
z1 z2+uz1 uu
1

And so,
uu= In 1 =) u 2 U(n 1;R)
z1 z4+Q+ (z1)+ z1 z4 = 0 =)Âz1 z4 = Q+ (z1)2 (3.3)
z1 z2+uz1 = 0 =) z1 z2 = uz1 (3.4)
z1u+ z1 z2
t = 0 =) z1 z2t = z1u (3.5)
Taking the adjoint of (3.4)
(z1 z2t) = ( z1u) =) z1 z2 = uz1
shows that (3.5) and (3.4) are equivalent statements, so satisfying one automatically satisfies the other and
z2t = z 11 z1u.
Let d 2 R>0 and let b 2 fz 2 C j jz j= 1g be the the polar coordinates of z1, so z1 = db, then (3.3)
can be rewritten as dÂ z4b =  Q+(z1)2 which implies that Â z4b =  Q+(z1)2d and; let r 2 R be the unique real
number such that Á z4b =
r
d , then
z4 =
b
d

 Q+ (z1)
2
+ ır

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Calculating the determinant of g shows that
1= detg= det

db
 u
  d 1b

= b2 detu
so b2 = detu 1, therefore;
g=
 db
z u
b
d

 Q+(z)2 +ır

  bd (zu)
b
d
!
(3.6)
where u 2 U(n 1;R), b 2 C, d 2 R>0 such that b2 = detu 1, db and bd 2 R. Furthermore z 2 Rn 1 and
r 2 R and since db 2 R then b2

 Q+(z)2 + ır

2 R, but since b2 = detu 1, b2 is a unit in R, therefore this
is equivalent to requiring that  Q+(z)2 + ır 2 R. Therefore g 2 SU(1;n;R)¥ if and only if; u 2 U(n 1;R),
b 2 C, d 2 R>0 such that b2 = detu 1, db and bd 2 R, z 2 Rn 1 and r 2 R such that  Q+(z)2 + ır 2 R.
Take am(d;u;b) 2 AM(R) and n(u 1z;r) 2 N(R), then
am(d;u;b)n(u 1z;r) =
 db
z u
b
d

 Q+(z)2 +ır

  bd (zu)
b
d
!
and comparing with (3.6) shows that SU(n;1;R)¥  AM(R)N(R).
Finally, it remains to prove that N(R) is normal in SU(n;1;R)¥ so; let am 2 AM(R) and n1;n2 2 N(R),
if m 1a 1n1am 2 N(R) then n 12 m 1a 1n1amn2 2 N(R), and after multiplying out
am 1n1am=
0@ 1bd uz In 1
1
d2

 Q+(z)2 +ır

  bd (zu) 1
1A
= n
 
(bd) 1uz; rd 2
 2 N(R)
showing that N(R) is indeed normal in SU(n;1;R)¥. 
3.4 The Involution and Bruˆhat Decomposition
The non-parabolic automorphisms are more complicated to write down than those which are parabolic, how-
ever the non-parabolic automorphisms can be expressed in terms of a product of parabolic automorphisms
and a single non-parabolic automorphism called the involution. This section introduces the involution and
describes how to write non-parabolic elements via the Bruˆhat decomposition of the special unitary group
under restriction to a field of characteristic zero which is stable by complex conjugation.
The involution is denoted w and w 2 SU(n;1;Z), its explicit matrix form depends on the congruence
class of n modulo 4;
w=
8>>>>>>><>>>>>>>:

1
: :
:
1

if n 0;3 mod 4  1
: :
:
 1

if n 2 mod 4 
1
 1
In 2
1
!
if n 1 mod 4
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The involution w has two important properties: firstly it interchanges the origin with the point at infinity
wq¥ = (1 0 0)t and secondly it is self-inverse w2 = 1.
Proposition 3.4.1 Let K C be a field of characteristic zero which is stable by complex conjugation. Then
Bruˆhat decomposition of SU(n;1;K) is
SU(n;1;K) = SU(n;1;K)¥
G
SU(n;1;K)¥wN(K)
PROOF Let g 2 SU(n;1;K), if g 2 SU(n;1;K)¥ then there is nothing to do, so assume g 2 SU(n;1;K) 
SU(n;1;K)¥. Since gq¥ 6= q¥, then g 1 q¥ 6= q¥ and as K is a field of characteristic zero
g 1 q¥ =
 1
z
 Q+(z) h
2 +ıx

2 Kn+1
Furthermore, since K is closed under complex conjugation Lemma 3.3.5 applies and there exists a n2N(K)
such that ng 1 q¥ = (1 0 0). For all fields K, w 2 SU(n;1;K), so wng 1 2 SU(n;1;K) and wng 1 q¥ =
q¥, thus wng 1 2 SU(n;1;K)¥. Therefore putting wng 1 = g¥ 2 SU(n;1;K)¥ one concludes that g =
g 1¥ wn. 
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Chapter 4
Siegel Set Construction
Let (X ; j  j) be a metric space and let G be a discrete subgroup of the isometry group of X , then a Siegel set
for the action of G on X is a closed subset S  X with the following two properties:
1. for all x 2 X there is a g 2 G such that g x 2 S and;
2. the set fg 2 G j S \gS 6= /0g is finite.
From now on assume that K =Q
 p
d

is an imaginary quadratic field with ring of integersO and adopt the
notation G= SU(n;1;O), then the aim of this thesis is to compute Siegel sets for X =HnC and G= G when
the class group of K is trivial.
This chapter describes a method for constructing such Siegel sets and presents this method in the form
of an algorithm. The algorithm is quite naı¨ve and not practical from a computational point of view, however
it comprehensively describes the important steps in Siegel set construction, it is guaranteed to terminate
and it is mathematically easy to verify its validity along with certain important bounds on the output. An
improved version of this algorithm, which deals with computational concerns, is described in Chapter 5. In
the most simple terms the flow of the algorithm is as follows:
1. Analytically compute a Siegel set for the action of G¥, call this set S¥. This set S¥ is compact in
every dimension but the height dimension, where it extends from the boundary at zero height, to the
boundary at infinite height.
2. Construct integral vectors called cusps which satisfy certain bounds. These cusps proxy the height
changing properties of elements of G and are much less computationally expensive to construct than
integral automorphisms.
3. Use the cusps which have been constructed to attempt to raise all points in S¥ above some fixed
height L. If this cannot be done then go back and make some more cusps. If this can be done then
letting e> 0, the set S¥\

v 2HnC j h(v) L  e
	
is a Siegel set.
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4.1 Cusps
Cusps are integral vectors which proxy the height altering properties of integral automorphisms and are
much more simple to construct than elements of G. This section describes how to explicitly write cusps
down and introduces the effect function at a cusp which determines whether a cusp increases the height of
a point it acts on; it is shown that this function is convex under the standard Euclidean metric, this proves
to be a very useful property from a computational point of view.
Definition 4.1.1 (Cusp) A cusp for K is a vector q 2On+1 such that Q(q) = 0. The set of all cusps for K
is denoted by CK . 2
Theorem 4.1.2 (Zink) The number of orbits for the action of G on the points in ¶HnC with coordinates in
K is equal to the class number of K.
PROOF See [Zin79]. 
Corollary 4.1.3 When the class number of K is 1, then for each cusp q 2 CK there exists a g 2 G such that
q= g 1q¥.
Lemma 4.1.4 Suppose that Cl(K) = 1 and let q 2 CK . Then
q=
 db
z
b
d

 Q+(z)2 +ır

!
where d 2 R>0 such that d2 2 N; b 2 C such that jb j = 1 and db 2 O; z 2 On 1 and r 2 R such that
b
d

 Q+(z)2 + ır

2O.
PROOF By Corollary 4.1.3, for all cusps q 2 CK there exists a g 2 G such that q = g 1q¥. By Proposi-
tion 3.4.1, since g 62 G¥ and G  SU(n;1;K), it follows that there exist elements d;b;u;z and r such that
g 1 = am(d;u;b)n(u 1z;r)wn(z0;r0) where a(d;u;b) 2 AM(K) and n(u 1z;r);n(z0;r0) 2 N(K), thus
q= a(d;u;b)n(u 1z;r)wn(z0;r0)q¥ = a(d;u;b)n(u 1z;r)
1
0
0

=
 db
z
b
d

 Q+(z)2 +ır

!
and necessarily q2On+1. Considering the first coordinate, if db2O, then db2O, thus dbdb= jdb j2 = d2
and therefore d2 2 Z. 
Definition 4.1.5 (Cusp Notation) Suppose that Cl(K) = 1. Unless explicitly stated, all cusps shall be
denoted q and if further cusps are required they shall be denoted q0;q00; : : : etceteras. Given a cusp q 2 CK
the vector form of q will always be written as
q=
 db
z
b
d

 Q+(z)2 +ır

!
where the variables are as in Lemma 4.1.4. The element d is called the dilation factor of q, b is called the
rotation factor of q, z is called the zeta factor of q and r is called the r factor of q. And for cusps q0;q00; : : :
the dilation factors will be denoted d0;d00; : : :, the rotation factors will be denoted b0;b00; : : :, the zeta factors
will be denoted z0;z00; : : : and the r factors will be denoted r0;r00; : : :. 2
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Let v 2 HnC

, then  Q(v) = h. The height function encodes how this height is altered by elements of
SU(n;1;C).
Definition 4.1.6 (The Height Function) Suppose that Cl(K) = 1, let g 2 SU(n;1;C) and let v 2HnC such
that gv 6= q¥. Then the height function is defined to be
h(gv) =  Q(v)
j hv;g 1q¥i j2
2
Lemma 4.1.7 Let v 2HnC, let g 2 SU(n;1;C) and suppose that gv= v0 2HnC

. Then h(gv) = h0.
PROOF See [Gol99, 5.4]. 
By Corollary 4.1.3, whenever the class number of K is 1, for all g 2 G there exists a cusp q 2 CK such that
h(gv) =  Q(v)j hv;qi j2 (4.1)
and conversely, for all cusps q 2 CK there exists a g 2 G which satisfies (4.1). Therefore the cusps in CK
perfectly proxy the effect on the change of height of points in HnC under the action of automorphisms in G.
This leads to the following definition.
Definition 4.1.8 (The Effect Function) Let q 2 CK and let v 2 HnC. Then the effect function of v at q is
defined to be
eq (v) = j hv;qi j2
Let X HnC, then q is said to be effective on X whenever there exists a v 2 X such that eq (v)< 1. 2
Proposition 4.1.9 Let q 2 CK and suppose that Cl(K) = 1. Then under horospherical coordinates and
under the standard Euclidean metric, the effect function is convex in the set
Cn 1RR0 HnC

PROOF Let v 2HnC

, then in horospherical coordinates v can be written
v (z;x;h) 2 Cn 1RR0
and by Corollary 4.1.3 q = g 1q¥, where g 2 G. Since g 2 SU(n;1;C), then by Proposition 3.4.1 and
Lemma 3.3.6 g may be written
q= n(z;r)m(b;u)a(d)wq¥
where z 2 Cn 1, r 2 R, u 2 U(n 1), b2 = detu 1 and d 2 R>0, thus eq (v) becomes:
eq (v) = j h(z;x;h);n(z;r)m(u)a(d)wq¥i j2
= d2 j h(z;x;h);n(z;r)(0;0;0)i j2
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= d2 j hn( z; r)(z;x;h);(0;0;0)i j2
Multiplication by a strictly positive real constant preserves convexity, thus it is sufficient to show that
j hn( z; r)(z;x;h);(0;0;0)i j2 is convex with respect to the Euclidean metric. Moreover, Heisenberg
translation is a linear function and as such preserves convexity, so in fact it is only necessary to show
that j h(z;x;h);(0;0;0)i j2 is convex. Multiplying out; j h(z;x;h);(0;0;0)i j2 =

Q+(z)+h
2
2
+ x2. Since the
sum of two convex functions is convex, and x2 is convex, the convexity of the effect function follows from
the convexity of

Q+(z)+h
2
2
.
By definition, a function f is convex if and only if f ((1  t)X+ tY )  (1  t) f (X) + t f (Y ) where
t 2 [0;1], and if f is a positive function then this implies that f (X)2 is convex if f ((1  t)X+ tY )2 
(1  t) f (X)2+ t f (Y )2 holds. Using the Cauchy-Schwartz inequality
(1  t) f (X)2+ t f (Y )2 =
p
1  t f (X)
2
+
 p
t f (Y )
2p
1  t
2
+
 p
t
2
 ((1  t) f (X)+ t f (Y ))2
this is indeed seen to be the case. The function Q+(z)+h2 is convex as Q+ ( ) is the square of a norm and
h 0, therefore

Q+(z)+h
2
2
is convex and as such so is eq ( ). 
Lemma 4.1.10 Let h> 0, let v 2HnC be a point of height h and let q 2 CK . Then eq (v) h
2
4 .
PROOF Let q0 2 O be the first coordinate in q and let q˜ 2 ¶HnC such that q˜ = q 10 q. By definition
eq (v) = j hv;qi j2 = jq0 j2 j hv;q0i j2, and given that q0 is a non-zero algebraic integer, jq0 j2  1. Thus
eq (v)  jhv; q˜i j2. By Proposition 4.1.9 and Lemma 3.2.4, the effect function is convex and there are no
orthogonal subspaces inHnC with respect to h ; i, implying that j hv; q˜i j2 is minimal when the Heisenberg
components of v and q˜ are equal and in this case j hv; q˜i j2 = h24 , therefore eq (v) h
2
4 . 
4.2 Siegel Containers
The first stage in the computation of a Siegel set for G is to compute a Siegel set for G¥, such a set is called
a Siegel container. In this section a formula which gives a Siegel container for all groups G is derived.
Definition 4.2.1 (Siegel Container) A Siegel container S¥  HnC is a set such that S¥ is a Siegel set for
G¥. For L 0, define
S¥ (L) = S¥\

v 2HnC j h(v) L
	
2
Proposition 4.2.2 Let S¥ HnC be a Siegel container for G, let L> 0, and suppose that for all v2HnC there
exists an automorphism g 2 G such that gv 2 S¥ (L). Then S¥ (L) is a Siegel set for G.
PROOF The proof follows [FL03, Proposition 2]. By definition S¥ (L) is contained within a Siegel set for
G¥, so if there are an infinite number of automorphisms g such that gS¥ (L)\S¥ (L), then all but a finite
number must be non-parabolic. Thus it suffices to show that the non-parabolic automorphisms with such a
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property are finite. So suppose that g is non-parabolic and that both v 2 S¥ (L) and gv 2 S¥ (L) hold and
let q 2 CK such that g 1q= q¥, then by Lemma 4.1.10;
h(gv) 4
h(v)
(4.2)
so L h(gv) 4L . Furthermore, (4.2) also implies that if h(v)> 4L , then h(gv)< L, which by assump-
tion is not true. Therefore v;gv 2 X = S¥ (L) S¥
  4
L

and so
fg 2 G j gS¥ (L)\S¥ (L) 6= /0g  fg 2 G j gX \X 6= /0g
The set fg 2 G j gX \X 6= /0g is compact, therefore since G is discrete and hence discontinuous it is finite
and S¥ (L) is a Siegel set. 
In order to compute a Siegel container S¥ for G it is necessary to understand the structure of G¥; by
Lemma 3.3.6 the integral stabilizer of infinity decomposes as G¥ = AM(O)nN(O), the following lemma
describes these groups.
Lemma 4.2.3 For all fields K =Q
 p
d

N(O) =
( n
n(z;r) j z 2On 1; r 2
p d
2 Z; Q+ (z) 2rp d mod 2
o
if d  1 mod 4
n(z;r) j z 2On 1; r 2p dZ; Q+ (z) 0 mod 2
	
if d 6 1 mod 4
(4.3)
AM(O) =

m(u;b) j u 2 U(n 1;O) ; b 2O s:t: b2 = detu 1	 (4.4)
PROOF First consider the integral Heisenberg translation group N(O); by Lemma 3.3.6
N(O) =

n(z;r)
 z 2On 1; r 2 R s:t:   Q+ (z)2 + ır 2O

The integrality condition on Q+(z)2 + ır depends on the congruence class of d modulo 4: when d  1 mod 4,
then the elements in O are those of the form a+b
p
d
2 where a;b 2 Z such that a  b mod 2; when d 6 1
mod 4, then the elements in O are those of the form a+ b
p
d where a;b 2 Z. Thus Q+(z)2 + ır 2O if and
only if
r 2
p d
2 Z and Q+ (z) 2rp d mod 2 if d  1 mod 4
r 2p dZ and Q+ (z) 0 mod 2 if d 6 1 mod 4
showing that N(O) is as given in (4.3). Second consider the integral AM-group AM(O); by Lemma 3.3.6
AM(O) =

a(d;u;b) j d 2 R>0; u 2 U(n 1;O) ; b 2 C s:t: b2 = detu 1; db; b
d
2O

Since b2 = detu 1 and u is a unitary matrix, then jb j2 = 1, therefore taking norms; jdb j2 = d2 2 Z andd 1b 2 = d 2 2 Z, whence d= 1 so that
AM(O) =

m(u;b) j u 2 U(n 1;O) ; b 2O s:t: b2 = detu 1	
but since jb j2 = 1, then b 2O showing that AM(O) is as given in (4.4). 
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Corollary 4.2.4 Let v 2HnC and let g 2 G¥. Then h(gv) = h(v).
PROOF Write g= m(b;u)n(z;r) and apply the height function to gv;
h(gv) =  Q(v)
j hv;g 1q¥i j2
=
 Q(v)
j hv;n(z;r) 1m(b;u) 1q¥i j2
=
 Q(v)
jb j2 j hv;q¥i j2
=
 Q(v)
j hv;q¥i j2
= h(v) (4.5)

Corollary 4.2.5 Let SHnC and suppose that S a Siegel set for N(O), then S is a Siegel container for G.
PROOF Let u 2 U(n 1;O). By definition u satisfies the relation uu = In 1, therefore for i = 1 : : :n  1
the equality ån 1j=1
ui j 2 = 1 holds. The coordinates ui j 2 O and as such if ui j 6= 0 then ui j 2  1 with
equality if and only if ui j 2 O. Since the group of units of O is finite, U(n 1;O) is a finite group.
Each element u 2 U(n 1;O) generates either zero or two elements m(u;b) 2 AM(O) depending upon
whether detu 1 = b2 is soluble, thus jAM(O) j  2 jU(n 1;O) j, hence AM(O) is also a finite group.
Lemma 4.2.3 states that G¥ =AM(O)nN(O), therefore since the number of automorphisms in AM(O) is
finite, if S is a Siegel set for N(O), S is a Siegel set for G¥. 
Lemma 4.2.6 The set
S¥ =
8<:
n
v 2HnC
Âzi  12 ; Ázi  p d4 ; jx j  p d2 o if d  1 mod 4n
v 2HnC
Âz1  1; Âzi  12 (i 6= 1); Ázi  p d2 ; jx j  p d2 o if d 6 1 mod 4
is a Siegel container for G.
PROOF By Corollary 4.2.5 it is sufficient to construct a Siegel set for N(O), so let v 2HnC and let n(z;r) 2
N; n(z;r) acts on v by
n(z;r)v= (z+z;x+ r Áhz;zi ;h)
Write zi = wi+ ıyi where wi;yi 2 R. There are two cases to consider dependent on the congruence class of
d modulo 4:
Suppose that d  1 mod 4, in this case zi = si+ti
p
d
2 where si; ti 2 Z such that si  ti mod 2 and r 2p d
2 Z such that Q+ (z) 2rp d mod 2. Choose
 ti 2 Z such that
 tip d2 + yi  p d4 ;
 si 2 Z such that si  ti mod 2 and
 si
2 +wi
 12 and having chosen all ti and si;
 r 2
p d
2 Z such that Q+ (z) 2rp d mod 2 and jr+ x Áhz;zi j 
p d
2 .
so that n(z;r)  v 2 S¥, thus for all v 2 HnC there exists a n(z;r) 2 N(O) such that n(z;r)  v 2 S¥. Now
suppose that n(z;x)2N(O) is a Heisenberg translation with the property that X = S¥\n(z;x)S¥ 6= /0 and
let v 2 X . By assumption n(z;x)v 2 X , therefore for i= 1 : : :n 1
zi; zi+ zi 2

z 2 C
 jÂz j  12 ; jÁz j 
p d
4

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Considering the real part,
 si
2 +wi
 12 implies  si2  12+ jwi j  1, thus jsi j  2; considering the imaginary
part,
 tip d2 + yi   p d4 implies  tip d2   p d4 + jyi j  p d2 , thus j ti j  1. Hence z lies in a compact
set and as z also lies in a discrete set then there is only a finite number of z for which n(z;r)v 2 X holds.
Considering the r variable, the assertion is that
x; r+ x Áhz;zi 2

x 2 R
 jx j  p d2

thus jr+ x Áhz;zi j 
p d
2 and so jr j 
p d
2 + jx j+ jÁhz;zi j 
p d+ jÁhz;zi j. It remains to bound
jÁhz;zi j:
jÁhz;zi j=
 n 1åi=1 yisi  xiti
p d
2
 12 n 1åi=1 jyisi j+
xitip d  12 n 1åi=1 1  d4 = n 12

1  d
4

Thus jr j p d+ n 12
 
1  d4

, so r lies in a compact set and since it also lies in a discrete set then there are
a finite number of choices for r. Therefore there exists a finite number of n2N(O) such that S¥\nS¥ 6= /0
and as such S¥ is a Siegel set for N(O).
Suppose now d 6 1 mod 4, in this case zi = si+ ti
p
d where si; ti 2 Z such that Q+ (z) = ån 1i=1 jsi j2 
d j ti j2  0 mod 2 and r 2
p dZ. Choose
 ti 2 Z such that
 tip d+ yi  p d2 ;
 si 2 Z, for i 6= 1 such that jsi+wi j  12 and having chosen these ti and si;
 s1 2 Z, such that ån 1i=1 jsi j2 d j ti j2  0 mod 2 and jsi+wi j  1;
 r 2p dZ such that jr+ x Áhz;zi j 
p d
2 .
so that n(z;r)  v 2 S¥, thus for all v 2 HnC there exists a n(z;r) 2 N(O) such that n(z;r)  v 2 S¥. Now
suppose that n(z;x)2N(O) is a Heisenberg translation with the property that X = S¥\n(z;x)S¥ 6= /0 and
let v 2 X . By assumption n(z;x)v 2 X , therefore for i= 2 : : :n 1
z1; z1+ z1 2

z 2 C
 jÂz j  1; jÁz j  p d4

if i= 1
zi; zi+ zi 2

z 2 C
 jÂz j  12 ; jÁz j 
p d
4

if i= 2 : : :n 1
Considering the real part, if i= 1 then jsi+wi j  1 implies jsi j  1+ jwi j  2, thus jsi j  2; and if i 6= 1
then jsi+wi j  12 implies jsi j  12+ jwi j  1, thus jsi j  1. Considering the imaginary part,
 tip d+ yi p d
2 implies
 tip d  p d2 + jyi j  p d, thus j ti j  1. Hence z lies in a compact set, as z also lies in a
discrete set then there is only a finite number of z for which n(z;r)v 2 X holds. As for the previous case
of d  1 mod 4, jr j  p d+ jÁhz;zi j. Bounding jÁhz;zi j:
jÁhz;zi j=
n 1åi=1 yisi  xiti
p d
 n 1åi=1 jyisi j+
xitip d  n 1å
i=1
2  d
2
= (n 1)

2  d
2

Thus jr j  p d+(n  1) 2  d2 , so r lies in a compact set and since it also lies in a discrete set then
there are a finite number of choices for r. Therefore there exists a finite number of n 2 N(O) such that
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S¥\nS¥ 6= /0 and as such S¥ is a Siegel set for N(O). 
4.3 Siegel Sets
This section describes how to construct a Siegel set for G from a Siegel container and a set of cusps. It
achieves this by introducing the Phi function at a cusp which computes the maximum height a point can be
raised to by the action of a cusp; this function is very closely related to the effect function at a cusp. The
key result is Lemma 4.3.2 which describes the property a set of cusps Q needs to have in order to prove the
existence of a Siegel set.
Lemma 4.3.1 Suppose that Cl(K) = 1, let e> 0, let S¥ be a Siegel container for G, let v 2 S¥ and suppose
that there exists a cusp q 2 CK such that eq (v)  1  e. Then there exists a g 2 G such that h(gv) 
(1  e) 1h(v) and gv 2 S¥.
PROOF By Corollary 4.1.3, there exists a g 2 G such that q= g 1q¥, thus
h(gv) =  Q(v)j hgv;q¥i j2
=
 Q(v)
j hv;g 1q¥i j2
=
 Q(v)
j hv;qi j2 =
 Q(v)
eq (v)
 (1  e) 1h(v)
If g  v 2 S¥ then there is nothing to do. If not then by Corollary 4.2.4 there exists an integral parabolic
automorphism g¥ 2 G¥ such that g¥g  v 2 S¥ and h(g¥gv) = h(gv). Thus taking g0 = g¥g completes
the proof. 
Lemma 4.3.2 Suppose that Cl(K) = 1, let e> 0, let L> 0, let S¥ be a Siegel container for G and suppose
that there exists a set of cusps Q CK such that for all v 2 S¥ S¥ (L), there exists a cusps q 2Q such that
eq (v) 1  e. Then S¥ (L) is a Siegel set for G.
PROOF Define the following sequence: let v0 2 S¥ S¥ (L) and put;
vi+1 =
(
vi if h(vi) L
gi vi if h(vi)< L
where gi 2 G is chosen so that h(gi vi)  (1  e) 1h(vi) and gi  vi 2 S¥; by Lemma 4.3.1, under the
assumptions of this lemma such a gi exists. The height of vi is thus bounded below by the inequality
h(vi)min

L;(1  e) ih(v0)
	
and if i ln(h(v0)) ln(L)ln(1 e) = a, then it follows that (1 e) ih(v0) L. Hence whenever i a, then h(vi) L.
Let N = dae and let g=ÕNi=0 gi, then g 2 G such that gv0 2 S¥ (L). Therefore by Proposition 4.2.2 S¥ (L)
is a Siegel set for G. 
Definition 4.3.3 (Phi Function) Let q 2 CK , let v 2 ¶HnC, let
j0q(v) = 2
q
d 2  x  rd 2+Áhz;(db) 1zi
+
2
+2Â


z;(db) 1z

+
 Q+
 
(db) 1z
 Q+ (z)
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and define the phi function to be
jq (v) =
(
j0q(v) if j0q(v) 0
 1 if j0q(v)< 0 or j0q(v) 62 R
2
The following lemma describes the relationship between the effect and phi functions.
Lemma 4.3.4 Let v 2 ¶HnC, let q 2 CK and let L = jq (v). Then eq ((z;x;h)) < 1 for all h 2 [0;L]. Con-
versely whenever eq ((z;x;h))< 1, then h L.
PROOF Suppose that L> 0, then
2
q
d 2  x  rd 2+Áhz;(db) 1zi+2+2Â
z;(db) 1z+ Q+  (db) 1z Q+ (z)>L h
so that on rearranging this becomes
d 2 >
 
h+Q+
 
(db) 1z

+Q+ (z) 2Â


z;(db) 1z

+
2
!2
+

x  rd 2+Á
z;(db) 1z
+
2
= d 2eq ((z; x; h))
and eq ((z;x;h))< 1. Conversely, if eq ((z;x;h))< 1 then arguing in reverse shows that h L. 
Lemma 4.3.5 Suppose that Cl(K) = 1, let L> 0, let e 2

0; L
2
4

, let v 2 ¶HnC, suppose that there exists a
cusp q 2 CK such that
jq (v) L
2
L 2pe
and let v0 2
n
v0 2HnC
  z0 = z; x0 = x; h0  Lo. Then eq (v0)< 1  e.
PROOF Let X ;Y 2 [0;1], let Z 2 [0;2] and assume that X  Y > eX and 2pX Y   Z  L2L 2pe . Since
e > 0, then 2
p
X Y  Z  L, so that  2pX Y  Z2pe  L2peX , thus L 2pX Y  Z L2peX 
L
 
2
p
X Y  Z  2pX Y  Z2pe and therefore
L
L 2pe 
2
p
X Y  Z
2
p
X Y  Z 2peX
By assumption X Y > eX , so that pX Y   eX >pX Y  peX , hence
L
L 2pe 
2
p
X Y  Z
2
p
X Y   eX Z
and therefore 2
p
X(1  e) Y  Z > L. Take
X = d 2
Y =

x  rd 2+Á
z;(db) 1z
+
2
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Z = 2Â
z;(db) 1z
+
+Q+
 
(db) 1z

+Q+ (z)
so that jq (v) = 2
p
X Y  Z, hence by supposition
2
q
d 2(1  e)   x  rd 2+Áhz;(db) 1zi+2+2Â
z;(db) 1z+ Q+  (db) 1z Q+ (z)> L
on rearranging this becomes
(1  e)d 2 >
 
L+Q+
 
(db) 1z

+Q+ (z) 2Â


z;(db) 1z

+
2
!2
+

x  rd 2+Á
z;(db) 1z
+
2
= d 2eq ((z; x; L))
implying that eq ((z; x; L))< 1  e. The result now follows from Lemma 4.3.4. 
This lemma can be interpreted as saying that “if for every point v 2 S¥\¶HnC it can be shown that a
cusp q can be chosen from CK such that jq (v)  L2L 2pe then this proves that S¥ (L) is a Siegel set for G.”
This provides the skeleton of a verifiable test for a set of cusps to show that this set of cusps generates a
Siegel set.
4.4 Discretisation
Computationally it is of course not possible to calculate the Phi function at each cusp on every point on
the boundary of S¥ since it consists of an uncountably infinite number of points, it is therefore necessary
to introduce a strategy which allows only a finite number of points to be considered. This section uses the
convexity of the effect function to derive such a strategy; it shows that the infimum of the Phi function
on a convex polytope is equal to the infimum over the vertices of the polytope, as such by discretising the
space into a finite number of convex polytopes the existence of a Siegel set can be proved by computing
the Phi function on the vertices of these polytopes and hence by making a finite number of computations.
Additionally an error bound on discretisation is derived which allows the bounding of overall error in the
Siegel set generation algorithm found at the end of this chapter.
Definition 4.4.1 (Phi Function on a Set) Let q 2 CK and let V  ¶HnC, then the value of the Phi function
on V at q is defined to be
Fq (V ) = inffjq (v) j v 2Vg 2
Lemma 4.4.2 Let V  ¶HnC be a convex polytope, let V 0 = fv 2V j v is a vertex of V g and let q 2 CK .
Then Fq (V ) =Fq (V 0).
PROOF Let jq (V 0) = L so that for all vertices v ofV , jq (v) L. Taking e= 0 in the proof of Lemma 4.3.5
shows that for all v 2
n
v 2HnC
 j (z;x;0) 2V; h= L
o
, eq (v)  1, but then, again by using the proof of
Lemma 4.3.5, jq (v) L for all v 2V . 
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Lemma 4.4.3 Let Q  CK , let V  ¶HnC be a convex polytope with respect to the Euclidean metric, let
V 0 = fv j v is a vertex of V g, let L> 0, let e 2

0; L
2
4

, suppose that
sup

Fq(V 0)
 q 2 Q	 L2
L 2pe
and let V (0;L) =
n
(z;x;h) 2HnC
 j (z;x;0) 2V and h L
o
. Then for all v 2V (0;L), eq (v)< 1  e.
PROOF Let h 2 [0;L] and put V 0(h) =
n
(z;x;h) 2HnC
  (z;x;0) 2V 0o, then by Lemma 4.3.5, eq (v) <
1 e for all v2V 0(L). LetV (h) =
n
(z;x;h) 2HnC
  (z;x;0) 2Vo; by Proposition 4.1.9 the effect function
is a convex function and since a convex function cannot have a local maximum on any positive dimensional
face of a compact convex set, supfeq (v) j v 2V (h)g= supfeq (v) j v 2V 0(h)g, hence the result. 
Corollary 4.4.4 Let S¥ be a Siegel container for G, let N 2N, let V1; : : : ;VN  S¥ be convex polytopes such
that S¥ =
SN
i=0Vi, let V
0
i = fv 2Vi j v is a vertex of Vi g, let L > 0, let e 2

0; L
2
4

and suppose that there
exists a set of cusps Q CK such that
inf

sup

Fq(V 0i )
 q 2 Q	  i= 1; : : : ;N	 L2
L 2pe
Then S¥ (L) is a Siegel set for G.
PROOF By Lemma 4.4.3, for all v 2 S¥ (L) there exists a cusp q 2Q such that eq (v)< 1 e. Therefore by
Lemma 4.3.2, S¥ (L) is a Siegel set for G. 
And thus this Corollary says explicitly how to show that a set of cusps generates a Siegel set in a finite
number of computations. This chapter concludes with an investigation into the bounds on the coordinates
of cusps such that these cusps may be effective on a given region and uses these results to develop a strategy
for discretising the search space.
Lemma 4.4.5 Let q 2 CK , let v 2 HnC

, let e 2 Cn 1 and r 2 R satisfy z+ e = zdb and x+ r = rd2 and
suppose that either jei j 
q
2
d for any i= 1; : : : ; n 1, or jr j  1d +
q
2
d å
zi  hold. Then eq (v) 1.
PROOF By definition
d 2eq (v) =

Q+ (z+ e)+Q+ (z)+h 2Âhz;z+ ei+
2
2
+
 
x  x r+Áhz;z+ ei
+
2
=

Q+ (e)+h
2
2
+
 
r Áhz;ei
+
2
from which it follows that if either Q+ (e) 2d , or
r Áhz;ei
+
 1d , then eq (v) 1. Whenever jei j q 2d
for any i, then Q+ (e) = å jei j2  2d , so without loss of generality suppose that jei j <
q
2
d for all i, then
jr j  1d +
q
2
d å
zi , whence
jr j  1
d
+
r
2
då
zi > 1d +å jei j zi  1d + åeizi = 1d + hz;ei+  1d + Áhz;ei+ 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therefore jr j  Áhz;ei
+
> 1d and as such r Áhz;ei+ > 1d . 
Corollary 4.4.6 Let q 2 CK , let v 2 HnC

and suppose that either jzi j 
p
2d+ d
zi , or jr j  d+p
2d3å
zi +d2 jx j hold. Then eq (v) 1.
PROOF Let e 2 Cn 1 satisfying z+ e = zdb so that db(z+ e) = z, thus jzi j =
db(zi+ ei)  = d zi+ ei  
d
zi +d ei . Therefore if jzi j  p2d+d zi , then jei j q 2d and by Lemma 4.4.5 eq (v) 1. Let r 2R
satisfying x+r= rd2 so that d
2(x+r) = r, thus jr j  d2 jx j+d2 jr j. Therefore if jr j  d+
p
2d3å
zi +
d2 jx j, then jr j  1d +
q
2
d å
zi  and by Lemma 4.4.5 eq (v) 1. 
Lemma 4.4.7 Let q 2 CK , let v 2 ¶HnC, suppose that jq (v) = L> 0, let e 2

0; L
2
4

, define
A= 2+å

6
zi +4p2 B= 2r21+2åzi +p2
C =
A+B
n 1
p
l=
q
C2+ 4en 1  C
2
put
V =

v0 2 ¶HnC
 Âz0i Âzi  ; Áz0i Áz0i  ; x0  x  l	
Then Fq (V ) L  e.
PROOF Let z˜= zdb , let r˜ =
r
d2 , let l= (lıl  lıl) 2 Cn 1 and let
V 0 =

v0 2 ¶HnC
 Âz0i =Âzil; Áz0i = Áz0il; x0 = xl	
so that V 0 is the set of vertices of V . By Lemma 4.4.2 it is sufficient to compute a lower bound on
Fq
 
V 0

= inf
(
2
r
d 2 

xl  r˜+Á
D
z+l; z˜
E
+
2
+2Â
D
z+l; z˜
E
+
 Q+

z˜

 Q+ (z+l)
)
Consider the second term in Fq (V 0)
2Â
D
z+l; z˜
E
+
 Q+

z˜

 Q+ (z+l)
2Â
D
z; z˜
E
+
+2Â
D
l; z˜
E
+
 Q+

z˜

 Q+ (z) 2Âhz;li+ Q+ (l)
=2Â
D
z; z˜
E
+
 Q+

z˜

 Q+ (z)| {z }
X
+2Â
D
l; z˜
E
+
 2Âhz;li
+
 Q+ (l)
X 2
Dl; z˜E
+
 2 hz;li+  Q+ (l)
X 2å jl j
 z˜i  2å zi  jl j å jl j2
X 2lå
 z˜i  2lå zi   (n 1)l2 (4.6)
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By assumption jq (v)> 0 so that eq (v)< 1, thus Lemma 4.4.5 applies, so
 z˜i  zi +q 2d and therefore
X 2lå
 zi +
r
2
d
!
 2lå
zi   (n 1)l2
X lå

4
zi +2p2  (n 1)l2
Now consider the first term in Fq(V 0)
2
r
d 2 

xl  r˜+Á
D
z+l; z˜
E
+
2
2
r
d 2 

x  r˜+Á
D
z; z˜
E
+
2
| {z }
Y
 2
r
2

x  r˜+Á
D
z; z˜
E
+
l+ÁDl; z˜E
+
 2 l+ÁDl; z˜E
+

Y  2
r
2d 2
l+ÁDl; z˜E
+
 2 l+ÁDl; z˜E
+

Y  2
r
2

l+
Dl; z˜E
+
 2l 2 Dl; z˜E
+

Y  2
r
2

l+å jli j
 z˜i  2l 2å jli j  z˜i 
Y  2
vuut2 l+lå
 zi +
r
2
d
!!
 2l 2lå
 zi +
r
2
d
!
Y  2
r
2

l+lå
zi +p2 2l 2låzi +p2 (4.7)
Combining the two inequalities (4.6) and (4.7) and noting that L= jq (v) = X+Y
Fq(V )L lå

4
zi +2p2  (n 1)l2 2r2l+låzi +p2 2l 2låzi +p2
=L  (n 1)l2 l

2+å

6
zi +4p2 pl2r21+åzi +p2
Since d 1, then 2 jq (v) so that 1 l, implying
p
l l and so
Fq(V ) L  (n 1)l 
p
l

2+å

6
zi +4p2 pl2r21+åzi +p2
= L  (n 1)l 
p
l
 
2+å

6
zi +4p2+2r21+åzi +p2
!
= L  (n 1)l  (A+B)
p
l
= L  (n 1)
0@
q
C2+ 4en 1  C
2
1A2  (n 1)C
0@
q
C2+ 4en 1  C
2
1A
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= L  (n 1)
0@C2 2C
q
C2+ 4en 1 +C
2+ 4en 1  2C2+2C
q
C2+ 4en 1
4
1A
= L  e 
So by discretising into multidimensional rectangles where the length of each side is no greater than l as
computed in the Lemma above, then it is guaranteed that an error of no greater than e is introduced through
discretisation.
4.5 Cusp Construction
Corollary 4.4.4 explains how to compute Siegel sets under discretisation and Lemma 4.4.7 describes a
strategy for discretisation and so it remains to consider how to construct a set of cusps; this section presents
an algorithm for doing just this. To ease notation a few definitions are necessary;
Definition 4.5.1 Let X HnC, let d 2 R>0 and define
CK;d = fq 2 CK j q has dilation factor dg
CK(X) = fq 2 CK j 9v 2 X s:t: eq (v)< 1g
CK;d(X) = CK;d\CK(X) 2
Let µ  0, let X  v 2 ¶HnC j jÂzi j ; jÁzi j ; jx j  µ	, fix a dilation factor d 2 R>0 and put D = d2
so that D 2 N. Then specifically, this section derives a deterministic algorithm for generating a finite set
Qd  CK such that Qd  CK;d and CK;d(X)Qd. Although it is not proved here, it is intuitively obvious that
in general
CK;d(X)  jQd j and this inefficiency seriously impedes Siegel set generation from a practical
point of view; Section 5.6 describes an improved algorithm which generates the set CK;d(X) exactly.
Lemma 4.5.2 Let q 2 CK be a cusp of dilation factor d. Then
b=
8><>:
a+b
p
d
2d
d  1 mod 4
a+b
p
d
d
d 6 1 mod 4
(4.8)
where a;b 2 Z and
a2 db2 = 4D d  1 mod 4
a2 db2 = D d 6 1 mod 4
PROOF By Lemma 4.1.4, since q is a cusp, then db 2 O, whence b is of the form given in (4.8). By the
same result jb j2 = 1, thus
1=
8>><>>:
a2 db2
4D
d  1 mod 4
a2 db2
D
d 6 1 mod 4
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If d 6 1 mod 4 then the result is immediate. If d  1 mod 4 then there is the integrality condition to
satisfy; it is necessary and sufficient that a  b mod 2 to satisfy a+b
p
d
2 2O, however a2  db2 = 4D and
d  1 mod 4 imply that a2+b2  0 mod 2, and this is true if and only if a b mod 2, so the integrality
condition is automatically satisfied. 
Corollary 4.5.3 Let q2 CK be a cusp of dilation factor d. Then there is only a finite number of bs such that
q has rotation factor b.
PROOF The generator of the number field d < 0, therefore, independent of the congruence class of d,
ja j ; jb j  2pD. Since a;b;2 Z then the number of choices for a and b is finite. 
Lemma 4.5.4 Let q 2 CK be a cusp of dilation factor d, rotation factor b and zeta factor z. Then r is a
valid r factor for q if and only if
r = r0
p d (4.9)
2bd r0  Q+ (z)a mod 2D (4.10)
2ar0  Q+ (z)b mod 2D (4.11)
when d 6 1 mod 4 and
r =
r0
p d
2
(4.12)
bd r0  Q+ (z)a mod 2D (4.13)
ar0  Q+ (z)b mod 2D (4.14)
(a+bd)r0  Q+ (z)(b+a) mod 4D (4.15)
when d  1 mod 4, where r0 2 Z, a and b are as in Lemma 4.5.2.
PROOF The real number r is a valid r factor for q if and only if bd

 Q+(z)2 + ır

2O. Given that db 2O
and O is closed under complex conjugation then it follows that dbbd

 Q+(z)2 + ır

=  Q+(z)2 + ır 2 O,
therefore r = r0
p d if d 6 1 mod 4 and r = r0
p d
2 and Q+ (z) r0 mod 2 if d  1 mod 4, where r0 2 Z.
Firstly taking the d 6 1 mod 4 case;
b
d
 Q+ (z)
2
+ ır

=
a+b
p
d
D
 
 Q+ (z)+2r0
p
d
2
!
=
(2bdr0 Q+ (z)a)+(2ar0 Q+ (z)b)
p
d
2D
(4.16)
Then (4.16) is integral if and only if 2bdr
0 aQ+(z)
2D 2 Z and 2ar
0 Q+(z)b
2D 2 Z and this is the case if and only if
both (4.10) and (4.11) are satisfied.
Secondly taking the d  1 mod 4 case;
b
d
 Q+ (z)
2
+ ır

=
a+b
p
d
2D
 
 Q+ (z)+ r0
p
d
2
!
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=
(bdr0 Q+ (z)a)+(ar0 Q+ (z)b)
p
d
4D
(4.17)
Then (4.17) is integral if and only if bdr
0 Q+(z)a
2D 2 Z, ar
0 Q+(z)b
2D and bdr
0  Q+ (z)a  ar0  Q+ (z)b
mod 4D and this is the case if and only if (4.13), (4.14) and (4.15) are satisfied. Note that when these
conditions are satisfied, a2 db2 = 4D immediately implies that r0  Q+ (z) mod 2. 
This leads to the following algorithms for generating Qd. There are two cases depending on the congru-
ence class of d modulo 4:
Algorithm 4.5.5 (Cusp Generation d 6 1 mod 4)
Inputs: n2 [2;3 : : :), d 2 f 1; 2g, D2N and X  ¶HnC where X 

v 2 ¶HnC j jÂzi j ; jÁzi j ; jx j  µ
	
for some µ> 0.
1. Assign d pD
2. Compute Bd 
n
a+b
p
d
d 2 C
 a;b 2 Z s:t: a2 db2 = Do
3. For each b 2 Bd
4. Compute Zd;b 
n
z 2On 1
 jzi j<p2d+dµo
5. For each z 2 Zd;b
6. Compute
Rd;b;z 
(
r 2 R
 jr j< d+
p
2d3(n 1)µ+d2µ; r = r0p d where r0 2 Z s:t:
2bd r0  Q+ (z)a mod 2D and 2ar0  Q+ (z)b mod 2D
)
7. For each r 2 Rd;b;z
8. Assign q 

db z bd

 Q+(z)2 +ır
t
9. Assign Qd Qd[fqg
10. Next
11. Next
12. Next
13. Return Qd
Algorithm 4.5.6 (Cusp Generation d 1 mod 4)
Inputs: n 2 [2;3 : : :), d 2 f 3; 7; 11; 19; 43; 67; 163g, D 2 N and X  ¶HnC where
X  v 2 ¶HnC j jÂzi j ; jÁzi j ; jx j  µ	 for some µ> 0.
1. Assign d pD
2. Compute Bd =
n
a+b
p
d
2d 2 C
 a;b 2 Z s:t: a2 db2 = 4Do
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3. For each b 2 Bd
4. Compute Zd;b 
n
z 2On 1
 jzi j<p2d+dµo
5. For each z 2 Zd;b
6. Compute
Rd;b;z 
8><>:r 2 R

jr j< d+
p
2d3(n 1)µ+d2µ; r = r0
p d
2 where r
0 2 Z s:t:
bd r0  Q+ (z)a mod 2D; ar0  Q+ (z)b mod 2D and
(a+bd)r0  Q+ (z)(b+a) mod 4D
9>=>;
7. Assign q 

db z bd

 Q+(z)2 +ır
t
8. Assign Qd Qd[fqg
9. Next
10. Next
11. Return Qd
Lemma 4.5.7 The set Qd  CK generated by Algorithm 4.5.5 and Algorithm 4.5.6 is finite, Qd  CK;d and
Qd  CK;d(X).
PROOF For both algorithms, the assertion Qd  CK;d is immediate from line 1. The assertion that Qd is
finite can be seen in the following way for both algorithms; by Corollary 4.5.3, once d has been fixed there
is only a finite number of valid b values that are available to complete a cusp and this number is jBd j,
where Bd the set computed in line 2. In the algorithm the number of z values for each b is determined byZd;b , where Zd;b is the set computed in line 4 and since Zd;b is both compact and discrete, then Zd;b is
finite for each b. The number of r values for each (b;z) pair is determined by the size of Rd;b;z, where
Rd;b;z is the set computed in line 6 and since for each pairing the set Rd;b;z is compact and discrete it is also
finite. Examination of the algorithm shows that jQd j= åb2Bdåz2Zd;b
Rd;b;z  and since this is a finite sum
of integers by the preceding argument, Qd is a finite set.
To prove the assertion that Qd  CK;d(X), the two algorithms must be treated separately. Considering
Algorithm 4.5.5; let q 2 CK;d(X) and suppose that q 62 Qd. By Lemma 4.5.2, the set Bd consists of all
possible rotation factors b allowable for a cusp of dilation factor d, so b 2 Bd and as such if q 62 Qd, then
either z 62 Zd;b or z 2 Zd;b and r 62 Rd;b;z. By Corollary 4.4.6, if z 62 Zd;b and q is a cusp of dilation factor
d, rotation factor b and zeta factor z, then irrespective of the r factor of q, eq (v)  1 for all v 2 X , thus
q 62 CK;d(X), hence it must be concluded that z 2 Zd;b and r 62 Rd;b;z. However, again by Corollary 4.4.6,
if r 62 Rd;b;z and q is a cusp of dilation factor d, rotation factor b, zeta factor z, and r factor r, eq (v)  1
for all v 2 X , implying that the statement: r = r0p d where r0 2 Z such that 2bd r0  Q+ (z)a mod 2D
and 2ar0  Q+ (z)b mod 2D, is false. But by Lemma 4.5.4, given d;b and z, q is a cusp with r factor
r if and only if r = r0
p d where r0 2 Z s:t: 2bd r0  Q+ (z)a mod 2D and 2ar0  Q+ (z)b mod 2D.
Therefore q2Qd and this contradiction proves the result. The argument for Algorithm 4.5.6 is very similar;
simply substitute in the corresponding results for d  1 mod 4 from Lemma 4.5.2, Corollary 4.4.6 and
Lemma 4.5.4. 
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4.6 Siegel Set Construction
The final section in this chapter presents a general algorithm for computing Siegel sets for the action of
G on HnC when the imaginary quadratic field K has trivial class group. It is shown that this algorithm is
guaranteed to terminate and error bounds on the output of the algorithm are derived. This algorithm is
accurate and verifiable, but very slow; a much faster but less accurate and less verifiable algorithm which is
more appropriate for a practical implementation is described in Section 5.10.
The following notation is defined in order to describe how to discretise the search space.
Definition 4.6.1 Let h 0, let l> 0, let X  ¶HnC, let v 2 X and define
V (v;l;X) =

v0 2 X  Âz0i Âzi  ; Áz0i Ázi  ; x0  x  l	
L(l;X) = fv 2 X j Âzi;Ázi;x 2 lZg
W(l;X) = fV (v;l;X) X j v 2 L(l;X)g 2
Algorithm 4.6.2 (Siegel Set Construction)
Inputs: n 2 N2 the dimension, d a Heegner number, a 2 (0;1) an error tolerance, a set
X  v 2 ¶HnC j jÂzi j ; jÁzi j ; jx j  µ	 for some µ> 0.
1. Initialise: L 2, D 1, Q /0
2. Assign d pD, e a2
d
, A 2+å

6µ+4
p
2

, B 2
r
2

1+2å

µ+
p
2

, C A+B
n 1
3. Assign l 
0@
q
C2+ 4en 1  C
2
1A2, W W(l;X)
4. Compute Qd via either Algorithm 4.5.5 or Algorithm 4.5.6, depending on the congruence class of d,
to X
5. Assign Q Q[Qd
6. For each V 2W
7. Assign V 0 fv 2V j v is a vertex of Vg
8. Assign L0 supfFq(V 0) j q 2 Qg
9. If L0 <
2
d
  e then assign D D+1 and goto line 2
10. L minfL;L0g
11. Next
12. Return L
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Proposition 4.6.3 Let d 2 f 1; 2; 3; 7; 11; 19; 43; 67; 163g, let n 2 [2;3; : : :), let a 2 (0;1),
S¥ be the Siegel container computed in Lemma 4.2.6, let X = S¥ \ ¶HnC and let L be the output of
Algorithm 4:6:2(d;n;a;X). Then for all e 2

0; L
2
4

, the set S¥ (L  e) is a Siegel set for G. Moreover
the algorithm is guaranteed to terminate and return a value L> 0 and if S¥ (L0  e) is a Siegel set for some
L0 2 (0;2], then L1 a  L0.
PROOF The set W consists of subsets Vi  X = S¥ \fv 2 S¥ j h(v) = 0g such that X = [Vi and each Vi
is a polytope. Putting V 0i = fv 2V j v is a vertex of Vig, the loop between lines 6 and 11 computes an L
such that L = inff supfFq(V 0i ) jq 2 Qg j i= 1; : : : ;Ng for some set of cusps Q where N is the number of
iterations in the loop. Whenever e 2

0; L
2
4

, L
2
L pe > 0 and therefore by Corollary 4.4.4 S¥ (L  e) is a
Siegel set for G.
By [PR92][Theorem 4.4] Siegel sets are known to exists for all groups G so there exists some L 2 (0;2]
such that L = inffsupfjq (v) j q 2 CKg j v 2 Xg and as the real numbers are well ordered the set of all
such L has a supremum, so let Lmax 2 (0;2] and suppose that S¥(Lmax) is a Siegel set and whenever S¥(L)
is a Siegel set, then Lmax  L. Let D =

2
Lmax
2
, put d =
p
D and for each convex polytope Vi let vi be
the midpoint of Vi under the standard Euclidean metric. By assumption jq (vi)  Lmax  2d , whence the
dilation factor of q is less than or equal to d, so on the Dth loop of the algorithm between lines 2 and 11,
q 2 Q, e= a 2d ,
l=
0@
q
C2+ 4en 1  C
2
1A2
andVi =
n
v0 2 X
 Âz0j Âz j  ; Áz0j Áz j  ; jx0  x j  lo. Therefore by Lemma 4.4.7,Fq (Vi) Lmax 
a 2d  2d (1 a) and as such the algorithm terminates on, or before this loop. Call the output of the algorithm
L; if the algorithm terminates on the Dth loop then by the preceding argument the output L  Lmax a 2d 
Lmax aLmax = Lmax(1 a) and so L1 a  Lmax or; if the algorithm terminates on the (D0)th loop where
D0 < D, then D0 

2
Lmax
2
, put d0 =
p
D0 so that Lmax  2d0 then on the (D0)th loop the output L 
2
d0 (1 a) Lmax(1 a). Therefore in either case L1 a  Lmax. 
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Chapter 5
Computational Improvements
The algorithms described in Chapter 4 for computing Siegel sets are written from the point of view of
mathematical clarity, not computational efficiency. This chapter considers modifications to these algorithms
that decrease computation time and as such make them practical for implementation.
There is an issue which is not directly connected to the algorithms that introduces a significant inefficiency
in the computation;
I. The Siegel container described in Lemma 4.2.6 makes no use of automorphisms in the AM-group
AM(O). By considering the action of this group, which consists of integral rotations, the volume of
the Siegel container can be reduced.
Reducing the size of the Siegel container inputted to Algorithm 4.6.2 will result in a smaller number of
convex polytopes to iterate through and smaller bounds on the coordinates of cusps which are effective on
the Siegel container.
There are three major inefficiencies in Algorithm 4.5.5 and Algorithm 4.5.6
II. As shall be seen in Section 5.2 there are certain cusps which either a priori do not contribute to the
construction of Siegel sets, or have actions which are equivalent to those of other cusps; the cusp
generation algorithms do not attempt to detect or remove such cusps.
III. The cusp generation algorithms do not attempt to detect and remove cusps which are not effective on
the input set.
IV. The bounds on z and r such that a cusp of dilation factor d could be effective on the input set which
are given in Corollary 4.4.6 are very loose.
Reducing the size of the set of cusps Q generated by Algorithm 4.5.5 or Algorithm 4.5.6 will decrease
the amount of work required to compute supfFq(V 0) j q 2 Qg in line 8 of Algorithm 4.6.2. Since this
value must be computed for every polytope V , then it is clear that the size of Q is highly correlated to total
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computation time.
In Algorithm 4.6.2 the majority of the computation time is spent in the loop
6. For each V 2W
8. Assign L0 supfFq(V 0) j q 2 Qg (where V 0 is the set of vertices of V )
11. Next
and specifically this time is spent on line 8. So far no mention has been made of how supfFq(V 0) j q 2 Qg
should be computed in practise, although it is clear that the naı¨ve brute force method of computing Phi on
each vertex and then taking the infimum over all vertices would be the default option. Given a set cusps Q
there are two factors to consider when computing L0:
V. The method by which Fq(V 0) is computed where q is a cusp and V 0 is the set of vertices of a convex
polytope V .
VI. The sequence in which the cusps q 2 Q are chosen.
There is a major implementation impracticality in Algorithm 4.6.2;
VII. The resolution which is computed analytically based on Lemma 4.4.7, so that the error in the mini-
mum height bound can be quantified, is in general far too large to practically perform computations
on.
Decreasing the resolution will decrease the number of convex polytopes to iterate through; however it will
reduce the accuracy of the output and make the error bound uncertain since Lemma 4.4.7 will no longer
apply. Having said this, from the point of view of computation it is better to have a less accurate output than
it is to not get an accurate output; whilst regrettable, it is true that in general computation requires some
amount of compromise between the ideal and the feasible.
5.1 An Improved Siegel Container
The Siegel container calculated in Lemma 4.2.6 is a Siegel set for the Heisenberg group N(O), it takes no
account of the action of rotational automorphisms in AM(O), this section improves on the Siegel container
by considering the action of certain integral rotations.
Definition 5.1.1 Let n 2 N. Then define
Dn = fdiag(s1; : : : ;sn) 2 GLn (Z) j si 2 f1gg 2
If g = diag(s1; : : : ;sn) 2 Dn, then gg = diag(js1 j2 ; : : : ; jsn j2) = In. Therefore Dn is a subgroup of
U(n;O).
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Lemma 5.1.2 Let d  1 mod 4. Then
S¥ =

v 2HnC
 Âzi  12 ; 0 Ázi 
p d
4
; jx j 
p d
2

is a Siegel container for G.
PROOF Let S0¥ =
n
v 2HnC
 Âzi  12 ; Ázi  p d4 ; jx j  p d2 o, by Lemma 4.2.6, S0¥ is a Siegel con-
tainer for G, therefore to prove that S¥ is a Siegel container for G it is sufficient to show that for all
v 2 S0¥ there exists a g 2 G such that g  v 2 S¥. With this aim, let v 2 S0¥, if v 2 S¥ then there is noth-
ing to do, so assume otherwise. Let Z =
n
z 2 C
 jÂz j  12 ; 0 Áz p d4 o, let si = sign Ázi and
put u = diag(s1; : : : ;sn 1) 2 Dn 1 so that uz 2 Zn 1. If detu = 1 then m(u;1) 2 AM(O) and m(u;1)v =
(uz;x;h) 2 S¥, so take g= m(u;1).
Suppose conversely that detu= 1. If n 0 mod 2, then dimu 1 mod 2, hence det u= 1 so that
m( u; 1) 2 AM(O) and m( u; 1)v = ( ( u)z;x;h) = (uz;x;h) 2 S¥, so take g = m( u; 1) and; if
n  1 mod 2, then n  3 so u0 =
 1
1
In 3

2 U(n 1;O) and detu0 =  1. The set Zn 1 is stable by the
matrix u0, i.e. u0Zn 1 = Zn 1 since u0 simply transposes the first two copies of Zn 1, hence u0uz 2 Zn 1 and
detuu0 = 1 therefore m(u0u;1) 2 AM(O) and m(u0u;1)v= (u0uz;x;h) 2 S¥ so take g= m(u0u;1). 
Lemma 5.1.3 Let d 6 1 mod 4 and let n 2 N f3g. Then
S¥ =

v 2HnC
 Âz1  1; Âzi  12 (i 6= 1); 0 Ázi 
p d
2
; jx j 
p d
2

is a Siegel container for G.
PROOF Let S0¥=
n
v 2HnC
 Âz1  1; Âzi  12 (i 6= 1); Ázi  p d2 ; jx j  p d2 o, by Lemma 4.2.6
S0¥ is a Siegel container for G, therefore to prove that S¥ is a Siegel container for G it is sufficient to
show that for all v 2 S0¥ there exists a g 2 G such that g  v 2 S¥. With this aim, let v 2 S0¥, if v 2 S¥
then there is nothing to do, so assume otherwise. Let Z1 =
n
z 2 C
 jÂz j  12 ; 0 Áz p d2 o, let Z =n
z 2 C
 jÂz j  12 ; 0 Áz p d2 o, let si = sign Ázi and put u = diag(s1; : : : ;sn 1) 2 Dn 1 so that
uz 2 Z1Zn 2. If detu= 1 then m(u;1) 2 AM(O) and m(u;1)v= (uz;x;h) 2 S¥, so take g= m(u;1).
Suppose conversely that detu =  1. If n  0 mod 2, then dimu  1 mod 2 hence det u = 1 so that
m( u; 1) 2 AM(O) and m( u; 1)v= ( ( u)z;x;h) = (uz;x;h) 2 S¥, so take g= m( u; 1). If n 1
mod 2, then n 5 so
u0 =
 1
1
1
In 4

2 U(n 1;O)
and detu0 = 1. The set Z1Zn 2 is stable by the matrix u0, i.e. u0(Z1Zn 2) = Z1Zn 2 since u0 simply
transposes the second and third copies of Z, hence u0uz 2 Z1Zn 2 and detuu0 = 1 therefore m(u0u;1) 2
AM(O) and m(u0u;1)v= (u0uz;x;h) 2 S¥ so take g= m(u0u;1). 
For d = 1 or d = 2 and n= 3, the Siegel container computed in Lemma 4.2.6 must be used as input to
Algorithm 4.6.2; the reason a significantly better set does not exists is the lack of symmetry between the sets
which in z1 and z2 lie in these cases. However, when d = 1 or d = 2 and n= 3 the Siegel containers are
already computationally manageable, so this is unimportant. In every other case the number of iterations in
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the loop between lines 6 and 11 will be reduced by a factor of approximately 2n 1 since the measure of the
new Siegel container is 12n 1
th
the size of the original Siegel container.
5.2 Non-Primitive Cusps
This section identifies a property exhibited by some cusps called primitivity; testing a cusp for primi-
tivity is computationally fast. Let X  ¶HnC and suppose Q is a set of cusps with the property that
Q  ÕD0D=1CpD;K(X) for some D0 2 N and suppose that q 2 Q is a cusp with dilation factor d and q is
not primitive. Then either jq (v)  0 for all v 2 ¶HnC or there exists another cusp q0 2 Q with dilation
factor d0 with the three properties; q0 is primitive, d0 < d and jq (v)  jq0 (v) for all v 2 ¶HnC. There-
fore any non-primitive cusp can a priori be removed from Q without affecting the combined height raising
properties of the cusps in Q.
Definition 5.2.1 (Primitive Cusps) Suppose that Cl(K) = 1, let q 2 CK and let N (q) be the K-norm of
the ideal generated by the coordinates of q. Then q is said to be a primitive cusp whenever N (q) = 1. 2
Lemma 5.2.2 Let q2 CK;d and suppose that q is not primitive. Then there exists a primitive cusp q0 2 CK;d0
such that d> d0 and jq0 (v) jq (v) for all v 2 ¶HnC.
PROOF Since the class number of K is 1, O is a principal ideal domain, thus if N (q) 6= 1, then there
exists an element q 2O and a vector q0 2On+1 such that N (q0) = 1 and qq0 = q where jq j2 =N (q)> 1.
Let b and b0 be the rotation factors of q and q0 respectively. Since q = qq0 then db = qd0b0, whence
d0 = jd0b0 j = jq j 1 q 1db  = jq j 1 d and therefore d0 < d. Put z˜ = (db) 1z, put r˜ = rd 2 and suppose
that jq (v) 0, then
jq (v) = 2
r
d 2 

x  r˜+Á
D
z; z˜
E
+
2
+2Â
D
z; z˜
E
+
 Q+

z˜

 Q+ (z)
jq0 (v) = 2
r
jq j2 d 2 

x  r˜+Á
D
z; z˜
E
+
2
+2Â
D
z; z˜
E
+
 Q+

z˜

 Q+ (z)
and as such jq0 (v) jq (v). 
Corollary 5.2.3 Let X  ¶HnC and suppose Q is a set of cusps with the property that QÕD
0
D=1CpD;K(X)
for some D0 2 N and suppose that q 2 Q is a cusp with dilation factor d and q is not primitive. Then either
jq (v) 0 for all v 2 X or there exists another cusp q0 2Q with dilation factor d0 with the three properties;
q0 is primitive, d0 < d and jq (v) jq0 (v) for all v 2 ¶HnC.
PROOF Suppose that jq (v0) > 0 for some v0 2 X , then by Lemma 5.2.2 there exists a primitive cusps
q0 2 CK;d0 such that d0 < d and jq (v) jq0 (v) for all v 2 ¶HnC and therefore jq0 (v0)> 0 whence q0 2Q
In order to detect non-primitive cusps it is necessary to compute the norm of the ideal generated by the
coordinates of q; this is accomplished in practise by using the theory in [Coh00, 5.2] to represent ideals and
perform computations on them.
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5.3 Equivalent Cusps
Another class of cusps which are a priori unnecessary in Siegel set construction are equivalent cusps. The
notion of equivalence arises from the original projective definition of complex hyperbolic space; when
constructing the ball and hyperquadric models of HnC a unique representative of each projective point is
chosen. However, there is no such uniqueness property in the definition of a cusp, thus cusps which differ
only by a unit are in fact the same cusp and as such act identically on HnC. This section considers how
to detect equivalent cusps and how to safely eliminate them during cusp construction; it is shown that
equivalent cusps can be removed at the point at which the rotation factor of the cusps is computed.
Definition 5.3.1 (Equivalent Cusps) Let q;q0 2 CK and suppose that there exists an integral unit u 2O
such that q= uq0. Then q and q0 are said to be equivalent. 2
Lemma 5.3.2 Let q;q0 2 CK be equivalent cusps. Then q and q0 have the same dilation factor and jq (v) =
jq0 (v) for all v 2 ¶HnC.
PROOF Let d;b and d0;b0 be the dilation and rotation factors of q and q0 respectively, then by definition
db = ud0b0; taking the absolute value of this equality gives d = jdb j = jud0b0 j = d0 Since q and q0 are
equivalent cusps so that there exists an integral unit u 2 O such that q = uq0. Put z˜ = (db) 1z, put
r˜ = rd 2 and suppose that jq (v) 0, then
jq (v) = 2
r
d 2 

x  r˜+Á
D
z; z˜
E
+
2
+2Â
D
z; z˜
E
+
 Q+

z˜

 Q+ (z)
jq0 (v) = 2
r
ju j2 d 2 

x  r˜+Á
D
z; z˜
E
+
2
+2Â
D
z; z˜
E
+
 Q+

z˜

 Q+ (z)
and since ju j2 = 1, then jq0 (v) = jq (v). 
Lemma 5.3.3 Let X  ¶HnC, let Q = CK;d(X)\ fq j q is primitiveg, let b 2 C be a rotation factor, let
Qb = fq 2 Q j q has rotation factor bg and put
Q?b =
[
u2O f1g
Qub
Then for all q 2 Q?b , there exists an equivalent cusp q0 2 Qb.
PROOF Let q2Q?b , then the rotation factor of q is ub for some u2O. Let q0= u 1q so that q0 is equivalent
to q. Since q is primitive thenN (q0) =N
 
u 1q

= 1, so q0 is also primitive, thus by Lemma 5.3.2 q0 2Q.
As the rotation factor of q0 is b then q0 2 Qb. 
The preceding lemma implies equivalence is a property which can be detected at the rotation factor of
cusps when certain effectiveness properties of the cusps in a set are assumed. The following algorithm
applies this logic to remove equivalent cusps at the point at which the rotation factor of a cusp is calculated
during cusp generation.
Algorithm 5.3.4 (Improved b values)
Inputs: d a Heegner number, B fb 2 C j jb j= 1g.
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1. Assign O f1; 1g, B0 /0.
2. If d = 1 then O O[fı; ıg
3. If d = 3 then O O[
n
1+
p 3
2 ;
1 p 3
2 ;
 1+p 3
2 ;
 1 p 3
2
o
4. For each b 2 B
5. For each u 2O
6. If ub 2 B0 goto 4
7. Next
8. Assign B0 B0[fbg
9. Next
10. Return B0
Lemma 5.3.5 Let d 2 R>0 such that D= d2 2 N and let Bd = Algorithm 5:4:8(d;B) where
B=
8<:
n
a+b
p
d
d 2 C
 a;b 2 Z s:t: a2 db2 = Do if d 6 1 mod 4n
a+b
p
d
2d 2 C
 a;b 2 Z s:t: a2 db2 = 4Do if d  1 mod 4
Then ub 2 Bd, for some u 2O.
PROOF Let b0 be the rotation factor of q, if b0 2 Bd there is nothing to do, so assume that b0 62 Bd. On line
of 4 Algorithm 5.3.4 every element of B is iterated over, so at some stage line 5 is reached with b= b0. All
elements u 2O are now iterated over. On line 6 if there exists a u such that ubq 2 B0 then b is incremented
to the next value in B and b0 is not added to B0, if not then line 8 is reached and b0 is added to B0. By
assumption b0 62 B so there is a unit u 2O such that ub 2 B0 and Bd = B0. 
5.4 Improved Bounds on z and r
Let v 2 ¶HnC, let d 2 R, let q 2 CK;d and fix the rotation factor of q, then Corollary 4.4.6 gives bounds on
the zeta and r factors of q such that whenever they are satisfied eq (v) 1, or equivalently jq (v) 0. Given
a set X  ¶HnC, a dilation factor, a dimension and a ring of integers Algorithm 4.5.5 and Algorithm 4.5.6
use these bounds to construct a set of cusps Qd  CK;d(X). However, these bounds are very loose, so Qd
will in general contain a high percentage of cusps which are not effective on X ; the non-effective cusps in
Qd cause significant inefficiencies in terms of both storage and computation time. This section presents a
method of improving on these bounds.
Lemma 5.4.1 Let q 2 CK(X), let v 2 ¶HnC and suppose that
1
4
jQ+ (z dbz) j2+
d2x  r+Áhdbz;zi
+
2  d2 (5.1)
Then q 62 CK;d(X).
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PROOF By definition it is necessary to show that if eq (v) 1 then (5.1) is satisfied, so consider the effect
function of v at q
eq (v) = j hv;qi j2
=
 db z bd  Q+(z)2   ır Hn 1z Q+(z)
2 +ıx
2
=
 bd

Q+ (z)
2
+ ır

+ hz;zi
+
+db
 Q+ (z)
2
+ ıx

2
= d 2
 Q+ (z)+2dbhz;zi+ d2(Q+ (z))2 + ı(d2x  r)

2
=
1
4d2
 Q+ (z)+2Âhdbz;zi+ Q+ (dbz) 2+ 1d2 d2x  r+Áhdbz;zi+ 2
=
1
4d2
jQ+ (z dbz) j2+ 1d2
d2x  r+Áhdbz;zi
+
2
Hence if eq (v) 1 then (5.1) holds. 
Improved Bounds on z
Firstly the bounds on z are considered; the modification made to this section of the algorithm is probably the
most complicated change which is made to the algorithm. The idea is that a lattice is constructed in On 1
which contains all valid zeta values and then this lattice is iterated through; the complication arises because
the lattice changes during the iteration. The outer coordinates are assumed to be fixed and then the bounds
on the inner coordinates are based on the values of the outer coordinates; each time the outer coordinates
change the bounds on the inner coordinates need to be recomputed and as such the lattice changes.
Lemma 5.4.2 Let q 2 CK , let v 2 ¶HnC and suppose that
å
(db) 1zi  zi 2  2d 1
Then q 62 CK(X).
PROOF By Lemma 5.4.1, if jQ+ (z dbz) j2  4d2 then jq (v) 0. The quadratic form Q+ ( ) is positive
definite and d> 0, so squareroots can be taken, thus this is equivalent to the inequality 2dQ+ (z dbz) =
å
zi dbzi 2, dividing out by jdb j2 completes the result. 
This Lemma implies the following Corollary which shows that the coordinates can be bounded incremen-
tally, starting with the (n 1)th and ending with the first.
Corollary 5.4.3 Let q 2 CK , let v 2 ¶HnC, let i 2 f1; : : :n 1g and suppose that
(db) 1zi  zi 
vuutmax(0;2d 1  n 1å
j=i+1
(db) 1z j  z j 2
)
Then q 62 CK(X).
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PROOF By Lemma 5.4.2, if
(db) 1zi  zi 2  2d 1 ån 1j 6=i (db) 1z j  z j 2 then jq (v)  0 and since
2d 1 ån 1j 6=i
(db) 1z j  z j 2  2d 1 ån 1j=i+1 (db) 1z j  z j 2 the result follows. 
For the remainder of this chapter assume the following situation: for each i2 f1; : : :n 1g let Yi;Wi R
be closed intervals, write Zi =Wi ıYi  C and put Z =ÕZi, let R 2 R be a closed interval, put
X = ZR ¶HnC
and suppose that the dilation factor d and the rotation factor b of the cusp q are fixed.
Lemma 5.4.4 Let i 2 f1; : : :n 1g, assume that the final n  i 1 coordinates of z, the zeta factor of q, are
fixed, let
C(zi+1;:::;zn 1) =
vuutmax(0;2d 1  n 1å
j=i+1
inf
n(db) 1z j  z 2  z 2 Z jo)
L(zi+1;:::;zn 1) =
n
dbz 2O
 z 2 C;z0 2 Zi and z  z0 <C(z j+1;:::;zn 1)o
and suppose that zi 62 L(zi+1;:::;zn 1). Then q 62 CK;d(X).
PROOF Suppose zi 62 L(zi+1;:::;zn 1), so that by definition
(db) 1zi  z  C(zi+1;:::;zn 1) for all z 2 Zi, thus
by Corollary 5.4.3, q 62 CK;d(X). 
Corollary 5.4.5 With the same set up as Lemma 5.4.4, suppose that q2 CK;d(X). Then for i2 f1; : : :n 1g,
zi 2 L(zi+1;:::;zn 1).
Corollary 5.4.6 The L() lattices in Corollary 5.4.5 are finite.
PROOF The sets Zi are compact and O is discrete. 
There are two distinct phases involved in iterating through the zeta lattices; the construction / reconstruction
of the lattices and the actual iteration itself; Algorithm 5.4.7 deals with the construction / reconstruction
phase and Algorithm 5.4.8 deals with the iteration phase. The outer most lattice, the n  1 lattice, never
changes, every other lattice is recomputed every time the iterand reaches the end of that lattice, the next
outer lattice is incremented and that lattice returns to the beginning.
Algorithm 5.4.7 (Zeta Lattices)
Inputs: d 2 R, b 2 C, n 2 N, an imaginary quadratic ring of integers O, i 2 f1; : : :n 2g, sets Z j  C for
j = 1; : : : ;n 2, zeta values zk 2O for k = i+1; : : : ;n 1.
1. While i 1
2. Assign C(zi+1;:::;zn 1)  
r
max
n
0;2d 1 ån 1k=i+1 inf
n
j(db) 1zk  z j2
 z 2 Zkoo
3. Assign L(zi+1;:::;zn 1)  

dbz 2O  z 2 C;z0 2 Zi and jz  z0 j<C(zi+1;:::;zn 1)	
4. If L(zi+1;:::;zn 1) = /0 then assign L(zi+1;:::;zn 1)  f0g
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5. Assign zi to the first element in L(zi+1;:::;zn 1)
6. Assign i i 1
7. End While
8. Return

L(z1;:::;zn 1); : : : ;L(zn 1);z1; : : : ;zn 1
	
In line 4 the degenerate case where L(zi+1;:::;zn 1) is empty is dealt with; in this case there are a priori
no valid cusps that will be generated until zi+1 is incremented and in practise something more intelligent
than adding a redundant point to L(zi+1;:::;zn 1) should be done. However, doing something more intelligent
obfuscates the core idea behind the algorithm, which is to create a set of lattices which will generate all
useful cusps. As such a naı¨ve approach is adopted here.
Algorithm 5.4.8 (Improved z Values)
Inputs: d a Heegner number, n 2 N f1g, d 2 R, b 2 C, sets Z  Cn 1.
1. Initialise Z0d;b  /0, C 
p
2d 1, L()  fdbz 2O j z 2 C;z0 2 Zi and jz  z0 j<Cg, zn 1  the first
element in L(), i n 2
2. If L() = /0 then return Z0d;b
3. Compute L(z2;:::;zn 1); : : : ;L(zi+1;:::;zn 1) and z1; : : : ;zi using Algorithm 5.4.7 with inputs d, b, Z j for
j = 1; : : : ; i, L, the current value of i and zi+1; : : : ;zn 1.
4. Assign Cr  2d 1 ån 1k=1 inf
n(db) 1zk  z 2  z 2 Zko
5. If Cr  0 then assign z (z1; : : : ;zn 1) and assign Z0d;b Z0d;b[fzg
6. Assign i 1
7. Next zi 2 L(zi+1;:::;zn 1)
8. If i= 1 then
9. Assign Cr  2d 1 ån 1k=1 inf
n(db) 1zk  z 2  z 2 Zko
10. If Cr  0 then assign z (z1; : : : ;zn 1) and assign Z0d;b Z0d;b[fzg
11. Else
12. Assign i i 1
13. Goto 3
14. End Next
15. If i= n 1 then
16. Return Z0d;b
17. Else
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18. Assign i i+1
19. Goto 7
There are two points to make about these algorithms.
1. Computing inf
n(db) 1zi  z 2  z 2 Zio is straightforward. The sets Zi are of the form Zi =Wi ıYi
whereWi;Yi 2 R are intervals. Let wi 2Wi be the element such that
(db) 1zi wi  is minimal and
let yi 2 Yi be the element such that
(db) 1zi  yi  is minimal. Then
inf
n(db) 1zi  z 2  z 2 Zio= Â(db) 1zi wi 2+ Á(db) 1zi  yi 2
IfÂ(db) 1zi 2Wi, then wi =Â(db) 1zi, ifÂ(db) 1zi < infWi then wi = infWi and ifÂ(db) 1zi >
supWi then wi = supWi. The same goes for Á(db) 1zi and yi.
2. The L() lattices which are constructed on line 4 of Algorithm 5.4.7 and line 1 of Algorithm 5.4.8 are
not complicated from a theoretical point of view however, from the point of view of implementation
they are not trivial. In the C++ implementation of the algorithm first the set
Z0i =

z 2 C  z0 2 Zi and z  z0 <C()	
is constructed; these sets are all rectangular. Then the smallest rectangular set Z00i which contains
dbZ0i is computed; since multiplication by a constant preserves convexity this is achieved simply by
considering the action db on the vertices of Z0i . Finally the lattice L() is constructed on the fly by
iterating through all of the elements ofO which lie inside Z00i ; this lattice L() contains the L() in the
algorithms above, but is in general bigger.
Lemma 5.4.9 Let q 2 CK;d and let Zd;b = Algorithm 5:4:8(d;n;d;b;Z). Then z 2 Zd;b
PROOF Let q 2 CK;d(X) and suppose that the rotation factor of q is b and the zeta factor of q is z0. By
Corollary 5.4.5, z0n 1 2 L() as generated on line 1 of the algorithm and by assumption L() 6= /0, thus line 3
is executed. Starting with i = n  1 the lattice L(zi+1;:::;zn 1) is computed and zi is set to the first element
in this lattice, whence i is decremented and this process is repeated until i = 0. On lines 4 and 5 the
very first element in this lattice is checked for inclusion in Z0d;b using Lemma 5.4.2; on line 6 i is set to
1 and then between lines 7 and 14 z1 is iterated through the lattice L(z2;:::;zn 1); on each loop the element
z = (z1; : : : ;zn 1) is checked for inclusion in Z0d;b using Lemma 5.4.2. When the end of this lattice is
reached; if n = 2 then the algorithm terminates; in this case since L() = L(z2;:::;zn 1) and z
0
n 1 2 L() then
z0n 1 is one of the z1s and by Lemma 5.4.2 the element z
0
n 1 passes the tests on lines 9 and 10, thus z
0 2 Z0d;b.
So assume that n> 2.
In this case on reaching line 17, i is set to 2 and the algorithm jumps to line 7 where z2 is incremented
to the next element in L(z3;:::;zn 1). On line 11 the index i is set back to 1 and the algorithm returns to line
3 where the lattice L(z2;:::;zn 1) is recomputed based on the new value of z2 and z1 is set to the first element
in the new lattice L(z2;:::;zn 1). Again on lines 4 and 5 the very first element in this lattice is checked for
inclusion in Z0d;b using Lemma 5.4.2; on line 6 i is set to 1 and then between lines 7 and 14 z1 is iterated
through the new lattice L(z2;:::;zn 1). This process is repeated until the z2 reaches the end of L(z3;:::;zn 1)
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whence at line 15 the algorithm either terminates or on line 18 i is set to 3, the algorithm jumps to line 7 and
z3 is incremented to the next value in L(z4;:::;zn 1). Then on line 12 i is decremented to 2 and the algorithm
jumps to line 3. On line 3 L(z3;:::;zn 1) is recomputed to take account of the new value of z3, z2 is set to the
first element in L(z3;:::;zn 1), whence L(z2;:::;zn 1) is recomputed to take account of the new values of z3 and
z2; z1 is now set to the first element in L(z2;:::;zn 1) and the process begins anew on line 4.
The algorithm continues in this manner: L(zi+1;:::;zn 1) lattice is reached, on line 15 the algorithm either
terminates or, on line 18 the index i is incremented to i+ 1, the algorithm jumps to line 7 where zi+1 is
incremented to the next value in L(zi+2;:::;zn 1), then on line 12 the index i is decremented to i  1 and the
algorithm jumps to line 3. On line 3 the lattice L(zi+1;:::;zn 1) is recomputed to take account of the new value
of zi+1 and zi is set to the first element in this new lattice, whence i is decremented to i 1 and this process
is repeated until i= 0. On lines 4 and 5 the very first element in this lattice is checked for inclusion in Z0d;b
and then the process once again begins anew on line 4.
Thus at some stage in the algorithm zn 1 is set to z0n 1 and L(zn 1) =L(z0n 1), but then by Corollary 5.4.5
z0n 2 2 L(zn 1) and as such at some stage, when zn 1 = z0n 1, then also zn 2 = z0n 2 and L(zn 2;zn 1) =
L(z0n 2;z0n 1). Thus inductively, at some stage in the algorithm for i = 1; : : :n  1, the variables zi = z0i
simultaneously and as such z = z0. Necessarily, since q 2 CK;d(X) then the z0i pass the checks on lines 9
and 10 and as such z0 2 Z0d;b. 
Improved Bounds on r
The procedure for computing r changes little from before, however now the bounds are tighter; this section
presents an updated algorithm for computing r more efficiently.
Lemma 5.4.10 Let q 2 CK and suppose that either
inf

1
4
jQ+ (z dbz) j2
 z 2 Z> d2
or
inf
r d2x Áhdbz;zi
+
  z 2 Z; x 2 R	 sup(rd2  1
4
jQ+ (z dbz) j2
 z 2 Z
)
Then q 62 CK;d(X).
PROOF Immediate from Lemma 5.4.1. 
Algorithm 5.4.11 (Improved R Values)
Inputs: n 2 N, d 2 R, b 2 C, an imaginary quadratic ring of integers O, z 2On 1, a set Z  Cn 1, a set
R 2 R. Note that a=Âdb, b= Ádb if d 6 1 mod 4 and a= 2Âdb, b= 2Ádb if d  1 mod 4.
1. Initialise Cr  inf
n
1
4 jQ+ (z dbz) j2
 z 2 Zo
2. Initialise rmin = inf

d2x+Áhdbz;zi
+
 x 2 R and z 2 Z	
3. Initialise rmax = sup

d2x+Áhdbz;zi
+
 x 2 R and z 2 Z	
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4. If d 6 1 mod 4 then
5. Assign
R0d;b;z 
(
r 2 R

p
d2 Cr  rmax < r <
p
d2 Cr  rmin; r = r0
p d where r0 2 Z s:t:
2bd r0  Q+ (z)a mod 2D and 2ar0  Q+ (z)b mod 2D
)
6. Else
7. Assign
R0d;b;z 
8><>:r 2 R

p
d2 Cr  rmax < r <
p
d2 Cr  rmin; r = r0
p d
2 where r
0 2 Z s:t:
bd r0  Q+ (z)a mod 2D; ar0  Q+ (z)b mod 2D and
(a+bd)r0  Q+ (z)(b+a) mod 4D
9>=>;
8. Return Rd;b;z
There are two points to make about this algorithms.
1. The constant Cr = inf
n
1
4 jQ+ (z dbz) j2
 z 2 Zo can be computed in the same way that the con-
stants C() are computed in Algorithm 5.4.8.
2. The constant rmin = inf

d2x+Áhdbz;zi
+
 x 2 R and z 2 Z	
inf

d2x+Áhdbz;zi
+
 x 2 R and z 2 Z	= infnd2x+ÁDz;dbzE
+
 x 2 R and z 2 Zo
= inf

d2x
 x 2 R	+ infnÁDz;dbzE
+
 z 2 Zo
Since R is an interval on the real line then inf

d2x
 x 2 R	= d2 infR. Considering the second term
inf
n
Á
D
z;dbz
E
+
 z 2 Zo= då infnÁbzizi  zi 2 Zio
= då inf
n
Â(bzi)Á(zi)+Á(bzi)Â(zi)
 zi 2 Zio
= dåÂ(bzi) inf

Ázi
 zi 2 Zi	+Á(bzi) infÂzi  zi 2 Zi	
Each Zi is the Cartesian product of two real intervals, hence Zi =Wi ıYi. Therefore
inf
n
Á
D
z;dbz
E
+
 z 2 Zo= dåÂ(bzi) infWi+Á(bzi) infYi
The other constant rmax is computed almost identically, simply replace every occurrence of inf with
sup.
Lemma 5.4.12 Let q 2 CK;d and let Rd;b;z = Algorithm 5:4:11(n;d;b;z;X). Then r 2 Rd;b;z
PROOF Put rmax = sup

d2x Áhdbz;zi
+
j z 2 Z;r 2 R	 and rmin = infd2x Áhdbz;zi+ j z 2 Z;r 2 R	.
By Lemma 5.4.10,
p
d2 Cr  rmax < r <
p
d2 Cr  rmin. Therefore, by Lemma 4.5.4, r 2 Rd;b;z. 
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5.5 Non-Effective Cusps
Although removing non-primitive and equivalent cusps and improving the bounds on the zeta and r com-
ponents significantly reduces the number of superfluous cusps which are generated, some percentage of the
generated cusps will not be effective on the input set X . It turns out that due to the convexity of the effect
function and the convexity of the input set, it is possible to say exactly which cusp are and are not effective
on X , since a local minimum of a convex function on a convex set is automatically a global minimum on the
set. Therefore a multidimensional minimisation algorithm can be applied to find the minimum of the effect
function on the input set and thus to decide whether a cusp is effective on the input set. This operation is
accurate, but also time consuming. Therefore the effectiveness of a cusp should only be explicitly computed
after exhausting all other options for cusp pruning.
Lemma 5.5.1 Let q 2 CK and let emin be a local minimum for eq ( ) on X. Then emin is a global minimum
for eq ( ) on X,
PROOF By Proposition 4.1.9, the effect function is a convex function onHnC

under the standard Euclidean
metric and a local minimum of a convex function on a convex set is always a global minimum. Since the
set X is convex this completes the proof. 
Corollary 5.5.2 Let q 2 CK , let emin be a local minimum for eq ( ) on X and suppose that emin  1. Then
q 62 CK(X).
To compute a global minimum for eq ( ) on X , by Lemma 5.5.1, it is sufficient to compute a local minimum
for eq ( ) on X . Since the effect function is convex this minimum can be computed using the conjugate
gradient multidimensional minimisation method described in [PTVF92, 10.6].
5.6 Improved Cusp Construction
The tools have now been developed to efficiently compute a tight set of effective cusps. In this section these
tools are combined into a single algorithm which outputs a set of cusps Qd such that if q 2 CK;d(X), then
either q 2 Qd, q is not primitive or there is an equivalent cusp to q in Qd.
Algorithm 5.6.1 (Improved Cusp Construction)
Inputs: n 2 N2 the dimension, d a Heegner number, D 2 N, X = ZR a search space.
1. Assign d pD
2. Compute Bd 
n
a+b
p
d
d 2 C
 a;b 2 Z s:t: a2 db2 = Do
3. Assign B0d Algorithm 5:3:4(Bd;d)
4. For each b 2 B0d
5. Assign Z0d;b Algorithm 5:4:8(n;d;b;O;Z)
6. For each z 2 Zd;b0
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7. Assign R0d;b;z Algorithm 5:4:11(n;d;b;O;X)
8. For each r 2 R0d;b;z
9. Assign q 

db z bd

 Q+(z)2 +ır
t
10. If q is not primitive then Continue
11. Compute emin  inffeq (v) jv 2 X g
12. If emin  1 then Continue
13. Assign Qd Qd[fqg
14. Next
15. Next
16. Next
17. Return Qd
Proposition 5.6.2 Let D 2 N, put d=pD, let Qd = Algorithm 5:6:1(n;d;D;X). Then Qd  CK;d(X) and if
q 2 CK;d(X), then either q 2 Qd, q is not primitive or there is an equivalent cusp to q in Qd.
PROOF All non-primitive cusps are removed on Line 10 and all non-effective cusps are removed on Line
12, so Qd  CK;d(X)\fq j q is primitiveg. Let q 2 CK;d(X)\fq j q is primitiveg, suppose that Line 3 is
removed from Algorithm 5.6.1 so that
Bd =
8<:
n
a+b
p
d
d 2 C
 a;b 2 Z s:t: a2 db2 = Do if d 6 1 mod 4n
a+b
p
d
2d 2 C
 a;b 2 Z s:t: a2 db2 = 4Do if d  1 mod 4
and call the output of this modified algorithm Q0d. In this case, by Lemma 4.5.2, b 2 Bd, by Lemma 5.4.9,
z2 Zd;b and by Lemma 5.4.12, r 2Rd;b;z. As q is primitive, then it is not removed fromQ0d on Line 10 and as
q is effective on X it is not removed on line 12. Therefore q 2Q0d, thus Q0d = CK;d(X)\fq j q is primitiveg.
Suppose now that Line 3 is no longer removed and call the output of the original unmodified algorithm
Qd. Let q2 CK;d(X)\fq j q is primitiveg. If b2 Bd, then by the argument for the modified algorithm above
q2Qd, so assume b 62 Bd. By Lemma 5.3.5, there exists a unit u2O such that ub2 Bd. Put b0 = ub and let
Qd;b0 = fq 2 Qd j q has rotation factor b0g; since Qd Q0d, then Qd;b0 Q0d. In the notation of Lemma 5.3.3
q 2 Q?d;b0 and by this Lemma, since Q0d = CK;d(X)\fq j q is primitiveg, there is an equivalent cusp to q
in Qd;b0 . Again by the proceeding argument Qd;b0  Qd, so either q 2 Qd, q is not primitive or there is an
equivalent cusp to q in Qd. 
The minimisation routine used on Line 11 of Algorithm 5.6.1 to compute inffeq (v) j v 2 X g is an ex-
pensive computational procedure, as can be seen by examining the implementation described in [PTVF92,
10.6]; it involves performing a large number of linear minimisations which are in themselves are time
expensive. By comparison, removing non-primitive cusps, removing equivalent cusps and tightening the
bounds on the zeta and r factors of cusps are all computationally cheap. Therefore practically, since these
cheap operation reduces the size of Qd quite substantially and since removing equivalent cusps and tight-
ening the bounds on the zeta and r factors all speed up construction time, it is much faster to remove all
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non-effective cusps after implementing these optimisations than it is to remove the non-effective cusps from
the much larger unoptimised set generated by Algorithm 4.5.5 or Algorithm 4.5.6. However, the cusp sets
output from both procedures will perform identically with respect to Siegel set construction.
5.7 Computing the Resolution
The current situation is that X 2 ¶HnC is subdivided into N multidimensional rectangles; let e > 0 and let
v 2 fv 2 X j Âzi;Ázi;x 2 eZg then each rectangle V is of the form
V =

v0 2 X  Âz0i Âzi  e; Áz0i Ázi  e; x0  x  e	 (5.2)
and all of these rectangles V are identical, except for those rectangles where one of the coordinates of v is
closer than e to the boundary of X , in this case V shall be smaller than the standard rectangle. Theoretically
this is fine, however practically it is neither easy to implement, nor is it particularly efficient from the point
of view of computation due to the overlap between adjacent rectangles. This section considers a more
practical approach to the problem of discretisation.
Suppose instead that we begin with a resolution N. The real dimension of ZR is 2n 1; the complex
part Z decomposes as Õn 1i=1 Zi where Zi =Wi ıYi and both Wi and Yi are intervals on the real line. For
i2f1; : : : ;n 1g define I2i 1 =Wi, I2i =Yi and define I2n 1 =R, then as a real vector space ZR=Õ2n 1i=1 Ii.
Let li = j Ii j and put m =Õ2n 1i=1 li so that m is the Euclidean measure of ZR. Let Ni =
 N
m
 1
2n 1 li

, let
ei = li2Ni and define
V (v;feig ;X) =

v0 2 X  Âz0i Âzi  e2i 1; Áz0i Ázi  e2i; x0  x  e2n 1	
L(feig ;X) =
(
v 2 X
 Âzi  inf I2i 1 2 e2i 1Zodd;Ázi  inf I2i 2 e2iZodd;x  inf I2n 1 2 e2n 1Zodd
)
W(feig ;X) = fV (v;feig ;X) X j v 2 L(feig ;X)g
so that X =
[
V2W(feig;X)
V and the new resolution of the discretisation is N0 = jW(feig ;X) j=Õ2n 1i=1 Ni.
Lemma 5.7.1 With the set up as described above: N0  N and
li N
m
 1
2n 1 li+1
 2ei 
m
N
 1
2n 1
PROOF The formula for the new resolution is N0 =Õ2n 1i=1 Ni so
N0 =
2n 1
Õ
i=1
Ni =
2n 1
Õ
i=1
&
N
m
 1
2n 1
li
'

2n 1
Õ
i=1

N
m
 1
2n 1
li =
N
m
2n 1
Õ
i=1
li =
N
m
m= N
To bound ei observe that
 N
m
 1
2n 1 li  Ni 
 N
m
 1
2n 1 li+1. 
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From a computational point of view the smaller the resolution, the better in terms of speed of compu-
tation. However conversely, the smaller the resolution, the greater the amount of error introduced through
discretisation. Given this the resolution is chosen based on the following heuristic: Let d be the current max-
imum dilation factor in the Siegel set computation algorithm, let v0 2 L(feig ;X), let V =V (v0;feig ;X), let
q 2 CK and put q˜= (db) 1q 2 ¶HnC so that
supfeq (v) j v 2Vg= sup
n
j hv;qi j2 j v 2V
o
= sup
n
j hv;dbq˜i j2 j v 2V
o
= dsup
n
j hv; q˜i j2 j v 2V
o
Thus by Lemma 4.3.4,Fq (V )> 0 if and only if sup
n
j hv; q˜i j2 j v 2V
o
< d 2. The point v0 is the midpoint
of V under the standard Euclidean metric and in general there will not exist a b such that q0 = dbv0 2 CK ,
however if such a b existed and Fq0 (V ) 0 then, given the convexity of the effect function, the chance of
their existing another cusp q00 2 CK;d with the property that Fq00 (V )> 0 are low. So computing
e= sup
n
sup
n
v;v02  v 2V (v0;feig ;X)o  v0 2 L(feig ;X)o
provides a good indication of how well cusps of maximal dilation factor can be expected to perform under
the current discretisation over the whole of X ; the smaller the value of e the better the discretisation can be
expected to perform.
Lemma 5.7.2 Let e= sup
n
sup
n
j hv;v0i j2
 v 2V (v0;feig ;X)o  v0 2 L(feig ;X)o. Then
e=
 
ån 1i=1 e
2
2i 1+ e
2
2i
2
4
+
  
n 1
å
i=1
e2imaxfinf jWi j;sup jWi jg+ e2i 1maxfinf jYi j;sup jYi jg
!
+ e2n 1
!2
PROOF Let v be a vertex of V and let v0 be the midpoint of V , then

v;v02 = Q+ (z  z0)2
4
+

Á


z;z0

+
+ x  x0
2
=
 
ån 1i=1 e
2
2i 1+ e
2
2i
2
4
+

Á


z;z0

+
 e2n 1
2
=
 
ån 1i=1 e
2
2i 1+ e
2
2i
2
4
+
  
n 1
å
i=1
e2iÂzi e2i 1Ázi
!
 e2n 1
!2
From the proof of Lemma 4.4.3, sup
n
j hv;v0i j2 j v 2V
o
= sup
n
j hv;v0i j2 j v is a vertex of V
o
since the
effect function is convex and V is a convex set, from which the result follows. 
Note that since both maxfinf jWi j;sup jWi jg and maxfinf jYi j;sup jYi jg are known, then computing e in
Lemma 5.7.2 is a simple operation.
Lemma 5.7.3 Let a 2 (0;1), let z= ån 1i=1 maxfinf jWi j;sup jWi jg+maxfinf jYi j;sup jYi jg, put
c0 =
2(a 1)
d
c1 = m
2
2n 1 (z+1)2 c2 =
m
4
2n 1 (n 1)2
4
N =
0@c1 
q
c21 4c0c2
2c2
1A
2
1 2n
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and discretise X with resolution N. Then e 2(1 a)d .
PROOF By Lemma 5.7.1, ei  12
 m
N
 1
2n 1 so by Lemma 5.7.2, e is bounded above by
e (n 1)
2
4
m
N
 4
2n 1
+(z+1)2
m
N
 2
2n 1
Therefore under this discretisation, the inequality e 2(1 a)d is satisfied. 
So setting the resolution using Lemma 5.7.3 ensures that e 2(1 a)d and provides user control over how well
the cusps of maximum dilation factor will perform with respect to the discretisation; all cusps of smaller
dilation factor will perform better.
5.8 Computing Phi on V
The process of computing a Siegel set has two phases; constructing cusps and computing Phi. The construc-
tion of cusps has been discussed above, but as yet nothing has been said about computing Phi on the vertices
of a convex polytope; specifically on the vertices of a multidimensional rectangle. The naı¨ve approach is
simply to compute Phi over every vertex and then take the minimum over all vertices; this is fine in theory,
but in practise, because the value of Phi of adjacent vertices is related, this is quite inefficient. This section
presents a better method of computing Phi which makes use of the geometric properties of the polytopes V
which are iterated over.
Let q 2 CK , let v0 2 ¶HnC, let V = V (v0;feig ;X) and let v be the vertex of V where each coordinate,
when considered as an element of a real vector space, is minimal coordinate-wise over all vertices. Write
z˜= (db) 1z and r˜ = rd 2, then
jq (v) = 2
r
d 2 

x  r˜+Á
D
z; z˜
E
+
2
+2Â
D
z; z˜
E
+
 Q+

z˜

 Q+ (z)
Identify the set ¶HnC
 with R2n 1, let µi 2 f0;1g for i = f1; : : : ;2n 1g and define v(µ1;:::;µ2n 1) = v+
(µ12e1; : : : ;µ2n 12e2n 1), so the set of all v(µ1;:::;µ2n 1) comprises the set of vertices of V . Whence
jq

v(µ1;:::;µ2n 1)

=2
vuutd 2  x+2µ2n 1e2n 1  r˜+ÁDz; z˜E
+
+2
n 1
å
i=1
(µ2i 1e2i 1Ázi µ2ie2iÂzi)
!2
+2Â
D
z; z˜
E
+
+4
n 1
å
i=1
(µ2i 1e2i 1Âzi+µ2ie2iÁzi) Q+

z˜

 Q+ (z) 4
2n 1
å
i=1
(µi jei j2) 4
n 1
å
i=1
(µ2i 1e2i 1Âzi+µ2ie2iÁzi)
Assume that for some (µ1; : : : ;µ2n 1) the formula jq

v(µ1;:::;µ2n 1)

has been computed and the values
c1 =x+2µ2n 1e2n 1  r˜+Á
D
z; z˜
E
+
+2
n 1
å
i=1
(µ2i 1e2i 1Ázi µ2ie2iÂzi)
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c2 =2Â
D
z; z˜
E
+
+4
n 1
å
i=1
(µ2i 1e2i 1Âzi+µ2ie2iÁzi) Q+

z˜

 Q+ (z) 4
2n 1
å
i=1
(µi jei j2) 4
n 1
å
i=1
(µ2i 1e2i 1Âzi+µ2ie2iÁzi)
have been stored and suppose j 2 f1; : : : ;2n 1g such that µ j = 0. Then setting µ j = 1
jq

v(µ1;:::;µ2n 1)

=2
q
d 2  (c1+2e2n 1)2+ c2 if j = 2n 1
jq

v(µ1;:::;µ2n 1)

=2
s
d 2 

c1+2e jÁzl j+1
2
m2+ c2+4e jÂzl j+1
2
m if j  1 mod 2
 4e jÂzl j+1
2
m 4e2j
jq

v(µ1;:::;µ2n 1)

=2
s
d 2 

c1 2e jÂzl j+1
2
m2+ c2+4e jÁzl j+1
2
m if j  0 mod 2
 4e jÁzl j+1
2
m 4e2j
Therefore having computed c1, c2 and jq (v) for some vertex v of V , then each adjacent vertex may be
computed with at most 5 floating point multiplications, 5 additions and 1 square root operation irrespective
of the dimension of the space; this is under the assumption that 4ei, 4ei,  4ei and  4e2i have been pre-
computed for all i 2 f1; : : : ;2n 1g; since the values of ei are fixed for all sets V then this is a perfectly
reasonable assumption.
So to compute the value ofFq(V 0) on line 8 of Algorithm 4.6.2, it is not necessary to construct all of the
vertices of V , only one vertex v needs to be constructed and then the value of Fq(V 0) can be interpolated
from jq (v); this is beneficial not only because it makes the computation of jq ( ) for all but one of the
vertices a constant time operation, but it also means that only one, rather than all, of the vertices of V needs
to be iterated through X ; this creates a significant time efficiency.
Algorithm 5.8.1 (Computing Phi on a Set)
Inputs: a dimension n 2 N, an index i 2 f0; : : : ;2n 1g, a set of positive real numbers fei; : : : ;e2n 1g, a
cusp q 2 CK , constants c1 and c2
1. If i= 0 do nothing
2. Else if i= 2n 1 then c1  c1+2e2n 1
3. Else if i= 1 mod 2 then c1  c1+2e jÁzl j+1
2
m, c2  c2+4e jÂzl j+1
2
m 4e jÂzl j+1
2
m 4e2j
4. Else c1  c1+2e jÂzl j+1
2
m, c2  c2+4e jÁzl j+1
2
m 4e jÁzl j+1
2
m 4e2j
5. Assign L 2
q
d 2  c21+ c2
6. If L 62 [0;¥) then assign L  1 and return L
7. For each j 2 fi+1; : : : ;2n 1g
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8. Recursively Assign L minL;Algorithm 5:8:1 n; j;e j; : : : ;e2n 1	 ;q;c1;c2	
9. Next
10. Return L
Lemma 5.8.2 Let q 2 CK , let v be the minimal vertex of a rectangular set V , let V 0 be the set of vertices of
V , let c1 = x  rd 2+Á


z;(db) 1z

+
and c2 = 2Â


z;(db) 1z

+
 Q+
 
(db) 1z
 Q+ (z). Then Fq(V ) =
Algorithm 5:8:1(n;0;fe1; : : : ;e2n 1g ;q;c1;c2).
PROOF On the first recursive loop with i = 0 the variable L is set to L = jq (v) on lines 5 and 6 and
the values of c1 and c2 have been precomputed at the time of input. On the second recursive loop, for each
i1 2 f1; : : : ;2n 1g, the variable L is set to L= jq

v(0;:::;µi1 ;:::;0)

where µi1 = 1 and the corresponding con-
stants c1 and c2 are computed according to the value of i1 as described above. On the third recursive loop, for
each pair (i1; i2)where i1; i2 2 f1; : : : ;2n 1g and i1 6= i2, the variable L is set to L= jq

v(0;:::;µi1 ;:::;µi2 ;:::;0)

where µi1 = µi2 = 1 and the corresponding constants c1 and c2 are computed according to the values of i1
and i2. In general on the mth recursive loop for each m-tuple (i1; : : : ; im) where i1; : : : ; im 2 f1; : : : ;2n 1g
and pairwise i j 6= ik for all j 6= k, the variable L is set to L = jq

v(0;:::;µi1 ;:::;µim ;:::;0)

where µi1 = : : : =
µim = 1 and the corresponding constants c1 and c2 are computed according to the values of i1; : : : ; im.
Thus over all recursive loops, the value of L = jq

v(µ1;:::;µ2n 1)

is computed for all tuples (µ1; : : : ;µ2n 1)
and the output value of the algorithm is the minimum over all of these values of L, therefore Fq(V ) =
Algorithm 5:8:1(n;0;fe1; : : : ;e2n 1g ;q;c1;c2). 
5.9 Choosing Cusps from Q
Just as it is not very efficient to naı¨vely compute Phi over all vertices by computing Phi at each vertex, it is
also not very efficient to naı¨vely iterate through every cusp in Q to find the most effective cusp for a given
polytopeV . Starting with the observation that it is not necessary to find the best possible cusp forV , but it is
just necessary to find a cusp which is sufficiently good (i.e. one which raises V above the current minimum
height), this section considers how the set Q can be sorted in order to improve the chances that a sufficiently
effective cusp is chosen from Q quickly.
Let SHnC and with respect to S define the binary relationS on CK in the following way; let q;q0 2 CK ,
let e(q;S) = inffeq (v) j v 2 Sg and let e(q0;S) = inf

eq0 (v) j v 2 S
	
, then q S q0 if e(q;S)  e(q0;S). The
relationS is a total preorder (reflexive and transitive) sinceR is totally ordered, butS is not antisymmetric
as is clear from taking S=HnC in which case for any two cusps e(q;S) = e(q0;S) = 0.
Let V  S, let q;q0 2 CK and suppose that q S q0; this does not imply that Fq0(V )  Fq(V ), but
given the convexity of the effect function and the fact that the phi function varies inversely to the effect
function, if no further information about q and q0 in relation to V is known then assuming Fq0(V )Fq(V )
is a logical heuristic. Observe that on line 8 of Algorithm 4.6.2 it is not in general necessary to compute
L0 = supfFq(V 0) j q 2 Qg, since on line 10, the new lower height bound is taken as L = minfL;L0g,
therefore it is sufficient to find some q 2 Q such that L  Fq(V 0); although of course if no such q exists
then it is necessary to compute L0 = supfFq(V 0) j q 2 Qg. Therefore, ordering the cusps in Q by X is a
justifiable heuristic which should (and in practise does) improve the speed of computation; in C++ using
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a std::set as the model for Q, inserting cusps into Q and simultaneously ordering Q on the fly is a
logarithmic time operation in the size of Q, as such it is computationally negligible in comparison to the
cost of iterating through the elements q 2 Q and computing Fq(V ), which is at least linear in the size of Q.
Rather than ordering the cusps in Q based solely on the relation X , the set X can be partitioned and Q
can be ordered on each partition as is done in the following algorithm;
Algorithm 5.9.1 (Cusp Partitioning and Ordering)
Inputs: Sets Xi  X for i = 1; : : : ;s such that X = Ssi=1Xi and a preordered set of cusps Qi  CK(Xi) for
i= 1; : : : ;s, a cusp q 2 CK
1. For each i 2 f1; : : : ;sg
2. Compute e(q;i) = inffeq (v) j v 2 Xig (using the minimisation algorithm described in [PTVF92,
10.6] from Section 5.5)
3. If e(q;i) < 1 then insert q into Qi with respect to the preorder Xi
4. Next
5. Return fQi; : : : ;Qsg
Lemma 5.9.2 Construct the sets Qi for i 2 f1; : : : ;mg by passing all cusps in Q through Algorithm 5.9.1,
let V  X, let j 2 f1; : : : ;mg such that V \X j and suppose that q 2 Q\CK(V ). Then q 2 Q j.
PROOF By Lemma 4.3.4, eq (v) < 1 if and only if jq (v) > 0, so from lines 2 and 3 of Algorithm 5.9.1
it follows that Q j =

q 2 Q  0< supjq (v) j v 2 X j		. By assumption, Fq(V ) > 0 so there exists a
v 2V \X j such that jq (v)> 0 and since v 2 Xi, then jq (v) sup

jq (v) j v 2 X j
	
, hence q 2 Qi. 
In the C++ implementation of the algorithm the sets Xi are constructed by choosing s0 2 N[f0g and
putting s= 2s
0
, then the 2n 1 real intervals of X are bisected s0 times in total via a binary tree structure to
create a partition of X into s sets. Recall that X =Õ2n 1i=1 Ii where the Ii  R are intervals. At the root of the
tree, zeroth level, there is 1= 20 space and this space is X01 = X . At the first level there are 2= 2
1 spaces,
these spaces are formed by bisecting the first interval of X01 into two, call the first one X
1
1 , call the second
X12 , then X
1
1 =
h
inf I1; inf I1+
j I1 j
2
i
Õi=2 Ii and X12 =
h
sup I1  j I1 j2 ;sup I1
i
Õi=2 Ii. On the second level
there 4 = 22 spaces; X21 ; : : : ;X
2
4 . The spaces X
2
1 and X
2
2 are formed by bisecting the second interval I2 of
X11 , the subspace X
2
1 taking the first half of the interval and X
2
2 taking the second half and copying all other
intervals of X11 identically, the spaces X
2
3 and X
2
4 are formed identically from X
1
2 . In general on level l  s0
there are 2l spaces and the (l mod 2n  1)th interval is bisected; space X l2i takes the lower half of the (l
mod 2n 1)th interval of X l 1i and copies all of the other intervals identically, space X l2i+1 takes the upper
half of the (l mod 2n 1)th interval of X l 1i and copies all of the other intervals identically.
This tree structure allows cusps to be sorted and cusp sets to be retrieved efficiently. To sort a cusp
q 2 CK compute e01 = inf

eq (v) j v 2 X01
	
, if e01  1 then the cusp can be rejected because it plays no part
in Siegel set construction, otherwise compute e11 = inf

eq (v) j v 2 X11
	
and e12 = inf

eq (v) j v 2 X12
	
.
Since e01 < 1, then either e
1
1 < 1, or e
1
2 < 1 or both; if e
1
i < 1 then compute e
2
2i = inf

eq (v) j v 2 X22i
	
and
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e22i+1 = inf

eq (v) j v 2 X22i+1
	
. In general on level l if eli < 1 then compute e
l+1
2i = inf
n
eq (v) j v 2 X l+12i
o
and el+12i+1 = inf
n
eq (v) j v 2 X l+12i+1
o
; hence on level l = s0 a list of at most 2s0 indices i are computed such
that es
0
i < 1, if this is the case then add q to Qi.
Given a rectangle V , to retrieve a set of cusps Qi such that if q 2 CK and Fq(V ) > 0 then q 2 Qi, by
Lemma 5.9.2 it is sufficient to pick any point in v 2 V and then find a set Xi such that v 2 Xi. Therefore a
vertex v of V can be chosen and then this can be passed through the tree in the following way; since V  X
then v 2 X01 , so begin by checking v for inclusion in X11 . If v 2 X11 then pass down to the second level and
consider inclusion in X21 . If not then v 2 X12 so pass down to the second level and consider inclusion in X23 .
In general on level l there will be exactly two candidate sets that v could lie in, these being X li and X li+1; if
v 2 X li then passing down to level l+1, either v 2 X l+12i or v 2 X l+12i+1; otherwise passing down to level l+1,
either v 2 X l+12i+2 or v 2 X l+12i+3. As such only one inclusion check needs to be performed on each level, thus
finding a valid set Qi given a rectangle V is a linear time operation based on the number of levels in the tree
and logarithmic in the number of partitions of X .
5.10 Improved Siegel Set Construction
The final section in this chapter describes an improved algorithm for Siegel set construction based on the
tools developed in this chapter. Compared with Algorithm 4.6.2 it is much faster and it is still guaranteed
to terminate. However, the error bound on the maximum attainable height is sacrificed for speed; this could
be easily rectified by using the resolution computation technique from the old algorithm.
Algorithm 5.10.1 (Improved Siegel Set Construction)
Inputs: n 2N2 the dimension, d a Heegner number, a 2 (0;1) an error tolerance, X =Õ2n 1i=1 Ii where the
Ii are closed intervals on the real line, Xi  X for i 2 f1; : : : ;sg such that X = [si=1Xi.
1. Initialise: L  2, D 1, li  j Ii j for i 2 f1; : : : ;2n 1g, m  Õ2n 1i=1 li, c2  m
4
2n 1 (n 1)2
4 , z  
åmaxfinf jWi j;sup jWi jg+maxfinf jYi j;sup jYi jg, c1  m 22n 1 (z+1)2, Qi  /0 for i 2 f1; : : : ;sg
2. Assign d  pD, c0  2(a 1)d , N  

c1 
p
c21 4c0c2
2c2
 2
1 2n
, Ni  
 N
m
 1
2n 1 li

, ei  li2Ni , for i 2
f1; : : : ;2n 1g, W W(fe1; : : : ;e2n 1g ;X)
3. Compute Qd Algorithm 5.6.1(n;d;D;X)
4. For each q 2 Qd assign fQ1; : : : ;Qsg Algorithm 5.9.1(fX1; : : : ;Xsg ;fQ1; : : : ;Qsg ;q).
5. For each V 2W
6. Assign v the minimal vertex of V , i the index such that v 2 Xi, LV   1.
7. For each q 2 Qi
8. Assign p1 x  rd 2+Á


z;(db) 1z

+
, p2 2Â


z;(db) 1z

+
 Q+
 
(db) 1z
 Q+ (z)
9. Compute L0V  Algorithm 5.8.1(n;0;fe1; : : : ;e2n 1g ;q; p1; p2)
10. LV  maxfLV ;L0Vg
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11. If LV  L then Break
12. Next
13. If LV <
2(1 a)
d then assign D D+1 and goto line 2
14. L minfL;LVg
15. Next
16. Return L
Proposition 5.10.2 Let d 2 f 1; 2; 3; 7; 11; 19; 43; 67; 163g, let n 2 N2, let a 2 (0;1), let
S¥ be the Siegel container computed in Lemma 5.1.2 or Lemma 5.1.3 depending upon the congruence class
of d, let X = S¥ \ ¶HnC, choose a partition of sets Xi  X for i 2 f1; : : : ;sg such that X = [si=1Xi and let
L= Algorithm 4:6:2(d;n;a;X ;fX1; : : : ;Xsg). Then for all e 2

0; L
2
4

, the set S¥ (L  e) is a Siegel set for
G. Moreover the algorithm is guaranteed to terminate.
PROOF Since S¥ is a Siegel container for G, then to show that S¥ (L  e) is a Siegel set for G, it is sufficient
to show that the algorithm proves that for all v 2 X , there exists a q 2 CK such that jq (q) L. So let v 2 X ,
then by the definition of W, v 2 V for some V 2 W and by Lemma 5.8.2, if q 2 Qi is the current cusp in
the loop between lines 7 and 12, thenFq (V ) = Algorithm 5.8.1(n;0;fe1; : : : ;e2n 1g ;q; p1; p2). Now as the
algorithm has terminated with output L then every V 2 W must have been iterated through between lines 5
and 15 and for each of these rectangles V line 14 must have been reached; if this were not the case then
for some particular V the condition on line 13 would not have been satisfied and the flow of the algorithm
would have jumped back to line 2. Therefore for every V 2 W there exists a cusp q in some Qi such that
Fq (V ) L, thus for the same cusp jq (v) L and so S¥ (L  e) is a Siegel set for G.
By [PR92][Proposition 4.11], for all G there exists an L such that S¥ (L) is a Siegel set for G. So there is
a set of cusps Q CK(S¥ (L)) such that if q 62Q, then eq (v) 0 for all v 2 S¥ (L) and necessarily, q 2 CKd
where d  2L . Let q 2 Q, then by Proposition 5.6.2 and Lemma 5.9.2 either q 2 Qi for some Qi, or there
exists a cusp q0 2Qi such that jq0 (v) jq (v) for all v 2 X , thus if W were continuous, i.e. W X , then the
algorithm would terminate on or before the Dth loop where D 4L2 . In practise the set W is not continuous,
but on the Dth loop the resolution is set to
N =
0@c1 
q
c21 4 2(a 1)d c2
2c2
1A
2
1 2n
so by Lemma 5.7.1, ei  12
 m
N
 2
1 2n and therefore lim
d!¥
ei = 0. Thus by the continuity of the effect function
and given that ei is monotone decreasing function of d, then for all V 2W, lim
d!¥
Fq (V ) = jq
 
v0
 L since
V ! v0 where v0 is the midpoint of V . As such there must exist some finite d for which Fq (V )> 0 for all
V 2W and therefore the algorithm terminates. 
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