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by Krzysztof Jan Nowak
Abstract
This paper develops algebraic geometry over Henselian real val-
ued ﬁelds K, being a sequel to our paper about that over Henselian
discretely valued ﬁelds. Several results are given including: a ver-
sion of curve selection for deﬁnable sets; the canonical projection
K
n × KPm −→ Kn and blow-ups of the K-points of smooth K-
varieties are deﬁnably closed maps; a descent property for blow-ups;
a version of the  Lojasiewicz inequality for continuous rational func-
tions and the theorem on extending continuous hereditarily ratio-
nal functions, established for the real ﬁeld in our joint paper with
J. Kolla´r. The descent property enables application of desingulariza-
tion and transformation to a normal crossing by blowing up in much
the same way as over the locally compact ground ﬁeld. Our approach
applies quantiﬁer elimination due to Pas.
1. Introduction. We endeavour to carry over the results from algebraic
geometry over Henselian discretely valued ﬁelds of equicharacteristic zero,
given in our paper [21], to that over Henselian real valued ﬁelds. The crucial
result of paper [21] was the theorem that the projection Kn ×KPm −→ Kn
is a deﬁnably closed map, which allowed us to attain the other results over
the ground ﬁelds that are not locally compact. The approach developed
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here is diﬀerent: the central idea is a version of curve selection for sets
deﬁnable in the language L of Denef–Pas. It is established by means of cell
decomposition and the theory of L-deﬁnable functions of one variable. The
line of reasoning in this paper has been converted: here these tools serve to
achieve the closedness theorem. Having disposed of this theorem, we can
prove the remaining results in the same manner as before in our paper [21].
In this paper, we deal with a Henselian real valued ﬁeld with value group
Γ and residue ﬁeld k. We shall always assume that Γ is without a minimal
positive element (i.e. the valuation v is not discrete).
The organization of the paper is as follows. In Section 2, we set up the
notation and terminology; in particular, the language L of Denef–Pas and
the concept of a cell. We recall the theorems on quantiﬁer elimination and
on preparation cell decomposition, due to Pas [22]. Finally, we prove the
theorem on cell decomposition for L-deﬁnable sets (Theorem 1).
In Section 3, we proceed with the study of L-deﬁnable functions of one
variable. A result which will play an important role in the sequel is the the-
orem on existence of the limit (Theorem 2). Its proof makes use of Puiseux’s
theorem for the local ring of convergent power series.
Section 4 is devoted to the proof of curve selection (Theorem 3). In
Section 5, we establish the closedness theorem (Theorem 4). Next several
corollaries, including the descent property for blow-ups (Corollary 4), are
stated. The descent property enables application of the desingularization and
transformation to a normal crossing by blowing up in much the same way
as over the locally compact ground ﬁeld. This allows us to achieve a version
of the  Lojasiewicz inequality for continuous rational functions (Theorem 5).
Also presented is the theorem on extending continuous hereditarily rational
functions (Theorem 6), established for the real ﬁeld in our joint paper with
J. Kolla´r [17]. The proofs of the last two theorems from our paper [21] can be
repeated verbatim, because we now have at our disposal the descent property.
Finally, let us mention that the metric topology of a non-archimedean
ﬁeld K with a real valuation v is totally disconnected. Rigid analytic ge-
ometry (see e.g. [3] for its comprehensive foundations), developed by Tate,
compensates for this defect by introducing sheaves of analytic functions in a
Grothendieck topology. Another approach is due to Berkovich [1], who ﬁlled
in the gaps between the points of Kn, producing a locally compact Hausdorﬀ
space (so-called analytiﬁcation), which contains the metric space Kn as a
2
dense subspace if the ground ﬁeld K is algebraically closed. His construction
consists in replacing each point x of a given K-variety with the space of all
real valuations on the residue ﬁeld κ(x) that extend v. The theory of stably
dominated types, developed in paper [15], deals with non-archimedean ﬁelds
with valuation of arbitrary rank and generalizes that of tame topology for
Berkovich spaces. Currently, various analytic structures on Henselian real
valued ﬁelds are intensively investigated (see e.g. [9] for more information).
2. Cell decomposition. This section recalls cell decomposition and
quantiﬁer elimination due to Pas [22] in the language L of Denef–Pas with
three sorts: the valued ﬁeld K-sort, the value group Γ-sort and the residue
ﬁeld k-sort. The language of the K-sort is the language of rings; that of the
Γ-sort is any augmentation of the language of ordered abelian groups (and
∞); ﬁnally, that of the k-sort is any augmentation of the language of rings.
Additionally, we add a map v from the ﬁeld sort to the value group (the
valuation), and a map ac from the ﬁeld sort to the residue ﬁeld (angular
component map) which is multiplicative, sends 0 to 0 and coincides with the
residue map on units of the valuation ring R of K. Throughout the paper
we shall sometimes abbreviate the word L-deﬁnable to deﬁnable.
We now recall the necessary notation and terminology. Consider an L-
deﬁnable subset D of Kn × km and three L-deﬁnable functions
a(x, ξ), b(x, ξ), c(x, ξ) : D −→ K.
For each ξ ∈ km set
C(ξ) := {(x, y) ∈ Knx ×Ky : (x, ξ) ∈ D,
v(a(x, ξ))✁1 v((y − c(x, ξ))
ν)✁2 v(b(x, ξ)), ac(y − c(x, ξ)) = ξ1};
here ✁1,✁2 stand for <,≤ or no condition in any occurrence. If the sets
C(ξ), ξ ∈ km, are pairwise disjoint, the union
C :=
⋃
ξ∈km
C(ξ)
is called a cell in Kn×K with parameters ξ and center c(x, ξ); C(ξ) is called
a ﬁber of the cell C. We need the following two theorems due to Pas ([22,
Theorems 4.1 and 3.2]).
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Quantifier Elimination. Let (K,Γ, K) be a structure for the 3-sorted
language L of Denef–Pas. Assume that the valued field K is Henselian and of
equicharacteristic zero. Then (K,Γ, K) admits elimination of K-quantifiers
in the language L.
Preparation Cell Decomposition. Let f1(x, y), . . . , fr(x, y) be poly-
nomials in one variable y with coefficients being L-definable functions on Knx .
Then Kn × K admits a finite partition into cells such that for each cell A
with parameters ξ and center c(x, ξ) and for all i = 1, . . . , r we have:
v(fi(x, y)) = v
(
f˜i(x, ξ)(y − c(x, ξ))
νi
)
,
ac fi(x, y) = ξµ(i),
where f˜i(x, ξ) are L-definable functions, νi ∈ N for all i = 1, . . . , r, and the
map µ : {1, . . . , r} −→ {1, . . . , m} does not depend on x, y, ξ.
Then we shall say that the the functions f1(x, y), . . . , fr(x, y) are prepared
with respect to the variable y. The following result can be deduced.
Theorem 1 (Cell decomposition). Every L-definable subset B of Kn×K
is a finite union of cells.
Proof. By quantiﬁer elimination of K-variables, B is a ﬁnite union of sets
deﬁned by conditions of the form
v(f1(x, y), . . . , fr(x, y)) ∈ P,
(ac g1(x, y), . . . , ac gs(x, y)) ∈ Q,
where P and Q are L-deﬁnable subsets of Γr and ks, respectively (since a = 0
iﬀ ac a = 0). Thus we may assume that B is such a set.
Γ admits quantiﬁer elimination in the language of ordered groups, because
it is an ordered subgroup of the ordered additive group (R,+, <) without
minimal positive element (see e.g. [7]). Therefore we can assume that the set
P is deﬁned by ﬁnitely many inequalities of the form
{α ∈ Γr : k1α1 + · · ·+ krαr + β ✁ 0},
where k1, . . . , kr ∈ Z, β ∈ Γ and ✁ stands for < or =.
4
But there exists a ﬁnite partition of Kn × K into cells, which prepares
the functions
f1(x, y), . . . , fr(x, y) and g1(x, y), . . . , gs(x, y).
On each cell C of this partition (of the form considered before), we thus have
v(fi(x, y)) = v
(
f˜i(x, ξ)(y − c(x, ξ))
νi
)
,
ac fi(x, y) = ξµ(i),
and
v(gi(x, y)) = v
(
g˜i(x, ξ)(y − c(x, ξ))
ϑi
)
,
ac gi(x, y) = ξη(i).
Hence the intersection B ∩C(ξ) is deﬁned by ﬁnitely many conditions of the
form
v
(
r∏
i=1
fi(x, ξ)
ki(y − c(x, ξ))kiνi
)
+ β ✁ 0
and
(ξη(1), . . . , ξη(s)) ∈ P.
After renumbering the integers ki, we may assume that k1, . . . , kp, with p ≤ r,
are non-negative integers and kp+1, . . . , kr are negative integers. Take b ∈ K
such that v(b) = β. Then the condition of the ﬁrst form is equivalent to
v
(
b
p∏
i=1
fi(x, ξ)
ki(y − c(x, ξ))kiνi
)
✁ v
(
r∏
i=p+1
fi(x, ξ)
−ki(y − c(x, ξ))−kiνi
)
.
We can therefore partition the cell C into a ﬁnite number of ﬁner cells with
the same center, so that the intersection B ∩ C(ξ) is the union of some of
them. This completes the proof. ✷
Remark. A more careful analysis of cells in the above proof leads to the
sharpening of Theorem 1 stated below:
Every L-definable subset B of Kn × K can be partitioned into a finite
union of cells.
In the next section, we shall apply the weaker version of cell decomposition
to establish curve selection over Henselian real valued ﬁelds.
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3. Definable functions of one variable. We begin with the following
Proposition 1. Let f : A −→ K be an L-definable function on a subset
A of Kn. Then there is a finite partition of A into L-definable sets Ai and
irreducible polynomials Pi(x, y), i = 1, . . . , k, such that for each a ∈ Ai the
polynomial Pi(a, y) in y does not vanish and
Pi(x, f(x)) = 0 for all x ∈ Ai, i = 1, . . . , k.
Proof. Observe again, as in the proof of Theorem 1, that the graph of f
is a ﬁnite union of sets Bi, i = 1, . . . , k, deﬁned by conditions of the form
v(f1(x, y), . . . , fr(x, y)) ∈ P,
(ac g1(x, y), . . . , ac gs(x, y)) ∈ Q,
where P and Q are L-deﬁnable subsets of Γr and ks. Each set Bi is the
graph of the restriction of f to an L-deﬁnable subset Ai. Since, for each
point a ∈ Ai, the ﬁbre of Bi over a consists of one point, the above condition
imposed on angular components embraces one of the form ac gj(x, y) = 0 or,
equivalently, gj(x, y) = 0, for some j = 1, . . . , s, which may depend on a,
where the polynomial gj(a, y) in y does not vanish. This means that the set
{(ac g1(x, y), . . . , ac gs(x, y)) : (x, y) ∈ Bi}
is contained in the union of hyperplanes
⋃s
j=1{ξj = 0} and, furthermore,
that, for each point a ∈ Ai, there is an index j = 1, . . . , s such that the
polynomial gj(a, y) in y does not vanish and g(a, f(a)) = 0. Clearly, for any
j = 1, . . . , s, this property of points a ∈ Ai is L-deﬁnable. Therefore we can
partition the set Ai into subsets each of which fulﬁls the condition required
in the conclusion with some irreducible factors of the polynomial gj(x, y). ✷
Consider a complete real valued ﬁeld L. For every non-negative integer
r, let L{x}r be the local ring of all formal power series
φ(x) =
∞∑
k=0
akx
k ∈ L[[x]]
in one variable x such that v(ak + kr) tends to ∞ when k → ∞; L{x}0
coincides with the ring of restricted formal power series. Then the local ring
L{x} :=
∞⋃
r=0
L{x}r
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is Henselian, which can be directly deduced by means of the implicit function
theorem for restricted power series in several variables (see [4, Chap. III, § 4],
[12] and also [13, Chap. I, § 5]).
Now, let L be the completion of the algebraic closure K of the ground
ﬁeld K. Clearly, the Henselian local ring L{x} is closed under division by the
coordinate and power substitution. Therefore it follows from our paper [20,
Section 2] that Puiseux’s theorem holds for L{x}. We still need an auxiliary
lemma.
Lemma 1. The field K is a closed subspace of its algebraic closure K.
Indeed, Denote by cl (E, F ) the closure of a subset E in F , and let K̂ be
the completion of K. We have
cl (K,K) = cl (K,L) ∩K = K̂ ∩K.
But, by the transfer principle of Ax-Kochen–Ershov, K is an elementary
substructure of K̂ and, a fortiori, is algebraically closed in K̂. Hence
cl (K,K) = K̂ ∩K = K,
as asserted. ✷
Consider an irreducible polynomial
P (x, y) =
d∑
i=1
pi(x)y
i ∈ K[x, y] \K[x]
in two variables x, y. Let Z be the Zariski closure of its zero locus inK×KP1.
Performing a linear fractional transformation over the ground ﬁeld K of the
variable y, we can assume that the ﬁber {w1, . . . , ws}, s ≤ d, of Z over
x = 0 does not contain the point at inﬁnity, i.e. w1, . . . , ws ∈ K. Then
pd(0) 6= 0 and pd(x) is a unit in L{x}. Via Hensel’s lemma, we get the
Hensel decomposition
P (x, y) = pd(x) ·
s∏
j=1
Pj(x, y)
of P (x, y) into polynomials
Pj(x, y) = (y − wj)
dj + pj1(x)(y − wj)
dj−1 + · · ·+ pjdj(x) ∈ L{x}[y − wj ]
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which are Weierstrass with respect to y − wj , j = 1, . . . , s, respectively. By
Puiseux’s theorem, there is a neighbourhood U of 0 ∈ K such that the trace
of Z on U ×K is a ﬁnite union of sets of the form
Zφ = {(x
q, φ(x)) : x ∈ U} with some φ ∈ L{x}, q ∈ N.
Obviously, φ(0) = wj for some j = 1, . . . , s, and the ﬁber of Zφ over x ∈ U
tends to the point φ(0) when x→ 0.
If φ(0) ∈ K \K, it follows from Lemma 1 that
Zφ ∩ ((U ∩K)×K) = ∅
after perhaps shrinking the neighbourhood U .
Let us mention that if
φ(0) ∈ K and φ ∈ L{x} \ K̂{x},
then
Zφ ∩ ((U ∩K)×K) = {(0, φ(0))}
after perhaps shrinking the neighbourhood U . Indeed, let
φ(x) =
∞∑
k=0
akx
k ∈ L[[x]]
and p be the smallest positive integer with ap ∈ L \ K̂. Since K̂ is a closed
subspace of L, we get
∞∑
k=p
akx
k = xp
(
ap + x ·
∞∑
k=p+1
akx
k−(p+1)
)
6∈ K̂
for x close enough to 0, and thus the assertion follows.
Suppose now that an L-deﬁnable function f : A −→ K satisﬁes the
equation
P (x, f(x)) = 0 for x ∈ A
and 0 is an accumulation point of the set A. It follows immediately from the
foregoing discussion that the set A can be partitioned into a ﬁnite number
of L-deﬁnable sets Aj , j = 1, . . . , r with r ≤ s, such that, after perhaps
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renumbering of the ﬁber {w1, . . . , ws} of the set {P (x, f(x)) = 0} over x = 0,
we have
lim
x→0
f |Aj (x) = wj for each j = 1, . . . , r.
Hence and by Proposition 1, we immediately obtain the following
Theorem 2 (Existence of the limit). Let f : A −→ K be an L-definable
function on a subset A of K and suppose 0 is an accumulation point of A.
Then there is a finite partition of A into L-definable sets A1, . . . , As and
points w1 . . . , wr ∈ KP
1 such that
lim
x→0
f |Aj (x) = bj for j = 1, . . . , r.
✷
Remark. This theorem could also be established via the lemma on
continuity of roots of a monic polynomial (this lemma can be found in e.g. [3,
Chap. 3, § 3]).
4. Curve selection for L-definable sets. The purpose of this section
is to prove the
Theorem 3 (Curve selection). Let B be an L-definable subset of Kn
and b ∈ Kn an accumulation point of B (in the K-topology). Then there exist
an L-definable subset E of R with accumulation point 0 and an L-definable
map ϕ : E −→ Kn such that
ϕ(E \ {0}) ⊂ B \ {b} and lim
t→0
ϕ(t) = b.
Remark. While the real case of the classical curve selection lemma goes
back to papers [5, 26] (see also [18, 19]), the p-adic one was achieved in
papers [25, 11].
Proof. We proceed with induction with respect to the dimension of the
ambient aﬃne space n. The case n = 1 is evident. So assuming the assertion
to hold for n, we shall prove it for n+1. Let x = (x1, . . . , xn), y be coordinates
in Kn+1 = Knx ×Ky. We may, of course, assume that b = 0. The case where
0 is an accumulation point of the set B ∩ {x = 0} is trivial. Thus we may
assume that B ∩ {x = 0} = ∅.
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Further, by Theorem 1 (on cell decomposition), we can assume that B
is a cell in Kn ×K with parameters ξ ∈ km and center c(x, ξ), i.e. B is the
disjoint union of sets Cξ of the form (cf. Section 1):
C(ξ) := {(x, y) ∈ Knx ×Ky : (x, ξ) ∈ D,
v(a(x, ξ))✁1 v((y − c(x, ξ))
ν)✁2 v(b(x, ξ)), ac(y − c(x, ξ)) = ξ1}.
But the set
{(v(x1), . . . , v(xn), v(y), ξ) ∈ Γ
n+1 × km : (x, y) ∈ Cξ}
is an L-deﬁnable subset of the product Γn+1× km of the two sorts, and thus
is a ﬁnite union of the Cartesian products of deﬁnable subsets in Γn+1 and
in km, respectively. Therefore, 0 is an accumulation point of the ﬁber C(ξ′)
of the cell B for a parameter ξ′ ∈ km. Hence the deﬁnable (in the Γ-sort) set
P := {(v(x1), . . . , v(xn), v(y)) ∈ Γ
n+1 : (x, y) ∈ Cξ′}
contains an accumulation point (∞, . . . ,∞). We work under the assumption
that Γ is an ordered subgroup of the ordered additive group (R,+, <) with-
out minimal positive element. Thus Γ admits quantiﬁer elimination in the
language of ordered groups and, moreover, every deﬁnable function is piece-
wise Q-linear (see e.g. [7]). Consequently, P is a ﬁnite union of semi-linear
subsets and contains a semi-line
L :=
{
1
s
· (r1k + γ1, . . . , rnk + γn, r0k + γ0) ∈ Γ
n+1 : k ∈ Γ, k > β
}
,
where s, r0, r1, . . . , rn are positive integers, γ0, γ1, . . . , γn, β ∈ Γ. Deﬁne an
L-deﬁnable set B0 of C(ξ
′) by putting
B0 := {(x, y) ∈ K
n
x ×Ky : (x, y) ∈ C(ξ
′), (v(x1), . . . , v(xn), v(y)) ∈ L},
and let A := pi(B0) where pi : K
n
x ×Ky −→ K
n
x is the canonical projection.
Then
{(v(x1), . . . , v(xn)) ∈ Γ
n : x ∈ A} =
=
{
1
s
· (r1k + γ1, . . . , rnk + γn) ∈ Γ
n : k ∈ Γ, k > β
}
.
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Therefore, 0 is an accumulation point of the set A and, by the induction
hypothesis, there exist an L-deﬁnable subset E of R with accumulation point
0 and an L-deﬁnable map ϕ : E −→ Kn such that
ϕ(E \ {0}) ⊂ A \ {0} and lim
t→0
ϕ(t) = 0.
Consider now the plane L-deﬁnable set
B∗ := {(t, y) ∈ Kt ×Ky : (ϕ(t), y) ∈ B0}.
Then (0, 0) is an accumulation point of B∗. The theorem will be proven once
we establish curve selection for the set B∗. Indeed, if
(ω, ψ) : F −→ K2 with (ω, ψ)(F \ {0}) ⊂ B∗
is an L-deﬁnable map such that
lim
u→0
ω(u) = 0 and lim
u→0
ψ(u) = 0,
then the map (ϕ ◦ ω, ψ) : F −→ Knx ×Ky satisﬁes the requirements of curve
selection for the set B0.
In this manner, we are reduced to the case n = 2. As before, we can
assume that B is a cell in K2, and next that it is the ﬁber
C(ξ′) := {(x, y) ∈ Kx ×Ky : (x, ξ
′) ∈ D,
v(a(x, ξ′))✁1 v((y − c(x, ξ
′))ν)✁2 v(b(x, ξ
′)), ac(y − c(x, ξ′)) = ξ′1}
of the cell for a parameter ξ′ ∈ km; here ✁1,✁2 stand for <,≤ or no condition.
For simplicity, we abbreviate c(x, ξ′), a(x, ξ′), b(x, ξ′) to c(x), a(x), b(x).
By Theorem 2, we may assume that the limits, say c(0), a(0), b(0), of
c(x), a(x), b(x) when x → 0 exist in KP1. Performing a linear fractional
transformation of the variable y, we can assume that c(0), a(0), b(0) ∈ K.
Put
E := {x ∈ K : (x, ξ′) ∈ D}.
Let us recall that we have been working under the assumption that (0, 0) is
an accumulation point of B = C(ξ′). Our proof falls into two major cases.
Case I: c(0) 6= 0. When ✁1 occurs, there must be v(a(0)) ≤ v(c(0)).
When v(a(0)) = v(c(0)), then ✁1 must be ≤ and we can take ϕ(t) = (t, 0).
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When ✁2 occurs, there must be v(b(0)) ≥ v(c(0)). When v(b(0)) = v(c(0)),
then ✁2 must be ≤ and we can take ϕ(t) := (t, 0). Thus it remains to consider
only the case where v(a(0)) < v(c(0)) (if ✁1 occurs) and v(b(0)) > v(c(0))
(if ✁2 occurs). But then we can take ϕ(t) := (t, 0), being immaterial which
✁1 and ✁2 occur.
Case II: c(0) = 0. There may be a(0) = 0 or a(0) 6= 0 or ✁1 is no
condition; the last two subcases impose no real condition. Further, there
must be v(b(0)) = 0 or ✁2 is no condition; the latter subcase is trivial.
Under the circumstances, it is suﬃcient to analyse the three subcases: only
✁1 occurs and a(0) = 0; only ✁2 occurs and b(0) = 0; ✁1,✁2 occur and
a(0) = b(0) = 0.
We shall only consider the third, most diﬃcult subcase, the veriﬁcation
of the ﬁrst two being left to the reader. Deﬁne two L-deﬁnable sets
E0; = {x ∈ E : v(a(x)) = v(b(x))}
and
E1; = {x ∈ E : v(a(x)) < v(b(x))}.
If 0 is an accumulation point of E0, we can take ϕ(t) := (t, c(t) + a(t).
Otherwise 0 is an accumulation point of E1, thus we may replace the set B
with B ∩ (E1 ×K) and assume that v(a(x)) < v(b(x)) for all x ∈ E. Then
we get
v
(
b(x)
a(x)
)
> 0 for all x ∈ E.
Then the semi-linear plane subset{(
v(x), v
(
b(x)
a(x)
))
: x ∈ E
}
is unbounded towards the positive direction of the v(x)-axis and does not
meet this axis. Hence there exist a non-negative rational number r ∈ Q and
γ ∈ Γ, γ ≥ 0, such that either r > 0 or γ > 0, and
v
(
b(x)
a(x)
)
> r · (v(x) + γ)
for all x ∈ E. Hence there is an ε ∈ Γ, ε > 0, such that
v(b(x)) > v(a(x)) + 2ε
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for all x ∈ E in a neighbourhood U of 0. Then we can take
ϕ(t) := (t, c(t) + w · a(t)) for all t ∈ E ∩ U,
where w is any element of K with v(w) = ε. In this fashion, we have
constructed the desired map ϕ in both major cases I and II, which completes
the proof. ✷
5. Further conclusions. This section provides several results which
are counterparts of those given in our previous paper [21] over Henselian
discretely valued ﬁelds of equicharacteristic zero. While the crucial theorem
of that paper upon which all other results relied was the closedness theorem,
stated below, here it is established by means of curve selection.
Theorem 4 (Closedness theorem). Let D be an L-definable subset of
Kn. Then the canonical projection pi : D × Rm −→ D is definably closed in
the K-topology, i.e. if B ⊂ D × Rm is an L-definable closed subset, so is its
image pi(B) ⊂ D.
Proof. The proof reduces easily to the case m = 1, and makes use of curve
selection (Theorem 3), cell decomposition (Theorem 1) and Theorem 2. We
shall have established the theorem if we prove it with the ﬁber R replaced
by KP1, because R is a closed subset of KP1.
We must show that if a point a lies in the closure of A := pi(B), then
there is a point b in the closure of B such that pi(b) = a. We may obviously
assume that a 6∈ A. By curve selection, there exist an L-deﬁnable subset E
of R with accumulation point 0 and an L-deﬁnable map ϕ : E −→ Kn such
that
ϕ(E \ {0}) ⊂ A \ {a} and lim
t→0
ϕ(t) = a.
Put
B∗ := {(t, y) ∈ K ×R : (ϕ(t), y) ∈ B};
it easy to check that if a point (0, w) lies in the closure of B∗, then the point
(a, w) lies in the closure of B. We are thus reduced to the case n = 1.
Via cell decomposition, we can assume that B is a cell
C ⊂ Kx ×R ⊂ Kx ×Ky
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and, as before, that it is its ﬁber
C(ξ′) := {(x, y) ∈ Kx ×Ky : (x, ξ
′) ∈ D,
v(a(x, ξ′))✁1 v((y − c(x, ξ
′))ν)✁2 v(b(x, ξ
′)), ac(y − c(x, ξ′)) = ξ′1}
for a parameter ξ′. For simplicity, we abbreviate c(x, ξ′), a(x, ξ′), b(x, ξ′) to
c(x), a(x), b(x).
By Theorem 2, we may assume that the limits, say c(0), a(0), b(0), of
c(x), a(x), b(x) when x → 0 exist in KP1. Performing a linear fractional
transformation of the variable y, we can assume that c(0), a(0), b(0) ∈ K.
Put E := {x ∈ K : (x, ξ′) ∈ D}.
Now we can repeat the arguments applied when considering Cases I and II
of the proof of Theorem 3 to conclude that there exist an L-deﬁnable subset
E ′ of E with accumulation point 0 and an L-deﬁnable map ψ : E −→ Kn
such that
v(a(x))✁1 v(ψ(x))✁2 v(b(x)) for all x ∈ E
′.
Then the graph of the function c(x) + ψ(x) is contained in B:
{(x, c(x) + ψ(x)) : x ∈ E ′} ⊂ B.
It follows from Theorem 2 that the function ψ(x) has, after shrinking the set
E ′, a limit ψ(0) ∈ K when x → 0. Hence the point (0, c(0) + ψ(0)) lies in
the closure of the set B, which is the desired result. ✷
Below we state without proofs several corollaries to Theorem 4, which
can be deduced in the same manner as before in our paper [21].
Corollary 1. Let KPm be the projective space of dimension m over
K and D an L-definable subset of Kn. Then the canonical projection pi :
D ×KPm −→ D is definably closed. ✷
Corollary 2. Let φi, i = 0, . . . , m, be regular functions on K
n, D be an
L-definable subset of Kn and σ : Y −→ KAn the blow-up of the affine space
KAn with respect to the ideal (φ0, . . . , φm). Then the restriction
σ : Y (K) ∩ σ−1(D) −→ D
is a definably closed quotient map. ✷
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Corollary 3. Let X be a smooth K-variety, φi, i = 0, . . . , m, regular
functions on X, D be an L-definable subset of X(K) and σ : Y −→ X the
blow-up of the ideal (φ0, . . . , φm). Then the restriction
σ : Y (K) ∩ σ−1(D) −→ D
is a definably closed quotient map. ✷
Corollary 4 (Descent property). Under the assumptions of Corollary 3,
every continuous L-definable function g : σ−1(D) −→ K that is constant on
the fibers of the blow-up σ descends to a (unique) continuous L-definable
function f : D −→ K. ✷
Also, the proofs of the following two theorems from our paper [21] carry
over verbatim to Henselian real valued ﬁelds of equicharacteristic zero.
Theorem 5 ( Lojasiewicz inequality). Let f, g be two continuous rational
functions on X(K) and U be an L-definable open (in the K-topology) subset
of X(K). If
{x ∈ U : g(x) = 0} ⊂ {x ∈ U : f(x) = 0},
then there exist a positive integer s and a continuous rational function h on
U such that f s(x) = h(x) · g(x) for all x ∈ U . ✷
Theorem 6 (Extending continuous hereditarily rational functions). Ad-
ditionally assume that the ground field K is not algebraically closed. Let X be
a smooth K-variety and W ⊂ Z ⊂ X closed subvarieties. Let f be a contin-
uous hereditarily rational function on Z(K) that is regular at all K-points of
Z(K)\W (K). Then f extends to a continuous hereditarily rational function
F on X(K) that is regular at all K-points of X(K) \W (K). ✷
References
[1] V. Berkovich, Spectral Theory and Analytic Geometry over Non-
Archimedean Fields , Math. Surveys and Monographs 33, AMS, Provi-
dence, RI, 1990.
15
[2] S. Besarab, Relative elimination of quantifiers for Henselian valued
fields , Ann. Pure Appl. Logic 53 (1991), 51–74.
[3] S. Bosch, U. Gu¨ntzer, R. Remmert, Non-Archimedian Analysis: a sys-
tematic approach to rigid analytic geometry , Grundlehren der math.
Wiss. 261, Springer-Verlag, Berlin, 1984.
[4] N. Bourbaki, Alge`bre Commutative, Hermann, Paris, 1962.
[5] F. Bruhat, H. Cartan, Sur la structure des sous-ensembles analytiques
re´els , C. R. Acad. Sci. 244 (1957), 988–990.
[6] G. Cherlin, Model Theoretic Algebra, Selected Topics , Lect. Notes Math.
521, Springer-Verlag, Berlin, 1976.
[7] R. Cluckers, E. Halupczok, Quantifier elimination in ordered abelian
groups , Conﬂuentes Math. 3 (4) (2011), 587–615.
[8] —, F. Loeser, b-minimality , J. Math. Logic 7 (2) (2007), 195–227.
[9] —, L. Lipshitz, Strictly convergent analytic structures , arXiv:1312.5932
[math.LO] v.1 (2013).
[10] J. Denef, p-adic semi-algebraic sets and cell decomposition, J. Reine
Angew. Math. 369 (1986), 154–166.
[11] —, L. van den Dries, p-adic and real subanalytic sets , Ann. Math. 128
(1988), 79–138.
[12] B. Fisher, A note on Hensel’s lemma in several variables , Proc. Amer.
Math. Soc. 125 (11) (1997), 3185–3189.
[13] H. Grauert, R. Remmert, Analytische Stellenalgebren, Grundlehren der
math. Wiss. 176, Springer-Verlag, Berlin, 1971.
[14] E. Hrushovski, D. Kazhdan, Integration in valued fields ; In: Algebraic
Geometry and Number Theory, Progr. Math. 253, Birkha¨user Boston,
Boston, MMA, 2006, 261–405.
[15] —, F. Loeser, Nonarchimedean tame topology and stably dominated
types , arXiv:1009.0252 [math.AG], v.3 (2012).
16
[16] J. Kolla´r, Lectures on resolution of singularities, Ann, Math. Studies,
Vol. 166, Princeton Univ. Press, Princeton, New Jersey, 2007.
[17] —, K. Nowak, Continuous rational functions on real and p-adic vari-
eties , arXiv:1301.5048 [math.AG], v.2 (2013).
[18] S.  Lojasiewicz, Ensembles Semi-analytiques, I.H.E.S., Bures-sur-Yvette,
1965.
[19] J. Milnor, Singular points of complex hypersurfaces , Princeton Univ.
Press, Princeton, New Jersey, 1968.
[20] K.J. Nowak, Supplement to the paper ”Quasianalytic perturbation of
multiparameter hyperbolic polynomials and symmetric matrices” (Ann.
Polon. Math. 101 (2011), 275–291), Ann. Polon. Math. 103 (1) (2012),
101-107.
[21] —, Some results from algebraic geometry over complete discretely valued
fields , arXiv:1311.2051 [math.AG], v.4 (2013).
[22] J. Pas, Uniform p-adic cell decomposition and local zeta functions , J.
Reine Angew. Math. 399 (1989), 137–172.
[23] —, On the angular component map modulo p, J. Symb. Logic 55 (1990),
1125–1129.
[24] A. Robinson, Complete Theories , North-Holland, Amsterdam, 1956.
[25] P. Scowcroft, L. van den Dries, On the structure of semi-algebraic sets
over p-adic fields , J. Symbolic Logic 53 (4) (1988), 1138–1164.
[26] A.H. Wallace, Algebraic approximation of curves , Canadian J. Math. 10
(1958), 242–278.
[27] O. Zariski, P. Samuel, Commutative Algebra, Vol. II, Van Nostrand,
Princeton, 1960.
Institute of Mathematics
Faculty of Mathematics and Computer Science
Jagiellonian University
ul. Profesora  Lojasiewicza 6
30-348 Krako´w, Poland
e-mail address: nowak@im.uj.edu.pl
17
