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Abstract: This paper introduces a physics-based and control-oriented underwater vehicle model
for near-surface operations. To construct the model, we follow an energy-based Lagrangian
approach, where the presence of the free surface is incorporated using a free surface Lagrangian.
This effectively modifies the system energy commonly used to derive the Kirchhoff equations,
which govern underwater vehicle motion in an unbounded ideal fluid. The system Lagrangian is
then used to derive the 6-DOF equations of motion for an underwater vehicle maneuvering near
the free surface in otherwise calm seas. To illustrate the additional capabilities of the proposed
model, we present an analytical hydrodynamic solution for a circular cylinder traveling parallel
to the free surface. Comparisons are also drawn between the proposed model and the Cummins
model (Cummins, 1962). While Cummins’ model exactly satisfies the free surface boundary
condition and approximately satisfies the body boundary condition, we choose to exactly satisfy
the body boundary condition and approximately satisfy the free surface condition. This exchange
removes the restriction that limits the Cummins equations to slow-maneuvering in a seaway.
Keywords: Underwater Vehicles; Control Oriented Models; Nonlinear Models;
1. INTRODUCTION
Low-dimensional dynamic models enable the design of
effective guidance, navigation, and control systems for un-
derwater vehicles (Fossen, 1994). These models tradition-
ally neglect free surface effects since underwater vehicles
typically operate well below the surface. When an under-
water vehicle is tasked with maneuvering near the surface,
however, these effects become unavoidable. A dynamic
model which captures the missing physics could improve
model-based control performance for scenarios including
recovery operations and certain communications and sam-
pling tasks. In comparison to an underwater vehicle that is
deeply submerged, one operating near the free surface will
radiate energy away as surface waves. Further, excitation
forces due to incident surface waves can have a significant
impact on the dynamics of an underwater vehicle operating
in the wave affected zone.
For surface ships, Cummins (1962) devised a set of integro-
differential equations to comprehensively capture the radi-
ation forces. He proposed a hydrodynamic solution which
satisfies the necessary boundary conditions for a vessel
subject to small perturbations from a nominal course and
heading. The equations incorporate the so-called mem-
ory effects, represented by a convolution integral that
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accounts for the effect of waves generated by past actions
of the vessel. These equations were utilized by Bailey
et al. (1998), where employing the Cummins framework
enabled the unification of the linear (small perturbation)
models for maneuvering and seakeeping. The model does
not readily support control design, however, because the
memory effects are not represented as ordinary differential
equations. Kristiansen et al. (2005) employed model reduc-
tion techniques to approximate the memory effects using
additional dynamic states. These model reduction results
were implemented by Fossen (2005) and Perez (2005) to
construct unified, nonlinear state space models. However,
due to Cummins’ original assumptions, the resulting model
is limited to slow maneuvers in a seaway. This limitation is
not an issue in certain, realistic scenarios, such as rudder
roll stabilization (Perez, 2005). Interest remains, however,
in developing a control-oriented unified model that accu-
rately describes more aggressive maneuvering.
Fossen (1994) describes how a physics-oriented model for
vessel motion is simplified for a deeply submerged un-
derwater vehicle. Modeling efforts often begin with the
Kirchhoff equations (Lamb, 1932), which exactly describe
the motion of an underwater vehicle operating in an in-
finite domain of ideal fluid, where the fluid motion is
due exclusively to the motion of the vehicle. Leonard
(1997) showed that the Kirchhoff equations for a neu-
trally buoyant, underwater vehicle with offset centers of
mass and buoyancy could be expressed in a non-canonical
Hamiltonian form, a structure which is useful for nonlinear
control design and stability analysis (Woolsey and Techy,
2009; Valentinis et al., 2015). Thomasson and Woolsey
(2013) used Lagrangian mechanics to obtain a modified
dynamic model that approximates the complex body-fluid
interaction when an underwater vehicle is subject to a
non-uniform and unsteady background flow. They demon-
strated that the approximation compares well with ana-
lytical solutions for several special cases. This model was
adapted to the case of an underactuated, underwater vehi-
cle operating in monochromatic, plane progressive waves
in (Battista et al., 2015). Force predictions obtained using
the simplified model compared well with the analytical
potential flow solution for a stationary, 2-D cylinder. The
scenario of long-crested, irregular seas was analyzed in
(Battista and Woolsey, 2015). The free surface is omitted
from the analysis described in these papers, so the results
fail to capture free surface effects.
This paper is intended to be a step toward constructing
a nonlinear, parametric, control-oriented model for an un-
derwater vehicle operating in waves under the free surface.
The four conventional potential flow hydrodynamic forces
that arise in these operating conditions are the Froude-
Krylov, diffraction, added mass, and potential damping
forces. The Froude-Krylov forces are incorporated using
the Thomasson-Woolsey model (Battista et al., 2015; Bat-
tista and Woolsey, 2015). This work complements those
results by using a first principles formulation of the free
surface Lagrangian to augment the system energy used to
derive Kirchhoff’s equations. The present formulation ne-
glects incident wave effects, but captures deviations in the
added mass, radiative damping, and free surface suction
that arise in free surface proximity operations.
The remainder of the paper is organized as follows. The
system Lagrangian, including the free surface Lagrangian,
is constructed in Section 2. The equations of motion
are derived using a modified form of the Euler-Lagrange
equations in Section 3. Some additional features of the
equations of motion are explored using the simplified case
of a 2-D cylinder in Section 4. Conclusions and future work
are presented in Section 5.
2. DERIVING THE LAGRANGIAN
Prior to defining the Lagrangian, it is necessary to identify
the relevant contributors to the system energy. When no
free surface is present, Lamb (1932) defines the system
as the combination of the underwater vehicle and the
surrounding fluid continuum. For vessels operating at or
near the free surface, this fluid boundary serves as a third
contributor to account for the energy associated with free
surface perturbations. We adopt this three-part system
when constructing the Lagrangian, recognizing that the
resulting model must capture the differences between
surface ships and underwater vehicles operating near the
free surface. For instance, in the extreme case where the
vehicle floats on the surface, the free surface effects would
be identical to those for surface ships. In the other extreme,
where the vehicle is deeply submerged, the model must
reduce to that described by Lamb (1932). Figure 1 depicts
the system interactions for ships and subsea vessels. The
greyed-out writing and dashed links between the free
surface and the body emphasize the weaker connection
between the two subsystems for underwater vehicles. To
begin, we consider a system which consists of the body
(b), a semi-infinite fluid volume (f), and a free surface (s),
and define the system Lagrangian accordingly:
L = Lb + Lf + Ls. (1)
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Fig. 1. The system energy storage devices, and mechanisms
which transfer energy between them.
2.1 The Rigid Body Lagrangian
Consider an Earth-fixed frame with coordinate vectors
[i1 i2 i3], as shown in Figure 2, with reference point O
in the unperturbed free surface, and the corresponding
coordinates x = [x y z]T . A body-fixed frame at the body
center of buoyancy B and coordinate vectors [b1 b2 b3]
coincide with the vehicle principal axes. Let x¯ = [x¯ y¯ z¯]
be the coordinates corresponding to the body axes. Let xb
denote the location of B with respect to O, and define the
orientation of the body axes in terms of the proper rotation
matrix R ∈ SO(3). Then, let ν = [vTωT ]T denote the
body velocity, expressed in the body frame, consisting of
the translational velocity v = [u v w]T and the angular
velocity ω = [p q r]T . Let x¯cm represent the location of
the center of mass in the body frame. Then, the rigid body
inertia matrix, expressed in the body frame, is given by 1
Mb =
(
Mb −mˆ¯xcm
mˆ¯xcm Ib
)
. (2)
Following Leonard (1997), we define the rigid body’s
contribution to the system Lagrangian as follows
Lb = 1
2
νTMbν −mgx¯cm ·RT i3. (3)
2.2 The Fluid Lagrangian
The rigid hull B acts as the boundary between the rigid
body and the surrounding continuum of fluid particles F .
It is assumed that the fluid domain extends infinitely far in
all directions except for one, which is bounded by the free
surface S. Potential flow theory allows the fluid velocity
field vf = [uf vf wf ]
T to be expressed in terms of a single
scalar potential φ(x):
vf = −∇φ. (4)
1 The operator ·ˆ maps a three-vector to a 3 × 3 skew symmetric
matrix satisfying aˆb = a× b.
Fig. 2. Illustration of the system configuration.
The fluid kinetic energy can then be expressed as a surface
integral over the fluid boundaries S and B by employing
the divergence theorem (Lamb, 1932):
Tf = −1
2
ρ
∫∫
B
(φ∇φ) · nbdA− 1
2
ρ
∫∫
S
(φ∇φ) · nsdA. (5)
In the above expression, nb and ns are unit normal vectors
directed into F and ρ is the constant fluid density. We
focus on the first term of (5), returning to the second term
in Section 2.3.
Let x¯h be a point along the hull, expressed in the body
frame. Then the second term of (5), evaluated along the
body, must satisfy the kinematic hull boundary condition:
−∇φ∣∣x¯h · nb = (v + ω × x¯h) · nb, ∀ x¯h ∈ B. (6)
We remark that when evaluating (6), and for subsequent
body-frame calculations, the potential φ should be mapped
to the body frame for consistency. To distinguish when φ
is expressed in the body frame, let φ¯(x¯) = φ(RT (x−xb)),
and it is implied that the gradient is now evaluated with
respect to the body coordinates x¯. We propose a potential
of the following form, where the term κ¯ appears as a
modification to the potential used in (Lamb, 1932):
φ¯ = φ¯ · v + χ¯ · ω + κ¯. (7)
Substituting φ¯ into (6), the condition can be rewritten as
vT
[
(∇φ¯)nb + nb
]
+ ωT [(∇χ¯)nb + x¯h × nb]
+∇κ¯ · nb = 0, (8)
where the matrices ∇φ¯ and ∇χ¯ are the transposes of the
Jacobian matrices for φ¯ and χ¯, respectively. Then, the
boundary condition (6) will be satisfied for arbitrary body
velocities if
(−∇φ)nb = nb (−∇χ)nb = x¯h×nb ∇κ·nb = 0. (9)
Utilizing these constraints, the latter term of the fluid
kinetic energy (5) is rewritten as
Tf,b =
1
2
(
v
ω
)T ∫∫
B
ρ
(
φ¯nTb φ¯(x¯h × nb)T
χ¯nTb χ¯(x¯h × nb)T
)
dA
(
v
ω
)
+ ρ
∫∫
B
κ¯
2
(
nTb (x¯h × nb)T )
)
dA
(
v
ω
)
. (10)
The matrix of surface integrals in the first line is the
generalized added mass and inertia matrix, which accounts
for the energy required to accelerate the surrounding fluid
as the body moves through it. This expression is identical
to the added mass for an underwater vehicle in an infinite
fluid volume. The values of the added mass and inertia
integrals will differ, however, because φ is affected by the
free surface. The second line appears as an addendum to
the traditional vessel-induced fluid kinetic energy, and is
proportional to the new scalar term κ¯(xb,R). Defining the
following quantities
M f(xb,R) =
∫∫
B
ρ
(
φ¯nTb φ¯(x¯h × nb)T
χ¯nTb χ¯(x¯h × nb)T
)
dA, (11)
γTf (xb,R) =
∫∫
B
κ¯
2
(
nTb (x¯h × nb)T )
)
dA, (12)
the Lagrangian of the fluid domain, modulo the free
surface, is
Lf = 1
2
νTM fν + ργ
T
f ν. (13)
The free surface provides an additional energy storage
mechanism which alters the flow over the body and,
correspondingly, the system Lagrangian. Referring to the
relationships (9), the flow velocity contribution due to
κ¯ must be tangent to the body surface. Effectively, κ¯
modifies the flow by inducing circulation about the body.
2.3 The Free Surface Lagrangian
Since the free surface is most easily represented in inertial
coordinates, we choose to retain the inertial definition of
the scalar potential φ when considering the surface bound-
ary condition. The linearized (approximate) combined free
surface boundary condition (FSBC) is (Newman, 1977):
∂2φ
∂t2
− g ∂φ
∂z
∣∣∣∣
z=0
= 0. (14)
The reader will find a comprehensive discussion of the
simplifying assumptions employed in the above expression
in (Newman, 1977, Ch. 6). Notably, (14) approximates
S with the plane z = 0. Referring to the kinetic energy
expression (5), recall that we deferred discussion of the
first term. Here, we rename that term
Ts = −1
2
ρ
∫∫
S
(φ∇φ) · nsdA
and adopt it as the first contribution to the free surface
Lagrangian. The second contribution is the potential en-
ergy corresponding to a change in free surface elevation
η(x, y, t) given by (Newman, 1977):
Vs =
ρg
2
∫∫
S
η2dA (15)
Combining both contributions, the free surface Lagrangian
is
Ls = Ts − Vs = −1
2
ρ
∫∫
S
[
(φ∇φ) · ns + gη2
]
dA (16)
Under the linearized framework, the free surface elevation
can be written in terms of the potential function (Newman,
1977)
η(x, y, t) =
1
g
∂φ
∂t
∣∣∣∣
z=0
(17)
and can be thought of as a “small perturbation” to
S. Additionally, the unit normal ns is a constant and
coincides with i3. In this case, the Lagrangian can be
rewritten as
Ls = −ρ
2
∫∫
S
[
φ
∂φ
∂z
+
1
g
(
∂φ
∂t
)2]
dA.
We can substitute the identity
∂2(φ2/2)
∂t2
=
(
∂φ
∂t
)2
+ φ
∂2φ
∂t2
into the free surface Lagrangian:
Ls = −ρ
2
∫∫
S
[
φ
∂φ
∂z
+
1
g
(
∂2(φ2/2)
∂t2
− φ∂
2φ
∂t2
)]
dA.
Reorganizing the integrand yields
Ls = −ρ
2
∫∫
S
[−φ
g
(
∂2φ
∂t2
− g ∂φ
∂z
)
+
1
2g
∂2(φ2)
∂t2
]
dA.
The first term within the parenthesis is the FSBC (14),
and must evaluate to zero everywhere along S. Thus, the
free surface Lagrangian is simply
Ls = − ρ
4g
∫∫
S
∂2(φ2)
∂t2
dA (18)
Referring to (7), note that
φ¯2 =
(
vT ωT
)(φ¯φ¯T φ¯χ¯T
χ¯φ¯
T
χ¯χ¯T
)(
v
ω
)
+ 2κ¯
(
φ¯
T
χ¯T
)(
v
ω
)
+ κ¯2
Since (18) must hold for arbitrary body motion, we can
write the free surface Lagrangian as
Ls = −1
2
νM sν − ργTs ν − εs. (19)
M s(xb,R) =
ρ
2g
∫∫
S
∂2
∂t2
(
φ¯φ¯
T
φ¯χ¯T
χ¯φ¯
T
χ¯χ¯T
)
dA
γTs (xb,R) =
1
2g
∫∫
S
∂2
∂t2
[
κ¯
(
φ¯
T
χ¯T
)]
dA (20)
εs(xb,R) =
ρ
4g
∫∫
S
∂2
∂t2
κ¯2dA
2.4 The Complete Lagrangian
The total system Lagrangian is
L = 1
2
νT (Mb +M f)ν −mgx¯cm ·RT i3
−1
2
νTM sν + ρ
(
γTf − γTs
)
ν − εs (21)
with the terms due to the presence free surface on the
second line. The addition of the free surface has three
noticeable impacts on the total system energy. First, the
fluid added mass M f is effectively modified by the term
M s and will now depend on the vehicle configuration. This
results because the presence of the free surface creates
an asymmetry in the continuum of fluid that the body
must displace as it moves. Second, the addition of κ¯ into
the potential function φ¯ adds a term that can account
for additional perturbation forces, such as free surface
suction. Finally, the term εs acts as a fluid potential energy
since it only depends on the vehicle configuration through
κ¯(xb,R).
3. EQUATIONS OF MOTION
Introduce the Euler angles Θ = [Θ1 Θ2 Θ3]
T corre-
sponding to roll, pitch, and yaw, respectively, to describe
the orientation of the body. Then define the generalized
coordinate vector qT = [xTb Θ
T ]T to represent the full
configuration of the body. The kinematic equations are
expressed in terms of the transformation matrices R(Θ)
and L(Θ), for which explicit expressions may be found in
(Fossen, 1994, Ch. 2):
q˙ =
(
R(Θ) 0
0 L(Θ)
)
︸ ︷︷ ︸
J(q)
ν. (22)
As in (Thomasson and Woolsey, 2013), the dynamics
equations are more conveniently expressed in terms of the
body-fixed velocities which, as seen in (22), are not simply
time-derivatives of the generalized coordinates. Thus, a
modified form of the Euler-Lagrange equations must be
used (Schaub and Junkins, 2003). Define the tensor G(ν),
computed explicitly in (Thomasson and Woolsey, 2013):
G(ν) =
(
ωˆ 0
vˆ ωˆ
)
. (23)
The modified Euler-Lagrange equations are (Schaub and
Junkins, 2003)
d
dt
∂L
∂ν
+G(ν)
∂L
∂ν
− J(q)T ∂L
∂q
= J(q)TQ. (24)
Remark 1. Note that the surface integrals in (20), defining
the terms M s, γs, and εs are evaluated over a moving
boundary in the body fixed frame. This would normally
incur additional terms when evaluating time derivatives
of these integrals due to the Leibniz integration rule.
However, in this case, the integrands will decay to zero
along the infinitely distant boundaries of S, and thus these
additional contributions are negligible.
Evaluating the first term in (24),
∂L
∂ν
= (Mb +M f −M s)ν + ρ (γf − γs)
d
dt
(
∂L
∂ν
)
= (Mb +M f −M s) ν˙
+
6∑
i=1
[(
∂M f
∂qi
− ∂M s
∂qi
)
J iν
]
ν + ρ
(
∂γf
∂q
− ∂γs
∂q
)
Jν
where J i is the i
th row of the kinematic transformation
matrix J . The second term in (24) is:
G(ν)
∂L
∂ν
=
(
ωˆ 0
vˆ ωˆ
)
[(Mb +M f −M s)ν + ρ (γf − γs)] .
The final term on the left-hand side of (24) is
−JT ∂L
∂q
= −1
2
6∑
i=1
[
JTi ν
T
(
∂M f
∂qi
− ∂M s
∂qi
)]
ν
− ρJT
(
∂γf
∂q
− ∂γs
∂q
)
ν + JT
∂εs
∂q
+
(
0
τ cm
)
.
where τ cm = x¯cm × (mgRT i3) is the restoring torque
due to offset centers of mass and buoyancy. Finally, define
F = JTQ to be the generalized forces and moments acting
on the body, including control inputs and corrections
due to viscous hydrodynamic effects such as skin friction
and wake drag. Let I denote the identity matrix with
conforming dimensions. The dynamic equations of motion
for an underwater vehicle operating near a free surface,
with the fluid motion due solely to the vessel, are:
F = (Mb +M f −M s) ν˙ + JT ∂εs
∂q
+
(
0
τ cm
)
(25)
+
6∑
i=1
[(
(J iν)I− 1
2
JTi ν
T
)(
∂M f
∂qi
− ∂M s
∂qi
)]
ν
+ ρ
[(
∂γf
∂q
− ∂γs
∂q
)
J − JT
(
∂γf
∂q
− ∂γs
∂q
)]
ν
+
(
ωˆ 0
vˆ ωˆ
)
[(Mb +M f −M s)ν + ρ (γf − γs)]
The quadratic velocity terms in the second line account
for dissipative forces, which result from the exchange of
energy between the body and the free surface. Free surface
suction can enter the model through the γf,s and εs terms,
which depend on κ. The hydrodynamic quantities should
only depend on depth, pitch and roll, eliminating the
terms with partial derivatives with respect to q1,q2 and q6.
The equations of motion may be further simplified when
the body exhibits certain symmetries. If the body is a
spheroid, with axisymmetry about the b1 axis, the partial
derivatives with respect to q5 will be zero. Moreover, if
the body is spherical, the hydrodynamic parameters will
only depend on the depth. The last two lines of (25) result
from expressing the dynamics in the body fixed frame. If
J = I, the third line will vanish. Likewise, the fourth line
represents the so-called Munk moment and will be zero if
the system maintains a steady orientation.
3.1 Comparison to the Cummins Equations
Equations (25) account for the free surface perturbations
by imposing a new free surface at each instant in time.
This is identical to the reasoning of Cummins (1962),
where he assumes that motion begins impulsively from rest
at each instant in time. Where our results differ, however,
is in the treatment of the lasting free surface effects. The
memory effects in the Cummins equations allow the system
to be continually affected by past motions. Physically, this
corresponds to a free surface perturbation generated at a
prior instant continuing to influence the system dynamics,
even as these surface waves radiate away from the body.
These surface waves, when evolving in a neighborhood of
the vessel, will effectively modify the hull pressure dis-
tribution. However, we enforce the perturbations only at
the current time step and truncate the effects for future
times. We hypothesize that the work required to establish
the energy associated with the free surface Lagrangian
constitutes the dominant free surface perturbation to the
system, while the influence of the residual free surface
motion will be negligible by comparison. This reasoning is
reflected in Figure 1, which illustrates the weaker connec-
tion between an underwater vehicle and the free surface.
The validity of this hypothesis remains to be explored
using computational fluid dynamics.
No explicit assumptions were made about the vehicle mo-
tion in (25). However, Cummins assumes that a vessel
follows a nominal heading with a nominal speed, which
restricts the applicability of the Cummins equations to
“slow maneuvering” (Perez, 2005). This assumption was
necessary to resolve the hydrodynamics due to the added
complexity of the memory effects (Cummins, 1962). Since
we have neglected the memory effects, the proposed model
(25) is not subject to those restrictions, and the underwa-
ter vehicle is free to undergo arbitrary motions.
Additional advantages of energy-based system nideks
emerge from the underlying mathematical structure asso-
ciated with the system Lagrangian. Energy-based control
schemes exploit this special structure enabling, for exam-
ple, rigorous proofs of nonlinear stability (Woolsey and
Techy, 2009; Valentinis et al., 2015).
4. APPLICATION: MOTION OF A 2-D CYLINDER
To further investigate the proposed model (25), we con-
struct an analytical potential flow solution for a 2-D circu-
lar cylinder traveling parallel to the free surface. In partic-
ular, we examine the case where the system is impulsively
brought to motion from rest, identical to the work by Cum-
mins (1962). We consider an alternative interpretation,
however, which allows for the step-by-step construction
of the potential function φ. The cylinder’s motion is first
established in an infinite fluid volume. Then, the required
free surface conditions are instantaneously imposed, and
the extraneous, semi-infinite fluid volume is removed.
To begin, we employ a free stream with an opposing
doublet to establish the cylinder motion. The potential
function may be expressed in the body frame as
φ¯ = −(ux¯+ wz¯)︸ ︷︷ ︸
free stream
− a
2(ux¯+ wz¯)
x¯2 + z¯2︸ ︷︷ ︸
doublet
(26)
where a is the cylinder radius. The doublet represents the
flow field induced by the cylinder and the vector potential
φ¯ is defined accordingly:
φ¯
T
=
( −a2x¯
x¯2 + z¯2
−a2z¯
x¯2 + z¯2
)
(27)
To satisfy the necessary free surface condition, we employ
the technique discussed in (Cummins, 1962). We place an
image of the cylinder equidistant above the undisturbed
free surface, which satisfies the negative of the hull bound-
ary condition. Note that including the image will skew the
flow field, modifying the streamlines which indicate the
presence of the original cylinder. Lamb (1932) remarks
that this will warp the original cylinder into an ellipse,
but the effect will be negligible if the depth-to-radius
ratio is large enough. In addition to the potential function
representing the image, equal and opposite point vortices
are placed at the center of the body and the image:
φ¯ = −ux¯− a
2ux¯
x¯2 + z¯2
+
Γ
2pi
tan−1
( z¯
x¯
)
−
[ −a2ux¯
x¯2 + (z¯ + 2zb)2
+
Γ
2pi
tan−1
(
z¯ + 2zb
x¯
)]
(28)
The top line accounts for the body with circulation, while
the bottom line represents the image. Further, the above
potential function assumes that the cylinder motion is
initialized parallel to the free surface, and thus w = 0.
Including the point vortices introduces the (constant)
circulation Γ, which serves as a free parameter that may
be used to satisfy the FSBC. Using the updated potential
(28), we may redefine the value of φ¯ and define κ¯ as
φ¯
T
=
( −a2x¯
x¯2 + z¯2
+
a2x¯
x¯2 + (z¯ + 2zb)2
0
)
κ¯ =
Γ
2pi
tan−1
( z¯
x¯
)
− Γ
2pi
tan−1
(
z¯ + 2zb
x¯
)
Note that the second entry in φ¯ becomes arbitrary when
considering w = 0, so it may be set to zero. It can be
shown that the following value of Γ satisfies the FSBC,
though we omit the cumbersome evaluation here:
Γ =
2piga2
u
(29)
For a 2-D cylinder, there is no system dependence on the
body attitude, which eliminates the third and fourth lines
of (25). Thus, we may express the equations of motion as:(
f1
f3
)
= [Mb +M f −M s]
(
u˙
w˙
)
+
(
0
∂ε/∂zb
)
(30)
+
[(
w 0
0 w
)
− 1
2
(
0 0
u w
)][
∂M f
∂zb
− ∂M s
∂zb
](
u
w
)
From the chosen potential functions, we may analytically
compute the following hydrodynamic quantities
M f =
m2 − ma
2
8z2b
0
M21f M
22
f
 M s =
mu
2a2
gz3b
M21s
M21s M
22
s

Regrettably, the hydrodynamics do not permit analytical
computations of the remaining terms M21f , M
22
f , M
21
s , and
M22s . These remaining terms depend on the second entry
of φ¯, which cannot be defined without initializing motion
perpendicular to the free surface, a scenario for which no
solution could be found. κ may also be modified when
heave motion is considered, and thus, the functional forms
for γf , γs, and εs are currently indeterminate. Nonetheless,
the quantities that can be computed offer insight into
how the free surface affects the body dynamics under
the proposed framework. For instance, the equations (30)
reveal that the surge and heave dynamics are now coupled,
a phenomenon which does not occur for a 2-D cylinder
without a free surface. Additionally, the fluid added mass
now appears as a function of vehicle depth zb.
While there is tutorial value in working with analytical
expressions, the challenges of working with closed form
hydrodynamic solutions prohibit a deeper understanding
of the proposed model. A combination of analysis based
on computation fluid dynamics and experiments could be
used to fully populate the model and yield deeper physical
insight through numerical simulations of the model (30).
5. CONCLUSIONS AND FUTURE WORK
We present an analytical framework to model calm-water
underwater vehicle maneuvering in the presence of a free
surface, constructed from first principles. Using the free
surface Lagrangian, the system energy Lamb used in de-
riving the Kirchoff equations (Lamb, 1932) was modified
to incorporate free surface effects. The system Lagrangian
was ultimately used to derive the 6-DOF equations of
motion using a modified form of the Euler-Lagrange equa-
tions. Some of the capabilities of the equations were ex-
plored through the simple case of a 2-D circular cylinder.
A possible advantage of the proposed model is that knowl-
edge of the underlying Lagrangian may lead to natural
Lyapunov function candidates for assessing stability of
steady motions, or input-output stability when considering
excitation forces. Moreover, one may use Lyapunov-based
control design to develop nonlinear feedback control laws
that are inherently stabilizing. As an example application,
we plan to develop energy-based control laws to stabilize
underwater vehicle motion near the free surface.
Additionally, it remains to devise a fully populated model
that may be simulated and compared with high fidelity
computational fluid dynamics and/or experimental data.
In particular, the hypothesis concerning memory effects
discussed in Section 3.1 must be explored in further detail.
The implications of our choice to trade hydrodynamic
accuracy for expanded maneuvering capabilities should be
characterized before moving forward.
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