Abstract-Designers often apply manual or semi-automatic loop and data transformations on array and loop intensive programs to improve performance. For the class of static affine programs, automatic methods exist for proving the correctness of these transformations. Realistic multimedia systems, however, often contain constructs that fall outside of this class. We present an extension of a widening based approach to handle the most relevant of these constructs, viz. accesses to array slices and data dependent accesses, and report on some experiments with nontrivial applications.
I. INTRODUCTION
Especially in embedded systems, program transformations are unavoidable when going from the initial specification of an algorithm to its final implementation targeting the best performance, energy and/or area on a given platform. These transformations can be automatic, semi-automatic or manual. In all cases it is crucial to know that the transformed program preserves the behavior of the original. This knowledge can be obtained by formally verifying the equivalence of the two programs, where two programs are considered to be equivalent if they produce the same outputs when given the same inputs.
Programs for our target domain of multimedia and telecom systems typically take one or more arrays as input, perform some operations and produce one or more arrays as outputs. Two such programs are then considered equivalent if the values of the output arrays in both programs are the same whenever the values of the input arrays are.
This problem has been addressed by three approaches [3] , [12] , [14] for pairs of programs that strictly belong to the class of static affine programs, i.e., programs with static control flow and piecewise affine expressions for all loop bounds, conditions and array accesses. These approaches can handle any per statement or per array piecewise quasi-affine loop or data transformation, including combinations of loop interchange, loop reversal, loop skewing, loop distribution, loop tiling, loop unrolling, loop splitting, loop peeling and data-reuse transformations, without any a priori knowledge about which transformations have been performed. The approaches also detect and handle recurrences in both programs fully automatically, with some restrictions, depending on the particular approach.
However, realistic multimedia applications often contain constructs that do not fit entirely into the class of static affine programs. As proposed by [11] , some of these constructs can be hidden using preprocessing, but only if the undesirable constructs are left untouched by the transformations. Furthermore, some preprocessing steps may replace one undesirable construct by another or they may abstract away so much information so as to render equivalence checking impossible. Instead, we propose to handle the most crucial such constructs in our target domain directly. In particular, in this paper we address reads and writes to entire rows (or higher-dimensional slices) of arrays and data-dependent read accesses.
Illustrative Example The pair of programs in Figure 1 illustrates some constructs that appear in realistic multimedia programs. Some of these can be handled using our basic approach of [14] , while some others require the extensions discussed in this paper. In order not to overload the example, it does not illustrate all the loop and data transformations that both our basic and our extended approaches can handle.
Both programs take two arrays in1 [M] [N] and in2[M] as input and produce an array out[M-2] as output. Furthermore, we assume that the elements of in2 have values between −1 and 1. Both programs also have two temporary arrays, one zero-dimensional array (m and t), i.e., a scalar, and one two-dimensional array (A and B). The two programs are not completely equivalent because Program 1 contains an extra assignment to A which is missing from Program 2. However, despite this difference, many elements in the output arrays will still be equivalent and our procedure determines the set of indices in the output arrays where this condition holds.
Line 4 of Program 1 contains a recurrence on m, while Line 4 of Program 2 contains a similar recurrence on t. Our basic approach automatically discovers that t is equal to h(m) for all iterations of the enclosing loops by applying a widening step during the equivalence checking. This widening step is summarized in Section III.
Our basic approach assumes that the index expressions are complete, i.e., that individual array elements are accessed, and completely known (as an expression in terms of the loop iterators and the parameters) at analysis time. The programs in Figure 1 contain several constructs where these conditions do not hold. In particular, Line 5 of Program 1 contains a call to compute_row that writes a complete row of A rather than an individual element. Similarly, Line 9 contains a call to a function f reading an entire row of A. Furthermore, the index of the row being read is partly determined by runtime information (the value of in2[i]). In this paper, we propose extensions to our basic approach for handling such constructs. With these extensions, we are able to prove that all elements except those in the range [3, 5] of the out array are equivalent. The update of A [5] [6] in Line 7 means that row 5 of A as a whole is different from row 5 of B in the call of f. Since in2[i] ranges between −1 and 1, this row may be used in the computation of elements 3 to 5 of the output array, explaining the exception found by our extended approach.
After an overview of related work in Section II we summarize our basic approach in Section III. Extensions for handling reads and write to array slices and data-dependent reads are worked out in Section IV and are the main contribution of this paper. In Section V, we discuss our experiments and we conclude in Section VI.
II. RELATED WORK
Many approaches have been proposed for equivalence checking, but few include some form of induction, which is needed for handling recurrences. Even general theorem provers such as ACL2 [7] require manual intervention by the user to specify induction hypotheses. Three approaches that target the fully automatic verification of static affine programs with recurrences are our own widening based approach of [14] , which serves as a basis for the extensions proposed in this paper, that of Barthou et al. [3] and that of Shashidhar et al. [12] . The latter two both rely on a transitive closure operation [8] , which basically restricts their approaches to programs containing only uniform recurrences. Our widening based approach handles both uniform and non-uniform recurrences. Furthermore, the approach of [12] cannot even accurately handle the recurrences in Figure 1 because it cannot express that the value of m in Line 5 of Program 1 for a given iteration of the i loop depends on the entire ith row of the input array in1. Since the extensions of this paper involve similar relations, they cannot be applied to the approach of [12] . The approach of [3] , on the other hand, could serve as a basis for our extensions, but unlike the approach of [14] , it does not handle transformations that exploit the commutativity of operations.
For dealing with constructs beyond static affine programs, some authors have proposed to perform some preprocessing on both programs before the actual equivalence checking. For example, [11, Chapter 9] proposes the application of pointer conversion, function encapsulation, function inlining, if-conversion and dynamic single assignment (DSA) conversion. We do not use the latter preprocessing step as we effectively construct a DSA representation in the first step of our approach, while the other preprocessing steps are mostly complementary to our extensions. Function inlining could help to remove accesses to array slices, but it may introduce other undesirable constructs, while none of these steps can help to remove data dependent accesses. Replacing the standard exact dataflow analysis in our approach by fuzzy dataflow analysis [2] would allow us to handle more general data dependent constructs, but it would require further extensions beyond those proposed in this paper and it would not eliminate the need for our proposed extensions. We consider these further extensions as part of our future work.
III. BASIC METHODOLOGY
Our equivalence checking procedure takes two programs as input and determines whether they are equivalent. The procedure consists of two main steps. In the first step we set up a dependence graph that specifies for each value used in the program where and how it was computed. The second step performs the actual equivalence checking on this dependence graph abstraction.
A. Dependence Graphs
The programs we consider as inputs to our equivalence checking procedure consist of several loop nests with integer loop iterators. Each execution of a statement within a program can be represented by the values of loop iterators of the enclosing loops. The list of these values, ordered from outermost to innermost loop, is called an iteration vector. For example, the first iteration of the statement in Line 4 of Program 1 is represented by the iteration vector (0, 0), while the last iteration is (M − 1, N − 1), assuming M and N are strictly positive. The set of all such iteration vectors associated to a given statement is called the iteration domain of the statement. A statement may contain several nested operations (or function calls), which need to be represented separately in order to be able to match them in the two programs. The set of all executions of a given operation, i.e., an operation Figure 1(a) ; each node is labeled "name: function/arity" together with the iteration domain of the statement in which it appears, is called a computation. The operation itself is represented by a name and an arity r (number of arguments). For example, the statement in Line 4 of Program 1 yields two computations, one (e) for the call to g and one (d) for the call to h. Both of these computations have iteration domain Besides computations derived from operations, we also introduce some additional computations. First, we introduce a computation for each input array. The "iteration domain" of such a computation is the set of array elements, its name is the name of the input array and its arity is zero. Second, we introduce a special "computation" that represents the integers, with iteration domain Z, name "Z" and arity zero. Any time an affine combination of the enclosing loop iterators and the parameters is used outside of an index expression, it is implicitly replaced by a read from this "Z" array. For example, the affine expression i+1 in Line 2 of Program 1 is considered as a read from the element of array Z with index i + 1. Third, for each statement that does not perform any operation, we introduce a "copy computation" with name "id" and arity 1. For example, since the affine expression in Line 2 is treated as a read from an array, the statement contains no operations and therefore has a corresponding copy computation that copies a value from the "Z" array to the (zero-dimensional) m array. Finally, we introduce a special output computation, with as iteration domain the set of elements of the output array, name "Out" and arity 1. For simplicity we assume here that the program contains a single output array, in this case out. Our implementation allows any number of output arrays.
The computations in a given program form the nodes V of its dependence graph G = (V, E). This dependence graph is a directed graph, with edges between any pair of computations a and b such that some iteration of computation a requires a value computed by some iteration of computation b as one of its arguments. Figure 2 and is constructed as explained below.
There are basically two ways in which computation a may depend on another computation b: the computation b may appear as an argument to the computation a in the program text or the values computed by b may be stored in an array that is later read by a. The first kind of dependence is the easiest to handle. Both computations involved have the same iteration domain and the dependence relation is simply the identity mapping. An example of such a dependence is that between the calls of functions g and h in Line 4 of Program 1. The resulting edge in the dependence graph is that from node e to node d in Figure 2 .
To construct the second kind of edges we need to figure out for each read from an element of an array (or a scalar), where the element was written for the last time prior to the read. We use standard exact dataflow analysis [5] to solve this problem. Each dataflow analysis invocation takes a list of write access relations and a single read access relation as input, together with information about the relative positions in the program text of the statements containing these accesses. Each of these access relations maps elements from the iteration domain to array indices. Dataflow analysis determines for each read, which of the writes was the last to write to the same array element before the given read. The output of this computation gives us exactly the dependence relations we need in our dependence graphs. By default, a read from an uninitialized array element, i.e., a read without a corresponding write, is treated as a read from an input array. For example, the source of the value of m read in Line 4 of Program 1 depends on the value of the j iterator. For j = 0, the source is the copy operation in Line 2. For j ≥ 1, the source is the call to g in the previous iteration of the j loop. These two dependences give rise to the two edges emanating from node d in Figure 2 .
In order to be able to apply exact dataflow analysis, the input programs need to satisfy the usual restrictions of static affine programs, i.e., static control flow, quasi-affine loop bounds and quasi-affine index expressions. Recall that quasiaffine expressions consist of additions, constant multiplication and integer division by a constant. We also assume that all functions called in the program are pure. In Section IV, we will somewhat relax the quasi-affine index expression requirement.
B. Equivalence Checking
The equivalence checking proceeds by propagating the correspondence that should hold between the output com-putations of both programs through both dependence graphs until it reaches the leaves of these dependence graphs (input computations or constant functions). The correspondences that actually hold at the leaves are then propagated back to the output computations. This two way propagation is useful not only to see which of the elements of the output arrays are equivalent in case we cannot prove that the full arrays are equivalent, but also in our treatment of recurrences and commutative operations. We will briefly discuss recurrences below and refer to [14] for commutative operations, where we also explain our treatment of associative operations.
A correspondence consists of a pair of computations
containing pairs of computation iterations for which we want to prove equivalence, and a relation R lost ⊆ R want containing those pairs of iterations for which we have not been able to prove equivalence. The pairs of iterations that have been proven equivalent are then given by R want − R lost . The initial correspondence links the two output computations, which are assumed to have the same iteration domain, and has as R want relation the identity mapping between these two identical iteration domains. The R lost relation is initially undefined and will be filled in by the second pass of the algorithm.
Our procedure treats all functions as black boxes and so it will only consider a pair of iterations of two computations to be equivalent if it can prove that all the corresponding arguments are equivalent. More specifically, a correspondence c between v 1 and v 2 such that v 1 and v 2 perform different operations has its R lost c relation set to its R want c relation. Otherwise, correspondences s e1,e2 ∈ S c are created for each pair of edges e 1 = (v 1 , u 1 ) and e 2 = (v 2 , u 2 ) with the same argument position p e1 = p e2 emanating from both computations in the corresponding dependence graphs.
The dependence analysis ensures that for any computation v and for any argument position p ≤ r v , the iteration domain of v is partitioned by the domains of the dependence relations of the edges (v, u) with p (v,u) = p. For each pair of edges with the same argument position from the two dependence graphs, we therefore need to prove that the same values arrive at this argument position for all elements in the intersection of the domains of the dependence relations. This subset of the original R want c relation then needs to be reformulated in terms of the iterations of the computations at the other ends of the edges. That is, we need to prove equivalence according to the following R want relation for each correspondence s e1,e2 , created by following the edges e 1 = (v 1 , u 1 ) and e 2 = (v 2 , u 2 ):
The ⊕ operator combines mappings of type 
Note that the exposition in [14] performs this backpropagation on R got instead of R lost . We prefer R lost here because it is required for backpropagation over expansion edges as explained in Section IV-C and because in the ideal case, most R lost relations are empty and therefore easier to manipulate. If there are any recurrences in the input programs, then we cannot simply apply the above propagation step, because the number of iterations in the loop may be a parameter and therefore unknown at analysis time. Basic propagation would then result in an infinite sequence of correspondences between the same pair of computations. Our solution is to apply a "widening" operation [4] , at which point we apply an induction step by assuming that R lost a will be the empty set. The number of widenings is finite, because the dimension of R want is increased in each step. The induction hypothesis is checked once we have handled the base case that escapes from the recurrence. It is therefore crucial that we propagate the R lost relations back to a. Consider for example the recurrences on m and t in Line 4 of Program 1 and Line 4 of Program 2. Let v 1 and v 2 be the computations that call the function g in these statements. Let us assume that the first correspondence a between these computation that we encounter has R 
by this intersection, we again arrive at a correspondence c, now with R
. One of the other correspondences created from a follows the edge (d, c) in Figure 2 and establishes the base case. For more information on this widening operation and the corresponding induction, we refer to [14] , which also explains the "narrowing" operation that is applied when induction fails.
IV. EXTENSIONS

A. Motivation
The technique presented in Section III forms a solid basis for equivalence checking. This subsection motivates our exten-for (j = 0; j <= 31; j++) MPG_IMDCT_Win(buffer[j], rawout); While performing program optimizations such as loop transformations, we often consider blocks such as FFT or IDCT as monolithic black boxes that have already been well optimized for the target platform. In those situations, we see from the source code only a function call to this block and we know only the signature of the function. Usually, entire (rows of) arrays are read and/or written in those function calls. Such a situation occurs, e.g., when calling IMDCT in the MP3 audio decoder [9] . This situation is depicted in Figure 3 , where the row buffer[j] is read and the entire array rawout is written. This behavior can also be observed in other real-life applications. Support for accesses to array slices is therefore an important extension of our equivalence checking technique.
Another important extension is dealing with data dependent array indexing, which often occurs in real-life applications. For example, Figure 4 shows a code fragment from the QSDPCM video encoder [13] where this situation occurs. Typically, the designer knows the bounds for the data dependent part of the indexing. Combining this knowledge with our extension for data dependent addressing allows us to formally verify also this type of code.
In the sequel we will describe the technical details of these two important extensions of our base formal verification technique. Later, in Section V we will use the extensions to verify transformations performed on both the MP3 audio decoder and the QSDPCM video encoder. In the case of MP3, the correctness of the applied loop transformation itself was checked by the in-house transformation tool used to perform the transformation, but it is still interesting to verify equivalence of original and transformed program independently. For QSDPCM, the program pair we consider in the experiments was obtained using manual transformations.
B. Writing Array Slices
In the basic methodology of Section III, we have tacitly assumed that both programs only access individual array elements. However, as we have seen above, realistic programs often call functions that read or write entire array rows or even larger array slices. Writes to such slices are fairly easy to handle. We simply treat the extended write as a write to a e : 9, id/1 Figure 1(a) ; two-line arrows represent expansions temporary slice scalar representing the array slice, followed by a loop that fills in the individual array elements of the slice based on the slice scalar and the index into the slice. Consider, for example, the write to a row of the twodimensional array A in Line 5 of Program 1. This statement is treated as if it had been replaced by the code fragment in Figure 5 . Any subsequent read from A that is determined by the dataflow analysis to read a value written in the given statement then results in the fragment of the dependence graph shown in the top part of Figure 6 (box α). The upward branch in this figure expresses the dependence on the rows. During the equivalence checking this branch will enforce that rows with the same values are read in both programs. The leftward branch expresses the dependence on the indices of the row elements. During equivalence checking this branch will then enforce that elements with the same index are being read. Note that the index of the row need not be the same in both programs as a data transformation may have reordered the rows in A. However, such a data transformation can not have also transformed the columns as that would require a transformation of the function compute_row. The remainder of Figure 6 will be explained in the following sections.
In general, the iteration domain D t of the extra "#at" computation t is the Cartesian product of the iteration domain Figure 5 only serves as a motivation for modeling a dependence on a write to an array slice as the fragment shown in the top part of Figure 6 . In principle, the encoding of Figure 5 could also be used during the dataflow analysis, but it is simpler to treat the write to the array slice as writing to each individual element and then apply the standard dataflow analysis.
C. Reading Array Slices
Just like writes of array slices, reads of array slices could also be handled using the primitives from our basic methodology. We would again (implicitly) introduce a slice scalar, but in this case, we would have to construct the value of this imaginary scalar from the individual elements. That is, a statement A[i] = f(B[i]) inside some i-loop, where B is a two-dimensional array, would be encoded as shown in Figure 7 . Note that this encoding introduces a recurrence on the slice scalar. Our procedure would have no problem handling this recurrence, but the relation between the computation of f and the computation that writes B recovered in the resulting widening step is already explicitly available in the input program. We therefore prefer a more direct representation as special edges in the dependence graphs called expansions. These expansions will also be useful for handling reductions, i.e., associative operations applied to the elements of an array slice, in future work.
In all the dependence relations we have seen so far, any element of the domain of the relation is mapped to a single element of the range. A read of a row, however, is only equivalent to another read of a row if all elements of the rows are pairwise equivalent. In an expansion a single element of the domain is therefore mapped to multiple elements in the range, meaning that the value of a single element depends on the values of multiple elements and two such values in two programs are only considered equivalent if all these corresponding multiple elements are pairwise equivalent. In particular, if a program contains a read access to an array slice of dimension d from a computation c with iteration domain D c , then we introduce a new id computation t in the dependence graph with iteration domain D t = D c × B and add an expansion edge from c to t with dependence relation
indices of the array slice. Figure 6 contains such an expansion edge between nodes f and e. The edges leaving the extra computation t are determined by standard dataflow analysis on the complete array. To be able to perform this analysis the original access relation A c ⊆ D c → D a , with D a the domain of the array slices, is first lifted to A t = A c ⊕ 1 B→B , with 1 B→B the identity mapping on B. For example, our handling of data dependent accesses discussed below will first express the data dependent access
To handle the fact that a whole row of A is being read, this access relation is further extended to
Since an expansion may map a single element to multiple elements, we need to make some adjustments to the equivalence checking procedure. First of all, when performing a propagation, if one of the dependence graph edges used is an expansion, then the other is required to be an expansion too. Furthermore the expansion domains B 1 and B 2 need to have the same dimension d. If these conditions do not hold, then we we cannot prove equivalence and we simply set R lost = R want . We also cannot simply apply (1) to propagate the R want relation. Since both M e1 and M e2 map a single iteration to all elements of the array slice being accessed, a direct application would result in a R want relation that expresses that each element in the slice in one program needs to be equal to each element in the corresponding slice in the other program, while we should only require that corresponding elements are equal. The solution is to add the necessary equalities to the resulting R want relation. In particular, (1) is replaced by
with e 1 = (v 1 , u 1 ) and e 2 = (v 2 , u 2 ). We have to be careful, though, that adding these equalities does not remove any elements from the projection of
. If the expansion domains are independent of the iteration domains, as is the case here, then we only need to check for identical expansion domains. In the general case, e.g., for handling reductions, we effectively check that projecting R want se 1 ,e 2 onto D u1 and D u2 yields the same results as projecting R onto the same domains. If these tests fail, then we again set R lost = R want . Applying (2) on expansion edges during backpropagation does not require any adjustments. Since we propagate the correspondences that we have not been able to prove, a pair of array slices will be considered not proven equivalent as soon as any single pair of slice elements cannot be proven to be equivalent. In other words, array slices are only considered equivalent if all of their elements have been proven equivalent.
D. Data Dependent Read Accesses
A data dependent access is an access of which the index expression contains nested integer array accesses or calls to integer valued functions. We only discuss read accesses in detail here, because those are the only kind of data dependent accesses that appear in the applications we investigate in Section V. Data dependent write accesses can be handled by a combination of the technique of this section and that of Section IV-B. We will also assume that the data dependent constructs in the index expressions appear in the same order in both programs. This assumption can be removed by combining the technique of this section with the technique for handling commutative operations from [14] . Finally, we will assume that bounds are known on each of the nested constructs (array accesses or function calls).
Our treatment of data dependent read accesses is based on the simple idea that two such accesses are certainly equivalent if each of the pairs of nested constructs are equivalent and if the outer access is equivalent for all possible values of the nested constructs. Consider, for example, the statement in Line 9 of Program 1, with a nested access to the in2 array with values between −1 and 1. This statement could be encoded using the code fragment at the bottom of Figure 8 , where the function pick shown at the top is responsible for picking the value where the actual index is equal to a particular value among all possible values. Like all the other functions called within the two programs, this pick function could simply be treated by the equivalence checking as a black box. However, as in the case of reading array slices, we prefer a more direct representation in the dependence graph using expansions.
For each read access with n nested constructs, we introduce two extra computations, a computation s with an (n + 1)-ary operator "#nest" and a computation t with the identity operator id. The iteration domain of s is the same as that of the statement in which the access occurs. The site where the access occurs in the dependence graph is connected to s with an identity dependence relation. The first n arguments of s correspond to the nested constructs and are treated as usual. If any of these constructs is itself an array access with nested constructs, then the technique is applied recursively. The final argument is connected to t with an expansion edge,
represents the bounds on the values of the nested constructs. Finally, t is connected to one or more computations writing to the array based on standard dataflow analysis. In the example, the data dependent access in Line 9 results in the computations h and f in Figure 6 , which correspond to s and t above, respectively.
E. The Illustrative Example Revisited
Consider once more the pair of programs in Figure 1 . The final part of the dependence graph of Program 1 is shown in Figure 6 . As mentioned before, there are two expansion edges in this graphs, one from node h to node f , corresponding to the data dependent read access, and one from node f to node e, corresponding to the read access to a row of array A. The dependence graph of Program 2 is very similar, except that it does not have a node d and that some of the iteration domains are shifted with respect of those of Program 1.
Let us consider what happens during the forward propagation. At some point a correspondence is detected between computation h and some computation from the other graph, with
Propagation through the pair of expansion edges yields a new
During the backward propagation, all R lost relations are empty until we reach e. There, only Program 1 performs a separate operation for i + j + 1 = 5 and k = 6, so we have
This single problematic array element taints the whole row and applying (2) we obtain
After two more backpropagation step, we obtain the results mentioned in the illustrative example of Section I.
V. EXPERIMENTS
Both the basic methodology and the extensions proposed in this paper have been implemented as part of our C++ isa (http://www.kotnet.org/ ∼ skimo/loop/isa-0.09.tar. bz2) prototype tool set. This tool set contains a polyhedral extractor from C based on SUIF [1] and an exact dependence analysis tool. We use our own C isl library to manipulate sets of integers defined by linear inequalities and integer divisions. All experiments in this section were performed on an Intel Xeon W3520 @ 2.66GHz.
The experimental results are shown in Table I . The first three rows correspond to an update of an experiment we performed in [14] which consists of 105 pairs of equivalent programs that were generated in different ways. In [14] , five pairs could not be handled due to parsing problems and three pairs of programs resulted in memory overflows during either the dependence analysis or the equivalence checking, but due to improvements in isl, these overflows can now be avoided. The first two rows are individual pairs, while the third row is a summary of all 105 pairs. Program 1 and 2 are those from Figure 1 . The MP3 applications are based on [9] . The original version was first preprocessed by applying the scenario methodology [6] to avoid data dependent conditions. The data dependent conditions trigger different program paths based on the input audio frame type. The most promising program paths were grouped together and remaining data dependent conditions were moved down and encapsulated as explained in [10] . The result of this preprocessing is MP3 1. MP3 2 is the result of applying loop transformations on MP3 1 and MP3 3 is a manually corrupted version of MP3 2. QSDPCM 1 is again a preprocessed version of the QSDPCM application, while QSDPCM 2 is a manually, but correctly, transformed version.
The columns of Table I show whether the program pair(s) are equivalent, the number of programs pairs, the total number of lines of code, the total number of loops, the presence of row accesses or data dependent accesses, the total computation time of the equivalence checking, the number of widenings performed and the number of narrowings. The results indicate that the extensions of this paper as such do not make the equivalence checking more expensive. The QSDPCM application, however, is a particularly difficult program to analyze and reaches the limits of what we can currently handle. The main difficulty appears to be the linearized array indexation. Combined with the data dependent nature of the indexation, this linearization results in complicated R want relations that are difficult to handle. The table also shows that in this kind of applications, it is more difficult to check the equivalence of a pair of programs that is not equivalent (unless, say, different functions are called, in which case the equivalence checker can abort immediately). Introducing non-trivial mistakes in the QSDPCM application results in the equivalence checker running out of memory.
VI. CONCLUSION
We have extended our widening based method for automatically proving the equivalence of static affine programs to a wider class of programs containing write and read accesses to array slices and data dependent read accesses. To efficiently handle the latter two constructs we have introduced special expansion edges in our dependence graph representation of the input programs and we have extended the equivalence checking procedure to perform propagation over such edges. The extended approach has been fully implemented and is publicly available. The experiments show that the extensions themselves are not necessarily more difficult to handle. However, a combination with a large number of linearized accesses and integer divisions can still pose a challenge. In future work we plan to improve the efficiency of the procedure (possibly using a simplified form of dataflow analysis), implement a mechanism to locate the source of an inequivalence, extend the class of programs to include more data dependent constructs through the use of fuzzy dataflow analysis and extend the equivalence checker to handle general reductions.
