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Dedicated to the memory of Boris Anatol’evich Dubrovin, with admiration
Abstract
For an arbitrary solution to the Burgers-KdV hierarchy, we define the tau-vector (τ1, τ2)
of the solution. We then introduce certain linear maps and derive an explicit formula for
the product τ1τ2. Applications to an extension of the generalized BGW tau-function and
to the open partition function are given.
1 Introduction
The Bre´zin–Grosss–Witten (BGW) partition function was introduced in [9, 19]. Recently,
Norbury [27] constructed a new cohomology class on the moduli space of closed Riemann
surfaces. It has been proved [27] that the partition function of the intersection numbers of the
Norbury class coupling ψ-classes coincides with the BGW partition function. Recalling another
recent construction about the moduli space of open Riemann surfaces [28] (cf. also [11]), we
consider in this article an extension of the BGW partition function, that should serve as the
partition function of intersection numbers of certain extended version of the Norbury class
coupling the descendants on the open and closed Riemann surfaces. Considering that there is
a one-parameter generalization of the BGW partition function given in [1], we will perform the
extension for an arbitrary value of the parameter.
Denote by A(w,ρ) the ring of polynomials of wx, ρx, wxx, ρxx, . . . with coefficients being
smooth functions of w, ρ. The Burgers-KdV integrable hierarchy [10] is defined as the fol-
lowing pairwise commuting system of non-linear PDEs:
∂w
∂q2n−1
= ∂xK2n−1,
∂w
∂q2n
= 0, n ≥ 1, (1.1)
∂ρ
∂q2n−1
= ∂xR2n−1,
∂ρ
∂q2n
= ∂xR2n, n ≥ 1, (1.2)
where Kn, Rn ∈ A(w,ρ) are defined recursively by
K1 = w, K2 = 0, R1 = ρ, R2 = ρ
2 + ρx + 2w, (1.3)
∂xK2n+1 =
(
2w∂x + wx +
1
4
∂3x
)
K2n−1, (1.4)
R2n+1 =
(
∂2x + 2ρ∂x + ρ
2 + ρx + 2w
)
R2n−1 +
(
ρ+
3
2
∂x
)
K2n−1, (1.5)
R2n+2 =
(
∂2x + 2ρ∂x + ρ
2 + ρx + 2w
)
R2n, n ≥ 0. (1.6)
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The n = 1 flow reads
∂w
∂q1
= wx
∂ρ
∂q1
= ρx.
Therefore, we can identify the variable q1 with x. Note that equations (1.1) are the KdV inte-
grable hierarchy. Hence, the Burgers-KdV hierarchy can be viewed as an integrable extension
of (1.1); for more details about the Burgers-KdV hierarchy see [10].
Recall that the canonical tau structure [17, 16] of the KdV hierarchy is defined as the unique
family of elements (Ωi,j)i,j≥1 ∈ Aw satisfying
Ω1,1 = w, Ωi,j = Ωj,i,
∂Ωi,j
∂q2k−1
=
∂Ωi,k
∂q2j−1
, ∀ i, j, k ≥ 1 (1.7)
along with the normalization condition Ωi,j|wkx=0,k≥0 = 0. Here, Aw ⊂ A(w,ρ) denotes the ring
of polynomials of wx, wxx, . . . with coefficients being smooth functions in w. For the existence
of Ωi,j see e.g. [17, 16]. Inspired by the open and closed intersection numbers [7, 10, 11, 28]
and by the tau-structure of the Burgers hierarchy [15], we will define the tau-vector structure
for the Burgers–KdV hierarchy. Indeed, observe that
∂Ri
∂qj
=
∂Rj
∂qi
, ∀ i, j ≥ 1. (1.8)
Combining with (1.7) we arrive at the following lemma.
Lemma 1.1 For an arbitrary solution (w, ρ) in C[[q]]2 to the Burgers-KdV hierarchy, there
exists (τ1, τ2) ∈ C[[q]]
2, such that
∂2 log τ1
∂q2i−1∂q2j−1
= Ωi,j,
∂2 log τ1
∂q2i∂qj
= 0, ∀ i, j ≥ 1, (1.9)
∂ log τ2
∂qi
= Ri, ∀ i ≥ 1. (1.10)
Moreover, the vector (τ1, τ2) is uniquely determined by (w, ρ) up to the freedom described by
(τ1, τ2) 7→
(
τ1e
β0+
∑
n≥1 βnqn , τ2e
α0
)
, (1.11)
where βn, n ≥ 0 and α0 are an arbitrary constant.
We call (τ1, τ2) the tau-vector of the solution (w, ρ) to the Burgers-KdV hierarchy, and call the
product τ1 · τ2 =: τE the tau-function for the Burgers-KdV hierarchy. Equations (1.9)–(1.10)
for i = j = 1 read
w = ∂2x log τ1, ρ = ∂x log τ2. (1.12)
As it was proven in [5], the Dubrovin-Zhang type tau-function τ1 for the KdV hierarchy is
also a Sato type tau-function; vice versa. To proceed we first recall some notations. Denote
by Y the set of all the partitions. For each partition λ ∈ Y, denote by ℓ(λ) the length of λ,
by |λ| the weight, and by (m1, . . . ,mr|n1, . . . , nr) the Frobenius notation (cf. [25]). The Schur
polynomial associated to λ is defined as follows:
sλ := det (hλi−i+j)1≤i,j≤ℓ(λ) , (1.13)
2
where {hk}k≥0 are polynomials in C[q] defined by the generating function∑
k≥0
hkz
k = exp
(∑
n≥1
qnz
n
)
. (1.14)
According to the Sato theory, the component τ1, can be expressed as the linear combination
of the Schur polynomials with coefficients being the Plu¨cker coordinates, i.e.,
τ1 = c0
∑
λ∈Y
πλsλ. (1.15)
Here, c0 is a nonzero constant that is irrelevant of the study and is often taken as 1, and
πλ := (−1)
∑r
i=1 ni det
(
Ami,nj
)
1≤i,j≤r
(1.16)
with Am,n, m,n ≥ 0 being the affine coordinates [18, 32, 7, 33] for the point of Sato Grassman-
nian corresponding to τ1. In this paper, we will derive explicit expressions for τ1τ2.
Before presenting the results, we introduce further some notations. Note that the Schur
polynomials form a basis of C[[q]], and define a sequence of linear operators Tn : C[[q]]→ C[[q]]
in the following way:
Tn(sλ) =
{
(−1)is(λ1−1,...,λi−1,n+i,λi+1,...,λℓ(λ)), if λi > n+ i ≥ λi+1, for some i,
0, otherwise.
(1.17)
Here we set λ0 = +∞ and λℓ(λ)+1 = 0. The operator T0 has the alternative expression:
T0
(
s(m1,...,mr |n1,...,nr)
)
=
{
(−1)rs(m1−1,...,mr−1|n1+1,...,nr+1) mr ≥ 1,
0 mr = 0.
(1.18)
Note that for each n ≥ 0, the linear operator Tn induces the linear transformation on SpanC(Y),
denoted again by Tn. The first result of the paper is given by the following proposition.
Proposition 1.2 Let (w, ρ) be an arbitrary solution in C[[q]]2 to the Burgers-KdV hierar-
chy (1.1)–(1.2), and (τ1, τ2) ∈ C[[q]]
2 its tau-vector with τ2(0) chosen as 1. There exists a
unique sequence of numbers b1, b2, b3, . . . , such that
τ1 · τ2 = Q ◦ T0 ◦Q
−1 (τ1) , (1.19)
where Q = e
∑
k≥1 kbkqk denotes the multiplication operator on C[[q]].
The proof is in Section 3.
Noticing that Q ◦ T0 ◦ Q
−1 is a linear operator and using (1.15), we will simplify (1.19)
via computing the action of Q ◦ T0 ◦Q
−1 on each single Schur polynomial. Let us present the
results here, and leave the details of calculations to Section 3. For λ ∈ Y, define π−λ = −πλ.
Let cνλµ, λ, µ, ν ∈ Y denote the Littlewood-Richardson coefficients [24]:
sλ · sµ =:
∑
ν∈Y
cνλµsν . (1.20)
For λ, µ, ν ∈ Y, we set cνλ,−µ := −c
ν
λ,µ. Define a sequence of numbers g0, g1, g2, g3, . . . by∑
n≥0
gnz
−n := e
∑
k≥1 bkz
−k
. (1.21)
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Proposition 1.3 The tau-function τ
E
has the expression
τ
E
=
∑
λ∈Y
sλ
∑
0≤k≤|λ|
µ∈T−1
k
(λ)
gkπµ. (1.22)
Alternatively, denoting b := (b1, b2, b3, . . . ), we have
τE =
∑
λ∈Y
sλ
∑
α,µ,ν∈Y
β∈Y\Ker(T0)
παc
β
µαc
λ
ν,T0(β)
sµ(−b)sν(b). (1.23)
Observe that for a hook partition λ with the Frobenius notation (m|n),
T−1k (λ) =


{∅}, n = 0, k = m+ 1,
{(0|n − 1)}, n ≥ 1, k = m+ 1,
{−(m+ 1|n− 1)}, n ≥ 1, k = 0,
∅, otherwise.
(1.24)
Then from (1.22) we see that the coefficient of s(m|n) in τE , denoted by cm,n, has the more
explicit expression:
cm,n =
{
gm+1, n = 0,
(−1)n(gm+1A0,n−1 −Am+1,n−1), n ≥ 1.
(1.25)
Together with Theorem B.1 and the formula similar to (1.15) for the KP hierarchy, we have
Corollary 1.4 The tau-function τ
E
has the following explicit expression:
τE =
∑
λ∈Y
π′λsλ. (1.26)
Here for a partition λ = (m1, . . . ,mr|n1, . . . , nr), π
′
λ = det
(
cmi,nj
)
1≤i,j≤r
.
We proceed with defining the extension of the generalized BGW tau-function. Consider
the solution to the Burgers-KdV hierarchy (1.1)-(1.2) specified by the initial condition
w|q2=q3=···=0 =
C
(1− x)2
, ρ|q2=q3=···=0 = 0, (1.27)
where C is an arbitrarily given constant (N =
√
1
4 − 2C corresponds to the parameter in [3]).
We call this solution the generalized BGW solution to the Burgers-KdV hierarchy, denoted
by (wΘ(C) , ρΘ(C)). Let (τΘ(C)1 , τ
Θ(C)
2 ) be the tau-vector of (w
Θ(C) , ρΘ(C)). As in [3, 6, 14, 16] we
normalize the first component τΘ(C)1 by
∑
k≥0
(2k + 1)(q2k+1 − δk,0)
∂τΘ(C)1
∂q2k+1
+ C τΘ(C)1 = 0. (1.28)
and by requiring ∂τΘ(C)1 /∂q2n = 0, call it the generalized BGW tau-function. We normalize the
second component τΘ(C)2 by requiring
τΘ(C)2 (0) = 1. (1.29)
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We note that when the parameter C is taken to be 1/8, the first component τΘ(C)1 becomes the
BGW tau-function. Norbury [27] proves the following identity:
τ
Θ(18 )
1 = exp
(∑
n≥1
∑
i1,...,in≥0
1
n!
n∏
k=1
(2ik + 1)!!q2ik+1
∫
Mg,n
Θg,nψ
i1
1 · · ·ψ
in
n
)
. (1.30)
Here Θg,n are certain cohomology classes [27]. Our next result is given by the following theorem.
Theorem 1.5 Define a sequence of numbers gΘ(C)n by
gΘ(C)0 = 1, g
Θ(C)
n = (n− 1)!
n∑
k=1
1
k!(k − 1)!
k∏
i=1
(
C +
i(i− 1)
2
)
, n ≥ 1. (1.31)
Define b1, b2, b3, . . . via
∑
k≥1 bkz
−k = log
∑
n≥0 g
Θ(C)
n z−n, and denote by Q = e
∑
k≥1 kbkqk the
multiplication operator. The following identity holds true:
τΘ(C)2 =
1
τΘ(C)1
Q ◦ T0 ◦Q
−1
(
τΘ(C)1
)
. (1.32)
Moreover, τΘ(C)E := τ
Θ(C)
1 τ
Θ(C)
2 satisfies the following linear equation:
∑
n≥1
nq˜n
∂τΘ(C)E
∂qn
+ C τΘ(C)E = 0, q˜n = qn − δn,1. (1.33)
Recall that the explicit expression for the affine coordinates AΘ(C)m,n of the point of the Sato
Grassmannian corresponding to τΘ(C)1 was obtained in [16]:
AΘ(C)m,n = (−1)
m
∑
r≥m+1,s≥0
r+s=m+n+1
r − s
r + s
aras, ak :=
(−1)k
k!
k∏
i=1
(
C +
(
i
2
))
. (1.34)
Define πΘ(C)λ via (1.16) with Am,n replaced by A
Θ(C)
m,n . Combining with (1.22) we arrive at
Corollary 1.6 The tau-function τΘ(C)E has the form
τΘ(C)E =
∑
λ∈Y
sλ
∑
0≤k≤|λ|
µ∈T−1
k
(λ)
gΘ(C)k π
Θ(C)
µ . (1.35)
For the reader’s convenience we list the first few coefficients of τΘ(C)E in Appendix A.
Propositions 1.2 and 1.3 also apply to the topological solution to the Burgers-KdV hierarchy,
denoted by (wWK , ρWK), which is specified by the initial condition
wWK |q2=q3=···=0 = x, ρ
WK |q2=q3=···=0 = 0. (1.36)
This solution governs the open and closed intersection numbers [28, 10, 11]. Let τWK1 be the
tau-function of the solution wWK to the KdV hierarchy, normalized by the string equation:
∑
n≥0
(2n+ 1) (q2n+1 − δn,1)
∂τWK1
∂q2n+1
+
x2
2
τWK1 = 0. (1.37)
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The explicit expression for the affine coordinates AWKm,n for the point of the Sato Grassmannian
corresponding to τWK1 was first obtained in [32] and later re-proved in [4]:
AWK3m−1,3n = A
WK
3m−3,3n+2
=
(−1)n
36m+n
(6m+ 1)!!
(2m+ 2n)!
n−1∏
j=0
(m+ j)
n∏
j=1
(2m+ 2j − 1)
(
B(n,m) +
2n(6n + 1)!!
(6m+ 1)(2n)!
)
, (1.38)
AWK3m−2,3n+1
=
(−1)n+1
36m+n
(6m+ 1)!!
(2m+ 2n)!
n−1∏
j=0
(m+ j)
n∏
j=1
(2m+ 2j − 1)
(
B(n,m) +
2n(6n + 1)!!
(6m− 1)(2n)!
)
, (1.39)
where n ≥ 0, m ≥ 1 and B(n,m) are defined as
B(n,m) :=
1
6
n∑
j=1
108j
2n−j(6n− 6j + 1)!!
(2n − 2j)!
Γ(m+ n+ 1)
Γ(m+ n+ 2− j)
. (1.40)
Recall from [11] that the values gn for the topological solution are given by
gWKn =
{ ∑m
i=0
3i(6m−6i)!
288m−i(2m−2i)!(3m−3i)!
∏i
j=1(m+
1
2 − j), n = 3m,
0, otherwise.
(1.41)
Define πWKλ via (1.16) with Am,n replaced by A
WK
m,n. Using (1.22) we then arrive at
Corollary 1.7 The power series τWK
E
has the following expression:
τWK
E
=
∑
λ∈Y
sλ
∑
0≤k≤|λ|
µ∈T−1
k
(λ)
gWKk π
WK
µ . (1.42)
Organization of the paper In Section 2, we will recall about some basics about the KdV
hierarchy. In Section 3, we prove Propositions 1.2 and 1.3. In Section 4, we prove Theorem 1.5.
Besides, we give a new proof of a result of Alexandrov in Appendix B.
AcknowledgementWe are grateful to Si-Qi Liu and Youjin Zhang for very helpful suggestions
and encouragements. D.Y. is grateful to Boris Dubrovin and Don Zagier for their advice. The
work receives supports from a national research grant.
2 A brief review of the KdV hierarchy
In this section, we recall some basics about the KdV hierarchy (1.1). It is well known that this
hierarchy can be written into the Lax form
∂L
∂qn
=
[(
L
n
2
)
+
, L
]
, n ≥ 1, (2.1)
where L := ∂2x+2w(x). Here, for the meaning of L
n/2 see e.g. [13]. For any solution w ∈ C[[q]]
to the KdV hierarchy1, there exists [13, 16] a pseudo-differential operator P =
∑
i≥0 φi∂
−i
x ∈
1Usually the even flows are not included. Since these flows vanish and are therefore trivial, we have added
them in (1.1). In other words, we understand in the way that (1.1) provide solutions for the KP hierarchy.
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C[[q]][[∂−1x ]], φ0 := 1 satisfying the followings:
L = P ◦ ∂2x ◦ P
−1, (2.2)
∂P
∂qn
= −
(
L
n
2
)
−
◦ P, ∀n ≥ 1. (2.3)
The formal adjoint operator of P is defined by
P ∗ :=
∑
i≥0
(−∂x)
−i ◦ φi =:
∑
n≥1
φ∗i ∂
−i
x . (2.4)
For each solution w, define the wave function ψ and its dual by
ψ := ψ(q; z) =
∑
i≥0
φiz
−ie
∑
n≥1 qnz
n
, (2.5)
ψ∗ := ψ∗(q; z) =
∑
i≥0
φ∗i z
−ie−
∑
n≥1 qnz
n
. (2.6)
Then ψ and ψ∗ satisfy the following linear equations:
Lψ = z2ψ, Lψ∗ = z2ψ∗, (2.7)
∂ψ
∂qn
=
(
L
n
2
)
+
ψ,
∂ψ∗
∂qn
=
(
(L∗)
n
2
)
+
ψ∗, ∀n ≥ 1. (2.8)
The following lemma was proven in e.g. [12].
Lemma 2.1 ([12]) The following bilinear identity holds true:
resz=∞ ψ(q; z)ψ
∗(q′; z)dz = 0, ∀q = (q1, q2, . . . ),q
′ = (q′1, q
′
2, . . . ). (2.9)
According to the Sato theory [29, 12, 13], there exists a (unique up to a multiplicative
constant) formal series τ(q) satisfying
ψ (q; z) =
τ(q−
[
z−1
]
)
τ(q)
e
∑
n≥1 qnz
n
, ψ∗ (q; z) =
τ(q+
[
z−1
]
)
τ(q)
e−
∑
n≥1 qnz
n
. (2.10)
where
[
z−1
]
:=
(
1
z ,
1
2z2
, 1
3z3
, . . .
)
. The series τ(q) is called the Sato type tau-function of the
solution w for the KdV hierarchy, which will play an important role in the later sections.
Observe that the above φi and φ
∗
i , i ≥ 0 do not depend on q2, q4, q6, . . . . Therefore, if we view
q2, q4, q6, . . . as constants, then as it was proved in [16] the ψ and ψ
∗ defined by (2.5)–(2.6)
satisfy the pair condition of [16]. This statement is applied in several places of this paper.
3 Proofs of Propositions 1.2 and 1.3
The goal of this section is to prove Propositions 1.2 and 1.3.
The following lemma, that will play a fundamental rule, generalizes a result of Buryak [11].
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Lemma 3.1 Let (w, ρ) ∈ C[[q]]2 be an arbitrary solution to the Burgers-KdV hierarchy, and
let (τ1, τ2) ∈ C[[q]]
2 be its tau-vector with a fixed choice (1.11). There exists a unique series
g(z) =
∑
n≥0
gnz
−n ∈ C[[z−1]], gn ∈ C, g0 6= 0, (3.1)
such that the component τ2 has the expression
τ2 = − resz=∞ g(z)
τ1
(
q−
[
z−1
])
τ1(q)
e
∑
n≥1 qnz
n dz
z
. (3.2)
Proof According to [5], the Dubrovin–Zhang type tau-function τ1 of the solution w for the
KdV hierarchy defined by (1.9) is also a Sato type tau-function of w, i.e., the ψ defined by
ψ(q; z) :=
τ1
(
q−
[
z−1
])
τ1(q)
e
∑
n≥1 qnz
n
is a wave function (2.8) of the KP hierarchy. Let us define a sequence of number gn, n ≥ 0
g0 = τ2(0), (3.3)
gn = (∂
n
x τ2)(0) +
n∑
k=0
min{k,n−1}∑
i=0
resz=∞
gidz
zk−i+1
∂n−kx
τ1(x−
1
z ,−
1
2z2
, . . . )
τ1(x, 0, . . . )
∣∣∣∣∣
x=0
, n ≥ 1. (3.4)
Define g(z) =
∑
n≥0 gnz
−n, and define τ˜2 ∈ C[[q]] by τ˜2 = − resz=∞ g(z)ψ(q; z)
dz
z . From the
definition of gn we have
τ˜2(x, 0, . . . ) = τ2(x, 0, . . . ). (3.5)
Using (2.8) we know that ∀n ≥ 1,
∂τ˜2
∂qn
=
(
L
n
2
)
+
(τ˜2) , (3.6)
where L = ∂2x + w. According (1.10) and [10], the second component τ2 satisfies
∂τ2
∂qn
=
(
L
n
2
)
+
(τ2) , ∀n ≥ 1. (3.7)
Combining the formulae (3.5)–(3.7), we obtain τ2 = τ˜2. The uniqueness follows from the
requirement of (3.2) at q2 = q3 = · · · identically in q1. The lemma is proved. 
Lemma 3.2 For each n ≥ 1 and λ ∈ Y, we have
Tn(sλ) = detMn,λ1,...,λℓ(λ). (3.8)
where Mk1,...,km denotes the matrix (hki−i+j)1≤i,j≤m for m ≥ 1, k1, . . . , km ∈ Z.
The proof of this lemma is elementary and we omit its details.
Lemma 3.3 The transformation T0 defined by (1.18) satisfies
T0(f) = − resz=∞ f
(
q−
[
z−1
])
e
∑
n≥1 qnz
n dz
z
, ∀f ∈ C[[q]]. (3.9)
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Proof Due to the linearity and the fact that Schur polynomials form a basis of C[[q]], it suffices
to show (3.9) for f = sλ, λ ∈ Y. By Lemma 3.2 we have
T0(sλ) = detM0,λ1,...,λℓ(λ) . (3.10)
Hence it suffices to prove that the right-hand side of (3.9) is equal to detM0,λ1,...,λℓ(λ) . Indeed,
we obtain from (1.14) that
∑
k≥0
hk
(
q−
[
z−1
])
yk = exp
(∑
k≥1
(
qk −
1
kzk
)
yk
)
= exp
(∑
k≥1
qky
k
)(
1−
y
z
)
. (3.11)
It follows that
hk
(
q−
[
z−1
])
= hk(q)−
1
z
hk−1(q), ∀ k ≥ 1. (3.12)
Therefore
sλ
(
q−
[
z−1
])
= det
(
hλi−i+j −
1
z
hλi−i+j−1
)
1≤i,j≤ℓ(λ)
=:
ℓ(λ)∑
k=0
M [k]z−k, (3.13)
where M [k] := M [k](q) is just the (1, k + 1)-th cofactor of the matrix M0,λ1,...,λℓ(λ) . Now the
right-hand side of (3.9) can be simplified to
− resz=∞
(ℓ(λ)∑
k=0
M [k]z−k
)(∑
k≥0
hkz
k
)
dz
z
=
ℓ(λ)∑
k=0
hkM
[k] = detM0,λ1,...,λℓ(λ) . (3.14)
The lemma is proved. 
We notice that similarly with (3.9), we have the following formula:
− resz=∞ s(m1,...,mr |n1,...,nr)
(
q+
[
z−1
])
e−
∑
n≥1 qnz
n dz
z
= (−1)rs(m1+1,...,mr+1|n1−1,...,nr−1)(q), (3.15)
if nr ≥ 1; and the left-hand side vanishes, if nr = 0.
Now we are ready to prove Proposition 1.2 given in the introduction.
Proof of Proposition 1.2 By using Lemma 3.1, we can find a series g(z) ∈ C[[z−1]] such that
τ1τ2 = − resz=∞ g(z)τ1(q−
[
z−1
]
)e
∑
n≥1 qnz
n dz
z
. (3.16)
Consider the expansion
log g(z) =: b0 +
∑
k≥1
bkz
−k. (3.17)
and denote Q := e
∑
k≥1 kbkqk . By using the identity (3.16) and Lemma 3.3, we have
Q−1(τ1) · τ2 = − resz=∞
(
Q−1τ1
)
(q−
[
z−1
]
)e
∑
n≥1 qnz
n dz
z
= T0 ◦Q
−1(τ1).
The proposition is proved. 
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Lemma 3.4 Let Q := e
∑
k≥1 kbkqk denote the multiplication operator. We have
Q ◦ T0 ◦Q
−1 (sλ) =
∑
n≥0
hn(b)Tn(sλ). (3.18)
Proof By using Lemma 3.3 and Lemma 3.2 we have
Q ◦ T0 ◦Q
−1 (sλ) =− resz=∞ e
∑
k≥1 bkz
−k
sλ
(
q−
[
z−1
])
e
∑
n≥1 qnz
n dz
z
=
∑
n,m≥0
hn(b)hm(q)z
m−n
ℓ(λ)∑
k=0
M [k]z−k
=
∑
n≥0
hn(b) detMn,λ1,...,λℓ(λ).
The lemma is proved. 
We are now ready to prove Proposition 1.3.
Proof of Proposition 1.3 By using Proposition 1.2 and Lemma 3.4, it is easy to see that
τ
E
=
∑
λ∈Y
πλ ·Q ◦ T ◦Q
−1(sλ) =
∑
λ∈Y
πλ
∑
n≥0
hn(b)Tn(sλ), (3.19)
which is nothing but an equivalent form of (1.22). Next we are to show (1.23). It is known [25]
that the following identity holds true:
e
∑
k≥1 kqkq
′
k =
∑
λ∈Y
sλ(q)sλ(q
′). (3.20)
Then we have
Q ◦ T0 ◦Q
−1(sλ) =
∑
ν∈Y
sν(b)sν(q)T0

∑
µ∈Y
cβαµsµ(−b)sβ(q)


=
∑
λ,µ∈Y
β∈Y\Ker(T0)
cβαµc
λ
ν,T0(β)
sµ(−b)sν(b)sλ(q).
Formula (1.23) is then obtained in a similar way with (3.19). The proposition is proved. 
For the reader’s convenience we provide in below a few Littlewood-Richardson coefficients
cβαµ that appear in the above proof:
s(3)s(3) = s(6) + s(5,1) + s(4,2) + s(3,3),
s(3)s(2,1) = s(5,1) + s(4,2) + s(4,1,1) + s(3,2,1),
s(3)s(1,1,1) = s(4,1,1) + s(3,1,1,1),
s(2,1)s(2,1) = s(4,2) + s(4,1,1) + s(3,3) + 2s(3,2,1) + s(3,1,1,1) + s(2,2,2) + s(2,2,1,1),
s(2,1)s(1,1,1) = s(3,2,1) + s(3,1,1,1) + s(2,2,1,1) + s(2,1,1,1,1),
s(1,1,1)s(1,1,1) = s(2,2,2) + s(2,2,1,1) + s(2,1,1,1,1) + s(1,1,1,1,1,1).
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For the case of the topological solution to the Burgers–KdV hierarchy, it was conjectured
by Witten [31] and proved by Kontsevich the following identity [23]:
τWK1 = exp

∑
n≥1
∑
i1,...,in≥0
1
n!!
n∏
k=1
(2ik + 1)!!q2ik+1
∫
Mg,n
ψi11 · · ·ψ
in
n

 , (3.21)
where τWK1 is defined by (1.36)–(1.37). The second component τ
WK
2 in the tau-vector of the
topological solution plays the role of the partition function for the open intersection num-
bers [28, 10, 11]. From Corollary 1.7 and a straightforward computation, we obtain the first
few terms of τWK
E
as follows:
τWK
E
= 1 +
41
24
s(3) −
5
24
s(2,1) −
7
24
s(1,1,1) +
9241
1152
s(6) −
385
1152
s(5,1) −
455
1152
s(4,1,1) +
205
576
s(3,3)
+
287
576
s(3,2,1) +
25
1152
s(3,1,1,1) −
35
576
s(2,2,2) −
385
1152
s(2,1,1,1,1) −
455
1152
s(1,1,1,1,1,1) + · · · , (3.22)
which agree with the computations in [22]. We hope that Corollary 1.7 could be helpful in
understanding open and closed intersection numbers.
4 The extended generalized BGW tau-function
In this section, following [11] and [7] we prove Theorem 1.5. We also prove that the extended
generalized BGW tau-function with some particularly chosen value of C is a polynomial.
Let (wΘ(C) , ρΘ(C)) and (τΘ(C)1 , τ
Θ(C)
2 ) be defined in Introduction (cf. (1.27)–(1.29)). According
to [5], the series τΘ(C)1 is also the Sato type tau-function of the solution (w
Θ(C) , ρΘ(C)) for the
KdV hierarchy. Therefore, as mentioned in Section 2, the ψ
Θ(C)
:= ψ
Θ(C)
(q; z) and ψ∗
Θ(C)
:=
ψ∗
Θ(C)
(q; z) defined by
ψ
Θ(C)
=
τΘ(C)1
(
q−
[
z−1
])
τΘ(C)1 (q)
e
∑
n≥1 qnz
n
, ψ∗
Θ(C)
=
τΘ(C)1
(
q+
[
z−1
])
τΘ(C)1 (q)
e−
∑
n≥1 qnz
n
, (4.1)
form a pair of wave and dual wave functions of wΘ(C) for the KdV hierarchy. To proceed we
introduce the notations:
K
Θ(C)
:= τΘ(C)1 ψΘ(C) , fΘ(C)(x, z) := ψΘ(C)
∣∣
q2=q3=···=0
, (4.2)
K∗
Θ(C)
:= τΘ(C)1 ψ
∗
Θ(C)
, f∗
Θ(C)
(x, z) := ψ∗
Θ(C)
∣∣
q2=q3=···=0
, (4.3)
LExt0 :=
∑
n≥1
nq˜n
∂
∂qn
+ C, q˜n := qn − δn,1. (4.4)
Lemma 4.1 The following formulae hold true:
LExt0 KΘ(C) = (z∂z − z)KΘ(C) , (4.5)
LExt0 K
∗
Θ(C)
= (z∂z + z)K
∗
Θ(C)
, (4.6)
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Proof Performing a shift q 7→ (q−
[
z−1
]
) to the identity (1.28), we obtain
∑
k≥0
(
(2k + 1)q˜2k+1 −
1
z2k+1
)
∂τΘ(C)1
∂q2k+1
(q−
[
z−1
]
) + C τΘ(C)1 (q−
[
z−1
]
) = 0. (4.7)
Then the left-hand side of (4.5) is equal to
e
∑
n≥1 qnz
n
(∑
k≥0
(2k + 1)q˜2k+1
∂τΘ(C)1
(
q−
[
z−1
])
∂q2k+1
+ τΘ(C)1
(
q−
[
z−1
])(∑
n≥1
nq˜nz
n + C
))
= e
∑
n≥1 qnz
n∑
k≥0
z−2k−1
∂τΘ(C)1
(
q−
[
z−1
])
∂q2k+1
+K
Θ(C)
∑
n≥1
nq˜nz
n
= (z∂z − z)KΘ(C) . (4.8)
The proof for (4.6) is similar. The lemma is proved. 
The next lemma was obtained in [16], and we will provide a new proof of it using the
method given in [11].
Lemma 4.2 ([16]) The following formulae are true:
f
Θ(C)
= e−xz
∑
n≥0
θn
zn(1− x)n
, f∗
Θ(C)
= exz
∑
n≥0
(−1)nθn
zn(1− x)n
, (4.9)
where θn := (−1)
n
∏n−1
i=0 (C +
i(i+1)
2 )/n!, n ≥ 0.
Proof Setting q2 = q3 = · · · = 0 in (4.5) we have
(x− 1)∂xfΘ(C) = (z∂z − z)fΘ(C) . (4.10)
Then there exists a formal series θ(z) ∈ C[[z−1]] such that f
Θ(C)
= e−xzθ
(
z (1 − x)
)
. Setting
q2 = q3 = · · · = 0 in formula (2.7) we have
∂2xfΘ(C) +
(
2C − z2
)
f
Θ(C)
= 0. (4.11)
It follows that θ(z) satisfies the ODE:(
z2∂2z − 2z
2∂z + 2C
)
θ(z) = 0. (4.12)
The rest of the proof can be found in [16]. The proof of the second equality is similar. 
We are ready to prove Theorem 1.5 using the method of [11] improved in [7].
Proof of Theorem 1.5 Due to Lemma 3.1, there exists a series g(z) of the form (3.1) satisfying
τΘ(C)2 = − resz=∞ g(z)
τΘ(C)1 (q−
[
z−1
]
)
τΘ(C)1 (q)
e
∑
n≥1 qnz
n dz
z
. (4.13)
Using (1.29) we find g0 = 1. Using Lemma 4.1 we have
LExt0 (τ
Θ(C)
E ) = τ
Θ(C)
1 resz=∞
(
g′(z) + g(z)
)
ψ
Θ(C)
dz. (4.14)
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It follows from (1.28), (1.12) and (1.27) that
LExt0 (τ
Θ(C)
E )
∣∣
q2=q3=···=0
≡ 0. (4.15)
Thus taking q2 = q3 = · · · = 0 on the both sides of (4.14) we find
resz=∞
(
g′(z) + g(z)
)
f
Θ(C)
(x, z)dz ≡ 0. (4.16)
Since ψ
Θ(C)
satisfies equations (2.8), it follows from (4.18) that
resz=∞(g
′(z) + g(z))ψ
Θ(C)
(q; z)dz ≡ 0. (4.17)
Following [7] we employ the bilinear identity (2.9) with q = (x,0), q′ = (x′,0), and we find
resz=∞ f
∗
Θ(C)
(x′, z)f
Θ(C)
(x, z)dz ≡ 0. (4.18)
Further taking x′ = 0 and using Lemma 4.2 we find that
resz=∞ θ(−z)fΘ(C)(x, z)dz ≡ 0. (4.19)
Comparing (4.16) and (4.19), and using the uniqueness nature we find that g(z) must satisfy
g′(z) + g(z) = θ(−z). (4.20)
Obviously, solution to (4.20) of the form (3.1) is unique. By solving (4.20) we finally obtain that
g(z) = 1 +
∑
n≥1 g
Θ(C)
n z−n with g
Θ(C)
n being given by (1.31). The identities (1.32) and (1.33)
are proved. 
It was shown in [3] that if C = −m(m+1)/2 for some non-negative integerm, the generalized
BGW tau-function τΘ(C)1 is a polynomial. We find in the next proposition that when m is even,
the tau-function τΘ(C)E is also a polynomial.
Proposition 4.3 For C = −m(m+ 1)/2, m ∈ Z≥0, if m is even, then τ
Θ(C)
E is a polynomial.
Proof Define g(z) =
∑
k≥0 g
Θ(C)
k z
−k. Using Theorem 1.5 we find
g(z) =
m−1∑
k=0
gΘ(C)k
zk
+ am
∑
k≥m
(k − 1)!
zk
, (4.21)
where
am =
m∑
k=1
∏k−1
i=0
(
−m(m+1)2 +
i(i+1)
2
)
k!(k − 1)!
. (4.22)
One can show that the numbers am satisfy
am =
1
m!
f (m)(0), f(z) := −z
(
1 + z2
)− 3
2 . (4.23)
Since m is even, we find am is zero. Then from (4.21) it follows that g(z) is a polynomial in
1/z. Combining this with the polynomiality property of the component τΘ(C)1 , one can see
g(z)τΘ(C)1
(
q−
[
z−1
])
∈ C[q][z−1]. (4.24)
Recall the formula (1.32) and rewrite it into
τΘ(C)E = − resz=∞ g(z)τ
Θ(C)
1
(
q−
[
z−1
])
e
∑
n≥1 qnz
n dz
z
. (4.25)
We conclude from (4.24) and (4.25) that τΘ(C)E is a polynomial. 
13
A The first few coefficients of τ
Θ(C)
E
λ Coefficient of sλ
(1) C
(2) C(C + 3)/2
(1, 1) C(C − 1)/2
(3) C(C + 3)(C + 7)/6
(2, 1) C(C + 3)(2C − 1)/6
(1, 1, 1) C(C + 1)(C − 3)/6
(4) C(C + 3)(C + 9)(C + 10)/24
(3, 1) C(C + 3)(C2 + 7C − 2)/8
(2, 2) C2(C + 1)(C + 3)/12
(2, 1, 1) C(C + 1)(C + 3)(C − 2)/8
(1, 1, 1, 1) C(C + 1)(C + 3)(C − 6)/24
(5) C(C + 3)(C + 10)(C2 + 27C + 186)/120
(4, 1) C(C + 3)(C + 10)(2C2 − 3C − 30)/60
(3, 2) C2(C + 1)(C + 3)(C + 8)/24
(3, 1, 1) C(C + 1)(C + 3)(C2 + 6C − 10)/20
(2, 2, 1) C3(C + 1)(C + 3)/24
(2, 1, 1, 1) C(C + 1)(C + 3)(2C2 − 3C − 30)/60
(1, 1, 1, 1, 1) C(C + 1)(C + 3)(C + 6)(C − 10)/120
(6) C(C + 3)(C + 10)(C + 21)(C2 + 31C + 270)/720
(5, 1) C(C + 3)(C + 10)(C3 + 28C2 + 201C − 18)/144
(4, 2) C2(C + 1)(C + 3)(C + 10)(C + 11)/80
(4, 1, 1) C(C + 1)(C + 3)(C + 10)(C2 + 9C − 9)/72
(3, 3) C2(C + 1)(C + 3)2C(C + 10)/144
(3, 2, 1) C2(C + 1)(C + 3)(4C2 + 34C + 15)/180
(3, 1, 1, 1) C(C + 1)(C + 3)(C3 + 7C2 − 15C − 90)/72
(2, 2, 2) C2(C + 1)(C + 3)(C2 + C + 6)/144
(2, 2, 1, 1) C2(C + 1)(C + 3)(C2 + C − 10)/144
(2, 1, 1, 1, 1) C(C + 1)(C + 3)(C + 6)(C2 − 5C − 30)/144
(1, 1, 1, 1, 1, 1) C(C + 1)(C + 3)(C + 6)(C + 10)(C − 15)/720
B A novel proof of a result of Alexandrov
In this section, we give a new proof of a result of Alexandrov [2].
Let C((z−1)) be the linear space of formal series with finitely many terms of positive powers,
and consider the Sato Grassmannian GM as defined originally in [29]. A point W ∈ GM is
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a subspace of C((z−1)) which can be written as a linear span of a set of basis vectors. A
particular useful choice of basis of W is of the following form:
W = SpanC

zl +
∑
k≥0
Ak,lz
−k−1


l≥0
. (B.1)
Here the collection (Ak,l)k,l≥0 is called the affine coordinate of W . Note that such a choice is
not always possible: existence of basis of form (B.1) characterizes the big cell (See [30] for the
details). Given a point W ∈ GM , the affine coordinate, if exist, must be unique.
Define a family of numbers as follows:
π(m1,...,mr|n1,...,nr)(W ) := (−1)
∑r
i=1 ni det
(
Ami,nj
)
1≤i,j≤r
. (B.2)
Then according to [18, 4], the formal series defined by
τ
W
:=
∑
λ∈Y
πλ(W )sλ (B.3)
is a Sato type tau-function of the KP hierarchy, i.e., it satisfies the following bilinear identity:
resz=∞ τW
(
q−
[
z−1
])
τ
W
(
q′ +
[
z−1
])
e
∑
n≥1(qn−q
′
n)z
n
dz = 0. (B.4)
Theorem B.1 ([2]) If τ is a Sato type tau-function of the KP hierarchy, so is
τ ′ := − resz=∞ f(z)τ(q −
[
z−1
]
)e
∑
n≥1 qnz
n dz
z
, (B.5)
where f(z) = 1 +
∑
n≥1 fiz
−n ∈ C[[z−1]].
Proof By using Lemma 3.3, we can rewrite (B.5) as
τ ′ = Q ◦ T0 ◦Q
−1(τ), (B.6)
where Q = e−
∑
k≥1 kbkqk denotes the multiplication operator with b1, b2, . . . being numbers such
that log f(z) =
∑
k≥1 bkz
−k.
Let τ be the Sato type tau-function given by (B.3). We first show T0(τ) is a Sato type
tau-function. Define a point in GM as
W ′ := SpanC

zl −
∑
k≥0
Ak+1,l−1z
−k−1


l≥1
(B.7)
It is obvious that the affine coordinates
(
A′k,l
)
k,l≥0
of W ′ are given by
(A′k,l)k,l≥0 =


...
...
...
...
0 −A20 −A21 · · ·
0 −A10 −A11 · · ·

 . (B.8)
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Recall the expression (1.18) of T0. Then by using (B.3) and observing that
det(A′mi,nj)1≤i,j≤r =
{
(−1)r det(Ami+1,nj−1)1≤i,j≤r, nr ≥ 1,
0, nr = 0,
(B.9)
one can obtain that
T0(τ) = τW′ .
Hence T0(τ) is Sato type tau-function of the KP hierarchy. In other words, the transforma-
tion T0 has the property that it maps an arbitrary Sato type tau-function of the KP hierarchy
to another one. Obviously, the operator Q also has this property. Combining with (B.6), we
therefore conclude that the formal series τ ′ is also a Sato type tau-function. The theorem is
proved. 
Let us give a direct consequence of Proposition 1.3 and Corollary 1.4. For arbitrary numbers
Am,n, m,n ≥ 0 and gk, k ≥ 0 with g0 = 1, define cm,n by (1.25) and πλ by (1.16). Then for
any partition λ = (m1, . . . mr|n1, . . . , nr), the following identity holds true:
det
(
cmi,nj
)
1≤i,j≤r
=
∑
0≤k≤|λ|
µ∈T−1
k
(λ)
gkπµ =
∑
α,µ,ν∈Y
β∈Y\Ker(T0)
παc
β
µαc
λ
ν,T0(β)
sµ(−b)sν(b), (B.10)
where b := (b1, b2, . . . ) are defined via e
∑
k≥1 bkz
−k
=
∑
n≥0 gnz
−n.
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