Abstract. The uncertainty principle in R n says that it is impossible for a function and its Fourier transform to be simultaneously very rapidly decreasing. A quantitative assertion of this principle is Hardy's theorem. In this article we prove various generalisations of Hardy's theorem for Riemannian symmetric spaces of the noncompact type. In the case of the real line these results were obtained by Morgan and Cowling-Price.
Introduction
The uncertainty principle in harmonic analysis is the paradigm which says that it is impossible for a function and its Fourier transform to be simultaneously very rapidly decreasing. For instance in R n , the Paley-Wiener theorem tells us that the Fourier transform of an integrable function having compact support extends to an entire function on C n and hence it cannot be compactly supported unless the function is zero almost everywhere. One of the very first results generalising this situation is Hardy's theorem whose statement is the following. Hardy's theorem for R n also includes a statement for the limiting case αβ = 1/4. We do not discuss that situation here. Hardy's theorem can be generalised in various directions, e.g. we can have arbitrary conjugate exponent pairs (p, q) and also in the L p − L q context where p and q are not necessarily conjugate exponents. These generalisations are the strong version of Morgan's theorem and the Cowling-Price theorem for R n , respectively (cf. [2] ).
Theorem (Morgan, strong version). Let f : R n → C be measurable and assume that
where C, α, β are positive constants, 1 < p < ∞ and 1/p + 1/q = 1.
Theorem (Cowling-Price). Let f : R n → C be measurable and assume that
, where α, β are positive constants and 1 ≤ p, q ≤ ∞.
If αβ > 1/4 , then f = 0 almost everywhere. Remark 1.1. The two theorems above are not stated exactly in this form in [2] . However they may be derived rather easily from Beurling's theorem, namely Theorem 1.2 in [2] . We omit the details.
The aim of this article is to prove the exact analogues of these two theorems for Riemannian symmetric spaces of the noncompact type. We will state our results in the next section where we will introduce the necessary notation.
Notation and statement of results
If V is a finite dimensional real vector space, V * will denote its dual and V C its complexification. If λ ∈ V * C , then Re λ (resp. Im λ) will denote the real (resp. imaginary) part of λ. Let G be a connected noncompact semi-simple Lie group with finite centre, K ⊂ G a maximal compact subgroup, θ the corresponding Cartan involution and X = G/K the associated Riemannian symmetric space of the noncompact type. We will often identify (complex-valued) functions on X with their pullbacks to G without further comment. We recall that G has Iwasawa decomposition G = KAN and Cartan decomposition G = K Cl(A + )K where Cl stands for closure. We denote the Lie algebra of G by G. Analogous notation will be used for Lie algebras of subgroups of G. The Killing form of G will be denoted by B. The inner product on A as well as that on A * induced by the Killing form will be indicated by , and the corresponding norm by | |. We will denote by M the centraliser of A in K, and by B = K/M the 'boundary' of the symmetric space X. Let Σ(G, A) be the set of restricted roots. m α will be the multiplicity of the (restricted) root α. We choose, once and for all, a set of positive restricted roots which we denote by Σ + . The subset of positive indivisible restricted roots will be denoted by Σ + 0 . As usual, ρ will stand for the half-sum of the positive restricted roots, counted with multiplicities. The symbol W will be used for the (little) Weyl group.
Let o = eK denote the 'origin' in X and let d be the distance function on X induced by the Riemannian metric of X.
We denote by dx the G-invariant measure on X and by dk the normalised Haar measure of K. Let db be the K-invariant probability measure on B. We denote by da (resp. dn) the Haar measure on A (resp. N ). Finally dλ will denote Lebesgue measure on A * . These are all normalised as in [5, pp. 100-101] to which we refer for further explanation.
We will employ Helgason's definition of the Fourier transform on X ([5], Chapter 3), which is the appropriate Fourier transform in this context. Let H : G → A be the Iwasawa projection and let A :
Then A is real analytic. We recall that if f is a
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(complex-valued) function on X , the Fourier transformf is defined bỹ
for all λ ∈ A * C and b ∈ B for which this integral converges. We will also need the Radon transform on X and its relation with the Fourier transform. The Radon transform of a function f on X will be denoted by Rf . It is defined by
. This can be easily seen by considering the function
Now f is K-invariant and the Abel transform A :
Remark 2.1. Our definition of the Radon transform differs from that in [5] by the factor e ρ(log a) . Our definition is well adapted to our needs and has been previously employed in [1] . 
Here F denotes the Euclidean Fourier transform on A. We will utilise the above connection between the Fourier transform and the Radon transform repeatedly. We are now in a position to state our results. Theorem 1. Let f : X → C be measurable and assume that for all x ∈ X, λ ∈ A * and b ∈ B we have
Theorem 2. Let f : X → C be measurable and assume that for positive constants α and β we have If αβ > 1/4, then f = 0 almost everywhere.
Proof of the theorems
As mentioned earlier we will reduce the theorems to the Euclidean situation via the Radon transform. We will first prove the following proposition.
Proposition 1. Let
Proof. By the definition of Rf we have
where Ξ is the zonal spherical function with parameter 0. Let I denote the integral occurring in the last line of the previous formula. Recall that σ(an) ≥ σ(a) for all a ∈ A and n ∈ N . Hence for any 0 < α
where l 1 is any positive integer. Now 
whereC > 0 is a constant. Choosing m = 0 and l 1 = m 1 immediately yields our proposition.
Proof of Theorem 1. We havef = F (Rf ). Choose 0 < α 1 < α such that
Then Morgan's theorem for the vector group A says that for all b ∈ B, the function a → Rf (b, a) is equal to 0 almost everywhere on A. This implies that for all b ∈ B,f (λ, b) = 0 ∀λ ∈ A * , which in turn implies that the L 2 norm of f is zero by the Plancherel theorem for X. Hence f = 0 almost everywhere. Remark 3.1. In the case p = q = 2, Theorem 1 provides a proof of Hardy's theorem, which is different to the one given in [7] .
The proof of Theorem 2 is similar in spirit to that of Theorem 1 but is technically more involved. We first note that the case p = q = ∞ is contained in the previous theorem. Hence we can assume that at least one of p and q is finite. We will first assume that p and q are both finite. We begin with the following observation. Let f be as in Theorem 2 and let ψ ∈ D(K \ G/K), the space of smooth, compactly supported, K-bi-invariant functions on G. Let h = f * ψ where * denotes convolution. Note that h is a smooth function on G which is right K-invariant. We will first prove the following lemma.
Proof. Let
We have to show that I is finite. Now
We look at
Making the change of variable x = y −1 z, we obtain that
As a function of y ∈ G, I 1 is K-bi-invariant. Thus it is completely determined by its restriction to A. So let y = a ∈ A. Then we obtain
We now chooseα such that α 1 <α < α. Then we know that eαf ∈ L 1 (G). Hence letting |ψ| denote the L 1 norm of ψ, we get
This proves I < ∞ because
We recall that the Fourier transform of f ,f (λ, b), is defined bỹ
Condition (1) in Theorem 2 implies that e α 1 f ∈ L 1 (X) for all α 1 with 0 < α 1 < α. We choose such an α 1 and keep it fixed. We have |A(x, b)| ≤ F σ(x) for all x ∈ X and b ∈ B where F is a positive constant (see [4, p. 167] ). These facts imply that the integral definingf (λ, b) is absolutely convergent for all λ ∈ A * C and b ∈ B. We will sketch a proof of this below.
We have for all λ ∈ A * C and b ∈ B, 
Proof of Theorem 2. It follows from the assumptions that
for all β 1 with 0 < β 1 < β. As in the proof of Theorem 1, we will show that for almost every b ∈ B, the function a → Rf (b, a) has the property e α 1 (a)Rf (b, a) ∈ L 1 (A; da) where α 1 is as in Lemma 2. We chooseα such that α 1 <α < α and set g(y) = eα(y) |h(y)| for y ∈ G. Then g is a continuous right-K-invariant function on G which is integrable. Hence, since σ is K-invariant,
Fubini's theorem therefore implies that for almost every (k, a)
We know that e ρ(log a) ≤ e |ρ|σ(a) . Let =α − α 1 . Then > 0 and
From Fubini's theorem we conclude that for almost every b ∈ B, the function a → e 
