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Abstract
Learning a foreign language is a challenging endeavor that entails acquiring a wide
range of new knowledge including words, grammar, gestures, sounds, etc. Mastering these
skills all require extensive practice by the learner and opportunities may not always be
available. Computer Aided Language Learning (CALL) systems provide non-threatening
environments where foreign language skills can be practiced where ever and whenever a
student desires. These systems often have several technologies to identify the different types
of errors made by a student.
This thesis focuses on the problem of identifying mispronunciations made by a foreign
language student using a CALL system. We make several assumptions about the nature of
the learning activity: it takes place using a dialogue system, it is a task- or game-oriented
activity, the student should not be interrupted by the pronunciation feedback system, and that
the goal of the feedback system is to identify severe mispronunciations with high reliability.
Detecting mispronunciations requires a corpus of speech with human judgements of
pronunciation quality. Typical approaches to collecting such a corpus use an expert pho-
netician to both phonetically transcribe and assign judgements of quality to each phone in
a corpus. This is time consuming and expensive. It also places an extra burden on the tran-
scriber. We describe a novel method for obtaining phone level judgements of pronunciation
quality by utilizing non-expert, crowd-sourced, word level judgements of pronunciation.
Foreign language learners typically exhibit high variation and pronunciation shapes dis-
tinct from native speakers that make analysis for mispronunciation difficult. We detail a sim-
ple, but effective method for transforming the vowel space of non-native speakers to make
mispronunciation detection more robust and accurate. We show that this transformation not
only enhances performance on a simple classification task, but also results in distributions
that can be better exploited for mispronunciation detection.
This transformation of the vowel is exploited to train a mispronunciation detector using
a variety of features derived from acoustic model scores and vowel class distributions. We
confirm that the transformation technique results in a more robust and accurate identifica-
tion of mispronunciations than traditional acoustic models.
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Chapter 1
Introduction
Learning to speak a foreign language as an adult is difficult. It involves the learning of
unfamiliar sounds, vocabulary, syntax, gestures, and dialogue structures such that the stu-
dent can quickly understand and appropriately respond to sentences directed at them. The
one method that works the most consistently in developing fluent communicative compe-
tence is extensive practice with native speakers by the person learning the foreign language.
This repeated communication allows the student to make mistakes, receive feedback, and
make corrections.
Computer Aided Language Learning (CALL) systems can be used to provide inter-
active, non-threatening, and fun opportunities for individual foreign language study out-
side the classroom. In particular, existing dialogue systems that are used to complete tasks
through natural language can be adapted for CALL. This enables students to practice speak-
ing a target foreign language in dynamic conversations without the need for a human partner.
Systems that are adapted to this purpose have components that detect mispronunciations,
grammatical errors, and provide feedback to students.
This thesis addresses the problem of detecting mispronunciation in the speech of foreign
language students. This chapter explains our motivations, identifies our broad assumptions,
states the contributions, and outlines the structure of the remaining thesis.
1.1 Motivations
Correct pronunciation is an important skill for foreign language students to success-
fully acquire. While virtually all non-native speakers of a foreign language learned as an
adult have some sort of identifiable accent, possessing an accent does not necessarily imply
poor pronunciation. Native speakers can be forgiving of slight deviations from native-like
speech. The boundary between merely accented and mispronounced is fuzzy, and native
speakers do not always agree on what is mispronounced. Most people do agree that mis-
pronunciation exists-the question is where to draw the line.
Good teachers are skilled at choosing which mistakes to overlook and which to point
out. If a teacher were to identify every single pronunciation mistake, a student could quickly
become overwhelmed and discouraged in their learning endeavors. In addition to being
selective in which mistakes to highlight, their perception prevents them from misidentifying
examples of good pronunciation as mispronunciation, which would serve only to confuse
the student.
Like a human teacher, a Computer Aided Pronunciation Training (CAPT) system must
strike a balance between identifying egregious pronunciation errors and letting some-
or most-mistakes slide. CAPT systems typically analyze speech at four distinct levels:
speaker, sentence, word, and phonetic. A system that evaluates pronunciation at the speaker
level seeks to evaluate the overall quality of an individual's pronunciation over a pooled set
of sentences. Analogously, systems that evaluate at the sentence, word, and phoneme levels
analyze individual sentences, words, and phonemes.
Modern CAPT systems are comparable to human speakers in assessing non-native speech
at the speaker and sentence level. However, at the phonetic level, CAPT systems perform
at levels that are far worse. A system that is too eager to point out a student's mistakes
would be, at best discouraging to a student, and at worst even confusing and misleading
because of misjudged errors. Systems typically utilize some sort of statistical model to ren-
der judgements on pronunciation quality. This is a difficult task because non-native speech
is characterized by a higher degree of variation at the phonetic level than native speech.
Some form of model adaptation or normalization is typically employed to account for this
variation.
The basis for the CAPT statistics models is a labeled corpus of non-native speech. These
corpora must be labeled both for phonetic accuracy-the transcription labels match the ac-
tual sounds in the utterance-and for pronunciation quality. Phoneticians often spend con-
siderable time transcribing the exact sounds produced in an utterance. The additional task of
deciding whether or not a sound was actually mispronounced places a substantial extra bur-
den on the transcriber, and there is significant disagreement among different transcribers.
Obtaining such a corpus of non-native speech is thus, costly and time-consuming.
1.2 Contributions
The research described in this thesis makes three main contributions with novel methods
for: (1) crowd-sourcing of pronunciation labels; (2) acoustic feature representation; and (3)
mispronunciation detection.
To cheaply obtain phonetic level judgements of pronunciation quality, a novel, crowd-
sourced method for obtaining these labels is invented. This method allows anonymous non-
experts using a web-based interface to collaboratively label whether words have been mis-
pronounced or not. These judgements are used to identify incorrectly pronounced phones.
This method is fast and cost effective when compared with a similar task.
A novel method for representing the acoustic features of vowels is proposed to account
for non-native variation in vowel production. These features respresent sounds in relation
to a speaker's measured anchor point. We argue that this method for representing sounds
enables a more direct comparison of vowel quality. We demonstrate that a relative increase
of between 1.8% to 8.4% in classification performance can be realized, if the acoustic space
location of voiced regions of speech is measured.
These labels and anchor methods are incorporated into a method for mispronunciation
detection based on probabilistic classification scores from parallel Gaussian Mixture Mod-
els (GMMs) and a novel set of acoustic features. We demonstrate that scores based on the
anchored version of the vowels allow mispronunciations to be detected with higher preci-
sion and more robustness than traditional acoustic features.
1.3 Assumptions
This research makes a number of assumptions to constrain the scope of the problem.
First, we assume a particular structure for the Computer Aided Language Learning (CALL)
system and how the students interact with the system. The CALL system will be based
around unscripted dialogues involving small domain activities such as making flight reser-
vations, or playing simple web-based games.
Second, we assume that evaluation and feedback of students' speech does not occur
during the activity. All evaluation and feedback is performed after the conclusion of the
activity. This sequencing has the benefits of allowing the students to focus on using language
while they complete the tasks, and providing access to all the speech recorded during the
dialogue for an evaluation module to analyze. Post-session, the student can examine any
mistakes that were made and learn from the computer's provided error feedback.
Third, we assume that the student speech has been correctly recognized and that a correct
orthography has been provided by the speech recognition engine. This is a large assumption,
but is common for CAPT systems. CAPT systems typically either constrain students to
read sentences that have been previously scripted, or the dialogues allow only very limited
sentences. We opt for the latter approach, as this provides students practice composing their
own sentences. Our dialogue systems are, in fact, much less restrictive than most.
Finally, we assume that precision in identifying some mispronunciations is more im-
portant than identifying all mispronunciations. That is, we are willing to miss quite a few
sounds that would be considered mispronounced in favor of being very confident that the
sounds that are identified as mispronounced by the machine are truly mispronounced.
1.4 Terminology and Conventions
This thesis adopts the following definitions and conventions:
Li A person's native or primary language. The research in this thesis specifically uses
Cantonese as the LI language.
L2 A person's second language. English is the L2 for the purposes of this thesis.
phoneme A segment of sound that results in a change to the meaning of the word when it
is changed. The phonemes are realized as phones when speech is actually produced.
These phones are subject to phonological rules which may alter the allowable se-
quence of phones.
phone A unit of speech that represents the actual sound produced by a speaker.
/phonel Indicates the phonetic symbol under the International Phonetic Alphabet (IPA)
standard.
[phone] Indicates the phonetic symbol under the ARPABET standard of ASCII phonetic
notation.
1.5 Thesis Structure
This thesis is organized as follows:
Chapter 2 gives a broad and comprehensive introduction to Computer Aided Language
Learning. It discusses general paradigms, systems of historical note, and computer
aided pronunciation training (CAPT). CAPT is given special emphasis so that the
contributions of this thesis can be placed into context.
Chapter 3 presents an algorithm to cheaply and quickly obtain a labeled corpus of phonetic
pronunciation errors using Amazon Mechanical Turk.
Chapter 4 presents an algorithm to normalize vowel acoustic representations so that non-
native speaker pronunciation can be directly compared with native speaker pronunci-
ation. We argue that, by preprocessing the speech prior to classification, we can create
pronunciation models that are more suited to mispronunciation detection.
Chapter 5 presents a classification algorithm that utilizes previously investigated and novel
statistical features to detect mispronunciations with high precision. This chapter brings
together the ideas presented in chapters 3 and 4. We use the algorithm presented in
this chapter to demonstrate that the normalization algorithm presented in Chapter 4 is
more robust than standard acoustic representations of vowels labeled using the tech-
nique presented in chapter 3.
Chapter 6 summarizes the research and contributions presented in this thesis and suggests
future directions for research.
Chapter 2
Background
Computer Aided Language Learning (CALL) is a cross-disciplinary field that includes
the subfields Foreign Language Learning (FLL), Foreign Language Teaching (FLT), Lin-
guistics, and Human Language Technologies (HLT). FLL research typically focuses on top-
ics such as learning strategies employed by students and effectiveness of environments de-
signed to support learning. FLT focuses on discovering and employing effective pedagogies
to facilitate learning as well as meaningful performance measurements. Linguistics, specif-
ically the subfield of Second Language Learning (SLA), focuses on the process of learning
a second language by investigating common patterns of mistakes and progression in compe-
tence. Finally, Human Language Technologies encompasses the full-range of technologies,
from audio recordings to dialogue systems, used to facilitate learning.
A thorough discussion of all these topics would take many volumes, so this chapter re-
stricts itself to a small subset. Specifically, this chapter briefly discusses pronunciation as it
relates to foreign language teaching and learning. It then provides an overview of Computer
Aided Language Learning, with a specific focus on dialogue systems for CALL. Finally,
it provides an in depth overview of Computer Aided Pronunciation Training (CAPT). A
more extensive survey of these topics and some of the fields cited above can be found in
Appendix A.
2.1 Pronunciation
Intelligible pronunciation is only one of the needed skills for speaking a foreign lan-
guage, and it is often not emphasized in the classroom. There has been some renewed inter-
est in teaching pronunciation explicitly [87] because of studies that show that pronunciation
quality below a certain level of proficiency places additional stress on the listener and seri-
ously degrades the ability of native speakers to understand what is being said [98, 251].
Most adult learners of a foreign language, and even those as young as 6 years old [244],
retain some artifacts in their pronunciation that identify them as non-native speakers. De-
spite the presence of an accent, native speakers will not necessarily identify speech as mis-
pronounced if the quality is above some subjective level.
Improvements in the pronunciation of learners whose pronunciation has plateaued at a
less than desirable level are possible through pronunciation training [52]. Native-like in-
tonation can also be learned [153]; however, this is extremely difficult for even advanced
language learners. In addition to requiring lots of output [220] to improve pronunciation,
students cannot attend to all aspects of pronunciation at the same time [53], e.g. attending
to phonetic accuracy takes processing time away from attending to intonation.
A foreign language learner will make a number of pronunciation errors at the phonetic
(segmental) and prosodic levels when producing speech in a target language. Errors at the
segmental level can be generally classified as substitution, insertion, deletion, and duration
errors. Errors at the prosodic level are more difficult to categorize. There is some debate
over whether phonetic or prosodic aspects of pronunciation have more impact on perceived
pronunciation quality [165]. While the sources of these errors are a topic of research in
the linguistic community, there seems to be a consensus that the phonetic inventory of the
native language interferes to a certain extent with the production of sounds in the foreign
language [72].
A well-known example of a substitution error caused by native language interference
is the difficulty native Japanese speakers have with the /l/-/r/ contrast in English [27]. An-
other example of native language interference is the devoicing of word-final obstruents in
Cantonese speakers of English [185]. More detailed discussion of second language pronun-
ciation can be found in [134].
Another source of error is the inability of non-native speakers to become attuned to crit-
ical acoustic features in the target language. For tonal languages, such as Chinese, students
arriving from a non-tonal language often have difficulty even perceiving changes in the
pitch indicating the presence of a lexical tone. This has an impact on their ability to pro-
duce these tones correctly [234]. For example, Japanese learners of Korean have difficulty
discriminating between lenis (weakly aspirated) and aspirated alveolar stops [123]. Careful
analysis of perceptual differences between Japanese and native Korean speakers showed
that Japanese learners of Korean placed more emphasis on Voice Onset Time (VOT) than
on fo (the fundamental frequency of a voiced segment) when discriminating between the
lenis and aspirated stop; however, native Korean speakers were able to use both acoustic
features to successfully discriminate between the sounds. This suggests that students some-
times have incomplete or confused models of the speech sounds in the language.
2.2 Computer Aided Language Learning
Researchers have investigated the use of computers for language learning since the
1960s [227]. The field of CALL has seen an explosion of research over the past decade,
and it would be impractical to include every piece of research in this thesis. This section
will discuss representative examples of CALL. A further review of the history, key devel-
opments, and major paradigms in Spoken CALL can be found in [67].
CALL research, from a purely technical standpoint, can be divided into roughly two
areas: research focused on whole systems and research focused on specific technologies
to be integrated into whole systems. This section deals with whole systems, and specifi-
cally highlights modern, dialogue-based systems. The next section will go into depth on the
subsystem that is the focus of this thesis, Computer Aided Pronunciation Training (CAPT).
CALL systems are numerous with diverse system configurations. On the simple end of
the spectrum, the systems can take the form of web pages with fill-in forms [200, 135], on-
line chat rooms, static multimedia programs, modifications to popular games [189], or even
simply a set of digital music files for playback purposes. On the complex end, systems can
have automatic speech recognition, voice synthesis, and highly interactive 3D environments
that teach cultural norms as well as language.
Modern systems tend to be much richer language learning environments that incorporate
high quality audio, graphics, and automated feedback. The content of the lessons is usually
not static, and is generated randomly or adaptively, in response to student actions. Many
systems use some form of Automatic Speech Recognition (ASR), speech synthesis, natural
language understanding, or natural language generation.
2.2.1 Dialogue-based Systems
Dialogue systems can be used to create immersive environments in which students hold
dynamic, fairly natural conversations [96, 132, 17, 231, 63]. Instead of being given a spe-
cific sentence or a limited script to follow, which can lead to memorization and plateau-
ing [79] in learning, students can hold conversations that are varied between practice ses-
sions. Since speech recognition technology is imperfect, there is constant tension in dia-
logue systems between allowing freedom in conversation and sufficiently constraining the
domain to maintain acceptable performance. Dialogue systems adopt different strategies to
strike an appropriate balance.
Subarashii [60, 19] was a dialogue system that advanced the conversation using a pre-
defined set of responses in a sort of choose-your-own-adventure style of dialogue. Later
research crafted the dialogues to elicit a limited set of responses without explicitly stating
them.
Subarashii was specifically designed for language education. In contrast, a prototype
system by Lau [133] was created by adapting an existing dialogue system capable of con-
versing in both English and Chinese. It allowed for simple, unstructured conversations about
families, but the architecture allowed for adaptation to new domains. Students would con-
duct conversations in Chinese, or ask for translation help in English.
The Tactical Language Tutoring System (TLTS) [115, 112, 114, 113] is an example of
a rich, multimedia system for language learning. The student is immersed in a 3D world
using the Unreal Tournament 2003 [62] game engine where he is instructed to accomplish
missions-the system was developed for military use-by interacting with characters in
the environment using Arabic speech and non-verbal communication. Speech recognition
is performed using the Hidden Markov Model Toolkit (HTK) [248] augmented with noisy-
channel models to capture mispronunciations [161].
Raux and Eskenazi [195] adapted an existing spoken dialogue system [196] to handle
non-native speech [194] using a generic task-based dialogue manager [23]. Another key
feature of the system was the use of clarification statements to provide implicit feedback
through emphasis on certain parts of a student's utterance [193].
Chao et al. [32] created a web-based translation game for learning Chinese with repeti-
tive exercises for acquiring vocabulary and grammar. This system was later adapted to cre-
ate a simple dialogue game in [208, 207]. McGraw et al. [149, 150, 151, 246] created mul-
tiplayer web-based games focused on vocabulary acquisition. Students used natural speech
in a highly constrained domain to manipulate cards representing new vocabulary items in
competitive games.
The Development and Integration of Speech technology into COurseware for language
learning (DISCO) system [47] is a Dutch system for providing feedback on pronunciation,
morphology, and syntax. The system exploits morphology and syntax errors common in
learners of Dutch as a foreign language. The DISCO system conducts dialogues by eliciting
very constrained responses to questions; it uses a two step process for recognizing speech
in a constrained domain. In the first step, it determines the content of a learner response, by
augmenting an Finite State Transducer (FST) language model. In the second step, it then
analyzes that response for correctness with stricter constraints [228].
The SayBot Player is a system for teaching English to native Chinese speakers [35]. It
maintains a teacher designed dialogue flow using a Finite State Machine architecture. Pro-
nunciation is scored using Hidden Markov Model (HMM) [11, 12] log-likelihood scores
and duration measurements. Errors during the dialogue are classified into four categories:
Correct (all words are correct and the pronunciation score is good), Pre-defined Error (pro-
nunciation score is good, but sentence is recognized among a set of predefined errors),
Mispronunciation (recognized words are produced poorly), and General (the system could
not understand the student speech at all).
2.3 Computer Aided Pronunciation Training
CAPT systems are specifically designed to evaluate and improve pronunciation in for-
eign languages. A CAPT system can be considered to have an evaluation component and a
feedback component. Pronunciation evaluation can take place at two general levels: holistic
and pinpoint error detection. A holistic evaluation examines a large sample of speech and
provides an overall assessment of a speaker's proficiency. Pinpoint error detection attempts
to identify specific pronunciation mistakes at the word or subword level.
2.3.1 Holistic Pronunciation Evaluation
Several methods have been proposed for holistic pronunciation evaluation. Most involve
the correlation of subjective human assessments with machine-based measures. Acoustic
and probabilistic measurements include total duration of read speech with no pauses, total
duration of speech with pauses, mean segment duration, rate of speech, and log likelihood
measurements. Human ratings include global pronunciation quality, segmental quality, flu-
ency, and speech rate.
Early work on pronunciation evaluation was performed by Wohlert [243, 242]. In his
research, Wohlert selected 160 of the most commonly used, strong German verbs, and di-
vided them up into 16 categories with 10 words each. The system used a template based on
the average of five pronunciations for each German verb.
A series of five exercises, such as fill-in-the-blank and translation, were created for each
group of verbs. During the tutoring session, the student is presented with a score from 500
to 1000, 1000 being a perfect match. The score is based on how closely the speech produced
by the student matches the template stored in the database. One shortcoming of this research
was that the correlation of the scores to human rater evaluations was not performed. Still,
after a semester of work, with one group of students learning German using the new system
compared to a control group, he found a significant increase in the number of verbs the
students in the former group mastered (87% of the presented vocabulary) versus the number
mastered by students in the latter (67%).
Early research by Bernstein et al. [16, 14] investigated methods for accurately predict-
ing scores similar to those given in Oral Proficiency Interviews (OPI). The PhonePass sys-
tem, which grew out of this research, was developed to assess non-native English profi-
ciency [222]. The researchers gathered telephone quality data from a large number of re-
sponses to five different types of questions that reflected conversational speech. Correct and
incorrect responses were combined with HMM scores and used as inputs into a function that
produced a score correlated with expert human judgements of proficiency.
Later research validated the scores against the Common European Framework of Ref-
erence [177] for assessing language proficiency [15]. A version of the algorithm was devel-
oped to assess non-native Spanish and validated against the American Council on the Teach-
ing of Foreign Languages (ACTFL), Interagency Language Roundtable (ILR), and Spanish
Proficiency Test (SPT) OPIs [18], and later adapted to Modern Standard Arabic [20].
Cucchiarini et al. developed similar methods for assessing the proficiency of non-native
speakers of Dutch [42, 41]. In contrast to other assessment methods, which examined pro-
nunciation errors from speakers with a common native language, they investigated the as-
sessment of speakers with many different language backgrounds. Subjects were asked to
read two sets of five phonetically rich sentences. Human judgements on overall pronunci-
ation, segment quality, fluency, and speech rate were gathered from three expert phoneti-
cians.
They found that machine generated measures such as duration and rate of speech scores
were highly correlated with human judgements of pronunciation quality. They discovered
that using rate of speech or duration measurements also permitted students to 'cheat" by
speaking very rapidly. Subsequent research found that the use of log-likelihood scores could
mitigate this problem [48, 44, 69].
Later work expanded the research to include spontaneous speech as well as read speech [46,
40, 216, 45, 43]. In addition to adding spontaneous speech they added two groups of human
raters, both consisting of speech therapists. They also modified the set of machine scores to:
rate of speech, phonation-time ratio, articulation rate, pauses per unit of time, mean length
of pauses, and mean length of runs. Test data measurements were divided into 7 classifi-
cations: three proficiency levels of read speech plus a combined measurement of all three,
and two proficiency levels of spontaneous speech plus a combined measurement of both.
Correlations that were found between human ratings and machine measurements in read
speech were almost halved when spontaneous speech was used. For example, the correla-
tion of machine measured rate of speech with human judgement of overall pronunciation
decreased from 0.75 to 0.46 when spontaneous speech was used. A drop in the correla-
tions between machine scores and the human ratings for the high proficiency spontaneous
speakers was attributed to the more difficult nature of the high proficiency material. The
conclusion was that the optimal predictors of proficiency for read speech and spontaneous
speech were different. In the case of read speech, the rate at which sounds were articulated
and the frequency of pauses were strongly related. In spontaneous speech, they found that
the mean length of the runs between pauses was a better predictor of pronunciation quality.
Additional analysis comparing the rate of errors between read and spontaneous speech re-
vealed the surprising result that the phonetic errors of substitution and deletion were more
prevalent in read speech than in spontaneous speech [56]. The authors hypothesize that
this may be due to interference of the orthographic representation of the language and the
student's understanding of the writing system.
Neumeyer et al. [173] investigated the evaluation of French as spoken by Americans.
In these studies, the researchers collected read and spontaneous speech samples from 100
native French speakers and 100 Americans. They investigated four separate methods for
scoring pronunciation at two levels: the sentence level and the speaker level. Correlations
were computed between various machine scores and human ratings, which included HMM
log-likelihood, segment classification, segment duration, and timing scores.
Initially, they found that the HMM scores-average log-likelihood and posterior prob-
ability-did not correlate well with human expert pronunciation ratings on a Likert scale
from 1 to 5 (1 was unintelligible, 5 was native-like). All of the scores, except for those
based on timing, resulted in what they felt were unacceptable correlations at both the sen-
tential level and the speaker level. They later improved the speaker level correlation of the
HMM based scores by using the average of the log-posterior probability scores instead of
the log-likelihood scores [74].
In other experiments, the researchers concentrated on sentential and speaker level pro-
nunciation evaluation [202, 77, 75] using scores for specific phones. Additional methodol-
ogy was introduced for detecting mispronunciation in which they compared a log-posterior
probability from pure native models method with a dual model approach in which one phone
model represented the correct pronunciation and the other represented the incorrect pronun-
ciation.
Rhee and Park [181] describe a system that makes use of parallel native and non-native
models to assign grades to student utterances at the sentential level. SpeechRaterTMis a pro-
gram for rating the TOEFL iBT Practice Online product that also uses native and non-native
models to generate features that are later used to score a speaker's overall perceived flu-
ency [249, 250]. The authors found that the machine was able to assess a student's style
or manner of delivery, even if recognition accuracy was not good. A system for evaluating
spontaneous non-native Greek speech was developed using parallel native and non-native
models [164]. The authors demonstrated that a system using parallel models outperformed
a system using a single set of native models for evaluation.
The research cited above utilized many of the same features, such as duration, rate of
speech, confidence scores, log-likelihood, and log-posteriors from HMM lattices to create
regression functions to score speech. Research by Minematsu et al. takes a fundamentally
different approach by modeling the pronunciation of sounds as distributions in frequency
space relative to the other sound distributions in the language [156]. This was conducted in
the spirit of work by Jakobson [107] who argued that the study of the sounds of a language
must consider the structure of the sound system as a whole.
The structure defined by Minematsu et al. was then used to define a distortion metric
that measured the difference between the phonetic structures of two populations of speakers,
native American English speakers and Japanese learners of English [155]. This distortion
metric was found to correlate with assessments of pronunciation proficiency [7, 157, 218],
and this correlation held even when the non-native speech model was compared against
multiple models of native speech (representing more than one teacher) [219].
The authors in [34] combine scores derived from HMM log-probabilities and Gaussian
Mixture Model (GMM) [84] scores by using a non-linear regression to mimic the scor-
ing function of a human rater on non-native Mandarin speech. In this research, the log-
probabilities are not used directly in the scoring function; rather, the log-probabilities are
used to rank order the correct syllable against 410 other syllables in the Chinese language.
The rank of the syllable is then used to compute a syllable score. The GMM scores are used
in a similar way. A non-linear regression is used to optimize several parameters to combine
these scores into one that mimics a human rater.
An approach described in [83] used the log-posterior probabilities from forced align-
ment with HMM to classify the quality of syllables using Support Vector Machines (SVMs) [38].
The classification results over a large number of syllables produce a final score of speaker
pronunciation ability. This score is correlated with the *it ik' f ti (Putonghua Shuip-
ing Kaoshi, PSK) corpus scores, which is a corpus of Chinese speakers from different dialect
backgrounds.
Another example of a scoring method that does not make explicit use of HMM de-
rived features is found in [124]. The authors found positive correlation between measures
of pruned syllables per second, the ratio of the difference between total number of syllables
and unnecessary syllables to total duration, and the ratio of unaccented syllables to accented
syllables. A unique aspect to this study is that the authors were careful to gather human rat-
ings from teachers who had been specifically trained in the Common European Framework
of Reference [177] for assessing pronunciation. This included many specific evaluation
items of loudness, sound pitch, quality of vowels, quality of consonants, epenthesis, eli-
sion, word stress, sentence stress, rhythm, intonation, speech rate, fluency, place of pause,
and frequency of pause.
2.3.2 Pinpoint Error Detection
Pinpoint error detection is the identification of specific instances of pronunciation mis-
takes. Most modem pronunciation evaluation systems use log-posterior probability or log-
likelihood scores produced by HMMs to evaluate foreign speech. These are then used to
select word or subword units (syllables or phones) as mispronounced for later feedback to
the student.
Word and phone level human assessments were found to be correlated with parallel
HMMs trained on native and non-native speech [86, 210]. Posterior probabilities, followed
by log-likelihood scores, were found to be most highly-correlated with human assessments
of pronunciation quality [122]. Interestingly, the authors found that measurements of du-
ration were almost uncorrelated with assessments of individual phone quality. This is in
contrast to work described in the previous section that found temporal based measurements
to be highly correlated with overall assessment of speaker pronunciation. This may be due
to humans paying attention to different aspects of pronunciation when asked to assess pro-
ficiency at the speaker or sentence level versus proficiency at word or phonetic level.
The FLUENCY project is one of the earliest examples of a system that was able to detect
pronunciation problems at the phonetic and prosodic levels [66]. Carnegie Mellon Univer-
sity (CMU) SPHINX-II [104] speech recognition system was used to measure prosodic
information and detect phone errors from speech spoken by non-native speakers of English
with French, German, Hebrew, Hindi, Italian, Mandarin, Portuguese, Russian, and Spanish
as the native languages [65, 63].
This research was used to create a prototype language tutor [64] that was based on 5
principles articulated by [120]: production of large quantities of speech, reception of rele-
vant corrective feedback, exposure to many examples of native speech, early emphasis on
prosodic factors, and feeling of ease in learning environment. A key part of the system was
the use of elicitation techniques in order to predict sentences that could be used for forced
alignment recognition, in contrast to other systems, such as [224], which use completely
scripted dialogues in their lessons.
Similarly, [111] examined the ability of HMMs to detect mispronunciations. In this
study, tolerance levels were established for the scores of native speakers. When a non-native
speaker produced a phone which generated a score that was at least one standard deviation
away from the mean, feedback was given in the form of an illustrative diagram of proper
articulation spots. HMMs were used by [118] to evaluate foreign speakers of Japanese on
phonetic quality, but only for the quality of Japanese tokushuhaku (phones contrasted only
by duration). Another system was implemented [119] to detect phone insertion, deletion
and substitution using parallel phone models.
Witt et al. [239, 240] used HMM models to define a Goodness ofPronunciation (GOP)
score, which was based on the log-likelihood of each phone segment in an HMM lattice,
normalized by the number of frames in the segment. Phone dependent thresholds were de-
fined to indicate the presence of mispronunciation. These were empirically derived based
on hand analysis. Using results from forced alignment recognition, the most common sub-
stitution errors were discovered and the phone models augmented to allow for additional
paths through the lattice during decoding. An evaluation of GOP [117] compared thresholds
optimized for either artificially produced errors derived from linguistic knowledge or real
errors, and found no significant difference in the performance of the algorithm. This was
important to the authors as it validated the use of artificial errors. Speaker dependent phone
thresholds also yielded slightly better performance.
Similar to Wohlert's work, [50] used template-based discrete word recognition to eval-
uate learners of Spanish and Mandarin Chinese. A segmental analysis was performed to
tabulate pronunciation errors for specific phones. These were then used to create and a sys-
tem for weighting the importance of various errors. Eventually, a game-like interface was
added [49] to provide feedback on pronunciation exercises. An interesting aspect of this
research is the comparison of HMM based recognition with the template method. The au-
thors found that, while the HMM recognizer was better at overall recognition accuracy, the
template recognizer was better at distinguishing between minimal pairs.
An approach in Kim et al. [121] combined the results of a forced-alignment of accented
English spoken by Korean English language learners, with the hand phonetic transcrip-
tions of an expert phonetician. A detailed phonological analysis was performed to obtain
a set of augmentation rules that modeled common pronunciation phenomena exhibited by
the students. These rules tagged phonetic mispronunciations in an utterances and triggered
feedback messages for the students. This approach was later extended by Harrison et al [93].
A CAPT that is too harsh on a student is likely to leave them feeling frustrated and
dissatisfied with the system. Achieving native-like pronunciation is probably an unrealistic
goal, especially with older students, so some research tries to identify high priority phones
that should be assessed and corrected. In [171], a data driven approach was introduced to
establish priorities for certain segmental errors. This helped establish which phones were (1)
mispronounced often or (2) resulted in misunderstanding or unintelligibility. In [223], these
results were used to identify three of the phones commonly found to be mispronounced
by non-native speakers. Classifiers were trained for these phones to decide if they were
acceptable or not, using features selected through an analysis of the difference between
native and non-native productions.
A novel approach by the authors in [179, 180] combined the frame log-posterior proba-
bility, phone log-posterior probability, and formant classification score derived from image
feature extraction using the Gabor function to grade vowel quality in Mandarin spoken by
Hong Kong residents. Three techniques were experimented with to combine the scores:
linear regression to approximate a human rating, joint probability estimation, and a neural
network. The neural network using all three features achieved a 9.7% higher correlation
with human graders than the baseline using only frame-based log-posterior probabilities.
Finally, SVMs with linear kernels were used to detect phone-level mispronunciations
in Mandarin Chinese using the log-likelihood ratios produced by an HMM lattice [235]. A
phone-dependent ratio was set to balance precision and recall of mispronunciations. In con-
trast to most other HMM based methods which use GMMs to model phone pronunciations,
this research used a model called a Pronunciation Space Model (PSM). The authors were
motivated by the observation that many phone substitutions are not complete substitutions
of one phone for another, but are substitutions of a partially changed phone for a sound that
may not appear in the target language.
2.4 Summary
This chapter introduced several key ideas in Foreign Language Learning, briefly dis-
cussed related fields of research, and specifically highlighted foreign language pronunci-
ation. It presented a discussion of general CALL highlighting existing systems, discussed
some of the research questions, and finally focused on a detailed discussion of CAPT. The
following chapters detail the research contributions of this dissertation for pronunciation
assessment of foreign languages.
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Chapter 3
Crowd-sourced phonetic labeling
This chapter outlines a novel algorithm for labeling a corpus of non-native speech for
phonetic pronunciation quality when substitutions have occurred. Our method combines
the results of crowd-sourced word level judgment of pronunciation quality with the results
of aligning machine generated phonetic transcriptions and hand phonetic transcriptions. We
justify this algorithm with measures of word level agreement among anonymous annotators,
and provide an analysis of the nature of phonetic insertions, deletions, and substitutions.
3.1 Motivation
A labeled corpus of non-native speech is required for developing algorithms capable of
detecting mispronunciations. Obtaining such a corpus is time-consuming and costly. This
is due to the fact that two phonetic level labelings are required for every utterance in the
corpus: the transcription of the phones produced and the judgment of quality for each phone
produced.
When transcribing utterances, phoneticians try to precisely transcribe the sound that was
actually produced. This task can be challenging in its own right. In addition to L2 phones,
non-native speakers will also produce LI sounds, and intermediate sounds that are between
LI and L2 sounds. Because the inventory of sounds is larger and non-standard for a given
L2, phoneticians must decide on a set of standards for when to use one sound label over
another.
In addition to this phonetic transcription task, a labeling of pronunciation quality must
also be obtained. In the corpus used in this research (described later), there are an average of
38 phones per sentence and a total of 1,385,234 phones throughout the corpus. Assuming
that an annotator was able to label 1,000 utterances, or 38,000 phones, a day, the entire
process would take over a month-37 days. Even assuming an 8 hour work day at minimum
wage ($8.00 (USD) in Massachusetts), this would be $2,368.00. In reality, the hourly rate
would probably be double this amount, as this is a skilled task.
Additionally, humans do not always agree on what constitutes a mispronunciation. Some
humans are more forgiving than others of deviations from canonical pronunciations in non-
native speech. A useful labeling of pronunciation quality must include multiple annotators
for every phone. A common number of annotators sought is 3. Thus, a full annotation of
pronunciation quality on this corpus would probably cost as much as $15,000.00 (USD)
and would take over a month's worth of time.
3.2 Related Work
Labeling a non-native corpus for pronunciation quality is critical for research on pro-
nunciation evaluation. A variety of techniques have been reported in the literature. These
techniques include using Likert scales to rate speech on a scale of accentedness or intelligi-
bility, using a binary classification based on mismatch between gold-standard transcriptions
and automatic transcriptions, and labeling phonetic transcriptions for insertions, deletions,
and substitutions according to a canonical phonetic labeling. We focus on those techniques
that resulted in corpora of speech data labeled at the word and sub-word levels.
Researchers in [86] labeled a corpus of 10 words spoken by 53 native and 49 non-native
speakers of Dutch by asking a Dutch language teacher to decide whether each word token
was produced by a native speaker or non-native. These judgments were used to test word-
level mispronunciation detection by HMMs.
Phonetically labeled non-native French speech for experiments conducted by Kim et
al. [122] was collected by asking a panel of five teachers of French to score individual
phone segments on a 5-point Likert scale (1 being unintelligible, 5 being native-like). They
listened to full sentences from each speaker with instructions to pay attention to only one
phone segment at a time. A total of 4,656 scores were obtained using this method.
Errors were labeled in non-native English speech based on agreement between an auto-
matic transcription obtained through forced-alignment and the assessment of expert tutors
in English [66]. The tutors listened to sentences spoken by non-native English speakers and
were instructed to annotate where mispronunciations occurred in the utterances, what the
mistake was, and how they would correct it.
In Witt and Young [239], a database of 2,040 utterances was rated on a 4-point Likert
scale by expert phoneticians. These ratings were assigned at the sentence and word levels. A
phonetic analysis was used to determine the locations of insertions, deletions, and substitu-
tions according to a canonical dictionary of native British English pronunciation. A similar
procedure was used in [171] to mark the presence of pronunciation errors in a corpus of
Dutch speech.
These techniques all share the same characteristic of utilizing expert annotators and
requiring large amounts of time (and money) to label relatively small amounts of speech.
Crowd-sourcing [102] has become a popular technique in recent years for rapidly obtaining
large amounts of data at substantially lowered costs by using groups of anonymous workers
to perform tasks over the Internet. Amazon Mechanical Turk (AMT) is a service provided
by Amazon. com, Inc. that allows requesters to post Human Intelligence Tasks (HITs) for
anonymous workers (Turkers) to complete for monetary compensation. This service has
become popular for research in a variety of natural language tasks.
In [213], researchers evaluated the quality of AMT supplied annotations for five natural
language tasks: affect recognition, word similarity, recognizing textual entailment, event
temporal ordering, and word sense disambiguation. They found that AMT supplied anno-
tations had a high correlation with gold-standard expert ratings, an encouraging result.
In [89], a corpus of 30,938 utterances was transcribed at near expert level quality using
AMT. Researchers in [29] used AMT to evaluate the quality of machine translation and
found that the non-expert Turkers achieved equivalent correlation with expert judges on the
same task.
AMT was used in [103] to label political blog posts according to sentiment regarding
United States presidential candidates, John McCain and Barack Obama. They found that the
correlation between expert labelers and aggregated Turkers was comparable. In [22], AMT
was used to build evaluation test sets for machine translation tasks-the quality of these
test sets was comparable to the quality of professionally developed test sets at a fraction of
the cost.
Finally, AMT was used to collect human assessments of speech accentedness [129]. In
this study, the authors presented Turkers with several utterances read by non-native speakers
of English from three language groups: Arabic, Mandarin, and Russian. After listening to
each utterance, Turkers were asked to rate the entire utterance on a 5-point Likert scale (1
being native-like accent, 5 being heavily-accented). As of the time of this writing, detailed
analysis is being conducted on the results, but the authors reported that preliminary tests
showed consistent correlation between phonological patterns and ratings of accentedness.
3.3 Approach
We propose a labeling method that takes advantage of crowd-sourced labor from AMT.
The use of AMT to label phones for pronunciation quality is attractive because it potentially
allows relatively simple tasks to be farmed out to hundreds of workers to produce near-
expert quality labels for little money.
Unfortunately, asking non-expert labelers to provide ajudgment onphone-level quality
of pronunciation is unrealistic. The general population doesn't possess the expertise of a
phonetician in identifying sub-syllable level units of sound, nor do they possess the knowl-
edge to provide an assessment of pronunciation quality. Asking a layperson to mark whether
the /w/ phone in 'bat" is mispronounced or not is impractical-this is a difficult task even
for a phonetician. On the other hand, most native speakers of a language can tell if a word is
mispronounced. We were encourage to explore this approach because AMT has been shown
by other related work to produce acceptable results for natural language tasks.
Our technique labels phones for pronunciation quality by asking Mechanical Turk work-
ers (Turkers) to provide judgments of the pronunciation quality of each word in our corpus.
These word-level judgments of quality are combined with the lowest edit distance align-
ment of a machine-generated, forced-path phonetic transcription of our data and a hand
generated phonetic transcription to produce a corpus of phone level judgments of pronunci-
ation quality. We justify our technique based on an analysis of the types of alignment errors
present in words that have been annotated as mispronounced.
3.3.1 Data
Our experiments made use of the Chinese University Chinese Learners of English (CU-
CHLOE) corpus [152]. The CU-CHLOE corpus is part of the Asian English Speech cOrpus
Project (AESOP) initiative, and is the result of an ongoing effort to create a corpus of En-
glish spoken by native speakers of Cantonese. It consists of 36,696 English utterances spo-
ken by 100 (50 male, 50 female) non-native speakers of English. Each speaker read a series
of 367 prompts that consisted of minimal word pairs (4 were discarded because of file cor-
ruption), TIMIT [81] prompts, and passages from the Aesop Fable 'The North Wind and
the Sun." Recordings were sampled at 16kHz using close-talking microphones. Of these ut-
terances, 5,597 (across all speakers) were phonetically hand transcribed. The entire corpus
contains 306,752 words; the portion that was hand transcribed contains 36,874 words.
3.3.2 Annotation Task
We used the AMT service to collect word level judgments of pronunciation quality
for each utterance in the CU-CHLOE corpus. The unit of work in an AMT task is called
a Human Intelligence Task (HIT). AMT allows the requester to design a web-based HIT
using HTML and simple template tags. Once the interface is finalized, the data for the HIT
are formatted into a Comma Separated Value (CSV) file and uploaded to the AMT servers.
In this way, the same interface can be used for any number of HITs.
Figure 3-1 is a screen capture of the interface we used to collect these annotations. The
top part of the interface gave the Turker instructions about how to complete the task. Each
HIT consisted of five utterances from the CU-CHLOE corpus. For each utterance, a Play
button was presented alongside the prompt text of the utterance.
Each word in the utterance was made clickable using the mouse. One click changed the
Help MIT Understand Pronunciation
We are trying to undestand how to use conpters to detect and corect the poonunciation enors of foaeign language sudents.
Below are five sentences. These senteces were spoken by native Cantonese speakers who are learning English aa foreign language.
Your task is to
1. Press de (@) bunon to listen to dhe saident. Listen for any pronunciation erors In die words.
2. For each word:
1. Nf the speaker mispronounced die word, click the word once. This will change die background color of te word om white to
2. If die speaker failed to say the word, click the word twice. This will change die background colorof die word horn white to
3. Mark many words s you think were mispronounced or missing. If you make a mistake, you can click the word until It changes back to a whie background
color.
he did not however settle back into with things as they were
the other patrons were taxi drivers and art students and small shopkeepers
(j they will tell you what t& cooking
( ) though he her well she has the feeling of being
C.i) milk appears twice a day
Please let us know how we can make dhi. HIT beaer
Figure 3-1: Interface presented to Turkers during labeling task.
background of the word to a red color, and signified that the Turker felt the word had been
mispronounced. A second click changed the color to gray, and signified that the Turker felt
the word had been omitted by the speaker. Finally, a third click changed the color back to
transparent, and offered the Turker a chance to remove a judgment of mispronounced or
missing.
Requesters must take into consideration the complexity, amount of work, and the wage
they are willing to pay for each HIT. A complex HIT that requires a long time and offers a
small reward will probably not have many Turkers willing to complete it. On the other hand,
a simple HIT that requires little time and offers a substantial reward will be expensive to
the requester when there are a lot of data to process. The key to a successful hit is to balance
these constraints. We found through small trial runs that a reward of $0.05 (USD) per HIT
was sufficient to entice Turkers to work on our HITs.
Our interface sought to simplify the annotation task to the greatest extent possible by
obtaining judgements at the word-level. As noted in the previous section, labeling for pro-
nunciation quality usually involves obtaining expert annotations at the phonetic level. These
are either judgements placed on a Likert scale, or annotations of insertions, deletions, and
substitutions. It would be difficult to guarantee that Turkers possess the level of skill re-
quired to complete this sort of task.
On the other hand, it would not be difficult to ask non-expert Turkers, most likely fluent
in English, to provide 'gut-level" reactions at the word-level. AMT provides requesters
the ability to specify a number of parameters for a HIT. Among these parameters are the
approval rate of the Turker and the Turker's geographic location. We restricted the Turkers
who were qualified to work on these HITs to those with a 95% HIT approval rate and who
were located in the United States.
Finally, AMT allows requesters to specify that multiple Turkers complete each HIT.
Three is a common number of annotators to use in this sort of task, so we specified that
each HIT would be available for completion by three different Turkers. Since each HIT
consisted of 5 utterances and each HIT was completed by 3 Turkers, 22,020 HITs were
required to label the entire corpus of 36,696 utterances.
The approach of asking three Turkers to provide a binary judgement of pronunciation
quality has the benefits of allowing an inter-rater agreement score to be computed and allows
a Likert-like rating scale from 0-3 to be computed for each word. We considered a word
mispronounced if all three Turkers marked the word as mispronounced. If all three Turkers
felt the word was mispronounced, this is a pretty good indication that the word has some
serious problems. In contrast, if no Turkers felt a word was mispronounced, then we felt this
was a pretty good indication that the word was considered good. Words that were marked
by at least one Turker, but not all three were considered ugly words. It's not clear that they
were definitely mispronounced, but because not all Turkers agreed that they were well-
pronounced, we can't necessarily considered them good words.
3.4 Annotation Results
We will now discuss the results of the annotation in terms of cost, efficiency, and inter-
rater agreement. We will also discuss the correlation of patterns of phonetic insertion, dele-
tion and substitution when combined with the Turker annotations. The results indicate that
this annotation method is efficient, inexpensive, and sufficiently reliable. Our results also
lead to a simple algorithm that can be used to phonetically label pronunciation quality.
3.4.1 Efficiency
The CU-CHLOE corpus has 36,696 utterances and contains a total of 306,752 words.
This data was divided among 22,020 HITs with 5 utterances per HIT. Each HIT was com-
pleted by 3 different Turkers. This resulted in 920,256 judgements of pronunciation quality.
The data were published to AMT for assignment to Turkers on Oct 1, 2010 at 19:28. The
final datum was submitted by a Turker on Oct 2, 16:28. Thus, all the data were annotated in
21 hours-less than a single day. In contrast, a similar task on a corpus of only approximately
1,700 utterances (about 17,000 syllables) was annotated by 6 expert annotators using a
similar web-based interface over the course of about 2 months [183].
3.4.2 Cost
We offered a reward of $0.05 (USD) per accepted HIT. Amazon also charges a small
commission for providing the AMT service. The grand total for annotating 22,020 HITs
was 22,020 x $0.05 + $110.10 = $1,211.10 (USD). As noted at the start of this chapter, a
very conservative estimate of the cost of annotating this same set of utterances by experts
would be about $15,000.00. The cost of using AMT is about 8.1% of this estimate, which
is a substantial savings.
3.4.3 Agreement among raters
An important consideration for annotations performed by multiple people is whether or
not they agree with each other. A high degree of agreement indicates that the task is both
fair and consistent. One method for measuring the agreement among raters is to compute
the percentage agreement between pairs of raters-that is, the proportion of the time a pair
of annotators agreed that a word was well-pronounced or mispronounced.
Percentage agreement does not give a full picture of the extent of agreement and will
give a false impression on highly skewed data. For example, when 80% of the words are
Entire corpus Hand labeled corpusTurkers # Words % Total # Words % Total
0 255,679 83.4% 29,706 80.6%
1 26,281 8.6% 3,796 10.3%
2 12,141 3.9% 1,638 4.4%
3 12,651 4.1% 1,735 4.7%
Total 306,752 (36,696 utterances) 36,874 (5,597 utterances)
Table 3.1: This table shows a break down of how many Turkers thought each word
was mispronounced. The left column indicates the number of Turkers who marked the
word as mispronounced, the remaining columns indicate the number of words that fall
into each category and relative distribution among all the words in the corpus. These
numbers were computed for the entire corpus and over the portion of the corpus that
had been hand-transcribed.
marked as well-pronounced by each annotator, the agreement due to chance is much greater
than if the data were more balanced. Additionally, if one annotator marked 80% of the
words as well-pronounced, then the other annotator could mark 100% of the words as well-
pronounced and achieve an 80% agreement.
The Turker annotations are strongly skewed towards marking most words as well-pronounced.
Table 3.1 shows a breakdown of the words as annotated by the Turkers. The left-most col-
umn of the table is how many Turkers felt that a word was mispronounced. The second
column is the number of words that fell into each category. One way of reading this table,
for example, is that there were 26,281 words that only one Turker felt were mispronounced.
There are two breakdowns shown in the table. The left breakdown is for the entire corpus.
The right breakdown is for only those words for which a hand phonetic transcription is
available. As Table 3.1 demonstrates, the annotations received for the CU-CHLOE corpus
are highly skewed, so another measure of agreement is required.
P(a) 
- P(e)
h = -~e (3.1)1 - P(e)
One such measurement is the Cohen Pairwise K [37]. Kappa attempts to account for the
amount of agreement that occurred through chance. In Equation 3.1, P(a) is the proportion
of the time two annotators agreed, P(e) is the estimated probability of agreement due to
chance, and the denominator is the estimated probability that agreement was not due to
Turker 1
Good MP
Good A B
Turker 2 MMP C D
Table 3.2: Example confusion matrix. A is the number of times Turker 1 agreed with
Turker 2 that a word was well-pronounced, B is the number of times Turker 1 said a
word was mispronounced and Turker 2 said the word was good.
Turker 1 Turker 2 Turker 3
Turker 1 1.0 (100%) 0.514 (91.5%) 0.525 (91.8%)
Turker 2 1.0(100%) 0.520 (91.7%)
Turker 3 1.0(100%)
Table 3.3: Table of K-scores as if computed from only 3 Turkers. Numbers in parenthesis
are percent agreement.
chance. An intuitive interpretation of r is that it is the difference between the proportion of
agreements minus the estimated probability of chance agreement, both normalized by the
probability that agreement was not due to chance, and estimated from the data.
The estimation of P(a) and P(e) is performed using a confusion matrix. An example
matrix is shown in Table 3.2. In this example, P(a) is given by P(a) = A+ o +D, r the
number of times the Turkers agreed over the total number of judgements.
The estimated chance of agreement, P(e), is computed from the sum of the probabilities,
P(eg) and P(eb). P(eg) is the estimated joint probability that both Turkers said a word
was good, and P(eb) is the estimated joint probability that both Turkers said a word was
mispronounced. In this example, P(eg) = A+BC+D A+BD, or the proportion of times
Turker 1 said words were good times the proportion of times Turker 2 said words were
good; analogously, P(eb) = A+B+C+D A+B++D
Cohen Kappa assumes that the same 2 raters are used for each of the items under con-
sideration. Table 3.3 shows the , scores for the CU-CHLOE corpus under the assumption
that the first annotator for each utterance is the same person, the second annotator for each
utterance is the same person, and so on. A K score in the 0.4-0.6 indicates a moderate level
of agreement that is not due to chance. A r, of 0.0 indicates no agreement above a chance
level.
The way that Amazon Mechanical Turk records HIT results means that we cannot as-
sume that all of the first annotators, second annotators, and third annotators are the same.
That is, we know that three Turkers annotated each datum, but we can't guarantee that the
same three Turkers annotated all the data. This means that the K statistic computed in this
way may not capture an accurate picture of agreement. The next section derives an extension
of the K statistic that is more principled and well-defined.
3.4.4 Aggregated r
Our approach solves the problem of unmatched annotators by grouping the words into
sets associated with unique Turker pairs, averaging the r, values computed from subsets
with a common number of overlapping utterances, and then taking a weighted average of
all these groups. This method is preferable to computing the K as we did above because it
takes into account the fact that different Turkers actually labeled each utterance.
AMT assigns a unique TurkerID to every Turker. When the Turker completes a HIT,
their TurkerID is recorded with their work. We can use this information to determine all
the unique pairs of TurkerlDs from the data. Each pair of Turkers will have annotated a
common subset of the data. Additionally, these pairs of Turkers can be grouped into subsets
of Turkers who annotated the same number of utterances (although they won't necessarily
be the same utterances). We'll call this number the annotation overlap. A r, can be computed
for each subset of Turker pairs that have the same annotation overlap.
The annotation of the CU-CHLOE corpus was performed by 463 unique Turkers. There
were 10,511 Turker pairs, or pairs of Turkers who annotated the same utterances. The an-
notation overlap ranges from a minimum of 1 utterance to a maximum of 390 utterances.
The mean annotation overlap was 10.5.
As a simplified example, consider that our task is to annotate a corpus of 20 words.
If Turkers A, B, and C annotated words 1 through 10, and Turkers B, C, and D annotated
words 11 through 20, then we can identify five unique Turker pairs: (A,B), (B,C), (A,C),
(C,D), and (B,D). The possible Turker pair (A,D) is not included because it has an annotator
overlap of 0. Four of these pairs annotated 10 words-an annotation overlap of 10. One pair
annotated 20 words and has an annotation overlap of 20.
Each of their individual , values can be computed. The aggregated , is the weighted
mean of all these , values, where the weight is the number of Turker pairs for a particular
annotation overlap divided by the total number of Turker pairs.
1 E P(alt) - P(elt)
ES sCS tsT esS
This computation is shown in Equation 3.2, where P(alt) is the proportion of words
for which the annotators agreed, P(elt) is the estimated probability of chance agreement,
and T, is the set of Turker pairs that have an annotator overlap of s. The outer summation
in Equation 3.2 weights each r, by the number of Turker pairs who share a given annotator
overlap. This is to account for the fact that there are not equal numbers of Turker pairs for
each possible annotator overlap in the corpus. Intuitively, we trust the mean r, more if more
Turker pairs contributed to it.
Most research that employs K to measure agreement records a large number of labeler
judgements-the labelers have a large annotation overlap. These large sample sizes provide
more stable estimates of P(a) and P(e). When computing the aggregated i- from Turker
data, we can no longer be assured that a Turker pair has a high annotation overlap.
Figure 3-2 shows a histogram of the frequency of groups with common annotation over-
laps. As can be seen from the plot, Turker pairs with low annotator overlap-5 or 10 utter-
ances-make up the majority of the subsets in the CU-CHLOE corpus. There are special
considerations that must be given for those subsets where there were only a small number
of overlapping utterances.
It is not clear that computing an aggregate r, from subsets with small annotation overlap
gives an accurate estimation. A Turker pair that annotates a small number of utterances has
a higher chance of both marking every word as well-pronounced or mispronounced. The
effect of this on i, is that P(e) is computed to be 1, making the denominator in the r, equation
0, and hence undefined. To handle these cases, we chose the convention that the value of ,
would be 0 when it is undefined, indicating that the agreement was all due to chance.
Figures 3-3a and 3-3b show histograms of , values for Turker pairs with annotation
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Figure 3-2: This shows the number of Turker pairs that annotated some common number
of utterances. This plot shows that most pairs of Turkers overlap on a small number of
utterances.
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(a) Among Turker pairs that only annotated 5 utterances, (b) Among Turker pairs that annotated 10 or more utter-
there were 852 pairs that had no measurable agreement ances, there are only 61 pairs that had no measureable
above chance (, = 0). This represents about 13.0% of agreement above chance. These pairs are all in the set of
those pairs, which indicates that five utterances is too Turker pairs that annotated 10 common utterances and
small an overlap to accurately gauge agreement. represent only 3.3% of the data in that group. All other
sets of Turker pairs with larger numbers of common ut-
terances had no such problems.
Figure 3-3: Comparison of k for groups of Turkers with 5 and 10 annotation overlaps.
overlaps of 5 and 10, respectively. As can be seen from Figure 3-3a, there were 852 Turker
pairs who were in complete agreement. In contrast, for an annotator overlap of 10, shown
in Figure 3-3b, there were only 56 such instances. For larger annotator overlaps, there were
no instances-all Turker pairs had some amount of disagreement.
In the final analysis, we chose to only compute the aggregated i' by considering those
Turker pairs with an annotation overlap of 10 or more. We ignored Turker pairs with an-
notation overlap of 5 because computing a r, value for such a small number of utterances
tended to produce a large number of undefined r, values.
We want to establish that computing aggregated K produces reasonable results. The blue
line (and gray errorbars) in Figure 3-4 show how the value of , varies with the value of the
annotator overlap. The red line at 0.51 is the aggregated i' for the CU-CHLOE dataset. The
green dashed lines represent the K values from Table 3.3.
At small values of annotator overlap, the computed K mean is more stable, although it
displays higher deviation. As annotator overlap increases, the value of the K mean becomes
more erratic due to the fact that there are not as many Turker pairs who share the same high
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Figure 3-4: Plot of the mean r, value and standard deviation of , values for Turker pairs
plotted against the number of utterances the Turker pairs annotated together.
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Prompt worth thing thick wrath myth
Machine Transcription w er th th ih ng th ih k r ae th m ih th
Human Transcription w ee th th ih ng th ih k w ao th m ih th
Mispronunciation (diff) worth thing thick wrath myth
Mispronunciation (Turker) worth thing thick wrath myth
Table 3.4: This table illustrates that differences between a canonical labeling using ma-
chine transcription and human transcription do not indicate that humans would perceive
the word as mispronounced. The phones on the bold font are those phones that differed
between the machine and human transcriptions. The words in red indicate words that
would be considered mispronounced.
annotator overlap. While having more high annotator overlap subsets is preferable because
each Turker pair provides more data to compute /,i, the majority of the Turker pairs have
low annotator overlap. The computed mean is thus more stable. This is why the aggregated
, weights annotator overlap subsets with more Turker pairs higher than those with low
annotator overlap.
The fact that the aggregated , is comparable in value to the other r, values is encourag-
ing, but it should be considered more trustworthy due to the fact that it was arrived at in a
principled manner. It also indicates that we have a moderate amount of agreement across
all subsets of Turkers. We will now turn our attention to how this can be used to derive a
phonetic labeling algorithm for a mispronunciation corpus.
3.4.5 Pronunciation Deviation and Mispronunciation
A common assumption when constructing a corpus for mispronunciation detection al-
gorithms is to assume that a difference between a canonical phonetic transcription and a
hand phonetic transcription is equivalent to a mispronunciation. This canonical transcrip-
tion can be produced from a baseform dictionary or from a forced alignment through a native
language recognizer. We will use the annotations collected from Turkers to show that this
assumption does not necessarily hold.
The first row in Table 3.4 shows an English language prompt from the CU-CHLOE
corpus. Rows 2 and 3 show two phonetic transcriptions of an audio recording for the same
prompt. The first transcription was produced from a forced alignment by the SUMMIT [252]
Annotation Class # Words # Substitutions # Insertions # Deletions
Good 29,706 14,073 (0.47) 3,413 (0.11) 2,253 (0.07)
Ugly 5,433 4,413 (0.81) 1,362 (0.25) 757 (0.14)
Mispronounced 1,735 2,160 (1.24) 434 (0.25) 523 (0.30)
Table 3.5: This table shows that as more Turkers felt the words were mispronounced,
the rate (per word) of substitutions, insertions, and deletions increase. The total numbers
of substitutions, insertions, and deletions are shown in the final row.
landmark based recognizer with American English acoustic models. The forced alignment
will constrain the recognizer to choose the best acoustic labels that are allowed by the stan-
dard phonological rules for American English for the prompt words. The second transcrip-
tion is a hand transcription by an expert phonetician participating in the AESOP initiative.
An alignment using the least-cost edit distance was performed between the two tran-
scriptions. This procedure identified pronunciation variations in terms of the edit operations
of substitution, insertion, and deletion. Differences in the phonetic transcriptions are marked
in bold font. In this example, only substitution of phonetic labels were found, though inser-
tions and deletions were found in other data.
The fourth row in Table 3.4 shows the words in a font that would be marked as mispro-
nounced if only differences in the transcriptions were used to identify mispronunciations.
The fifth row shows the words that were marked as mispronounced by the Turkers. As the
final two rows show, mispronunciations cannot always be determined solely from differ-
ences in phonetic transcriptions.
3.5 Labeling Algorithm
Although differences in transcriptions cannot be used alone to indicate mispronuncia-
tions, the word-level Turker annotations and these differences can be combined to provide
phone-level annotations of mispronunciations where substitution has occurred. We will start
by examining the types and rates of phonetic differences-substitutions, insertions, and
deletions-that exist for words that are considered good, ugly, and mispronounced (annota-
tion class). We will then focus on substitutions and examine statistics from two directions:
Annotation class Didn't Match
Good 14,277 (70.5%)
Ugly 4,282 (21.1%)
Mispronounced 1,679 (8.3%)
Table 3.6: The columns in this table indicate whether or not the machine phonetic tran-
scriptions matched the hand phonetic transcriptions. The rows indicate the class of pro-
nunciation quality determined by the number of Turkers who felt the words were mis-
pronounced. For example, 92.7% of the words where the transcriptions matched fell
into the good class (i.e. no Turkers felt the word was mispronounced.)
the annotation class when the hand and phonetic transcriptions match vs when they do not
match, and the number of substitutions in a word when it falls into one of the annotation
classes.
Table 3.5 shows the annotation classes, number of substitutions, insertions, and dele-
tions, and associated rates (per word) for each type of edit operation. For example, there
were an average of 1.24 substitutions, 0.25 insertions, and 0.30 deletions for words that
were judged to be mispronounced. There are clear relationships between the annotation
class and the rates of substitutions, insertions, and deletions. The rate of substitution for
words judged as mispronounced is 2.63 times the rate of substitution for words judged to
have good pronunciation. Further, the most common edit operation-in terms of both rate
and raw number-is substitution, indicating that substitution errors contribute the most to
mispronunciation in this corpus.
We can now look at what characterizes mispronunciation in two directions. In one di-
rection, we can look at what annotation class a word falls into if the machine and human
transcriptions match. In the other direction, we'll look at how many of the words have sub-
stitution errors if we first look at the annotation class the word was assigned by the Turkers.
Table 3.6 shows that when the machine transcription and hand transcriptions match,
almost none (0.3%) of the words were considered by Turkers to by mispronounced, and only
7.0% were considered ugly. Thus, 92.7% of these words were considered good. When the
transcriptions didn't match, there is a change in the distribution, and 29.4% of these words
were considered either ugly or mispronounced by the Turkers. This information alone is
encouraging, but it is not enough to devise an algorithm.
| Without Substitution 122,219 (74.8%) 2,902 (53.4%)
Table 3.7: The columns in this table indicate the number of words with substitutions
when the machine phonetic transcriptions are aligned with the hand phonetic transcrip-
tions. The rows indicate how many Turkers thought the words were mispronounced.
For example, 25.5% words that no Turkers thought were mispronounced contain sub-
stitutions.
Table 3.7 shows that 83.3% of the words that Turkers annotated as mispronounced con-
tained one or more substitutions. In contrast, only 25.2% of the words Turkers felt were good
contained substitutions. There is a direct relationship between the annotation class and the
proportion of the words that contain substitutions. When combined with the information
that matched transcriptions are overwhelmingly words that fell into the good annotation
class, this suggests that an algorithm can be devised to label phones that appear in words
that are mispronounced.
Algorithm 1 The algorithm used to label phones for pronunciation quality.
for all Utterances with hand transcription do
Compute forced alignment using native recognizer
Align machine phonetic transcription with hand phonetic transcription
for all Phones in utterance do
if aligned phones do not match then
if one more more Turkers said the word the phone belongs to was mispronounced
then
Mark the phone as "ugly"
else if all the Turkers said the word the phone belongs to was mispronounced
then
Mark the phone as "mispronounced"
end if
else
Label the phone as "good"
end if
end for
end for
Algorithm 1 takes advantage of these properties of the annotated CU-CHLOE corpus.
It iterates through all of the 5,597 utterances with hand transcriptions and aligns them with
the machine transcription using the least cost edit distance. It then iterates through all the
phones in the utterance. For all the phones that don't match in the aligned transcriptions, it
labels the phone as mispronounced, ugly, or good, depending on how the Turkers labeled
the word to which the phone belongs.
While the algorithm will miss some substitution errors and all insertion and deletion
errors, it has the nice property that no phones will be mislabeled as mispronounced. Phones
are only labeled mispronounced or ugly when they are part of a word that was labeled
mispronounced or ugly. Because this labeling will only be triggered when the phones are
mismatched in the transcriptions, we will be able to capture mispronunciations due to pho-
netic substitution in 4,282 + 1,679= 5,961 words out of a total of 4,282 + 1,679 + 1,152 +
53 = 7,169 words (see Table 3.6) labeled as mispronounced, or about 83.1% of the substitu-
tion errors present. We hypothesize that the remaining 16.9% of the words with substitution
errors reflect variation that are acceptable as alternative pronunciations of the word. For ex-
ample, English vowels are typically reduced towards the schwa (/Z/ [ax]) position and this
would be reflected in mismatched transcriptions, but would not necessarily be considered
mispronunciations.
3.6 Labeling Results
The algorithm was run on all 5,597 utterances in the CU-CHLOE corpus. For this analy-
sis, we focus on vowels. although non-native speakers do exhibit mispronunciations for the
non-vowels, these are often difficult to analyze for mispronunciation due to the extremely
messy spectra of these sounds. In contrast, vowels have generally well defined formants
and sound shapes.
Table 3.8 summarizes the results. Overall, a total of 41,677 phones were labeled with
37,691 (90.4%), 2,536 (6.1%), and 1,450 (3.5%) falling into the good, ugly, and mispro-
nounced annotation classes, respectively. The first column shows the phone label. The total
number of phones in the corpus is then listed along with the percentage of the total number
of phones. For each annotation class (good, ugly, and mispronounced), the total number of
instances for each phone label, the percentage of that phone label, and the percentage of
Label All classes Good Ugly Mispronounced
Tot % Tot Tot % Tot % Cls Tot % Tot % Cls Tot % % Cls
Overall 41,677 - 37,691 90.4 - 2,536 6.1 - 1,450 3.5 -
/o/ [aa] 3,796 9.1 3,654 96.3 9.7 86 2.3 3.4 56 1.5 3.9
/w/ [ae] 3,508 8.4 3,280 93.5 8.7 175 5.0 6.9 53 1.5 3.7
/A/ [ah] 2,664 6.4 2,440 91.6 6.5 111 4.2 4.4 113 4.2 7.8
/o/ [ao] 4,199 10.1 3,969 94.5 10.5 153 3.6 6.0 77 1.8 5.3
/"/ [aw] 649 1.6 599 92.3 1.6 24 3.7 0.9 26 4.0 1.8
/a/ [ax] 2,642 6.3 2,227 84.3 5.9 301 11.4 11.9 114 4.3 7.9
I![ehl] 2,200 5.3 2,068 94.0 5.5 101 4.6 4.0 31 1.4 2.1
/e/[ey] 3,477 8.3 3,272 94.1 8.7 145 4.2 5.7 60 1.7 4.1
i/ [ih] 4,521 10.8 4,221 93.4 11.2 264 5.8 10.4 36 0.8 2.5
/i/[iy] 1,917 4.6 1,759 91.8 4.7 117 6.1 4.6 41 2.1 2.8
// [oy] 1,000 2.4 922 92.2 2.4 39 3.9 1.5 39 3.9 2.7
/3/ [uh] 773 1.9 682 88.2 1.8 80 10.3 3.2 11 1.4 0.8
/u/[uw] 1,571 3.8 1,400 89.1 3.7 90 5.7 3.5 81 5.2 5.6
Table 3.8: Number of phones in corpus labeled as "Good", "Ugly", and "Mispro-
nounced".
that annotation class are listed.
For example, the phone /a/ [aa] occurred a total of 3,796 times in the corpus, or 9.1%
of the total phones in the corpus. Of the 3,796 instances of /al/, 3,654 were marked good, 86
were marked ugly, and 56 were marked mispronounced. This corresponds to 96.3%, 2.3%,
and 1.5% of the instances of the phone /a/. Over the entire corpus, phones marked mispro-
nounced comprised 3.5% of the corpus, but only 1.5% of the instances of /al/ were marked
mispronounced. This indicates that /a/ is generally not a major source of mispronunciation.
Over all the phones marked good, instances of/a/ that were marked good appeared 9.7%
of the time, 3.4% of the time for phones marked ugly, and 3.9% of the time for phones
marked mispronounced. Another way to view this is to note that while /a/ comprises 9.1%
of the corpus of vowels, it only accounts for 3.9% of the phones marked mispronounced.
Contrast this with the vowel /aY/ [ay]. Instances of /aY/ appear for 5.8% of the total
corpus of vowels, yet it accounts for 17.0% of the vowels marked as mispronounced. This
indicates that the speakers in the corpus had difficulty producing this vowel and it is a major
source of mispronunciation. There are three vowels that stand out in this regard, /aY/ [ay],
/,-/ [er], and /o/ [ow].
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Figure 3-5: Relative frequencies of vowels in the corpus. Blue bars are the frequencies
of the vowels in the corpus. The green, yellow, and red bars indicate the frequencies
those vowels were labeled good, ugly, and mispronounced relative to the total numbers
of good, ugly, and mispronounced vowels.
Another source of trouble is /o/ [ax], a vowel produced when the vocal tract is in a
relaxed state. Although it doesn't stand out as a vowel that was marked mispronounced,
it was marked as ugly a disproportionate number of times. Vowels in English are often
relaxed towards the schwa position. This data indicates that the CU-CHLOE speakers are
performing this vowel reduction in a way that causes some native speakers to perceive it as a
mispronunciation. Or it could be that another phoneme in the word was also mispronounced,
and this phoneme was the major source influencing judgement.
An alternative way to view this data is shown in Figure 3-5. The blue bars indicate
the frequency of the vowels within the corpus. The green, amber, and red bars indicate
the relative frequencies of the vowels within their respective annotation classes. From this
figure it is easy to see that the vowel /o/ [er] is mispronounced way out of proportion to its
relative frequency within the corpus.
3.7 Summary
This chapter presented a crowd-sourced labeling algorithm for creating phone-level la-
bels of mispronunciation. These results were used to create the mispronunciation detector
described later in this thesis. It combined the results of a hand transcription, machine tran-
scription, and crowd-sourced word annotation of pronunciation quality. This algorithm is
justified with the relative statistical properties of the phones found within the corpus and
their relation to word marked as mispronounced in the CU-CHLOE corpus.
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Chapter 4
Anchoring Vowels for phonetic
assessment
This chapter proposes a novel method for transforming Mel Frequency Cepstral Co-
efficients (MFCCs) [154, 51], frequently used in speech recognition tasks, into a feature
space that is more robust for computer aided pronunciation evaluation. Our method esti-
mates the mean MFCCs of specific vowels that represent four key positions of English
vowel production. Three positions represent the extremes of where vowels are produced in
English and the fourth represents vowel production when the vowel tract is in a completely
relaxed state. We show that, by representing speech sounds in relation to these positions,
performance on a simple classification task can be significantly improved. We argue from
a qualitative and quantitative perspective that this will improve performance in the task of
detecting pronunciation errors, presented in the next chapter.
4.1 Motivation
CALL systems frequently employ statistical model scores to produce some measure of
pronunciation quality. However, these scores can be very sensitive to intrinsic speaker dif-
ferences that may not be the result of mispronunciations. Typically, the models that produce
these scores are trained using MFCCs as feature vectors. MFCCs are compact representa-
tions of the acoustic signal associated with different speech sounds.
In native speech, a specific phone is generally located in a specific region of the MFCC
feature space. This location can vary greatly due to the phonetic context in which the phone
occurs, speaking conditions, speaker gender, vocal tract length, age, and many other factors.
For example, the vowel /i/ [iy] may generally exist in one region of the MFCC space for
speaker A and a slightly different region of the MFCC space for speaker B. These locations
tend to have even greater variance for non-native speakers.
When training phone class models using MFCCs, the features intuitively specify a lo-
cation in MFCC space without respect to other phones in the speaker's phonetic inventory.
An alternative representation is to anchor the MFCCs in relation to another sound in the
speaker's phonetic inventory. This brings all the other phones to a similar reference point
in MFCC space, thus allowing a more direct comparison of sounds between speakers.
Native and non-native speakers exhibit systematic differences in pronunciation. By rep-
resenting speech sounds in relation to a common anchor point, this representation takes
advantage of the fact that speech sounds are typically differentiated by how the sound is
perceived relative to other sounds, and it should allow a more robust assessment of pronun-
ciation. An intuitive understanding of this can be summed up by a simple rephrasing of the
statement 'This non-native /i/ [iy] does not sound as if it was produced in the same location
as a native /i/ [iy]" to "This non-native /i/ [iy] does not sound as if it was produced in the
same location relative to the speaker's typical production of the sound /;/ [ax] as a native
speaker producing /i/ [iy] would produce it relative to their production of /;/ [ax]."
4.2 Related Work
Numerous approaches have been proposed to normalize speech to account for speaker
dependent variation. Vocal tract length normalization (VTLN) techniques model the length
of the vocal tract and warp the acoustic signal to match a reference. In previous work, Nord-
strdm and Lindblom [175] scale the formants of the speech by a constant factor determined
by an estimate of the vocal tract length from measurements of F3. Fant [68] extended this
by making the scale factor dependent on formant numbers and vowel class. These meth-
ods require knowledge of the formant number and frequencies. More recently, Umesh et
al. [226, 128] introduced two automatic methods: one uses a frequency dependent scale
factor that does not require knowledge of the formant number, and another is based on
fitting a model relating the frequencies of a reference speaker to frequencies of a subject
speaker.
In contrast to operating on the acoustic signal, Maximum Likelihood Linear Regression
(MLLR) [78] attempts to accomodate speaker to speaker variation by adapting the means
and variances of existing acoustic models given a relatively small amount of adaptation
data. It accomplishes this by estimating linear transformations of model parameters to max-
imize the likelihood of the adaptation data. Some normalization approaches work directly
on the MFCCs extracted as features for speech recognition. Cox [39] implements speaker
normalization in the MFCC domain utilizing a filterbank approach to shift MFCCs up and
down in the spectrum. He shows that this is a form of vocal tract normalization, and has
similarities to a constrained MLLR. Pitz and Ney [187] showed that frequency warping
vocal tract normalization can be implemented as linear transformations of MFCCs.
4.3 Approach
Our approach is inspired by the work presented in [156, 218], which used the Bhat-
tacharyya Distance [21] to compute the overall structure of speakers' phonetic spaces. This
was conducted in the spirit of work by Jakobson [107] who argued that the study of the
sounds of a language must consider the structure of the sound system as a whole. Thus, the
structure created by Minematsu et al. modeled a phonetic space in a holistic fashion, as op-
posed to the typical method for modeling acoustic spaces using MFCCs or other localized
features.
This structure (see the graphical representation in Figure 4-1) was essentially a symmet-
ric matrix of the pairwise Bhattacharyya Distances for all the phones in the phonetic space.
This representation allowed them to model the pairwise distances for an individual speaker
or a population of speakers. They defined a scalar distortion metric based on the normal-
ized difference between the matrices of two phonetic spaces. They used this structure to
measure the distortion between Japanese accented English and General American English
Figure 4-1: A graphical representation of the pronunciation structure defined by Mine-
matsu et al [156].
and found a positive correlation with human assessments of pronunciation quality. One of
the limitations of their technique was that it was unable to individually classify or assess
sounds.
We hypothesize that vowels may be produced by humans via an internal relativistic
model that attempts to maximize discriminability, akin to the principles in [188]. With this
idea in mind, we decided to investigate a simple normalization method based on relativizing
the Cepstral coefficients to those of a target reference vowel. We therefore propose a sim-
ple scheme that intuitively works by anchoring vowel spaces to a common reference point
on a per speaker basis. Since speakers are using a common language, common phonetic
inventory, and hence a similar vowel space shape, this anchoring should have the effect of
shifting speaker vowel spaces into closer proximity.
4.3.1 Data
Our data come from two corpora. The first corpus is the TIMIT corpus [81], consisting
of 6,300 (4,380 male, 1,920 female) utterances from native English speakers. The second
corpus is the Chinese University Chinese Learners of English (CU-CHLOE) corpus [152]
explained in the previous chapter. For the classification experiment, the TIMIT corpus was
divided into a training set consisting of 4,620 utterances, and a test set consisting of 1,680
utterances. The CU-CHLOE corpus was divided into a training set of 33,026 utterances and
a test set of 3,670 utterances.
The data were force-aligned using a standard SUMMIT [252] recognizer with native
English landmark models to obtain a segmentation and assigned reference label for each
target vowel. We averaged the MFCCs (14 dimensions) at five regions relative to the vowel
endpoints for each segment of speech: 30ms-Oms before the segment (pre), at 0%-30%
(start), 30%-70% (middle), and 70%-100% (end) through the segment, and to 30ms after
the segment (post).
4.3.2 Anchoring
Anchoring the vowel space entails computing the difference between the mean MFCC
values for each anchoring point and the MFCCs for a sample under consideration. For each
MFCC measurement, we computed the difference between the measured MFCCs and the
mean of a speaker's anchor vowel as shown in Equation 4.1 at corresponding parts of the
segment. Mathematically,
ACjV = C, - CV (4.1)
where AQ, is the normalized MFCC sample at phone segment i using v as the anchor
vowel, C, is the MFCC sample at phone segment i, and Cv is the mean MFCCs for a
speaker's productions of vowel, v, where v is the anchor point of the transformation.
Anchor points are defined at the vowels /a/ [aa], /i/ [iy], and /u/ [uw], since these quan-
tal vowels [215] exist at relative extremes in the Universal Vowel Space [188], are found
in nearly all languages, and should provide relatively stable points of reference. We also
anchored points at /o/, as Puppel and Jahr [188] argue that one of the forces acting on the
location of /a/ [aa], /i/ [iy], and /u/ [uw] is a thrust away from the neutral /3/ in order to
maximize discriminability, and Diehl [55] notes that in some respects, /3/ [ax] is slightly
more stable.
A final anchor point was the weighted mean of the speaker's vowels. This virtual anchor
point was created to account for data sparseness issues. For example, when a speaker has
not produced enough instances of any of the previously defined anchor points. This was
especially true in the TIMIT corpus where each speaker recorded only 10 utterances. To
mitigate the effects of sparse data, we constructed another anchor vowel, C-anchor, that
consisted of the weighted mean of all the vowels in the speaker's inventory. Mathematically,
each anchored feature was computed using
AC = C-C (4.2)
where the weighted normalized MFCC sample is AC, and the weighted mean of a speaker's
vowels, represented by C, is defined as:
FC = W 1 ZwVCV (4.3)
We created a number of different feature sets based on these measurements for use in our
analysis. The MFCCs (baseline), //-anchor, /i/, /u/, /;/, and C-anchor features (Table 4.1)
were used to train Gaussian Mixture Model (GMM) classifiers using k-means clustering.
We validate this approach in three ways. First, we perform a simple classification task
using a Gaussian Mixture Models (GMM) classifier with a maximum of 96 mixtures and
trained using the k-means algorithm. We show significant improvements over MFCC based
models in classification of the vowels under three conditions: native speakers with native
trained models, non-native speakers with non-native trained models, and non-native speak-
ers with native trained models. The improvements we achieve in the classification task
indicate that the technique is effective at accounting for speaker differences.
Second, we perform a qualitative analysis where we examine the shape and location
of the sample distributions for various phone classes before and after anchoring. Third,
we quantitatively assess anchoring by computing statistical distance metrics for the phone
classes. We correlate these distances with Amazon Mechanical Turk annotations of pronun-
ciation quality.
4.4 Results
We analyzed the effect of anchoring from three perspectives: on classification perfor-
mance relative to standard MFCC measurements, qualitatively on comparisons between na-
tive and non-native speech, and quantitatively based on correlations of the Bhattacharyya
distance metric and Amazon Mechanical Turk annotations.
Classification
The results for our classification experiments are presented in Table 4.1. Our baselines
for comparison are features from Table 4.1 row (a). These are standard sets of MFCCs used
for segment models in our classifier. The poor performance for CHLOE, particularly when
TIMIT is used for training, reflects the difficulty in pronouncing a non-native vowel.
Training Data TIMIT CHLOE TIMIT
Test Data TIMIT CHLOE CHLOE
F b /a/-anchor 31.4% (4.8%) 36.1% (5.7%) 45.4% (7.0%)
c /i/-anchor 31.4% (4.8%) 37.0% (3.4%) 45.4% (7.0%)
r2 d /u/-anchor 32.4% (1.8%) 36.7% (4.2%) 45.8% (6.1%)
e /z/-anchor 32.2% (2.4%) 36.5% (4.7%) 45.3% (7.2%)
f C-anchor 30.8% (6.7%) 35.7% (6.8%) 44.7% (8.4%)
Table 4.1: Percent error vowel classification. The numbers in parenthesis represent rel-
ative error improvement. The classification error decreases significantly with normal-
ization with respect to any vowel or with respect to the weighted average of the vowels.
Table 4.1 presents the error rates when the means of the anchor vowel MFCCs are com-
puted from the labeled test data. The relative performance increases range from 1.8% to
6.6% for the native classifier with native speech, 3.4% to 6.8% for non-native speech with
non-native classifier, and 6.1% to 8.4% for non-native speech with the native classifier.
Of all the feature sets, the weighted anchor, C-anchor set realizes the largest improvement
across all three cases. This reflects the fact that this anchor generally has more data avail-
able to estimate the mean MFCC. We might also conclude that if more data were available
for the other anchors, then the advantage of using C-anchor would be diminished.
Qualitative Assessment
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Figure 4-2: Distributions of the first two dimensions of the feature vectors for /x/ spoken
by native and non-native speakers.
To qualitatively understand why we see these performance improvements and why this
scheme may be beneficial for assessment, it is helpful to visualize the transformation. Fig-
ure 4-2 depicts the effect of the transformation on the native and non-native data for MFCCs
1 and 2 for the vowel /w/ [ae]. As can be seen from the figure, the mean of the non-native
distribution is shifted closer to the native mean. This effect was seen for almost all pairs of
vowel distributions (a comprehensive set of visualizations can be found in Appendix B).
Note that MFCC 1 captures the total energy of the MFCC spectrum, so this normalization
effectively corrects for differences in microphone gain as well.
By using only one point as the reference point, we are essentially shifting the entirety of
the speaker's vowel space without affecting its shape. This creates a feature space in which
the samples still exist in the same relative proximity to each other. This would be important
for pronunciation assessment of individual vowels. Figure 4-3a depicts a representation of
the MFCC vowel spaces of native and non-native speakers. The points represent the means
of a subset of the vowel distributions for both sets of speakers. Figure 4-3b depicts the vowel
spaces after they have been anchored by /o/ [ax].
The overall shapes of the spaces have not been affected by the anchoring, but the spaces
now directly overlap each other. The anchoring provides a direct comparison of the vowel
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Figure 4-3: Comparison of feature space for the first two dimensions. The large points
represent the means of the features measured at the mid-point for the corresponding
vowel. The outlined shapes (red and blue) form the convex hull of the space.
[aa] [ae) [ah] [ao] [aw [ax] [ay] [eh) [er] [ey] [ih] [ii [ow] [oy] [Uh [uw][aa] - - 64 671 - 7 2 3 - - I - 63 1 5 7
[ae] - 10 19 1 27 8 2 2 - I[ah] 36 9 - 124 4 173 - - 2 1 4 1 29 74
[ao] 17 to 13 11 12 1 - - 123 3 93 38
[awl 26 - 12 2 - 4 - - - 17 t -
[ax] 33 36 3 63 4 - 35 6 3 13 - 112 10
[ay] 25 1 - 1 5 2 - 24 - 32 110 46 - - - 2
[eh] - - 12 3 - 1 6 1$ 15 - - 5
[er] 9 1 14 26 13 15 6 - 10 14 7 9 1 7 11
[ey] 6 13 3 2 - 11 14 432 1 166 1 t 1
[ih] - - t t t 4 11 - 2 - - 5
[iy] 1 3 - - - 33 - 21 -
[ow] 3 - 44 332 38 14 t t - - - 2 - 1 5 43
[oy] I - t I t - - - - - 24 - -
[uhl] - - - - - 3 - - - - - - I - - 145
[uw] 6 4 2 3 . - 1 5 "76 - 102 -
Table 4.2: Confusion matrix showing the number of times the vowels down the left
column were substituted by the vowels along the top row.
spaces when the relative positions of the vowels are considered. For example, we can clearly
see /a-/ [er], a sound that appears most often as mispronounced (Table 3.8), is located in
very different relative positions between the native and non-native populations. It is, in
fact, located towards the middle of the represented pronunciation space, where one would
find the vowel /D/ [ax]. Table 4.2 shows that /a/ [er] is often confused with /3/ [ax] when
the canonical and hand transcriptions are aligned.
Additionally, /w/ [ae] and /E/ [eh] are all clustered together and the non-native /E/ [eh]
exists in a different position relative to the non-native /w/ [ae] when compared with the
relative positions of the native equivalents. Table 4.2 shows the number of times the vowels
in the left-most column were substituted by vowels in the top row. We can see, for example,
Native vs Non-native MFCCs Native vs Non-natIve after anchoring
that the proximity of /w/ [ae] and /c/ [eh] to each other is a large source of confusion.
In interpreting this type of plot, we should be careful to note that there are other possible
explanations for the shapes seen. For example, the vowel /0/ [er] is interesting because
it is also a vowel that is disproportionately (to the rest of the corpus) marked as ugly. It
is marked ugly nearly twice as often as it is marked mispronounced, and this indicates
ambivalence on the part of the Turkers when they marked words containing the /a/ [er]
vowel. We could interpret this to mean that Cantonese speakers have difficulty with the
vowel, or it could be an artifact of the source for their English instruction. The non-native
speakers were from Hong Kong, and it is more than likely that they have been instructed in
British pronunciation. American English and British English have a number of differences,
one of which is the difference in the phoneme [er] as in the word "worth." It is unsurprising
that there is such a relative difference in the locations of the phone and that it seems to be a
controversial sound among the Turkers.
Quantitative Assessment
The anchoring method presented transforms individual phone instances, effectively al-
tering the distributions for each phone class. Minematsu et al.'s work, which inspired our re-
search, utilized the Bhattacharyya distance to assess pronunciation. The Bhattacharyya dis-
tance is defined for multivariate Gaussian distributions, A1 (p1 , E1 ) and A'2 ([L2, E2),
as follows:
1 1 detE
BD(AN 1 ||(2) =(111 - /12 )T ([1 - P2) + -- In( )et (4.4)8 2 /detE 1 detE2
where pi and Ej are the mean and covariance for the distribution N(Pi, Ej) and E = 2.
It is a measurement of the separability of two distributions.
The pronunciation structure Minematsu computed was a representation of the overall
phonetic space of the speaker based on this distance, so the positive correlations they found
applied to overall pronunciation quality. We want to assess whether this distance can be
utilized at a phone class level. To this end, we compute correlations of the Bhattacharyya
distances between the phone class distributions of native and non-native speakers with the
A B C D E F G
Vowel MFCC C-anchor A Good Ugly MP
/a/ [aa] 227.78 194.53 96.3 2.3 1.5
/w/ [ae] 24.68 35.19 93.5 5 1.5
/A/ [ah] 341.37 95.10 91.6 4.2 4.2
/o/ [ao] 198.93 96.13 94.5 3.6 1.8
/a"/ [aw] 37.72 48.50 92.3 3.7 4.0
/D/ [ax] 16.08 36.46 84.3 11.4 4.3
/aY/ [ay] 277.33 173.64 87.1 2.7 10.2
/c/ [eh] 169.22 40.64 94 4.6 1.4
/a/ [er] 129.32 94.35 79.3 13.2 7.4
/e/ [ey] 409.52 88.25 94.1 4.2 1.7
/i/ [ih] 21.51 8.48 93.4 5.8 0.8
/i/ [iy] 41.41 20.97 91.8 6.1 2.1
/o/ [ow] 254.63 137.70 81.7 11.1 7.2
/oy/ [oy] 643.41 87.69 92.2 3.9 3.9
/U/ [uh] 219.18 59.24 88.2 10.3 1.4
/u/ [uw] 163.93 42.99 89.1 5.7 5.2
MFCC 0.077 0.16Correlations MC .7 mC-anchor -0.04
Table 4.3: Bhattacharyya distances between native and non-native models trained on
different feature sets and their correlations with pronunciation quality proportions for
different vowels. The annotation classes are based on the labeling algorithm from Chap-
ter 3. Good vowels are those vowels marked by no Turkers, Ugly vowels are those
marked by at least one Turker as mispronounced, and Mispronounced (MP) vowels are
those marked by all three Turkers as mispronounced. * p < 0.1, ** p < 0.15
proportion of each of the phone classes that were labeled Good, Ugly, and Mispronounced
according to the algorithm from Chapter 3. This will also quantitatively confirm that the
distributions between native and non-native speakers have moved closer together.
We measured the Bhattacharyya distance between native and non-native single Gaussian
distributions of the MFCC values taken at the five regions specified in Section 4.3. These
values are in Column B of Table 4.3. We also measured the Bhattacharyya distance of the
Gaussian distributions trained from C-anchors (see Table 4.3, Column C). Column D shows
the change in distance from pre-anchored features to post-anchored features.
Table 4.3 also shows the proportion of each vowel marked good (Column E), ugly (Col-
umn F), and mispronounced (Column G) by Amazon Mechanical Turkers. We computed
the Spearman Rho rank ordered correlation to determine if there exists any relationship be-
tween the Bhattacharyya Distance and the proportions phone instances from each annotation
class. The correlation of the distance with each annotation class is shown in the bottom two
rows for the anchored and unanchored versions of the vowels. For example, this table shows
that the correlation of the distances for distributions trained using MFCC-based features is
0.077.
Overall, the distance is not correlated to both unanchored and anchored versions of the
features for the good class, is negatively correlated to both feature versions for the ugly
class at a 0.1 significance level, and is only positively correlated to the anchored version of
the features for the mispronounced at a 0.15 significance level.
These results are difficult to interpret. First, the negative deltas on the Bhattacharyya
distances quantitatively confirm the qualitative analysis that the anchoring moves the vowel
classes to be in closer proximity. The distributions for every vowel class except /W/ [ae],
/aw/ [aw], and /o/ [ax] show varying degrees of moving closer together. As a normalization
method, we can conclude that it is having the desired effect of compensating for intrinsic
speaker differences.
Second, the correlations show that Bhattacharyya is not necessarily a strong indicator of
good pronunciation quality for either anchored or unanchored versions of the features. This
could be due to the highly skewed distribution of the annotation classes-the vast majority
of the vowels were marked with good pronunciation. This also indicates that there are other
features that the Turkers paid attention to in order to arrive at the conclusion that the vowels
in question were well-pronounced.
Third, the Bhattacharyya distance is negatively correlated, -0.46 (p < 0.10), to vowels
in the ugly annotation class. This correlation is the same for both anchored and unanchored
versions of the vowels and says that, as the distributions between the native and non-native
speakers moved closer together, there was a greater chance that at least one Turker would
indicate a mispronunciation occurred. This would be analogous to the situation seen with
the spatial proximity of /w/ [ae] and /E/ [eh]-there is a high likelihood that these vowels
are confused, and this happens irrespective of the anchoring. This is also supportive of the
idea that the Turkers varied in their judgement of pronunciation if the vowels were close-
the same instance of pronunciation may be marked differently by individual Turkers. This
is supported by the fact that both /o/ [ae] and /c/ [eh] have larger proportions of uglies than
mispronounced.
Finally, the Bhattacharyya Distance is positively correlated, 0.41 (p < 0.15), to vowels
in the mispronounced annotation class, but only after the vowels have been anchored. What
this says is that, as the distributions are further and further separated under anchoring, then
it is more likely that the vowels will be considered mispronounced by Turkers. Although the
standard threshold of significance (p < 0.05) is not met, we still could consider applying
the distance measure to pronunciation evaluation given the other results presented earlier.
We shall see in the next chapter how this information can be exploited to detect mispro-
nunciations. For example, the vowel /QY/ [ay] has a larger Bhattacharyya Distance, and a
correspondingly larger proportion marked as mispronounced. This correlation is enhanced
after anchoring.
4.5 Summary
This work introduced a simple feature normalization scheme for vowel classification
and subsequent vowel assessment of non-native speakers. The MFCC features for particu-
lar speakers were transformed using simple operations into features anchored at a common
reference point. We showed that this results in increased classifier performance. We qual-
itatively and quantitatively examined the effect of the transformation on the distributions
of vowels between native and non-native speakers and the shape of the vowel space. Our
quantitative analysis included a discussion on correlations with the Bhattacharyya distance
-used in prior work for pronunciation assessment-and showed that anchoring improved
correlation of the Bhattacharyya distance to mispronounced vowels. These results will be
exploited in the next chapter on mispronunciation detection. The correlations do not support
using Bhattacharyya Distance itself to detect mispronunciation, but when combined with
other information, the distance measurement may enhance performance.
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Chapter 5
Mispronunciation Detection
This chapter details the implementation of a method for accurately detecting pronuncia-
tion errors at a phonetic level. We use a decision tree classifier framework with parallel na-
tive and non-native models to precisely detect phonetic pronunciation errors. We also show
that the anchoring method detailed in the previous chapter provides more stable features
for detecting mispronunciations. Under the assumption that incorrectly labeling a phone as
mispronounced is more damaging than incorrectly labeling a phone as well-pronounced,
this system focuses only on detecting mispronunciations with high specificity. Therefore,
we are willing to tolerate a number of false rejections (i.e. phones that were marked as mis-
pronounced, but were not detected as mispronunciations by the system). We quantitatively
analyze the performance of this system from a classification performance standpoint and
qualitatively evaluate the decision tree rules.
5.1 Motivation
Pronunciation evaluation is an important component of Computer Aided Language Learn-
ing (CALL) systems. A common approach starts with training statistical acoustic models on
native speech. These statistical models, typically Gaussian Mixture Models (GMMs), are
often trained on absolute position of the acoustic features in the feature space. These mod-
els are used to produce scores such as log-likelihood or log-posterior probabilities. The
model scores are then used in some combination, often with raw acoustic features, to train
a classifier to detect mispronunciations.
These scores, and thus the mispronunciation detection, can be very sensitive to dif-
ferences that may not be the result of mispronunciation. As a result of speaker variation,
productions of vowels that would be accepted by native speakers as correct can prove trou-
blesome as false errors in evaluation systems. The challenge for pronunciation evaluation
systems is to pinpoint errors in pronunciation without overwhelming a student with negative
feedback, especially when such negative feedback is wrong.
Because our focus is on being selective about which vowels to present to a student, we
place high value on specificity-we want to be confident that a vowel that our system indi-
cates is mispronounced is actually mispronounced. This can be challenging in corpora where
only small numbers of vowels have been labeled as mispronounced. Chapter 3 showed that
1,450 out of 41,677 vowels were actually identified as mispronounced by the labeling al-
gorithm. When the data are separated into training and testing data this further reduces the
amount of available data.
5.2 Related Work
Several approaches to pinpoint mispronunciation detection were detailed in Section 2.3.2;
the most relevant are discussed here. Techniques presented in [74, 122, 75] compute scores
based on log-posterior probabilities, phone durations, log-likelihoods, and log-likelihood
ratios from Hidden Markov Models (HMMs), using GMM distributions, and trained on
native speech and non-native speech. The Goodness of Pronunciation (GOP) computed a
single score value for each phone based on the average frame log-posterior probability in
a forced alignment. Mispronunciations were determined by setting phone-specific scoring
thresholds [239, 241, 240].
Support Vector Machines (SVMs) were used by [235] to detect mispronunciations based
on log-likelihood ratios computed from HMMs. Feature vectors for phone productions were
computed based on the log-likelihood ratio of the selected phone class to all other possible
phone classes. SVMs for each phone were trained to differentiate between phones that were
mispronounced and those that were not. A similar approach was used by [245] where the
input feature vector was a confidence score computed from HMM scores.
A relativistic method for modeling pronunciation differences between native and non-
native speakers was proposed by [156, 218]. This method used the Bhattacharyya Dis-
tance [21] to compute the overall structure of speakers' phonetic spaces, thus modeling
the phonetic space in a holistic fashion. They used this structure to measure the distortion
between Japanese accented English and General American English and found a positive
correlation with human assessments of pronunciation quality. However, one of the limita-
tions of their technique was that it was unable to individually classify or assess sounds.
These approaches all share the common characteristic that they assume the correct
speech was recognized-a correct, word-level transcription of the speech has been pro-
vided. A forced path alignment through one HMM (trained on native or non-native data),
or two HMMs (one trained on native data and the other trained on non-native data), pro-
duced scores that were later used to train a secondary classifier to detect mispronunciations.
Differences chiefly include incorporating model adaptation to improve recognition perfor-
mance, the number and types of features used for detection, and the type of classifier used
to detect mispronunciation. One disadvantage they share is that the HMMs typically model
phones as diphones, which typically require more training data.
5.3 Approach
The general principle our approach relies on is a multiway comparison of individual pho-
netic tokens scored against parallel sets of native acoustic models and non-native acoustic
GMMs. It is a multistage process that assumes that a correct transcription is available. We
assume that this method will be used as part of a system where the student will complete an
entire dialogue or set of dialogues during their use of the CALL system. This assumption
provides complete access to the recognition results for an individual user. The data can then
be anchored using the procedure detailed in Chapter 4.
There are three major steps that are taken when detecting a mispronunciation. First, the
utterance is force-aligned using the word transcription in order to find a canonical labeling
and the end points of the phones. Second, two GMM classifiers, one using native acoustic
models and the other using non-native acoustic models, are used to classify each segment in
the utterance into a phone class. Finally, the classifier results, the scores for the classifiers,
derived features, and raw acoustic features are passed to a decision tree classifier to obtain
a judgement of pronunciation quality. We will now detail the corpora, segmentation of the
utterances, features, and structure of the mispronunciation detector.
5.3.1 Corpora
We utilized two corpora in this research. Native data were provided by the TIMIT cor-
pus [81], consisting of all 6,300 utterances (4,380 male and 1,920 female). Non-native data
were provided by the Chinese University Chinese Learners of English (CU-CHLOE) cor-
pus [152], consisting of 36,696 utterances (50 male speakers and 50 female speakers). In
this approach, the native data serves only to train the acoustic models used to produce scores
for the mispronunciation detector. The non-native data are used to train both the non-native
acoustic models and the mispronunciation detector. We take care to separate the non-native
data into two distinct sets for this purpose.
5.3.2 Segmentation
To evaluate the vowels in an utterance, we must determine where they begin and end.
Since we have assumed that a correct transcription of the utterance has been obtained, a
forced-path alignment through the SUMMIT [252] recognizer trained on American English
is used to obtain a phonetic level canonical labeling of the speech. This identifies the best
segmentation of the sounds in the utterance as determined by native acoustic models as well
as the best phonetic labeling according to the word transcription. We will regard each phone,
Vt, in this phonetic labeling as the canonical labeling. For the purposes of this research, we
only investigated detecting mispronunciations in vowels. After the data were segmented,
we labeled each of the vowels in the CU-CHLOE (non-native) corpus according to the
algorithm detailed in Chapter 3.
5.3.3 Features
A unique aspect of this research is the number and type of features we incorporate into
the decision tree classifier. Most mispronunciation detection systems use log-likelihood,
log-posterior probabilities, or some variation of scores computed from GMMs as input fea-
tures into a second classifier for mispronunciation detection.
Our system uses some of these these same scores; however, it is unique in three re-
spects. First, we use multiple phonetic labels to extract an extensive variety of scores from
parallel GMMs trained on non-native and native acoustic data. These scores cover a number
of permutations for cross-comparison of scores between the GMMs. Second, we incorpo-
rate raw acoustic features into the mispronunciation detection system. These raw acoustic
features serve minor roles in final determination of mispronunciation. Finally, we exploit
these labels to compare phone classes based on model divergences. We will find that these
divergence measures are important features for mispronunciation detection.
The next few subsections detail these features and how they are generated. GMMs are
used to generate classification labels and a number of scores.
Gaussian Mixture Models
A key part of this technique is the use of GMMs trained on acoustic features to generate
classification labels and the scores used in the mispronunciation classifier. There are two
sets of GMMs: a native set and a non-native set (represented as 0, and 0""). These are used
to produce two classification results for a canonical segment, Vt for which a judgement of
mispronunciation is desired.
The feature vector, x, used to train the GMMs is the same as described in Chapter 4,
Section 4.3.1, plus the log-duration of the phone segment. This results in a 71-dimension
feature vector. A principle components analysis is performed and used to train a principle
components matrix. The GMMs are then trained using the k-means algorithm. The maxi-
mum number of clusters is chosen to be 96, since this is a common limit set in the SUMMIT
recognizer. Clusters that consist of single points are pruned; thus, some mixtures may con-
tain fewer than 96 Gaussians at the conclusion of training.
After the utterances are segmented during the forced alignment step described above,
0, is trained from all 6,300 utterances in the TIMIT corpus. The CU-CHLOE corpus is
used to train O, using 31,099 of the 36,696 utterances. The remaining utterances are used
to train the mispronunciation detection classifier. This separation was necessary to avoid
contamination of the classifier used for mispronunciation detection. That is, we did not
want scores for already seen training data to influence the mispronunciation detector.
The choice of split was primarily based on which utterances had hand phonetic transcrip-
tions. The labeling algorithm defined in Chapter 3 requires a hand phonetic transcription;
therefore the data used to train the acoustic models come from utterances that do not have
a hand phonetic transcription. The data used to train and test the mispronunciation detector
come only from those utterances that have hand phonetic transcriptions. We did not need to
split the native data, as the sole purpose of the TIMIT corpus will be to train native acoustic
GMMs, O0, to generate model scores.
Each segment, represented by the feature vector x, in an utterance is classified by both
0,, and 0,. This produces two classification results, v,, and v, the decisions of the non-
native classifier and the native classifier, respectively. Mathematically, this decision is rep-
resented as the phone class that produces the max log-posterior probability:
vm = arg max lg p(vIx;O m) (5.1)
vEV
where V is the phonetic inventory of the classifier, m c {n, nn}. Thus, vn is the phone
class that produces the maximum posterior probability in the non-native models, 0O". The
actual posterior probability is defined as:
p(v x; Om) p(xv; Om)p(v; Om) (5.2)
p(x; Gm)
where p(v; 0,) is the prior probability of the phone class v. The likelihood portion of the
equation, p(xIv; 0,,) is defined as:
p(xIv; 0m) 1k (27r)d2 2 e Ilk/12-k) (5.3)
k cKv, 0m
where K,,m is the set of Gaussian mixtures for phone class v in model 0 m, Wk is the weight
assigned to the kth Gaussian, d is the dimensionality of the feature vector (71-dimensions),
yk is the mean of the kth Gaussian, and Ek is the diagonal covariance matrix of the kth
Gaussian. The prior probability, p(x), is estimated by summing over the classes as in,
pAz; OM) = (, y p( zIV ; 6. p(V ; 6M).
After the classification is performed on segment feature, x, there are three labels per
segment: the canonical labeling (vt), the label assigned by the On, models (v,), and the
label assigned by the On models (v). Using these labels in conjunction with On, and On, we
can derive scores to be used in the mispronunciation detector.
Posterior Probabilities
A common score used by pronunciation scoring algorithms is the posterior probability of
a phone class being produced under a given set of models. Because of the classification step,
the posterior probabilities for v,, and v, are already defined for the non-native and native
models, On and On. We can also ask what the posterior probability of v was under the non-
native models, Onn. In other words, given what the native models, On, chose as the correct
classification for a feature vector, X, what was the score of vn in the non-native models,
Onn? This allows us to define six posterior probabilities to be used in the mispronunciation
classifier (see Table 5.1).
p(onnlx; Bnn) p(onIX; B,,) p(Vtlz; 6n2)
p(vnI; 6n) p(on~x I6 O) p(ot~z I6 IO)
Table 5.1: Posterior probabilities used as features.
In Section 5.3.2, we defined Vt as the phone class that was chosen as the canonical
labeling during forced alignment. So p(vtIX; On) is the posterior probability of the phone
class Vt scored by the native models, On. It should be noted that in the actual classifier, the
log-posterior probabilities are used, but for the sake of simplifying notation, we omit the
log in the equations.
Posterior Probability Ratios
Another value that has been used in previous literature is the ratio of the posterior prob-
ability of the non-native class to other values in the non-native models and native models
-mathematically, V,"" (in the actual experiments, the operation is a subtraction as itP(Vnlx;Onn)
is being performed in log-space). Intuitively, this is quantifying how much more the non-
native models (On) prefer choosing van over v during the classification step.
We expand on this and measure a number of other ratios. Specifically, we take the pos-
terior probability of the non-native class under the non-native models to all other posterior
probabilities. This provides information on how much more the non-native models pre-
ferred vn over Vt and V in the non-native models (On) and the native models (61). We can
compute the same ratios for the reverse case-that is, how much more the native models
preferred v over the other cases. These ratios are summarized in Table 5.2.
P(Vnnlx;Onn) p(VnnIx;Onn) P(VnnIx;Gnn) p(vannx;Onn) P(Vnnlx;Onn)
p(VnIx;Onn) p(vt1x;Onn) p(Vnnlx;n) p(Vnlx;On) p(vt x;On)
P(VnnIx;On) P(Vnn x;On) P(VnnIx;Onn) p(Vnnlx;Onn) p(vnnlx;Onn)
Table 5.2: Posterior probability ratios used as features.
Divergence Measures
Minematsu et. al's [156, 218] research relied on measurements of statistical divergence
using Bhattacharyya Distance to construct their pronunciation structure. As noted earlier,
while this method allowed for holistic pronunciation assessment, it precluded mispronun-
ciation detection at an individual phone level. We can still make use of this statistical mea-
surement. We established in Chapter 4 that Bhattacharyya Distance is correlated with the
proportion of vowels labeled mispronounced by the labeling algorithm. We will exploit this
to generate additional features for our mispronunciation detector.
The classification step provided three, possibly different, labels for each segment clas-
sified-vnn, vn, and vt. We can think of these labels as selecting statistical distributions in
both the non-native models and native models, 0n or 0, respectively. Thus, one can imag-
ine that vt, the phonetic label assigned due to the forced alignment, selects two distributions:
one in On and one in 0,. The statistical distribution for vt in On is denoted as wt,n, and the
statistical distribution for vt in O6, is denoted as otn. Between distributions in O,n and in
O, there are 9 such possible distances.
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Figure 5-1: All the potential Bhattacharyya Distance measurements. For example,
BD(wt,nn || Wt,n) is the Bhattacharyya Distance between the distribution of the canon-
ical phone label in On and the distribution of the canonical phone label in On.
Computing the distances within Orn and 0n might also yield useful information. For
example, it is possible that vnn, vn, and vt are all different labels. That is, the canonical
labeling, the native classifier, and the non-native classifier all disagreed on what the sound
for that segment actually was. In the case where all three labels are different, it would be
useful to measure how different those distributions are within the respective model sets-
when the distributions are close together, one might expect that a judgement of mispro-
nounced would be less likely. There are 6 such distances that can be computed, 3 in O, and
3 in O. All the potential distances are depicted in Figure 5-1. The Bhattacharyya-Distance
is only well-defined for single multivariate Gaussians; in order to adapt the measure for
Gaussian Mixture Models, we merged the Gaussian Mixtures into a single Gaussian prior
to computing the Bhattacharyya Distance between two distributions.
In addition to the Bhattacharyya Distance, another divergence measure is the Kullback-
Leibler (KL) divergence [127]. This is a non-symmetric measure of divergence between
two discrete probability distributions, P and Q:
P(i)KL(P |1 Q) = P(i) ig (5.4)
where i is set to the mean of each mixture in the GMM. The KL divergence is non-symmetric,
that is KL(P || Q) -f KL(Q || P), therefore, when computing the divergence measure-
ment for the feature, we compute the symmetric version of the divergence:
KD(P || Q) = KL(P || Q) + KL(Q || P) (5.5)
Similarly to the Bhattacharyya Distances, we compute parallel versions of the KL diver-
gences. The rationale for including KL-divergence measures in addition to Bhattacharyya
Distance measures has more to do with the differences in implementation in our system.
The KL-divergence between two mixture distributions is computed by using the means of
the mixtures as sample points. In contrast, when computing the Bhattacharyya Distance,
the mixtures are merged into a single Gaussian prior to computing the distance. Using both
types of measures allows the system to consider two slightly different models of divergence.
Divergence Delta Distances
Another potential source of information are the changes that occur in the divergences
between the distributions as a result of anchoring. In Chapter 4, Table 4.3 showed that most
of the vowel classes moved closer together after they had been anchored. For example,
the native and non-native distributions of the vowel /a/ [aa] moved closer together from a
BD = 227.78 to a BD = 194.53 or a ABD = -33.25.
To exploit this observation, we construct 9 delta measurements that measure the amount
of change in the Bhattacharyya Distance measurements from non-native (0,") models to
native (0,) models. Recall that we are denoting the statistical distributions of a phone label,
such as vt, under a set of models, such as 0, as w,,. To denote the unanchored distributions,
we will use w,. The delta features measure the change in the Bhattacharyya Distance before
and after anchoring the features. Mathematically, this is:
ABD(wt,n,, on,n) = BD(t,nn 1| n,n) -BD(Wtn || oln) (5.6)
Delta measures for KL-divergence are similarly defined.
Acoustic Features
The final set of features are simply the raw acoustic features from the middle third of
the segment. For unanchored versions of the phones, this would correspond to 14 MFCCs.
Analogously, this would correspond to 14 Anchored MFCCs in the anchored version of the
features.
Feature Summary
We have described an extensive set of features that will be used in the mispronunciation
detector. Some of these features are categorical (the phonetic labels of the segments), some
of the features are provided directly by the GMM classifiers (for example, the posterior
probability scores), other features were derived based on classifier results, and some features
represent raw acoustic measurements. Altogether, there are 81 features. We shall later see
that some feature prove more useful than others for mispronunciation detection. Table 5.3
summarizes all of these features. The next section details the structure and training of the
classifier.
Type Features # Dims
Phone Label v,. V Vt 3
Posterior Probability p(vIx; 0,,) p(vnlx; on.) p(vti x; 0.) 6
P(VnnlIX; On) P(VnlIX; On) P(VtlIX; On)
Posterior Probability Ratio j21
P(VnIX;Onn) (-X0.
Bhattacharyya DistanceBDnnn I Dw~, w) BDt, 1
aBatacharyya >Distance A Dww4 &Dw~ ~& B(~~
KL Divergence K(n~nI 7,)K~~, nn Dw,~I n~) 1
p (onn I ; 6-) pFon x ; 6,1)
p( nn, I ;&nn ) p(vn nx,n )
p)onwx,;wnK) pDtvlnx(;tw)
pD(Wn n n ) (Wn,n n W,,)  Wtn)
j( n W) xD(W;,6 ff )) KD(Wnnn pWtox)
p( nn z;nn Wn n pD n~n ;6n) BD W nn 1 tn
p(nn~n;6 n ) p(n;n nn D Wnn tn
ABD(Wn |W|n,n) ABD(n,n, | n,n)
BD(n,n ||Wt,n) BD(n,nn ||Wt,n) ADW~n tn
KL DvergnceBD(on,n ||W,n) B (on,n ||w,n) Dtn Unn) 1
(on ,nn ||ot,n) BD(onn,n ||o,n) K(tn nn
BD(on,n || Wt,n) BD(on,an || ot,n) K(tn tn
ABD(n,n, onn,n) ABD(n,n, onn,n) K(n~n1 tn
ABD(onnan, A ,n) BD(n, KD(n, ,n)
A K DiergnceABD(onn,nn, on,n) ABD(on,nn, on,n) ADwnwnn
AKD(nn,n || o,n) AKD (n,nn || on) K(tnin)
AKD(Wnn,.n, Wt,n) AKD(on,nn, Wt,n) ADW~n tn
Acoustic Features 14 MFCCs or Anchored MFCCs 14
Total number of features 81
Table 5.3: A summary of the features used in the mispronunciation detector.
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5.3.4 Decision Tree Classifier
The mispronunciation detector is a decision tree classifier trained using the c4.5 algo-
rithm [192] and incorporating a weighted cost matrix. It was implemented using the WEKA
Datamining Toolkit from the University of Waikato [91]. The choice of a decision tree clas-
sifier over other types of classifier was made for a few reasons. First, decision trees produce
rules that can be reasoned about by a human wishing to understand how the classifier ar-
rives at decisions for a given datum. Second, decision trees have relatively few parameters
to adjust before acceptable results can be obtained. It can be contrasted with a Support Vec-
tor Machine (SVM), where the kernel type alters the number and type of parameters that
must be optimized, or an Artificial Neural Network (ANN) [201], where the structure of the
network has significant impacts on the classification results. Third, pruning methods can
be automatically employed to reduce the size of the tree and remove rules which do not
split the data well-effectively identifying which features are important or unimportant to
classification.
The features detailed in the previous section were all combined into a single feature
vector and paired with a pronunciation label provided from the Mechanical Turkers. The
numeric features are normalized to a -1.0 to 1.0 range-the decision to normalize to this
range instead of 0 to 1 was made in order to preserve sign information. The labels fall into
three categories: good (no Turkers felt the vowel was mispronounced), ugly (at least one
Turker felt the vowel was mispronounced), or mispronounced (all the Turkers felt the vowel
was mispronounced). The cost matrix is used to reweight the mistake of classifying a phone
labeled good as mispronounced, in order to bias it toward high precision in the classification
assignments. Our results show the performance of the classifier as this parameter is adjusted
to have cost values of 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, and 4.0. We expect the precision to rise as
the cost of misclassifying a good vowel as mispronounced is raised.
Training and Testing
The training and test data come from the remainder of the CU-CHLOE corpus that was
not used to train the acoustic GMM models. This set is comprised of 5,597 utterances and
contains 41,677 vowels. Of these, 37,691 were labeled good, 2,536 labeled ugly, and 1,450
labeled mispronounced. For the purposes of this research, we focused only on separating
good from mispronounced. We believe that the classifier could choose good, ugly, or mis-
pronounced for a vowel marked as ugly and it would not be necessarily an incorrect judge-
ment. Therefore, we removed those instances of vowels to produce a more pristine dataset.
After removal, there were 39,141 vowels remaining, 37,691 good (96.3%) and 1,450 mis-
pronounced (3.7%).
We conducted two tests using two methodologies. To gain an understanding of the av-
erage performance of the detectors, we performed a 10-fold cross-validation test. This will
give us an understanding of how the features perform in average case scenarios. To per-
form a deeper analysis that examines the performance on a vowel class level, we fixed the
training and test sets.
The data were split so that 80% of the vowels (31,313 total, 30,163 good and 1,150
mispronounced) were used to train the classifier, and the remaining 20% (7,828 total, 7,528
good, 300 mispronounced) were used as a test set. We elected to split the data as a whole
which resulted in speakers appearing in both the training and test data sets. This decision
was made because, on average, each speaker in the corpus mispronounced only 14 vowels
and exhibited different mispronunciation profiles-some speakers mispronounced certain
vowels more frequently than other speakers. This method of splitting the data is imperfect,
but maintains relative distributions of good vs mispronounced vowels in the training and
test datasets and ensures adequate coverage for each vowel.
Models
We wish to establish that the anchoring procedure outlined in Chapter 4 improves per-
formance in detecting mispronunciations. To this end, we experimented with two different
types of GMMs to produce the feature vectors required for the decision tree classifier. The
first GMM was trained on unanchored vowels. The second GMM was trained on anchored
vowels. The feature vectors from these two types of GMMs were used to train and test the
decision tree classifiers. The below results are a comparison between the features from these
two types of GMMs.
5.4 Results
A decision tree can be evaluated both in terms of its performance at the classification
task, and the specific decisions it makes in determining the class of a given instance. The
next two sections analyze the results of the decision tree classifier, first, in terms of the
performance at the actual task of detecting mispronunciations, and second in terms of the
size of the tree and the features selected for the decision nodes.
5.4.1 Performance
In this research, we were concerned only with accurately identifying mispronunciations;
therefore, we were not interested in identifying vowels that would be considered good pro-
nunciations. We are also not interested in identifying every single mispronunciation, only
that the classifier is accurate when it identifies a vowel as mispronounced. Therefore, we
are interested in high-precision, but not necessarily high-recall, rates for vowels marked as
mispronounced.
The standard way to define precision is:
T M
Pr = (5.7)
TM + FM
where TM is the number of mispronunciations identified by the classifier that were ac-
tually mispronounced and FM is the number of mispronunciations that were actually not
mispronunciations. Recall is defined as:
TM
Re TM±FG (5.8)
where FG are those vowels misclassified as good pronunciations when they are actually
mispronunciations. We will see that these measures give poor assessments of classifier per-
formance.
Table 5.4 summarizes the precision and recall rates for detecting mispronunciations us-
ing a 10-fold cross-validation testing strategy. The left column shows the performance of the
decision tree that used GMMs trained on Mel-Frequency Cepstral Coefficients (MFCCs)
Table 5.4: Precision and recall rates computed using cross-validated results under de-
fault WEKA analysis for the mispronounced annotation class. Precision rate is the first
number, with recall rate represented in parentheses following precision. The feature
source refers to the feature type the GMMs were trained on.
as the feature source. The right column shows the performance of the tree that used GMMs
trained on C-anchors as the feature source. As can be seen from the results, the anchored
version of the features outperforms the unanchored version of the features at almost every
cost level except for 2.5 and 3.0. These results, however, only give a partial picture of the
performance of the detectors. We have no idea what the performance breakdown among
the different vowel classes is. We do not know, for example, how precise the system is at
identifying mispronunciations of the vowel /aY/ [ay].
Table 5.5: Precision and recall rates computed using the default WEKA analysis for
the mispronounced annotation class. Precision rate is the first number, with recall rate
represented in parentheses following precision. The feature source refers to the feature
type the GMMs were trained on.
In order to examine the results at a detailed level, we decided to fix the training and test
Cost Feature SourceMFCC C-anchor
1.0 0.65 (0.30) 0.65 (0.33)
1.5 0.69(0.26) 0.77(0.26)
2.0 0.71 (0.21) 0.77 (0.27)
2.5 0.79 (0.16) 0.79 (0.22)
3.0 0.86 (0.13) 0.84 (0.18)
3.5 0.87 (0.13) 0.88 (0.13)
4.0 0.86 (0.13) 0.89 (0.13)
Cost Feature SourceMFCC C-anchor
1.0 0.68 (0.31) 0.64 (0.31)
1.5 0.77 (0.26) 0.78 (0.27)
2.0 0.85 (0.19) 0.74 (0.26)
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3.0 1.0(0.14) 0.89(0.15)
3.5 1.0 (0.14) 0.90 (0.15)
4.0 1.0 (0.14) 0.85 (0.15)
sets to perform a deeper analysis. Table 5.5 summarizes the precision and recall rates for
detecting mispronunciations. The left column shows the performance of the decision tree
that used GMMs trained on Mel-Frequency Cepstral Coefficients (MFCCs) as the feature
source. The right column shows the performance of the tree that used GMMs trained on
C-anchors as the feature source. Starting at a cost of 2.5, it appears that the MFCC based
classifier achieves perfect performance identifying mispronunciations.
This result is misleading, however, because it turns out that the MFCC based classifier
is good at detecting mispronunciations for only a single vowel class: the vowel /QY/ [ay].
For all other vowel classes, it identifies all instances of the vowels as good. The MFCC
classifier is able to attain a per vowel precision of 1.0 for the /QY/ [ay]. Therefore, when
WEKA computed the precision, it reported a precision of 1.0 for the entire classifier. This
is clearly not a good mispronunciation detector if it is only able to detect mispronunciations
for a single vowel class.
Feature Source
MFCC C-anchor
1.0 0.86 0.93
1.5 0.79 0.93
2.0 0.43 0.93
3.0 0.07 0.07
3.5 0.07 0.07
4.0 0.07 0.07
Table 5.6: Diversity of Recall for classification results using default WEKA analysis.
We can gain a more accurate assessment of decision tree performance by looking at
the number of vowel classes for which each tree is capable of detecting mispronunciations.
As a means of analyzing this, we will define a measurement called the diversity of recall
(DOR) measurement. This measures the proportion of times the recall for each vowel class
exceeded 0.0. Thus, if the results for a classifier have 12 out of 14 vowels with non-zero
recalls, then the DOR is 12/14=0.86. This gives an additional assessment of how flexible
the mispronunciation detector is at detecting mispronunciation across all the vowel classes.
This measurement is shown in Table 5.6. This table shows that at every cost until 3.0, the
C-anchor features are able to identify a more diverse array of mispronunciations. Further,
as the cost increases, MFCC features identify mispronunciations in a smaller and smaller
fraction of the vowels.
Feature Source
MFCC C-anchor
1.0 0.59 (0.31) 0.59 (0.31)
1.5 0.55 (0.19) 0.64 (0.25)
2.0 0.37 (0.11) 0.64 (0.25)
.5 0.07 (0.06) 0.06 (0.06)
4.0 0.07 (0.06) 0.06 (0.06)
Table 5.7: Aggregated precision and recall rates for the mispronounced annotation class.
Precision rate is the first number, recall rate is the second number (in parentheses). The
feature source refers to the feature type the GMMs were trained on.
This observation leads to a slightly different method for assessing performance. Instead
of reporting precision and recall for the overall number of mispronunciations, we will report
aggregate numbers for the precisions and recalls over the different vowel classes. These
aggregate numbers are simply the arithmetic means of the precisions and recalls over all
of the vowel classes. These numbers are reported in Table 5.7. These precision and recall
values give a more accurate assessment of the classifier for identifying pronunciations. As
can be seen from these results, the C-anchor feature source outperforms the MFCC feature
source both in precision and recall.
In fact, immediately upon increasing the cost of misdiagnosing a good pronunciation,
the performance of the MFCC feature source begins to decline, and virtually collapses in
performance when the cost reaches 2.5. In contrast, the performance of the C-anchor fea-
ture source improves in performance (as measured by precision), achieving an aggregated
precision of 0.67 and a recall of 0.22. It improves until a cost of 3.0, at which point it too
collapses.
To better understand the aggregated precision and recall values, Table 5.8 breaks down
the precision and recall values to the individual vowel level. As can be seen from the results,
the C-anchor feature source outperforms the MFCC feature source for all vowels except for
Table 5.8: Precision and recall rates for individual phone classes when cost is 2.5.
/QY/ [ay]. It achieves precisions of between 0.5 and 1.0 for all of the vowel classes. Various
other research efforts report comparable results. Mispronunciations of the vowel /QY/ [ay]
are easy for the classifier to detect. This also verifies the analysis performed earlier that
showed the MFCC feature source decision tree is less capable in identifying mispronunci-
ations from a diverse set of vowels. This lends strong support to anchoring the vowels for
pronunciation assessment.
One vowel that should be pointed out in particular is /a-/ [er]. This vowel had the highest
proportion of instances labeled as ugly or mispronounced in the results from Chapter 3.
This vowel was also very prominently in a different relative location after the anchoring
procedure from Chapter 4, and we noted that this may have been due to the fact that Hong
Kong students were instructed in British English as opposed to American English. The
Turkers seemed to be split on whether or not a British production of this phone constituted
a mispronunciation, as evidenced by the rate of ugly annotations being twice the rate of
mispronounced annotations. This could also account for the relatively low precision seen
for this particular vowel.
Vowel Feature SourceMFCC C-anchor
/a/ [aa] 0.0(0.0) 1.0 (0.07)
/x/ [ae] 0.0(0.0) 0.5(0.17)
!/o/ [ao] 0.0 (0.0) 0.5 (0.08)
/QW/ [aw] 0.0 (0.0) 0.8 (0.57)
/3/ [ax] 0.0--(0.0) 0.0 (0.0)
/E/ [eh] 0.0 (0.0) 0.6 (0.38)
/-/ [er] 0.0 (0.0) 0.5 (0.04)
/e/ [ey] 0.0(0.0) 1.0 (0.17)
/i/ [iy] 0.0(0.0) 1.0 (0.07)
/o/ [ow] 0.0(0.0) 0.67(0.11)
/o / [oy] 0.0 (0.0) 0.5 (0.2)
/u/ [uw] 0.0 (0.0) 0.5 (0.12)
5.4.2 Decision Tree Rules
The final analysis is to examine the actual decision trees produced by the two feature
sources. We will focus only on the decision trees that resulted from a cost of 2.5. We will
show that, while the decision tree for MFCC source features is smaller than the decision
tree for C-anchor source features, the difference in size reflects mostly finer grained dis-
tinctions in the terminal leaves of the C-anchor based decision tree. We will also see that the
divergence measurements, which were a unique feature for this mispronunciation detector,
are important for the C-anchor based decision tree.
The first point of comparison is the size of the trees. The MFCC feature source trains
a decision tree that has 6 terminal leaves and 11 total nodes. The C-anchor feature source
results in a substantially larger tree with 186 terminal leaves and 221 total nodes. This
difference is somewhat misleading. The entire decision tree for the MFCC feature source
is presented below:
lpr_n_n_n_nn <= -0.374268: good (29619.49/307.12)
lpr_n_n_nnn > -0.374268
| div nn_t_nnn <= -0.626821: good (1219.04/177.65)
| divnn_tnnn > -0.626821
| | div_t_t_nnn <= -0.066919: good (352.4/92.31)
| | div-ttnnn > -0.066919
| | | div t nn nn nn <= -0.888398
| | I I lprnn_t_nn n <= -0.402055: mispronounced (95.36/7.11)
| | I I lprnn_t_nnn > -0.402055: good (4.06)
| | I div_t_nnnnnn > -0.888398: good (22.64/2.32)
As can be seen, the only features utilized are the lprn nn nn (in our mathematical
notation this corresponds to P(nIX "n) ), div_nn_t_nn_n (BD(wLan,n || wt,n)), div t_t_nn n
(BD(wo,n 11 wt,n)),div_t_nn_nn_nn(BD(t,nn || Wnsan)), and lprnn_t_nn_n (P(VnnIXOnn).
_ __ 
p(vt lx;On')
This tree shows that the classifier is relying entirely on posterior probability ratios and Bhat-
tacharyya divergence measurements.
The c4.5 algorithm selects features based on how well they split the data. This is mea-
sured by information gain, which is measured by KL-divergence. This means that features
selected first, e.g. the first decision, could be interpreted as those features that are important
for detecting mispronunciations.
This decision tree uses the feature P(vnx;O-) for the first decision, and corresponds to ap(Vn Ix;Onn)
situation where the log-posterior probability of p(vn x; 0,), or the score of the native phone
class v under the native models is less than the score of the same phone class under Onn.
This is seemingly counter-intuitive, because it essentially says that when the non-native
models assign a stronger score than the native models, it is more likely that the phone was
well-pronounced. On the other hand, when the native models and the non-native models
have more comparable scores (i.e. the ratio increases), there is an entire decision subtree
activated to make a final classification. This could be explained by noting that the ratio could
be increased by either the native score increasing or the non-native score decreasing, and
that the latter case indicates serious pronunciation problems that place the feature instance
on the out bounds of the class distribution for the non-native models. The remainder of the
tree is decided solely on Bhattacharyya distance measurements.
In contrast, the tree produced from the C-anchor feature source is larger and uses a
more diverse array of features. Due to its size, the decision tree for the C-anchor feature
is included as Appendix C. The first item to note is that a large portion of the leaves and
internal nodes of the tree are decisions on the non-native (nn_result in the tree) or native
(n_result) label assigned during classification. Of the 221 nodes, 154 are decisions about
the label assignment. The vast majority of these decisions (138) are leaf decisions, where
the label assignment determines the final judgement of pronunciation quality. Considered
as a proportion of the tree, nodes involving the label assignment are 154/221 * 100 = 69.7%
of the total decision tree.
As an example, consider the classification assigned by the following rule chain (ex-
cerpted from the tree):
t score nn <= 0.638435
| div t t delta > 0.088494
| 1 tscorenn <= 0.434373
| | | div t t delta > 0.219971
| | | | div t n n n > -0.974855
| | | | | nresult =
S | | | | | divtnnnn > -0.807392
S | | | | | I divtnnnnnn <= -0.875521
| | | | | | | I nnresult = aa: mispronounced (0.58)
| | | | | | | | nnresult = ae: good (0.0)
| | | | | | | div_t_nnnnnn > -0.875521: mispronounced (6.39)
In this example, when nresult is assigned the silence label '_" by O, and nnresult
is assigned the label 'aa" by On, the decision tree determines that this particular instance of
a vowel (assuming the tree above these nodes had all been activated) was mispronounced.
Note that, although every instance presented to the classifier will be some sort of a vowel,
the classification results produce a number of labels that are not necessarily vowels. The
interpretation of this is that, if the instance of the vowel produces a blank ("_") label in
the native models and a non-blank response in the non-native models, that, depending on a
threshold on the value of nnresult, the vowel could be considered good or mispronounced.
Another interesting aspect to the decision tree produced from the C-anchors is the ex-
tensive use of the divergence measurements and their deltas. Altogether, KL divergence and
Bhattacharyya distance features are used in 28 nodes of the tree and the delta divergence
measurements are used in 18 nodes of the tree-or 46 total nodes in the tree. When the leaves
involving nresult or nnresult are factored out, this constitutes 46/(221 - 154) * 100
46/67 * 100 = 68.7% of the remaining decisions in the tree.
The unique set of divergence measurements used includes div_nn_n_nn_nn (BD(wn,n|
on,nn)), divt_n_n_n (BD(wn,n || wt,n)), div_t_n_nn_n (BD(wt,nn || on,n)), divt_nnnn
(BD(Wnn,n || wt,n)), div_t_nn_nn_nn (BD( nn,ln otnn)), kldiv_nn_t_nn_n (KD(Wnn||
wt,n)), kldiv_t_n_n_n (KD(wn,, || wt,,)), kldiv t_nnn_n (KD(wt,nn || on,n)), kldiv_t_nn_n_n
(KD(Wnn,n || wt,n)), and kldivt nnnn_n (KD(w,,n || onn,n)). What is interesting about
this set of features is that, aside from one case, all of the features are measuring the diver-
gence of the Vt canonical label distribution under either On or Onn to either vn or Vnn in both
On and 0 nn. This indicates that, when the vt is different from vn or vnn (i.e. the native and
non-native classifiers disagreed with the phonetic label to assign a given segment), the di-
vergence measurements play a significant role in determining whether or not a vowel would
be labeled as mispronounced.
It is important to note that the first decision made by this tree is on the posterior prob-
ability (tscorenn or p(vt Ix; 0,,,)) of the canonical label, vt. It is only when this score is
below a certain threshold that the rest of the decision tree is activated. When the score is
above this threshold, the decision tree automatically assigned a classification of good to the
vowel under consideration.
Finally, a difference between the MFCC feature decision tree and the C-anchor feature
decision tree is that the C-anchor version only makes use of the log-posterior probability
feature in four of the leaf nodes. This indicates that it plays a far less important role in the
decision tree than it does in previous literature. The divergence measures and associated
classifier results seem to be more important for determining pronunciation quality.
5.5 Summary
This chapter introduced a novel method for pronunciation evaluation. A set of Gaus-
sian Mixture Models were utilized to provide statistical scores for vowels presented to the
classifier. Using these scores and classification results, it established a number of unique
features, a portion of which were derived from the Bhattacharyya Distance and Kullback-
Leibler divergence measurements for statistical distributions.
These features were used to train and test a decision tree classifier to identify mispro-
nounced vowels. The classification experiments compared the performance of features pro-
duced from GMMs trained using standard MFCC acoustic features with the performance
of features produced from GMMs trained using C-anchored features.
The results indicate that the anchored versions of the features are more robust and pro-
vide higher precision (0.67 when cost is at 2.5) than standard MFCCs (0.07) for determining
pronunciation quality. Furthermore, at an overall recall rate of 0.22, C-anchor finds mispro-
nounced tokens for every vowel, except schwas, whereas the MFCC model identifies only
mispronounced /cY/ [ay]. The decision trees produced confirm that the divergence mea-
surements are important in determining pronunciation quality after the anchoring has been
performed, as they constitute approximately 68.7% of the number of decisions in the tree,
after the superficial decisions about classification labels have been removed.
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Chapter 6
Summary & Future Work
This thesis explored pronunciation evaluation for Computer Aided Language Learning
(CALL) systems. It focused on detecting vowel mispronunciations by Cantonese speaking
learners of American English with high precision. To accomplish these tasks, our research
made the following assumptions about the structure of the CALL system. It assumed that
a correct word transcription of each utterance had been obtained and that mispronunciation
detection would be performed as part of an offline operation run after a complete dialogue
had been finished.
6.1 Contributions
This research invented three novel techniques that addressed different aspects of detect-
ing mispronunciation. A labeling algorithm was developed that enables the use of cheap
online labor to obtain phone-level labels of pronunciation quality from word-level non-
expert annotations. An anchoring technique was developed to account for speaker intrinsic
pronunciation differences and to allow for meaningful comparisons of vowel pronuncia-
tion. Finally, a mispronunciation detection technique was invented based on data labeled
using the crowd-sourced algorithm and the anchoring method developed in the previous
two chapters. The next three sections detail the significant findings of this research.
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6.1.1 Crowd-sourced phonetic labeling
Chapter 3 presented an interface and methodology for collecting word-level judgements
of pronunciation quality from anonymous English speakers using the Amazon Mechanical
Turk service. A cost analysis showed that the methodology was extremely cheap-costing
$1,211.1 0-and produced very rapid results by collecting 920,256 word level annotations
in under 24 hours.
Novel methods for analyzing the quality and consistency of these annotations were de-
veloped, and they showed that the annotation quality was comparable to that of expert an-
notated corpora for similar annotation tasks. A statistical analysis of the data at the phonetic
level showed that annotations and substitution rates between hand transcribed and machine
transcribed utterances could be exploited to provide phone-level annotations of mispronun-
ciation.
An algorithm was invented that combined the results of word level annotations collected
using Amazon Mechanical Turk with alignments between hand transcribed utterances and
machine transcribed utterances to produce phone level annotations of pronunciation quality.
This algorithm was applied to a large corpus of non-native English speech data.
6.1.2 Anchoring for vowel normalization
Chapter 4 presented a novel method for normalizing vowel productions to account for
individual speaker differences. This method relied on the estimation of the intrinsic vowel
locations for individual speaker voices. We showed that, by normalizing acoustic features
with this method, substantial performance increases in a simple classification task could be
realized.
In particular, we showed that anchoring produced relative error improvements of be-
tween 1.8% to 6.7% for native speech classified with native acoustic models and 3.4% to
6.8% for non-native speech classified with non-native acoustic models. These improve-
ments were seen regardless of the specific vowel or point of anchoring. Surprisingly, sub-
stantial increases in performance were realized for non-native data classified using native
acoustic models after anchoring. These improvements ranged from 6.1% to 8.4% relative
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improvement. The most substantial improvement came from using a weighted mean of the
entire vowel space of individual speakers.
We hypothesized that the improvements indicated that anchoring the vowels would en-
able more robust comparisons of non-native speech with native speech. A qualitative analy-
sis showed that after anchoring, the vowel space of native speakers and non-native speakers
were moved closer together. This was shown with a holistic convex hull representation of
the vowel space as well as in individual vowel distributions.
A quantitative analysis comparing the Bhattacharyya distances between native and non-
native distributions of the vowels showed that the distances between the distributions were
negatively correlated with vowels that had been labeled ugly by the crowd-sourced label-
ing algorithm. Additionally, a positive correlation with vowels labeled mispronounced was
found to exist for the Bhattacharyya distances between native and non-native distributions
after the feature spaces had been anchored. This positive correlation did not exist for dis-
tributions that had not been anchored. This result lent further support to using anchoring in
conjunction with statistical divergence measurements in a mispronunciation detector.
6.1.3 Mispronunciation detection
A mispronunciation detector, based on a decision tree classifier trained with the c4.5
algorithm and augmented with a cost matrix, was presented that used results from Chapters 3
and 4. A set of novel features were identified and developed to train and test the decision
tree.
Features, such as the posterior probability and posterior probability ratios, have been
used in previous research. This research introduced expanded versions of the pre-existing
features as well as derived novel features for mispronunciation detection. A comprehensive
set of features based on divergence measurements between statistical distributions of the
vowel classes was incorporated into the mispronunciation detector feature set.
The performance of decision trees trained with features from two difference acoustic
features, MFCCs and anchored MFCCs, showed that the anchored version of the features
provided enhanced precision in identifying mispronunciations. Novel methods for analyz-
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ing the precision of the decision tree were developed; in particular, we accounted for the
fact that some vowels are more easily evaluated for mispronunciation than other vowels,
and quantified this measurement.
When a sufficient cost was applied to misclassifying good pronunciations as mispro-
nounced, the C-anchored version of the decision tree attained a precision of 0.67 compared
to 0.07 for the MFCC version of the decision tree, which exhibited the peculiar property of
zeroing in on a single vowel, /cy/ [ay]. This strengthens the findings and hypothesis from
Chapter 4 that anchoring the vowel space enables more robust comparisons of pronunciation
quality.
We also analyzed the performance of the mispronunciation detector in terms of the actual
decision trees. In particular we found that, while the MFCC version of the tree was signifi-
cantly smaller than the C-anchor version of the tree, the differences could be accounted for
by noting that much of the size increase was due to decisions involving the label assignment
by both the native and non-native GMM classifiers. The C-anchored version of the deci-
sion tree utilized more information about the divergences of the statistical distributions. In
order do this, it needed to know what the n result and nnresult of the GMM classifica-
tion step was. This resulted in a bushy tree. When these were accounted for, we found that
the divergence measurements comprised 68.7% of the decisions in the tree. We also found
that the posterior probabilities and posterior probability ratios were seldom used in the the
trees. This, again, supports the findings from Chapter 4 that showed correlations between
the divergence measurements and assessments of mispronunciation.
6.2 Directions for Future Research
As with all thesis work, there are several aspects of this research that could be improved,
expanded on, or further explored. This section will address each area separately and discuss
potential directions for future work.
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6.2.1 Crowd-sourced phonetic labeling
The use of crowds to perform tedious speech tasks is new, having only really taken off
in the past two years. Therefore, the field is wide open for all manner of research. For the
purposes of this discussion, we'll focus on the use of crowds for mispronunciation labeling.
One hazard of using anonymous, non-experts in a service such as Amazon Mechanical
Turk is that verifying credentials can be tricky. In the research presented here, we used a
crude system where we simply required that all Turkers be located in the United States
and have a 95% accept rate on their HITs. We assumed that this would sufficiently restrict
Turkers to be at least fluent in American English, if not native speakers of the language. This
assumption is not necessarily a correct assumption; for example Gruenstein et al. [89] found
that many participants in their language tasks had strong Indian accents. This could affect
results, especially in a task where the question is a judgement of pronunciation quality.
We found in our research that the Kappa scores were consistent with other research con-
ducted under more controlled circumstances, so we did not think it invalidated our approach.
This, however, is a topic that should be explored. Verification strategies could range from
requiring an audio recording of the Turker completing the task-which could discourage
people from participating-to presenting the Turker with obviously mispronounced words
and weeding out those Turkers who failed to correctly mark those words.
Another hazard with anonymous crowds is the quality of work. We found that a large
portion of the utterances (2,734) had to be rejected and resubmitted from the original batch.
The HITs were found to have been completed in fewer seconds than would have been re-
quired to listen to all the utterances-obviously, the work was not worth anything. The reject
was performed manually, but it could have been easily automated with a little foresight. An
interesting question might be to what extent bad responses affect agreement results.
In this research, we established that the level of agreement was within what could be
considered a moderate amount of agreement. This conclusion, however, was reached based
on superficial comparisons with other kappa values in the literature, as well as kappa val-
ues we obtained from a similar, though different study. These definitions of what constitute
moderate levels of agreement are arbitrary, but generally accepted by the community. A
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more rigorous study of this would be to compare the level of agreement reached by a tradi-
tional controlled annotation of the corpus with that reached by anonymous crowds.
The agreement levels we studied were inter-rater agreement, or how much Turkers
agreed with each other on the same utterances. Another source to quantify the quality of
the ratings would be intra-rater agreements. This measurement would examine the self-
consistency of the raters. In a traditional annotation scheme, this would involve presenting
the rater with a few of the same utterances as they were performing the annotation, with-
out informing them that this was occurring. This is easy in a situation where it is known
how many utterances the rater will label, and randomization could be used to minimize the
chance that they could simply copy their previous answers. This would not be so straight-
forward using anonymous crowds because there is no guarantee that the Turkers would take
on another HIT. Further, simply batching the same utterance into the same HIT would not
give an accurate assessment of intra-rater agreement, because it would be pretty easy for a
Turker to figure out what the duplicate utterances were.
We used a simple annotation scheme for this study. We allowed Turkers to only mark
words as mispronounced or missing. This simple system of categorization was intended to
restrict annotators enough to facilitate agreement between annotators and to keep the task
simple. Although our results indicate a moderate level of agreement among the annotators,
it is possible that there is an inherent limitation of annotating non-native speech for pro-
nunciation errors using such a simple scheme. The results may indicate that an additional
category may be beneficial, for example a third category signifying that the rater felt the
word was not mispronounced, but it wasn't necessarily pronounced well-instead of de-
riving the ugly category based on the number of mispronunciation markings, we push the
decision to the rater. This would give them some flexibility when they aren't sure which of
the two categories to choose.
Finally, each datum in our corpus was annotated by 3 Turkers. Recent work by H6nig
et al. [90] attempted to answer the question of how many labelers are needed for a given
annotation task. Although the investigators focused on labeling non-native prosody, it is
conceivable that this could be extended to the task of annotating good and mispronounced
words. This has potential impact on the quality of the annotations and the cost of anno-
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tations. A HIT that pays $0.10 for the annotation of 5 utterances costs a total of $720.00
to annotate 36,000 utterances with a single Turker. Additional annotators increase the cost
linearly, with 3 Turkers costing $2,160.00, 4 Turkers costing $2,880.00. While still very
cheap compared with annotation by experts, having an idea of the number of annotations
required for a task would help further control costs.
6.2.2 Anchoring for vowel normalization
Anchoring is a simple method for removing speaker dependent differences in vowel pro-
nunciation that translates MFCC features vectors. This translation is defined by an anchor
point measured from many samples of a particular vowel, or derived from many samples
of multiple vowels.
While this thesis only considered the language pair of English-Cantonese, there is no
reason why a similar technique could not be employed for any other language pair. We
started from the premise that anchoring on so-called universal vowels would put speakers
on equal footing when performing mispronunciation detection, but we later showed that
a weighted average of the speaker's vowels functioned more effectively as anchor points.
There is no reason to think that this method would not be generalizable to other languages
with different vowel inventories.
The corpus we used consisted of Cantonese speakers from Hong Kong. We have noted
at a few points in this research that the accent of instruction, British English, could have
affected Turker judgements of mispronunciation, as well as the mispronunciation detection
algorithm. This was due to the differences in a few of the English phonemes as produced by
American and British speakers. A further analysis of the techniques presented here, either
utilizing a corpus of British English, or a corpus of English learners instructed using an
American accent, is warranted.
We tried several anchor points for the vowels and found that the C-anchor vowel was the
best performing. This anchor point was a weighted mean of all the known vowel instances
the speaker had uttered. The other anchor points were simply the means of the instances for
a particular vowel class. In all of these cases, knowledge of what vowels had occurred and
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their quantity was required. This is in part why we required knowledge of the transcripts of
the vowels to be assessed-we need to be able to measure the anchor points.
A potential direction for future research in this area would be to look at using a voiced-
unvoiced classifier to determine points at which the speaker had any voicing. This could
be used in place of a full blown forced path recognition or as a pre-processing step prior
to recognition, thus enabling the use of the anchoring algorithm for typical recognition
applications.
We also did not explore differences in genders. We've assumed that the anchoring trans-
forms all features into the same feature space; however, it is possible that gender differences
would result in slightly different feature shapes, particularly in the upper MFCCs. A study of
the effects of gender on the anchoring algorithm would also be a potential area for research.
We only explored the effect of this anchoring technique on vowels. This restriction
seemed logical as vowels have better defined formants than, for example, a fricative such
as /s/ [s]. It is unclear if the same, or similar technique would be applicable for non-vowels.
The transformation performed is similar to the MLLR technique developed in [85],
with the transformation matrix set to the identity matrix. The attraction of transforming
the MFCCs using our technique is that it is simple to implement and only requires instances
of a speaker's common anchor vowels in order to be applied. Future work could include
comparing the performance of our transformation with the MLLR technique and exploring
simple methods that account for variance in our technique. We should also compare our
technique with VTLN; however, because VTLN shows the most significant gains when
normalizing for child speech and between genders, we are not sure how it will perform
when moving between native and non-native speakers.
Finally, while we did perform a good deal of analysis concerning the relation of the
Bhattacharyya Distance measure to rates of mispronunciation labeling, we did not compare
the technique against the work by Minematsu et al. [156, 218] In part, this was because
their work assessed pronunciation holistically. It would still make an interesting study to
see if the correlations they found with human assessments of pronunciation still held after
the statistical distributions were anchored.
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6.2.3 Mispronunciation Detection
We utilized c4.5 decision trees to perform the actual detection of mispronunciations.
We simplified the analysis somewhat by excluding instances of ugly vowels. We made this
decision in order to provide a sharper contrast in the training and testing data between good
and mispronounced instances. One question we did not attempt to answer was how the
highly skewed distribution of the mispronunciation data affected the results and whether
another algorithm for training the decision trees would be more appropriate.
It would be worth exploring the question of how this technique performs when there is
not such a sharply binary decision. Similar to the idea of expanding the number of annota-
tion choices available to the Turker labelers, it would be interesting to examine if a similar
multiple labeling system would work for the decision trees.
One potential analysis would be to regard the ugly category of the vowel labels as a
fallback position. If, in the course of analyzing a speaker's performance in a dialogue, no
vowels are identified as mispronounced, then the system could fallback to pointing out
vowels identified as ugly.
This would be useful for learners who have pronunciation problems, but not severe
problems. For example, in Chapter 3, we found that the vowel /3-/ [er] had substantially more
instances of ugly judgements than the rest of the vowel classes. This indicated ambivalence
on the part of the labelers, and a system that could mimic or detect that would be valuable.
Along these lines, another potential analysis would be to regard the ugly vowels as an
explicit don't care class. We analyzed the detector only in terms of precision and recall for
the mispronounced category. When a good vowel was misclassified as mispronounced we
applied a severe penalty. But it is not necessarily the case that penalizing an ugly vowel
should have a similar penalty. The reason is that ugly vowels have been marked as mispro-
nounced by at least one Turker; thus, it wouldn't be incorrect for the system to flag it as
mispronounced as opposed to ugly. In effect, one could regard the ugly and mispronounced
as equivalent under a certain analysis.
Methods for optimizing the decision trees could be explored. This research trained a
single decision tree for the task of determining mispronunciations. One avenue would be
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to train individual decision trees for every vowel class. Instead of relying on the algorithm
to sort out the features applicable to mispronunciation detection for all vowel classes, we
would instead train separate decision trees for every vowel class. For example, when decid-
ing the label to assign to a vowel /ctY/ [ay], instead of using the same tree as would be used
for all other vowels, there would be a specialized mispronunciation detection tree for /cLY/
[ay].
Finally, a tree pruning strategy should be explored. We are really only interested in those
decisions where the resulting label is mispronounced. A potential method for optimizing
the tree would be to discover those rules, or series of decisions, that are good at identifying
mispronounced vowels. The tree could then prune away other branches to favor branches
that are highly successful at identifying mispronunciations.
6.2.4 Application to other domains
This research focused solely on vowel mispronunciation detection. However, this step
simply used probabilistic scores obtained from a GMM classifier to perform the detection.
It should be easy to adapt to other domains where detection of pronunciation errors is de-
sired. For example, the groundwork has already been laid in [184, 209, 182, 183] for auto-
matic tone mispronunciation detection. In this research, tone classification was performed
by GMMs after normalizing fo to account for speaker differences. The adaptation of the
decision tree to detecting tone mispronunciations based on the model scores produced in
this framework should be relatively straightforward.
110
Appendix A
A Comprehensive Overview of
Computer Aided Language Learning
Computer Aided Language Learning (CALL) is a cross-disciplinary field that includes
the subfields Foreign Language Learning (FLL), Foreign Language Teaching (FLT), Lin-
guistics, and Human Language Technologies (HLT). FLL research typically focuses on top-
ics such as learning strategies employed by students and effectiveness of environments de-
signed to support learning. Closely related, FLT focuses on discovering and employing ef-
fective pedagogies to facilitate learning as well as meaningful performance measurements.
Linguistics, specifically the subfield of Second Language Learning (SLA), focuses on the
process of learning a second language by investigating common patterns of mistakes and
progression in competence. Finally, Human Language Technologies encompasses the full-
range of technologies, from audio recordings to dialogue systems, used to facilitate learning.
This chapter is divided into four sections. Section A. 1 gives a brief overview of FLL.
Section A.2 discusses some of the challenges of using technology for FLL. Section A.3
discusses general technological issues with CALL. And finally, Section A.4 goes in depth on
the technologies and approaches used for Computer Aided Pronunciation Training (CAPT).
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A.1 Foreign Language Learning
How people learn a language is a complex subject with several fields of related re-
search. Foreign Language Learning (FLL) research is concerned with the investigation of
successful and unsuccessful strategies employed by students to learn a foreign language in
a directed learning setting. FLL is part of a broader field called Second Language Acquisi-
tion (SLA), which studies foreign language acquisition in all contexts. Foreign Language
Teaching (FLT) studies strategies intended to help facilitate learning a foreign language. In
contrast to FLL, which is student centered, FLT is teacher centered; attempting to discover
and refine techniques to better instruct students (see [33] for a review of language teaching
research in the 20th century).
These fields all interact to influence curriculums, teaching and learning strategies. For
example, FLL research has identified the motivation of a student to learn a foreign lan-
guage [80] as a strong predictor of successful foreign language learning [31]. FLT has re-
sponded with research on methods for motivating students in the classroom [57, 58].
FLL researchers have also found that language anxiety [100] is correlated with suc-
cess in language learning [139, 142, 140, 141, 144, 143]. A comprehensive review of the
literature on language anxiety by [247] found that there were six factors associated with lan-
guage anxiety: personal and interpersonal anxieties, learner beliefs about language learning,
instructor beliefs about language teaching, instructor-learner interactions, classroom proce-
dures, and language testing. She proposed several methods for helping reduce langauge
anxiety, among them planning language activities for small groups of students that involve
roleplay or games.
A.1.1 Teaching Methodology
The complexity in language learning is compounded by the fact that the best method
of instruction is still the subject of investigation. There are two broad categories of class-
room instructional methods that are supported by contrasting views on foreign language
acquisition: structural and interactive [197].
Teaching methods that fall into the structural category view language as a habit that
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is learned through repeated drill and knowledge of the rules of a language. After habitual
knowledge of the structure and rules of a language has been established, the learner can
communicate in the language [198]. Although structural teaching methods have fallen into
disfavor in part due to Chomsky's criticisms of behavioralist views on language [36], sig-
nificant elements of these types of methods remain in use.
Teaching methods in the interactive category view language as a communicative activity
that should be practiced as such. One specific method for language instruction is the commu-
nicative method, which emphasizes interaction as the means and goal of foreign language
learning. Syntax and pronunciation will be learned naturally through practice speaking and
listening [126]. A succinct description of the differences between the structuralist and in-
teractive views on language teaching is "Function follows form; form follows function."
More in depth discussion can be found in [13, 28].
The current trend in language teaching favors communicative methods. Conversational
practice is emphasized and corrections are made judiciously. Modem communicative meth-
ods include task-based techniques, which use loosely defined scenarios to prompt dynamic
conversation between students. Good discussions of the various forms and issues in task-
based instruction can be found in [61, 212].
A.1.2 Measuring Language Performance
A core principle of communicative language learning is that knowledge of syntax and
vocabulary form only a part of a larger hierarchy (Figure A-I that collectively form an indi-
vidual's communicative competence [148]. Assessing student communicative competence
is a major research challenge for FLL and FLT.
Tests such as fill-in-the-blank, part-of-Speech quizzes, etc, measure a student's perfor-
mance on a small subset of language related activities. This leads to situations where a
student who does well on grammar tests fails to perform in real world situations. In a class-
room patterned on communicative principles, more comprehensive examinations must be
performed to measure student progress [236].
Foreign language tests to measure foreign language proficiency are quite numerous and
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Figure A-1: A hierarchical breakdown of communicative competence, recreated
from [178].
always under development [73]. Most tests take the format of an Oral Proficiency Inter-
view (OPI), such as the American Council on the Teaching ofForeign Languages (ACTFL)
OPIs [221].
In Oral Proficiency Interviews, a certified interviewer attempts to elicit speech by ask-
ing questions of varying difficulty. These questions guide an interviewer to one of four pro-
ficiency levels: novice, intermediate, advanced, and superior [5, 6]. Another standard set
of speaker levels comes from the Common European Framework (CEF) [177]. Simulated
Oral Proficiency Interviews (SOPI), are based on the same ACTFL Proficiency Guidelines,
but are self-administered through carefully constructed tape interviews [130, 214]. Student
responses are recorded on a blank tape for evaluation by a certified rater at a later time.
Computerized Oral Proficiency Interview (COPI) [145] stores different levels of questions
which are used to adapt the test according to the comfort level of the student during the
interview.
A common denominator of all of these tests is that they attempt to measure overall
language ability. They do not make use of any language technologies such as speech recog-
nition or synthesis to automatically perform assessment. While the current state of the art in
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speech technology is not able to fully assess a student's language competence as well as a
human, some systems can operate well enough at lower proficiency levels to be useful. Ad-
ditionally, there are many systems that can assess small subsets of the language competence
hierarchy (Figure A-1), such as phonology (pronunciation).
A.1.3 Pronunciation
Intelligible pronunciation is only one of the needed skills for speaking a foreign lan-
guage, and it is often not emphasized in the classroom. There has been some renewed in-
terest in teaching pronunciation explicitly [87] due to studies that show that pronunciation
quality below a certain level of proficiency places additional stress on the listener and seri-
ously degrades the ability of native speakers to understand what is being said [98, 251].
Most adult learners, and even those as young as 6 years old [244], of a foreign lan-
guage retain some artifacts in their pronunciation that identify them as non-native speakers,
although the attainment of native-like pronunciation has been observed [24]. Despite the
presence of an accent, native speakers will not necessarily identify speech as mispronounced
if the quality is above some subjective level.
Improvements in the pronunciation of learners whose pronunciation has plateaued at a
less than desirable level are possible through pronunciation training [52]. Native-like in-
tonation can also be learned [153]; however, this is extremely difficult for even advanced
language learners. In addition to requiring lots of output [220] to improve pronunciation,
students cannot attend to all aspects of pronunciation at the same time [53], e.g. attending
to phonetic accuracy takes processing time away from attending to intonation.
A foreign language learner will make a number of pronunciation errors at the phonemic
(segmental) and prosodic levels when producing speech in a target language. Errors at the
segmental level can be generally classified as substitution, insertion, deletion, and duration
errors. Errors at the prosodic level are more difficult to categorize. There is some debate
over whether phonetic or prosodic aspects of pronunciation have more impact on perceived
pronunciation quality [165]. While the sources of these errors are a topic of research in
the linguistic community, there seems to be a consensus that the phonetic inventory of the
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native language interferes to a certain extent with the production of sounds in the foreign
language [72].
A well-known example of a substition error caused by native language interference is
the difficulty native Japanese speakers have with the /1/-/r/ contrast in English [27]. An-
other example of native language interference is the devoicing of word-final obstruents in
Cantonese speakers of English [185]. More detailed discussion of second language pronun-
ciation can be found in [134].
Another source of error is the inability of non-native speakers to become attuned to crit-
ical acoustic features in the target language. For tonal languages, such as Chinese, students
arriving from a non-tonal language often have difficulty even perceiving changes in the
pitch indicating the presence of a lexical tone. This has an impact on their ability to pro-
duce these tones correctly [234]. For example, Japanese learners of Korean had difficulty
discriminating between lenis (weakly aspirated) and aspirated alveolar stops [123]. Careful
analysis of perceptual differences between Japanese and native Korean speakers showed
that Japanese learners of Korean placed more emphasis on VOT than fo when discrimi-
nating between the lenis and aspirated stop; however, native Korean speakers were able to
use both acoustic features to successfully discriminate between the sounds. This suggests
that students sometimes have incomplete or confused models of the speech sounds in the
language.
A.2 Technology in Foreign Language Learning
New technology always introduces challenges and controversy when applied to teach-
ing. The previous section provided a brief overview of research in foreign language learning.
This section summarizes some of the research on the challenges and benefits of integrating
technology into the foreign language classroom.
'This new technology will ruin education."
'No, it won't. It will make education much more efficient than it is now."
'I see the problem as one of depersonalization! If this new technology is
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done well, it won't even be necessary to have teachers at all. Students will in-
teract with technology rather than with human beings."
''Not true! Teachers can permit students to learn basic information more
efficiently from the new technology. Then the teachers will be able to use their
own time to focus on individual needs. The result will be an increased quality
of the interactions between students and teachers."
"But almost no students or teachers know how to use the new technology.
They'll be dependent on unseen technologists and mysterious forces to control
their learning."
"Then maybe students and teachers will have to acquire a certain degree
of literacy. The benefits will be worth the effort."
The above fictional dialogue from Vockell and Schwarz [230] is between two educators
discussing the increasing availability of the book about 500 years ago. Many of the same
concerns illustrated in the dialogue are applicable to CALL. Foreign Language Learning
has endured and incorporated a number of technologies --- from books to tape recordings
to video to full-fledged multimedia presentations --- amid healthy debates on their mer-
its [205].
A primary concern about integrating computer technology in the language classroom is
if it will actually help students [59, 105]. While controlled studies on integrating computer
technology into the classroom are difficult to perform due to the large confluence of factors
involved [82, 70], the results are generally positive with some caveats.
Some of the earliest results from IBM [2, 159] indicated improvement in German pro-
ficiency among college age students who completed fill-in-the-blank exercises paired with
audio recordings. English as a Second Language (ESL) students improved their English
language proficiency significantly utilizing the VOXBOX (now Yo Hablo Espanol) [147].
A comparison of computer-versus teacher-directed grammar instruction in [176] found
that, on a test containing open-ended questions, students taught in a computer-based class-
room scored significantly higher than students taught in a classroom without computers.
However, the same study also found no significant differences between the groups of stu-
dents on tests that were multiple-choice or fill-in-the blank.
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Research at Carnegie Mellon University (CMU) found that students in a French class
with a required, but independently completed, Technology Enhanced Language Learning
component of instruction performed at equal or better levels than counterparts in classes
without the component [1].
An Automatic Speech Recognition (ASR) based CAPT system was used to provide
feedback on problematic sounds to learners of Dutch with varying native-language back-
grounds [168]. The authors found that the performance of the speakers improved after using
the system for four weeks as part of a standard language course at the university.
Computer technology must also be considered in the context of the student. Research
in [95] attempts to answer the question of what types of students would benefit most from
computer-aided pronunciation training by assessing performance on listening tests pre- and
post-training. They found some correlation with syllable and word identification tasks, but
did not find correlations with rate of learning measurements.
These results indicate that the contributions of technologies must be narrowly stated.
The studies cited above assessed language ability for pronunciation, grammar, or commu-
nication ability, but not all at once. No single computer-based technology will be better
than a live teacher at the whole process of foreign language instruction: "the computer is
a medium for learning and not a method for L2 instruction" [1]. Computers are prone to
mistakes that human teachers do not necessarily make [160, 106], and are not yet able to
adapt to the learning styles displayed by students. These issues aside, the results still indi-
cate that computer technology can be successfully integrated in a FLL classroom, at least
in a narrow sense.
A.3 Computer Aided Language Learning
Researchers have investigated the use of computers for language learning since the
1960s [227]. The field of Computer Aided Language Learning (CALL) has seen an ex-
plosion of research over the past decade, and it would be impossible to include every piece
of research in this thesis. This section will discuss representative examples of CALL. A fur-
ther review of the history, key developments, and major paradigms in Spoken CALL can
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be found in [67].
CALL research, from a purely technical standpoint, can be divided into roughly two
areas: research focused on whole systems and research focused on specific technologies to
be integrated into whole systems. This section deals with whole systems, and highlights
three areas: early systems, modern systems with voice input, and dialogue-based systems.
The next section will go into depth on the Computer Aided Pronunciation Training (CAPT)
subsystem.
CALL systems are numerous and diverse. On the simple end of the spectrum, the sys-
tems can take the form of web pages with fill-in forms [200, 135], online chat rooms, static
multimedia programs, modifications to popular games [189], or even simply a set of digital
music files for playback purposes. On the complex end, systems can have automatic speech
recognition, voice synthesis, and highly interactive 3D environments that teach cultural
norms as well as language [115].
Systems can vary by intention. For example, some CALL systems are intended only for
vocabulary acquisition [186, 88], and some software focuses on grammar instruction [166].
Software intended for pronunciation training can be broken down into even finer categories,
such as those intended to train students on the segmental quality of speech, and those in-
tended to teach intonation at the phrasal level.
A.3.1 Early Systems
The Programmed Logicfor Automatic Teaching Operations (PLATO) [94] system was
one of the earliest CALL systems that ran on a large and costly mainframe. PLATO and
other similar systems were primarily text-based in which a student was presented with an
exercise and told to fill in the appropriate word or some other similar exercise. If they were
wrong, the program informed them, often times without a clue as to the nature of the error,
and prompted them again. The pejorative monikers, "drill-and-kill" or ''wrong-try-again"
were used to describe the monotonous and unenjoyable aspect of systems of this type.
IBM also developed specialized hardware and programmed materials for teaching be-
ginning German at the State University of New York at Stony Brook [2, 159, 203]. The ex-
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ercises in this system were mainly fill-in-the-blank questions accompanied by pre-recorded
audio and 35-mm still photos.
The Computer-Assisted Review Lessons On Syntax (CARLOS) [225, 3] system was
another mainframe-based system developed at Dartmouth to help students learn Spanish
grammar [26]. When desktop computers began appearing in the early 80s, DASHER [190]
was developed with similar functionality to the mainframe based systems.
At the Massachusetts Institute of Technology (MIT), a sophisticated program for teach-
ing scientific German was created [206]. A unique characteristic of this program is that
students could interactively explore the meaning of words and phrases using German. The
MIT Athena Language Learning Project [125, 158] utilized a large number of networked
computers to deliver multimedia content and interactive typed-input language games.
Other early systems used graphical displays [229, 116, 54, 174] to aid in pronunciation
training. The novelty in these systems is that a visual representation of the speech was used
to provide objective feedback to the students. A limitation is that the technology did not
provide guidance for correcting speech by indicating the precise nature of the errors, so a
teacher had to be present to help the student interpret the results.
Key characteristics of these early systems are that they had a relatively small amount
of material and they were mostly text-based with audio being available only in the form of
pre-recorded phrases. They also tended to focus on one or two aspects of language learning,
i.e. pronunciation or vocabulary acquisition. These systems also completely neglected the
communicative aspects of language learning in that they required little output from the
student.
A.3.2 Modern Systems
Modern systems tend to be much richer language learning environments that incorporate
high quality audio, graphics, and automated feedback. The content of the lessons is usually
not static, and is generated randomly or adaptively, in response to student actions. Many
systems use some form of ASR, speech synthesis, natural language understanding, or natural
language generation.
120
WebGrader TM [172] was a pronunciation tutoring tool that enabled students of French to
obtain automatic assessments of their pronunciation qualities based on calibrated machine
scores. One of the interesting findings was that students were frustrated that the scoring
sometimes seemed inconsistent, felt the ability to break down the sentence into word level
evaluations was helpful, and desired targeted feedback to help improve problem areas.
The Voice Interactive Language Training System (VILTS) [204] used a task-based lan-
guage learning approach. Learning activities were divided into three separate levels with
categories of activity (speaking, reading, and listening) dealing with several topics. A GUI
suggested the order in which the lessons could be covered, but students were allowed to
explore on their own in order to adapt to individual learning needs. The study found that
students reacted positively to the system, finding that the freedom of navigation, speech
recognition in interactive activities, and pronunciation feedback were all important factors
in the positive reception of the program.
The EduSpeak system [76] was a toolkit that used ASR to implement pronunciation
scoring for a variety of languages. Although not a complete system in and of itself, the
toolkit is noteworthy because it was specifically designed for allowing different recognizers
and models to be used as required by the specific language learning task.
The Tactical Language Tutoring System (TLTS) [115, 112, 114, 113] is an example of
a rich, multimedia system for language learning. The student is immersed in a 3D world
using the Unreal Tournament 2003 [62] game engine where he is instructed to accomplish
missions --- the system was developed for military use --- by interacting with characters in
the environment using Arabic speech and non-verbal communication. Speech recognition
is performed using the Hidden Markov Model Toolkit (HTK) [248] augmented with noisy-
channel models to capture mispronunciations [161].
The CALLJ system [233] created dynamic practice questions based on teacher specified
sentence patterns. Pictorial representations of the parts of the sentence to be practiced were
shown to prompt the student, and an explicit target sentence was generated. A grammar
network, is created based on a decision tree, attempts to capture potential errors according
to greatest impact, where impact was defined as an increase in the error coverage of the
grammar augmentation divided by the increase in perplexity of the model. This constrained
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the recognizer so that errors in grammar could be captured without too many recognition
errors.
A.3.3 Dialogue-based Systems
Dialogue systems can be used to create immersive environments in which students hold
dynamic, fairly natural conversations [96, 132, 17, 231, 63]. Instead of being given a spe-
cific sentence or a limited script to follow, which can lead to memorization and plateau-
ing [79] in learning, students can hold conversations that are varied between practice ses-
sions. Since speech recognition technology is imperfect, there is constant tension in dia-
logue systems between allowing freedom in conversation and sufficiently constraining the
domain to maintain acceptable performance. Dialogue systems adopt different strategies to
strike an appropriate balance.
Subarashii [60, 19] was a dialogue system that advanced the conversation using a pre-
defined set of responses in a sort of choose-your-own-adventure style of dialogue. Later
research crafted the dialogues to elicit a limited set of responses without explicitly stating
them.
Subarashii was specifically designed for language education. In contrast, a prototype
system by Lau [133] was created by adapting an existing dialogue system capable of con-
versing in both English and Chinese. It allowed for simple, unstructured conversations about
families, but the architecture allowed for adaptation to new domains. Students would con-
duct conversations in Chinese, or ask for translation help in English.
Raux and Eskenazi [195] adapted an existing spoken dialogue system [196] to handle
non-native speech [194] using a generic task-based dialogue manager [23]. Another key
feature of the system was the use of clarification statements to provide implicit feedback
through emphasis on certain parts of a student's utterance [193].
Another example dialogue system is the Computer Simulator in Educational Communi-
cation (CSIEC) [109]. The CSIEC is unique in that, although it does not use speech to carry
on a dialogue, the dialogue is unconstrained. Instead of working towards the completion
of a task, as in most other dialogue-based systems, the CSIEC envisions the interaction of
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the student and the computer as a friendly chat. Later versions of CSIEC added Microsoft
Agents to function as avatars for the computerized chat partners [101], and constrained the
chat to specific topics favored by a particular student student [108].
Chao et al. [32] created a web-based translation game for learning Chinese with repeti-
tive exercises for acquiring vocabulary and grammar. This system was later adapted to cre-
ate a simple dialogue game in [208, 207]. McGraw et al. [149, 150, 151, 246] created mul-
tiplayer web-based games focused on vocabulary acquisition. Students used natural speech
in a highly constrained domain to manipulate cards representing new vocabulary items in
competitive games.
The Development and Integration of Speech technology into COurseware for language
learning (DISCO) system [47] is a Dutch system for providing feedback on pronunciation,
morphology, and syntax. The system exploits morphology and syntax errors common in
learners of Dutch as a foreign language. The DISCO system conducts dialogues by eliciting
very constrained responses to questions; it uses a two step process for recognizing speech
in a constrained domain. In the first step, it determines the content of a learner response, by
augmenting an Finite State Transducer (FST) language model. In the second step, it then
analyzes that response for correctness with stricter constraints [228].
The SayBot Player is a system for teaching English to native Chinese speakers [35].
It maintains a teacher designed dialogue flow using a Finite State Machine architecture.
Pronunciation is scored using Hidden Markov Model (HMM) log-likelihood scores and du-
ration measurements. Errors during the dialogue are classified into four categories: Correct
(all words are correct and the pronunciation score is good), Pre-defined Error (pronunciation
score is good, but sentence is recognized among a set of predefined errors), Mispronuncia-
tion (recognized words are produced poorly), and General (the system could not understand
the student speech at all).
A.4 Computer Aided Pronunciation Training
Computer Aided Pronunciation Training (CAPT) systems are specifically designed to
evaluate and improve pronunciation in foreign languages. A CAPT system can be consid-
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ered to have an evaluation component and a feedback component. Pronunciation evaluation
can take place at two general levels: holistic and pinpoint error detection. A holistic evalu-
ation examines a large sample of speech and provides an overall assessment of a speaker's
proficiency. Pinpoint error detection attempts to identify specific pronunciation mistakes at
the word or subword level.
A.4.1 Holistic Pronunciation Evaluation
Several methods have been proposed for holistic pronunciation evaluation. Most involve
the correlation of subjective human assessments with machine-based measures. Acoustic
and probabilistic measurements include total duration of read speech with no pauses, total
duration of speech with pauses, mean segment duration, rate of speech, and log likelihood
measurements. Human ratings include global pronunciation quality, segmental quality, flu-
ency, and speech rate.
The earliest work on pronunciation evaluation was performed by Wohlert [243, 242]. In
his research, Wohlert selected 160 of the most commonly used, strong German verbs, and
divided them up into 16 categories with 10 words each. The system used a template based
on the average of five pronunciations for each German verb.
A series of five exercises, such as fill-in-the-blank and translation, were created for each
group of verbs. During the tutoring session, the student is presented with a score from 500
to 1000, 1000 being a perfect match. The score is based on how closely the speech produced
by the student matches the template stored in the database. One shortcoming of this research
was that the correlation of the scores to human rater evaluations was not performed. Still,
after a semester of work, with one group of students learning German using the new system
compared to a control group, he found an increase in the number of verbs the students in
the former group mastered (87% of the presented vocabulary) versus the number mastered
by students in the latter (67%).
Early research by Bernstein et al. [16, 14] investigated methods for accurately predict-
ing scores similar to those given in Oral Proficiency Interviews (OPI). The PhonePass sys-
tem, which grew out of this research, was developed to assess non-native English profi-
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ciency [222]. The researchers gathered telephone quality data from a large number of re-
sponses to five different types of questions that reflected conversational speech. Correct and
incorrect responses were combined with HMM scores and used as inputs into a function that
produced a score correlated with expert human judgements of proficiency.
Later research validated the scores against the CEF [177] for assessing language pro-
ficiency [15]. A version of the algorithm was developed to assess non-native Spanish and
validated against the ACTFL, Interagency Language Roundtable (ILR), and Spanish Pro-
ficiency Test (SPT) OPIs [18], and later adapted to Modem Standard Arabic [20].
Cucchiarini et al. developed similar methods for assessing the proficiency of non-native
speakers of Dutch [42, 41]. In contrast to other assessment methods, which examined pro-
nunciation errors from speakers with a common native language, they investigated the as-
sessment of speakers with many different language backgrounds. Subjects were asked to
read two sets of five phonetically rich sentences. Human judgements on overall pronunci-
ation, segment quality, fluency, and speech rate were gathered from three expert phoneti-
cians.
They found that machine generated measures such as duration, rate of speech, and log-
likelihood scores were highly correlated with human judgements of pronunciation quality,
though a caveat is that the log-likelihood scores are also highly correlated with duration
measurements and might not be of any use. They also discovered that using rate of speech or
duration measurements also permitted students to ''cheat" by speaking rapidly. Subsequent
research found that the use of log-likelihood scores could mitigate this problem [48, 44, 69].
Subsequent research expanded the research to include spontaneous speech as well as
read speech [46, 40, 216, 45, 43]. In addition to adding spontaneous speech they added
two groups of human raters, both consisting of speech therapists. They also modified the
set of machine scores to be: rate of speech, phonation-time ratio, articulation rate, pauses
per unit of time, mean length of pauses, and mean length of runs. Test data measurements
were divided into 7 classifications: three proficiency levels of read speech plus a combined
measurement of all three, and two proficiency levels of spontaneous speech plus a combined
measurement of both.
Correlations that were found between human ratings and machine measurements in read
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speech were almost halved when spontaneous speech was used, but the correlations were
still relatively strong. A drop in the correlations between machine scores and the human rat-
ings for the high proficiency spontaneous speakers was attributed to the more difficult nature
of the high proficiency material. The conclusion was that the optimal predictors of profi-
ciency for read speech and spontaneous speech were different. In the case of read speech,
the rate at which sounds were articulated and the frequency of pauses were very strongly
related. In spontaneous speech, they found that the mean length of the runs between pauses
was a better predictor of pronunciation quality. Additional analysis comparing the rate of
errors between read and spontaneous speech revealed the surprising result that the phonetic
errors of substitution and deletion were more prevalent in read speech than in spontaneous
speech [56]. The authors hypothesize that this may be due to interference of the orthographic
representation of the language and the student's understanding of the writing system.
Neumeyer et al. [173] investigated the evaluation of French as spoken by Americans.
In these studies, the researchers collected read and spontaneous speech samples from 100
native French speakers and 100 Americans. They investigated four separate methods for
scoring pronunciation at two levels: the sentence level and the speaker level. Correlations
were computed between various machine scores and human ratings, which included HMM
log-likelihood, segment classification, segment duration, and timing scores.
Initially, they found that the HMM scores did not correlate well with human expert
pronunciation ratings on a Likert scale from 1 to 5 (1 was unintelligible, 5 was native-
like). In fact, all of the scores, except for those based on timing, resulted in what they felt
were unacceptable correlations at both the sentential level and the speaker level. They later
improved the speaker level correlation of the HMM based scores by using the average of
the log-posterior probability scores instead of the log-likelihood scores [74].
In other experiments, the researchers concentrated on sentential and speaker level pro-
nunciation evaluation [202, 77, 75] using scores for specific phones. Additional methodol-
ogy was introduced for detecting mispronunciation in which they compared a log-posterior
probability from pure native models method with a dual model approach in which one phone
model represented the correct pronunciation and the other represented the incorrect pronun-
ciation.
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Rhee and Park describe a system that makes use of parallel native and non-native mod-
els to assign grades to student utterances at the sentential level [181]. SpeechRaterTMis a
program for rating the Test of English as a Foreign Language (TOEFL) iBT Practice On-
line product that also uses native and non-native models to generate features that are later
used to score a speaker's overall perceived fluency [249, 250]. The authors found that the
machine was able to assess a student's style or manner of delivery, even if recognition ac-
curacy was not good. A system for evaluating spontaneous non-native Greek speech was
developed using parallel native and non-native models [164]. The authors demonstrated that
a system using parallel models outperformed a system using a single set of native models
for evaluation.
The research cited above utilized many of the same features, such as duration, rate of
speech, confidence scores, log-likelihood, and log-posteriors from HMM lattices to create
regression functions to score speech. Research by Minematsu et al. takes a fundamentally
different approach by modeling the pronunciation of sounds as distributions in frequency
space relative to the other sound distributions in the language [156]. This was conducted in
the spirit of work by Jakobson [107] who argued that the study of the sounds of a language
must consider the structure of the sound system as a whole.
The structure defined by Minematsu et al. was then used to define a distortion metric
that measured the difference between the phonetic structures of two populations of speakers,
native American English speakers and Japanese learners of English [155]. This distortion
metric was found to correlate with assessments of pronunciation proficiency [7, 157, 218],
and this correlation held even when the non-native speech model was compared against
multiple models of native speech (representing more than one teacher) [219].
The authors in [34] combine scores derived from HMM log-probabilities and Gaussian
Mixture Model (GMM) scores by using a non-linear regression to mimic the scoring func-
tion of a human rater on non-native Mandarin speech. In this research, the log-probabilities
are not used directly in the scoring function; rather, the log-probabilities are used to rank
order the correct syllable against 410 other syllables in the Chinese language. The rank of
the syllable is then used to compute a syllable score. The GMM scores are used in a similar
way. A non-linear regression is used to optimize several parameters to combine these scores
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into one that mimics a human rater.
An approach described in [83] used the log-posterior probabilities from forced align-
ment with HMM to classify the quality of syllables using Support Vector Machines (SVMs).
The classification results over a large number of syllables produce a final score of speaker
pronunciation ability. This score is correlated with the ii i4k, (putonghua shuip-
ing kaoshi, PSK) corpus scores, which is a corpus of Chinese speakers from different dialect
backgrounds.
Another example of a scoring method that does not make explicit use of HMM de-
rived features is found in [124]. The authors found positive correlation between measures
of pruned syllables per second, the ratio of the difference between total number of syllables
and unnecessary syllables to total duration, and the ratio of unaccented syllables to accented
syllables. A unique aspect to this study is that the authors were careful to gather human rat-
ings from teachers who had been specifically trained in the Common European Framework
of Reference [177] for assessing pronunciation. This included many specific evaluation
items of loudness, sound pitch, quality of vowels, quality of consonants, epenthesis, eli-
sion, word stress, sentence stress, rhythm, intonation, speech rate, fluency, place of pause,
and frequency of pause.
A.4.2 Pinpoint Error Detection
Pinpoint error detection is the identification of specific instances of pronunciation mis-
takes. Most modern pronunciation evaluation systems use log-posterior probability or log-
likelihood scores produced by HMMs to evaluate foreign speech. These are then used to
select word or subword units (syllables or phones) as mispronounced for later feedback to
the student.
Word and phone level human assessments were found to be correlated with parallel
HMMs trained on native and non-native speech [86, 210]. Posterior probabilities, followed
by log-likelihood scores, were found to be the most highly correlated with human assess-
ments of pronunciation quality[122]. Interestingly, the authors found that measurements of
duration were found to be almost uncorrelated with assessments of individual phone quality.
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This is in contrast to work in the previous section that found temporal based measurements
to be highly correlated with overall assessment of speaker pronunciation.
The FLUENCY project is one of the earliest examples of a system that was able to detect
pronunciation problems at the phonetic and prosodic levels [66]. CMU's SPHINX-II [104]
speech recognition system was used to accurately measure prosodic information and de-
tect phone errors from speech spoken by non-native speakers of English with French, Ger-
man, Hebrew, Hindi, Italian, Mandarin, Portuguese, Russian, and Spanish as the native
languages [65, 63].
This research was used to create a prototype language tutor [64] that was based on 5
principles articulated by [120]: production of large quantities of speech, reception of rele-
vant corrective feedback, exposure to many examples of native speech, early emphasis on
prosodic factors, and feeling of ease in learning environment. A key part of the system was
the use of elicitation techniques in order to predict sentences that could be used for forced
alignment recognition, in contrast to other systems, such as [224], which use completely
scripted dialogues in their lessons.
Similarly, [111] examined the ability of HMMs to detect mispronunciations. In this
study, tolerance levels were established for the scores of native speakers. When a non-native
speaker produced a phone which generated a score that was at least one standard deviation
away from the mean, feedback was given in the form of an illustrative diagram of proper
articulation spots. HMMs were used by [118] to evaluate foreign speakers of Japanese on
phonetic quality, but only for the quality of Japanese tokushuhaku (phones contrasted only
by duration). Another system was implemented [119] to detect phone insertion, deletion
and substitution using parallel phone models.
Witt et al. [239, 240] used HMM models to define a Goodness ofPronunciation (GOP)
score, which was based on the log-likelihood of each phone segment in an HMM lattice,
normalized by the number of frames in the segment. Phone dependent thresholds were de-
fined to indicate the presence of a mispronunciation. These were empirically derived based
on hand analysis. Using results from forced alignment recognition, the most common sub-
stitution errors were discovered and the phone models augmented to allow for additional
paths through the lattice during decoding. An evaluation of GOP [117] compared thresholds
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optimized for either artificially produced errors derived from linguistic knowledge or real
errors, and found no significant difference in the performance of the algorithm. This was
important to the authors as it validated the use of artificial errors. Speaker dependent phone
thresholds also yielded slightly better performance.
Similar to Wohlert's work, [50] used template-based discrete word recognition to eval-
uate learners of Spanish and Mandarin Chinese. A segmental analysis was performed to
tabulate pronunciation errors for specific phones. These were then used to create and a sys-
tem for weighting the importance of various errors. Eventually, a game-like interface was
added [49] to provide feedback on pronunciation exercises. An interesting aspect of this
research is the comparison of HMM based recognition with the template method. The au-
thors found that, while the HMM recognizer was better at overall recognition accuracy, the
template recognizer was better at distinguishing between minimal pairs.
An approach in Kim et al. [121] combined the results of a forced-alignment of accented
English spoken by Korean English language learners, with the hand phonetic transcrip-
tions of an expert phonetician. A detailed phonological analysis was performed to obtain
a set of augmentation rules that modeled common pronunciation phenomena exhibited by
the students. These rules tagged phonetic mispronunciations in an utterances and triggered
feedback messages for the students. This approach was later extended by Harrison et al [93].
A CAPT that is too harsh on a student is likely to leave them feeling frustrated and
dissatisfied with the system. Achieving native-like pronunciation is probably an unrealistic
goal, especially with older students, so some research tries to identify high priority phones
that should be assessed and corrected. In [171], a data driven approach was introduced to
establish priorities for certain segmental errors. This helped establish which phones were (1)
mispronounced often or (2) resulted in misunderstanding or unintelligibility. In [223], these
results were used to identify three of the phones commonly found to be mispronounced
by non-native speakers. Classifiers were trained for these phones to decide if they were
acceptable or not, using features selected through an analysis of the difference between
native and non-native productions.
A novel approach by the authors in [179, 180] combined the the frame log-posterior
probability, phone log-posterior probability, and formant classification score derived from
130
image feature extraction using the Gabor function to grade vowel quality in Mandarin spo-
ken by Hong Kong residents. Three techniques were experimented with to combine the
scores: linear regression to approximate a human rating, joint probability estimation, and a
neural network. The neural network using all three features achieved a 9.7% higher corre-
lation with human graders than the baseline using only frame-based log-posterior probabil-
ities.
Finally, SVMs with linear kernels were used to detect phone-level mispronunciations
in Mandarin Chinese using the log-likelihood ratios produced by an HMM lattice [235]. A
phone-dependent ratio was set to balance precision and recall of mispronunciations. In con-
trast to most other HMM based methods which use GMMs to model phone pronunciations,
this research used a model called a Pronunciation Space Model (PSM). The authors were
motivated by the observation that many phone substitutions are not complete substitutions
of one phone for another, but are substitutions of a partially changed phone for a sound that
may not appear in the target language.
A.4.3 Pronunciation Feedback
The techniques for pronunciation feedback can be rougly divided into six forms: explicit
correction, recast, elicitation, meta-linguistic feedback, clarification request, and repeti-
tion [138]. The effectiveness of methods for providing feedback is a topic of active research.
It is often a temptation for researchers on the technical side of the problem to create sys-
tems based around new technologies without consideration for pedagogical requirements in
foreign language learning. Automatic CAPT systems occupy especially treacherous ground
because of the novelty of the technology and because of the constant change in capabilities
of computer systems.
In surveys of existing CALL systems, Neri et al. [167, 169] characterized this situation
as "technology push or demand pull," and concluded that while there are severe peda-
gogical deficiencies in many available CALL systems, CALL with ASR can be employed
effectively as long some principles are adhered to.
Based on an extensive literature review, they concluded that errors to be addressed by
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CAPT systems should be those that are frequent, persistent, perceptually important, and re-
liably detected with automatic techniques [170]. Their research also suggested that a system
should not overwhelm the students with too many corrections and should provide correc-
tions in a timely manner. Additionally, some researchers suggest that telling a student that
the speech they have produce is incorrect when it is, in fact, correct (a false positive), is
more detrimental to learning than simply letting minor errors slide [8].
Early examples of explicit pronunciation feedback were oscilloscope and spectrogram
displays [229, 116, 54, 174] from the 1960s. The intuition was that, if the student could
both see and hear a native speaker's voice, they could imitate the speech by attempting to
match the display for their own speech with that of their teacher. These systems required
the presence of a teacher.
In the SPELL system [97], a graphical representation of the vowel space was presented
to the student. When students completed exercises, the ideal placement for a vowel in the
vowel space was shown along with the student's actual pronunciation. A similar system
was developed to teach students the correct articulatory motions of the tongue for Swedish
vowels [238]. The target vowel was displayed in the space, the student would practice vowel
production by altering their voice in real-time to move a ball representing their speech onto
the target ball. The researchers timed the ability of Swedish and international students to
move the student ball onto the target ball and found that international students improved
their times between two separate sessions.
Video games are another method for providing pronunciation feedback. In [4], a student
receives feedback in the form of a video game. A simple car driving game indicates to the
student the quality of their pronunciation by how well the car remains in the center of a
twisting and curving road.
Graphical representations of human heads provide pronunciation feedback by showing
students the correct placement of tongue and lips in the mouth. For example, a web-based
system for Japanese learners of English displayed static pictures of heads for sounds iden-
tified as incorrect by an HMM lattice [211].
Other systems try to reverse engineer the speech signal to display what the student's
tongue, lips, and throat are actually doing during speech [9, 10]. An example of a talking
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head feedback system that operates in real-time is ARTICULA, a tool used for teaching
Spanish vowels [199]. As students speak, the signal is reverse engineered to display a real-
time graphical representation of articulator positions.
Another form of feedback used in pronunciation training is shadowing. In shadowing,
a native voice is played to the students, who are expected to speak almost simultaneously
along with the native speaker. Since a transcription is unavailable to the student, closer
attention must be paid to pronunciation[99]. Positive correlations have been found between
the Test of Englishfor International Communication (TOEIC) scores of Japanese learners
of English, the GOP scores, and the number of proficiently pronounced words [136, 137].
Simicry is another system for shadowing [237]. The authors conducted a comparative
study of student reactions to a say-after exercise and a shadowing exercise. The authors
found that, in a group of students who had performed both types of exercises, the students
significantly preferred the say-after exercise to the shadowing exercise. A preliminary anal-
ysis of pre- and post-exercise data showed differences in individual performances, but no
differences between the group who exclusively did the say-after exercise vs the group who
exclusively did the shadowing exercise.
Another type of feedback that can be given to students is to repair the pronunciation
mistakes using their own voice. This allows the student to hear constrasts in a voice with
which they are intimately familiar: their own. Some research focuses on the relatively easier
problem of converting the intonation of foreign accented speech by either modifying the
fundamental frequencies, durations, or both of non-native speech segments.
In [110], the authors attempt to repair intonation structure while preserving phonetic
quality through re-synthesis using a native fo contour. It is concluded that this re-synthesis
for comparison playback helps students identify intonation errors, though the methodology
for arriving at this conclusion is not mentioned. The technique in this research relies on
a good understanding of the stress patterns of the languages in question (in this particular
paper, American English and German) such that target intonation contours can be automat-
ically generated by the linguistic rules of the language.
In [217], Pitch Synchronous OverLap and Add (PSOLA) [92, 162, 163] is used to repair
the fo of non-native speech on isolated words and phrases. Reference pronunciations are
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provided by recorded teacher utterances or by Kungliga Tekniska h ogskolan's (KTH) text-
to-speech system [30]. The re-synthesis of isolated words showed that the technique held
promise, but there were issues with alignment between student speech and the reference
speech.
Systems that allow for manual modification of the intonation of utterances operate on
a student-centric premise. Practice utterances are spoken by the student, at which point
an interface that allows for the interactive modification of the fo harmonic is displayed.
In [25], ActiveX controls are developed to allow the use of signal editing functions in Win-
Snoori [131]. In a similar vein, WinPitch LTL [146] provides students and instructors with
an interactive environment with the principle that students who participate in the under-
standing of prosody will learn it better than those who merely receive instruction passively.
Some research in this area modify both the pitch and the phonetic aspects of speech.
Felps et al. propose a system that modifies accented speech to have a more native-like
quality [71]. Perceptual experiments confirmed that the technique made the speech seem
more native-like while still preserving fundamental characteristics of the speakers' voices.
An interesting method for giving rhythmic feedback to students is MusicSpeak [232],
a system created to address teaching stress-timed rhythm to students with a syllable-timed
language background. In this research the authors developed a program that generated mu-
sical phrases according to the stress timing in a typed English sentence. Syllables occupied
measures in a musical beat, with stress syllables as the first beat in a bar. Durations were
modeled as different length notes in the phrase. Chinese students of English exhibited more
variation in the rhythm of their English speech after using the system.
A similar style of feedback system was created to teach the correct pronunciation of
Chinese lexical tones [191]. In this research, the author created a method for ''composing"
music using the four lexical tones of Mandarin Chinese. A music database was combined
with instrument notes played at the relative frequency heights of the tones, plus a tone 3
modified through tone-sandhi. The system could produce feedback in the form of speech
only, music only, or speech and music combined. In a comparison, the authors found sig-
nificant differences in the use of one method over another.
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Appendix B
Comprehensive Listing of Anchoring
Examples
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Figure B-1: Distributions of the first two dimensions
spoken by native and non-native speakers.
of the feature vectors for /a/ [aa]
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Figure B-2: Distributions of the first two dimensions of the feature vectors for /W/ [ae]
spoken by native and non-native speakers.
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Figure B-3: Distributions of the first two dimensions of the feature vectors for /2/ [ah]
spoken by native and non-native speakers.
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Figure B-4: Distributions of the first two dimensions of the feature vectors for /o/ [ao]
spoken by native and non-native speakers.
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Figure B-5: Distributions of the first two dimensions of the feature vectors for /l/ [aw]
spoken by native and non-native speakers.
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Figure B-6: Distributions of the first two dimensions of the feature vectors for /3/ [ax]
spoken by native and non-native speakers.
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Figure B-7: Distributions of the first two dimensions of the feature vectors for /aY/ [ay]
spoken by native and non-native speakers.
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Figure B-8: Distributions of the first two dimensions of the feature vectors for /e/ [eh]
spoken by native and non-native speakers.
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Figure B-9: Distributions of the first two dimensions of the feature vectors for /0/ [er]
spoken by native and non-native speakers.
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Figure B- 10: Distributions of the first two dimensions of the feature vectors for /e/ [ey]
spoken by native and non-native speakers.
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Figure B-11: Distributions of the first two dimensions of the feature vectors for h/ [ih]
spoken by native and non-native speakers.
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Figure B-12: Distributions of the first two dimensions of the feature vectors for i/ [iy]
spoken by native and non-native speakers.
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Figure B- 13: Distributions of the first two dimensions of the feature vectors for /o/ [ow]
spoken by native and non-native speakers.
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Figure B-14: Distributions of the first two dimensions of the feature vectors for /o/ [oy]
spoken by native and non-native speakers.
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Figure B-15: Distributions of the first two dimensions of the feature vectors for /U/ [uh]
spoken by native and non-native speakers.
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Figure B- 16: Distributions of the first two dimensions of the feature vectors for /u/ [uw]
spoken by native and non-native speakers.
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Appendix C
Decision Tree for C-anchor feature
source
t score nn <= 0.638435
| div t t delta <= 0.088494
| | div t nn nn nn <= -0.700277
| | | kldiv t nn delta <= 0.16964
| | | | div nn t delta <= -0.276612: bad (71.55/3.05)
| | | | div nn t delta > -0.276612
| | | | | div nn n nn nn <= -0.919094: bad (36.0/8.13)
| | | | I divnn_n_nn_nn > -0.919094: good (3.05)
| I | kldiv t_nndelta > 0.16964: good (10.89/1.74)
I I div t nn nn nn > -0.700277
| | | kldiv t nn delta <= -0.3397
| | | | kldiv_t_nn n n <= -0.147737: good (2.03)
| | | | kldiv t nn n n > -0.147737
| | | | | kldiv n t delta <= -0.112827: good (5.81/1.74)
I | | | | kldiv n t delta > -0.112827: bad (5.81)
| | I kldiv t nn delta > -0.3397
| | | | t score n <= 0.526404
| | | | | kldiv t n-nn-n <= -0.249597: bad (4.64)
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l | I | I kldiv_t_n_nn_n > -0.249597: good (58.06/9.29)
I I | | t_scoren > 0.526404: good (81.28)
I div t t delta > 0.088494
| | t score nn <= 0.434373
div t t delta <= 0.219971: good (79.25/4.06)
div t t delta > 0.219971
div_t_n_n n <= -0.974855: good (34.54)
div t n n n > -0.974855
n_result = -: good (3.63/0.58)
n result =
div_t_n_nn_n <= -0.807392: good (106.24/20.9)
div t n nn n > -0.807392
div t nn nn nn <= -0.875521
nnresult = -: good (0.0)
nn result =
| mfcc0 <= -0.415879: bad (5.23)
I | mfcc0 > -0.415879: good (8.85/1.74)
nnresult = _b1: good (0.0)
nnresult = _b2: good (0.0)
nn-result = _b3: good (0.0)
nnresult = _b4: good (0.0)
nnresult = _ci: good (0.0)
nnresult = _c2: good (0.0)
nn-result = _c3: good (0.0)
nnresult = _c4: good (0.0)
nnresult = _hl: good (0.0)
nnresult = _h2: good (0.0)
nn-result = _h3: good (0.0)
nnresult = _11: good (0.0)
nn-result = _12: good (0.0)
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nn_result
nn_result
nn_result
nn_result
nnresult
nn_result
nnresult
nn_result
nn result
nn_result
nn_result
nnresult
nnresult
nnresult
nn_result
nn result
nn_result
nn_result
nn_result
nn_result
nn_result
nn_result
nn_result
nn_result
nn_result
nn_result
nn_result
nn_result
nn_result
nn_result
= _13: good (0.0)
= _14: good (0.0)
= _n1: good (0.0)
= _n2: good (0.0)
= _n3: good (0.0)
= _n4: good (0.0)
= _n5: good (0.0)
= _n6: good (0.0)
= aa: bad (0.58)
= ae: good (0.0)
= ah: good (0.0)
= ah-fp: good (0.0)
= ao: good (0.0)
= aw: good (0.0)
= ax: good (0.0)
= axr: good (0.0)
= ay: good (0.0)
= b: good (0.0)
= bcl: good (0.0)
= ch: good (0.0)
= d: good (0.0)
= dcl: good (0.0)
= dh: good (0.0)
= dx: good (0.0)
= eh: good (0.0)
= el: good (0.0)
= em: good (0.0)
= en: good (0.0)
= epi: good (0.0)
= er: good (0.0)
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nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nnresult
nn result
nnresult
nnresult
= ey: good (0.0)
= f: good (0.0)
= g: good (0.0)
= gcl: good (0.0)
= hh: good (0.0)
= ih: good (0.0)
= iy: good (0.0)
= jh: good (0.0)
= k: good (0.0)
= kcl: good (0.0)
= 1: good (2.61/0.58)
= m: good (0.0)
= n: good (0.0)
= ng: good (0.0)
= not: good (0.0)
= ow: good (0.0)
= oy: good (0.0)
= p: good (0.0)
= pcl: good (0.0)
= r: good (0.0)
= s: good (0.0)
= sh: good (0.0)
= t: good (0.0)
= tcl: good (0.0)
= th: good (0.0)
= uh: good (0.0)
= uw: good (0.0)
= v: good (0.0)
= w: good (0.0)
= y: good (0.0)
144
| | | | | | | | nnresult = z: good (0.0)
| | | | | | | | nnresult = zh: good (0.0)
I | | | | | I div_t_nnnnnn > -0.875521: bad (6.39)
| | | | | nresult = _b1: good (0.0)
I I | I | nresult = _b2: good (0.0)
| | I | | nresult = _b3: good (0.0)
| | | | | nresult = _b4: good (0.0)
| I | | | nresult = _ci: good (0.0)
| | | | | n_result = _c2: good (0.0)
| | | | | n_result = _c3: good (0.0)
I I I | | n_result = _c4: good (0.0)
I | | I | nresult = _hi: good (0.0)
| | | | | nresult = _h2: good (0.0)
| | | | | nresult = _h3: good (0.0)
| | | | | nresult = _11: good (0.0)
| | | | | nresult = _12: good (0.0)
| | | | | nresult = _13: good (0.0)
| | | | | nresult = _14: good (0.0)
| | | | | xresult = _n1: good (0.0)
| | | | | nresult = _n2: good (0.0)
| | | | | nresult = _n3: good (0.0)
| | | | | nresult = _n4: good (0.0)
| | | | | n_result = _n5: good (0.0)
| | | | | nresult = _n6: good (0.0)
| | | | | nresult = aa
| | | | | | div_t_nnn <= -0.818116: good (3.05)
| | | | | I div txnxnn > -0.818116: bad (4.06)
| | | | | nresult = ae
| | | | | I kldivnn_t_nnn <= -0.732452: good (7.11)
| | | | | | kldiv nn txnnn > -0.732452: bad (6.39)
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n result = ah
| div_t_nn_n n <= -0.912046: good (3.05)
I div_t_nn_n_n > -0.912046: bad (2.9)
n_result = ahfp: good (0.0)
n result = ao
| kldiv_t_nnnnn <= -0.177437: good (8.13)
I kldiv t nn nn n > -0.177437: bad (2.9)
n_result = aw: good (2.03)
n result = ax
| kldiv n nn delta <= -0.109643
| | mfcc5 <= 0.352335: good (20.32/4.06)
| | mfcc5 > 0.352335: bad (3.48)
| kldiv n nn delta > -0.109643: bad (2.9)
n_result = axr: good (0.0)
n_result = ay
| lpr-nn-n-nn-n <= -0.459214: good (4.06)
I lpr-nnnnn_n > -0.459214: bad (4.06)
n_result = b: good (3.19/1.16)
n_result = bcl: good (1.02)
n_result = ch: good (0.0)
n result = d
| kldiv_t_n_n_n <= -0.331752: good (15.24)
I kldiv_t_n_n_n > -0.331752: bad (2.32)
n_result = dcl: good (1.02)
n_result = dh: good (2.61/0.58)
n_result = dx: good (4.06)
n_result = eh: good (7.26/1.16)
n result = el
I mfcc8 <= 0.243649: bad (2.9)
I mfcc8 > 0.243649: good (9.29/1.16)
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n_result = em: good (0.0)
n_result = en: bad (0.58)
n_result = epi: good (5.08)
n_result = er: good (3.19/1.16)
n-result = ey
kldiv_t_nn_n_n <= -0.375819: good (2.03)
kldiv_t_nn_n_n > -0.375819: bad (4.06)
n_result = f: good (3.63/0.58)
n_result = g: good (6.1)
n_result = gcl: good (7.11)
n_result = hh: good (3.19/1.16)
n result = ih
div t n delta <= 0.538505: good (4.64/0.58)
| div_t_n_delta > 0.538505: bad (4.64)
n-result = iy
| mfcc5 <= -0.150369: good (6.68/0.58)
| mfcc5 > -0.150369: bad (7.98/1.02)
n_result = jh: good (0.0)
n_result = k: good (3.63/0.58)
n result = kcl: good (2.03)
n_result = 1: good (25.84/11.61)
n result = m: bad (1.16)
n_result = n: good (6.24/1.16)
n-result = ng: bad (1.16)
n_result = not: good (0.0)
n result = ow: bad (8.56/1.02)
n-result = oy
I lpr_nn_tnn nn <= -0.304711: good (6.1)
lpr_nn_tnnnn > -0.304711: bad (2.9)
n-result = p: good (2.03)
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| n_result = pcl: bad (0.58)
n result = r
mfccl3 <= 0.239278: bad (3.48)
| mfccl3 > 0.239278: good (4.06)
n_result = s: good (3.19/1.16)
n_result = sh: good (1.02)
n_result = t: good (3.77/1.74)
n_result = tcl: good (22.06/1.74)
n result = th: bad (0.58)
n result = uh: bad (3.92/1.02)
n result = uw
| div t n n n <= -0.903611: good (4.06)
div t n n n > -0.903611
| kldiv_t_nndelta <= -0.173946: good (2.03)
| kldiv t nn delta > -0.173946: bad (12.77)
n_result = v: good (0.0)
n result = w: bad (7.4/1.02)
n_result = y: bad (2.76/1.02)
n_result = z: good (4.64/0.58)
n_result = zh: good (1.02)
| t_scorenn > 0.434373: good (1575.66/145.14)
t score nn > 0.638435: good (28891.6/242.68)
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