Slučajne šetnje na slučajnim i neslučajnim okolinama by Biočić, Ivan
SVEUCˇILIŠTE U ZAGREBU
PRIRODOSLOVNO–MATEMATICˇKI FAKULTET
MATEMATICˇKI ODSJEK
Ivan Biocˇic´
SLUCˇAJNE ŠETNJE NA SLUCˇAJNIM I
NESLUCˇAJNIM OKOLINAMA
Diplomski rad
Voditelj rada:
prof. dr. sc. Zoran Vondracˇek
Zagreb, srpanj, 2017.
Ovaj diplomski rad obranjen je dana pred ispitnim povjerenstvom
u sastavu:
1. , predsjednik
2. , cˇlan
3. , cˇlan
Povjerenstvo je rad ocijenilo ocjenom .
Potpisi cˇlanova povjerenstva:
1.
2.
3.
Sadržaj
Sadržaj iii
Uvod 3
1 Slucˇajne šetnje na neslucˇajnim (deterministicˇkim) okolinama 4
1.1 Oznake i pripremni rezultati . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Povratnost i prolaznost u neslucˇajnim (deterministicˇkim) okolinama . . . 13
2 Slucˇajne šetnje u slucˇajnim okolinama 23
2.1 Tehnicˇki rezultati i napomene . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Povratnost i prolaznost u slucˇajnim okolinama . . . . . . . . . . . . . . . 27
2.3 Jaki zakon velikih brojeva za multi-ERW . . . . . . . . . . . . . . . . . . 36
2.4 Monotonost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.5 Šetnje bez uzbud¯enja nakon drugog kolacˇic´a . . . . . . . . . . . . . . . . 52
Bibliografija 61
iii
Uvod
U diplomskom radu bavit c´emo se problemom jednodimenzionalne slucˇajne šetnje s ko-
lacˇic´ima. U engleskoj literaturi problem se naziva multi-excited random walk on integers
(multi-ERW) [11], ili popularnije cookie random walk i brownie motion. To je klasa slucˇaj-
nih šetnji na Z s pomacima za jedno mjesto ulijevo ili udesno i to u slucˇajnim i neslucˇajnim
okolinama takvim da se u svakoj tocˇki slucˇajni šetacˇ krec´e nadesno s vec´om ili jednakom
vjerojatnošc´u nego nalijevo s time da ta vjerojatnost ovisi o okolini u kojem se šetacˇ na-
lazi, tj. na kojem se tocˇno mjestu nalazi i koliko je puta tamo vec´ bio. Cilj rada je doc´i
do kriterija za povratnost i prolaznost šetnje i rec´i nešto o brzini šetnje. Rad se temelji na
cˇlanku Martina Zernera [11] iz 2005. godine. Da bismo jasnije prikazali problematiku,
krenut c´emo s ilustrativnim primjerom.
Primjer 0.1. Promatramo slucˇajnu šetnju na Z takvu da na svakom mjestu imamo dva
kolacˇic´a. Šetacˇ krec´e iz ishodišta i kad god na trenutnoj poziciji postoji barem jedan kola-
cˇic´, šetacˇ pojede tocˇno jednog i skacˇe nezavisno od prošlosti nadesno s vjerojatnosti p, a
nalijevo s vjerojatnosti 1− p, gdje je p ∈
[
1
2 , 1
]
fiksan. Ako na trenutnoj poziciji šetacˇa više
nema kolacˇic´a, onda skacˇe nezavisno od prošlosti nadesno i nalijevo s vjerojatnosti 12 .
Kroz rad c´emo pokazati da postoji fazni prijelaz izmed¯u povratnosti i prolaznosti u ovis-
nosti o p. Preciznije, ako je p ∈
[
1
2 ,
3
4
]
, šetnja je povratna, tj. šetacˇ c´e se gotovo sigurno
vratiti u ishodište beskonacˇno mnogo puta. Ako je pak p > 34 , šetnja je prolazna, tj. šetacˇ
c´e se gotovo sigurno vratiti u ishodište samo konacˇno mnogo puta. Takod¯er, zakljucˇit c´emo
da je vjerojatnost da se šetacˇ nikada ne vrati u ishodište
(
2 − 12p−1
)
+
= max
{
2 − 12p−1 , 0
}
. I
konacˇno, zakljucˇit c´emo da je za p < 1 brzina šetnje 0, cˇak i kada je šetnja prolazna.
Ovaj primjer želimo formalizirati i generalizirati.
Definicija 0.2. Okolina s kolacˇic´ima (ili samo okolina) je element
ω = (ω(z))z∈Z = (ω(z, i)i∈N)z∈Z ∈ Ω+ B
(
[1/2, 1]N
)Z
.
Za ω(z, i) c´emo rec´i da je snaga i-tog kolacˇic´a u z. To je vjerojatnost slucˇajnog šetacˇa da
skocˇi iz z u z + 1 ako se trenutacˇno i-ti put nalazi u z. Neki autori zato govore o kolacˇic´ima
1
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kao o mitu koje inacˇe nepristranog šetacˇa poticˇe na kretanje nadesno.
Definirajmo formalno multi-ERW. Neka je x ∈ Z i neka je ω ∈ Ω+. Promatramo cjelobrojni
slucˇajni proces (Xn)n≥0 na nekom prikladnom vjerojatnosnom prostoru (Ω,F , Px,ω) i slu-
cˇajni proces njegove povijesti (Hn)n≥0 definiran s Hn B (Xm)0≤m≤n = (X0, X1, . . . , Xn−1, Xn) ∈
Zn+1 tako da vrijedi Px,ω-g.s.
Px,ω(X0 = x) = 1,
Px,ω(Xn+1 = Xn + 1|Hn) = ω(Xn, #{m ≤ n|Xm = Xn}),
Px,ω(Xn+1 = Xn − 1|Hn) = 1 − ω(Xn, #{m ≤ n|Xm = Xn}).
x ∈ Z zovemo pocˇetnom pozicijom slucˇajne šetnje. Primijetimo da je proces povijesti
(Hn)n Markovljev lanac. Naime, u izrazu
Px,ω(Hn+1 = ( jm)m=n+1m=0 |Hn = (inm)m=nm=0, . . . ,H0 = i00)
je uvjetna vjerojatnost dobro definirana samo u slucˇaju kada je Hn = (inm)
m=n
m=0, Hn−1 =
(inm)
m=n−1
m=0 , . . . ,H0 = i
n
0, za i
n
0, . . . , i
n
n ∈ Z koji su susjedni (in1 je susjedan in0, in2 je susjedan
in1, itd.). Posebno, to znacˇi da se povijest procesa mora podudarati što znacˇi da je cijela
informacija na koju uvjetujemo sadržana u Hn. Time smo dobili da je
Px,ω(Hn+1 = ( jm)m=n+1m=0 |Hn = (inm)m=nm=0, . . . ,H0 = i00) =
= Px,ω(Hn+1 = ( jm)m=n+1m=0 |Hn = (inm)m=nm=0).
kad god su uvjetne vjerojatnosti dobro definirane, tj. (Hn)n je Markovljev lanac.
Naravno, sam proces (Xn)n≥0 nije Markovljev lanac jer mu prijelazne vjerojatnosti ovise o
prošlosti. U terminima gornjih oznaka u Primjeru 0.1 uzimamo x = 0 kao pocˇetnu poziciju
i ω ∈ Ω+ definiran s ω(z) = (p, p, 1/2, 1/2, 1/2, . . . ) za svaki z ∈ Z.
Ovaj model generalizira jednodimenzionalne slucˇajne šetnje poznate kao excited random
walk (ERW) [2] gdje je šetacˇ pristran samo pri prvom posjetu mjesta, tj. u terminima gor-
njih oznaka, ERW je šetnja s okolinom ω ∈ Ω+ tako da je ω(z) = (p, 1/2, 1/2, 1/2, . . . ), za
svaki z ∈ Z, gdje je p ∈
[
1
2 , 1
]
fiksan. Za takvu c´emo šetnju pokazati da je povratna ako je
p < 1.
Generalizirani model, tj. multi-ERW, dopušta višu razinu "uzbud¯enja" u odnosu na ERW
jer snaga kolacˇic´a može varirati pri svakom posjetu. Kao što smo vidjeli u Primjeru 0.1,
to nam donosi novosti pri promatranju prolaznosti i povratnosti jer nastaju kompleksniji
odnosi izmed¯u tih pojmova.
Ostatak diplomskog rada organiziran je u dva poglavlja. U prvom poglavlju bavimo se
slucˇajnim šetnjama na neslucˇajnim (deterministicˇkim) okolinama, tj. kada za fiksniω ∈ Ω+
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promatramo ponašanje slucˇajne šetnje. U drugom poglavlju bavimo se slucˇajnim šetnjama
na slucˇajnim okolinama, tj. uvodimo genralizaciju u odnosu na neslucˇajne šetnje pa je tako
u ovom poglavlju i ω ∈ Ω+ slucˇajna velicˇina. Na kraju drugog poglavlja donosimo i glavne
rezultate o samoj šetnji iz Primjera 0.1.
Poglavlje 1
Slucˇajne šetnje na neslucˇajnim
(deterministicˇkim) okolinama
1.1 Oznake i pripremni rezultati
Prije nego što se krenemo baviti samim slucˇajnim šetnjama s kolacˇic´ima, navedimo prvo
poznate Borel-Cantellijeve zakone 0-1 iz opc´e teorije vjerojatnosti i uvedimo oznake ko-
jima c´emo se kroz poglavlje i rad koristiti.
Teorem 1.1 (Borel-Cantellijev zakon 0-1). Neka je (Ω,F , P) vjerojatnosni prostor i (An)n∈N
niz dogad¯aja.
(a) Ako je
∑+∞
n=1 P(An) < +∞, tada je P(lim supn An) = 0.
(b) Ako je (An)∈N nezavisna familija i ako je
∑+∞
n=1 P(An) = +∞, tada je P(lim supn An) =
1.
Dokaz. Vidjeti [8, Propozicija 2.3 i Lema 4.1]. 
Teorem 1.2 (Drugi Borel-Cantellijev zakon 0-1). Neka je (Ω,F , P) vjerojatnosni prostor,
F = (Fn : n ≥ 0) filtracija na njemu, F0 = {∅,Ω}, te (An)n∈N niz dogad¯aja takvih da je
An ∈ Fn. Tada vrijedi
{lim sup
n
An} = {
+∞∑
n=1
P(An|Fn−1) = +∞} g.s.
Dokaz. Vidjeti [3, Theorem 5.3.2]. 
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Definicija 1.3. Neka je (Ω,F , Px,ω) vjerojatnostni prostor i (Xn)n multi-ERW na njemu.
Vrijeme prvog posjeta mjestu k je
Tk = min{n ≥ 0|Xn = k},
gdje po dogovoru uzimamo min ∅ = +∞.
Lema 1.4. Za sve x, y, z ∈ Z takve da je x < y < z i za svaki ω ∈ Ω+ vrijedi
Py,ω(Tx < Tz) ≤ z − yz − x .
Posebno, ako pustimo x→ −∞, Tz je Py,ω-g.s. konacˇno.
Dokaz. Lemu c´emo dokazati metodom sparivanja. (Xn)n≥0 sparujemo s jednostavnom si-
metricˇnom slucˇajnom šetnjom (Yn)n≥0 koja krec´e iz y tako da bude Yn ≤ Xn za sve n ≥ 0.
To c´emo napraviti na sljedec´i nacˇin. Neka je (Un)n≥0 niz nezavisnih uniformno distribu-
iranih slucˇajnih varijabli na [0, 1]. Pomoc´u (Un)n definiramo šetnje (Xn)n i (Yn)n. Ocˇito je
X0 B y i Y0 B y, a dalje nastavljamo induktivno:
Xn+1 B
{
Xn + 1, Un+1 < ω(Xn, #{m ≤ n|Xm = Xn})
Xn − 1, Un+1 ≥ ω(Xn, #{m ≤ n|Xm = Xn}) i
Yn+1 B
{
Yn + 1, Un+1 < 1/2
Yn − 1, Un+1 ≥ 1/2 .
Iz definicija procesa (Xn)n i (Yn)n slijedi da su (Xn)n i (Yn)n cjelobrojni slucˇajni procesi.
Takod¯er, za x ∈ Z, kada god postoje sljedec´e uvjetne vjerojatnosti, vrijedi
Py,ω(Yn+1 = x + 1|Yn = x) = Py,ω(Un+1 < 1/2) = 1/2 i
Py,ω(Yn+1 = x − 1|Yn = x) = Py,ω(Un+1 ≥ 1/2) = 1/2
pa je proces (Yn)n zaista jednostavna simetricˇna slucˇajna šetnja.
Nadalje, za x, x0, . . . , xn ∈ Z za koje sljedec´a uvjetna vjerojatnost ima smisla imamo
Py,ω(Xn+1 = x + 1|Hn = (x0, . . . , xn)) = Py,ω(Un+1 < ω(x, #{m ≤ n|xm = xn}))
= ω(x, #{m ≤ n|xm = xn}) i
Py,ω(Xn−1 = x + 1|Hn = (x0, . . . , xn)) = Py,ω(Un+1 ≥ ω(x, #{m ≤ n|xm = xn}))
= 1 − ω(x, #{m ≤ n|xm = xn})
pa je (Xn)n multi-ERW.
Sada smo sparili šetnje (Xn)n i (Yn)n pomoc´u (Un)n i gornji prikazi šetnji znacˇe sljedec´e:
ako šetnja (Xn)n u trenutku n posjeti tocˇku x j-ti put, tada se ona pomicˇe nadesno ako i
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samo ako Un+1 < ω(x, j), a (Yn)n se pomicˇe nadesno ako i samo ako je Un+1 < 1/2.
Primijetimo da je ω(x, j) ≥ 1/2 za svaki x ∈ Z i za svaki j ∈ N (po definiciji od ω).
Dokazujemo da je Yn ≤ Xn, za svaki n ∈ N. Ocˇito je X0 = Y0. Ako se šetnja (Yn)n u koraku
k pomakne udesno, onda je Uk < 1/2 ≤ ω(x, j), za sve x i j pa se i šetnja (Xn)n u koraku k
pomakne udesno. Time smo dobili da (Yn)n ne može preskocˇiti (Xn)n, tj. Yn ≤ Xn za svaki
n ∈ N Py,ω-g.s. Iz toga slijedi da ako (Xn)n izad¯e iz intervala 〈x, z〉 u x, tada to napravi i
(Yn)n, a vjerojatnost da (Yn)n dod¯e u x prije nego posjeti z je
Py,ω(T Yx < T
Y
z ) =
z − y
z − x , (1.1)
gdje je T Yx = min{n ≥ 0|Yn = x}. Iz Yn ≤ Xn i (1.1) slijedi
Py,ω(Tx < Tz) ≤ z − yz − x .

Ocˇekivani pomak šetacˇa koji pojede kolacˇic´ snage p je 2p − 1. Zato je ukupan otklon
pohranjen u x u okolini ω
δx B
∞∑
i=1
(2ω(x, i) − 1).
Ukupan otklon pohranjen u kolacˇic´ima koji su u tocˇki x, a bili su pojedeni prije vremena
n ∈ N0 ∪ {+∞} oznacˇavamo s
Dxn B
#{m<n|Xm=x}∑
i=1
(2ω(x, i) − 1).
Takod¯er, razlikovat c´emo kolacˇic´e na nenegativnim i negativnim mjestima pa uvodimo
i oznake:
D+n B
∑
x≥0
Dxn, D
−
n B
∑
x<0
Dxn, i Dn = D
+
n + D
−
n .
Primijetimo da je Dn otklon pohranjen u svim kolacˇic´ima koji su pojedeni strogo prije
trenutka n i da je Dn ≥ 0, za svaki n ∈ N.
Lema 1.5. Neka je ω ∈ Ω+ takav da je
lim inf
i→+∞
1
i
0∑
y=−i
(2ω(y, 1) − 1) > 0. (1.2)
Tada za sve x, k ∈ Z takve da je k ≥ x vrijedi
Ex,ω[DTk] = k − x. (1.3)
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Dokaz. Primijetimo da ukoliko vrijedi (1.2), onda je i lim inf
i→+∞
1
i
∑x
y=−i(2ω(y, 1) − 1) > 0 za
bilo koji x ∈ Z jer izostavljanjem ili dodavanjem konacˇno mnogo indeksa u sumu ne utjecˇe
na pozitivnost limes inferiora. Naime, za pozitivne x ∈ Z vrijedi
lim inf
i→+∞
1
i
x∑
y=−i
(2ω(y, 1) − 1) = lim inf
i→+∞
1
i
 0∑
y=−i
(2ω(y, 1) − 1) +
x∑
y=1
(2ω(y, 1) − 1)

≥ lim inf
i→+∞
1
i
0∑
y=−i
(2ω(y, 1) − 1) + lim inf
i→+∞
1
i
x∑
y=1
(2ω(y, 1) − 1)︸                            ︷︷                            ︸
=0
= lim inf
i→+∞
1
i
0∑
y=−i
(2ω(y, 1) − 1) > 0.
Za negativne x ∈ Z vrijedi
lim inf
i→+∞
1
i
x∑
y=−i
(2ω(y, 1) − 1) = lim inf
i→+∞
1
i
 0∑
y=−i
(2ω(y, 1) − 1) −
0∑
y=x+1
(2ω(y, 1) − 1)

≥ lim inf
i→+∞
1
i
0∑
y=−i
(2ω(y, 1) − 1) + lim inf
i→+∞ −
1
i
0∑
y=x+1
(2ω(y, 1) − 1)︸                                 ︷︷                                 ︸
=0
= lim inf
i→+∞
1
i
0∑
y=−i
(2ω(y, 1) − 1) > 0.
Zbog toga bez smanjenja opc´enitosti možemo pretpostaviti da je x = 0 pa je k ≥ 0. Defini-
rajmo proces (Mn)n≥0 s Mn B Xn − Dn. Taj proces je ocˇito integrabilan (|Xn| ≤ n, Dn ≤ n) i
on je P0,ω-martingal s obzirom na filtraciju F = (Fn)n generiranu s (Xn)n. Da bismo doka-
zali martingalno svojstvo, treba pokazati da vrijedi E0,ω[Mn|Fn−1] = Mn−1 za svaki n ∈ N.
Buduc´i da je Fn = σ(Hn), tj. Fn je generirana prebrojivom familijom dogad¯aja, dovoljno
je provjeriti jednakost uvjetnih ocˇekivanja uvjetovano na atome σ-algebre Fn , tj. dovoljno
je provjeriti da vrijedi
E0,ω[Mn|Hn−1 = (i0, . . . , in−1)] = E0,ω[Mn−1|Hn−1 = (i0, . . . , in−1)]
za sve in−1, . . . , i0 za koje uvjetno ocˇekivanje ima smisla. Imamo
E0,ω[Xn|Hn−1 = (i0, . . . , in−1)] = (in−1 + 1)ω(in−1, α) + (in−1 − 1)(1 − ω(in−1, α))
= 2ω(in−1, α) − 1 + in−1, (1.4)
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gdje je α B #{m < n|im = in−1}. Primijetimo da je Dn Fn−1-izmjeriva varijabla pa je
E0,ω[Dn|Hn−1 = (i0, . . . , in−1)] =
∑
x∈Z
#{m<n|im=x}∑
i=1
(2ω(x, i) − 1)
=
∑
x∈Z
#{m<n−1|im=x}∑
i=1
(2ω(x, i) − 1)
 + 2ω(in−1, α) − 1
= E0,ω[Dn−1|Hn−1 = (i0, . . . , in−1)] + 2ω(in−1, α) − 1. (1.5)
Buduc´i da je E0,ω[Xn−1|Hn−1 = (i0, . . . , in−1)] = in−1, iz (1.4) i (1.5) dobivamo da je
E0,ω[Mn|Hn−1 = (i0, . . . , in−1)] = E0,ω[Mn−1|Hn−1 = (i0, . . . , in−1)],
tj. (Mn)n je P0,ω-martingal. Sada c´emo na martingalu (Mn)n iskoristiti Doobov teorem o
opcionalnom zaustavljanju za ogranicˇeno vrijeme zaustavljanja Tk ∧ n (vidi [10, Teorem
1.71]). Imamo za svaki n ∈ N
0 = E0,ω[MTk∧n] = E0,ω[XTk∧n] − E0,ω[DTk∧n]
= E0,ω[XTk∧n; Tk ≤ n] + E0,ω[XTk∧n; n < Tk] − E0,ω[DTk∧n]
= kP0,ω(Tk ≤ n) + E0,ω[Xn; n < Tk] − E0,ω[DTk∧n]
iz cˇega slijedi
E0,ω[DTk∧n] = kP0,ω(Tk ≤ n) + E0,ω[Xn; n < Tk]. (1.6)
Ako u (1.6) pustimo n→ +∞, onda po Lebesgueovom teoremu o monotonoj konvergenciji
za lijevu stranu i po Lemi 1.4 za prvi cˇlan na desnoj strani imamo
E0,ω[DTk] = k + limn→+∞E0,ω[Xn; n < Tk], (1.7)
uz uvjet da limes u (1.7) postoji. Dakle, da bismo dokazali tvrdnju leme, potrebno je još
samo dokazati da limes u (1.7) postoji i da vrijedi
lim
n→+∞E0,ω[Xn; n < Tk] = 0. (1.8)
Primijetimo da za svaki n ∈ N vrijedi
min
m≤Tk
Xm ≤ Xn1{n<Tk} ≤ k P0,ω-g.s. (1.9)
Kako je lim
n→+∞Xn1{n<Tk} = 0 P0,ω-g.s., (1.8) c´e slijediti korištenjem Lebesgueovog teorema
dominirane konvergencije ukoliko pokažemo da su ograde u (1.9) integrabilne u odnosu
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na E0,ω. Gornja ograda je konstanta k pa je trivijalno integrabilna. Za donju možemo
bez smanjenja opc´enitosti pretpostaviti da je nepozitivna jer je odozgo omed¯ena s k pa
pozitivan dio te slucˇajne varijable nec´e imati utjecaja na njenu integrabilnost. Oznacˇimo s
γ izraz dan u (1.2), tj.
γ B lim inf
i→+∞
1
i
0∑
y=−i
(2ω(y, 1) − 1) > 0.
Imamo
E0,ω[−min
m≤Tk
Xm] ≤E0,ω[2DTk/γ] (1.10)
+ E0,ω[−min
m≤Tk
Xm;−min
m≤Tk
Xm > 2DTk/γ] (1.11)
Desna strana od (1.10) je konacˇna jer je DTk ≥ 0 i jer (1.7) i (1.9) daju da je E0,ω[DTk] ≤ 2k,
a (1.11) je jednako
∞∑
i=1
i P0,ω(−min
m≤Tk
Xm = i, i > 2DTk/γ). (1.12)
Primijetimo da za i ∈ N na dogad¯aju {T−i < Tk} šetacˇ pojede sve prve kolacˇic´e izmed¯u −i i
0 prije negoli dod¯e do k pa je na {T−i < Tk}
DTk ≥
0∑
y=−i
(2ω(y, 1) − 1).
Buduc´i da je {−min
m≤Tk
Xm = i} ⊆ {T−i < Tk}, zajedno s prethodnim slijedi da je
P0,ω(−min
m≤Tk
Xm = i, i > 2DTk/γ) ≤ P0,ω(T−i < Tk, i > 2DTk/γ)
≤ P0,ω(T−i < Tk, 1i
0∑
y=−i
(2ω(y, 1) − 1) < γ
2
)
≤ 1{ 1i ∑0y=−i(2ω(y,1)−1)< γ2 }.
Sada imamo da je (1.12) manje ili jednako od
∞∑
i=1
i 1{ 1i
∑0
y=−i(2ω(y,1)−1)< γ2 } (1.13)
što je konacˇno jer je zbog definicije od γ samo konacˇno mnogo indikatorskih funkcija
razlicˇito od nul-funkcije. Time je dokaz završen jer smo pokazali da je E0,ω[−min
m≤Tk
Xm] <
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+∞ pa možemo u (1.7) iskoristiti Lebesgueov teorem dominirane konvergencije i dobiti
E0,ω[DTk] = k.

Napomena 1.6. Pretpostavka (1.2) u gornjoj lemi ne može se odbaciti jer ako promatramo
jednostavnu simetricˇnu slucˇajnu šetnju na Z, onda je ω(x, i) = 12 , za svaki x ∈ Z i za svaki
i ∈ N pa je DTk = 0 Px,ω-g.s. te tvrdnja leme ocˇito ne vrijedi.
Napomena 1.7. Pogledajmo što nam prethodna lema govori o Primjeru 0.1. To c´e nam
dati ideju za dokaz o povratnosti i prolaznosti šetnje iz Primjera 0.1. Grubo govorec´i,
zbog toga što je otklon pohranjen u jednom kolacˇic´u 2p − 1, (1.3) nam kaže da šetnja
opisana u Primjeru 0.1 koja krec´e iz 0 treba pojesti k/(2p − 1) kolacˇic´a prije negoli dod¯e
do k. Usporedimo to s ukupnim brojem kolacˇic´a izmed¯u 0 i k − 1 što je 2k. Ako je 2k <
k/(2p−1), onda šetacˇ treba posjetiti ponekad i kolacˇic´e s negativne strane osi kako bi došao
do potrebnog broja kolacˇic´a koje treba pojesti što onda cˇini šetnju povratnom. Dakle,
grubo govorec´i, šetnja bi bila povratna za p < 3/4. S druge strane, ako je 2k > k/(2p− 1),
onda si šetacˇ ne može priuštiti precˇesto vrac´anje u 0 jer kada bi primjerice došao do k−1 i
vratio se u 0, onda bi pojeo sve kolacˇic´e izmed¯u 0 i k−1. Tada bi ih ukupno pojeo 2k što bi
bilo više od onoga koliko treba pojesti prije negoli dod¯e do k pa u slucˇaju 2k > k/(2p− 1),
grubo govorec´i, šetnja mora biti prolazna, tj. u slucˇaju p > 3/4.
U nastavku c´emo koristiti i sljedec´e oznake:
Rk B {Xn = k b.m.p.} = lim sup
n→+∞
{Xn = k} =
∞⋂
n=0
∞⋃
m=n
{Xm = k} (k ∈ Z)
tj. Rk je dogad¯aj na kojem je mjesto k posjec´eno beskonacˇno mnogo puta. Takod¯er uvodimo
i nizove (τk,m)m≥0 (k ∈ Z) definirane s
τk,0 = −1 i τk,m+1 = min{n > τk,m|Xn ≥ k}
koji oznacˇavaju vremena n u kojima je Xn ≥ k. To su vremena zaustavljanja s obzirom na
filtraciju F generiranu s (Xn)n i zbog Leme 1.4 su Px,ω-g.s. konacˇna za svaki x ∈ Z. Naime,
Tr < +∞ Px,ω-g.s. za svaki r ∈ Z takav da je r ≥ x.
Lema 1.8. Neka su x1, x2 ≤ k i ω1, ω2 ∈ Ω+ takvi da ω1(x) = ω2(x) za svaki x ≥ k. Tada
(Xτk,m)m≥1 ima istu distribuciju s obzirom na vjerojatnosti Px1,ω1 i Px2,ω2 . Posebno, vrijedi i
Px1,ω1(Rk) = Px2,ω2(Rk). (1.14)
Dokaz. Potrebno je dokazati da za proizvoljne Ai ⊆ Z, i ∈ N vrijedi
Px1,ω1
⋂
i∈N
{Xτk,i ∈ Ai}
 = Px2,ω2 ⋂
i∈N
{Xτk,i ∈ Ai}
 .
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Za to je dovoljno uzeti proizvoljne ai ∈ Z, i ∈ N i pokazati da je
Px1,ω1
⋂
i∈N
{Xτk,i = ai}
 = Px2,ω2 ⋂
i∈N
{Xτk,i = ai}

jer su varijable Xτk,i diskretne. Po neprekidnosti vjerojatnosti s obzirom na padajuc´e doga-
d¯aje dovoljno je pokazati gornje za konacˇne presjeke, tj. da za svaki m ∈ N vrijedi
Px1,ω1
 m⋂
i=1
{Xτk,i = ai}
 = Px2,ω2  m⋂
i=1
{Xτk,i = ai}
 . (1.15)
Ako su sljedec´e uvjetne vjerojatnosti dobro definirane, onda vrijedi
Px1,ω1
 m⋂
i=1
{Xτk,i = ai}
 = Px1,ω1(Xτk,m =am|Xτk,m−1 = am−1, ..., Xτk,1 = a1)·
· Px1,ω1(Xτk,m−1 = am−1, ..., Xτk,1 = a1)
(1.16)
Primijetimo da su uvjetne vjerojatnosti dobro definirane samo za a1 = k. Ako uvjetne vje-
rojatnosti nisu dobro definirane, onda tvrdnja (1.15) trivijalno vrijedi. Dakle, zbog (1.16)
je dovoljno dokazati da za proizvoljan m ∈ N vrijedi sljedec´e:
Px1,ω1(Xτk,m = am|Xτk,m−1 = am−1, ..., Xτk,1 = a1) =
Px2,ω2(Xτk,m = am|Xτk,m−1 = am−1, ..., Xτk,1 = a1)
(1.17)
kad god su uvjetne vjerojatnosti definirane, a onda c´e induktivnom primjenom postupka
kao u (1.16) slijediti (1.15) jer je po Lemi 1.4
Px1,ω1(Xτk,1 = k) = 1 = Px2,ω2(Xτk,1 = k).
Racˇunamo: ako je am−1 = k, onda Xτk,m iznosi ili k + 1 ili k i vrijedi
Px1,ω1(Xτk,m = k + 1|Xτk,m−1 = k, ..., Xτk,1 = a1) = ω1(k, #{n < m|an = k})
Px2,ω2(Xτk,m = k + 1|Xτk,m−1 = k, ..., Xτk,1 = a1) = ω2(k, #{n < m|an = k})
Px1,ω1(Xτk,m = k|Xτk,m−1 = k, ..., Xτk,1 = a1) = 1 − ω1(k, #{n < m|an = k})
Px2,ω2(Xτk,m = k|Xτk,m−1 = k, ..., Xτk,1 = a1) = 1 − ω2(k, #{n < m|an = k}).
Po pretpostavci je ω1(x) = ω2(x) ∀x ≥ k pa su gornje prve dvije i zadnje dvije vjerojatnosti
jednake. Slicˇno za am−1 > k. Dakle, (1.17) vrijedi pa smo time dokazali i cijelu lemu.
Posljednja tvrdnja leme vrijedi jer je Rk iz σ-algebre generirene s (Xτk,m)m.

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Napomena 1.9. Suština dokaza prethodne leme leži u tome što se šetnja (Xτk,m)m≥1 odvija
u k+ B {l ∈ Z|l ≥ k} pa sve ono što šetnja (Xn)n napravi u k− B {l ∈ Z|l < k} ne utjecˇe na
ponašanje od (Xτk,m)m≥1 jer ta šetnja pamti samo što se dogad¯alo u k+.
Za buduc´e potrebe uvodimo oznaku za okolinu djelomicˇno posjec´enu šetnjom. Za
ω ∈ Ω+ i konacˇan niz cijelih brojeva (xn)0≤n≤m definiramo okolinu ψ(ω, (xn)0≤n≤m) ∈ Ω+ s
ψ(ω, (xn)0≤n≤m)(x, i) B ω(x, i + #{n < m|xn = x}). (1.18)
To je okolina dobivena iz ω tako da pratimo šetnju (xn)0≤n<m i odstranjujemo na svakom
mjestu koje posjetimo gornji kolacˇic´ (pri svakom posjetu odstranjujemo trenutno gornji
kolacˇic´). Takod¯er, primijetimo da u definiciji od ψ ne odstranjujemo kolacˇic´ u posljednjem
koraku m kada smo u mjestu xm.
U dokazima c´emo cˇesto koristiti neke specificˇne σ-algebre i filtracije pa c´emo zato
uvesti i neke oznake za njih. Neka je (Ω,F , Px,ω) vjerojatnostni prostor na kojem proma-
tramo multi-ERW (Xn)n i neka je F B (Fn)n filtracija generirana s (Xn)n. Neka je T vrijeme
zaustavljanja s obzirom na F. Definiramo σ-algebru F∞ B σ (∪n≥0Fn) i definiramo σ-
algebru generiranu vremenom zaustavljanja T s FT B {A ∈ F∞|A ∩ {T ≤ n} ∈ Fn}.
Napomena 1.10. Neka su S i T vremena zaustavljanja s obzirom na filtraciju F B (Fn)n.
Tada vrijede sljedec´a dva svojstva vezana za σ-algebre generirane vremenima zaustavlja-
nja.
(a) Ako vrijedi S ≤ T, onda je FS ⊆ FT .
Dokaz. Za A ∈ FS zbog S ≤ T imamo
A ∩ {T ≤ n} S≤T=
n⋃
l=1
A ∩ {S ≤ l}︸       ︷︷       ︸
∈Fn
∩ {T ≤ n}︸  ︷︷  ︸
∈Fn
 ∈ Fn
pa je A ∈ FT . 
(b) {S < T } ∈ FS i {S < T } ∈ FT .
Dokaz. {S < T } ∈ F∞ jer vrijedi
{S < T } =
 ∞⋃
n=0
{S < n}︸  ︷︷  ︸
∈F∞
∩ {T = n}︸  ︷︷  ︸
∈F∞
⋃ ({S < ∞} ∩ {T = +∞}) . (∗)
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Kako je {S < ∞} = ⋃n≥0{T < n} i {T = ∞} = ⋂n≥0{T > n}, svi skupovi u izrazu (∗)
su iz F∞ pa je i {S < T } ∈ F∞. Nadalje,
{S < T } ∩ {T ≤ n} =
n⋃
l=1
{S < l}︸ ︷︷ ︸
∈Fn
∩ {T = l}︸ ︷︷ ︸
∈Fn
 ∈ Fn,
{S < T } ∩ {S ≤ n} =
n⋃
l=1
{l < T }︸ ︷︷ ︸
∈Fn
∩ {S = l}︸ ︷︷ ︸
∈Fn
 ∈ Fn.
Dakle, {S < T } ∈ FS i {S < T } ∈ FT . 
1.2 Povratnost i prolaznost u neslucˇajnim
(deterministicˇkim) okolinama
U ovoj cjelini iznosimo neke rezultate o prolaznosti i povratnosti šetnje na neslucˇajnim, tj.
deterministicˇkim okolinama. Iskazat c´emo i jedan dovoljan uvjet za povratnost.
Lema 1.11. Neka su x, y, z ∈ Z takvi da je y < z i ω ∈ Ω+. Tada je Ry ⊆ Rz Px,ω-g.s.
Dokaz. Da bismo dokazali da je Ry ⊆ Rz Px,ω-g.s., potrebno je dokazati da vrijedi
Px,ω(Ry ∩ Rz) = Px,ω(Ry).
Ako je Px,ω(Ry) = 0, to znacˇi da je Ry = ∅ Px,ω-g.s. pa onda za svaki B ∈ F vrijedi Ry ⊆ B
Px,ω-g.s., a onda posebno vrijedi i Ry ⊆ Rz Px,ω-g.s.
Ako je Px,ω(Ry) > 0, dovoljno je dokazati da je
Px,ω(Rz|Ry) = 1.
Uvedimo oznaku Px,ω,Ry(·) B Px,ω(·|Ry). Definirajmo sljedec´a vremena zaustavljanja:
T (1)y BTy,
T (k)y Bmin{n > T (k−1)y |Xn = y}, k > 1,
uz konvenciju min ∅ = +∞. Dakle, T (k)y je vrijeme k-tog posjeta mjestu y. Primijetimo da
su sva vremena T (k)y Px,ω,Ry-g.s. konacˇna. Definiramo filtraciju F B (FT (n)y )n, i za n ≥ 1
promatrajmo sljedec´e dogad¯aje:
An+1 B {nakon n-tog dolaska u y šetnja dolazi prije u z nego što se vrati u y}.
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Ocˇito je An ∈ FT (n)y te zbog konacˇnosti vremena T
(n)
y vrijedi
Px,ω,Ry(An+1) ≥ 2y−z
jer šetacˇ može uvijek izabrati direktan put od y do z s time da se krec´e nadesno s vjerojat-
nosti barem 1/2. Po monotonosti uvjetnog ocˇekivanja imamo
Px,ω,Ry(An+1|FT (n)y ) ≥ 2y−z Px,ω,Ry − g.s.
te onda vrijedi i
+∞∑
n=1
Px,ω,Ry(An+1|FT (n)y ) = +∞ Px,ω,Ry − g.s.
Drugi Borel-Cantellijev zakon (Teorem 1.2) povlacˇi da je Px,ω,Ry(An b.m.p.) = 1, tj.
1 =Px,ω,Ry(An b.m.p.) =
Px,ω((An b.m.p.) ∩ Ry)
Px,ω(Ry)
.
Buduc´i da je (An b.m.p.) ∩ Ry = Rz ∩ Ry, slijedi
Px,ω,Ry(Rz) =
Px,ω(Rz ∩ Ry)
Px,ω(Ry)
=
Px,ω((An b.m.p.) ∩ Ry)
Px,ω(Ry)
= 1.

Definicija 1.12. Neka je y ∈ Z i ω ∈ Ω+. Kažemo da je y ω-povratan ako je Px,ω(Ry) = 1
za svaki x ∈ Z.
Kažemo da je y ω-prolazan ako je Px,ω(Ry) = 0 za svaki x ∈ Z.
Propozicija 1.13. Neka je ω ∈ Ω+ i y ∈ Z. Tada je Px,ω(Ry) = 0 za svaki x ∈ Z ili je
Px,ω(Ry) = 1 za svaki x ∈ Z.
Dokaz. Dovoljno je pokazati da ako postoji neki x ∈ Z takav da je Px,ω(Ry) > 0, onda
vrijedi
∀k ∈ Z Pk,ω(Ry) = 1. (1.19)
Neka je x ∈ Z takav da je Px,ω(Ry) > 0. Po Lemi 1.11 za svaki z > y vrijedi
0 < Px,ω(Ry) = Px,ω(Ry ∩ Rz) ≤ Px,ω((Xn, Xn+1) = (z, z − 1) b.m.p.). (1.20)
Slijedi da je
∑
i(1 − ω(z, i)) = ∞ za svaki z > y. Pretpostavimo da vrijedi suprotno, tj.∑
i(1 − ω(z, i)) < ∞. Buduc´i da je Px,ω(Ry) > 0, onda je po Lemi 1.11 i Px,ω(Rz) > 0
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pa možemo promatrati vjerojatnost uz dano Rz. Za uvjetnu vjerojatnost uvodimo oznaku
kao i prije, tj. Px,ω,Rz(·) B Px,ω(·|Rz). Na Rz su za svaki n ∈ N vremena zaustavljanja T (n)z
Px,ω,Rz-g.s. konacˇna pa su onda dogad¯aji (An)n≥1 definirani s
An B {XT (n)z +1 = z − 1}, n ∈ N,
dobro definirani. Imamo Px,ω,Rz(An) = 1−ω(z, n), za svaki n ∈ N. Dakle,
∑
n≥1 Px,ω,Rz(An) =∑
n≥1(1 − ω(z, n)) < ∞. Sada po prvoj tvrdnji Borel-Cantellijevog zakona (Teorem 1.1)
imamo da je
0 = Px,ω,Rz(lim sup
n
An) =
Px,ω((lim supn An) ∩ Rz)
Px,ω(Rz)
=
Px,ω((Xn, Xn+1) = (z, z − 1) b.m.p.)
Px,ω(Rz)
.
Dobili smo da je Px,ω((Xn, Xn+1) = (z, z− 1) b.m.p.) = 0 što je kontradikcija s (1.20). Time
smo dokazali
∑
i(1 − ω(z, i)) = ∞ za svaki z > y.
Neka je k ∈ Z. Ako je Pk,ω(Rz) = 0, onda je Pk,ω-g.s. Rz ⊆ Rz−1 jer je Rz = ∅ Pk,ω-
g.s. Ako je Pk,ω(Rz) > 0, onda je dobro definirana vjerojatnost uz dano Rz te je familija
dogad¯aja (An)n nezavisna s obzirom na Pk,ω,Rz . Buduc´i da je Pk,ω,Rz(An) = 1 − ω(z, n),
imamo i
∞∑
n=1
Pk,ω,Rz(An) =
∞∑
n=1
(1 − ω(z, n)) = ∞. Po drugom dijelu Borel-Cantellijevog
zakona (Teorem 1.1) slijedi
1 =Pk,ω,Rz(An b.m.p.) =
Pk,ω((An b.m.p.) ∩ Rz)
Pk,ω(Rz)
=
Pk,ω(Rz ∩ Rz−1)
Pk,ω(Rz)
,
tj. Rz ⊆ Rz−1 Pk,ω-g.s.
Time smo dobili da je za svaki k ∈ Z i svaki z > y Pk,ω-g.s. Rz ⊆ Rz−1. Obratna inkluzija
vrijedi po Lemi 1.11 pa imamo
∀k ∈ Z ∀z ≥ y Rz Pk,ω= Ry. (1.21)
Nadalje, ocˇito je da je Ry ∈ F∞ = σ (⋃n≥0 Fn). Takod¯er je i ⋃n≥0 Fn ⊆ σ (⋃z≥0 FTz).
Naime, za svaki n ∈ N je Fn ⊆ σ
(⋃
z≥0 FTz
)
jer za sve i0, . . . , in ∈ Z vrijedi {X0 =
i0, . . . , Xn = in} ∈ FTmax{0,maxk (ik )+1} pa su svi atomi σ-algebre Fn u σ
(⋃
z≥0 FTz
)
. Time smo
dokazali Fn ⊆ σ
(⋃
z≥0 FTz
)
pa je onda i
⋃
n≥0 Fn ⊆ σ
(⋃
z≥0 FTz
)
. Zato imamo da je
Ry ∈ σ
(⋃
z≥0 FTz
)
.
Teorem o konvergenciji martingala primijenjen na martingal (Px,ω(Ry|FTz))z≥0 povlacˇi
1Ry = limz→+∞Px,ω(Ry|FTz)
(1.21)
= lim
z→+∞Px,ω(Rz|FTz) Px,ω − g.s. (1.22)
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(vidi [10, Korolar 1.90]). Buduc´i da je za sve z > x vrijeme zaustavljanja Tz Px,ω-g.s.
konacˇno, po jakom Markovljevom svojstvu za Markovljev lanac (Hn)n iz (1.22) imamo
1Ry = limz→+∞Px,ω(Rz|HTz) = limz→+∞ Pz,ψ(ω,HTz )(Rz) Px,ω-g.s.
Sada c´emo u dva koraka eliminirati z iz gornjeg limesa. Primijetimo sada da se oko-
line ω i ψ(ω,HTz) podudaraju na svim mjestima vec´im ili jednakim od z pa je po (1.14)
limz Pz,ψ(ω,HTz )(Rz) = limz Pz,ω(Rz), a to je po (1.21) jednako limz Pk,ω(Ry) = Pk,ω(Ry) za
svaki k ∈ Z. Time smo pokazali da vrijedi
∀k ∈ Z 1Ry = Pk,ω(Ry) Px,ω-g.s. (1.23)
Primijenimo li (1.23) na k = x, dobivamo 1Ry = Px,ω(Ry) Px,ω-g.s., tj. Px,ω(Ry) = 1 jer je po
pretpostavci Px,ω(Ry) > 0. Primijetimo da to znacˇi
∀k ∈ Z 1 = Pk,ω(Ry) Px,ω-g.s.
što je tocˇno (1.19). 
Napomena 1.14. U Definiciji 1.12 nije recˇeno kako nazivamo y ∈ Z za koji je Px,ω(Ry) ∈
〈0, 1〉 za neki x ∈ Z. Iz Propozicije 1.13 slijedi da taj slucˇaj zapravo ne postoji jer je svaki
y ∈ Z ili ω-povratan ili ω-prolazan.
Napomena 1.15. Tehnike iz dokaza Propozicije 1.13 možemo iskoristiti kako bismo doka-
zali nekoliko korisnih tvrdnji za prakticˇnu provjeru ω-prolaznosti.
(a) Ako je
∑
i(1 − ω(z, i)) < ∞ za neki z ∈ Z, onda je svaki y ∈ Z takav da je y < z
ω-prolazan.
Dokaz. Ako je z ω-prolazan, onda je po Lemi 1.11 i svaki y < z ω-prolazan.
Ako je z ω-povratan, onda za niz dogad¯aja (An)n kao u dokazu Propozicije 1.13
imamo da je za svaki k ∈ Z zbog ∑i(1 − ω(z, i)) < ∞
Pk,ω(An b.m.p.) = 0,
tj. iz z c´emo otic´i u z − 1 samo konacˇno mnogo puta. Buduc´i da je po pretpostavci
Pk,ω(Rz) = 1 za svaki k ∈ N, onda je
Pk,ω(Rz−1) = Pk,ω(Rz−1 ∩ Rz) = Pk,ω(An b.m.p.) = 0.
Dakle, z − 1 je ω-prolazan. Sada nam Lema 1.11 kaže da je i svaki y takav da je
y ≤ z − 1 ω-prolazan. 
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(b) Ako je neki z ∈ Z ω-povratan, onda je i svaki y ∈ Z takav da je y ≥ z ω-povratan.
Dokaz. Za svaki y ≥ z imamo po Lemi 1.11
Pk,ω(Ry) ≥ Pk,ω(Rz) = 1, ∀k ∈ Z.

(c) Ako je
∑
i(1 − ω(z, i)) = ∞ i ako je z ω-povratan, onda za svaki k ∈ Z vrijedi
Pk,ω((Xn, Xn+1) = (z, z − 1) b.m.p.) = 1,
tj. i z − 1 je ω-povratan.
Dokaz. Familija dogad¯aja (An)n iz Propozicije 1.13 je nezavisna pa možemo isko-
ristiti drugi dio Borel-Cantellijevog zakona (Teorem 1.1) kako bismo dobili 1 =
Pk,ω(An b.m.p.) = Pk,ω((Xn, Xn+1) = (z, z − 1) b.m.p.). 
Primjer 1.16. Neka je x ∈ Z i definirajmo ω ∈ Ω+ s ω(y, i) = 1/2 ako je y , 0 i ω(0, i) =
1 − (i + 1)−2 za sve i ≥ 1. Buduc´i da je ∞∑
i=1
(i + 1)−2 < +∞, po prethodnoj napomeni
zakljucˇujemo da su svi negativni cijeli brojevi ω-prolazni. S druge strane, nenegativni
cijeli brojevi su ω-povratni jer je jednostavna simetricˇna slucˇajna šetnja povratna.
Napomena 1.17. Vidimo da je divergencija reda
∑
i(1 − ω(z, i)) nužna za ω-povratnost od
z − 1, ali ona nije dovoljna jer smo u prethodnom primjeru imali da je ∑i(1 − ω(z, i)) = ∞
za svaki negativni z ∈ Z, a svi negativni brojevi su bili prolazni zbog prolaznosti od 0.
Primijetimo i još jedan zanimljiv slucˇaj - jednostavnu nesimetricˇnu slucˇajnu šetnju. To
je šetnja u kojoj se nadasno krec´emo s vjerojatnošc´u p, a nalijevo 1 − p, gdje je p ,
1/2. U okvirima multi-ERW-a, to je šetnja s ω ∈ Ω+ tako da je ω ≡ p (zbog simetrije
kretanja bez smanjenja opc´enitosti možemo pretpostaviti da je p>1/2). Za tu šetnju vrijedi∑
i(1 − ω(z, i)) = ∞ za svaki z ∈ Z. Med¯utim, šetnja je prolazna (vidi [7, Example 1.6.1]).
Lema 1.18. Neka je ω ∈ Ω+ takav da je 0 ω-prolazna. Tada je
lim
K→+∞
E0,ω[D+Tk]
K
= 1.
Dokaz. Po definiciji je
D+Tk =
∑
x≥0
#{m<Tk |Xm=x}∑
i=1
(2ω(x, i) − 1)
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pa je D+Tk funkcija od (Xτ0,m)m≥1 i (ω(x))x≥0. Nadalje, R0 ovisi o (Xτ0,m)m≥1 i možemo pisati
1R0 = 1{∑∞m=1 1{Xτ0,m =0}=∞}
pa je 1R0 funkcija od (Xτ0,m)m≥1. Prema Lemi 1.8 možemo promijeniti ω na negativnim
mjestima bez da utjecˇemo na ω-prolaznost od 0 i vrijednost izraza E0,ω[D+TK ]. Dakle, bez
smanjenja opc´enitosti možemo pretpostaviti da ω zadovoljava (1.2).
Za k ≥ 1 promotrimo moguc´e beskonacˇno vrijeme zaustavljanja
σk B min{n > Tk−1|Xn = 0} i dogad¯aj Ak B {σk < Tk}
na kojem se šetacˇ nakon prvog posjeta mjestu k − 1 prije vrati u 0 nego što dod¯e do k.
Primijetimo da je Ak ∈ FTk po Napomeni 1.10 (b).
Buduc´i da je 0 ω-prolazna, Ak se P0,ω-g.s. dogodi samo konacˇno mnogo puta pa je zato po
Teoremu 1.2 ∑
k≥1
P0,ω(Ak|FTk−1) < ∞ P0,ω-g.s. (1.24)
Uzmimo ε > 0 proizvoljan. Ako u (1.24) izostavimo k-ove koji nisu u skupu S ε B {k ≥
1|Yk > ε/k}, gdje je Yk B P0,ω(Ak|FTk−1), dobivamo∑
k∈S ε
1
k
< ∞ P0,ω-g.s. (1.25)
Iz (1.25) slijedi da S ε ima P0,ω-g.s. asimptotsku gustoc´u 0, tj.
rK B card({1, . . . ,K} ∩ S ε)/K → 0 kada K → +∞.
Pretpostavimo suprotno, tj. da postoji δ > 0 takav da je lim supK rK > 2δ, specijalno
postoji rastuc´i niz (Km)m takav da je rKm > 2δ i Km+1 > Km/δ za svaki m. Podijelimo S ε u
med¯usobno disjunktne skupove:
S ε,0 B {k ∈ S ε|k ≤ K1},
S ε,m B {k ∈ S ε|Km < k ≤ Km+1}, m ≥ 1.
Imamo
2δ < rKm+1 =
card({1, . . . ,Km+1} ∩ S ε)
Km+1
=
card({1, . . . ,Km} ∩ S ε) + card(S ε,m)
Km+1
.
Slijedi da je
2δKm+1 < card({1, . . . ,Km} ∩ S ε) + card(S ε,m) ≤ Km + card(S ε,m).
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Kako je Km+1 > Km/δ, onda je i Km + δKm+1 < 2δKm+1 te zato imamo
Km + δKm+1 < 2δKm+1 ≤ Km + card(S ε,m),
tj. δKm+1 ≤ card(S ε,m). Dobili smo da je ∑S ε,m 1k ≥ ∑S ε,m 1Km+1 ≥ δ pa sumiranjem po m
dobivamo kontradikciju s (1.25). Dakle, rK B card({1, . . . ,K} ∩ S ε)/K → 0 P0,ω-g.s.
Primijetimo da je 0 ≤ rK ≤ 1 i da vrijedi card({1, . . . ,K} ∩ S ε) = 1{Y1>ε/1} + . . . + 1{YK>ε/K}.
Lebesgueov teorem dominirane konvergencije povlacˇi
0 = lim
K→+∞E0,ω[rK] = limK→+∞
1
K
K∑
k=1
P0,ω(Yk > ε/k). (1.26)
Buduc´i da je Tk−1 P0,ω-g.s. konacˇno za svaki k ≥ 1, zbog jakog Markovljevog svojstva
primijenjenog na Markovljev lanac (Hn)n dobivamo
Yk = Pk−1,ψ(ω,HTk−1 )(Ak) P0,ω-g.s.
Ako šetnja krec´e iz k − 1, onda vrijedi Ak = {T0 < Tk}. Zato imamo po Lemi 1.4
Yk = Pk−1,ψ(ω,HTk−1 )(T0 < Tk) ≤ 1/k P0,ω-g.s.
Slijedi da je
E0,ω[Yk] = E0,ω[Yk,Yk > ε/k] + E0,ω[Yk,Yk ≤ ε/k] ≤ 1k P0,ω(Yk > ε/k) +
ε
k
,
a iz toga
P0,ω(Yk > ε/k) ≥ kE0,ω[Yk] − ε.
Uvrštavajuc´i posljednje u (1.26) dobivamo
0 ≥ lim sup
K→+∞
1
K
K∑
k=1
(kE0,ω[Yk] − ε) = −ε + lim sup
K→+∞
1
K
K∑
k=1
kP0,ω(Ak),
gdje smo koristili
E0,ω[Yk] = E0,ω[P0,ω(Ak|FTk−1)] = P0,ω(Ak).
Puštanjem ε↘ 0 zakljucˇujemo da je
0 = lim
K→+∞
1
K
K∑
k=1
kP0,ω(Ak). (1.27)
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Uvedimo oznaku ∆−k B D
−
Tk
−D−Tk−1 za k ≥ 1. Ona oznacˇava otklon pohranjen u kolacˇic´ima
na negativnoj strani koji su bili pojedeni izmed¯u vremena Tk−1 i Tk. Ocˇito je da je ∆−k = 0
na Ack jer na A
c
k šetnja nec´e posjetiti negativne brojeve poslije posjeta k − 1. Takod¯er je
Ak ∈ Fσk po Napomeni 1.10 (b).
Zbog te dvije cˇinjenice imamo
E0,ω[∆−k ] = E0,ω[∆
−
k , Ak] = E0,ω[E0,ω[∆
−
k |Fσk], Ak]. (1.28)
Primijetimo da je
∆−k = D
−
Tk − D−Tk−1 =
∑
x<0
(DxTk − DxTk−1) =
∑
x<0
#{m<Tk |Xm=x}∑
i=Tk−1
(2ω(x, i) − 1).
σk je na Ak P0,ω-g.s. konacˇan pa po jakom Markovljevom svojstvu za Markovljev lanac
(Hn)n i zbog definicije od ∆−k imamo
E0,ω[∆−k |Fσk] = E0,ψ(ω,Hσk )[D−Tk] P0,ω-g.s. na Ak
(jer na Ak izmed¯u vremena Tk−1 i σk nije pojeden nijedan kolacˇic´ na negativnoj strani).
Primijetimo da je ψ(ω,Hσk) dobro definirano na Ak jer je na Ak σk < +∞. Dobili smo da
je (1.28) jednako
E0,ω[E0,ψ(ω,Hσk )[D
−
Tk], Ak]. (1.29)
Takod¯er, primijetimo da se na Ak ψ(ω,Hσk) razlikuje od ω samo na konacˇno mnogo mjesta
pa je (1.2) zadovoljeno. Iskoristimo Lemu 1.5 i D−Tk ≤ DTk kako bismo iz (1.28) i (1.29)
zakljucˇili da je
E0,ω[∆−k ]
(1.29)
= E0,ω[E0,ψ(ω,Hσk )[D
−
Tk], Ak] ≤ E0,ω[E0,ψ(ω,Hσk )[DTk], Ak]
Lema 1.5
=
= E0,ω[k, Ak] = kP0,ω(Ak).
Iz prethodne relacije i relacije (1.27) uz cˇinjenicu E0,ω[D−T0] = 0 sada dobivamo
0 = lim
K→+∞
1
K
K∑
k=1
E0,ω[∆−Tk] = limK→+∞
E0,ω[D−TK ]
K
.
Tvrdnja leme sada slijedi iz E0,ω[DTK ] = K (po Lemi 1.5) i DTK = D
+
TK + D
−
TK . 
Sada možemo iskazati jedan relativno lako provjerljiv dovoljan uvjet za ω-povratnost.
Korolar 1.19. 0 je ω-povratna ako je
lim inf
K→+∞
1
K
K−1∑
x=0
δx(ω) < 1.
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Dokaz. Tvrdnja slijedi iz Leme 1.18 i D+TK ≤
∑K−1
x=0 δ
x(ω) P0,ω-g.s. 
Napomena 1.20. Vratimo se nakratko Primjeru 0.1 u kojem vrijedi δx = 4p − 2, za svaki
x ∈ Z. Prethodni Korolar kaže da je šetnja iz Primjera 0.1 povratna ako je p < 3/4. Ostaje
nam još samo vidjeti što vrijedi kada je p ≥ 3/4, a to c´emo razlucˇiti u narednom poglavlju.
Sada c´emo pokazati da je vjerojatnost da se nikad ne vratimo u pocˇetno mjesto pozi-
tivna ukoliko je pocˇetno mjesto ω-prolazno. U nekim slucˇajevima c´emo tu vjerojatnost
kasnije i eksplicitno izracˇunati.
Napomena 1.21. Prije nego krenemo dalje, primijetimo da vrijedi
P0,ω(∀n > 0 : Xn , 0) = P0,ω(∀n > 0 : Xn > 0),
tj. vjerojatnosti da se nikad ne vratimo na pocˇetak jednake su vjerojatnostima da se šet-
nja odvija samo na desnoj strani pocˇetnog mjesta. Naime, ako uzmemo (Yn)n simetricˇnu
slucˇajnu šetnju kao u dokazu Leme 1.4, onda zbog Yn ≤ Xn, za sve n ∈ N, imamo da je
P0,ω(∀n > 0 : Xn < 0) ≤ P0,ω(∀n > 0 : Yn < 0) = 0
jer je simetricˇna slucˇajna šetnja povratna.
Lema 1.22. Ako je 0 ω-prolazna, tada je P0,ω(∀n > 0 : Xn > 0) > 0.
Dokaz. Razlikujemo dva slucˇaja. Ako je mjesto 1ω-prolazno i ako je mjesto 1ω-povratno.
Ako je mjesto 1 ω-povratno, onda slijedi da je
∑
i(1 − ω(1, i)) < ∞ jer je 0 ω-prolazna
po pretpostavci leme. Naime, u suprotnom bi bilo
∑
i(1 − ω(1, i)) = ∞ pa iz Napomene
1.15(c) zakljucˇujemo da je i 0 ω-povratna, što je kontradikcija s pretpostavkom Leme. Iz
toga slijedi
P0,ω(∀n > 0 : Xn > 0) = ω(0, 1)P1,ω(∀n ≥ 0 : (Xn = 1⇒ Xn+1 = 2)) (1.30)
= ω(0, 1)
∏
i≥0
ω(1, i) > 0 (1.31)
jer je
∑
i(1−ω(1, i)) < ∞ ako i samo ako je ∏i ω(1, i) > 0 (vidi [10, Zadatak 2.11]) pa smo
dobili traženo.
Ako je mjesto 1 ω-prolazno, tada postoji K ∈ N i put (xn)Kn=0 po susjednim mjestima takav
da je x0 = 0 i xK = 2 i da vrijedi
0 < P0,ω(HK = (xn)Kn=0,∀m ≥ K : Xm ≥ 2) (∆)= UV,
gdje su
U B P0,ω(HK = (xn)Kn=0) i V B P2,ψ(ω,(xn)n≤K )(∀n ≥ 0 : Xn ≥ 2)).
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Naime, u suprotnom, tj. kada ne bi postojao K ∈ N i put (xn)Kn=0 kao gore, onda bi mjesto 1
bilo ω-povratno što je kontradikcija. Dakle, U > 0 i V > 0. Primijetimo da jednakost (∆)
zaista vrijedi jer smo prvo uvjetovali na dogad¯aj {HK = (xn)Kn=0} te potom iskoristili Mar-
kovljevo svojstvo. Sada c´emo iz puta (xn)Kn=0 ukloniti sve korake iz 1 u 0. Neka n1, . . . , nk−1
oznacˇuju vremena 1 ≤ n < K takva da je xn ≥ 2 ili xn+1 ≥ 2 i stavimo nk B K. Definiramo
y0 B 0 i yi B xni za i = 1, . . . , k. Dobili smo put po susjednim mjestima koji krec´e iz 0 i
završava u 2, ali je striktno pozitivan izmed¯u. Imamo
P0,ω(∀n > 0 : Xn > 0) ≥ P0,ω(Hk = (yn)kn=0,∀n ≥ k : Xn ≥ 2) = uv
gdje su u i v dobiveni analogno kao U i V , tj.
u B P0,ω(Hk = (yn)kn=0) i v B P2,ψ(ω,(yn)n≤k)(∀n ≥ 0 : Xn ≥ 2)).
Da bismo dokazali lemu, dovoljno je dokazati da su u > 0 i v > 0.
Buduc´i da po konstrukciji niz (yn)n≤k posjeti svako mjesto vec´e ili jednako od 2 jednako
puta kao i (xn)n≤K , imamo da je ψ(ω, (yn)n≤k)(z) = ψ(ω, (xn)n≤K)(z) za z ≥ 2. Sada po Lemi
1.8 slijedi V = v. Buduc´i da je V > 0, dobili smo da je i v > 0.
Primijetimo da su U i u produkti konacˇno mnogo faktora oblika ω(x, i) i 1 − ω(x, i). Do-
voljno je pokazati da nijedan od tih faktora u u nije jednak 0. Buduc´i da je ω(x, i) ≥ 1/2,
kriticˇni su samo faktori oblika 1−ω(x, i) i primijetimo da oni oznacˇavaju da je šetacˇ skocˇio
ulijevo nakon i-tog dolaska u x. Pretpostavimo da postoji faktor 1−ω(x, i) = 0 u u. Kako u
(yn)n≤k nema skokova iz 1 u 0, onda mora biti x ≥ 2. Med¯utim, za svaki x ≥ 2 svi koraci u
(yn)n≤k iz x u x+1 ili iz x u x−1 dogad¯aju se i u (xn)n≤K i to u istom redosljedu kao u (yn)n≤k
pa bi onda faktor 1−ω(x, i) trebao biti i u U što je kontradikcija jer je U > 0. Dakle, takav
faktor ne postoji pa je i u > 0 što daje P0,ω(∀n > 0 : Xn > 0) > 0. 
Poglavlje 2
Slucˇajne šetnje u slucˇajnim okolinama
U nastavku uvodimo poopc´enje problema kojeg smo promatrali. Do sada smo fiksirali
ω ∈ Ω+ i x ∈ Z i promatrali smo što se dogad¯a sa slucˇajnom šetnjom u okviru vjerojat-
nosnog prostora (Ω,F , Px,ω), a u nastavku više ne promatramo šetnju za fiksan ω nego
je i on slucˇajan. Dakle, imamo i vjerojatnosnu mjeru P na Ω+ s kanonskom σ-algebrom
(u smislu konstrukcije vjerojatnosti pomoc´u Kolmogorovljevog teorema primijenjenog na
[1/2, 1]Z×N).
Ovakvu novu šetnju promatramo u okviru novih vjerojatnosnih mjera. Za svaki x ∈ Z
promatramo semidirektan produkt Px B P× Px,ω : F → R definiran s Px[ · ] B E[Px,ω( · )],
gdje je E operator ocˇekivanja za P. Može se pokazati da je funkcija ω 7→ Px,ω(A) izmjeriva
za svaki A ∈ F pa je Px dobro definirana. Intuitivno, Px,ω(A) je prebrojiva suma prebrojivih
umnožaka faktora ω(z, i).
Ocˇito je da je Px nenegativna funkcija i da vrijedi Px[∅] = 0 i Px[Ω] = 1. Za niz med¯usobno
disjunktnih skupova (An)n≥0 u F imamo
Px
⋃
n
An
 = E Px,ω ⋃
n
An
 = E ∑
n
Px,ω(An)

=
∑
n
E[Px,ω(An)] =
∑
n
Px(An),
gdje smo u drugoj jednakosti koristili σ-aditivnost vjerojatnosne mjere Px,ω, a u trec´oj jed-
nakosti Beppo Levijev teorem zamjene sume i ocˇekivanja kod pozitivnih funkcija. Time
smo dokazali da je Px σ-aditivna pa je Px zaista vjerojatnost. Ocˇekivanje vezano za vjero-
jatnost Px oznacˇujemo prirodno s Ex.
U engleskoj literaturi cˇesto se mjera Px naziva annealed measure (u prijevodu kaljena
mjera) jer je dobivena usrednjavanjem mjere Px,ω po mjeri P (tj. kalimo mjeru Px,ω po
mjeri P).
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U ovom poglavlju glavni nam je cilj ispitati povratnost i prolaznost šetnje u okvirima
gornjih vjerojatnosnih mjera. Glavni rezultat poglavlja, a i diplomskog rada je Teorem 2.14
koji donosi nužne i dovoljne uvjete za povratnost šetnje. Na kraju poglavlja vrac´amo se i
na Primjer 0.1 gdje dokazujemo da je brzina šetnje 0 za p < 1. Rezultate donosimo samo
za okoline (ω(x))x≥0 koje su stacionarne i ergodske po P s obzirom na operator jednostra-
nog pomaka udesno na Z. O opc´enitim okolinama se ne može puno rec´i.
Stacionarnost od (ω(x))x≥0 promatramo na sljedec´i nacˇin: za svaki x ∈ Z definiramo funk-
ciju θx : Ω+ → Ω+ s (θx(ω))(z) B ω(z + x), i neka je funkcija f : Ω+ → Ω+ definirana
s
( f (ω))(x) B
{
ω(x), x ≥ 0
( 12 ,
1
2 , . . . ), x < 0.
Kažemo da je (ω(x))x≥0 stacionaran ako distribucija od f (θx(ω)) po P ne ovisi o x ≥ 0.
Ova definicija stacionarnosti bit c´e korisna u racˇunanju i tumacˇenju izraza, ali možemo
primijetiti da je definicija zapravo ekvivalentna sa zahtjevom da su konacˇnodimenzionalne
distribucije niza (ω(x))x≥0 jednake.
Ergodicˇnost po P promatramo s obzirom na jednostrani pomak. To znacˇi da za svaki
izmjerivi skup A u Ω+ (tj. skup iz kanonske sigma algebre na Ω+) za kojeg postoji izmjeriv
skup B u RN0 (tj. skup iz kanonske sigma algebre na RN0) takav da vrijedi
A = {ω(x)x≥K ∈ B}, ∀K ≥ 0, (2.1)
nužno slijedi da je P(A) ∈ {0, 1}. Skupove A nazivamo invarijantnima na jednostrani po-
mak. Analogno c´emo promatrati i ergodske nizove po bilo kojoj vjerojatnosti P. Ova
definicija pomalo odudara od opc´enitog pojma ergodicˇnosti kojeg promatramo za presli-
kavanja koja cˇuvaju mjeru (vidi §7. u [3]). Kasnije c´emo vidjeti kako se ta dva razlicˇita
pojma ergodicˇnosti povezuju uz korištenje stacionarnosti niza (ω(x))x≥0.
Napomena 2.1. Specijalan slucˇaj ovakve šetnje sa slucˇajnom okolinom je kada je ω(x, i)
za svaki x ∈ Z konstanta u i (ili P-g.s. konstanta), tj. za sve x ∈ Z je ω(x, i) = ω(x, j), za sve
i, j ∈ N. Takva šetnja naziva se slucˇajna šetnja u slucˇajnoj okolini s nenegativnim otklonom
(u engleskoj literaturi ime joj je Random walk in random environment ili RWRE). Generalni
model za RWRE u jednoj dimenziji, koji je pocˇeo proucˇavati Solomon još 1975. [9], bio
bi kada bismo umjesto Ω+ promatrali Ω± B ([0, 1]N)Z, tj. otklon može biti i negativan,
a ostaje vrijediti da je ω(x, i) za svaki x ∈ Z konstanta u i s time da ne trebamo imati
stacionarnost ili ergodicˇnost okoline. Ova zamijena je znacˇajna i dokazi koji slijede ne
mogu se primijeniti na Ω± cˇak i uz stacionarnost i ergodicˇnost.
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2.1 Tehnicˇki rezultati i napomene
Prije nego što se uputimo u dokazivanje glavnih rezultata ovog poglavlja, upoznajmo se
pobliže s alatima koje koristimo.
Napomena 2.2. Primijetimo svojstva pomaka θx:
θx(ω)(−x) = ω(0),
θx(ω)(0) = ω(x).
Kao što ime govori, okolinu ω smo pomaknuli za x mjesta ulijevo, tj. ono što je bilo u
z ∈ Z, sada je u z − x. Iz svojstava slijedi da ako promatramo neki dogad¯aj Ay ∈ F koji je
ovisan o nekom y ∈ Z (npr. Ry), onda je sljedec´e istovjetno:
1. Šetnja krec´e iz z u okolini ω i promatramo dogad¯aj Ay.
2. Šetnja krec´e iz z − x u okolini θx(ω) i promatramo dogad¯aj Ay−x.
Ovo svojstvo c´emo više puta koristiti u dokazima.
Napomena 2.3. Primijetimo da kada govorimo o stacionarnosti niza (ω(x))x≥0, onda nam
ponašanje od ω(z) za z < 0 ne utjecˇe ni na koji nacˇin na stacionarnost. Zaista distribuciju
od f (θx(ω)) promatramo samo za x ≥ 0 pa vrijedi
( f (θx(ω)))(y) B
{
θx(ω)(y), y ≥ 0
(12 ,
1
2 , . . . ), y < 0
=
{
ω(x + y), y ≥ 0
(12 ,
1
2 , . . . ), y < 0.
Dakle, na distribuciju od f (θx(ω)) utjecˇu samo ω(x) za x ≥ 0, a to znacˇi da na negativnim
mjestima možemo po volji mijenjati ω uz ocˇuvanje stacionarnosti.
Napomena 2.4. Pitamo se kako izracˇunati ocˇekivanje slucˇajne varijable s obzirom na
mjeru Px. Tvrdimo da je Ex[ · ] = E[Ex,ω[ · ]].
Dokaz. Neka je A ∈ F . Tada je
Ex[1A] = Px[A] = E[Px,ω(A)] = E[Ex,ω[1A]]
pa tvrdnja vrijedi za karakteristicˇne funkcije.
Neka je sada X nenegativna jednostavna izmjeriva funkcija. Ona se može prikazati kao
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X =
n∑
i=1
xi1Ai . Iz linearnosti ocˇekivanja E i Ex,ω imamo
Ex[X] =
n∑
i=1
xiEx[1Ai] =
n∑
i=1
xiE[Ex,ω[1Ai]] = E
 n∑
i=1
xiEx,ω[1Ai]

= E
Ex,ω  n∑
i=1
xi1Ai
 = E[Ex,ω[X]]
pa tvrdnja vrijedi i za nenegativne jednostavne funkcije.
Neka je sada X ≥ 0 i neka je (Xn)n niz nenegativnih jednostavnih izmjerivih funkcija koje
rastu prema X. Primijetimo da su po Fubinijevom teoremu Ex,ω[Xn] (n ∈ N) izmjerive
funkcije na Ω+ (vidi [8, Teorem 10.16.]) i zbog nenegativnosti od Xn vrijedi Ex,ω[Xn] ↗
Ex,ω[X]. Zato imamo
Ex[X]
LTMK
= lim
n
Ex[Xn] = lim
n
E[Ex,ω[Xn]]
LTMK
= E[lim
n
Ex,ω[Xn]]
= E[Ex,ω[lim
n
Xn]] = E[Ex,ω[X]],
gdje smo u predzadnjoj jednakosti takod¯er koristili Lebesgueov teorem monotone konver-
gencije jer i za svaki fiksni ω ∈ Ω+ Xn ↗ X. Dakle, tvrdnja vrijedi i za nenegativne
slucˇajne varijable.
Neka je sada X proizvoljna slucˇajna varijabla. Zbog toga što su X+ i X− takod¯er slucˇajne
varijable, Ex,ω[X+] i Ex,ω[X−] su slucˇajne varijable na Ω+ pa vrijedi
Ex[X] = Ex[X+] − Ex[X−] = E[Ex,ω[X+]] − E[Ex,ω[X−]]
= E[Ex,ω[X+] − Ex,ω[X−]] = E[Ex,ω[X+ − X−]] = E[Ex,ω[X]].
Time smo dokazali tvrdnju napomene. 
Teorem 2.5. Neka je g : RN0 → R izmjeriva. Ako je niz slucˇajnih varijabli (Xn)n≥0 staci-
onaran (ergodski), tada je i niz (Yk)k≥0 definiran s Yk B g(Xk, Xk+1,...) stacionaran (ergod-
ski).
Dokaz. Pogledati [3, Theorem 7.1.1 i Theorem 7.1.3]. 
Teorem 2.6. Neka je Y slucˇajna varijabla na nekom vjerojatnosnom prostoru (Ω,F ,P).
Ako je niz varijabli (Y)n≥0 ergodski s obzirom na jednostrani pomak, tada je Y konstanta
P-g.s.
Dokaz. Pretpostavnimo suprotno, tj. da postoji slucˇajna varijabla Y koja je P-g.s. razlicˇita
od konstante i takva da je niz (Y)n≥0 ergodski. Neka je B izmjeriv podskup od RN0 takav da
je
A = {(Y)n≥K ∈ B}, ∀K ≥ 0.
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Za svaki ovakav A po pretpostavci ergodicˇnosti vrijedi P(A) ∈ {0, 1}. Buduc´i da Y nije
konstanta, postoji C ∈ F takav da je 0 < P(Y ∈ C) < 1. Skup B′ B C × C × C × · · · je
izmjeriv u RN0 i invarijantan je na pomake jer je {(Y)n≥K ∈ B′} = {Y ∈ C} za svaki K ≥ 0.
Buduc´i da je
P(A) = P((Y)n≥K ∈ B′) = P(Y ∈ C) ∈ 〈0, 1〉,
imamo kontradikciju s ergodicˇnosti. Dakle, svaki konstantni ergodski proces s obzirom na
jednostrani pomak mora biti deterministicˇki proces. 
Napomena 2.7. Vrijedi i svojevrsni obrat gornje tvrdnje. Ako je (Xn)n≥0 konstantan deter-
ministicˇki niz, onda je (Xn)n≥0 ergodski s obzirom na jednostrani pomak. Naime, buduc´i
da je niz (Xn)n≥0 konstantan i deterministicˇki, za neki c ∈ R imamo da je Xn = c, za svaki
n ≥ 0. Sada za svaki niz (Bn)n≥0 izmjerivih skupova u F vrijedi
{X1 ∈ B1, X2 ∈ B2, . . . } = {c ∈ B1, c ∈ B2, . . . } = {c ∈ ∩∞n=0Bn} ∈ {∅,Ω}
pa za svaki invarijantan skup A vrijedi P(A) ∈ {0, 1}.
Napomena 2.8. Gornja dva teorema vrijede i za opc´e slucˇajne velicˇine, a u našim proble-
mima to znacˇi da c´e niz dobiven iz stacionaranog i ergodskog (ω(x))x≥0 pod djelovanjem
neke izmjerive funkcije kao u Teoremu 2.5 ostati stacionaran i ergodski.
2.2 Povratnost i prolaznost u slucˇajnim okolinama
U prošlom dijelu smo iznijeli glavne tehnicˇke stvari vezane za alate koje c´emo koristiti u
dokazima i sada krec´emo na esencijalni dio ovog diplomskog rada.
Teorem 2.9. Ako je (ω(x))x≥0 stacionaran i ergodski po P, tada je svaki x ≥ 0 ω-povratan
za P-gotovo sve realizacije od ω ili je svaki x ≥ 0 ω-prolazan za P-gotovo sve realizacije
od ω.
Dokaz. Neka je x ≥ 0 i neka je ω ∈ Ω+. Tada redom po Lemi 1.8, Napomeni 2.2 i Lemi
1.11 imamo
P0,ω(R0) ≤ P0,ω(Rx) = P−x,θx(ω)(R0) = P0, f (θx(ω))(R0), (2.2)
gdje Lemu 1.11, tj. (1.14), koristimo jer je (θx(ω))(z) = ( f (θx(ω)))(z) za sve z ≥ 0.
Ako djelujemo ocˇekivanjem E na (2.2), koristec´i stacionarnost od (ω(x))x≥0 dobijemo
P0[R0] ≤ E[P0, f (θx(ω))(R0)] stac.= E[P0, f (ω)(R0)] (1.14)= E[P0,ω(R0)] = P0[R0].
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Dobili smo da je nejednakost u (2.2) zapravo P-g.s. jednakost, tj. P0,ω(R0) = P0, f (θx(ω))(R0)
P-g.s. Dakle, P0, f (θx(ω))(R0) P-g.s. ne ovisi o x.
Buduc´i da je P0, f (ω)(R0) izmjerivo preslikan f (ω), pa onda i izmjerivo preslikan (ω(x))x≥0,
slijedi da je niz (P0, f (θx(ω))(R0))x≥0 forme
(
g((ω(y + x))y≥0)
)
x≥0, gdje je g izmjerivo preslika-
vanje. Posebno, po Teoremu 2.5 to znacˇi da je niz (P0, f (θx(ω))(R0))x≥0 stacionaran i ergodski.
Buduc´i da je (P0, f (θx(ω))(R0))x≥0 konstantan za P-gotovo svaku realizaciju od ω, iz Teorema
2.6 dobivamo da je niz P-g.s konstanta c, tj. za svaki x ≥ 0 je P0, f (θx(ω))(R0) = c P-g.s. Iz
Propozicije 1.13 imamo da je c ili 0 ili 1, tj. kad se vratimo u (2.2) imamo da je za svaki
x ≥ 0 P0,ω(Rx) ili 0 P-g.s. ili 1 P-g.s., što smo trebali i dokazati. 
Definicija 2.10. Slucˇajnu šetnju (Xn)n nazivamo povratnom (prolaznom) ako je svaki x ≥ 0
P-g.s ω-povratan (prolazan).
Napomena 2.11. Primijetimo da je po prethodnom teoremu šetnja (Xn)n ili povratna ili
prolazna pa prethodna definicija obuhvac´a sve moguc´nosti vezane za šetnju.
Sljedec´a lema govori o tome da možemo promatrati zajednicˇki okoline i dijelove šetnje
tako da i dalje imamo stacionarni i ergodski niz.
Lema 2.12. Ako je (ω(x))x≥0 stacionaran (ergodski) po P, onda je i
ξ = (ξk)k≥0 B
(
(ω(x + k))x≥0, (Xτk,m+1 − k)m≥0
)
k≥0
stacionaran (ergodski) po P0.
Nadalje, ako je g izmjeriva funkcija s ([1/2, 1]N)N0 × ZN0 u neki izmjerivi prostor, onda je
niz (g(ξk))k≥0 stacionaran (ergodski) po P0 ako je i (ω(x))x≥0 stacionaran (ergodski) po P.
Dokaz. Za dokazati stacionarnost od ξ dovoljno je dokazati da niz (ξ)k≥K ima istu distri-
buciju za svaki K ≥ 0. Za to je dovoljno dokazati da je za svaki B, izmjeriv podskup
kodomene od ξ, vjerojatnost P0[(ξk)k≥K ∈ B] jednaka za svaki K ≥ 0.
U dokazima stacionarnosti i ergodicˇnosti koristit c´emo se sljedec´im identitetima. Neka su
ω ∈ Ω+, K ≥ 0 i B kao gore. Po jakom Markovljevom svojstvu imamo P0,ω-g.s.
P0,ω((ξk)k≥K ∈ B|FTK ) = PK,ψ(ω,HTK )((ξk)k≥K ∈ B)
= P0,θK (ψ(ω,HTK ))((ξk)k≥0 ∈ B),
(2.3)
gdje zadnju jednakost imamo po Napomeni 2.2. Buduc´i da se okoline θK(ψ(ω,HTK )) i
f (θK(ω)) P0,ω-g.s. podudaraju na svim z ≥ 0, po Lemi 1.8 imamo da je (2.3) P0,ω-g.s.
jednako
P0, f (θK (ω))((ξk)k≥0 ∈ B) =: ηK(ω). (2.4)
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Uzimanjem ocˇekivanja E0,ω na relaciju (2.3) i uvažavajuc´i (2.4) dobijemo
P0,ω((ξk)k≥K ∈ B) = ηK(ω). (2.5)
Ukoliko sada u relaciji (2.5) uzmemo ocˇekivanje E, dobijemo
P0[(ξk)k≥K ∈ B] = E[ηK] = E[P0, f (θK (ω))((ξk)k≥0 ∈ B)]
= E[P0, f (ω)((ξk)k≥0 ∈ B)], (2.6)
gdje posljednju jednakost dobijemo iz stacionarnosti od (ω(x))x≥0 po P. Dakle, iz (2.6)
cˇitamo da P0[(ξk)k≥K ∈ B] ne ovisi o K pa smo dobili da je ξ stacionaran.
Za dokaz ergodicˇnosti potrebno je dokazati da je P0[A] ∈ {0, 1} kad god postoji izmje-
rivi B (podskup kodomene od ξ) takav da je
A = {(ξk)k≥K ∈ B} ∀K ≥ 0. (2.7)
Pretpostavimo da imamo skupove A i B kao u (2.7). Iz racˇuna za stacionarnost vidimo da
sve do (2.5) nismo koristili stacionarnost pa sve do toga vrijedi i opc´enito. Zato iz (2.5)
vidimo
P0,ω(A) = P0,ω((ξk)k≥K ∈ B) = ηK(ω), ∀K ≥ 0,
pa ηK ne ovisi o K, tj. (ηK)K≥0 je niz istih varijabli. Primijetimo da se ηK zbog svoje defini-
cije može prikazati u obliku g((ω(x + K))x≥0), gdje je g izmjeriva, pa je zbog ergodicˇnosti
niza (ω(x))x≥0 po Teoremu 2.5 i niz (ηK)K≥0 ergodski. Nadalje, kako smo pokazali da je
(ηK)K≥0 niz istih varijabli i da je ergodski, po Teoremu 2.6 slijedi da je ηK P-g.s. konstanta
c za svaki K ≥ 0. Ukoliko se sada vratimo iz (2.5) u (2.3) dobijemo da je za P-gotovo svaki
ω ∈ Ω+
c = P0,ω(A|FTK ), P0,ω-g.s. (2.8)
Primijenom teorema o konvergenciji martingala (vidi [10, Korolar 1.90]) imamo da za P-
gotovo svaki ω vrijedi P0,ω-g.s
P0,ω(A|FTK )→ P0,ω
A∣∣∣∣∣σ
 ∞⋃
k=0
FTk
 = 1A kada K → ∞.
Buduc´i da (2.8) vrijedi za svaki K ≥ 0, imamo da je za P-gotovo svaki ω 1A = c P0,ω-g.s.,
tj. imamo da je c ili 0 ili 1. Dakle, za P-gotovo svaki ω je ili P0,ω(A|FTK ) = 1 P0,ω-
g.s. ili P0,ω(A|FTK ) = 0 P0,ω-g.s. Uzimanjem ocˇekivanja E0,ω iz prethodnog dobijemo
P0,ω(A) = 1 P-g.s. ili P0,ω(A) = 0 P-g.s. Sada uzimanjem ocˇekivanja E dobijemo traženo,
tj. P0[A] ∈ {0, 1}.
Drugi dio leme slijedi iz prvog dijela i Teorema 2.5. 
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Sljedec´a lema govori o tome koliki otklon u prosjeku stvara jedno mjesto u šetnji i bit
c´e nam korisna u dokazu glavnog rezultata o povratnosti i prolaznosti. Primijetimo da je u
tvrdnji leme tražena samo stacionarnost niza (ω(x))x≥0.
Lema 2.13. Ako je (ω(x))x≥0 stacionaran po P, onda je E0[Dx∞] ≤ 1 za sve x ≥ 0.
Dokaz. Neka je x ≥ 0. Prisjetimo se
Dx∞ =
#{m∈N0 |Xm=x}∑
i=1
(2ω(x, i) − 1).
Vidimo da distribucija od Dx∞ ovisi samo o (Xτ0,m)m≥1 i ω(x). Prema Napomeni 2.3 bez
gubljenja stacionarnosti možemo promijeniti ω na negativnim tocˇkama tako da je P-g.s.
zadovoljeno (1.2). Ovim postupkom nismo promijenili E0[Dx∞] zbog Leme 1.8. Zaista,
neka je ω′ promijenjeni ω. Tada je po konstrukciji ω(x) = ω′(x) P-g.s. na svim x ≥ 0.
Po Lemi 1.8 za svaki fiksni ω imamo da je distribucija od Dx∞ jednaka po P0,ω i po P0,ω′ ,
a time je i E0,ω[Dx∞] = E0,ω′[D
x
∞]. Dobili smo E0,ω[D
x
∞] = E0,ω′[D
x
∞] P-g.s., tj. E0[D
x
∞] se
nije promijenio pa promjena nije smanjila opc´enitost. Dalje nastavljamo uz pretpostavku
da (1.2) vrijedi P-g.s.
Neka je 0 ≤ k < K. Tada P0-g.s. vrijedi
DTK ≥ D+TK =
K−1∑
y=0
DyTK ≥
K−1−k∑
y=0
DyTK ≥
K−1−k∑
y=0
DyTy+k (2.9)
jer je Ty+k < TK P0-g.s. za sve y < K − k. Primijetimo da je po Napomeni 2.4 i po Lemi
1.5 E0[DTK ] = E[E0,ω[DTK ]] = E[K] = K. Zato uzimanjem ocˇekivanja E0 u (2.9) imamo
K = E0[DTK ] ≥
K−1−k∑
y=0
E0[D
y
Ty+k
] = (K − k)E0[DxTx+k], (2.10)
gdje smo zadnju jednakost dobili iz stacionarnosti niza (DyTy+k)y≥0. Naime, za svaki k ≥ 0
definiramo funkciju gk na ([1/2, 1]N)N0 × ZN0 s
gk((w(x))x≥0, (xm)m≥0) B
#{m<Tk((xn)n)|xm=0}∑
i=1
(2w(0, i) − 1),
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gdje je Tk((xn)n) = min{n ≥ 0|xn = k}. Sada P0-g.s. imamo
gk(ξy) = g((ω(x + y))x≥0, (Xτy,m+1 − y)m≥0)
=
#{m<Tk((Xτy,m+1−y)m≥0)|Xτy,m+1−y=0}∑
i=0
(2ω(y, i) − 1)
=
#{m<Ty+k |Xm=y}∑
i=0
(2ω(y, i) − 1) = DyTy+k .
Iz prethodnog po Lemi 2.12 slijedi da je niz (DyTy+k)y≥0 stacionaran za svaki k ≥ 0 pa (2.10)
zaista vrijedi.
Iz (2.10) slijedi E0[DxTx+k] ≤ K/(K − k) pa puštanjem K → ∞ dobijemo E0[DxTx+k] ≤ 1 za
svaki k ≥ 0. Buduc´i da DxTx+k ↗ DxT∞ kada k → ∞, po Lebesgueovom teoremu monotone
konvergencije imamo E0[Dx∞] ≤ 1. 
Sada c´emo iskazati i dokazati glavni teorem ovog poglavlja. Drugi dio teorema donosi
nužan i dovoljan uvjet za prolaznost šetnje.
Teorem 2.14. Pretpostavimo da je niz (ω(x))x≥0 stacionaran i ergodski po P. Tada je
E0[Dx∞] = min{1,E[δ0]} ∀x ≥ 0. (2.11)
Nadalje, ako je
P[ω(0) = (1, 1/2, 1/2, 1/2, . . . )] < 1, (2.12)
onda je
(Xn)n≥0 povratan ako i samo ako je E[δ0] ≤ 1. (2.13)
Dokaz. Neka je g funkcija na ([1/2, 1]N)N0 × ZN0 dana s
g((w(x))x≥0, (xm)m≥0) B
#{m∈N0 |xm=0}∑
i=1
(2w(0, i) − 1).
Slicˇno kao u Lemi 2.13 pokaže se da je g(ξk) = Dk∞ pa je niz (D
k
∞)k≥0 stacionaran po Lemi
2.12. Zakljucˇujemo da je dovoljno pokazati tvrdnju teorema samo za x = 0. Nadalje,
1R0 i D0∞ su funkcije od (ω(x))x≥0 i (Xτ0,m)m≥1 (vidi pocˇetak Leme 1.18) pa možemo, s
opravdanjem kao u prethodnoj lemi, pretpostaviti da vrijedi (1.2) P-g.s.
Po Teoremu 2.9 šetnja je ili prolazna ili povratna. Ako je povratna, onda c´e svi kolacˇic´i
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na mjestu 0 biti pojedeni P0-g.s. pa u tom slucˇaju vrijedi D0∞ = δ
0 P0-g.s., tj. E0[D0∞] =
E0[δ0]. Buduc´i da je za fiksni ω ∈ Ω+ δ0 konstanta P0,ω-g.s., imamo
E[δ0] = E[E0,ω[δ0]] = E0[δ0] = E0[D0∞]
Lema 2.13≤ 1.
Zbog toga je E0[D0∞] = min{1,E[δ0]}. Dakle, ako je šetnja povratna, dokazali smo (2.11) i
da je E[δ0] ≤ 1 nužan uvjet za povratnost, tj. dokazali smo jedan smjer tvrdnje (2.13).
Pretpostavimo sada da je šetnja prolazna. Za svaki K ∈ N zbog stacionarnosti niza
(Dk∞)k≥0 po P0 imamo
E0[D0∞] =
1
K
K−1∑
k=0
E0[Dk∞]
Nap.2.4
= E
 1K E0,ω
K−1∑
k=0
Dk∞

≥E
[E0,ω[D+TK ]
K
]
,
(2.14)
gdje zadnju nejednakost dobijemo iz ocˇite cˇinjenice D+TK ≤
∑K−1
k=0 D
k
∞ P0-g.s.
Nadalje, zbog D+TK ≤ DTK i zbog Leme 1.5 (jer uvjet (1.2) po pretpostavci vrijedi P-g.s.)
imamo
E0,ω[D+TK ]
K
≤ E0,ω[DTK ]
K
= 1, P-g.s. (2.15)
Buduc´i da smo pretpostavili da je šetnja prolazna, imamo da je uvjet Leme 1.18 P-g.s.
zadovoljen pa je
lim
K→+∞
E0,ω[D+Tk]
K
= 1, P-g.s.
Dakle, niz (E0,ω[D+Tk]/K)K≥1 konvergira P-g.s. i po (2.15) je omed¯en odozgo s 1. Sada
možemo u (2.14) pustiti K → ∞ i po Lebesgueovom teoremu dominirane konvergencije
dobiti E0[D0∞] ≥ 1. Buduc´i da je po prethodnoj lemi E0[D0∞] ≤ 1, dobili smo
E0[D0∞] = 1. (2.16)
Primijetimo da je δ0 ≥ D0∞ P0-g.s. pa je E[δ0] = E[E0,ω[δ0]] = E0[δ0] ≥ E0[D0∞]. Dakle,
E0[D0∞] = min{1,E[δ0]} pa smo tvrdnju (2.11) dokazali i za prolaznu šetnju.
Dokažimo sada dovoljnost uvjeta (2.13). Pretpostavimo suprotno, tj. da vrijedi E[δ0] ≤ 1 i
da je šetnja prolazna. Po netom dokazanom je zbog prolaznosti šetnje 1 = E0[D0∞] = E[δ
0].
Promotrimo dogad¯aj
S B
 ∞∑
i=2
(2ω(0, i) − 1) > 0

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koji oznacˇuje da sav otklon nije pohranjen u prvom kolacˇic´u. Tvrdimo da je P[S ] > 0.
U suprotnom je, zbog toga što su cˇlanovi sume nenegativni, (2ω(0, i) − 1) = 0 P-g.s, za
svaki i ≥ 2, tj. ω(0, i) = 1/2 P-g.s, za svaki i ≥ 2. Buduc´i da pretpostavka P[ω(0) =
(1, 1/2, 1/2, 1/2, . . . )] < 1 sada iskljucˇuje moguc´nost ω(0, 1) = 1 P-g.s., imamo da je
E[δ0] = E[2ω(0, 1) − 1︸        ︷︷        ︸
<1P-g.s.
] < 1
Naime, ako bi bilo E[2ω(0, 1) − 1] = 1, tj. E[ω(0, 1)] = 1, onda bi zbog 1 − ω(0, 1) > 0
P-g.s. i E[1 − ω(0, 1)] = 0 slijedilo da je ω(0, 1) = 1 P-g.s., a to je kontradikcija. Dakle,
E[δ0] < 1, no zbog pretpostavke o prolaznosti šetnje imamo
1 = E0[D0∞] = min{1,E[δ0]} = E[δ0] < 1,
što je kontradikcija. Dakle, P[S ] > 0.
Zbog prolaznosti šetnje je uvjet Leme 1.22 P-g.s. zadovoljen te je zato P0,ω(∀n > 0 : Xn >
0) > 0 ispunjen P-g.s. Neka je A = {∀n > 0 : Xn > 0}. Zbog P[S ] > 0 slijedi
0 < E[P0,ω(∀n > 0 : Xn > 0); S ] = E[P0,ω(A)1S ]
= E[E0,ω[1A]1S ] = E[E0,ω[1A1S ]] = P0[A ∩ S ]
= P0
[
{D0∞ = 2ω(0, 1) − 1} ∩ S
]
≤ P0[D0∞ < δ0]. (2.17)
Buduc´i da je uvijek D0∞ ≤ δ0, iz (2.17) imamo 1 = E0[D∞] < E0[δ0] = E[δ0], tj. E[δ0] > 1.
Dobili smo kontradikciju s E[δ0] ≤ 1, tj. vrijedi i dovoljnost uvjeta (2.13). 
Napomena 2.15. Primijetimo da ako uvjet (2.12) nije zadovoljen, onda je Xn = n P0-g.s.
za svaki n ∈ N0 i šetnja je prolazna iako je E[δ0] = 1. Nadalje, ako je E[δ0] , 1, onda
uvjet (2.12) ne može biti ispunjen. Naime, da vrijedi (2.12), onda bi bilo 1 , E[δ0] =∑
i E[2ω(0, i) − 1] = 1, što je kontradikcija.
Primijetimo da smo u iskazu prethodnog teorema mogli zamijeniti E[δ0] s E0[δ0] jer su te
dvije vrijednosti jednake kao što smo pokazali u dokazu.
Primjeri
Sada c´emo na par primjera primijeniti Teorem 2.14. Prije nego krenemo s primjerima,
primijetimo da ako je (ω(x))x≥0 jednako distribuiran i P-g.s. konstantan, tj. ω(0) je P-g.s.
konstanta i vrijedi ω(x) = ω(y) P-g.s., za sve x, y ≥ 0, onda je (ω(x))x≥0 stacionaran i
ergodski. Zato za jednako distribuirane i konstante nizove možemo primjenjivati Teorem
2.14. Po Teoremu 2.14 imamo: ako je ω(0) , (1, 1/2, 1/2, · · · ), onda zbog E[δ0] = δ0
vrijedi
(Xn)n≥0 povratan ako i samo ako je δ0 ≤ 1. (2.18)
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Primjer 2.16. Vratimo se Primjeru 0.1 s pocˇetka rada koji nas je motivirao za promatranje
šetnji s kolacˇic´ima. Dakle, u šetnji imamo okolinu ω(x) = (p, p, 1/2, 1/2, · · · ) za svaki
x ∈ Z, gdje je p ∈ [1/2, 1]. Imamo da je (ω(x))x≥0 jednako distribuiran i konstantan niz.
Buduc´i da je ω(x) = (p, p, 1/2, 1/2, · · · ), nemoguc´e je da bude ω(x) = (1, 1/2, 1/2, · · · )
pa je uvjet (2.12) iz Teorema 2.14 ispunjen. Iz (2.18) slijedi da je šetnja iz Primjera 0.1
povratna ako i samo ako je
δ0 =
∞∑
i=1
(2ω(0, i) − 1) ≤ 1 ⇐⇒ 2(2p − 1) ≤ 1 ⇐⇒ p ≤ 3/4.
Ovime smo razriješili pitanje o prolaznosti i povratnosti šetnje iz Primjera 0.1.
Primjer 2.17. Na pocˇetku smo se dotakli i šetnje excited random walk (ERW [2]), šetnje
kod koje je šetacˇ pristran samo pri prvom posjetu nekom mjestu. Za tu šetnju imamo
okolinu ω(x) = (p, 1/2, 1/2, · · · ) za svaki x ∈ Z, gdje je p ∈ [1/2, 1]. Isto kao i ranije, zbog
jednako distribuiranog i konstantnog ω, zakljucˇujemo da možemo primijeniti Teorem 2.14.
Vidjeli smo po Napomeni 2.15 da je za p = 1 šetnja prolazna. Ako promatramo šetnju za
p < 1, zadovoljen je uvjet (2.12) i vrijedi da je (Xn)n povratna ako i samo ako je p < 1.
Naime, zbog δ0 = 2p − 1 imamo da je
(δ0 ≤ 1) ∧ (p < 1) ⇐⇒ (2p − 1 ≤ 1) ∧ (p < 1) ⇐⇒ p < 1.
Dakle, ERW je povratna za svaki p < 1.
Primjer 2.18. Ako nastavimo dalje u smislu prethodna dva primjera, možemo promatrati
šetnju gdje imamo kolacˇic´e jacˇine p na prvih k ≥ 3 posjeta mjestu. Tada je okolina dana s
ω(x) = (p, . . . , p︸   ︷︷   ︸
k puta
, 1/2, 1/2, . . . ), ∀x ∈ Z,
gdje je p ∈ [1/2, 1]. Imamo opet stacionaran i ergodski niz zbog jednake distribuiranosti
i konstantnosti te zbog k ≥ 3 vrijedi i uvjet (2.12) za svaki p. Iz δ0 = k(2p − 1) i (2.13)
dobivamo da je ovakva šetnja povratna ako i samo ako je k(2p− 1) ≤ 1, tj. ako i samo ako
je p ≤ k+12k .
Primjer 2.19. U Napomeni 2.15 pokazali smo da je šetnja prolazna ako imamo okolinu
ω(0) = (1, 1/2, 1/2, . . . ) P-g.s. bez obzira što je E[δ0] = 1. Promatrajmo sada šetnju takvu
da je ω(x) = (1/2, 1, 1/2, 1/2, . . . ) P-g.s., za svaki x ≥ 0. To je šetnja u kojoj se netom
nakon drugog posjeta nekom mjestu sigurno krec´emo udesno. Po Teoremu 2.14 šetnja
je povratna jer je E[δ0] ≤ 1. Dakle, ukoliko obavezan korak nadesno maknemo s prvog
kolacˇic´a na drugi, dobijemo povratnu šetnju.
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Neka je ε ∈ 〈0, 1/2〉 proizvoljan. Ako u šetnji na prozvoljno mjesto i ∈ N stavimo ω(x, i) =
1/2 + ε (za svaki x ∈ Z), po Teoremu 2.14 imamo da je šetnja prolazna jer je E[δ0] =
1 + ε > 1. Dakle, koliko god pocˇetnu šetnju daleko i malo uzburkali, tj. koliko god veliki
bio i ∈ N i koliko god mali bio ε > 0, šetnja postaje prolazna.
Dolazak po repete
Pretpostavimo da je (ω(x))x≥0 stacionaran i ergodski. Po Teoremu 2.9 šetnja (Xn)n≥0 je ili
povratna ili prolazna, a Teorem 2.14 nam kaže kakva je.
Pretpostavimo da je šetnja (Xn)n≥0 prolazna. Šetnja c´e tada svako mjesto x ∈ Z posjetiti
P0-g.s. samo konacˇno mnogo puta. Slijedi da je P0-g.s. dobro definirana okolina ω2 B
ψ(ω, (Xn)n≥0) koju dobijemo proširivanjem definicije (1.18) na beskonacˇne nizove, tj.
ψ(ω, (Xn)n≥0)(x, i) B ω(x, i + #{n ∈ N0|Xn = x}),
gdje primjec´ujemo da je za svaki x ∈ Z zbog prolaznosti šetnje #{n ∈ N0|Xn = x} < ∞ P0-
g.s. Zbog definicije od ω2 možemo promatrati novu šetnju (X
(2)
n )n≥0 koja se krec´e po ω2,
tj. druga šetnja jede kolacˇic´e koje prva šetnja nije pojela. Primijetimo da drugu šetnju ima
smisla promatrati samo kada je prva prolazna. Naime, u slucˇaju da je prva šetnja povratna,
šetnja svako mjesto x ∈ N0 P0-g.s. posjec´uje beskonacˇno mnogo puta i zato ne bismo
mogli definirati novu okolinu ω2 na nenegativnim mjestima na gornji nacˇin. Da bismo
mogli nešto rec´i o drugoj šetnji, potrebno nam je da je (ω2(x))x≥0 stacionaran i ergodski.
Buduc´i da je (ω(x))x≥0 stacionaran i ergodski, po Lemi 2.12 pomoc´u funkcije
g((w(x))x≥0, (xm)m≥0) B (w(0, i + #{m ≥ 0|xm = 0}))i≥1
imamo da je (ω2(x))x≥0 stacionaran i ergodski. Naime, za k ≥ 0 imamo
g(ξk) = g((ω(x + k))x≥0, (Xτk,m+1 − k)m≥0)
= (ω(k, i + #{m ≥ 0|Xτk,m+1 − k = 0}))i≥1
= ω(k, i + #{n ∈ N0|Xn = k})i≥1
= ω2(k)
pa zbog toga što je (g(ξk))x≥0 stacionaran i ergodski, imamo da je i (ω2(k))k≥0 stacionaran i
ergodski.
Sada možemo zakljucˇivati isto kao na pocˇetku, tj. šetnja (X(2)n )n≥0 je ili povratna ili prolazna.
Štoviše, na osnovu ukupnog otklona u 0 iz prve šetnje, možemo rec´i je li druga šetnja
prolazna ili povratna. Naime, ukupan otklon sadržan u 0 za prvu šetnju je δ0, a ukupan
otklon sadržan u 0 za drugu šetnju je δ0(1) B δ
0 − D0∞, tj. ukupan otklon u 0 za drugu šetnju
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je ukupan otklon sadržan u 0 za prvu šetnju umanjen za otklon onih kolacˇic´a koje je prva
šetnja pojela na mjestu 0. Buduc´i da je (Xn)n≥0 prolazna, iz Teorema 2.14 imamo
E0[δ0(1)] = E0[δ
0 − D0∞] = E0[δ0] − E0[D0∞] = E0[δ0] − 1,
tj. prva šetnja je ocˇekivani ukupni otklon u 0 smanjila za 1. Po Teoremu 2.14 (i Napomeni
2.15) sada zakljucˇujemo da ako je E0[δ0(1)] < 1, onda je (X
(2)
n )n≥0 povratna. Ako je E0[δ0(1)] >
1, druga šetnja je prolazna pa možemo definirati novu stacionarnu i ergodsku okolinu ω3 B
ψ(ω2, (X
(2)
n )n≥0) na kojoj možemo promatrati trec´u šetnju (X
(3)
n )n≥0.
Ovaj postupak možemo ponavljati sve dok ne dobijemo povratnu šetnju. Posebno, ako
je E[δ0] konacˇno i nije cijeli broj (ovime izbjegavamo degenerirane šetnje s okolinama
poput ω(0) = (1, 1, . . . , 1, 1/2, 1/2, . . . ), gdje je broj jedinica na pocˇetku konacˇan), onda je
prvih bE[δ0]c šetnji P0-g.s. prolazno, a sljedec´a šetnja je P0-g.s. povratna te tada stajemo
s procesom. Naime, ako je E[δ0] konacˇno i nije cijeli broj, onda svaka šetnja smanjuje
ukupni ocˇekivani otklon u 0 za 1, a to možemo napraviti bE[δ0]c puta prije nego što se
ukupni ocˇekivani otklon smanji na vrijednost strogo manju od 1. Tada zbog (2.13) sljedec´a
šetnja postaje povratna jer uvjet (2.12) ne može biti ispunjen.
2.3 Jaki zakon velikih brojeva za multi-ERW
U ovom poglavlju rec´i c´emo nešto o brzini šetnje, tj. o jakom zakonu velikih brojeva za
šetnju. Brzinu šetnje gledamo kao omjer pomaka i vremena, a ako krec´emo iz 0, onda je
to omjer Xn/n. Zanima nas granicˇno ponašanje brzine, tj. zanima nas limn Xnn .
S druge strane, slucˇajnu šetnju možemo shvatiti kao sumu slucˇajnih varijabli, tj. proma-
tramo šetnju za koju je X0 i vrijedi Xn = Y1 + Y2 + · · · + Yn, gdje su Yk varijable koje
poprimaju vrijednosti -1 i 1 (te nisu opc´enito jednako distribuirane i nezavisne kao u slu-
cˇaju jednostavne slucˇajne šetnje). Ako s ove strane promatramo šetnju, onda je
Xn
n
=
1
n
n∑
k=1
Yk
pa ako nas zanima granicˇna brzina šetnje, zapravo nas zanima vrijedi li neki oblik zakona
velikih brojeva za niz varijabli (Yk)k≥1.
Prije nego iskažemo i dokažemo tvrdnju koja odgovara na gornja pitanja, iskazat c´emo
najavljenu vezu izmed¯u opc´e ergodicˇnosti i naše ergodicˇnosti sa stacionarnosti. Treba nam
posljedica centralnog rezultata vezanog za ergodske nizove, tj. posljedica tzv. Birkhoff-
Hincˇinovog ergodskog teorema.
Teorem 2.20 (Ergodski teorem). Neka je (Xn)n≥0 niz u (Ω,F ,P) i neka je on stacionaran i
ergodski s obzirom na operator jednostranog pomaka. Neka je f : R→ R izmjeriva takva
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da je E[| f (X0)|] < ∞. Tada vrijedi
lim
n→∞
1
n
n−1∑
m=0
f (Xm) = E[ f (X0)] P-g.s. i u L1.
Dokaz. Vidi [5, Korolar 3.37]. 
Sada možemo odgovoriti na pitanja koja smo postavili na pocˇetku poglavlja. Primije-
timo da sljedec´i teorem posljedicˇno pokazuje i da je brzina multi-ERW šetnje na stacionar-
nim i ergodskim okolinama uvijek dobro definirana.
Teorem 2.21. Neka je (ω(x))x≥0 stacionaran i ergodski po P. Tada je P0-g.s.
lim
n→∞
Xn
n
= v B
1
u
, gdje je u B
∞∑
j=1
P0[T j+1 − T j ≥ j] ∈ [1,∞].
Prije nego krenemo s dokazom, napomenimo jednu tehnicˇku stvar. Kada c´emo u dokazu
govoriti o jednakostima i nejednakostima med¯u varijablama (npr. T2 ≥ T1), onda zapravo
mislimo na P0-g.s. jednakosti i nejednakosti (T2 ≥ T1 P0-g.s.).
Dokaz. Prvo c´emo pokazati da vrijedi
lim
k→∞
Tk
k
= u P0-g.s. (2.19)
Buduc´i da je T0 = 0, teleskopskim sumiranjem imamo da je
Tk =
k−1∑
i=0
(Ti+1 − Ti). (2.20)
Neka je t ∈ N0 proizvoljan. Primijetimo da zbog Ti+1 − Ti ≥ 0 vrijedi Ti+1 − Ti ≥ (Ti+1 −
Ti) ∧ t ≥ 0. Sada pomoc´u (2.20) imamo
lim inf
k→∞
Tk
k
= lim inf
k→∞
1
k
k−1∑
i=0
(Ti+1 − Ti)
≥ lim inf
k→∞
1
k
k−1∑
i=0
((Ti+1 − Ti) ∧ t)
≥ lim inf
k→∞
1
k
k−1∑
i=t
((Ti+1 − Ti) ∧ t),
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i to vrijedi za svaki t ∈ N0. Uzimanjem supremuma imamo
lim inf
k→∞
Tk
k
≥ sup
t≥0
lim inf
k→∞
1
k
k−1∑
i=t
((Ti+1 − Ti) ∧ t). (2.21)
Za svaki t ∈ N0, koristec´i Lemu 2.12 i funkcije
gt((w(x))x≥0, (xm)m≥0) = (Tt+1 − Tt)((xm)m≥0) ∧ t,
dobijemo da je niz ((Ti+1 − Ti) ∧ t)i≥t ergodski i stacionaran. Naime, za t ∈ N0 i i ∈ N0
imamo
gt(ξi) = gt((ω(x + i))x≥0, (Xτi,m+1 − i)m≥0)
= (Tt+1 − Tt)((Xτi,m+1 − i)m≥0) ∧ t.
Sada želimo pokazati da je (Tt+1 − Tt)((Xτi,m+1 − i)m≥0) ∧ t = (Tt+i+1 − Tt+i) ∧ t. Ako se
šetnja (Xτi,m+1 − i)m≥0 izmed¯u vremena Tt((Xτi,m+1 − i)m≥0) i Tt+1((Xτi,m+1 − i)m≥0) odvija na
strogo vec´im mjestima od 0, onda se šetnja (Xn)n≥0 izmed¯u vremena Tt+i i Tt+i+1 podudara
sa šetnjom (Xτi,m+1)m≥0 izmed¯u Tt((Xτi,m+1 − i)m≥0) i Tt+1((Xτi,m+1 − i)m≥0). Dakle, u tom slucˇaju
je (Tt+1 − Tt)((Xτi,m+1 − i)m≥0) = Tt+i+1 − Tt+i pa onda i (Tt+1 − Tt)((Xτi,m+1 − i)m≥0) ∧ t =
(Tt+i+1 − Tt+i) ∧ t.
Ako šetnja (Xτi,m+1−i)m≥0 ipak dostigne 0 u vremenu izmed¯u Tt((Xτi,m+1−i)m≥0) i Tt+1((Xτi,m+1−
i)m≥0), onda je (Tt+1 − Tt)((Xτi,m+1 − i)m≥0) ≥ t. Zaista, od mjesta t do 0 treba barem t
koraka, a povratak iz 0 do mjesta t + 1 traje barem t + 1 i time je vrijeme putovanja izmed¯u
Tt((Xτi,m+1 − i)m≥0) i Tt+1((Xτi,m+1 − i)m≥0) barem 2t + 1, a zbog t ∈ N0 vrijedi 2t + 1 ≥ t.
Primijetimo da to znacˇi da i šetnja (Xn)n≥0 nakon vremena Tt+i dod¯e do i prije nego dod¯e u
t + i + 1 cˇime je i Tt+i+1−Tt+i ≥ t. Dakle, i u ovom slucˇaju je (Tt+1−Tt)((Xτi,m+1 − i)m≥0)∧ t =
(Tt+i+1 − Tt+i) ∧ t. Time smo dokazali da je gt(ξi) = (Tt+i+1 − Tt+i) ∧ t iz cˇega po Lemi 2.12
imamo da je
((Ti+1 − Ti) ∧ t)i≥t stacionaran i ergodski za svaki t ∈ N0. (2.22)
Iz (2.22) po ergodskom teoremu imamo P0-g.s. za svaki t
lim
k→∞
1
k
k−1∑
i=t
((Ti+1 − Ti) ∧ t) = E0[(Tt+1 − Tt) ∧ t]
pa je desna strana od (2.21) P0-g.s. jednaka
sup
t≥0
E0[(Tt+1 − Tt) ∧ t] = sup
t≥0
t∑
j=1
P0[(Tt+1 − Tt) ∧ t ≥ j], (2.23)
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gdje zadnju jednakost imamo jer je (Tt+1 − Tt) ∧ t diskretna varijabla pa joj se ocˇekivanje
može izraziti preko sume na gornji nacˇin.
Sada c´emo eliminirati t iz sumanada u (2.23). Prvo primijetimo da za j ≤ t vrijedi {(Tt+1 −
Tt) ∧ t ≥ j} = {(Tt+1 − Tt) ∧ j ≥ j} pa je za j ≤ t
P0[(Tt+1 − Tt) ∧ t ≥ j] = P0[(Tt+1 − Tt) ∧ j ≥ j].
Nadalje, iz (2.22) slijedi da je niz ((Ti+1 − Ti) ∧ j)i≥ j stacionaran za svaki j ≥ 0 pa za j ≤ t
vrijedi
P0[(Tt+1 − Tt) ∧ j ≥ j] = P0[(T j+1 − T j) ∧ j ≥ j] = P0[T j+1 − T j ≥ j].
Dakle, (2.23) je jednako
sup
t≥0
t∑
j=1
P0[T j+1 − T j ≥ j] =
∞∑
j=1
P0[T j+1 − T j ≥ j] = u,
gdje pretposljednju jednakost imamo jer su sumandi neneagtivni. Ovime smo dokazali
nejednakost lim infk Tkk ≥ u P0-g.s.
Za drugu potrebnu nejednakost primijetimo da su varijable Ti+1 − Ti diskretne pa vrijedi
Ti+1 − Ti =
∞∑
j=1
1{Ti+1−Ti≥ j}.
Iz (2.20) sada imamo
lim sup
k→∞
Tk
k
= lim sup
k→∞
1
k
k−1∑
i=0
∞∑
j=1
1{Ti+1−Ti≥ j}
= lim sup
k→∞
∞∑
j=1
1
k
k−1∑
i=0
1{Ti+1−Ti≥ j}
≤
∞∑
j=1
lim sup
k→∞
1
k
k−1∑
i=0
1{Ti+1−Ti≥ j}. (2.24)
Nadalje, primijetimo da je za svaki j ∈ N0
lim sup
k→∞
1
k
k−1∑
i=0
1{Ti+1−Ti≥ j} ≤ lim sup
k→∞
1
k
j−1∑
i=0
1{Ti+1−Ti≥ j}︸                        ︷︷                        ︸
=0
+ lim sup
k→∞
1
k
k−1∑
i= j
1{Ti+1−Ti≥ j}
= lim sup
k→∞
1
k
k−1∑
i= j
1{Ti+1−Ti≥ j}. (2.25)
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Iz (2.24) i (2.25) slijedi
lim sup
k→∞
Tk
k
≤
∞∑
j=1
lim sup
k→∞
1
k
k−1∑
i= j
1{Ti+1−Ti≥ j}. (2.26)
Po Lemi 2.12 primijenjenoj na funkcije
g j((w(x))x≥0, (xm)m≥0) = 1{(T j+1−T j)((xm)m≥0)≥ j}
dobivamo da su nizovi (1{Ti+1−Ti≥ j})i≥ j, za j ≥ 1, stacionarni i ergodski. Zaista, za j ∈ N i
i ∈ N0 imamo
g j(ξi) = g j((ω(x + i))x≥0, (Xτi,m+1 − i)m≥0)
= 1{(T j+1−T j)((Xτi,m+1−i)m≥0)≥ j}.
Sada želimo pokazati da je {(T j+1 − T j)((Xτi,m+1 − i)m≥0) ≥ j} = {T j+i+1 − T j+i ≥ j}. Isto kao i
prije, ako se šetnja (Xτi,m+1 − i)m≥0 izmed¯u vremena T j((Xτi,m+1 − i)m≥0) i T j+1((Xτi,m+1 − i)m≥0)
odvija na strogo vec´im mjestima od 0, onda je (T j+1 − T j)((Xτi,m+1 − i)m≥0) = T j+i+1 − T j+i.
Ako pak šetnja (Xτi,m+1−i)m≥0 dostigne 0 u vremenu izmed¯u T j((Xτi,m+1−i)m≥0) i T j+1((Xτi,m+1−
i)m≥0), onda je (T j+1 − T j)((Xτi,m+1 − i)m≥0) ≥ j, ali je i T j+i+1 − T j+i ≥ j. Dakle, imamo
g j(ξi) = 1{T j+i+1−T j+i≥ j},
tj. nizovi (1{Ti+1−Ti≥ j})i≥ j, za j ≥ 1, jesu zaista stacionarni i ergodski.
Po ergodskom teoremu za j ∈ N zbog upravo dokazane ergodicˇnosti imamo da je P0-g.s.
lim
k→∞
1
k
k−1∑
i= j
1{Ti+1−Ti≥ j} = E0[1{T j+1−T j≥ j}] = P0[T j+1 − T j ≥ j]
pa je desna strana od (2.26) P0-g.s. jednaka
∞∑
j=1
P0[T j+1 − T j ≥ j] = u.
Ovime smo dokazali lim supk
Tk
k ≤ u P0-g.s., a onda zbog vec´ dokazanog lim infk Tkk ≥ u
P0-g.s. imamo da je limk Tkk = u P0-g.s., tj. (2.19).
Sada c´emo tvrdnju teorema dokazati pomoc´u (2.19). Neka je slucˇajan niz (kn)n≥0 dan
sljedec´om konstrukcijom. Za l ∈ N0 i za svaki m ∈ N0 takav da je Tl ≤ m < Tl+1 stavljamo
km = l. Za ovako zadan niz vrijedi
Tkn ≤ n < Tkn+1. (2.27)
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Naime, za n ≥ 0 takav da je Tl ≤ n < Tl+1 imamo
Tkn = Tl ≤ n < Tl+1 = Tkn+1
jer je kn = l. Primijetimo da je niz neopadajuc´i i nenegativan. Takod¯er, zbog toga što je
Tk < ∞ P0-g.s., za svaki k ∈ N0, iz konstrukcije slijedi limn kn = ∞ P0-g.s. Koristec´i
relaciju (2.27) imamo
Tkn
kn
≤ n
kn
≤ Tkn+1
kn
=
Tkn+1
kn + 1
kn + 1
kn
(2.28)
pa zbog limn kn = ∞ P0-g.s. iz (2.19) i (2.28) po teoremu o sendvicˇu imamo da je
limn n/kn = u P0-g.s. Nadalje, iz definicije Tk i (2.27) slijedi da je Xn < kn + 1, tj. Xn ≤ kn.
S druge strane, zbog toga što se šetnja odvija po susjednim mjestima, šetacˇ od trenutka kad
je prvi put posjetio mjesto kn do trenutka n može najviše za n − Tkn mjesta otic´i ulijevo.
Dakle, vrijedi i kn − (n − Tkn) ≤ Xn, tj. dobili smo da je
kn − (n − Tkn)
n
≤ Xn
n
≤ kn
n
. (2.29)
Desna nejednakost nam odmah povlacˇi
lim sup
n→∞
Xn
n
≤ lim sup
n→∞
kn
n
= lim
n→∞
kn
n
=
1
u
= v P0-g.s. (2.30)
Pretpostavimo sada da je u < ∞. Lijeva nejednakost u (2.29) povlacˇi
lim inf
n→∞
Xn
n
≥ lim inf
n→∞
kn − (n − Tkn)
n
= lim
n→∞
kn
n
− lim
n→∞
(n − Tkn)
n
=
1
u
− 1 + lim
n→∞
Tkn
n
=
1
u
− 1 + lim
n→∞
(
Tkn
kn
kn
n
)
=
1
u
− 1 + u · 1
u
= v P0-g.s.
Dakle, ako je u < ∞, dobili smo limn Xnn = v P0-g.s.
Pretpostavimo da je u = ∞. Tada je v = 0 pa je zbog (2.30) dovoljno pokazati da je
lim infn Xnn ≥ 0. Sjetimo se Leme 1.4 i jednostavne simetricˇne slucˇajne šetnje (Yn)n≥0 takve
da je Yn ≤ Xn, za svaki n ≥ 0. Sada imamo
lim inf
n→∞
Yn
n
≤ lim inf
n→∞
Xn
n
. (2.31)
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Med¯utim, (Yn)n≥0 je jednostavna simetricˇna slucˇajna šetnja i može se zapisati kao zbroj
nezavisnih Rademacherovih varijabli (poprimaju vrijednosti 1 i -1 s vjerojatnosti 1/2), tj.
Y0 = 0 i
Yn =
n∑
k=1
Rk,
gdje su Rk nezavisne Rademacherove slucˇajne varijable. Po jakom zakonu velikih brojeva
sada slijedi da je
lim
n→∞
Yn
n
= lim
n→∞
1
n
n∑
k=1
Rk = E0[R1] = 0 P0-g.s. (2.32)
Iz (2.31) i (2.32) sada slijedi lim infn Xnn ≥ 0 P0-g.s., a time zbog (2.30) i limn Xnn = 0 P0-g.s.
Time smo dokazali tvrdnju teorema i u slucˇaju u = ∞. 
2.4 Monotonost
Sljedec´ih nekoliko tvrdnji govori o monotonosti nekih zanimljivih dogad¯aja s obzirom na
pocˇetno mjesto šetnje i s obzirom na "monotonost" okoline koju c´emo kasnije jasnije defi-
nirati.
Sljedec´a tvrdnja ugrubo govori da na fiksnoj okolini što desnije krec´emo, to je vec´a
vjerojatnost da prije dod¯emo do nekog desnog zacrtanog cilja, nego da dod¯emo do lijevog
zacrtanog cilja. Tvrdnja je intuitivno potpuno jasna jer se krec´emo u okolini koja nas poticˇe
na kretanje udesno, a pocˇinjemo se kretati sve bliže i bliže željenom desnom cilju.
Lema 2.22 (Monotonost s obzirom na pocˇetno mjesto). Neka jeω ∈ Ω+ i neka su y1, y2 ∈ Z
i x, z ∈ Z ∪ {−∞,∞} te neka je t ∈ [0,∞]. Ako je x ≤ y1 ≤ y2 ≤ z, onda je
Py1,ω(Tz ≤ (Tx ∧ t)) ≤ Py2,ω(Tz ≤ (Tx ∧ t)), (2.33)
gdje definiramo T−∞ = T∞ = ∞.
Dokaz. Tvrdnju je dovoljno dokazati za z < ∞. Naime, ukoliko tvrdnja vrijedi za sve
z < ∞, onda iz lim
z→∞Tz = T∞ po neprekidnosti vjerojatnosti u odnosu na padajuc´i niz
dogad¯aja imamo
Py1,ω(T∞ ≤ (Tx ∧ t)) = limz→∞ Py1,ω(Tz ≤ (Tx ∧ t))
≤ lim
z→∞ Py2,ω(Tz ≤ (Tx ∧ t))
= Py2,ω(T∞ ≤ (Tx ∧ t)).
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Takod¯er, bez smanjenja opc´enitosti možemo pretpostaviti da je x < y1 < y2 < z. U slucˇaju
y1 = y2 tvrdnja je trivijalna. Dakle, dokazujemo za y1 < y2. U slucˇaju x = y1 lijeva
strana od (2.33) jednaka je 0 pa nejednakost ocˇito vrijedi. Slicˇnim argumentom možemo
pretpostaviti da je y2 < z jer je za y2 = z desni izraz u (2.33) jednak 1 pa tvrdnja vrijedi.
Nadalje, dovoljno je pretpostaviti da je y2 = y1 + 1. Zaista, ukoliko tvrdnja vrijedi za
y2 = y1 + 1, onda za opc´enite y1 i y2 imamo
Py1,ω(Tz ≤ (Tx ∧ t)) ≤ Py1+1,ω(Tz ≤ (Tx ∧ t)) ≤ · · · ≤ Py2,ω(Tz ≤ (Tx ∧ t)).
Dakle, tvrdnju dokazujemo za z < ∞, x , y1, y2 , z i y2 = y1 + 1.
Oznacˇimo s Πzy1 skup svih konacˇnih šetnji po susjednim mjestima koje krec´u iz y1,
završavaju u z i ne posjec´uju z negdje u sredini šetnje. Dakle, za pi ∈ Πzy1 vrijedi pi = (xn)n≤m
za neki m ∈ N, gdje je (xn)n≤m susjedni niz brojeva takvih da vrijedi x0 = y1, xm = z, i
xn , z, za 0 ≤ n < m. Svaka takava šetnja pi može se jedinstveno zapisati kao ulancˇanje
(konkatenacija)
pi = (B1, A1, B2, A2, . . . , B j(pi), A j(pi)), za neki j(pi) ∈ N,
gdje su Ai i Bi manji putevi po susjednim mjestima takvi da Ai sadrži samo mjesta strogo
vec´a od y1, a Bi sadrži samo mjesta koja su manja ili jednaka y1. Naime, B1 je šetnja od y1
sve dok ne dod¯emo do y1 + 1 (bez y1 + 1). U y1 + 1 pocˇinje A1 i traje sve dok se ne vratimo
u y1 (bez y1). Tada pocˇinje B2 i tako dalje. Taj proces traje sve dok ne dod¯e šetnja A j(pi),
za neki j(pi) ∈ N, koja se ne vrati u y1, nego dod¯e u z i time je završeno ulancˇavanje (za
graficˇki prikaz pogledati gornji dio Slike 2.1).
Definirajmo funkciju Φ : Πzy1 → Πzy1+1 s
Φ(B1, A1, B2, A2, . . . , B j, A j) B (A1, B1, A2, B2, . . . , A j−1, B j−1, A j).
Zbog jednistvenosti prikaza od pi ∈ Πzy1 u smislu ulancˇavanja funkcija, Φ je dobro defini-
rana, a zbog definicija od Ai i Bi šetnja (A1, B1, A2, B2, . . . , A j−1, B j−1, A j) pocˇinje u y1 + 1,
ide po susjednim mjestima, završava u z i nigdje u sredini ne posjeti z, tj. slika joj je zaista
u Πzy1+1. Pogledajmo na Slici 2.1 kako djeluje Φ.
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Slika 2.1: Slika prikazuje djelovanje funkcije Φ (Izvor: [11])
Nadalje, svaki pi′ ∈ Πzy1+1 takod¯er možemo zapisati kao pi′ = (A1, B1, . . . , B j−1, A j) pa za
svaki pi ∈ Πzy1 takav da je pi = (B1, A1 . . . , B j−1, A j−1, B, A j), gdje je B proizvoljna šetnja
na mjestima manjim ili jednakim od y1 koja pocˇinje i završava u y1, vrijedi Φ(pi) = pi′.
Primijetimo da je zaista pi ∈ Πzy1 jer Bi-ovi pocˇinju i završavaju u y1, Ai-ovi pocˇinju i
završavaju u y1 + 1, osim A j koji završava u z. U sredini se ne dolazi do z jer je B šetnja
ispod y1 < z, i ocˇuvano je svojstvo šetanja po susjednim mjestima. Dakle, pi ∈ Πzy1 . Time
smo dobili da je Φ surjekcija.
Primijetimo da funkcija Φ prvo izbacuje posljednji dio šetnje pi na mjestima manjim ili
jednakim od y1, tj. izbacuje B j, a na ostalim dijelovima šetnje preostalim od pi mijenja
poredak šetnji Ai i Bi za sve i < j.
Promatrajmo vjerojatnost Py1,ω(HTz = pi) što je umnožak faktora ω(x, i) i (1 − ω(x, i)).
Poslužimo se Slikom 2.1 da bismo izracˇunali tu vjerojatnost. Tu vjerojatnost možemo
izracˇunati tako da redom množimo faktore iz šetnje B1, a zatim množimo s ω(y1, b1) jer
idemo iz y1 u y1 + 1, gdje b1 oznacˇava koliko smo puta dosada bili u y1. Nakon toga
množimo faktorima iz šetnje A1, i zatim s (1 − ω(y1 + 1, a1)) (a1 oznacˇuje koliko smo puta
dosada bili u y1 + 1) jer prelazimo iz y1 + 1 u y1. Tako radimo analogno sve do B j(pi) i
A j(pi). Med¯utim, možemo i drugacˇije, tj. možemo pratiti put šetnje Φ(pi). Prvo množimo s
faktorima iz šetnje A1, pa onda s ω(y1 + 1, a1) (primijetimo da se a1 nije promijenio), zatim
množimo s faktorima iz šetnje B1, zatim s ω(y1, b1) (b1 je takod¯er isti), zatim faktore iz A2,
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i tako sve dok ne pomnožimo s faktorima iz šetnje A j(pi). Sada još samo moramo množiti s
odgovarajuc´im faktorima iz šetnje B j(pi) jer je ona izbrisana u Φ(pi). Za ovaj nacˇin množenja
kljucˇno je da funkcija Φ cˇuva relativni poredak mjesta u izletima ispod y1 (što su Bi-ovi) i
cˇuva relativni poredak mjesta u izletima strogo iznad y1 (što su Ai-ovi). Ovakvo tumacˇenje
vjerojatnosti Py1,ω(HTz = pi) može se formalno zapisati kao
Py1,ω(HTz = pi) = Py1+1,ω(HTz = Φ(pi)) · Py1,ω′(HTy1+1 = (B j(pi), y1 + 1)), (2.34)
gdje je ω′ = ψ(ω, (B1, A1, . . . , B j(pi)−1, A j(pi)−1, y1)) i to vrijedi za svaki pi ∈ Πzy1 . U (2.34) smo
prvim izrazom s desne strane pokupili dijelove šetnje pi u redoslijedu (A1, B1, . . . , B j(pi)−1, A j(pi)),
a drugi faktor nam oznacˇuje izbacˇenu šetnju (B j(pi)) i njenu vjerojatnost iz originalnog niza.
Nadalje, primijetimo da je skup Πzy1 prebrojiv. Naime, za svaki m ∈ N definirajmo
Πzy1[m] B {pi ∈ Πzy1 |duljina od pi je m} i oni su ocˇito konacˇni jer se šetnja odvija po susjed-
nim mjestima. Imamo
Πzy1 =
⋃
m∈N
Πzy1[m]
pa je Πzy1 prebrojiv. Zbog toga možemo prosumirati izraz (2.34) po svim moguc´im šetnjama
B j(pi) koje pocˇinju i završavaju u y1 (njih ima takod¯er prebrojivo jer su to dijelovi šetnji u
Πzy1) te dobiti
Py1,ω
(
HTz ∈ Φ−1({Φ(pi)})
)
= Py1+1,ω(HTz = Φ(pi)), ∀pi ∈ Πzy1 .
Buduc´i da je Φ surjektivna, za sve pi ∈ Πzy1+1 iz prethodne jedndžbe imamo
Py1,ω
(
HTz ∈ Φ−1(pi)
)
= Py1+1,ω(HTz = pi). (2.35)
Oznacˇimo s Πzy1(x, t) sve šetnje pi ∈ Πzy1 koje ne posjec´uju x i traju najviše t koraka. U
novim oznakama (2.33) može biti zapisan kao
Py1,ω(HTz ∈ Πzy1(x, t)) ≤ Py1+1,ω(HTz ∈ Πzy1+1(x, t)). (2.36)
Zato desna strana od (2.33) može biti napisana kao
Py1+1,ω(HTz ∈ Πzy1+1(x, t)) = Py1,ω
(
HTz ∈ Φ−1(Πzy1(x, t))
)
, (2.37)
gdje jednakost dobijemo iz (2.35) i prebrojivnosti skupa Πzy1(x, t). Buduc´i da djelovanje
funkcije Φ ne cˇini šetnju dužom niti šetnja postane takva da posjeti x u sredini šetnje
imamo
Φ
(
Πzy1(x, t)
)
⊆ Πzy1+1(x, t). (2.38)
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Sada iz (2.38) slijedi
Πzy1(x, t) ⊆ Φ−1
(
Φ
(
Πzy1(x, t)
))
⊆ Φ−1
(
Πzy1+1(x, t)
)
, (2.39)
gdje smo prvu skupovnu nejednakost dobili iz cˇinjenice da za svaku funkciju f i A podskup
domene od f vrijedi A ⊆ f −1( f (A)).
Iz (2.39) sada slijedi
Py1,ω(HTz ∈ Πzy1(x, t)) ≤ Py1,ω
(
HTz ∈ Φ−1
(
Πzy1+1(x, t)
))
(2.37)
= Py1+1,ω(HTz ∈ Πzy1(x, t)),
a zbog (2.36) to je upravo ono što smo trebali dokazati. 
Definicija 2.23. Neka su ω1, ω2 ∈ Ω+. Kažemo da je ω1 manja ili jednaka od ω2 i pišemo
ω1 ≤ ω2 ako vrijedi ω1(x, i) ≤ ω2(x, i) za svaki x ∈ Z i svaki i ∈ N.
Sljedec´a lema ugrubo govori da povec´avanjem okoline u smislu prethodne definicije
šetnja ne usporava, tj. povec´avanjem okoline s vec´om vjerojatnosti prije dod¯emo do desnog
cilja, nego do lijevog.
Lema 2.24 (Monotonost s obzirom na okolinu). Neka su ω1, ω2 ∈ Ω+ takvi da je ω1 ≤ ω2.
Neka su x, z ∈ Z ∪ {−∞,∞} i y ∈ Z takvi da je x ≤ y ≤ z i neka je t ∈ [0,∞]. Tada vrijedi
Py,ω1(Tz ≤ (Tx ∧ t)) ≤ Py,ω2(Tz ≤ (Tx ∧ t)). (2.40)
Tvrdnja ove leme intuitivno je jasna kao i tvrdnja prošle leme. Med¯utim, vidjet c´emo
da nije lagana za dokazati. Klasicˇna tehnika sparivanja, slicˇna onoj iz Leme 1.4, ne daju
traženi rezultat. Prije nego dokažemo lemu, uvjerimo se da tehnika sparivanja ne daje
ploda.
Primjer 2.25. Neka su ω1, ω2 ∈ Ω+ takve da je ω j(x, 1) = p j i ω j(x, i) = 1/2 ( j = 1, 2), za
sve x ∈ Z i sve i ≥ 2, s time da je 1/2 < p1 < p2 < 1. Dakle, vrijedi ω1 ≤ ω2. Pokušajmo
kao i prije upariti šetnje na ω1 i ω2.
Neka je (Un)n≥0 niz nezavisnih uniformno distribuiranih slucˇajnih varijabli na [0, 1]. Slicˇno
kao i u Lemi 1.4 definiramo šetnje (X(1)n )n≥0 na ω1 i (X
(2)
n )n≥0 na ω2 na sljedec´i nacˇin.
Stavimo X(1)0 = X
(2)
0 = 0. Ako šetnja (X
( j)
n )n≥0 ( j = 1, 2) u trenutku n prvi put posjeti mjesto
na kojem se nalazi, onda se krec´e za jedno mjesto udesno ako i samo ako je Un < p j (u
suprotnom se krec´e za jedno mjesto ulijevo). Ako je šetnja vec´ bila na mjestu na kojem se
nalazi, onda se krec´e za jedno mjesto udesno ako i samo ako je Un < 1/2 (u suprotnom
se krec´e za jedno mjesto ulijevo). Ovime smo ocˇito definirali dvije multi-ERW šetnje na
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okolinama ω1 i ω2. Med¯utim, ne vrijedi X
(1)
n ≤ X(2)n gotovo sigurno. Naime, vrijedi da je
X(1)6 > X
(2)
6 na dogad¯aju{
(Un)5n=0 ∈ 〈p1, p2〉 × 〈p2, 1〉 × 〈
1
2
, p1〉 × 〈0, 12〉 × 〈0,
1
2
〉 × 〈1
2
, p1〉
}
,
koji ima pozitivnu vjerojatnost (i ona iznosi 14 (p2 − p1)(1 − p2)(p1 − 1/2)(p1 − 1/2)). Po-
gledajmo Sliku 2.2 da vidimo kako se šetnje krec´u na gornjem dogad¯aju.
Slika 2.2: Na slici je prikazan put šetnji iz Primjera 2.25. (X(1)n )n je prikazan iscrtkanim
linijama, a (X(2)n )n punim linijama (Izvor: [11])
Dokaz Leme 2.24. Slicˇno kao i u prethodnoj lemi, kada je y = z ili y = x, tvrdnja ocˇito
vrijedi. Zato pretpostavljamo da je x < y < z. Nadalje, tvrdnju je dovoljno dokazati
kada je t < ∞ jer za t = ∞ tvrdnja slijedi iz neprekidnosti vjerojatnosti po konacˇnim t.
Dakle, tvrdnju dokazujemo za konacˇni t. Primijetimo da do vremena t šetacˇ može doc´i do
mjesta koja su za najviše btc koraka udaljena od pocˇetnog y. Takod¯er, na mjestu koje je
udaljeno za manje od btc koraka od y šetacˇ može pojesti najviše btc kolacˇic´a. Dakle utjecaj
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na vjerojatnosti u (2.40) ima samo konacˇno mnogo kolacˇic´a iz ω1 i ω2 i zato možemo
pretpostaviti da se ω1 i ω2 razlikuju samo na konacˇno mnogo kolacˇic´a.
Pretpostavimo da tvrdnja vrijedi kada se ω1 i ω2 razlikuju za jedan kolacˇic´. Neka se ω1 i ω2
razlikuju za m kolacˇic´a i neka je dan niz okolina ω1 = ω1,0 ≤ ω1,1 ≤ ω1,2 ≤ · · · ≤ ω1,m = ω2
tako da se ω1,i i ω1,i+1 razlikuju u samo jednom kolacˇic´u. Buduc´i da po pretpostavci tvrdnja
leme vrijedi za okoline koje se razlikuju u jednom kolacˇic´u, imamo
Py,ω1(Tz ≤ (Tx ∧ t)) ≤ Py,ω1,1(Tz ≤ (Tx ∧ t)) ≤ . . .
≤ Py,ω1,m−1(Tz ≤ (Tx ∧ t))
≤ Py,ω2(Tz ≤ (Tx ∧ t)).
Dakle, tvrdnju je dovoljno dokazati kada se okoline ω1 i ω2 razlikuju na jednom kolacˇic´u
što u nastavku i pretpostavljamo. Neka je (v, j) mjesto i broj kolacˇic´a na kojem se okoline
eventualno razlikuju. Taj kolacˇic´ nazivamo u nastavku kriticˇni kolacˇic´. Buduc´i da nas
zanima vjerojatnost dogad¯aja {Tz ≤ (Tx ∧ t)} (a ta je vjerojatnost suma vjerojatnosti svih
moguc´ih šetnji iz y koje posjete z prije vremena t i prije posjeta mjestu x), bitni su kolacˇic´i
samo izmed¯u x i z pa možemo pretpostaviti da vrijedi x < v < z.
Neka je S vrijeme j-tog dolaska na mjesto v. S je ocˇito vrijeme zaustavljanja i oznacˇuje
vrijeme kada šetacˇ dolazi do kriticˇnog kolacˇic´a. Za i = 1, 2 imamo
Py,ωi(Tz ≤ (Tx ∧ t)) = Py,ωi(Tz ≤ (Tx ∧ t), S < Tz) + Py,ωi(Tz ≤ (Tx ∧ t), S ≥ Tz)
= Py,ωi(S < Tz ≤ (Tx ∧ t)) + Py,ωi(Tz ≤ (Tx ∧ t ∧ S ))
(2.41)
Primijetimo da Py,ωi(Tz ≤ (Tx ∧ t ∧ S )) iz gornjeg izraza ne ovisi o ωi(v, j) pa vrijedi
Py,ω1(Tz ≤ (Tx ∧ t ∧ S )) = Py,ω2(Tz ≤ (Tx ∧ t ∧ S )). Naime, slicˇno kao i prije Py,ωi(Tz ≤
(Tx ∧ t ∧ S )) je suma vjerojatnosti svih šetnji iz y takvih da posjete mjesto z prije vremena
t, prije nego dod¯u do x, i prije nego dod¯u j-ti put u v. Iz toga slijedi da ωi(v, j) nije cˇlan
vjerojatnosti takvih šetnji te zaista vrijedi Py,ω1(Tz ≤ (Tx∧ t∧S )) = Py,ω2(Tz ≤ (Tx∧ t∧S )).
Zbog toga i zbog (2.41) je dovoljno dokazati da je Py,ωi(S < Tz ≤ (Tx ∧ t)) monotono po i.
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Koristec´i Markovljevo svojstvo i cˇinjenicu da su S , Tx i Tz vremena zaustavljanja racˇunamo
Py,ωi(S < Tz ≤ (Tx ∧ t)) =
t−1∑
s=0
Py,ωi(S < Tz ≤ (Tx ∧ t), S = s)
=
t−1∑
s=0
Ey,ωi[Py,ωi(s < Tz ≤ (Tx ∧ t), S = s|Fs)]
=
t−1∑
s=0
Ey,ωi[Ey,ωi[1{s<Tz≤(Tx∧t)} 1{S =s}︸︷︷︸
∈Fs
|Fs]]
=
t−1∑
s=0
Ey,ωi[Ey,ωi[1{s<Tz≤(Tx∧t)}|Fs]1{S =s}]
=
t−1∑
s=0
Ey,ωi[Py,ωi(s < Tz ≤ (Tx ∧ t)|Hs); S = s]
=
t−1∑
s=0
Ey,ωi[Pv,ψ(ωi,Hs)(Tz ≤ (Tx ∧ (t − s))); S = s],
gdje zadnju jednakost imamo jer na {S = s} Hs završava u v. Dakle, potrebno je dokazati
da je izraz
t−1∑
s=0
Ey,ωi[Pv,ψ(ωi,Hs)(Tz ≤ (Tx ∧ (t − s))); S = s] (2.42)
monoton po i.
Primijetimo da na {S = s} za i ∈ {1, 2} Py,ω1-g.s. vrijedi
Pv,ψ(ωi,Hs)(Tz ≤ (Tx ∧ (t − s))) =(1 − ωi(v, j)) Pv−1,ψ(ωi,Hs+1)(Tz ≤ (Tx ∧ (t − s − 1)))
+ ωi(v, j) Pv+1,ψ(ωi,Hs+1)(Tz ≤ (Tx ∧ (t − s − 1))),
(2.43)
gdje zbog definicije od ψ možemo pisati ψ(ωi,Hs+1) umjesto izraza ψ(ωi, (Hs, v − 1)) i
ψ(ωi, (Hs, v + 1)) jer zadnji korak u šetnji nema utjecaja na promjenu okoline. Nadalje,
(2.43) se može raspisati kao
Pv−1,ψ(ωi,Hs+1)(Tz ≤ (Tx ∧ (t − s − 1)))
+ ωi(v, j) [Pv+1,ψ(ωi,Hs+1)(Tz ≤ (Tx ∧ (t − s − 1)))
− Pv−1,ψ(ωi,Hs+1)(Tz ≤ (Tx ∧ (t − s − 1)))].
(2.44)
Po Lemi 2.22 s y1 = v − 1 i y2 = v + 1 imamo Py,ω1-g.s. (za i = 1, 2)
Pv−1,ψ(ωi,Hs+1)(Tz ≤ (Tx ∧ (t − s − 1))) ≤ Pv+1,ψ(ωi,Hs+1)(Tz ≤ (Tx ∧ (t − s − 1))) (2.45)
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pa ωi(v, j) množi nešto pozitivno u izrazu (2.44).
Primijetimo da je na {S = s}
ψ(ω1,Hs+1) = ψ(ω2,Hs+1) (2.46)
jer je u trenutku S = s šetacˇ j-ti put u v i nakon toga pojede kriticˇni kolacˇic´ i time briše
jedinu razliku izmed¯u ω1 i ω2. Buduc´i da je ω1(v, j) ≤ ω2(v, j), na {S = s} zbog (2.44)
uvažavajuc´i (2.46) vrijedi Py,ω1-g.s.
Pv,ψ(ω1,Hs)(Tz ≤ (Tx ∧ (t − s))) ≤ Pv,ψ(ω2,Hs)(Tz ≤ (Tx ∧ (t − s))).
Posljedicˇno, (2.42) za i = 1 je manje ili jednako od
t−1∑
s=0
Ey,ω1[Pv,ψ(ω2,Hs)(Tz ≤ (Tx ∧ (t − s))); S = s]. (2.47)
Med¯utim, na {S = s} je distribucija od Hs po Py,ω1 jednaka distribuciji od Hs po Py,ω2 jer
kriticˇni kolacˇic´ nema utjecaja. Isto vrijedi i za funkciju 1{S =s} pa time dobivamo da je izraz
Pv,ψ(ω2,Hs)(Tz ≤ (Tx ∧ (t − s)))1{S =s}
jednako distribuiran po Py,ω1 i po Py,ω2 . Zato u (2.47) možemo zamijeniti Ey,ω1 s Ey,ω2 bez
da promijenimo vrijednost samog izraza. Dakle, (2.42) za i = 1 je manje ili jednako od
(2.42) za i = 2 i time smo pokazali tvrdnju leme. 
Napomena 2.26. Iz prethodne leme direktno slijedi sljedec´a tvrdnja. Neka su kao i u
prethodnoj lemi ω1, ω2 ∈ Ω+ takvi da je ω1 ≤ ω2. Takod¯er, x, z ∈ Z∪ {−∞,∞} i y ∈ Z takvi
da je x ≤ y ≤ z i neka je t ∈ [0,∞]. Tada vrijedi
Py,ω1(Tz > (Tx ∧ t)) ≥ Py,ω2(Tz > (Tx ∧ t)).
Tvrdnju smo dobili komplementiranjem tvrdnje iz prethodne leme i te dvije tvrdnje su ocˇito
ekvivalentne. Ova verzija c´e nam takod¯er biti korisna u tvrdnjama koje c´emo dokazati.
Sljedec´a dva teorema koja dokazujemo zapravo su korolari prethodnih lema. Prvi te-
orem govori da je vjerojatnost povratka u 0 monotona s obzirom na okolinu.
Teorem 2.27. Vjerojatnost P0,ω(∀n > 0 : Xn > 0) monotono je rastuc´a s obzirom na
okolinu ω.
Dokaz. Za svaki ω ∈ Ω+ imamo
P0,ω(∀n > 0 : Xn > 0) = P0,ω(X1 = 1)P0,ω(∀n > 0 : Xn > 0|X1 = 1)
= ω(0, 1)P1,ψ(ω,(0,1))(∀n > 0 : Xn > 0)
= ω(0, 1)P1,ω(∀n > 0 : Xn > 0), (2.48)
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gdje zadnju jednakost imamo po Lemi 1.8 jer je ω(x) = ψ(ω, (0, 1))(x), za sve x ≥ 1, i jer
vrijedi
{X0 = 1} ∩ {∀n > 0 : Xn > 0} = {X0 = 1} ∩ {(Xτ1,m , Xτ1,m+1) , (1, 1),∀m > 0}︸                                                  ︷︷                                                  ︸
∈σ((Xτ1,m )m≥1)
.
Primijetimo da je P1,ω(∀n > 0 : Xn > 0) = P1,ω(T∞ ≤ (T0 ∧ ∞)), a to je po Lemi 2.24 za
x = 0, y = 1, z = t = ∞ monotono po ω što s monotonosti faktora ω(0, 1) daje tvrdnju
teorema. 
Sljedec´i teorem tvrdi da je brzina šetnje monotona s obzirom na okolinu.
Teorem 2.28. Neka je P vjerojatnost na Ω+ ×Ω+ takva da je
P ({(ω1, ω2) ∈ Ω+ ×Ω+|ω1 ≤ ω2}) = 1
i neka su (ωi(x))x≥0 stacionarni i ergodski za i = 1, 2. Ako s vi (i = 1, 2) oznacˇimo P×P0,ωi-
g.s. limes limn Xn/n (iz Teorema 2.21), onda je v1 ≤ v2.
Dokaz. Prisjetimo se prvo pomoc´ne tvrdnje. Ako je X nenegativna slucˇajna varijabla na
(Ω,F , P), tada vrijedi
E[X] =
∫ ∞
0
P(X ≥ t)dt. (I)
Ako je X omed¯ena s C, onda je P(X ≥ t) = 0 za t > C pa za omed¯ene nenegativne varijable
vrijedi slicˇna relacija u kojoj gornju granicu integrala u (I) mijenjamo s C.
Sada dokazujemo tvrdnju teorema. Primijetimo da je |Xn/n| ≤ 1 P× P0,ωi-g.s. (i = 1, 2)
pa za i = 1, 2 po Lebesgueovom teoremu dominirane konvergencije imamo
vi = E[E0,ωi[ limn→∞ Xn/n]] = E[E0,ωi[ limk→∞
XTk/Tk]]
= lim
k→∞
E[E0,ωi[XTk/Tk]] = limk→∞
E[E0,ωi[k/Tk]]
(I)
= lim
k→∞
E
[∫ 1
0
P0,ωi
(
k
Tk
≥ t
)
dt
]
= lim
k→∞
E
[∫ 1
0
P0,ωi (Tk ≤ k/t) dt
]
(H)
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Po Lemi 2.24 za y = 0, x = −∞ i z = k za svaki t ∈ 〈0, 1〉 slijedi
P0,ω1 (Tk ≤ k/t) = P0,ω1
(
Tk ≤
(
T−∞ ∧ kt
))
≤ P0,ω2
(
Tk ≤
(
T−∞ ∧ kt
))
= P0,ω2 (Tk ≤ k/t) .
Ako primijenimo prethodnu nejedakost u (H), dobijemo v1 ≤ v2. 
2.5 Šetnje bez uzbud¯enja nakon drugog kolacˇic´a
Na kraju ovog diplomskog rada vrac´amo se Primjeru 0.1, tj. šetnji u kojoj je okolina dana
s ω(x) = (p, p, 1/2, 1/2, . . . ), za svaki x ∈ Z, gdje je p ∈ [1/2, 1]. Buduc´i da šetnja u
primjeru ima specificˇnu okolinu, može se rec´i nešto više o brzini šetnje i o vjerojatnosti da
se nikada ne vratimo u pocˇetno mjesto.
U Primjeru 2.16 izveli smo zakljucˇak da je šetnja iz Primjera 0.1 povratna ako i samo
ako je p ≤ 3/4. Ocˇito, za p ≤ 3/4 vjerojatnost da se nikada ne vratimo u pocˇetno mjesto
jednaka je 0. Takod¯er, ako je p = 1, onda znamo da je vjerojatnost da se nikada ne
vratimo u pocˇetno mjesto jednaka 1 jer je to degenerirana šetnja u kojoj se stalno krec´emo
nadesno. Pitamo se što vrijedi u slucˇaju p ∈ 〈3/4, 1〉. Sljedec´i teorem, koji je u opc´enitijoj
formulaciji, daje odgovor na to pitanje.
Teorem 2.29. Neka je niz (ω(x))x≥0 niz nezavisan i jednako distribuiran po P. Ako je
ω(0, i) = 1/2 P-g.s. za sve i ≥ 3 i ako je P(ω(0, 2) = 1/2) < 1, onda vrijedi
P0[∀n > 0 : Xn > 0] = E[ω(0, 1)](E[δ
0] − 1)+
E[ω(0, 1)(2ω(0, 2) − 1)] , (2.49)
gdje je (x)+ B max{x, 0}.
Prije nego krenemo s dokazom, treba primijetiti da je nezavisan i jednako distribuiran
niz (ω(x))x≥0 stacionaran i ergodski. Naime, stacionarnost dobijemo odmah iz nezavisnosti
i jednake distribuiranosti. Za ergodicˇnost primijetimo da za svaki invarijantan skup A, koji
je po (2.1) oblika
A = {ω(x)x≥K ∈ B}, ∀K ≥ 0, za neki izmjerivi B,
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vrijedi A ∈ F K B σ(ω(K), ω(K + 1), ω(K + 2), . . . ), za svaki K ≥ 0. To znacˇi da je
A ∈ F ∞ B
∞⋂
K=0
F K .
F ∞ zovemo repnom σ-algebrom niza (ω(x))x≥0. Ukoliko je niz (ω(x))x≥0 nezavisan, za
njega vrijedi tzv. Kolmogorovljev zakon 0-1 koji kaže da je svaki A ∈ F ∞ vrijedi P(A) ∈
{0, 1} (vidi [8, Teorem 12.5.]). Posebno, svaki invarijantan skup je vjerojatnosti ili 0 ili 1, a
to znacˇi da je niz (ω(x))x≥0 ergodski.
Dakle, nezavisan i jednako distribuiran niz (ω(x))x≥0 je stacionaran i ergodski pa možemo
primjenjivati rezultate koje smo prije dokazali.
Dokaz Teorema 2.29. Promatrajmo izraz δ0 − D0∞ koji oznacˇuje otklon spremljen u svim
kolacˇic´ima na mjestu 0 koji nisu pojedeni u šetnji. S jedne strane, iz (2.11) imamo da je
E0[D0∞] = min{E[δ0], 1} pa slijedi
E0[δ0 − D0∞] = E[δ0] −min{E[δ0], 1} = (E[δ0] − 1)+. (2.50)
S druge strane, zbog toga što je prvi kolacˇic´ na mjestu 0 pojeden P0-g.s. odmah na pocˇetku
i zbog toga što samo prva dva kolacˇic´a na mjestu 0 imaju utjecaja na δ0, imamo P0-g.s.
δ0 − D0∞ = (2ω(0, 2) − 1)1{∀n>0:Xn>0}.
Ako djelujemo ocˇekivanjem E0 na prošlu relaciju, dobijemo
E0[δ0 − D0∞] = E0[(2ω(0, 2) − 1)1{∀n>0:Xn>0}]
= E[(2ω(0, 2) − 1)E0,ω[1{∀n>0:Xn>0}]]
= E[(2ω(0, 2) − 1)P0,ω(∀n > 0 : Xn > 0)].
(2.51)
Kombinirajuc´i relacije (2.50) i (2.51), imamo
(E[δ0] − 1)+ = E[(2ω(0, 2) − 1)P0,ω(∀n > 0 : Xn > 0)]. (2.52)
Prisjetimo se relacije (2.48) koja kaže
P0,ω(∀n > 0 : Xn > 0) = ω(0, 1)P1,ω(∀n > 0 : Xn > 0). (2.53)
Primijetimo da je P1,ω(∀n > 0 : Xn > 0) funkcija od (ω(x))x≥1. Naime, dogad¯aj {∀n >
0 : Xn > 0} je iz σ-algebre generirane s (Xτ1,m)m≥1, tj. bitno je samo što se dogad¯a na
mjestima iznad 1. Zato je P1,ω(∀n > 0 : Xn > 0) izmjerivo preslikan (ω(x))x≥1. Zbog ove
cˇinjenice i zbog pretpostavke nezavisnosti niza (ω(x))x≥0 sada zakljucˇujemo da su ω(0) i
P1,ω(∀n > 0 : Xn > 0) nezavisne po P.
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Imamo dvije posljedice ove nezavisnosti. Prva posljedica je da se desna strana od (2.52)
može napisati pomoc´u (2.53) kao
E[(2ω(0, 2) − 1)ω(0, 1)P1,ω(∀n > 0 : Xn > 0)]
= E[(2ω(0, 2) − 1)ω(0, 1)] P1[∀n > 0 : Xn > 0]
iz cˇega imamo
P1[∀n > 0 : Xn > 0] = (E[δ
0] − 1)+
E[(2ω(0, 2) − 1)ω(0, 1)] . (2.54)
Druga posljedica nezavisnosti je da ako uzmemo ocˇekivanje E u (2.53), dobijemo
P0[∀n > 0 : Xn > 0] = E[ω(0, 1)]P1[∀n > 0 : Xn > 0]. (2.55)
Sada kombiniranjem (2.54) i (2.55) dobivamo
P0[∀n > 0 : Xn > 0] = E[ω(0, 1)] (E[δ
0] − 1)+
E[ω(0, 1)(2ω(0, 2) − 1)] .

Primjer 2.30. Pomoc´u prethodnog teorema sada možemo izracˇunati vjerojatnost da se
nikada ne vratimo u pocˇetno mjestu u šetnji opisanoj u Primjeru 0.1. Dakle, imamo da je
ω(x) = (p, p, 1/2, 1/2, . . . ) P-g.s., za svaki x ≥ 0 i neki p ∈ [1/2, 1]. Za p = 1/2 šetnja
je jednostavna simetricˇna slucˇajna šetnja pa je vjerojatnost da se nikada ne vratimo na
pocˇetno mjesto jednaka 0. Iz (2.49) za p > 1/2 sada slijedi
P0[∀n > 0 : Xn > 0] = E[ω(0, 1)](E[δ
0] − 1)+
E[ω(0, 1)(2ω(0, 2) − 1)] =
p(4p − 3)+
p(2p − 1) =
(4p − 3)+
2p − 1 .
Primijetimo da zbog p > 1/2 vrijedi 2p − 1 > 0, zato se prethodno može napisati kao
P0[∀n > 0 : Xn > 0] =
(
4p − 3
2p − 1
)
+
=
(
2 − 1
2p − 1
)
+
što je izraz kojeg smo izrekli u Primjeru 0.1. Pogledajmo na Slici 2.3 kako u ovoj šetnji
izgleda odnos parametra p i vjerojatnosti P0[∀n > 0 : Xn > 0].
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Slika 2.3: Slika prikazuje ovisnost parametra p i vjerojatnosti da se nikada ne vratimo na
pocˇetno mjesto u šetnji iz Primjera 0.1
Sljedec´i teorem daje nam odgovor na pitanje koja je brzina šetnje u Primjeru 0.1, ali
tvrdnja vrijedi i za nešto opc´enitije okoline.
Teorem 2.31. Neka je (ω(x))x≥0 stacionaran i ergodski po P. Neka je ω(0, i) = 1/2 P-g.s.
za svaki i ≥ 3 i neka je P(ω(0, 1) < 1, ω(1, 1) < 1) > 0. Tada vrijedi
lim
n→∞
Xn
n
= 0 P0-g.s.
Dokaz. Prema pretpostavci P(ω(0, 1) < 1, ω(1, 1) < 1) > 0 slijedi da postoji ε > 0 takav
da je P(ω(0, 1) < 1 − ε, ω(1, 1) < 1 − ε) > 0. Naime, iz
{ω(0, 1) < 1, ω(1, 1) < 1} =
∞⋃
n=0
{
ω(0, 1) < 1 − 1
n
, ω(1, 1) < 1 − 1
n
}
,
gdje je unija rastuc´a, slijedi da je
0 < P(ω(0, 1) < 1, ω(1, 1) < 1) = lim
n→∞P
(
ω(0, 1) < 1 − 1
n
, ω(1, 1) < 1 − 1
n
)
.
Iz toga slijedi da postoji n0 ∈ N takav da je P
(
ω(0, 1) < 1 − 1n0 , ω(1, 1) < 1 − 1n0
)
> 0. Sada
možemo uzeti ε = 1/n0.
Neka je ε takav da vrijedi P(ω(0, 1) < 1 − ε, ω(1, 1) < 1 − ε) > 0. Za svaki j ∈ N
definirajmo skup s
A j B {ω( j − 1, 1) < 1 − ε, ω( j, 1) < 1 − ε}.
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Zbog stacionarnosti niza (ω(x))x≥0, imamo da je P(A j) =: α > 0, za sve j ∈ N.
Da bismo dokazali tvrdnju teorema, po Teoremu 2.21 dovoljno je dokazati da je u =∑∞
j=1 P0[T j+1 − T j ≥ j] = ∞. Ovo c´emo dokazati analizom najgoreg slucˇaja na sljedec´i
nacˇin. Za svaki j ∈ Z definirajmo ω j s
ω j(x) B
(1, 1/2, 1/2, 1/2, . . . ), x < j − 1
(1/2, 1/2, 1/2, 1/2, . . . ), x = j − 1
(1 − ε, 1, 1/2, 1/2, . . . ), x = j
(1, 1, 1/2, 1/2, . . . ), x > j.
Neka je sada j ≥ 1. Koristec´i jako Markovljevo svojstvo imamo
P0[T j+1 − T j ≥ j]
≥ E[P0,ω(T j+1 − T j ≥ j)1A j]
≥ E[P0,ω(T j+1 − T j ≥ j, XT j−1+1 = j − 2)1A j]
= E[E0,ω[P0,ω(T j+1 − T j ≥ j, XT j−1+1 = j − 2︸            ︷︷            ︸
∈FT j
|FT j)]1A j]
= E[E0,ω[P0,ω(T j+1 − T j ≥ j|FT j); XT j−1+1 = j − 2]1A j]
= E[E0,ω[P j,ψ(ω,HT j )(T j+1 ≥ j); XT j−1+1 = j − 2]1A j]
= E[E0,ω[P j,ψ(ω,HT j )(T j+1 ≥ j); XT j−1+1 = j − 2, A j]]. (2.56)
Primijetimo da je
P j,ψ(ω,HT j )(T j+1 ≥ j) = P j,ω′j(T j+1 ≥ j), (2.57)
gdje je ω
′
j(x) B ψ(ω,HT j)(x) za x ≥ 0, a ω′j(x) B ω j(x) za x < 0. Zaista, P j,ψ(ω,HT j )(T j+1 <
j) ovisi samo o okolini na mjestima vec´im 0. Naime, ako smo posjetili mjesto j + 1 strogo
prije vremena j, onda krec´uc´i iz j nismo nikako mogli doc´i do 0 i vratiti se u j + 1, a da to
traje krac´e od j koraka. Buduc´i da se okoline ψ(ω,HT j) i ω
′
j podudaraju na mjestima vec´im
od 0, imamo P j,ψ(ω,HT j )(T j+1 < j) = P j,ω′j(T j+1 < j), a onda iz komplementa dobijemo i
(2.57).
Nadalje, primijetimo da je
ω
′
j ≤ ω j P0-g.s. na dogad¯aju {ω( j, 1) < 1 − ε, XT j−1+1 = j − 2}. (2.58)
Zaista, odmah iz definicije od ω
′
j slijedi da je ω
′
j(x) = ω j(x) za x < 0 pa (2.58) vrijedi
za x < 0. Buduc´i da je j ≥ 1 i da vrijedi ω j(x) = (1, 1, 1/2, 1/2, . . . ) za x > j, iz
definicije od ω
′
j slijedi ω
′
j(x) = ψ(ω,HT j)(x) ≤ ω j(x), za sve x > j pa (2.58) vrijedi
i za x > j. Za x = j, koristec´i da smo na dogad¯aju gdje je ω( j, 1) < 1 − ε, imamo
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ω
′
j( j) = ψ(ω,HT j)( j) = ω( j) ≤ ω j( j). Za 0 ≤ x < j−1 primijetimo da šetacˇ prilikom šetnje
od 0 do j pojede sve prve kolacˇic´e na mjestima izmed¯u 0 i j − 1 (ukljucˇujuc´i i mjesta 0 i
j − 1) i time ostavlja najviše po jedan kolacˇic´ na svakom mjestu koji je jacˇi od 1/2 (a to je
onda, ako postoji, sljedec´i kolacˇic´). Zbog ω j(x) = (1, 1/2, 1/2, . . . ), za 0 ≤ x < j − 1, sada
imamo ω
′
j( j) = ψ(ω,HT j)( j) ≤ ω j( j), za 0 ≤ x < j − 1. Konacˇno, za x = j − 1, zbog toga
što smo na dogad¯aju {XT j−1+1 = j−2}, mjesto j−1 bude posjec´eno barem dvaput prije nego
šetnja dod¯e do j (prvi put u vremenu T j−1, nakon kojeg se krec´emo ulijevo, a posljednji put
netom prije T j). Time smo dobili da je i ω
′
j( j − 1) = ω j( j − 1) pa tvrdnja (2.58) vrijedi za
sve x ∈ Z.
Iz (2.57), (2.58) i Napomene 2.26 za x = −∞, y = j, z = j + 1 i t = j − 1 slijedi da je
(2.56) vec´e ili jednako od
E[E0,ω[P j,ω j(T j+1 ≥ j);XT j−1+1 = j − 2, A j]]
= E[E0,ω[P j,ω j(T j+1 ≥ j); XT j−1+1 = j − 2]; A j].
Buduc´i da ω j ne ovisi o P0,ω ni o P, P j,ω j(T j+1 ≥ j) je konstanta i prethodni izraz jednak je
P j,ω j(T j+1 ≥ j)E[P0,ω(XT j−1+1 = j − 2); A j].
Po pretpostavci o okolini ω znamo da je P0,ω(XT j−1+1 = j − 2) = 1 − ω( j, 1) ≥ ε na A j. Iz
definicije skupa A j znamo da je P(A j) = α, a po Napomeni 2.2 imamo da je P j,ω j(T j+1 ≥
j) = P0,ω0(T1 ≥ j). Dakle,
P j,ω j(T j+1 ≥ j)E[P0,ω(XT j−1+1 = j − 2); A j] ≥ P0,ω0(T1 ≥ j) ε α.
Ovim racˇunom dobili smo da je P0[T j+1 − T j ≥ j] ≥ P0,ω0(T1 ≥ j) ε α. Buduc´i da želimo
dokazati da je u = ∞, dovoljno je dokazati da je
∞∑
j=1
P0,ω0(T1 ≥ j) = E0,ω0[T1] = ∞.
Promotrimo jedan od moguc´ih nacˇina zapisivanja varijable T1:
T1 =
∞∑
k=0
(T−k−1 ∧ T1 − T−k)1{T−k<T1}. (2.59)
Dokažimo gornju jednakost. Bez smanjenja opc´enitosti možemo pretpostaviti da krec´emo
iz 0, a ne da krec´emo P0-g.s. iz 0. Neka je w ∈ Ω. Buduc´i da krec´emo iz 0, postoji
jedinstveni k ∈ N0 takav da je T−k(w) < T1(w) < T−k−1(w). T1(w), tj. vrijeme koje šetnja
provede izmed¯u pocˇetka u 0 sve do prvog dolaska u 1, možemo izracˇunati tako da zbro-
jimo vrijeme koje šetnja provede izmed¯u prvih dolazaka na mjesta 0 i −1, zatim zbrojimo
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vrijeme izmed¯u prvih dolazaka u −1 i −2, zatim −2 i −3, sve do −k + 1 i −k. Posljedenje
vrijeme koje zbrojimo treba biti vrijeme koje provedemo izmed¯u prvih dolazaka na mjesta
−k i 1. Znacˇi da vrijedi
T1(w) = (T−1(w) − T0(w)) + · · · + (T−k(w) − T−k+1(w)) + (T1(w) − T−k(w)).
Buduc´i da je T1(w) > T−l(w) za l ≤ k i T1(w) < T−l(w) za l > k, slijedi da je
(T−l−1(w) − T−l(w)) = (T−l−1(w) ∧ T1(w) − T−l(w))1{T−l(w)<T1(w)} za l ≤ k − 1,
(T1(w) − T−k(w)) = (T−l−1(w) ∧ T1(w) − T−l(w))1{T−l(w)<T1(w)} za l = k,
0 = (T−l−1(w) ∧ T1(w) − T−l(w))1{T−l(w)<T1(w)} za l > k.
Time smo dobili
T1(w) =
∞∑
l=0
(T−l−1(w) ∧ T1 − T−l(w))1{T−l(w)<T1(w)},
tj. (2.59) zaista vrijedi.
Sada zbog nenegativnosti sumanada u (2.59) imamo
E0,ω0[T1] =
∞∑
k=0
E0,ω0[(T−k−1 ∧ T1 − T−k); T−k < T1]
=
∞∑
k=0
E0,ω0[E0,ω0[(T−k−1 ∧ T1 − T−k)|FT−k]; T−k < T1]. (2.60)
Za k ≥ 2, uvjetno ocˇekivanje E0,ω0[(T−k−1 ∧ T1 − T−k)|FT−k] na {T−k < T1} je po jakom
Markovljevom svojstvu jednako
E−k,ψ(ω0,HT−k )[T−k−1 ∧ T1] = 1 + E−k+1,ψ(ω0,HT−k+1)[T−k−1 ∧ T1] (2.61)
≥ E−k+1,ψ(ω0,HT−k+1)[T−k−1 ∧ T1]
= 2(k − 1). (2.62)
(2.61) vrijedi jer je po definiciji ω0(−k, 1) = 1. Da bismo opravdali (2.62), primijetimo
da šetnja od vremena 0 do vremena T−k + 1 pojede sve prve kolacˇic´e izmed¯u 0 i −k, a
to su jedini kolacˇic´i izmed¯u 0 i −k koji su jacˇi od 1/2. Zato je okolina ψ(ω0,HT−k+1)
na mjestima izmed¯u 0 i −k zapravo okolina jednostavne simetricˇne slucˇajne šetnje, a izraz
E−k+1,ψ(ω0,HT−k+1)[T−k−1∧T1] oznacˇuje ocˇekivano vrijeme dolaska u 1 ili −k−1 za jednostavnu
simetricˇnu slucˇajnu šetnju koja krec´e iz −k + 1 i ono iznosi 2(k − 1) (vidi [4, Chapter 14.3
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(3.5)]).
Ukoliko (2.62) uvrstimo u (2.60), dobijemo
E0,ω0[T1] ≥
∞∑
k=2
2(k − 1)P0,ω0(T−k < T1). (2.63)
Primijetimo da za svaki k ≥ 2 vrijedi
P0,ω0(T−k < T1) = P0,ω0(T−k <T1|X1 = −1) (1 − ω0(0, 1))︸          ︷︷          ︸
=ε
+ P0,ω0(T−k < T1|X1 = 1)︸                       ︷︷                       ︸
=0
ω0(0, 1).
(2.64)
i da je
P0,ω0(T−k < T1|X1 = −1) = P−1,ψ(ω0,(0,−1))(T−k < T1)
= P−1,ω0(T−k < T0),
(2.65)
gdje zadnju jednakost imamo jer je ω0(0, 2) = 1. Naime, okoline ω0 i ψ(ω0, (0,−1)) se
podudaraju na negativnim mjestima. Ako krec´uc´i iz −1 na okolini ψ(ω0, (0,−1)) dod¯emo
u 0, onda zbog ω0(0, 2) = 1 idemo sigurno desno u 1. To je jednako vjerojatno tome da
krec´emo iz −1 na okolini ω0 i dod¯emo u 0.
Uvrštavajuc´i (2.64) i (2.65) u (2.63) imamo
E0,ω0[T1] ≥ 2ε
∞∑
k=2
(k − 1)P−1,ω0(T−k < T0).
Buduc´i da harmonijski red
∞∑
n=1
1
n divergira, da bismo dobili E0,ω0[T1] = ∞, dovoljno je
pokazati da za svaki k ≥ 2 vrijedi
P−1,ω0(T−k < T0) =
1
(k − 1)k . (2.66)
Dokazujemo indukcijom po k. Zbog P−1,ω0(T−2 < T0) = 1 − ω(−1, 1) = 12 = 11·2 pa (2.66)
vrijedi za k = 2. Pretpostavimo da (2.66) vrijedi za neki k. Buduc´i da je {T−k < T0} ⊆
{T−k−1 > T0}, koristec´i jako Markovljevo svojstvo imamo
P−1,ω0(T−k−1 < T0) = P−1,ω0(T−k−1 < T0,T−k < T0)
= E−1,ω0[P−1,ω0(T−k−1 < T0,T−k < T0︸    ︷︷    ︸
∈FT−k
|FT−k)]
= E−1,ω0[P−1,ω0(T−k−1 < T0|FT−k); T−k < T0]
= E−1,ω0[P−k,ψ(ω0,HT−k )(T−k−1 < T0); T−k < T0]. (2.67)
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Buduc´i da je ω0(−k, 1) = 1, imamo
P−k,ψ(ω0,HT−k )(T−k−1 < T0) = P−k+1,ψ(ω0,HT−k+1)(T−k−1 < T0) =
k − 1
k + 1
, (2.68)
gdje za zadnju jednakost argumentiramo isto kao i prije. Naime, šetnja od vremena 0 do
vremena T−k +1 pojede sve prve kolacˇic´e izmed¯u 0 i −k, a time i sve kolacˇic´e koji su jacˇi od
1/2. Dakle, imamo šetnju na okolini koja je izmed¯u mjesta −k i 0 jednaka kao okolina za
jednostavnu simetricˇnu slucˇajnu šetnju. Zato je po (1.1) P−k+1,ψ(ω0,HT−k+1(T−k−1 < T0) =
k−1
k+1 .
Uvrštavajuc´i (2.68) u (2.67) i koristec´i pretpostavku indukcije dobivamo
P−1,ω0(T−k−1 < T0) = E−1,ω0
[
k − 1
k + 1
; T−k < T0
]
=
k − 1
k + 1
P−1,ω0(T−k < T0)
=
k − 1
k + 1
· 1
(k − 1)k
=
1
k(k + 1)
.
Po principu matematicˇke indukcije sada imamo da (2.66) vrijedi za svaki k ≥ 2. Time smo
dokazali da je E0,ω0[T1] = ∞, a onda i u = ∞ pa slijedi
lim
n→∞
Xn
n
= 0 P0-g.s.

Napomena 2.32. Prošli teorem povlacˇi da je brzina šetnje iz Primjera 0.1 0 za p < 1.
Ocˇito, za p = 1 je Xn = n P0-g.s. za sve n ∈ N0 pa je brzina šetnje u tom slucˇaju 1.
Možemo ic´i i korak dalje, tj. pitati se što možemo rec´i o brzini šetnje za šetnju iz Primjera
2.18. Okolina u toj šetnji dana je s
ω(x) = (p, . . . , p︸   ︷︷   ︸
k puta
, 1/2, 1/2, . . . ), ∀x ∈ Z,
gdje je k ≥ 3 i p ∈ [1/2, 1]. Primijetimo da je za ovakvu šetnju δ0 = k(2p − 1). Ukoliko
izbacimo degenerirani slucˇaj kada je p = 1, pitamo se možemo li nac´i k ∈ N0 i p ∈ [1/2, 1〉
tako da je brzina šetnje strogo pozitivna. Prvo su Mountford, Pimentel i Valle u [6] pokazali
da za svaki p ∈ [1/2, 1〉 postoji k0 takav da je za svaki k > k0 brzina šetnje strogo pozitivna.
Takod¯er, pokazali su i da je brzina šetnje 0 ako je k(2p − 1) < 2. Nakon toga Basdevant i
Singh su u [1] (u nešto opc´enitijoj formulaciji) pokazali da je brzina šetnje strogo vec´a od
0 ako i samo ako je k(2p − 1) > 2.
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Sažetak
U diplomskom radu bavili smo se vrstom slucˇajne šetnje na Z u neslucˇajnim i slucˇajnim
okolinama. Šetnja se u engleskoj literaturi naziva multi-excited random walk on integers
ili popularnije cookie random walk. To je šetnja s pomacima za jedno mjesto udesno ili
ulijevo u kojoj vjerojatnost smjera kretanja ovisi o tome koliko puta smo se do tog trenutka
našli u trenutnom mjestu. Takod¯er, zahtijevamo da je vjerojatnost pomaka nadesno vec´a
nego vjerojatnost pomaka nalijevo. U radu je glavni cilj bio pokazati nužne i dovoljne
uvjete za povratnost šetnje, dati izraz za brzinu šetnje i pokušati te rezultate primijeniti na
šetnji iz Primjera 0.1. U prvom poglavlju uveli smo glavne oznake u radu i bavili smo se
svojstvima šetnje na fiksoj okolini. Ovo poglavlje je zapravo priprava za glavne rezultate u
slucˇajnim okolinama. U drugom poglavlju bavili smo se šetnjama u slucˇajnim okolinama,
tj. okolinama u kojima su i vjerojatnosti smjera kretanja slucˇajne. Ipak, ogranicˇili smo se
na stacionarne i ergodske okoline. U Teoremu 2.14 dokazujemo glavnu tvrdnju rada, nužne
i dovoljne uvjete za povratnost i prolaznost šetnje te zatim koristimo teorem na specificˇnim
šetnjama. Takod¯er, bavimo se i brzinom slucˇajne šetnje koju definiramo kao limes omjera
pomaka i vremena (tj. lim
n→∞
Xn
n ) te pokazujemo da je brzina gotovo sigurno dobro definirana
za svaku šetnju. Na samom kraju rada vrac´amo se šetnji iz Primjera 0.1 te racˇunamo
tocˇnu formulu za vjerojatnost da se nikada ne vratimo u pocˇetno mjesto (Teorem 2.29) i
dokazujemo da je brzina šetnje za p < 1 jednaka 0 (Teorem 2.31).
Summary
This master’s thesis deals with a special class of random walks on Z in random and non-
random media called multi-excited random walks on integers, more popularly known as
cookie random walks. In this walk a nearest neighbor random walk on Z is launched in
such a way that at each site the random walker has a drift to the right, the strength of
which depends on the environment at that site and how many times the walker has visited
the site before. The main goal of the thesis is to give necessary and sufficient conditions
for recurrence of the walk, to give expression for the speed of the walk, and to apply
those results to the walk described in Example 0.1. In Chapter 1 the basic notations are
introduced and the properties of the walk in fixed environment are analyzed. This chapter is
a preparation for the main results in random environments. The second chapter deals with
walks in random environments, i.e. the probability of moving to the right also has some
distribution. It is assumed that the environments are stationary and ergodic. Theorem 2.14
contains the proof of the main result of the thesis, a criterion for recurrence and transience,
and this result is applied to some specific random walks. The next topic of this thesis is
the existence of speed of random walks, which is defined as a limit of the ratio of the
displacement from the starting position and current running time of a walk, i.e. lim
n→∞
Xn
n if
we start from 0. It is proven that such speed exists almost surely for every walk (Theorem
2.21). The last part of the thesis returns to the walk from Example 0.1. The exact formula
for the probability that the walker will never return to 0 (Theorem 2.29) is computed and it
is proven that the walk in Example 0.1 has zero speed when p < 1, even when the walk is
transient (Theorem 2.31).
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