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INTRODUCTION 
The induced representations of a reductive algebraic group G play a critical 
role in the representation theory of G. Recall that the space of regular functionsf 
on G satisfying f(gb) = f(g) x(b) f  or all b in a Bore1 subgroup B of G and a 
fixed character x of B has a natural action of G by left translation. This space 
is a finite-dimensional representation of G. It is called an induced representation. 
A standard vantage point by which to view induced representations is to 
regard them as the space of global sections of the invertible sheaf on G/B, 
which consists of local solutions of the same functional equation. The very rich 
local geometry of the homogeneous space, G/B, may be globalized through sheaf 
theory to yield valuable information about the structure of the induced repre- 
sentations. This paper is aimed at a particular illustration of this local-to-global 
principle. 
The basic geometry that I deal with here is the B-equivariant geometry 
of G/B. Recall that G/B is the disjoint union of B-orbits, called Bruhat cells. 
As a Bruhat cell is an affine space which lies in G/B in an understandable 
way, they are prime candidates for the study of the B-structure of the induced 
representations. 
The sheaf-theoretic technique, which I use to do the globalizing, is called 
the Cousin complex of a sheaf on a filtered topological space. The Cousin 
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complex method was developed by Grothendieck in his study of cohomological 
duality on schemes [20]. I have modified his technique slightly to make it an 
effective computational tool. 
The effect of the Cousin machinery is to translate the Borel-Weil vanishing 
Theorem 6.1 into the exactness of an augmented Cousin complex. This aug- 
mented Cousin complex gives a resolution of an induced representation by 
B-modules which are much more computable and made up of contributions 
from each of the Bruhat cells. Surprisingly, the infinitesimal transformations 
in G also act on this Cousin complex. The main result of all this work is 
Theorem 12.5. 
In characteristic zero, such resolutions of induced representations have 
been pieced together by Bernstein et al. [2]. My technique directly produces 
the resolutions and it only remains to show they are the same. I have excluded 
results which are special to particular characteristics from this paper, but 
I hope later to write a paper in characteristic zero dealing in particular with 
the resolutions and the sign problem of Demazure’s paper on the Borel-Weil- 
Bott theorem [12]. Consult [28] for the present. 
In characteristic >0, the resolutions need greater understanding than is 
immediately available; but, for now, any nontrivial information about induced 
representations in finite characteristic is hard to come by. I only know one 
relevant reference [8] for this case. 
The Cousin resolution yields easily Hermann Weyl’s character formula 
[29], in Kostant’s form. This calculation is given in Theorem 12.9. For 
T-equivariant proof, one may also consult [13, 241. 
For the benefit of the reader who is unfamiliar with Cousin methods I will 
give the simplest example. Let P1 be the projective line with the point at infinite 
D. This is a homogeneous space under GL, and let B be the stabilizer subgroup 
of D. Then, B has two orbits in Pl, D and the afline line P1 - D = Al. The 
invertible sheaves on P1 are the sheaves Opl(nD) = p,, consisting of rational 
functions on P1 which are regular except for a pole of order at worst n at D. 
If n 2 0, the sections of -Ep, are polynomials of degree n in the two variables 
on which GL, acts. 
In this case, we have an exact sequence 
where Prin(gn) is the group of rational sections of _Ep, near D modulo regular 
sections. The principal part describes the polar behavior of a rational section 
of -Ep, at D. The question of the surjectivity of the homomorphism OL is similar 
to the classical additive Cousin problem. The complex r(Al, Zn) -% Prin(gn) 
is called the Cousin complex of 6p, ; and the groups in this complex are easily 
computed. Furthermore, if n > 0, Hr(P1, -En,) is zero and, hence, the Cousin 
complex is a resolution of the induced representation r(Pl, &$). The main 
result of this paper is the generalization of this rather simple idea. 
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Before I begin, I want to make some comments on the contents of this paper. 
The first two sections are notational except for the end of Section 2, where 
I develop a “well-known” fact about reductive groups. My proof’s theme 
is different from the standard arguments. Since I wrote this, another proof, 
by Iversen [24], has come to my attention. His proof is in the spirit of the 
theory of isogenies, which I considered as a consequence of the present theory. 
Therefore, I have let my proof remain. Similar material appears in Popov’s 
paper [36]. 
Section 3 gives a descriptive approach to the geometry of homogeneous 
spaces. I made an attempt to cut through the red tape of Weyl groups, roots, 
and so forth, to bring out the geometry. I hope the reader will be able to find 
the proofs once he knows what to look for. 
The next two sections bring an exposition of the ideas of the now classical 
Chevalley’s seminar [9]. I think these ideas could use more exposure. In 
Section 6, I have assembled most of the necessary prerequisites from the above 
topics for the later proofs. 
Part II contains an organized development of Grothendieck’s ideas, which 
were sketchily presented in musical form buried deep in the heart of [20]. 
I have changed a bar here and there to suit my purposes. I do not mention 
any duality ideas and hope the presentation is sufficiently detailed for the 
comprehension of those less than expert in sheaf theory. My idea to make 
the material more accessible has already borne some fruit in the unification 
of Baclawski’s earlier combinatorial work with Grothendieck’s ideas [l]. 
Part III brings the divergent themes of the two previous parts together. 
After the climax in Section 12, one may find a relaxed contemplation of the 
behavior of Cousin complexes under deformations. 
I. REPRESENTATIONS AND THE GEOMETRY OF 
HOMOGENEOUS SPACES 
1. GENERALITIES ON REPRESENTATIONS 
Let G be an affine algebraic group with identity e. Denote by K[G’j the ring 
of regular functions on G. k[Gj is a commutative k-algebra of finite type. 
The multiplication m: G x G + G gives rise to an algebra homomorphism 
m*: k[G] -+ K[Gj @ K[GJ This comultiplication m* gives K[Gj the structure 
of a co-associative Hopf algebra with co-inverse inv* and co-identity e*. The 
co-identity e*: k[Gj -+ K is simply evaluating functions at the identity e. 
The co-inverse inv*: k[Gj - k[Gj is the cohomomorphism of the inverse 
mapping, g w g-l. 
A (geometric) representation of G on a vector space V is a morphism 
G x V ---f V, which gives an action of G on V as a group of linear transforma- 
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tions. The cohomomorphism associated to such a geometric representation 
induces a k-linear mapping V -+ k[GJ @I V, where V is the space of linear 
forms on V. This cohomomorphism induces on V the structure of a comodule 
over the Hopf algebra k[Gj such that the co-identity operates on V as the 
identity. I will refer to such a k[q-comodule V as a G-module or an (algebraic) 
representation of G. Clearly, there is a contravariant equivalence between 
the categories of geometric and algebraic representations of G. 
The regular representation of G is the G-module k[q, where G acts on 
the left by the comultiplication m*. A homomorphism x: G -+ G, of G into 
the multiplicative group G, is called a character of G. Recall that having a 
character x of G is the same as having a nonzero regular function (of the same 
name) x on G such that m*(x) = x @ x. If x is a character of G, denote by 
V(X) the one-dimensional sub-G-module kx of the regular representation. 
Let V(X) or Al(x) denote the geometric realization of V(x). 
Let V be any one-dimensional geometric representation of G, then g . w = 
x(g) ’ ZJ for all g in G and z, in V, where x is a character of G. If V is the G-module 
associated to this V, then I/‘is (noncanonically) isomorphic to V(x) as a G-module. 
The cohomomorphism of the conjugation morphism G x G + G sending 
(g, h) to ghg-r defines another G-module structure on k[Gj. The ideal m of 
functions in k[Gj, which vanish at the identity, is a G-submodule of k[Gj 
under this conjugation action. There is an induced G-module structure on 
the Zariski cotangent space m/m2 of G at the identity. This G-module structure 
on m/m2 is associated with the geometric adjoint representation of G on its 
tangent space at the identity. 
Let T be a torus. Recall that T is isomorphic to a direct product of a finite 
number of copies of the multiplicative group. This number of copies, of course, 
equals the dimension of T. One easily sees that the regular representation 
of T is isomorphic to the direct sum of the one-dimensional sub-T-modules 
V(x), as x runs through the characters of T. Thus, k[T] G @ V(x) z @ kx. 
The characters of T under multiplication form a free Abelian group of rank 
equal the dimension of T. Furthermore, any representation of T is completely 
reducible. Explicitly, any T-module M is isomorphic to a direct sum @ M(x), 
where M(x) is the largest submodule of M, which is isomorphic to a direct 
sum of copies of V(X). M(X) will be called the x-eigenspace of M. 
The characteristic [M] of a T-module M, equals the formal expression 
2 Hom#W, M) . x = C MuIt, . X. 
This formal expression is the sum of k-vector spaces times characters of T. 
One may define modulo the usual canonical isomorphisms the addition and 
multiplication of such expressions as 
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Clearly, [@ Mi] = C [W] and [Ml @ M2] = [Ml] . [M2]. The multiplicity 
of x in M, mult, M, is the dimension of Mult, M and it is a (finite) number 
in pleasant cases. The weights of the T-module M are the characters x such 
that mult, M is not zero. The expression (M) = C mult,(M) . x will also be 
called the characteristic of M. This characteristic of M also satisfies the same 
type of rules for direct sums and tensor products. 
Let M be the geometric analogy of the T-module M. Then M is the direct 
sum of its x-eigenspaces M(x) which are the geometric realizations of the 
previously defined M(X). Th e mult,(M) is the dimension of the x-eigenspace 
M(x). The characteristic (M) E (M) equals C dim M(x) . X. 
Let X be a scheme and 9r be a quasi-coherent sheaf of @,-modules. Let 
F -+ X be a X-scheme defined as the relative spectrum Spec,(Sym*(fl)) 
of the graded commutative symmetric Or-algebra generated by 9 in degree 
one, Sym*(.9) = 8X @ 9 @ Sym2 F @ .... The morphism V: F -+ X will 
be called a vectorial fibration. Any vectorial fibration is an affine morphism 
with the structure of vector space over X. One may recover the original sheaf 9 
by noting that for any open subset U of X, r( U, 9) may be identified with 
the sections of 0,) r(~-lU, O,), w ic are linear on the fibers of n over U. h h 
In particular, if 9 is a locally free @,-module, then F --f X is a vector bundle; 
and, if F is an invertible sheaf on X, F ---f X is called a line bundle. 
Let G be an algebraic group. A G-equivariant vectorial fibration TK F - X 
is morphic group actions of G on both F and X such that (1) m is a G-equivariant 
morphism; i.e., the diagram 
GxFaF 
ldCxn 
-1 1 
n 
GxX o *X 
commutes and (2) 0 respects the relative structure of vector spaces. In the case 
that F is a vector bundle over a variety, these conditions mean that u(g, *) 
induces a vector space isomorphism between the fiber over x and the fiber 
over cL(g, 4. 
The corresponding algebraic translation of this notion is the concept of a 
G-linearization of the sheaf F. The idea is to describe the above morphism cr. 
The cohomomorphism of u induces a p-homomorphism of sheaves, o*: 9r + 
projs(P) such that u*(s) -+ proj$(F) is an isomorphism of sheaves on 
G x X. This last isomorphism must satisfy a horrendous co-cycle condition 
(see [31, p. 30]), which is equivalent to the associative law for 0. 
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Let M + X and N + Y be two G-equivariant vectorial fibrations. If we 
have a commutative square of G-equivariant morphisms 
1 i 
x ‘*Y, 
I will say that g is an f-morphism of G-equivariant vectorial fibrations if g 
respects the relative vector space structure of M and N in the obvious sense. 
If f is the identity, one simply says that g is a morphism of G-equivariant 
vectorial fibrations. 
Let S be a G-invariant closed subscheme of a scheme X on which G acts 
morphically. Given a G-equivariant vectorial fibration, 71: M + X, one may 
eventually have to study the fibration 7 near S. The way that this is done is as 
follows: Let 3 be the sheaf of Ox-ideals defining the closed subscheme S. 
De&e S, to be the closed subscheme of X, which is defined by the ith power 
ideal 9f of 9. Then, we have an increasing sequence o = S,, C S = S, 2 
s, c s, **a of G-invariant closed subschemes of X. 
To study the structure of B around S, one may look at the following sequence 
of G-equivariant morphisms, 
where 9: M, + Si is the projection of the fiber product Si xs M on S, . 
This sequence of C-morphisms between the G-equivariant vectorial fibrations 
r$ is a good approximation of the fibration 71 along S. 
Next, I want to translate this sequence into the algebraic terminology. Let 
A be the G-linearized sheaf on X corresponding to n: M -+ X. The G- 
linearized sheaf on S, corresponds to . ..Ui = A Be, i9,r.i = A/P..&. We may 
regard Ad also as being a G-linearized sheaf on X m a natural way. The 
increasing sequence (nJ in the geometric case translates into an inverse sequence 
of G-epimorphisms, Yu + *** As + A1 -+ A,, = 0. This sequence will at 
least describe the behavior of the G-linearized sheaf over the formal completion 
of X along S. Another application of the methods of formal geometry will 
be discussed in the remainder of this section. 
Let N be a formal group with identity e. Denote by k(H) the ring of formal 
functions on H. k(H) is a commutative complete noetherian local k-algebra. 
The identity and inverse of H induce a co-identity, e*: k(H) + k and co- 
inverse, inv*: k(H) + k(H), which are both local k-algebra homomorphisms. 
The kernel of e* is the maximal ideal n of H. The multiplication of H induces 
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a local k-algebra homomorphism, m*: k(H) -+ k(H) f& k(H), where k(H) Qi, 
k(H) is the completion of k(H) Ok k(H) with respect to the ideal 12 @ k(H) + 
k(H) 0%. The formal group H may be regarded as the direct limit of the 
increasing sequence of k-schemes, (Spec(k(H)/d)). On the algebraic level, 
k(H) = 1st k(H)/ni as k(H) is its own completion. 
The principal example of a formal group is the completion G of an algebraic 
group G at the identity. In this case, k(e) is the completion of the local ring 
O,,, of functions on G regular at the identity. We will simply write k(G) for 
the complete local ring k(e). If G is affine, then k(G) = h&t k[G]/mi, where 
m is the ideal of regular functions on G, which vanish at the identity. One 
should note that k(G)/d m k[G]/m” in this case. The formal group G is 
essentially determined by writing out the group law of G in a formal power 
series at the identity. This formal group G contains all the higher-order 
infinitesimal transformations in G. 
Next, I will sketch how many of the previous actions of algebraic groups 
may be rephrased in terms of formal groups and how these new conc@pts 
are related to the older ones through the process of completion. 
An algebraic representation of a formal group H, or an H-module, is a k-vector 
space M together with a co-action, 
a*: M + k(H) f$gjIC M = lir&t[k(H)/d] Q M, 
which satisfies the associative law, (m* B lM) 0 a* = (1, 8 a*) 0 01* and the 
identity law, (e* @ lM) 0 01* = 1 @ lM . An H-module M such that the image 
of 01* lies in k(H) Ok M is called a pro-finite H-module. In an obvious way, 
for any algebraic representation of an algebraic group G, the same representation 
space admits the structure of a pro-finite G-module. As before, we will be able 
to speak about the geometric analogue of an H-module as a geometric repre- 
sentation of H. 
Let A be a k-algebra. An action of the formal group H on the algebra A 
is an H-module structure on A such that the co-action TV*: A + k(H) & A 
is a homomorphism of k-algebras. If, furthermore, F is an A-module, then an 
H-linearization of F is an H-module structure on F such that the co-action 
u*: F + k(H) QF is a CL*-homorphism of modules. -G-
Let (X, 0r) be a ring space. An action of a formal group on (X, 0,) is 
equivalent to a particular structure of compatible actions of H on the sections 
r(U, 0,) of the structure sheaf over each open subset U of X, i.e., 0, is a 
sheaf of k-algebras with H-action. Similarly, we may define an H-linearization 
of an Lo,-module, 9, on a ring space (X, 0,) with H-action. One should note 
that this last concept is definitely stronger than the concept of a sheaf of 
H-modules which does not require a sheaf of rings 0,) much less an H-action 
on (X G). 
I want to explain how an action of an algebraic group G on a k-scheme X 
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induces a &-action on the underlying ring space of X. Let us say that the 
morphism giving the G-action is p: G x X -+ X. Let G, be the closed sub- 
scheme of G with ideal mi where m is the ideal of the identity. Each of the Gi 
is an a&e scheme supported at the identity of G. The action of G on X gives 
us a family of morphiims, pi: Gi x X + X, by composition. This family 
is compatible with the inclusion of Gi in Gi when j 3 i. The finite affine 
morphisms pi are topological isomorphisms and are determined by a homo- 
morphism of sheaves of rings 
As k(G) = Ii+ r(G$, OGt), the pi’s define a homomorphism of sheaves of 
rings 
This describes how the completion G acts on the underlying ring space of X. 
In i similar manner, I define a G-linearization of any quasi-coherent sheaf 9 
on X with a G-linearization. 
Remark. It is sometimes more useful to work with the completion of an 
algebraic group along an arbitrary closed subgroup. 
2. REDUCTIVE GROUPS 
Let G be a reductive group with a fixed maximal torus T [3]. The Weyl 
group W of G with respect to T is the normalizer of T module the centralizer 
of T. Thus, W = N(T)/.Z(T) in the usual notation, The Weyl group W acts 
on T by conjugation and this induces an action on the characters of T. If w 
is an element in the Weyl group of T and x is a character of T, then w(x)(t) = 
x(yu-ltu), where g is a point of N(T) representing the class w. The dimension 
of T is called the rank of G. 
The Zariski cotangent space at the identity is a G-module. Restricting its 
module structure to T, we can form the characteristic of this T-module. The 
characteristic of the Zariski cotangent space has the form 
dim T * 1 + c 1 * 01, 
where the sum is taken over distinct nontrivial characters of T, called the roots 
of G with respect to T. These roots are the nontrivial eigenfunctions for the 
geometric representation of T on the tangent space of G at the identity. 
Furthermore, if w is a vector in the or-eigenspace of the tangent space, then 
Ad, VJ = a(t)v for all t in T. Thus, Adz v is an eigenvector with eigenfunction 
607/29/3-4 
318 GEORGE KEMPF 
w(a), where w is an element of N(T) representing the class w in the Weyl group. 
Therefore, the action of the Weyl group on the characters of T sends roots 
into roots. 
The roots of G generate a free Abelian subgroup of the characters of T. 
The rank of this group is called the semisimple rank of G. This subgroup 
is usually written additively. It will be denoted by C(R) and referred to as 
the root module. C(R) will be considered as lying in a vector space I’, which 
it spans. The roots of G with respect to T, considered as elements of C(Z?) C V, 
form a reduced system of roots, which is denoted by R. The action of W on 
the roots extends to an action on I’ by linear transformations. In fact, W may 
be identified with the Weyl group of the root system R. As such, W is a finite 
group generated by reflexions s, with respect to the roots 01. The reflexion s, 
is given by the formula s,(w) = u - ((Y”, v)o1, where the dual root a” is an 
element of the dual vector space of V. Furthermore, (a”, /I) is always an integer 
for any roots 01 and 8. 
The weight module C(P) is the subgroup of V consisting of all elements p 
in V such that (a”,$) is always an integer for every root 01 in R. Clearly, C(P) 
is invariant under the action of the Weyl group Won V. The elements of C(P) 
are called weights of the root system of G with respect to T. The root module 
C(R) is a subgroup of finite index in C(P). The index of C(R) in C(P) is called 
the index of connection. 
Let H be a subgroup of G, which is normalized by T. Then, the tangent 
space of H is a T-subspace of the tangent space of G. We will say that a root 01 
lies in H if the tangent space of H contains the or-eigenspace of the tangent 
space of G. Recall that the one-parameter unipotent subgroups of G normalized 
by T are classified by roots. For each root (Y, there is a unique such subgroup 
U, such that OL lies in U, . This unipotent group U, is isomorphic as an algebraic 
group with T-action to the additive group G, = Al, where T acts by multi- 
plication by (Y. 
Furthermore, if U is any connected unipotent subgroup of G normalized by 
T, then U is directly spanned in any order by the one parameter subgroups U, 
contained in T. In particular, U is T-equivariant isomorphic as a variety to a 
product XU, , where 01 runs through the roots lying in U. This allows us to 
prove 
LEMMA 2.1. Let U be any connected unipotent subgroup of G, which is 
normalized by T. The cohomomorphism of the conjugation, T x U + U sending 
(t, u) to tut-l defines a T-module structure on the ring k[UJ of functions on U. 
The characteristic (k[U]) of this T-module is 
I-I (1 + a+ 2 + ***) = n. (l/(1 - LX)), 
where the product is taken over the roots lying in U. 
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This lemma follows because the above remarks show that k[U] is isomorphic 
as a T-module to the symmetric algebra on the T-module @ V(a), where the 
a’s are the roots lying in U. 
Furthermore, recall that any Bore1 subgroup B containing T is a semidirect 
product, U x T, where U is the unipotent radical of B and U is normalized 
by B. As U possesses no nonconstant morphisms into the multiplicative group, 
it follows that any character of B is determined by its restriction to T and any 
character of T extends to a character of B. For any such Bore1 B and any 
character x of T, I will denote by the same letter the extension of x to a character 
of B. 
Let .@ be the set of Bore1 subgroups of G, which contain T. As any subgroup 
B in 9 is normalized by T, we may define a subset R(B) consisting of those 
roots of G lying in B. Furthermore, R = R(B) JJ - R(B). R(B)[-R(B)] may 
be called the positive [negative] roots with respect to B. Any such subgroup B 
is determined by R(B). The Weyl group operates on @ by conjugation. If  B 
is a Bore1 subgroup containing T and QI is a representative of an element w 
of the Weyl group, then w(B) is the subgroup vB&. The set SJ is a principal 
homogeneous space under the Weyl group. Clearly, w(R(B)) = R,(,) for all 
elements w of the Weyl group and all B in S?. 
There is also a one-to-one correspondence between element of 9 and 
chambers of the root system R. Let B be any Bore1 subgroup containing T. 
The chamber C, corresponding to B is the subset of the vector space I’, spanned 
by the roots, consisting of vectors w such that (a”, o) > 0 for all c1 in R(B). 
In this case, R(B) are the positive roots of the chamber C, . 
Let B be a Bore1 subgroup of G, containing T. Let A, be a basis of R defined 
by the chamber C, . The basis A, is a subset of the positive roots R(B) with 
respect to B. The number of elements of de , or basic roots with respect to B, 
equals the semisimple rank of G. A dominant weight with respect to B is a 
weight of the root system which is contained in the closure of the chamber C, . 
I f  Pr,+ denotes these weights, Pe+ = CB r\ P. Pe+ is the free monoid generated 
by the fundamental weights @s = {a, 1 /3 E da}. Here, the fundamental weights 
are determined by the equations 
<a”, q3) = 8(% 8) for all 01 and /I in d, , 
where 6 is the characteristic function of the diagonal of A, x d, . Recalling 
that &,+ && = 4 xBERor) /I, we will denote this dominant weight by PB . 
For a fixed choice of B in g, we have a notion of length of symmetries in 
the Weyl group. Any w in W, the length of w with respect to B, lB(w), is the 
least number i such that w equals a product sml * * * sDLI where the ai’s are members 
of the basic roots d, with respect to B. Recall that ZB(w) also equals the number 
of roots in R(B) which w takes into -R(B). 
For any Bore1 subgroup B in .%?, there is a unique element WB in the weyl 
group of longest length with respect to B. wB is an involution; i.e., wBuB2 = 1. 
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Furthermore, eo,(R(B)) = --R(B) for any choice of B. Hence, &(wJ is the 
number of positive roots of B. I f  B is a subgroup in a’, then Q(B) is called 
the opposite Bore1 subgroup to B and will be denoted by B-. Clearly, R(B-) = 
--R(B). The chamber of B is opposite to the chamber of B-; i.e., -C, = C,- . 
Further, Z,(w) = & - (w) for any w in W. 
Let X(T) denote the group of characters of T. Then, X(T) is a free Abelian 
group of rank equal to the rank of G. Furthermore, the Weyl group acts on 
X(T) by the formula in the first paragraph of this section. Sometime, we will 
regard the root module C(R) as being contained in X(T) in such a way that 
a root is identified with the character that it represents. This inclusion C(R) C 
X(T) respects the action of the Weyl group W on the two Abelian groups. 
As a sneak preview, I want to present some ideas in the next sections for 
the special case when G is a reductive group of semisimple rank one. Recall 
that, in the semisimple rank one case, there are two roots OL and -e. The Weyl 
group W has order two. Let W = (51). Then, W acts on Y = Qa by multi- 
plication. The dual roots are a” and (-a)” = -a”, where 01” is the linear 
function on I’ taking value 2 at a. There are two Bore1 subgroups B, and B, 
which contain T. For the sake of definiteness, say B, = T . U-, = U-, . T 
and B, = T U, = U, ’ T. The element, -1 = w, of the Weyl group 
exchanges B, and B, . 
Let X = G/B, be the quotient homogeneous space. X has two points 
{0, oo} fixed by T so that B, and B, are the stabilizers of 0 and co. Thus, 
w(0) = m. The morphism U, + X defined by sending u into u .O is an 
isomorphism of U, onto the open subvariety X - 03 because U, has no non- 
trivial T-invariant subgroups. In particular, X - co is T-isomorphic to the 
affine line V(a) and X is the projective line, which is its completion. Any divisor 
D on X is rationally equivalent to the divisors of the form n[O] or n[co], where 
12 is the degree of D. Better still, let Y be any rational function on X such that 
its divisor is n[O] - n[co]. Th en, r is a nonzero constant times (X,)” where 
Xm is the coordinate function on V(a). Recall that X,(t . v) = a(t) X,(v) for all t 
in T and w in V. 
The moral of the last story is that, if Y is a rational function on X regular 
except at 0 and co, then the order of r at 0 is the exponent n which occurs 
in the functional equation for r; i.e., 
r(m) = a”(t) T(W). 
Before we can use this fact effectively, we must write down an interesting 
rational function on X. An equivalent form of the isomorphism U, -+ X - {a} 
is that the multiplication defines an isomorphism between U, x T x U-, 
(or Up, x T x U,) and an open subvariety of G. Let x be a character of T. 
Let x0 and xm be the extensions of x to B, and B, . As an open subvariety 
of G is isomorphic to U, x T x CL,, there is a unique regular nowhere 
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vanishing regular function x0 t B,, on this open subvariety restricting to x 
on T. This function satisfies the functional equation 
x0 t BoP~gbo) = X&=J * (x0 t B,)(g) . xo@o)* 
The ratio Lx0 ? ~o(dll[xO t ~obg)19 w h ere w is a representative of w in the 
normalizer of T, is a rational function on G which is right invariant under B, . 
Let Y be the corresponding rational function on X = G/B,. The functional 
equation of Y is 
r(to) = x(;$) w = x * 4x-W) w 
Thus, PO(~) = x .01- n for some integer n depending on x, where n is a number 
of zeros of Y at 0. 
From the last point, we may extract that there is an integral-valued additive 
function PA on X(T) such that Q(X) = x * /I-- @^*x> for each root ,!? and character x 
because s-, = w = s, . Otherwise said, s, acts on X(T) by an integral reflexion 
about the hyperplane (/3^, x) = 0. For any character x of T, we may define a 
weight p(x) such that (/3^, x) = (fl’, p(x)) for all /3 in R. p defines a W-homo- 
morphism X(T) + C(P) such that, for any root /I, p(/3) = /3, where /3 is first 
regarded as a character and then as a weight. 
We can immediately generalize part of the above discussion, The principal 
result is 
THEOREM 2.2. Let G be a reductive group with maximal torus T. For each 
root 01 of G with respect to T, there is a unique Z-valued homomorphism OL~ on 
the group X(T) of characters of T such that the symmetry s, with respect to a 
in the Weyl group W acts on X(T) by the formula 
SOL(X) = x - &-(a^*%> 
for all characters x. We have <oh, a> = 2. 
Furthermore, there is a unique W-homomorphism, p: X(T) + C(P), such that 
the composite C(R) C X(T) 2 C(P) is C(R) C C(P). The kernel of p is the 
subgroup of characters fixed by all elements of W. More generally, for any character 
x, the weight p(x) is characterized as the unique weight satisfying the equation 
<aA9 x> = <a", P(X)> 
for all roots a of G. 
Remark. The first paragraph is a stronger statement than the integrality 
result 14.0 of Borel’s book [3], which is the last step in proving that the roots 
of a reductive group form a reduced root system in his Theorem 14.8. The 
stronger integrality statement above is easier to prove because it directly reduces 
to the semisimple rank one case by the results in (3, Chap. 131. See also [24]. 
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Proof. By Theorem 13.18 of Borel’s book, for any root d of G, there is 
a semisimple rank one reductive subgroup H containing T and having roots 
{&a}. The symmetry S, in the Weyl group of G is represented by the unique 
nontrivial element of the Weyl group of H. Furthermore, s,Joi) = ---a. My 
previous integrality result for the semisimple rank one case implies the statement 
of the first paragraph. By the above remark, the roots of G form a reduced 
root system and the weight module is defined. 
Let Z(G) be the subgroup of the torus T defined by the equations, c1 = 1, 
for all 01 in R: Z”(G) is its connected component (see section 13.8 [3] for details). 
Z”(G) is contained in the center of G. In fact, we have a sequence, 1 + ZO(G) - 
T + Ad T --f 1, which is exact up to isogeny where Ad T is the image of T - - 
under the adjoint representation. The dual sequence of character groups is 
1 + C(R) + X(T) -+ X(ZO(G)) ---f 1, 
which is exact modulo torsion. Let X(G) denote the subgroup of X(T) which 
is fixed by W. As the finite group W acts trivially on the characters of ZO(G), 
the homomorphism X(G) ---f X(ZO(G)) has finite cokernel. Thus, X(G) + C(R) 
is a subgroup of finite index in X(T). By the theory of root systems (for instance), 
we know that C(R) contains no nontrivial element fixed by W. Thus, X(G) @ 
C(R) is a decomposition of a subgroup of finite index in X(T) as a W-module. 
By the representation theory of finite groups, there exists a unique projection 
p: X(2’) ---f C(R) @ Q = V which is W-equivariant. As W is generated by 
the symmetries with respect to roots, W-equivariant means that (a ,^ x) = 
(or”, p(x)) holds for all x in X(T) and ci in R. This means that the image of p 
is contained in C(P) as OI~ has integral values. The last paragraph of the theorem 
follows directly from the above remarks. Q.E.D. 
Remark. We later see for general reductive groups that X(G) above may 
be identified with the characters of G. The image of p will be referred to as 
the integral weights of the roots system and will be denoted by C(T). Thus, 
C(R) _C C(T) C C(P). We will check this fact for the semisimple rank one 
case in the remainder of this section. This will complete the preview of the 
later discussion in the case at hand. 
Last, note that we may also use the above moral to determine the zeroes 
or poles of x0 t B, . Consider the divisor of the rational function x0 f  B, on G. 
This divisor is B,-left and B,-right invariant. Let Do(xo) be the divisor on 
X = G/B, , which corresponds to (x0 t B,). As Do(xo) is &,-invariant, it must 
be supported at co. The divisor (Y) of the above rational function on X is 
DON - w(~o(x~)). BY the moral, Do(xo) - w(~,(xo)) = -4~~1 + @I, where 
n = (aA, x>. Thus, Do(xo) = -<ah, x>[~l = -(a’, p(x))[co]. 
We will be assigning weights at 0 to classify divisors like n[co]. The weight 
of n[a] at 0, %(n[c~]) = -442) = -n(wJ. With this notation, po(Do(xo)) = 
P(X) as PoPo(xoN = -(aA 7 xX-42) = <aA, x)(4 = P(X). 
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It is interesting to study the kernel of p. The kernel of p is the characters x 
of T such that ru(x) = x. We have seen that D&J must be empty if p(x) = 0. 
Thus, x0 f B, is an everywhere regular nowhere zero function on G. So is the 
analogous function xoo t B, . As both of these functions are x when restricted 
to T, xm f B, = x,, t B,, because U, x T x U, --t G is almost an isomorphism. 
The point of doing this is that it shows x0 t B. is actually a character of G. 
Let wr , v2 E U, , tr , tz E T and u, , us E U-, . We have 
as xrn t B, satisfies a “dual” functional equation. 
3. BRUHAT DECOMPOSITIONS OF HOMOGFNEOUS SPACES 
Let G be a reductive group containing a fixed maximal torus T. I will con- 
tinue the general notations of the last section. The main theme of this section 
concerns rational parameterizations of certain varieties related to the group G. 
I will make no attempt to state all the theorems of this type. For reasons of 
exposition the theorems are not even listed in their known order of proof 
nor are indications of proofs given. The proofs may be found in various sources 
[3, 5, 9, 141. 
Let X be a complete homogeneous space for the group G. I will assume 
that X has the form G/P for some parabolic subgroup P of G. For any point x 
of X, the stabilizer subgroup P, of the point x is a parabolic subgroup of G 
which is equal to a conjugate of P. Thus P, determines x as any parabolic 
subgroup equals its own normalizer in G. The purpose of this section is to 
describe the basic geometry of this homogeneous space X. 
There are only a finite number of points in X which are fixed by T. Let F 
denote the set of these T-fixed points. If f is a point of F, then the stabilizer Pf 
contains T. Conversely, any parabolic subgroup, which contains T and is 
conjugate to P, is the stabilizer of some point of F. 
The homogeneous space X has some natural coordinate systems. We will 
describe an atline open neighborhood of each T-fixed point f. There is a unique 
unipotent subgroup U,- of G, which is normalized by T and directly spanned 
by the one parameter subgroups U,, where 01 runs through the roots of G 
not lying in Pf . We will later see that U,- is, in some sense, opposite to the 
unipotent radical of Pf . This subgroup U,- can be used to put coordinates 
on a neighborhood off by 
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THEOREM 3.1 (big cell). With the abooe notations, the morphism U,- + X, 
sendmg u to u . f  for all u in U,-, is an isomorphism onto an open subvariety of X. 
This isomorphism is T-equivariant, where T acts by conjugation on Ut- and by 
translation on X. 
This provides quite an effective method for describing the T-action on 
the coordinate neighborhood of the fixed point f. Each lJ, is T-isomorphic 
as a group to the line V(U), where V( a is the afKne line A1 where T acts by ) 
multiplying by the character 01 of T. Thus, our model U,- for the coordinate 
neighborhood off is T-equivariantly isomorphic to the product @ V(a), where 
01 runs through the roots 01 not stabilizing f. 
The next result explains how one finds the orbits of a fixed point under 
some subgroups of G in the local coordinate systems. 
THEOREM 3.2. Let H be a connected subgroup of G, which is normalized 
by T. Let f be any T-Jxed point in the homogeneous space X. The part of the 
H-orbit off contained in the Cl,- coordinate system about f is H n LJ-. Further- 
more, H n U,- is the subgroup of Ut-, which is directly spanned by the U, , 
where 01 runs through the roots in both H and Uf-. 
In other words, the H n U,- C U,- looks like the coordinate subspace 
0 V(P) C 0 W4 w h ere ol is an arbitrary root in U,- and /I is also required 
to lie in H. 
Next, I want to review how some of the above situations may be described 
using Weyl groups and root systems. 
Any subgroup H of G which is normalized by T will be referred to simply 
as a T-subgroup. Clearly, all subgroups which contain T are T-subgroups. 
Let H be a T-subgroup of G. H must contain the one parameter subgroup U, 
if and only if 01 is a root lying in H. Furthermore, the connected component 
of H n T is a maximal torus of H. If our T-subgroup H is connected, H is 
completely determined by its roots and the torus S. 
Let W be the Weyl group of G with respect to T. We may define a group 
action of W on the connected T-subgroups of G. If H is any connected T- 
subgroup of G and w is an element of W, then w(H) = wHw-l is also a connected 
T-subgroup which is independent of the choice of w in N(T) representing w. 
This is an extension of the group action of Section 2 on the T-Bore1 subgroups 99. 
It is clear that w takes roots lying in H into roots lying in w(H). We may even 
define a T-subgroup H-to any connected T-subgroup H by setting H- = A(H), 
where A is an automorphism of G which extends the inverse automorphism 
of T. Furthermore, let W(H) be the subgroup of the Weyl group W consisting 
of those elements, which preserve a given connected T-subgroup H. 
Returning to our original homogeneous space X, we can understand better 
the T-fixed points using 
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THEOREM 3.3. The set of T-Jixed points F in the homogeneous space X is 
a homogeneous space under the action of the Weyl group. For any w in W and 
f in F, w(Pf) = Pwf. The choice of a particular Jixed point f determines a 
W-isomorphism between F and W/ W(P,). 
This theorem has a companion, which describes the Q-orbits in X, where 
Q is a T-parabolic subgroup of G. Combined with Theorem 3.2, this next 
result completely describes what Q-orbits in X look like. 
THEOREM 3.4. In the same situation as the last theorem, let Q be a T-parabolic 
suhgrou~ of G. 
(a) Any Q-orbit is a closed subvariety of the union of the IJ--coordinate 
neighborhoods as f runs through the T-Jixed points in the orbit. 
(b) The set of all T-Jxed points in any Q-orbit is a homogeneous space 
under the subgroup W(Q) of W. 
(c) The choice of a particular jixed point f determines an isomorphism 
between the two sets of double cosets Q\G/P and W(Q)\ W/ W(P,). 
Next, I really should remind the reader about the relationship between 
T-parabolic subgroups P, the group W(P) and the roots lying in P. For the 
remainder of this section, all subgroups of G will be assumed to be T-subgroups. 
The key to understanding the structure of parabolic subgroups P is their 
Levi decomposition. Recall that the intersection of P with its opposite subgroup 
P- is a maximal reductive subgroup of either of them [l I]. This subgroup 
P n P- is called the Levi subgroup of P and is denoted by Lr . Let UP and 
UP- be the unipotent radicals of P and P-. There is no conflict of notation 
because UP- actually is the subgroup opposite to U, . The parabolic subgroup P 
is the semidirect product of U, with Lp . Let R(-) denote the roots lying 
in a particular T-subgroup. Then, R(P) is a parabolic subset of roots in the 
root system of G [7]. Any parabolic subset of roots arises in this way. We have 
the decompositions of roots. R = R(G) = R( Ur-) IJ R(L,) JJ R( U,) = 
R( U,-) u R(P) and R(P) = R(L,) u R( U,). 
To clarify the geometry of homogeneous space, we should add 
COROLLARY 3.5. In the situation of Theorem 3.1, II,- is the T-subgroup 
opposite to the unipotent radical of the stabilizer Pf of the fixed point f. Furthermore, 
the morphism U,- -+ X is L,-equivariant for the T-Levi subgroup Lf of Pr , 
where Lf acts on IIf- by conjugation and on X by translation. 
To have greater understanding of our parabolic subgroup P, one notes 
that the Weyl group of the Levi subgroup Lr can be identified with a subgroup 
of Was Lp also contains the maximal torus T. We do not need a new notation 
for this subgroup because it is just W(P). This realization is equivalent to 
knowing that W(P) is the subgroup of W generated by the symmetries with 
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respect to the roots lying in LP . Before we finish the discussion surrounding 
Levi subgroups, we must note that the roots lying in Lp are exactly the intersec- 
tion of R with the subspace of V spanned by these roots in Lp [7]. 
Let B be a Bore1 subgroup contained in our parabolic subgroup P. B n Lp 
is a Bore1 subgroup of L, . Also, B is the semidirect product of the unipotent 
radical UP and B n L, . Clearly, B t) B n L, is a one-to-one correspondence 
between Bore1 subgroups of P and Bore1 subgroups of Lp . A way to describe 
a parabolic subgroup P containing a known Bore1 subgroup B is to give an 
arbitrary subset d,,, z dBnLP of the basic roots d, because one may identify 
roots of L, with a subset of the roots of G. 
While I am still on the subject of parabolic subgroups, I should also remind 
the reader that parabolic subgroups of G are exactly the parabolic subgroups 
of the system of Tits, (G, B, N(T), S,), where S, is the symmetries in the 
Weyl group N(T)/B n N(T) = N(T)/Z( T) with respect to the elements of 
the basis of roots 0, where B is a T-Bore1 subgroup of G [7]. The language 
of Tits was designed to systematically study the (abstract) group-theoretic 
aspects surrounding the big cell theorem and Bruhat decomposition. In this 
section, I have just been giving the reader a tour around just one apartment 
in the building of Tits (a B-N pair without the B) associated to the group G 
[34]. We cannot go completely into the set-theoretic language of Tits because 
we have to remember the variety structure and the weights of the root system. 
Last, I will need to know the dimension of some Q-orbits in the original 
complete homogeneous space X. In the last section, we defined the length, 
lB(w), of an element w in the Weyl group of G with respect to a Bore1 subgroup B 
containing the given torus 1’. Using this notion of length, we have 
THEOREM 3.6. Let B be a Bore1 subgroup of G containing T. B has a unique 
Jixed point f in X. 
Let S be an orbit in X of a parabolic subgroup Q in G. Let T = (w E W 1 wf E S}. 
(a) If Q 2 B-, cod S = min, &(w). (b) If Q 2 B, dim S = min, la(w). 
I could perhaps give some indication of the proof of this. Let Pf be the 
stabilizer off. The problem is to understand the codimension of QwP, in G, 
where w is any of the above elements in W. As QwPf = Ij B-w’B, where w’ 
runs through all of the finite number of such elements of W, one immediately 
reduces to the case of Q = B- and Pf = B. Then, the result is well. known 
[3] and related to the previous theorems by the last statement in the paragraph, 
where I defined length. 
This theorem has the following 
COROLLARY 3.7. Let f be a T-$xed point of the space X. Let B be a Bore1 
T-subgroup of G, which j?xes f. Then, (a) the Uf--coordinate neighborhood off 
is exactly the B--orbit off. (b) Let 01 be a basic root in A, - A,,, , where P EZ Pf . 
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Then, the closures D, of the B--orbit of s, *fare all distinct divisors on X. Further- 
more, the compkment in X of the U,--coordinate neigltborhood is the union u D, 
as a ~~11s through A, - A,,, . 
Almost all of this follows from the last theorem and the discussion after 
the introduction of the Levi decomposition. Unfortunately, the description 
in (b) of the divisors complementary to the coordinate neighborhood depends 
on the choice of the Bore1 subgroup B fixing the otherwise arbitrary T-fixed 
point f. This situation is clarified by the introduction of weights of the root 
system to classify divisors. The end result of this classification is 
THEOREM 3.8. There is an isomorphism between the group of divisors supported 
by the complement of the Uf--coordinate ne&hborhood for the T-fixed point f 
and the weights of the root system which are invariant under the subgroup W(P,) 
of the Weyl group which stabilizes f. 
To make this rather vague statement precise, we do the following. 
If  D is such a divisor, we want to define the associated weight p,(D). Finding 
a Bore1 T-subgroup B, which fixes f, we may write D = C n,D, , where n, 
are indexed by roots in A, - A,,, as in Corollary 3.7. Then, p,(D) = C n,~, 
where 8, are the weights dual to the basis A, . I f  we want to legitimize the 
last theorem, we have to verify 
LEMMA 3.9. (a) the weight p,(D) is an arbitrary weght, which is jixed by 
the stabilizer off in W, 
(b) p,(D) is independent of the choice of B, 
(c) D is determined by p,(D), 
(d) D is an effective divisor if and only zf p,(D) is a positive weight for B; 
i.e., p,(D) E PB+. 
Proof. Points (c) and (d) are evident from the definitions and Corollary 3.7. 
Point (a) is a consequence of the fact that the G,, for (11 E A, - A,,, form a 
basis for the group of weights orthogonal to A,,, , which is the subgroup fixed 
by the basic symmetries {ss 1 j3 E A,,,}. F rom the discussion of the Levi decom- 
position, we know that these basic symmetries generate the Weyl group of 
the Levi subgroup of Pt , which is the same as the stabilizer off. 
Point (b) follows from the fact that all such Bore1 subgroups T C B C Pf 
are conjugate under W(P,), which is exactly the stabilizer off in W. Q.E.D. 
At this point, to keep the formalism from obscuring some of the geometry, 
I should add the following remark. Any irreducible divisor supported in the 
complement of the coordinate neighborhood off is invariant under translation 
by the group P,- opposite to the stabilizer off. In fact, this divisor is the closure 
of an open dense P,--orbit. Without using the above discussion, Corollary 3.5 
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shows that this divisor is invariant under the Levi subgroup L, which together 
with U,- generates Pf-. 
We can easily write down many lines in our homogeneous space. Let f  be a 
T-fixed point and let /3 be a root in U,-. Then, the one-parameter subgroup U, 
actually moves f. In fact, Us is isomorphic to its image Ue . f .  We will say 
that the closure U, . f is the line in X through f in the direction of /3; we will 
denote this line by L(f, /3). Explicitly, L(f, j3) = Ue .f JJ s, . f ,  where S, is 
the symmetry about /3 in the Weyl group. As a variety, L(f, 8) is isomorphic 
to a projective line. More significantly, if H is the connected subgroup of G 
containing T, which has roots (8, -p}, then L(f, /3) is a complete homogeneous 
space under H. In particular, L(f, /2) = L(s, . f ,  -/I). 
Before I end this section, I want to point out the initial relationships between 
the divisors, weights and the ways that divisors intersect lines on X. The 
appropriate observation is contained in 
LEMMA 3.10. Let f  be a T-$xed point of the space X. Let B be a Bore1 T-sub- 
group of G, which$xes f. Let 01 and fi be two basic roots in A, - A,,, . 
(a) The divisor D, on X does not meet the line L(f, -/3) unless cy = /3. 
(b) D, and L(f, -a) intersect transversally at the one common point s, ‘f. 
(c) For any divisor D in the complement of the coordinate neighborhood 
off, we have the equalzty (a’,p+(D)) = [L(f, -a) : D], where [- : -1 denotes the 
intersection number. 
These facts may be checked easily and may be used to test the reader’s 
comprehension of the ideas of this section. 
4. DIVISORS, INVERTIBLE SHEAVES, AND LINE BUNDLES 
Let X be a complete homogeneous space of the form G/P, where P is a 
parabolic subgroup of a reductive group G. Let T be a fixed maximal torus 
of G as before. 
Let f  be a T-fixed point of X. In the last section, we have introduced a 
coordinate neighborhood off and classified the divisors D in its complement 
by a weight p,(D) of the root system of G with respect to T. Let Wt, denote 
the weights of the root system of G, which are invariant under the stabilizer 
off in the Weyl group. By the previous discussion, Wt, consists of all the 
weights of the form p,(D) for some such divisor D on X. Furthermore, let 
Wt,+ denote those weights corresponding to effective divisors. Let w be any 
element of the Weyl group. If  D is a good divisor for f,  then WD is a good 
divisor for the T-fixed point w . f  and we have wp,(D) = p&wD). Hence, 
w(Wt,) = Wt,., and same with a plus. 
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Let us extend this classification of the special divisors to the classification 
of arbitrary divisors up to linear equivalence. Let E be an arbitrary divisor 
on X. As the Uf--coordinate neighborhood of f is isomorphic to an afine 
space, there is a rational function I on X, which is uniquely determined upto 
constant multiple such that E = D + (r), where D is a divisor supported off 
of the coordinate neighborhood off. Thus, this divisor D is uniquely determined 
by E. Conversely, the linear equivalence class of E is determined by D. I f  we 
define the weight p,(E) of E to be p,(D), p,(E) will determine the linear 
equivalence class of E and take arbitrary values in Wt, . 
As G is a rational variety, the translation on X by elements of G preserve 
linear equivalence classes of divisors. One immediate consequence of this 
fact is this. For any element w in the Weyl group and any divisor E on X, 
P~wE) = P,(JO Thus, w(P@)) = PWVO 
Next, I want to discuss the relationship between characters of some sub- 
groups and weights of the root system of G. Let x: Pf + G, be a character 
of the stabilizer off. As Pr is the semidirect product U, x L, and the unipotent 
radical U, possesses no nonconstant homomorphism in G, , x is determined 
by its restriction to the Levi subgroup Lf, which may be an arbitrary character 
of L, . The same reasoning applies to the opposite parabolic T-subgroup Pf-. 
Thus, we have a unique character x- of Pj- having the same restriction as x 
to the common subgroup L, . 
Given such a character x on Pr , there is a unique function x t Pf on G 
such that x t Pj does not vanish on the open subset U,- . Pf and x t Pf restricted 
to Pr is X. The existence follows because the big cell theorem, Theorem 3.1, 
shows that U,- . Pf is isomorphic to U,- x Pt. The uniqueness follows 
because all nowhere vanishing regular functions on the affine space U,- are 
constants. A convenient characterization of the function x f  Pf is that it is 
regular at and has value one at the identity and, also, satisfies the functional 
equation, 
x T Pf(P’gP> = x-(P’> . x t Pf(d . x(P) 
forp’EP,-,gEG, andpEPf. The divisor (x t Pr) of x f  Pf is a divisor on G 
which is P,--left and P,-right invariant. Hence, there must be a unique P,--- 
invariant divisor D,(x) on X, which has inverse image (x T Py) under the 
morphism G + X sending g to g . f. This divisor D,(x) must be supported 
off of the coordinate neighborhood off as a consequence of its P,--invariance. 
Let us study the obvious functoriality of these functions, x t Pf. Let H 
be a connected reductive T-subgroup of G such that the H-orbit off, Hf = Y, 
is closed. Y is a complete homogeneous space of the form H/Q where Q is a 
parabolic T-subgroup of H. Let I# be the restriction of x to the stabilizer Qr 
off in H. The functorial properties are 
xfP,W =16fQ, (1) 
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and 
4(x) - y  = 4w (2) 
In the first formula, the parentheses denote restriction of the function on G 
to H. This is defined because x t Pf is regular at the identity. In the second 
formula, the dot represents the intersection of a divisor on X with Y in the 
sense of intersection theory. For the same reason in (l), the intersection is 
defined. 
The next objective is to determine the zeroes and poles of the functions 
x T Pf. This will be accomplished by determining the weight of the divisor 
Of(x) at f  in terms of the weight p(x) associated to x in Theorem 2.2. What 
we want to prove is 
THEOREM 4.1. Let f be a T-jixed point in the homogeneous space ,‘I-. Let x 
be a character of the stabilizer Pj. Then, 
PA%(x)) = P(X’)T 
where x’ is the restriction of x to T. 
Proof. Let (Y be a root in lJ-. We have seen in the proof of Theorem 2.2 
that there is a reductive subgroup H of G, which contains T and has roots 
{&a>. The line L(f, a) through f in the direction 01 is a homogeneous space 
under H of the form H modulo the Bore1 T-subgroup H n Pr = 0,. By 
the functional property (2) [D,(x) : L(f, a)] = degree of D,(#), where # is 
the restriction of x to Qf . By the discussion of Section 2 about reductive groups 
of semisimple rank one, we know that degree of or($) = -(CC, x) = 
(a”, -p(x)>. Thus, P,(x) : L(f> 41 = <a.‘, -P(X)>. 
By Lemma 3.10(c), 
m(x) : L(fY -41 = (a”, PrPt(xN> 
if 01 is in the part of a basis, d, - Ap,,* . For these OL, (a”, p(x)) = ((Y”, 
pr(Dr(x))). On the other hand, both sides are zero when 01 E APfeB . As a weight 
is determined by its value on a basis, 
P(X) = PfPAX))~ 
which is what we were trying to prove. 
With this last result, we may generalize a result of Section 2 to the case 
of an arbitrary group. This result is due to Rosenlicht [37]. 
COROLLARY 4.2. Let G be any connected afine algebraic group with maximal 
torus T. Any nowhere zero regular function on G with value one at the identity e 
of G is a character of G and is determined by its restriction to the torus T. The 
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elements of X( T) invariant U&Y the Weyl group equal the restrictions of characters 
of G. 
Proof. The &potent radical U of G is T-stable and isomorphic to an 
afIine space, which possesses no nonconstant nowhere zero regular functions. 
Thus, to prove the corollary, we can replace G by G/U. Also T is isomorphic 
with its image in G/U. Hence, we may assume that G is reductive. 
Let f be a nowhere zero regular function of G with value one at e. Clearly, 
f is determined by its restriction to the big cell U-TU where U is the unipotent 
radical of some Bore1 subgroup containing T. Using the fact that the afBne 
space U has no nonconstant nowhere zero regular function, we see that f is 
determined by its restriction to T. Assume that we know that f 1 T is a character 
of T. We can use the uniqueness property to show that f is a character of G 
as follows. Consider the function f’ = f (grgs) * f -r(gr) f -r(gs) on the product 
G x G. It has the same properties as f but f’ restricted to the maximal torus 
T x T is the constant function one as f 1 T is a character. The uniqueness 
implies that f’ always is one; i.e., f is a character of G. 
Next, we will show that any nowhere zero regular function with value one 
at e on the torus T is a character. Let x1 ,..., x7 be a basis of X(T). Let T + 
Ar = (xi) the open embedding of T in afline space defined by using the xt 
as coordinate functions. The complement of T in Ar is exactly the Y coordinate 
hyperplanes xi = 0. Let f be any nowhere vanishing regular function on T. 
Consider the divisor (f ) off regarded as a rational function on A’. (f) must 
equal an integral sum C ni[x, = 01. As a rational function on A+’ is essentially 
determined by its divisor, f = (I7 $3) ( constant). The condition f(e) = 1 
forces f = I-J xfi. In other words, f is a character of T. This finishes the proof 
of the first statement in the corollary. 
The characters of G are invariant under inner automorphisms. Then, their 
restrictions to T are invariant under conjugates by elements of the normalizer 
of T and, hence, under the Weyl group. It remains to show the converse. 
Let x be a character of T invariant under the Weyl group. We need to see 
that x extends to a nowhere regular function on G by the first part of the 
corollary. Take a Bore1 T-subgroup of G, say B. Let x be also the extension 
of x to B. In the first part of this section we defined the rational function x t B 
on G. We want to check that the divisor (x t B) is empty because this will 
show that x t B has no zeroes or poles on G. We have already translated the 
problem of studying (x t B) into the divisor Da,&) on G/B which is supported 
off to the coordinate neighborhood of B/B. We have seen that DB&) is empty 
if and only if the weight pBIB(DBIB(,y)) is zero by Lemma 3.10. On the other 
hand, Theorem 4.1 says that pBIB(DBIB(x)) = +p(x). By Theorem 2.2, p(x) 
is zero if and only if x is invariant under Weyl group. This proves the converse 
that x t B is a regular nowhere vanishing function on G if x is invariant under 
the Weyl group. Q.E.D. 
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The next definition gives the geometric interpretation of the 6’ as a one- 
parameter subgroup of T. Recall that there is a natural one-to-one corre- 
spondence between the homomorphisms f  of X(T) to Z and the one-parameter 
“subgroups” of T, i.e., homomorphisms f’ of G, into T. The correspondence 
is set up so that, for any character x of T, x( f’h) = M(X) for all h E G, . Thus, 
for any root 01, we may define a one-parameter subgroup ol’: G, + T such that 
x(a’(h)) = A( CRUX) for all x in X(T) and X in G, . 
One can also construct a torus T and a homomorphism T’ --f T such that 
the group of one-parameter subgroups of T’, Hom(G, , T’), is the subgroup 
of Hom(G, , T), which is generated by all of the subgroups 0~‘. The Weyl 
group clearly operates on T’ so that the homomorphism T’ --f T is W-equivari- 
ant. The cohomomorphism, X(T) + X( T’) may be identified with p: X(T) + 
C(P). I f  Ad(T) is th e - image of T under the adjoint representation, then the 
composed homomorphism, T’ -+ Ad(T), is an isogeny of degree equal to the - 
index of connection. The corresponding cohomomorphism in this case is just 
the inclusion C(R) C C(P). 
We next discuss the invertible sheaves and line bundles on our original 
homogeneous space X. Recall that an invertible sheaf on a scheme X is sheaf 
of B,-modules which locally are isomorphic to the structure sheaf 0,. I f  X 
is a smooth variety, the invertible sheaves on X are classified up to isomorphism 
by divisors D on X modulo linear equivalence. If  D is a divisor on X, one 
defines an invertible sheaf O,(D) to be the subsheaf of the meromorphic func- 
tions on X consisting of 0 and the meromorphic functions g such that (g) + D 
is locally an effective divisor. O,(D) depends exactly on the linear equivalence 
class of D and any invertible sheaf on X is isomorphic to a sheaf of this form. 
The sheaf U,(D) itself is an invertible sheaf with a marked rational section 
corresponding to the constant function with value one. 
The immediate translation of the previous facts about divisors on homo- 
geneous space is merely recorded in 
LEMMA 4.3. Let 9 be an invertible sheaf on our homogeneous space X with 
T-fixed point f. 
(a) There is an isomorphism determined up to constant U,(D,) S 9, where 
D, is a divisor supported o&f of the coordinate neighborhood off. 
(b) There is a natural isomorphism 2f @ B,(D,) -+ 9. 
(c) If we de&e the weight of 9 at f  by ~~(9) = p,(D,), then there is a 
invertible sheaf 2$(p) up to isomorphism for each weight p E Wt, such that 
Pf(=%rz;(PN = P. 
(d) gf(p) has a nonxero global section o p E Wtf+. 
Before going on to line bundles, one should remark that 2$(p) @ P;(q)@*l M 
Pfz;( p f  n) for any two weights p and 4 in Wt, . 
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We may pass from invertible sheaves to line bundles over X by the con- 
travariant convention. Explicitly, if 9 is an invertible sheaf on X, the associated 
line bundle n: L -+ X is V(9) = Spec,(&+s ,Ep@“). We can recover the 
sheaf 9 by taking F( U, 9’) to be the regular functions on n-l(U) which are 
linear on the fibers for any open subset U of X. 
Returning to the homogeneous space situation, we have line bundles Ldp) 
for each p E Wt, . I want to copy part of the last lemma over again in the 
geometric language for emphasis. 
LEMMA 4.4. Let L -+ X be a line bundle over the homogeneous space X 
with T-jixed point f. Then, there is a catronical trivialization 
L,XUMLIU, 
where U denotes the coordinate neighborhood off. 
A line bundle L + X over our homogeneous space under G has a homo- 
geneous structure if we have a given morphic group action G x L -+ X, 
which is compatible with the fiber structure and is linear on the fibers. This 
means 
(1) the diagram 
GxL-L 
1 1 
GxX-X 
commutes and 
(2) the induced mapping L, -+ L,., on the fibers is a linear isomorphism 
forallxinXandginG. 
This is a special case of a G-equivariant line bundle over a scheme X. 
Let j be a point in X. A homogenous line bundle is determined by the fiber 
L, and a representation of the stabilizer P, on L, . In fact, the group action 
of G on L gives a morphism G x L, --+ L, which factors through the quotient 
G xP’ L, = {(g, 1) - (gp-‘, ~1) f or all p E Pf}. The induced morphism 
G xpf L, + L is an isomorphism. Conversely, given a representation of Pf 
on a line 4, we can construct a line bundle G xP~ Lf -+ G/P,, which has a 
natural homogeneous structure. (There is no problem of speaking about 
quotient here because the morphism G ---f GIP, has a rational section U,- 
by the big cell theorem, Theorem 3.1.) Thus, the category of homogeneous 
line bundles with G-equivariant morphisms over the homogeneous space X 
with marked point f is equivalent to the category of one-dimensional repre- 
sentations of P, . If we are interested only in homogeneous line bundles up to 
isomorphism, they are classified by characters of P, . 
607129/3-s 
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One immediate question arises about to what extent the homogeneous 
structure of a line bundle over X is unique. This is easily answered by the 
next lemma. 
LEMMA 4.5. Let L --+ X be a line bundle over X with two homogeneous 
structures, 01~ and oz: G x L ---f L. Then, there is a unique character x of G such 
that da 0 = x(g) dg, 0 f or all g in G and 1 in L. Conversely, if x and 01~ 
are given, the above formula dejnes another homogeneous structure 01~ on L. 
Proof. The converse is evident. Assume that L has two homogeneous 
structures 01~ and 01~ . Then, 
for all g in G and I in L-{zero section}, where r is a nowhere zero regular func- 
tion of G x L-{zero section}. For fixed I in L-{zero section), r(g, 1) is a nowhere 
vanishing regular function on G with value one at the identity. By Corollary 4.2, 
r(g, 1) is a character of G for fixed 2. As there are no nontrivial regular deforma- 
tions of characters of G, there must be a character x of G such that x(g) = r(g, I) 
for 1 not in the zero section of L. The above result follows by continuation 
of the identity oLi(g, E) = x(g) ar(g, E) to all of L. Q.E.D. 
Remark. This fact is related to a general principle [31, Chap. 1, Sect. 31. 
The next question that one may ask is When does a line bundle have a homo- 
geneous structure? To prepare the way for the answer to this question, one 
studies the invariance properties of the trivialization (Lemma 4.4) of a homo- 
geneous line bundle. 
Given a character x of the stabilizer Pr of a T-fixed point f of the homo- 
geneous space X, we defined L,(x) to be the homogeneous line bundle 
G xpf Al(x), where Pf acts on the line Al(x) by multiplication by x. Thus, 
L,(x) is a homogeneous line bundle of X such that the fiber over f has a marked 
point corresponding to 1 in A1 and Pj acts on this line by the character x. 
Recall from Section 3 that the coordinate neighborhood U off is invariant 
under the action of the opposite Pf- of the stabilizer. In fact, U is a homo- 
geneous space under Pf- and the stabilizer off in Pj- is the Levi subgroup 
L, = Pf n Pf-. Thus, if L is any homogeneous line bundle on X, the restriction 
L 1 U has a natural Pf--homogeneous structure. We will next describe explicitly 
the way that L, acts on the trivialization (Lemma 4.4) of L,(x) over U. 
LEMMA 4.6. The cammica trivialization U x Al(x) --f L,(X) / U is an 
L,-equivariant isomorphism, where L, acts on U x Al(x) by translation on U 
and multiplication by the restriction x’ of x to Lj . 
Proof. As Lf fixes f, the action of any element of L, on the line bundle 
L,(x) 1 U is determined by its effect on the fiber over f and the translation 
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by which it moves U. Therefore, the canonical trivialization must have the 
given equivariance. Q.E.D. 
To answer the question about which line bundles admit homogeneous 
structures, we will relate the line bundle L,(x) with the previously introduced 
divisor D,(x). The intermediate step in this relationship is the invertible sheaf 
9,(x) corresponding to the line bundle. As L,(x) is a homogeneous line bundle, 
29$(x) comes equipped with a G-linearization in the sense of section one. To 
complete the discussion of this section, it remains to discuss 
LEMMA 4.7. For any open set V of X, let U be the open subset of G, {g E G 1 
gf E V}. Then, r( V, 9,(x)) may be ident$ed with the space of regular functions f 
on U such that f (g . p) = f (g) x(p) for allp in PI. 
Furthermore, the function x t Pr on G satisfies this functional equation and is 
identiJied with the nowhere zero regular section of Y;(x) over the coordinate neigh- 
borhood off which takes value one at the marked point of the $ber of L,(x) over f. 
In fact, 
b (a) there is a canonical isomorpkism Ox(Df(x)) % 9,(x) and 
@I PM(x)) = P(X)* 
Proof. As L,(x) = G xPf Al(x) by definition, the sections F( V, 2$(x)) of 
2,(x) over V may be considered as regular functions h(g, X) on U x Al, which 
are linear in h and satisfy the functional equation h(gp-I, x(p)A) = h(g, A) 
for any p in P, . By linearity, h is determined by f(g) = h(g, 1). One easily 
checks that these functions f(g) are all regular functions on U, which satisfy 
the functional equation, f (gp) = f(g) x(p) for any p in P, . This proves the first 
statement. 
We have seen that x t P, satisfies the functional equation, has value one 
at the identity and does not vanish on the big cell U,- * Pt. The uniqueness 
part of the second statement has been seen in Lemma 4.3. If we prove statement 
(a)* then PfP%XN = PADAX)), w ic is --p(x) by Theorem 4.1. Thus, state- h’ h 
ment (b) will follow. 
To see (a), recall that, if Y is any rational section of an invertible sheaf 2 
on X, then 9 M O,(D), where D is the divisor (of vanishing) of the section Y. 
This divisor can be computed by pulling back the section to G by the morphism 
G + X sending g to g *f. By definition of Of(x), it is the divisor of X which 
pulls-back to the divisor of x f P, . Thus, D&Y) must be the divisor of the 
section of 9,(x) corresponding to x t Pf. Statement (a) now follows from 
Lemma 4.3. Q.E.D. 
This answers the last question because it shows the following. An invertible 
sheaf 2 on X has a G-linearization if and only if its weight p,(9) equals +p(x) 
for some character x of T which is invariant under the stabilizer off in the 
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Weyl group. I should remark that Mumford has made a key definition [31, 
p. 491 for the analysis of stability. His number @‘/(X)(X, M’) for the G-linearized 
sheaf Y;(x), the one-parameter subgroup a’ of T corresponding to a root 01 
in Up and a general point x in the line L(a,f) coincides with the number 
(cz*, ~1). This can be seen by comparing his definition with the moral near 
the end of Section 2. 
5. INDUCED REPRESENTATIONS OF REDUCTIVE GROUPS 
Let G be a reductive group with maximal torus T. We will be interested 
in studying representations of G which arise from the action of G on a complete 
homogeneous space X of the form G/P for some parabolic subgroup P of G. 
We will begin this study by examining the action of G on divisors of X. 
Let D be any divisor on the homogeneous space X. We know that D and its 
translate g . D by any element g of G are rationally equivalent divisors. This 
simple fact has immediate consequences. For instance, 
J 
LEMMA 5.1. Let D be an effective divisor on the homogeneous space S 
(a) The complete linear system 1 D j has no base points and is a jinite- 
dimensional projective space. 
(b) The rule (g, E) F+ g . E dejines a representation of G on j D / by projective 
linear transformations. 
(c) The linear system / D 1 is ample if and only if the complement S - E 
is an afine variety for some (or any) E in / D /. 
Proof. (a) The base points of 1 D 1 must be G-invariant because translation 
preserves linear equivalence. Thus, 1 D 1 has no base point because the action 
of G on X is transitive. X is a complete homogeneous space because P is assumed 
to be parabolic. In general, any linear system of effective divisors on a complete 
variety must be finite dimensional. 
(b) This follows fairly formally because the rule respects rational equiva- 
lence or, rather, projective colineation. 
(c) A divisor by definition is ample if and only if, for some positive 
integer n, / nD 1 defines a projective embedding of X; that is to say that nD 
is very ample. If  1 nD 1 were very ample, then X - nE would be affine for all E 
in I D /. Conversely, if X - E is affine, the morphism of X into projective 
space defined by I D 1 would be an atline morphism by homogenity of X. 
As X is complete, this morphism must be finite. It follows that ( nD 1 must 
be very ample for some positive n. Q.E.D. 
The next result, which uses the big cell theorem, is one step on the way 
to proving the very ampleness of complete linear systems. 
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LEMMA 5.2. Let D be an effective divisor on the homogeneous space X. Let 
f be a T-Jixed point in X. Let rr: X -+ Pn be the morphism into projective space 
defined by the complete linear system 1 D /. Then, the following statements are 
equivalent. 
(a) rr is an embedding. 
(b) rr restricted to the LJ--coordinate neighborhood off is an embedding. 
(c) For any root (Y lying in LJ-, r restricted to the line L(f, a) is an embedding. 
(d) For any root 01 lying in U,-, the dzfferential of TT at f  is not zero in the 
direction 0~. 
Proof. Statements (a) and (b) are clearly equivalent by the G-equivariance 
of r. Trivially, (a) + (c) * (d). We need to show that (d) 3 (b). 
The restriction of rr to Uf--coordinate neighborhood is a P,--equivariant 
morphism from the homogeneous space P,-IL, into projective space. The 
coordinate system U,- M P,-IL, is L,-equivariant. Thus, the mapping induced 
by 7~ has the form U,- -+ U,-IH 4 Pn, where H is a closed subgroup scheme 
of es-, which is normalized by L, (and, in particular, T). To show (b), we must 
see that His reduced to the identity. Statement (d) implies that the T-subgroup 
scheme contains no roots. Therefore, H is a discrete finite set of points. As T 
has only one fixed point in U,- and normalizes H, H must be the trivial sub- 
group. The proof that (d) * (b) is finished. Q.E.D. 
Before I drop the subject of divisors temporarily, I should point out how 
ampleness of a divisor D may be determined by looking at the weight p,(D) 
of D at a T-fixed point f.  
LEMMA 5.3. Let D be a divisor supported off of the coordinate neighborhood 
of a T-fixed point f  in X. The following are equivalent. 
(a) The complete linear system 1 D / is ample. 
(b) D is effective and has support equal to the entire complement of the 
coordinate neighborhood. 
(c) For any Bore1 T-subgroup B of G Jixing f ,  (a’, p,(D)) is positive for 
all 01 E A, - ApfsB . 
(d) The stabilizer of the weight p,(D) in the Weyl group equals the stabilizer 
off and p,(D) E Wt,+. 
Before I begin the discussion of the induced linear representations of our 
group G, I need to recall some of the basic terminology for describing repre- 
sentations of G. Let M be a geometric representation of G with associated 
algebraic representation M. The representation is called indecomposable if M 
cannot be written as the direct sum of two proper G-invariant subspaces. 
The representation is called irreducible if M can have no proper G-invariant 
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subspaces except (0). Irreducible implies indecomposable but the converse 
is not true if the characteristic of the ground field is positive unless G is a torus. 
A rough approximation of the structure of the G-representation M is the 
restricted T-representation M. One decomposes the T-representation M into 
a direct sum @ M(x) of nonzero x-eigenspace spaces for some distinct characters 
x of T. These characters of T, which occur in this decomposition, are called 
the weights of M. One also introduces the characteristic (M) = C mult M(x) . x 
to keep track of the multiplicities with which the weights of M occur. 
The characteristic (M) is invariant under the action of the Weyl group W 
of G with respect to T. Thus, the Weyl group permutes the weights of any 
representation of G. These facts are just the reflexion of the following evident 
observation. If  w is an element in the normalizers of T representing an element w 
in IV, then the action of w on M induces a linear isomorphism from the eigen- 
space M(x) to Wwo(xN. 
To get a better understanding of the structure of M, one chooses a particular 
Bore1 T-subgroup of G. Recall that the choice of B determines a chamber C, 
of the root system of G and a partial ordering on the characters of T; i.e., 
x>#ifx=IG.I-I a%, where the roots OL lie in B and the n, are nonnegative 
integers. 
Once one has this partial ordering, one defines a weight x of the representation 
M of B to be a highest weight of M if there is no other weight of M greater 
than it in the partial ordering. Clearly, any finite-dimensional representation 
of B has at least one highest weight. One reason for making this definition 
is contained in 
LEMSU 5.4. Let m be a nonzero vector contained in the x-eigenspace M(x) 
of the representation M. The B-invariant subspace spanned by m contains onl?/ 
weights higher than x. 
Furthermore, either the line generated by m is invariant under B, or, M contains 
a weight strictly higher than x. 
In particular, if x is a highest weight of M, the vector m must be fixed by the 
unipotent radical of B and the line generated by m is invariant under B. 
Proof. Let us examine how the group B moves m # 0. The action of G 
on M gives a morphism 4: B -+ M by sending b to b . m. Also, let L be the 
line generated by m. We have a morphism Z/J: U x L + M, which sends a 
pair (u, Z) to u . 1 for u in the unipotent radical U of B and 1 in L. 
In general, the B-invariant subspace spanned by m equals the linear subspace 
of M defined by the vanishing of all linear functions on M such that their 
pull-backs by either 4 or 4 vanish identically. Thus, to understand what the 
B-subspace spanned by m is, one looks at the cohomomorphism 
#*: M---f h[U] @L. 
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Thus, if M is the B-span of m, #* must be injective. All that we need to do 
is to look at the T-equivariance of #*. 
Let T act on U x L by conjugation on U and multiplication by x on L. 
Then, the morphism I/J: U x L + M is T-equivariant for the restricted action 
of T on M. Thus, the homorphism #* may be considered as a T-module 
homorphism 
M --+ VI 0 ~1x1. 
This means that the only weights occurring in image #* have the form 
where the OL run through roots in B and the n, are nonnegative integers. This 
proves the first result when we apply it to M = B-span of m and use the 
injectivity of #*. 
To see the second result, note that L is invariant under B if and only if any 
linear function of M induces a constant function of U via C$ if and only if the 
image of $r* is contained in K @ &I. As k @ k[x] is exactly the x-eigenspace 
of R[UJ @ kh], we have the following equivalence. m is fixed by U if and only 
if L is invariant if and only if the B-invariant subspace spanned by m contains 
no weights strictly higher than x. Q.E.D. 
Remark. There are two known facts that are related to the above. 
(1) If the vector nz is not fixed by U, M contains a weight of the form 
X . o! in characteristic zero or x . 019 in characteristic p for some root cy lying 
in B and 4 equals a power of p. This result follows from the classification of 
T-subgroup schemes in one parameter T-unipotent subgroup. (I have learned 
this from Haboush [19].) 
(2) For an arbitrary vector m in M, the orbit of m under the unipotent 
radical of B is closed [33]. 
The way that we will be using this last result, in practice, is 
COROLLARY 5.5. Let M be a nonzero geometric representation of B. There is a 
B-invariant hyperplane H in M. 
If the B-invariant hyperplane is unique, then 
(a) M is an indecon;lposible B-representation, 
(b) there is a we&ht x so that H eqds N = @ M(4), where 4 > x but 
f$fx,ad 
(c) the x-eigenspace M(x) is one &mnsionaZ. 
Proof. By [31, p. 251, M = IEt M, , where (MJ form an inverse system 
of finite-dimensional quotient representations of M. It will suffice to treat the 
finite-dimensional case. 
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Let x be a weight which is not larger than any other weight. Let R(x) be 
the union of the eigenspaces M(4) where 4 # x. By Lemma 5.4, R(x) is 
B-invariant and the unipotent radical of B acts trivially on M/R(x). Thus, 
any hyperplane H containing R(x) is B-invariant. 
This proves the first part and, also, (a) and (c) follow directly. To see (b) 
note that M(x) @N is B-invariant by Lemma 5.4. As M/M(x) @N has no 
B-invariant hyperplane, M = M(x) @ N. Thus, H must equal N. Q.E.D. 
With all these generalities out of the way, we may return to the study of 
the representations of G which arise from the homogeneous space X. 
Let f be a T-fixed point of X and let x be a character of the stabilizer Pr 
off. We have seen in the last section that we may construct a homogeneous 
line bundle L,(x) over X and a G-linearized invertible sheaf Zf(x) on X. Next, 
I want to explain how one gets a representation of G from these objects. 
In the geometric case, there is a universal morphism of the homogeneous 
vector bundle into a vector space M,(x) such that the morphism L,(X) + 1M,(x) 
is linear when restricted to the fibers of L,(x) + X. By the universality of this 
morphism, one easily sees that the action of G on L,(x) induces a morphic 
group action of G on M,(x) by linear transformations such that we have a 
commutative diagram 
G x L,(x) - LAX) 
1 1 
G x W(x) - M,(x). 
This is the same as to say that we have a geometric representation of G on 
M,(x) and the morphism L,(X) + M,(x) is G-equivariant. 
The same construction in the algebraic case looks like this. Let Mf(x) be 
the global sections r(X, 2$(x)) of th e invertible sheaf 2Zf(x). The G-linearization 
of gY(x) induces a co-action M&J + K[Gl ol, M,(x). Thus, &f&) inherits 
from the G-linearization of gf(x) the structure of a G-module. To understand 
better, the reader should check that M,(x) is the geometric G-representation 
corresponding to the G-module M,(x). These representations are called the 
representations of G induced by the character x of the parabolic subgroup Pr ; 
or, simply, induced representations. 
The completeness of the homogeneous space X implies that the induced 
G-modules M,(X) are finite-dimensional vector spaces because they are the 
sections of the coherent sheaf gf(x) on X. 
In Lemma 4.7, we saw that we may identify M,(x) with the space of regular 
functions f on G which satisfy the functional equation 
f kP> = f cd x(P) for all p in Pf . 
In this identification, the G-module M,(x) is isomorphic to a sub-G-module 
of the (left) regular representation of G on K[q. 
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We are now in a position to summarize the basic facts about these induced 
representations in 
THEOREM 5.6. Let x be a character of the stabilizer Pj of a T-Jxed point f  
in the homogeneous space. 
(a) The induced representations M,(x) and M&) are Jinite-dimensional 
indecomposable representations of G. 
(b) M,(x) is nonzero o x t Pj is a regular function on G o p(x) E Wt,+. 
Assume the equivalent conditions of (b) hold. 
(c) There is a unique element h(x) of M,(x) which is$xed by U,- and takes 
value one at the marked point of the fiber of 4(x) over f.  t&(x) is identiJed with 
the function x t Pf on G. 
(d) #Xx) generates the highest weight space of M,(x) with respect to B, 
where B is Bore1 T-subgroupfixing f. The weight of&(x) is the restriction of x to T. 
(e) The zero divisor of #Ax) is the divisor Of(x) on X. 
(f) &(x) is the equation of the only U,--invariant hyperplane of M,(X). 
In fact, this hyperplane is P,--invariant. 
Proof. We have just noted that the finiteness statement in (a) is true. To 
prove the indecomposability, we may assume that M,(x) is not zero. 
As U,- is a unipotent group, there must be at least one hyperplane of M,(X), 
which is invariant under U,-. Let h E M,(x) be the equation of one of these 
Uf--invariant hyperplanes. Then, h is a nonzero function of L,(X), which is 
Uf--invariant. Hence, h is a section of 2$(x) which does not vanish anywhere 
in the ?Y--coordinate neighborhood off. 
On the other hand, we have seen that x t Pf may be identified with a section 
of 9&) over this coordinate neighborhood, which also does not vanish anywhere. 
Thus, h and this last section must differ by a constant multiple as this coordinate 
neighborhood is an affine space or as both sections as lJf--invariant by the 
functional equation for x t Pf . Anyway, we have shown that, if M,(X) is not 
zero, then x t Pf may be identified with an element &(x) of M,(x), which is 
fixed by U,- and is also the equation of any U,--invariant hyperplane in M,(X). 
This proves (c) and (f). Furthermore, if x t Pf is a regular function of G, it 
represents a nonzero element of M,(x). Thus, we have checked the first equiva- 
lence of (b). By the proof of Lemma 4.7, we know that x t Pr is regular o D,(x) 
is an effective divisor; and the zero divisor of I,&) = D,(x) if x t Pf regular. 
This last statement is the content of (e). On the other hand, D,(x) is effective 
o its weight p,(I),(x)) E Wt,+ by definition of Wt,+. As we know that 
pf(Dj(x)) = +p(x) by Theorem 4.1. The other implication of (b) has been 
demonstrated. 
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We have seen at the beginning of Section 4 that x t Pf satisfies the functional 
equation 
x f PAP’g) = x-(P’) x ? P,(g) 
for all p’ in Pf-, where X- is the character of P$-, which has the same restriction 
to L, as x. Thus, $Y(~) lies in the x-eigenspace of M,(X): in fact, it is a x--eigen- 
vector for Pf-. 
Let B be a T-Bore1 subgroup contained in Pf . Then, U,- C B- C Pf-. 
BY (4, the zeros W(x) in W(x) of h(x) must be the unique B--invariant 
hyperplane in M,(x). Corollary 5.5 shows that M,(x) is indecomposible even 
as a B--representation. Hence, (a) is true. 
It remains to see (d). We know that I&(X) is in the x-eigenspace of MT. 
The Corollary 5.5 also shows that x is the smallest weight with respect to the 
partial ordering defined by B- and the x-eigenspace is one-dimensional. Thus, 
Z&(X) generates the whole X-eigenspace. Furthermore, the partial ordering 
defined by B- is the opposite partial ordering to that defined by B. Hence, 
x is the largest weight with respect to B. This proves (d). Q.E.D. 
In the above notation, when M:,(X) is not zero, M,(x) = L @ H,(x), where 
L is the line equal to the x-eigenspace and H,(X) is the P,--invariant hyperplane. 
By Lemma 5.4, one may see that L is invariant under Pf , but, unfortunately, 
L may not be the only PI-invariant line as we will see in Theorem 5.7. Before 
we study that aspect, first we will find a canonical generator of L and, also, 
examine what functor of G-representations M,(x) represents. 
Let &(x) be the image in M,(x) of the marked point in the fiber of L,(x) 
over f under the morphism L,(X) -+ Mf(x). For any p in Pf, we have that 
P ’ 44x) = x(P) * dXx)* 
Thus, if &(x) is not zero, the weight space L will be generated by $&). Let 
(m, nl; denote the value of a function n in M,(x) at a point m in IvL,(x). By 
Theorem 5.6(a), we know that 
(h(x), 4dx)i = 1, 
when M?(X) is nonzero. This shows that 
W(x) = W,(x) 0 H,(x). 
Let M be an arbitrary representation of G. Let A: M,(x) -+ M be a G- 
homomorphism. I claim that A is completely determined by the value A(+&)). 
This value is only subject to the condition that the subspace it generates is 
P$nvariant and Pf acts on it by multiplication by x. More properly said, 
we have a natural equivalence of functors 
Hom&%(x), M) - Hom,f(A1(x), Ml. 
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To find the inverse transformation, note that a P,-homomorphism of Al(x) 
to a G-module M defines an obvious G-equivariant morphism 
L,(x) = G x” Al(x) + M, 
which is linear on the fibers of L,(x) over X = G/P, . This induces a morphism 
M,(X) -+ M, which is the corresponding G-homomorphism. 
We will next use this universal mapping property of the induced representa- 
tions to compare them with their contragradient representations. It will turn 
out that this comparison is intimately related to the irreducibility of the induced 
representations. 
Let M be a finite-dimensional geometric representation of G. We define 
in the usual way the contragradient representation MD. Recall a K-point of 
MD is a K-valued K-linear functional L on M. The contragradient G-action 
is given by 
(g .4(m) = L(g-w 
for all g in G and m in M. 
Now, in the case of an induced representation M,(x), the contragradient 
representation M,(x)~ has a canonical point &(x) corresponding to the element 
&(x) of M,(x). By Theorem 5.6, we know that the line generated by &(x) 
is Pf--invariant and that Pt- acts on this line by multiplication by (x-)-l, 
where x- is the character of P,- with the same restriction to L, as the character x 
of Pr . The inverse here is due to the inverse in the definition of the contra- 
gradient representation. 
Let XD be the homogeneous space dual to X. There is an isomorphism 
of varieties, D: X -+ XD such that g . Dx = D(A(g) . x), where A is an 
involution of G extending the inverse of T. Given any character x of the stabilizer 
Pr of a T-fixed point f in X, denote by xD the character (x-)-l of the stabilizer 
Pf- = P,, of Df. One naturally studies the induced G-homomorphism 
MD,(X~) - MAxID, 
which takes 4D,(~D) to &(x). This homomorphism has a remarkable property. 
LEMMA 5.7. The image V(xD) of the natural G-homomorphism MD,(xD) --+ 
M&)D is simultaneously the largest quotient G-representation of MDr(xD) and 
the smallest G-invariant subspace of M,(x)~. 
V(xD) is an irreducible G-representation and is the linear span of U, . #t(x). 
Further, V(xn) is isomorphic to MD,(xD)/N, where N = n uHDI(xD) as u runs 
through U,-. 
Proof. Let V be any nonzero G-invariant subspace of M,(x)~. As K&(x) 
is the only line in M,(x)~, which is pointwise fixed by the unipotent subgroup 
344 GEORGE KEMPF 
U,-, h(x) must be contained in V by the Lie-Kolchin theorem. Thus, M&JD 
possesses a minimal submodule V(X)” = linear span of G * I&(X). The minimality 
implies V(x”) is irreducible. G . K&(x) is th e image of the composite morphism 
LDkD) - MD,(X”> - M,(xlD. 
It follows that image (M,,(xD)) = V(xD) by the definition of MD&“). Further- 
more, the image of the fibers of LDI(xD) over the big cell in XD centered about 
Df is U, . K&(x). Thus, V(x”) must be the linear span of U, . &(x). 
The contragradient facts to these show that M,,(xo)/N is the only irreducible 
quotient of MD,(xD). This quotient must also be the (irreducible) image V(x”). 
Q.E.D. 
Remark. One may also consider the contragradient G-homomorphism, 
M,(x) -+ MDr(xD)n. One easily finds the effect that this homomorphism has 
on &(x) and thereby see that the same homomorphism would be found by 
exchanging the role of (f, x) and (Of, xD). Thus, the pairings 
W(x) X MD&~) - k 
possess a symmetry condition. 
These pairings have been known for a long time and are related to Wang’s 
contragradient form [35, 251. 
One of the open questions about the induced representations concerns 
their irreducibility. I want to review a classical fact about their irreducibility 
essentially contained in Chevalley’s seminar [9]. 
THEOREM 5.8. The following statements aye equivalent. 
(1) M,(x) is an irreducible representation of G. 
(2) M,(x) has a unique line of points jixed by lJ, . 
(3) The homomorphism M,(x) -+ MDr(~D)D is an isomorphism. 
Proof. (2) 2 (1). We know that the Uf-fixed line k+,(x) has a nonzero 
image in the only irreducible quotient of M,(x) by the proof of Lemma 5.7. 
By the Lie-Kolchin theorem, if M,(x) is not irreducible its maximal proper 
G-invariant subspace must contain a line of lJf-fixed points. Thus, M,(x) 
would contain at least two fixed lines. By contradiction, (2) a (1). 
(1) * (3). Assume that M,(x) is irreducible. The composition M,(X) + 
MD~(X~)~ - (We)” must be an isomorphism. Hence, M,(x) is a direct 
summand of MDr(~D)D which is indecomposible by Theorem 5.6. Hence, 
M,(x) must be all of MDf(~D)D. Thus, (1) => (3). 
(3) * (2). By Theorem 5.6, MDf(~D)D has a unique Uf-fixed line. 
Obviously, then (3) * (2). Q.E.D. 
INDUCED RJXPReSENTATIONS 345 
To finish this section, I want to point out the relationship between the induced 
representations and projective representations on complete linear systems. 
Let x be a character of the stabilizer P, of a T-fixed point f in X. Assume 
that M,(X) is not zero. Then, the morphism L,(x) -+ M,(x) is an embedding 
of each fiber of 4(x). Th us, we have an natural morphism, X -+ P&, where 
P,(X) is the projective space of lines in M,(x) through the origin. G acts on 
P,(X) by projective linear transformations so that X -+ Pf(x) is G-equivariant. 
The dual projective space to P,(x) is the complete linear system 1 &(x)1. 
The action of G on 1 Dr(x)I given at the beginning of this section is contragradient 
to the action of G on P&J). (See 191.) 
6. SCHUBERT VARIETIES, BRUHAT CELLS AND THE BOREL-WEIL THEOREM 
Let X be a homogeneous space of the form G/P, where P is a parabolic 
subgroup of a reductive group G. Let B be a fixed Bore1 subgroup of G. 
The two principal kinds of subvarieties, which are involved in the B-equivari- 
ant geometry of X, are defined as follows. A Bruhat cell of X (with respect to B) 
is a B-orbit in X. A Schubert variety in X (with respect to B) is the closure 
of a Bruhat cell. 
There is a one-to-one correspondence between Bruhat cells and Schubert 
varieties as a Bruhat cell is the only open dense B-orbit in its closure. The 
Schubert varieties are complete varieties as X is complete. The Schubert 
varieties have singularities, which are visible obstructions to performing easy 
calculations with them. On the other hand, the Bruhat cells are isomorphic 
to affine spaces and are easily accessible by direct calculations (see Proposi- 
tion 6.4). 
The use of Schubert varieties was crucial to my inductive proof of the Borel- 
Weil vanishing theorem for arbitrary characteristic. This result is 
THEOREM 6.1. Let 9 be an invertible sheaf on the homogeneous space X 
such that 9 has a nonzero section. Then, the cohomology groups, H”(X, 9), 
are zero for positive i. 
Proof. For the special case, when X = G/B, this theorem is contained 
in [26, Theorem 1, Sect. 61. The more general result may be easily deduced 
from the special case as follows: 
As a Bore1 subgroup is a minimal parabolic subgroup, we might as well 
assume that B C P. In this case, we have a natural morphism f: G/B -+ 
G/P = X. Let & = f *g. Then, by the special case, we know that the higher 
cohomology groups of & vanish. Once we have established isomorphisms, 
Hi(X, 2) % Hi(G/B, A), for all i, the theorem will be proved. 
Consider the 
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Claim. f++&? FZ L? and Ry*& is zero if i > 0. 
This claim will yield the desired isomorphisms as the Leray spectral sequence, 
Hi(X, Rjf*.M) 3 Hi+j(G/B, .L&‘), d egenerates. Therefore, it suffices to prove 
the claim. 
The claim also follows from the special case. To see this, notice that we 
may apply the special case of the theorem to the structure sheaf of P/B. This 
tells us that P(P/B, opiB) = K and Hi(P/B, OpIB) is zero for i > 0. As f is a 
locally trivial P/B-bundle, the above implies that f,Qo,, = 0, and R%O,,, 
is zero for i > 0 by [16, 111.7]. By the projection formula, Rif*d FZ 
Ry*( f  *U) m Rif.+O,,B @0,5?, the claim has been established. Q.E.D. 
Remark. In characteristic p, this vanishing theorem has also been proven 
for 9 j S on some special Schubert varieties, which were most accessible. 
Previously, Demazure [14] had proved it for all Schubert varieties in charac- 
teristic zero. 
Let T be a maximal torus of G, which is contained in B. Thus, in the language 
of Section 3, B is a parabolic connected T-subgroup of G. I will next review 
some of the relevant facts about Bruhat cells and Schubert varieties from 
Section 3 for eventual use in Section 12. 
PROPOSITION 6.2. (a) There are finitely many Bruhat cells and Schubert 
varieties in X. 
(b) Any Schubert variety is the disjoint union of a Jinite number of Bruhat 
cells. 
(c) Any Bruhat cell may be written in one and only one way in the form 
B g, where g is a T-fixed point in X. 
(d) There is a unique point f  in X$xed by B. 
(e) Any T-fixed point g may be written in the form w . f  for some element w 
of the Weyl group W of G with respect to T. The point g uniquely determines 
the class of w in WjW(P,), where W(P,) is the subgroup of W which consists of 
elements represented by elements of the stabilizer Pf off. 
(f) The dimension of a Bruhat cell C is the minimum length l,(w) over all 
elements w in W such that C = B ’ w . f .  
Proof. Theorem 3.6 implies statements (d) and (f). Also, statements (c) 
and (e) are contained in Theorem 3.4. Our statements (c) and (e) imply (a,) 
as the Weyl group W is a finite group. As any Schubert variety is B-invariant, 
it must be made up of disjoint B-orbits. Hence, (a) implies (b). Q.E.D. 
We also will need to know ablut the relationships between the U,--coordinate 
neighborhood of a T-fixed point g and the Bruhat cell through g. 
Let C be the Bruhat cell B . g. Let N(C) be the U,--coordinate neighbor- 
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hood of g. Further, let S be the Schubert variety, which is the closure of C. 
With this notation, we have 
PROPOSITION 6.3. (a) N(C) is a nezbhborhood of C. In fact, S n N(C) = C. 
(b) S - C is the intersection of S with the divisor X - N(C). 
(c) Any proper Schubert subvariety of S is contained in a Schubert divisor 
on s. 
Proof. By Theorem 3.4(a), we know that C is a closed subvariety of N(C). 
Thus, the open subset N(C) is a neighborhood of C and C = C n N(C) = 
S n N(C). 
In Corollary 3.7, we have studied the divisor X - N(C) on X. By (a), we 
have the equality (X - N(C)) n S = S - C. This establishes (b). 
So, X - N(C) is a Cartier divisor on X because a homogeneous space is 
smooth. By (b), this means that S - C is a Cartier divisor on S. Hence, each 
component of S - C is a divisor on S. By Proposition 6.2(b), each component 
of s - C is a Schubert variety. Thus, statement (c) must be true. Q.E.D. 
The next task is to recall the description of how the Bruhat cell C lies in 
its neighborhood N(C). The statement of the next proposition uses the following 
sets of roots. 
Let g be the T-fixed point in C. Recall that U, is the unipotent radical of 
the stabilizer P, of g. Define 
K(C) = R(B) n R(U,) 
and 
L(C) = R(B) n (-I?( U,)}. 
For later use, we will define an additional set of roots: 
With this notation, we have 
PROPOSITION 6.4. Let C be a Bruhat cell and N(C) its neighborhood. Then, 
N(C) is T-equivariantly isomorphic to the sum of two T-representations Z @ U 
such that 
(a) under this isomorphism, C corresponds to the closed subvariety Z @ 0, and 
(b) a-~ T-sp@w 2 = Oxe~cc) V(x) d U = Oxa+m V(x). 
Proof. As the B-orbit C is entirely contained in N(C), we may apply 
Theorem 3.2 to this situation. Thus, the inclusion CC N(C) looks like the 
inclusion B n U,- in U,-; i.e., (B n U,-) x {e] in (B n U,-) x (B- n U,-). 
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Hence, (B ri U,-) is T-isomorphic to @ V(x), where x runs in R(B n U,-) = 
R(B) n R( U,-) = R(B) n {--R( U,)> = L(C). On the other side, (B- n U,-) 
is T-isomorphic to @ V(x), where x runs through 
R(B- n U,-) = --R(B n U,) = -{R(B) n R(U,)} = -K(C). Q.E.D. 
Some of the previous statements simplify considerably when X is a homo- 
geneous space of the form G/B. The next proposition gives the simplified 
statements. 
PROPOSITION 6.5. Assume that the stabilizer Pt of the point f in X is B. 
(a) Any Bruhat cell in X can be written in one and only one way in the 
form B . w . f, where w is an element of the Weyl group W. 
(b) The dimension of the cell B . w . f is the length In(w) of the element w in W. 
(c) For any Bruhat cell C, J(C) = R(B). 
(d) For any w in W, we have the relation 
W(fB) * PB = n x. 
xeK(B~wJ) 
Proof. Statement (a) follows fromProposition 6.2(e) as W(P,) = W(B) = {e} 
in this case. Statement (b) follows from (a) and Proposition 6.2(f). For (c), 
note that J(C) = R(B) n {R( U,) u R( U,-)> = R(B) n R(G) = R(B). State- 
ment (d) is well known, but I will repeat its easy proof. 
Recall that, for any Bore1 T-subgroup B’ of G, fe’ is the member of +X(T) 
such that pi, = nIxeRcB,) x (see Section 2). Clearly, w(B) is the stabilizer of 
w .f = g and WI?(B) = R(w(B)) = R(U,). Let K be K(B . w .f) and L be 
L(B w . f). As in part (c), we have A(B) = K u L and R(w(B)) = K JJ -L. 
Therefore, by definition, we have two equations, 
f’B2 = @ x) ’ (n x) 
L 
and 
f:(B) = (F x)(; x)-l* 
Thus, [pW(s) . pB12 = (I&x)“. The result follows as the characters of T are 
torsion-free and w(pB) = PwtB) . Q.E.D. 
To finish the preparation for Section 12, I want to translate the relevant 
results from Section 4 into the current notation. 
LEMMA 6.6. Let L + X be a homogeneous line bundle over X. Let g be any 
T-jixed point in X and let C be the Bruhat cell B . g. 
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(a) There is a T-equivariant isomorphism of line bundles over N(C), 
L IN(C) + N(C) x W/d, whe 4 c is the character by which T acts on the line Lg 
and T-action on the second bundle is just multiplication by I& on the secondfactor 
plus translation on the$rst. 
(b) Assume that g = w . f for some w in W where f is th B-fixed point 
in X. Let I,$) = #. Then, I& = w(9). 
Proof. The first statement is a form of Lemma 4.6. The second statement 
follows directly from the homogeneity of L as follows. Let I E LI and t E T. 
Take an element w’ of N(T) representing w. As w’l~ L,,+ = L, , we have 
qic(t)(w’Z) = t . w’l = w’((w’)-1 tw’)l = w’ * #((ml)-1 tw’) * 2 = w($)(t) . W’Z. 
Therefore, #c = w(#). Q.E.D. 
II. GROTHENDIECK-COUSIN METHODS 
7. LOCAL COHOMOLOGY AND COUSIN COMPLEXES 
Let X be a topological space containing a closed subset 2. A global section 
of an Abelian sheaf 9 on X has support in 2 if its restriction to the open subset 
X - Z is zero. The group of sections of an Abelian sheaf 4G on X, which 
have support in Z, is denoted by P,(X, 9) [17, 18,201. 
Clearly, Px(X, F) = P(X, 9) and rra(X, 9) = 0. By definition, we have 
a short exact sequence 
0 -+ rz(x, Lq + qx, 9) + qx - z, 9). (4 
Furthermore, if we have two closed subsets Zi and Za of X with Z, I Zs , 
then a section of F with support in Z, must have support in Z, . Thus, we may 
define rz,,r,(X, 9) to be the quotient rr,(X, 9=)/I*r8(X, 9). Then, we will 
have an exact sequence 
0 -+ ~ZJX, =q - G,(X 9) - &,,zpL 9’) - 0. (B) 
Clearly, I’rlo(X, 9) = r,(X, 3) and rr,s(X, F) = 0. 
Let Z, 2 Z, and W, >_ W, be four closed subsets of X such that Zr _C WI 
and Z, C W, . Then, we get a homomorphism Pzl,xq(X, St) -+ rW,lW,(X, 9) 
for any Abelian sheaf 9. As a consequence of Noether’s isomorphism, we have 
the 
LEMMA 7.1. Let Z, 2 Z, >_ Z, be three closed subsets of a topological space X. 
For any Abelian sheaf 9 on X, we have an exact sequence 
6071243-6 
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Another possible approach is to compare rzl,z2(X,S) with ~zl-,z(X-Z,, -F). 
This yields 
LEMMA 7.2. Let 2, > 2, be two closed subsets of a topological space X. Let 
9 be an Abelian sheaf on X. Then there is a natural injection rzI,,JX, 9-) C-+ 
rzl-zB(X - 2, ,9). This injection is an isomorphism if the restriction 
CL: r(X, 9) + P(X - 2,) g) is surjective. 
Proof. The restriction 01 obviously takes r,l(X, F) into rz,-z,(X - 2, ,9). 
The kernel of 01 is rz2(X, F). Thus, 01 induces an injection of rzl(X, 9)/ 
rz,(X, 9) = rz,iz,W, 9) into rzl-zz(X - -G ,F). 
It remains to verify the surjectivity of the injection in the special case. Take 
any section f  in r(X - 2, ,9) which has support in 2, - 2,. By our special 
assumption, we may extend f  to a section f’ in r(X, 9). As f  and f’ have 
the same restriction to X - 2, , f’ must have support in 2, . Thus, in this 
case, r,JX, 3) maps surjectively onto r,&X - 2,) 9) and we are finished 
proving the lemma. Q.E.D. 
Next, we need to study how the functors rzl,,JX, F) depend on 3. Recall 
that rznu(u, 9) is always a left-exact functor of Abelian sheaves P on a 
topological space X with an open subset U and closed subset 2. In general, 
the functors rz,,z,(X, 9) are not left exact. First, recall that a sheaf 9 on a 
topological space X is called flabby if the restrictions r(X, S) -+ r( U, 9) 
are surjective for all open subsets U of X. A further exactness property of 
these functors is contained in 
LEMMA 7.3, With the same notation as that of Lemma 7.2, the functors 
r(x, $1, rzl(x, p”I>, and rz,,z,(x, 9) P reserve the exactness of a short exact 
sequence of JEabby sheaves. Explicitly, if 0 --f St, --f Fz + FS --f 0 is a short 
exact sequence of j7abby Abelian sheaves on X, then the sequence 
0 - rz,,z,w 6) - rz,/z,(x, %) - rzl/z,(xy 6) - 0 
is exact. Furthermore, rzI,zz(X, 9) % rzl-zg(X - 2, , 9) when 9 is a flabby 
Abelian sheaf on X. 
Proof. The last remark is justified because any flabby sheaf satisfies the 
special assumption of Lemma 7.2. Thus, to prove the lemma, we need to 
check that rzl-ze(X - 2,) 9) is an exact functor of flabby sheaves, but this 
is a well-known fact in sheaf theory. Q.E.D. 
Next, one defines cohomology groups H$1,z&X, 9) as the right derived 
functors of rz,,z,(X, -). Th is can be done quote explicitly using Godement 
resolutions [15]. Recall that Godement has functorially associated to any sheaf .9 
on a topological space X a complex V*(9): %?O(F) --t V(9) --f qz(S-) + ..‘, 
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where the W(S) are flabby sheaves on X together with an augmentation 
9 -+ V(9) such that S -+ U*(9) is a resolution of 9. Furthermore, recall 
that W(S) is also an exact functor of Abelian sheaves P. Thus, H&1,z2(X, 3) 
may be defined as the i-homology group of the complex rs,,x,(X, go(S)) -+ 
J’z,,z,(X, V(S)) + rz,,x,(X, V(S)) -+ a... The augmentation 9 + go(F) 
defines a functorial homomorphism rz,,z,(X, 9) -+ H;,,r,(X, 9). This 
homomorphism is not always an isomorphism but, in the special case, 
r,(X, 9) -+ Hzo(X, 9) is an isomorphism by the left exactness of r,(X, -). 
Furthermore, by applying Lemma 7.3, we can prove 
LEMMA 7.4. If 5 is a jabby sheaf on X, then 
(a) I’r&X, 9) + H’&,,(X, S-t> is an isomorphism and 
(b) HL,,r,(X, 9) is zero for i > 0. 
This lemma follows directly from the exactness of rzl,r,(X, 9) applied to 
flabby sheaves as all of the images of the differentials in U*(S) are flabby 
when 9 is flabby. 
There are two standard long exact sequences that one can make with the 
Hk,,z,(X, 9). Th ese are contained in the next two lemmas. 
LEMMA 7.5. Let 0 ---* SI -+ 3C2- 3$-f 0 be a short exact sequence of 
Abeliun sheaves on a topological space X. Let 2, 2 2, be two closed subsets of X. 
Then, we have a long exact sequence 
LEMMA 7.6. Let Z,2 Z,1Z, be three closed subsets of a topological space X. 
Let 9 be an Abelian sheaf on X. Then we have a long exact sequence 
0 + H$,z8(X s) - H&& 9) + H&(X, St)--% H;&X, 9) - .-.. 
Both of these long exact sequences arise from short exact sequences of 
complexes. For Lemma 7.5, one looks at the sequence 0 --f rz,,r,(X, U*(Sr)) -+ 
rzl ,z,w9 ~*(m -+ r z1,,2(X, ‘%‘*($Q) + 0, which is exact by Lemma 7.3. For 
Lemma 7.6, one looks at the sequence 0 ---t rr,,r,(X, ‘Z*(9)) + rr,,r,(X, 
U*(9)) + rz,,r,(X, U*(F)) + 0, which is exact by Lemma 7.1. 
It seems worth recording a further fact before we get to Cousin complexes. 
This fact is 
LEMMA 7.7. Let Z,2 2, be two closed subsets of a topological space X. Let 
F be any Abelian sheaf on X. Then, there is a natural isomorphism 
for all i. 
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This follows because the restriction of U*(F) to the open subset X - 2, 
is a flabby resolution of the restriction of F. Hence, by the last part of Lemma 
7.3, the complexes rzlIzp(X, V*(F)) -+ rzl-zz(X - 2, , U*(F)) are iso- 
morphic. Thus, Lemma 7.7 1s proved by taking the homology of these isomorphic 
complexes. 
Now we come to Grothendieck’s idea of a Cousin complex. The point is 
that one may use the boundary mapping of the long exact sequence of Lemma 7.6 
to form what is called a Cousin complex for any filtered topological space. 
Explicitly, if X = .Z,1 Z, 3 Z, ... is a decreasing family {Z} of closed subsets 
of a topological space X and F is any Abelian sheaf on X, we have a sequence 
of homomorphisms, 
After we prove that this sequence is a complex, it will be legitimate to regard 
the above sequence as a complex, Cousin(,) S, together with an augmentation 
e: F(X, F) - Cousin{,1 F. This complex Cousintzl 9 is called the (global) 
Cousin complex of F with respect to the filtration (Z> (see [20]). 
Thus, we need to prove 
LEMMA 7.8. The above sequence is a complex. Furthermore, 
(a) the kernel of e is rzl(X, 9); 
(b) the kernel of d,, modulo the image of e is isomorphic to H$,,,(X, 9)/ 
We’) + H’i1,Z2(X fl>, O where e’: r(X, 9) + Hxizz (X, g) is the natural 
homomorphism; and 
(c) if i > 0, the kernel of di module the image of d,-l is isomorphic to the 
image of Kiilzi+,(X, 9) - Hii_lIzi+,(X 9). 
Proof. I will abbreviate the notation by dropping the (X, .F) which occurs 
at the end of all the symbols involved. 
As Z, = X, we have natural homomorphisms r-t HOZoiZi for any i. The 
kernel of this homomorphism is rzi by the equality I’, = Hi, m and Lemma 7.6. 
This proves statement (a). Next, consider the commutative diagram 
n r-r 
As the bottom row is exact by Lemma 7.6, do 0 e must be zero and statement 
(b) follows formally. 
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It remains to prove that d, 0 diPI = 0 for i > 0 and statement (c). Let j 
be a positive integer. One writes the same type of commutative diagram, 
The existence of this diagram and the exactness of its rows and columns follow 
from Lemma 7.6 again. Note, ifj = i, the di and d,-i are the homomorphisms 
in the above sequence (*). Formally, from the commutativity and exactness 
of the diagram, one may conclude that di 0 dieI = 0 and that Ker(di)/Im(di-r) 
is naturally isomorphic to the image of Hgdlz4+, in Hjzi-l,z,+I . 
This proves the remaining points of the lemma. Q.E.D. 
Let 9 be an Abelian sheaf on a topological space X with decreasing filtration 
(2) by closed subsets X = 2,s 2, I **a. Then 9 is called Cohen-Macaulay 
with respect to the filtration 2 if the Cousin complex of 9 with respect to 
{Z} gives a resolution of the global sections r(X, 9) of 9; i.e., the above 
sequence (*) is exact. 
Another definition, which is more immediate, is as follows. Let S be an 
Abelian sheaf on a topological space X with two closed subsets Z,z 2s . Then 
the ith cohomology group H”(X, 9) is said to be supported in 2,/Z, if the 
two homomorphisms H”(X, 9) t pzI(X, 9) -+ H&I,z,(X, 4t) are both 
isomorphisms. Thus, by Lemma 7.7, if Hi(X, S) is supported in 2,/Z,, 
then H*(X, 9) is naturally isomorphic to H$+(X - Z, ,.9). 
To make further progress in the study of local cohomology groups, one 
localizes to form local cohomology sheaves and tries to determine the rela- 
tionships between these two concepts. 
Before I start the next section, I want to recall one fact about the local 
cohomology groups, which shows their local nature. 
LEMMA 7.9 (excision). Let Z, 2 Z, be two closed subsets of a topological 
space X. Let V be an open subset of X, which contains Z, . For any Abelian sheaf 9 
on X, the restrictions give natural isomorphisms 
rz,,q(x, 9) -+ rzl/z& v, 9 1 V), 
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and 
Proof. A section of rzl( V, 9) has a unique extension to a section of 
rzl(X, 9). One finds this extension by extending the section by zero in the 
complement of Z, . The other isomorphisms follow formally from the first 
one and the local nature of the canonical resolutions. Q.E.D. 
8. LOCAL AND GLOBAL COUSIN COMPLEXES 
Let 9 be an Abelian sheaf on a topological space X with two closed subsets 
Z, 2 Z, . Define Cz,lz,(F) to be the sheaf on X associated to the presheaf 
r z,nu,z,nrw? n h w ere U is an arbitrary open subset of X. The support 
of rzl,zpm must be contained in Z, . Denote r’z,, .(F) simply by rz,(F). 
Clearly, rX(F) is 9. 
Immediately from the definition, we find 
LEMMA 8.1. (a) There is a short exact sequence of sheaves 
0 --f Tz,(F) --f 9 ---f inc,(.F Ix-z,), 
where inc, is the direct image under the inclusion of X - Z, in X, 
(b) P( U, Tz,(F)) is naturally isomorphic to PZIno(U, F) for any open 
subset U of X, 
(4 The sheaf IlzIIz,( F can be naturally regarded as the quotient sheaf ) 
~z,(WL’z2(~), and 
(d) The exact sequence (C) of Lemma 7.1 holds with I’ replaced by r. 
Proof. (a) is just the localization of the short exact sequence (A) of Section 7. 
(b) follows from (a) and sequence (A) because I’(U, -) is a left-exact 
functor. 
(c) is the sheafification of the short exact sequence (B) of Section 7. 
(d) obviously follows from the Lemma 7.1. Q.E.D. 
Continuing, we may formally localize Lemma 7.2 to get 
LEMMA 8.2. Let Z, S Z, be two closed subsets of a topological space X. Let S 
be an Abelian sheaf on X. Then, there is a natural injection 
~z~,z~(~“~) - inc * rz,-zp I x - a 
where inc, is the inclusion of X - Z, in X. This injection is an isomorphism if 
the restriction .F + inc,(F 1 X - Z,) is surjective. 
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Before we define the local cohomology sheaves, we must localize Lemma 7.3 to 
LEMMA 8.3. With the same notation as that of Lemma 8.2, 
(a) the functors &‘=.$F) and rz,,z,(S) preserve the exadness of short 
exact sequences of flabby sheaves, 
(b) the natural injectzkz rzlIz,(F) + inc, ~zl-zl(~ 1 X - 2,) is an 
isomorphism af 9t is jlabby, 
(4 r( UP rzx /z,(=m is naturally isomorphic to rZ,nulZ,nU( U, S) for any 
open subset U of X and any jlabby sheaf 5, and 
(d) the sheaves rz1(9) and ~z,,z,(F) me flabby if 9 is fibby. 
Proof. Statements (a) and (b) follow formally from Lemma 7.3. By the 
same lemma, (c) is a reformulation of (b). For (d), assume that 9 is a flabby 
sheaf on X. By (b) and the fact that direct images of flabby sheaves are flabby, 
we need only prove that rx,(g) is flabby. Let U = X - W be an open subset 
of X. As 9 is flabby, the restriction, rzI(X, 4c) + rz,-z,nw(X - 2, n W, 9) 
is surjective as Z, n W is contained in Z, . By the excision lemma, Lemma 7.9, 
the restriction 
is an isomorphism as Z, - Z, r\ W = Z, n U. Thus, the composition 
must also be surjective. This shows that &(s) is flabby by Lemma 8.1(b). 
Q.E.D. 
With the same notation, let 9 + U*(F) be the Godement resolution of 9. 
The results of applying ~r,,a, to this augmented complex are described in 
LEMMA 8.4. (a) r z,,zz(U*(S)) is a complex of flabby sheaves on X, 
(b) we have a natural augmentation, ~z,,z,(S) --f rz,lz,(V(9t)), and 
(c) for any open subset U of X, I’( U, J’zl,zS(%*(S))) is naturally isomorphic 
to r Z,ncm,n& ~“Pv)- 
Proof. Statement (a) follows directly from Lemma 8.3(d). Also, (b) is 
obvious; and (c) follows from Lemma 8.3(c). 
The local cohomology sheaves J@ ,,,,,(4r) are defined to be the ith homology 
sheaves of the complex IJz,lz,(~*(~)). Without further ado, we can state the 
most important facts about these sheaves. 
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LEMMA 8.5. (a) There is a natural homomorphism 
Kz,/z&W -+ e&m 
which is an isomorphism when either S is$abby or Z, = % . 
(b) Sii,,r,(9) is the sheaf associated to the presheaf H~,,Z1,0CZ2(U, 9) 
for arbitrary open subsets U of X. 
(c) ~?~~,~,(9) is zero for all positive i zf either S is flabby or 2, = X 
and& = %. 
(d) For any pair of closed subsets WI 2 W, in X, set S, = WI n 2, and 
S, = (WI n 2,) u (W, n 2,). There are spectral sequences 
and 
Jf?v~,w,(~iz,,z&~)) => ~is:L,(X, m. 
(e) There is a canonical spectral sequence 
Ri inc,((A&&F Ix-z,)) * sF~~‘;~,(~), 
where inc denotes the inclusion of X - Z, in X. 
(f) Let 0 --f SI ---f g2 + S3 --f 0 be a short exact sequence of Abelian 
sheaves on X. Then, we have a long exact sequence 
(g) Let Z, 2 Z, 2 Z, be three closed subsets of X. Then, we have a long 
exact sequence 
(h) The natural homomorphism of part (a) Jits into an exact sequence 
0 - Tz,,z&q - el,zp’) -5 e&q + ezp). 
Furthermore, 0 -+ rz,(F) --+ R --+ S~,z,(F) 2 X’z,(F) ---f 0 is exact. 
Also, d: zi,zI(S) + #i:‘(9) is an isomorphism af i > 0. 
Proof. Part (b) is a consequence of Lemma 8.4(c) and the following general 
fact about sheaves. The homology sheaves of a complex of sheaves are the 
sheaves associated to the homology presheaves of the complex. 
I will not give the detailed proofs of (a), (c), (f), or (g), as they may be deduced 
using the results of this section or by applying (b) to reduce directly to the 
results of the last section. 
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For (d). one checks by using Lemma 8.3 that there is a natural homomorphism 
which is an isomorphism for flabby sheaves F. Thus, IYI$~,~,(X, S) is iso- 
morphic to the homology of the complex 
By Lemma 8.4, .M* = ~zI,,,(%*(S)) is a complex of flabby and, hence, 
r w,/w (X9 -1 -ac c ic Y 1 sheaves by 8.5(c). Furthermore, its homology sheaves 
are ~&,sJ9). The spectral sequence is just the standard way to try to compute 
the homology of K* from HzIIW,( X, homology of .M*). This proves the first 
statement. The second statement is its localization. 
For (e), by definition, .s?&~,(S) are the homology sheaves of the com- 
plex rr,,s,(V*(S)). By Lemma 8.3(b), this complex is isomorphic to 
ir1c&‘~,-~,(%‘*(9 IxVz,))). Now, rzl-zp(U*(S Ix-z,)) is a complex of flabby 
sheaves on X - 2, by Lemma 8.3(d), which are inc,-acylic, and has homology 
sheaves equal to .@&S /x-z,). Thus, our spectral sequence is just the 
standard way to compute as in part (d). 
Part (h) may be derived by (g). Let 2s = O. Then (g) and (a) give us an 
exact sequence 
The first part of statement (h) follows using the isomorphism 
of Lemma 8.1(c). For the second part, set X = 2, and 2, = 2, and use the 
fact that S”<(S) is zero by part (c) of this lemma. Q.E.D. 
Now, we are in a position to introduce the local Cousin complex and begin 
to study its relationship to the global Cousin complex. Let X = Z,> Z,z ..* 
be a decreasing family {Z} of closed subsets of a topological space X. For any 
Abelian sheaf 9 on X, we have a sequence of homomorphisms 
0 + g --s qJz,(q 5 =@l,,,w A e*/zp? -+ ***9 ($1 
where the di are the connecting homomorphisms of Lemma 8.5(g) and e is 
the natural homomorphism. As before with the global Cousin complex, this 
sequence is a complex (see Lemma 8.6). This complex will be considered 
as an augmented complex of sheaves on X, e: 9 -+ VOH&Z~~~ qC. The complex 
%‘Mo&z(~} F is called the (local) Cousin complex of S with respect to the 
filtration {Z}. 
The most accessible results about the above sequence ($) are collected in 
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LEMMA 8.6. (1) The sequence ($) is a complex. 
(2) For any open subset U of X, we have natural homomorphisms of aug- 
mented complexes, 
r(u,F” U)--% CousintUna .F 1 U 
1 
@ 
1 
WJ, 9) e q u, ~occ&t(z) 9). 
(3) %YHc&L(~~ 9 is the complex of sheaves associated to the complex of 
presheaves, U -+ Cousint,,,l9 1 U. 
(4a) The kernel of the augmentation e is P=,(9). 
(4b) The kernel of d,, module the image of e is isomorphic to s’?$,~,(F)/ 
Im F + *“z,,z,(=%7. 
(4b’) The sheaf in (4b) is also isomorphic to &‘~JP)/Im(Z”Z,,Z,(F)). 
(4~) If i > 0, the kernel of di modulo the image of dipI is isomorphic to 
the image of &i,zj+,(W --+ J&~~+,(~). 
Proof. Statement (2) is a direct consequence of the definitions. 
Statement (3) results from Lemma 8.5(b). Statements (1) and (4a-c) may 
be deduced directly from Lemma 7.8 by using statement (3). 
The only thing which is new here is (4b’). By Lemma 8.5(h), we have 
&‘~,z,(9)/Im 9 a sr&F). Thus, statement (4b’) follows from (4b). Q.E.D. 
Let 9 be an Abelian sheaf on a topological space X with decreasing filtration 
(2) by closed subsets. The sheaf 9 is called locally Cohen-Macaulay with 
respect to the filtration {Z} if the local Cousin complex of F with respect to 
(Z} gives a resolution of 9; i.e., the above sequence (g) is exact. (Compare 
with definition in [20].) 
When one has both the local and global notions of Cohen-Macaulayness, one 
tries to deduce global Cohen-Macaulayness from the local Cohen-Macaulayness 
and cohomological vanishing theorems. The easiest and most obvious ideal 
situation, where this local to global method is effective, is described in 
THEOREM 8.7. Let X be a topological space with decreasing sequence (2) 
of closed subsets, X = 2, 2 Z,1 .... Let S be an Abelian sheaf on X, which 
is locally Cohen-Macaulay for the filtration {Z}. Assume that 
(A) for each i, the homomorphism E&ri+,(X, 9) + P(X, &z.,zi+,(9)) I 
is an isomorphism, and 
(B) for each i and any positive j, W(X, ~~j,zi+,(~~)) vanishes. 
Then, 
(a) the global Cousin complex is the complex of global sections of the local 
Cousin complex; i.e., Cousin(,j F --f P(X, %wJ+~) F) is an isomorphism. 
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(b) The cohodogy of the global Cousin complex is naturally isomorphic 
to the cohomology of S; i.e., Hj(X, F) w jth homology group of Cousin(x) .F. 
(c) If Hj(X, 9r) 1 a so vanishes for all positive j, then 9 is globally Cohen- 
Macaulay for the Jiltration {Z}. 
Proof. “(A) * (a).” These two statements are the same because the homo- 
morphism of complexes, Cousins,) 9 -+ I’(X, %‘M&z~~) St), in each level is 
just the homomorphism of modules 
“Local Cohen-Macaulayness and (B) * Hi(X, 9) is the jth homology group 
of the complex r(X, %‘~rr&(a) F).” By definition of locally Cohen-Macaulay, 
S---f %W&ZQ~ 9 is a resolution of the sheaf F. By the definition of 
27~ri~>~(a~ 9, statement (B) says that each sheaf of the complex %‘H&z(,} 9 
is F(X, -)-acyclic. Thus, by the long exact sequence of cohomology, we can 
compute the cohomology Hj(X, St) by taking the jth homology group of the 
complex of global sections F(X, VW&Z(~) 9). 
Clearly, this last statement and (a) imply (b). To check (c), one applies (b) 
and finds that F(X, 3) + Cousinfxj F is a resolution of r(X, 9). By definition, 
this is what I defined globally Cohen-Macaulay to mean. Q.E.D. 
In the next section, I will discuss some effective means to check the iso- 
morphism and vanishing assumptions of this theorem, which will be good 
enough for the application that I have in mind for this paper. Also, I will mention 
the algebro-geometric aspects of the local cohomology for quasi-coherent 
sheaves on a scheme. 
9. MORE LOCAL COHOMOLOGY 
In the first part of this section, we will consider various notions about the 
support of a sheaf relative to a closed subset 2 of a topological space X. Denote 
the complementary open subset X - 2 by U and let inc denote the inclusion 
of U in X. 
To bring the discussion of the last section back to reality, the next lemma 
will make the connection between the local cohomology sheaves and direct 
image sheaves. Recall that, if 9 is an Abelian sheaf on U, the ith direct image 
sheaf Ri inc, Y is the sheaf associated to the presheaf Vt-+ Hi( V n U, Y) 
for all open subsets V of X. In terms of higher direct images, we have 
LEMMA 9.1. For any Abelian sheaf 9 on X, we have an exact sequence 
of sheaves 
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and isomorphisms 
R” inc,(g [ U) -+ X2’(9) 
for all positive i. 
Proof. By Lemma SS(a,c), Y&~(P Iv) w 9 IU and XUi(9 IV) is zero 
for positive i. Thus, the degenerate spectral sequence of part (e) of the same 
lemma gives isomorphisms, X:,z(%) M R’ inc,(9 I”), for all i. With these 
isomorphisms, one sees that the present lemma is a restatement of Lemma 8.5(h). 
Q.E.D. 
With these facts in mind, recall that 9 has support in Z if r&F) --f g 
is an isomorphism, or, equivalently, 9 1 U or inc, 9 1 U is zero. % is said 
to have no Z-torsion if r’,(F) is zero, or, equivalently, 2F -+ inc, 9 1 U is 
injective. 2F is called Z-divisible if &“z1(2F) is zero, or, equivalently, F + 
inc, 9 1 U is surjective. Combining these last two notions, we say that F 
is supported off of Z (or supported on U) if 9 has no Z-torsion and is 
Z-divisible; this condition is equivalent to 9 -+ inc, 9 being an isomorphism. 
There is also the notion of the depth of 9 along Z. 9 is said to have Z-depth 
equal to n if n is greatest lower bound of {i EZ 1 &zi(?F) # 0} Thus, the 
Z-depth of F is either the smallest integer n such that 2”%(F) is not zero 
or equals co if all the local cohomology groups J&~(F) vanish. In terms of 
this notion, 9 has no Z-torsion if and only if Z-depth of 9 # 0; 9 is 
supported off of Z if and only if Z-depth of 9 > 1. 
I want to say that 9 is cohomologically supported off of Z if F has infinite 
Z-depth. By consulting the above display, one can see that 5 is cohomologically 
supported off of Z if and only if g is supported off of Z and the higher direct 
images Ri inc, F / U vanish for positive i. In practice, we will know that 
for certain sheaves 9 on U that the higher direct images Ri inc, 9 vanish 
for positive z. In this case, the sheaf inc, 9 will automatically be cohomologi- 
tally supported off of Z. A somewhat less local criterion for infinite Z-depth is 
contained in 
LEMMA 9.2. The following three statements are equivalent. 
(a) The sheaf 9 on X is cohomologically supported off of Z. 
(b) For any open subset V of X, the natural homomorphisms, Hi( V, 9) + 
Hi( V n U, 9), are isomorphisms. 
(c) For any open subset V of X, all of the cohomology groups of F Iv are 
supported by V/V n Z. 
Proof. Statements (b) and (c) are equivalent by the definition (near the 
end of Section 7) of “cohomology groups of F 1 V are supported by V/V n Z.” 
Next, we will see that (b) implies (a). Aft er sheafifying the isomorphisms of (b), 
we have isomorphisms 9 -+ inc, 9 ) U and 0 m R inc.&F ) U) for i > 0. 
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These statements are the definition of “cohomologically supported off of 2.” 
Conversely, if Ri inc,(P ( U) m 0 f  or i positive, the Leray spectral sequence 
W( V, Rf inc,(s / U)) => H”+“( V n U, St> 
degenerates into isomorphisms 
W( V, inc,(s j U)) M H*( V n U, 9). 
I f  9 is isomorphic to inc,($ 1 U), statement (b) is true. Thus, (a) implies (b). 
Q.E.D. 
Just to emphasize the relationship between the concepts of support and the 
local cohomology sheaves, I should point .out the following 
LEMMA 9.3. Let ZI 1 Z, be two closed subsets of a topological space X. Let 
9 be an Abelian sheaf on X. Then, the local cohomology sheaves &z,,z,(P) 
are supported in Z, and .@ 
is supported in Z, and 
zI,z,(S) is supported off of Z, . Furthermore, rzIz,,?,(g) 
has no Z,-torsion. &,,(S) is supported ofl of Z, af and 
only zf rz,,z,(%) + sP:,,~,(F) is an isomorphism. 
All of this follows directly from the definitions and Lemma 8.5(e), as it 
says that flzl,r, (9) is isomorphic to inc, &“&r,(% IU). 
In the next part of this section, we will be working with a fixed topological 
space X with a decreasing sequence {Z} of closed subsets X = Z,, 2 Z, 1 ..*. 
Denote X - Z,+l by Ui . The inclusion of U, in X is named inc, . 
We will also fix a sheaf 02 of rings on X. If  9 is a sheaf of U&modules on X, 
for any closed subsets WI 1 W, of X, the sheaf r,l,,(F) inherits a natural 
structure of an &module. The Godement resolution 9 -+ U*(g) is a complex 
of Csd-modules. It follows from the definitions that the flk,,w,(9t) have natural 
a-module structures. Formally, one checks that all the reasonable homo- 
morphisms between the functors r,,,%(F) and the &‘b,,w,(F) are a-module 
homomorphisms. 
We will further restrict the sheaves in question to some Serre subcategory %? 
of the category of /%modules. This means that %? is a full Abelian subcategory 
which is closed under kernels, cokernels, and extensions. The basic assumption 
that we will make about the category V is that, for any sheaf .%r in V, all the 
higher direct images Ri inc,(F 1 UJ are also contained in P? for all i and j. 
This category has been introduced to elucidate the proof of the following 
well-known result. 
LEMMA 9.4. Let 9 be a sheaf in %. The sheaves ~zi,zj(S) and sP’,~,,~(S) 
are contained an V for all r and all i < j. 
Proof. By Lemma 9.1, it follows from the assumptions on V that rr,i(P-) 
and s>,(s) are contained in V for all i and r. The statement is implied by 
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this special case, by the isomorphism rzilzj(F) s ~aJ4t)/Tz,(~), and by the 
long exact sequence of Lemma 8.5(g) for Zi 2 Zj2 .0. Q.E.D. 
We can proceed further to approximate the situation, where Grothendieck 
introduced the Cousin complex to study the notion of Cohen-Macaulayness. 
In this case, one always has the two following vanishing conditions; one of 
these is local in nature and the other is global. Here are the conditions! 
(L.V.) For all sheaves 9 in our category V, which have support in & , 
the higher direct images Rj inc,,(.F j US) vanish for all i and positive j. 
(G.V.) In the same case, the higher cohomology groups Hj( CTj, 9) 
vanish for all i and positive j. 
One should note that the local vanishing condition (L.V.) implies that any 
sheaf S in V, which is supported on Zi and supported off of Zi+i , is auto- 
matically cohomologically supported off of Z,,, . We are now in a position 
to apply all of the above remarks to show how the two conditions (L.V.) and 
(G.V.) imply that assumptions (A) and (B) of Theorem 8.7 hold for any sheaf 9 
in the category %?. The results of this argument are summarized in 
THEOREM 9.5. Assume that 9 is a sheaf on X in V. Let i be a nonnegative 
integer. 
(1) Assume that (L.V.) holds. Then, 
(a) for all r, ~Lilzi+l (9) is cohomologically supported ofi of Zj+l . 
(b) For all r and j, the homomorphism 
Hj(X ~~i,z,+,(~)> - Hj(Ui 7 %&+,(F I U,)) 
is an isomorphism. 
(2) Assume that (L.V.) and (G.V.) hold. 
(c) Hj(X, Z;iizi+,(p)) vanishes for positive j and all k. 
(d) For 
x;i,Zi+l 
all k, the natural homomorphism H&zi+,(X, 9) - F(X, 
(9)) is an isomorphism. 
(e) Each sheaf in %TDLGJ('~~)(~-) is P(X, -)-acyclic and the homo- 
morphism Cousint,)(p) + F(X, %?LwJ~+zQ)(%)) is an isomorphism. 
Proof. By Lemma 9.4, we know that YP&zi+,(P) is contained in S? for 
all r and i. As %>.,a. (S) /c, 6z 2>,-si+,(~F 1 Ui), assumption (L.V.) implies 
that the spectral se&&-ice of Lemma 8.5(e) degenerates to isomorphisms 
~‘&zi+,(~) s in+ *‘&++,(F Iu,). Thus, S’i-,,zi+,(W has support in Zi 
by Lemma 9.3 and is supported off of Z,+l by the above. Thus, the remark 
before the statement of the theorem implies that (a) is true. 
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Statement (b) follows from (a) and Lemma 9.2(b) together with the iso- 
mor@m G~,zi+,F~ I Ui - Jf’&-z,+,(fl I W 
Statement (c) can be deduced from statement (b) and the definition of (G.V.) 
because we know from the above discussion that fl q/q+,(~) is in V. Therefore, 
W( Ui , flzi,rj+,(4r)) * W( lJi , .@&,+,(% 1 U,)) must be zero for positive j. 
Statement (d) follows from (c) and the spectral sequence 
mentioned in Lemma 8.5(d). As (c) holds, this spectral sequence degenerates 
into an isomorphism 
for all k. 
Statement (e) follows formally from (c) and (d) and the definitions (see the 
proof of Theorem 8.7 for more details). Q.E.D. 
An obvious example of when conditions (L.V.) and (G.V.) are verified is 
the case where the topology of each of the locally closed subsets Z, - Z,,, 
are discrete. In this case, an arbitrary sheaf on Zi - Z,+i is flabby, and this 
shows that all the vanishing conditions (L.V.) and (G.V.) are moot for the 
category V of all sheaves on X. 
The example with which I want to work is algebrwgeometric. Let X be a 
scheme. Let us consider conditions on the fibration (Z} which will force the 
category V of quasi-coherent Or-modules to verify the basic assumptions 
that we made upon our previous abstract full subcategory of B,-modules 
which is closed under kernels, cokemels, and extensions. How about the higher 
direct images Rj inc,(F 1 U,) ? Are they quasi-coherent when F is quasi- 
coherent ? A known condition for this happening is that the closed subset Zi 
is locally defined on X as the zeros of a finite number of local sections of Or . 
This condition is clearly equivalent to the inclusion of U, in X being a quasi- 
compact mapping; i.e., the inverse image of a quasi-compact open is quasi- 
compact. Furthermore, this condition is automatically verified if the topology 
of X is locally Noetherian; e.g., X is a scheme of finite type over a field. There- 
fore, for all practical purposes, we may assume that the category of quasi- 
coherent sheaves on the scheme X satisfies the assumptions made on the 
category V. 
A closed subscheme Z of X is called finitely defined if the ideal of Z in Or 
is locally finitely generated as in Or-module. This will be a convenient definition 
in view of the above remarks. In fact, the open immersion X - Z C X is always 
quasi-compact if Z is a finitely defined closed subscheme of X. 
Next, we will see that there are easy conditions on a filtration Z of a scheme X 
by a decreasing sequence of closed subschemes X = Z, > Z, > .*., which 
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will force that the category of quasi-coherent sheaves verify the vanishing 
conditions, (L.V.) and (G.V.). The basis for this is Serre’s affine vanishing 
theorem. The conditions that I have in mind are 
(L.A.) For all i, the inclusion Zi - Zi, C X is an affine morphism. 
(G.A.) For all i, the scheme Zi - .Z,+i is affine. 
For the benefit of the reader, I will try to summarize the above discussion in 
THEOREM 9.6. Let X be a scheme with a decreasing sequence {Z} of closed 
subschemes, which are finitely defked. 
(a) For any quasi-coherent Co,-module 9, the sheaves rzzl,zj(-“), 3?>i,zj(F) 
and Rr in+(F) are quasi-coherent Ox-modules for all r and 1 < j. 
(b) For any open afine V C X, in the same situation, we have isomorphisms 
~zinY,zjn”(v~ 9 I VI --=+ WC r,,zj(~‘))’ 
and 
W( lJi n V, 9) -=- P( V, Rr inci*(F)). 
(c) (L.A.) * (L.V.) for the category %7 of quasi-coherent sheaves on X. 
(d) (G.A.) * (G.V.) for this %‘. 
Proof. We begin by stating 
LEMMA 9.7. Let Z be a finitely de$ned closed subscheme of a scheme X. Let 
9 be the ideal of Z in 0, . Let F be a quasi-coherent sheaf on X. Let [$” : 91 
be the subsheaf of %- consisting of local sections of 3, which are annihilated by 
the power ideal Yfi. Then, 
(a) [Y” : S] is quasi-coherent. 
(b) _r,P) = Uo<n<m [,O” : 91 and this sheaf is also quasi-coherent. 
(c) if the support of 9 is contained in Z, then there is an increasing sequence 
0 = S0 C FI _C ... of quasi-coherent subsheaves of %= such that 9 = u K and 
the quotients %,.I/& are annihilated by the ideal 3 for all i. 
Proof of Lemma 9.7. All the statements except the last one are local on X. 
The last one follows from the other statements because 9 . [Yn+i : 91 C 
[3” : ,F] C [P+l : 91. Thus, we may assume that X = Spec(A) where A 
is a commutative ring and I = (fi ,..., fm) is the ideal of A corresponding 
to 9. To see statement (a), note the exact sequence 
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where the last arrow represents multiplication by each generator jJ (f$i for 
C fti = TV of the power ideal 1”. This kernel [4* : $1 must be quasi-coherent. 
Let U = X - 2. By assumption, U = (J O(fJ and the set 2 = n {fi = 0). 
Let F be the A-module associated to 9, i.e., F = r(X, .F). A section a EF 
is supported in 2 if, for all i, some power (fJ”d kills a. Hence, Fa(X, 4c) = 
(J,,+&lnz : F] as I is finitely generated. This proves (b). Q.E.D. 
The key facts in proving the theorem are the following theorems. 
THEOREM (Serre) [16, III, 1.3.11. 1jF is a quasi-coherent sheaf on an afine 
scheme X, then Hi(X, S) vanishes for positive i. 
THEOREM [15] (see [27]). Let X be a topological space which is quasi-compact 
and has a basis of quasi-compact open subsets. Let Si be a direct system of sheaves 
on X. Then, 1% Hr(X, 4) = Hr(X, 1st 4) for all Y. 
We have shown part (a) in the previous discussion. Part (b) follows from 
Serre’s theorem (e.g., the second isomorphism follows from Lemma 8.5(e) 
and Serre’s theorem). As part (d) is the sheafification of part (c), I will discuss 
only part (c) in detail. 
Let 9 be a quasi-coherent sheaf on a scheme X with support in Zi . We 
know that each difference & - Z,,, is an affine scheme and, hence, quasi- 
compact. Thus, Ui , which is set-theoretically the union of a finite number 
of such differences is quasi-compact. We need to show that Hr( lJi , 9) vanishes 
for all positive r. 
As Zi is finitely defined, 9 = u %, where % is an increasing sequence 
as in part (c) of the lemma. Then by the direct limit theorem, 
H’( Vi , S) = 1% H’( Vi , 3). 
Thus, it will be enough to see that H’( lJi ,4) vanishes for positive r. We 
have the short exact sequence 
0 --f q-l+ 6 + 3j ---f 0, (0) 
where gj may be regarded as a quasi-coherent sheaf on the affine scheme 
Zi - Z,+i = Vi n 2,. By Serre’s vanishing theorem, the gj have no higher 
cohomology groups. An induction using the long exact sequence of cohomology 
of (0) shows that all the higher cohomology groups HP(Ui , 4) vanish. As 
this is what we wanted to see, we have shown that (G.A.) 3 (G.V.). Q.E.D. 
The proof of the last theorem has the following 
COROLLARY 9.8. Let V be the categmy of quasi-coherent Ox-modules on a 
scheme X. Let {Z> be a decreasing Jiltration of X by closed subschemes which are 
jnitely defined. 
607!29/3-7 
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Assume that the filtration verifies assumptions (L.A.) and (G.A.). Then, the 
category V has the jidelity property, 
(F) for all i and r and 9 in V such that Zi contains the support of S and 
9 is supported off of Zi+l , then 9 is generated by its global sections. 
In particular, sF’&~~+~(%) is generated by its global sections H>r,Zi+l(X, ,X) 
for afly Gf? in %Y. 
Proof. First, if f :  S -+ T is an affine morphism from an affine scheme S 
to any scheme T, f&F is generated by its global sections, where 9 is any 
quasi-coherent US-module. This fact follows from a well-known theorem of 
Serre. Thus, in the notation of the last proof, in+ 5!?$ is generated by its global 
sections for all j. 
By (c) and (d) of the theorem, we have two short exact sequences 
and 
0 -+ inc,,(q-r 1 UJ + inci,(Fj ( ui) + inc,,(5Yj 1 ,.J,) -+ 0. 
Thus, by induction, each sheaf inci*(gj 1 ui) is generated by its global sections 
r( Ui , 6). Passing to the limit we find that inc,,(p Iu,> is generated by its 
global sections r(Ui ,9). Thus, the fidelity property has been checked. 
IO. DEPTH, COHEN-MACAULAY COHERENT SHEAVES, AND TRIANGULATIONS 
The main theme of the first part of this section is the relationship between 
Cohen-Macaulayness of a sheaf on a filtered topological space and cohomo- 
logical vanishing properties. 
Let X = Z,, 2 Z, 2 ... be a filtration of a topological space X by closed 
subsets {Z}. Let S be an Abelian sheaf on X. Let %? be a category of sheaves 
on X which satisfies the basic assumptions for Lemma 9.4. We will keep this 
notation for a while. 
To begin our discussion, we have 
LEMMA 10.1. (a) Assume that H$$(X, 9) = 0 for all p. Then, 9 is globally 
Cohen-Macaulay with respect to {Z}. 
(b) Assume that Sz, ( ) - w1 9 0 for all p. Then, 9 is locally Cohen- 
Macaulay with respect to {Z}. 
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Proof. Part (b) is just the local form of (a). We will prove (a) and abbreviate 
the notation by dropping the (X, gS). The long exact sequence of Lemma 7.6 
gives us a sequence of short exact sequences 
0 -H’ ---+Hglz 9+1 -% D P+1 -HZ-O Ptl 
for all p. Putting these together, we have a long exact sequence 
0 ----+ Ho - H&z 5 1 --.-+ H;l,z I - .a- - HP s/z*+1 - a*-. 
Ii 
r 
As this sequence is the augmented Cousin complex, 0 -+ r(X, St) + 
Cousin(,~ F, the conclusion holds by definition of Cohen-Macaulayness. 
Q.E.D. 
Next, we need to see an elementary property of the depth of a sheaf along 
the closed subsets of the filtration. 
LEMMA 10.2. Let j > i be two nonnegative integers. 
(a) Depthzi 9 < Depthzj 9. 
(b) If 9 is cohomologically supported off of 2, , thm S is cohomologically 
supported 08 of Zj . 
Proof. Recall that Depth, 9 = inf{n 1 &a”(S) # 0} for any closed subset 
2 of X. Also, recall that Depth, 9 = 00 0 9 is cohomologically supported 
off of 2. Thus, statement (b) follows from (a). 
To prove (a), assume that &“$F) = 0 for all 0 < I < d = fixed integer. 
We need to see that flzi(F) = 0 for all 0 < r < d. By Lemma 8.5(d), we 
have a spectral sequence 
By our assumption, W h*k = 0 if h + k < d. Thus, S’$F) must be zero 
for 0 < r < d. Q.E.D. 
Next, we move on to one cohomological interpretation of local Cohen- 
Macaulayness. 
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THEOREM 10.3. Assume that 9 is a sheaf of a category V? which satisfies 
the local oanishing assumption (L.V.) of Section 9. 
JP$7JX, F) = 0 for all j # p. 
p is locally Cohen-Macaulay with respect to {Z}. 
Proof. In Lemma 10. I, we have seen that the first statement is much stronger 
than the second. 
If  the second statement is true, the Cousin complex gives us an exact sequence 
of sheaves 
We have seen in Theorem 951(a) that (L.V.) implies that each of the sheaves 
X” z,,,z,+l(fl) is not only supported in 2, but is cohomologically supported off 
of z,+, . 
I f  Y > p, the sheaves S’&z,+l (9) are cohomologically supported off of 2, . 
Thus, ~“z,,(*“l,,z,+,(~“^)) is zero for all k if Y > p. On the other hand, if Y < p, 
the sheaves are supported in 2, and, hence, z-‘?~~(X$~,~,+,(~)) is zero for 
positive k. Furthermore, if r < p, the spectral sequence of Lemma 8.5(d) 
degenerates to an isomorphism Z~JZ’~~,z,+,(~)) = s?‘~~,~~+~(~). 
As we have just seen that the Cousin complex is a rzp(-)-acyclic resolution 
of .F, we may use it to compute S’Pz,(S). Hence, X:,(F) is the homology 
sheaves of the complex 
O+ .*. - 0 - yi”“,~,,Z,,,p=“) - ~;;~,,z,+,(=@-) - ...* 
As the Cousin complex is exact, Zip(P) must vanish unless j = p. Further- 
more, we have an exact sequence 
Before we can proceed to an even more local interpretation of Cohen- 
Macaulayness, we need to verify 
LEMMA 10.4. Assume that F is a sheaf in a category %? which satisfies (L.V.). 
Further, assume that the support of 5 is contained in Zi . Then, 
(a) J?~~+~-(~) is zero if i > k unless i = 0; and F w GV%~+,(~) is 12 < 0. 
(b) s’j+kiz7+k+l (@) is Zero if i > k. 
Proof. By Lemma 8.5(g), we have an exact sequence 
... - 2c$+,pq ---f ~~,+k,Zj+,+,(~) + ~“z:~,+,(2q --z -.-. 
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Using this sequence, one may check that (a) implies (b). I leave this detail 
to the reader and move on to proving (a). 
If k < 0, Zj+k contains the support of 9’. Hence, 9 w .%‘zj+,(S) and 
#ij+k(F) is zero when i > 0. Thus, (a) is true in this case. The case k = 1 
is more interesting. By Lemma 9.1, if i > 2, Xij+I(9) w Rim1 inc.&F Iv), 
where inc is the inclusion of U = X - Z,+l in X. As the vanishing assumption 
(L.V.) demands the vanishing of these direct images, &‘ij+,(g) is zero when 
i > 1. This is just statement (a) when k = 1. 
The local cohomology sheaves &‘sj+,(F) are contained in g and are supported 
in Z,+i . By induction, we may assume that statement (a) is true for these 
sheaves with smaller k. In particular, 
are zero if i > k > 0. As we already know that .cF~~+~(F) is zero for 1 > 1, 
the spectral sequence ,s?$~+,(&‘~~+,(S)) =P .%?~~~~(S”) must end with zero 
because it starts with zeros when 1 + m = i > k > 0. Thus, we have verified 
(a) in general. Q.E.D. 
The next theorem will finish the discussion of the first part of this section. 
THEOREM 10.5. Consider the following statements. 
(a) S;,(P) = 0 unless j = p. 
(b) Depth,= 9 > p for allp. 
(4 Depth+zp+l s IX-z,+~ 2 P for all P. 
(4 es/z,+, (9) = 0 unless j = p. 
Also, consider the two auxilary assumptions. 
(1) 3 belongs to a category V verifriq (L.V.). 
(2) The intersection n Z, is empty. 
Then, we have the follow& implications. 
(4 * (b), (4 * (4 (b) * (9, and (a> 2 (d), 
C(c) + 1) * (4, 0) + 1) 5 (4, and ((4 + 2) * (b). 
Furthermore, ;f (1) and (2) hold, then these statements are each equivalent 
to 9 being locally Cohen-Macaulay with respect to (Z]. 
Proof. Recalling that Depth, 4” = inf{n 1 S=“(S) # 0} for any closed 
subset Z of X. We see that (a) 5 (b) and (d) * (c). Also, (b) 3 (c) because 
depth is defined by the local cohomology sheaves. If (a) is verified, the long 
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exact sequence of 8.5(g) shows that (d) must be verified. Applying Lemma 10.4 
when j = 0, we immediately see that ((b) + 1) 3 (a) and (also using Lemma 
We)) UC) + 1) * (4. 
To see how to prove the last implication, we need to learn how to exploit 
assumption (2). Assume that (c) is true. Then, by the long exact sequence 8.5(g), 
is exact if k < p. Assumption (2) implies that #i,(S) locally vanishes as 
n + co. Thus, in these cases, we have surjections 0 + SF:,(S). Therefore, 
P;,(S) = 0 if k < p, which is equivalent to (b). Hence, ((c) + 2) 3 (b). 
By chasing =>‘s, one verifies the equivalence of (a), (b), (c), and (d) when 
(1) and (2) are verified. We have already seen that (a) o 9 is locally Cohen- 
Macaulay with respect to {Z} if (1) is true. This was Theorem 10.3. Q.E.D. 
This finishes the general discussion of topological Cohen-Macaulayness. 
Next, I want to recall the more concrete notions of depth and its relationship 
with the Cohen-Macaulayness of coherent sheaves on locally Noetherian 
schemes. 
Let X be a locally Noetherian scheme and 9 be a coherent sheaf of O,- 
modules. Grothendieck ([ 171 or [ 181) has given us the two explanatory facts. 
THEOREM 10.6. depth, .F < codz(support(S)) for all closed subsets Z of 
the support of 9. We have equality locally for each such Z o F is a Cohen- 
Macaulay coherent sheaf. 
THEOREM 10.7. Let Y be a closed subset of X. Then, 
depthr.F = inf{i / &r/lx(9, 9) # 0 for all coherent 
sheaves 9 with support in Y} 
= inf{i 1 &?zt&(9,F) # 0 for some coherent 
sheaf 9 with support equal Y}. 
He has also given the following method for computing the local cohomology 
sheaves #r(F) in the above situation. 
Assume ,that Y0 C Yi C ... is an increasing sequence of closed subschemes 
of X, which are supported in Y and eventually contain any closed subscheme 
of X with support in Y. In these circumstances, we have 
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THEOREM 10.8. Hri(F) is naturally kmorpAk to limit,,, &zt&(Or~ , g). 
Furthermore, the completion &ri(3) along Y is essentially the same as #r’(3) 
and may be computed us &“(X, 9r) w limit,,, &&,(0r, , g). 
I do not want to discuss the proofs of these theorems but it might be helpful 
to recall the heart of the arguments. This heart goes directly back to Macaulay’s 
tract [30]. Assume that X is Spec(A) for some Noetherian ring A and that Y 
is a closed subscheme of X. The first point is that a coherent sheaf 9 has no 
Y-torsion o there is an element h of r(X, or) in the ideal of Y such that 
multiplication by h is an injection of 9 into Ft. 
Thus, we have an exact sequence 0 + S -+ 9 --+ F/W + 0. Let H be 
the zeros of h. Then, the inclusion U = X - H into X is affme and we have 
an exact sequence, 0 + S -+ inc, F 1 U -+ .#$l(S) -+ 0, where HHf(F) = 0 
unless i = 1 and .%&r(S) has a filtration (see Lemma 9.7) with composition 
factors isomorphic to F/AS. The second point is just to use the above informa- 
tion to pass from the smaller sheaf S/W to 9. Another point would be the 
manner of convergence of the direct limit systems. 
,There is a direct relationship between the ordinary and filtration notions 
of Cohen-Macaulayness of a coherent sheaf. This is the way in which I will 
use the Cousin complex in this paper. The relationship that I need is described in 
THEOREM 10.9. Let 3 be a coherent @,-module on a locally Noetherian 
scheme X. Let X=Z,,>Z,2**. be a &creasing sequence of closed subschemes 
of X such that the inclusions Zi - Zi, C X are a@ze morphisms for all i. Assume 
that X is the support of 9. 
If 9 is a Cohen-Macaulay Or-module and the codimension of Zi in X is greater 
than or equal to i for all i, then 3 is locally Cohen-Macaulay with respect to the 
filtration (Z>. 
Assume further that each of the schemes Zi - Zi+l is afine. Then, 3 is globally 
Cohen-Macaulay with respect o {Z} ;f and only if Hj(X, 3) is zero for positive j. 
The global Cousin complex, Cousin(,) 3, is isomorphic to the complex of global 
sections of the local Cousin complex %?oulr+~ 3. 
Proof. Theorem 10.6 shows that 
Depth, 3 = codimension of Zi in X < i. 
By Theorem 9.6(c), the local affine property (L.A.) implies that the category 
% of quasi-coherent Or-modules satisfies condition (L.V.). Thus, statement (b) 
and assumption (1) of Theorem 10.5 are true and, hence, statement (a) is true. 
This in turn implies by Theorem 10.3 that 3 is locally Cohen-Macaulay with 
respect to {Z). 
Furthermore, if the global afbne property (G.A.) is verified, then, by Theorem 
9.6(d), we know that the category kp also satisfies the global property (G.V.). 
312 GEORGE KEMPF 
Theorem 9.5.2 may be applied in this case to verify the assumptions of Theorem 
8.7, which directly yields the other statements. Q.E.D. 
I want to end this section with a sketch of another application of the basic 
formalism of Cousin complexes to the classical topological situation. Assume 
that we have a topological space X, which is given a fixed triangulation (more 
generally, one may consider polyhedral decompositions or other statifications). 
Thus, X is the disjoint union of finite number of open simplices. A closed 
simplex is the union of one simplex and its boundary, which consists of closed 
simplices of one smaller dimension. 
Let X~.Z,>_Z,2.~. be a decreasing sequence of closed subspaces, which 
are each the union of simplices. A simple example of a category +? of sheaves 
on X, which will satisfy the basic assumptions of Section 9, can be given as 
follows: Let V be the category of Abelian sheaves (modules over the constant 
sheaf Z) such that the stalks of these sheaves are constant along each open 
simplex. If  inc: X - Zi C X is the inclusion, then Rj inc, 9 is in %Y for each F 
in V as the higher direct image can be computed in a normal neighborhood 
of any open simplex along which F /x--zi must be normally constant. 
Let us assume that Zi is the union of closed simplices of codimensiol i 
in X. I claim that the local vanishing assumption (L.V.) is verified for %? in 
this case. To see this, let 0 be an open simplex in X. Then, for all i, Zi - Z,+r 
intersected with a normal neighborhood of U is a disjoint union of open cells 
of codimension i. As a constant sheaf on a cell has no higher cohomology, 
(L.V.) is verified. By similar reasoning, the codimension filtration {Z} with 
Zi = IJ all closed simplices of codimension &, also, must satisfy the global 
vanishing assumption (G.V.) for %?. 
In this combinatorial situation, one may ask if a constant sheaf R, with 
value a ring R, is locally Cohen-Macaulay with respect to the codimension 
filtration. The answer is affirmative by Theorem 10.5 is one of the following 
three equivalent conditions is verified. 
(1) ep,z,+, (R) = 0 unless i = p. 
(2) For each open simplex 0 with normal neighborhood N, either 
(X - 2,) n N is empty or the reduced cohomology W((X - 2,) n N, R) = 0 
unlessj = p - 1. 
(3) Same as (2) except that U is required to be contained in Z, - Z,+l 
and we only need vanishing for i < p - 1. 
One can see that a triangulated manifold with corners is always locally Cohen- 
Macaulay with respect to the codimension filtration. This can be seen easily 
from the above condition (3). 
Let us say that our statified space X is C-M if each constant sheaf R is 
globally Cohen-Macaulay with respect to the codimension filtration. There is 
some interest in determining when a C-M space must be constructible in the 
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following sense. A statified space X of pure dimension n is constructible if 
it is irreducible and C-M or if X is the union of two closed substatified spaces, 
X, and Xs , of dimension n such that X, n X, is either empty or of dimension 
A - 1, where X1 , X, and X1 n Xa are required to be constructible. Compare 
this definition with Hochster’s work [21]. 
III. GROUP ACTIONS ON COUSIN COMPLEXES 
11. GROUP ACTIONS ON LOCAL COHOMOLOGY 
We begin this section with the action of formal groups. The basic notation 
for this case of formal groups and the later case of algebraic groups was 
introduced in Section 1. The reader should note that in formal cases the assump- 
tions and conclusions in this study are much weaker. 
Let H be a formal group. Let 9 be a sheaf of H-modules on a topological 
space X. Let 2, > 2, be two closed subsets of X. With this notation, we have 
ikIMA 1 I. 1. (a) The local cohomology groups, HiIjz,(X, S), admit natural 
structure of H-modules. 
(b) The local cohomology sheaves &‘~,,z,(F) admit natural structure of 
sheaves of H-modules. 
(c) The natural homomorphism 
H~l,z,W~ @I + r(X, ~~l,z$W 
is a homomorphism of H-modules. 
(d) If Z, is another closed subset of X, which is contained in Z, , then the 
long exact sequences of Lemmas 7.6 and 8.5(g) are exact sequences of H-modules. 
(e) Assume that 9 is an Ox-module with an H-linearization on a ring 
space (X, Ox) with an H-action. Then, the H-modules HiIIZa(X, 9) are H- 
linearized modules over the ring P(X, 8x) with its H-action. Also, the H-module 
structure on the local cohomology sheaves sF”.,,~(S) is an H-linearization of 
these Ox-modules. 
Proof. Let n be the maximal ideal of the formal function ring k(H) of H. 
By the definition of an H-module, we have an inverse system of homomorphisms 
of sheaves 
9 + [k(H)/nj] Ok 4t. 
The rings, k(H)/nj, are finite-dimensional vector spaces over k. As the local 
cohomology functor preserves finite direct sums, we have an inverse system 
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One may check that this system gives an H-module structure to Hil,,JX, 9) 
as the associative and identity laws follow from functorality. This proves (a). 
Furthermore, (b) is the local form of (a); and (c) is evident. Part (d) follows 
from the fact that the whole long exact sequence is natural with respect to 
finite direct sums. 
Now, to demonstrate (e), the first point is that the co-action CL*: r(X, 0’x) + 
k(H) a, J’(X, U,), is a homomorphism of k-algebras as the action of H on U, , 
0, - k(H) 6&c ox, is a homomorphism of sheaves of k-algebras. Essentially 
for the same trivial reason, if 9 is the H-linearized O,-module, the co-action, 
H;1,,2(X 9) - k(H) 6&c H;l,zz (X, a), is a CL*-homomorphism. This shows 
the first part of (e). The second statement is just the local form of the first. 
Q.E.D. 
In our application, which is closer to algebraic geometry, we will use 
COROLLARY 11.2. Let X be a scheme with an action of an algebraic group G. 
Let F be a quasi-coherent sheaf on X with a G-linearization. Let G be the com- 
pletion of G. Then, 2 
(a) P(X, CO,) is a k-algebra with a linearization for the formal group, G. 
(b) For any two closed subsets, Z, 3_ Z, , of X, the P(X, Co,)-modules, 
H;1,z2(X, s), h ave induced G-linearizations. The sheaves sV~,,~,(Y) are G- 
linearized O,-modules in a natural way. 
(c) If {Z] is a decreasing$ltration of closed subsets of X, then the augmented 
Cousin complexes 
r(X, 9) - Cousin(,) 9 
and 
9- - ~mf’/qz) .F 
are complexes of &-linearized modules and sheaves, respectively. 
Proof. Statements (a) and (b) are special cases of Lemma 11.1(e). For 
statement (c), recall the definition of the global Cousin complex (Lemma 7.8); 
r(X, g) ---f Cousin(,) 9 is the complex 
QX, 9) -% H&(X, 9) -% H’,,,,,(X, 9) --f . . . . 
where e is the natural homomorphism 
and the d, are the connecting homomorphisms from the sequences of Lemma 7.6. 
By Lemma 11.1(d), these last homomorphisms are &homomorphisms. For 
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similar reasons, e is a G-homomorphisms because it is natural with respect 
to direct sums. The proof for the local Cousin complex is the same. Q.E.D. 
In the rest of this section, I will prove a similar result about the action of G 
on the local cohomology of a G-linearized sheaf. This latter, more subtle, 
result needs further assumptions. Its proof will require some Ktinneth type 
results, These Ktinneth formulas are the next topic to be discussed. 
Let f: X -+ Y be a continuous mapping between two topological spaces. 
Let 2,s Za2 2, and W, I W, 2 W, be two triples of closed subsets of X 
and Y, respectively, such that Zi r) f -I( WJ for all i. Let 9 and 9 be Abelian 
sheaves on X and Y, respectively. Assume that we are given a f-homomorphism, 
4: 9 + 9. Then, we have the comparison 
LEMMA 11.3. $ induces a natural homomorphism 
Also, it induces a natural f-homomorphism 
These homomorphisms give homomorphisms of complexes between the long exact 
sequence of 9 and the triple WI 2 W, 1 W, and the long exact sequence of 9 
and Z,2 Za1Zs (see Lemmas 7.6 and 8.5(g)). 
Proof. The statements about the cohomology groups imply the ones about 
the sheaves. To see the first statement, note that, by the definition of support, 
4 induces a homomorphism rWi(Y, 9) + Tzi(X, F). Hence, it induces a 
quotient homomorphism between the two exact sequences 
The f-homomorphism 4, also, induces an f-homomorphism of complexes, 
U*(4): V*(9) --t V*(S), between the two canonical resolutions of these 
sheaves. Putting these two together, we have a natural homomorphism between 
the augmented complexes 
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By taking the effect on homology, we find an induced homomorphism 
such that we have a commutative diagram 
H~l,w,(y~ 9 -- ff;l,zzG-, 9). 
This proves the first statement. To see the last, replace 9 by Y?*(S) and 9 
by %?*(F) in diagram (a) and take the long exact sequence of homology of the 
complexes. Q.E.D. 
Let G and X be two /z-schemes. Let proj,: G x X + X be the projection 
of the product on the second factor. We will fix this notation for a while, with 
the intention of applying the above homomorphism to the study of the con- 
tinuous mapping projx . 
Let 9 be a quasi-coherent sheaf on X and let 2,s Z, be two closed subsets 
of X. The first Kiinneth-type relation that I will need is 
PROPOSITION 1 I .4. If G is an afine scheme and the schemes, X - Z, and 
X - Z, , are quasi-compact and quasi-separated, then we have isomorphisms 
for all i. These isomorphisms respect the long exact sequences of a trzple of such 
closed subsets Z, 1 Z, I Z, , and they also respect the augmentations T’zt,z, --f 
fcI/ZB . 
2 
Proof. By Lemma 11.3, we have sufficiently natural homomorphisms, 
f&z$(X~ 9) - f&z,,oxz, (G x X, projz 9). By multiplication (or cup- 
product) by “functions” in F(G, O,), we may use the above homomorphisms 
to make the homomorphisms of the proposition. It suffices to check that they 
are isomorphisms. 
If  X = Z, and Z, = O, then H$l,z,(X, F) = Hi(X, 9). In this case, 
the result follows from the standard formula [16, III, 13.31. More generally, 
if X = 2, , then H&$X, 3) % Hiez2(X - Z, , 9) by Lemma 7.7. Hence, 
the proposition is also true in this case. By the long exact sequence of the 
triple (X, Z, , Za), we may deduce that the above homomorphism is an iso- 
morphism. Q.E.D. 
Remark. The proposition might be more properly deduced from the Leray- 
We 
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LEMMA. Let f: X -+ Y be a continuous mapping of topological spaces and qC 
be an Abelian sheaf on X. Let WI 2 W, be two closed subsets of Y. There is a spectral 
sequence 
Another variation on the same theme is 
PROPOSITION 11.5. In the notation before 11.4, if the inclusions X - Zi 
in X are quasi-compact morphisms, then the natural homomorphism of Lemma 11.3 
induces an isomorphism 
These isomorphisms respect the long exact sequences of such triples and augmenta- 
tions. Furthermore, af the assumptions of 11.4 hold, the two isomorphisms are 
compatible with the homomorphism from local cohomology to the sections of local 
cohomology sheaves. 
Proof. Lemma 11.3 gives us a sufficiently natural homomorphism. To 
check that it is an isomorphism is a local matter on both G and X. Thus, we 
may assume that G and X are affine. In this case, the assumptions of Proposi- 
tion 11.4 are verified. On the other hand, the truth of Proposition 11.4 implies 
the truth of this one locally. Q.E.D. 
At last, we come to the action of algebraic groups. Let G be an algebraic 
group with an action on a k-scheme X. Let 9 be a quasi-coherent sheaf on X 
with a given G-linearization. Also, let 2, > 2, be two closed subsets of X. 
The main result on the action of G on the local cohomology is 
THEOREM 11.6. With the above notation, assume that the subsets .Zi are 
G-invariant. 
(a) If X - Zi are both quasi-compact and quasi-separated, then there is a 
natural G-module structure on HiIIz,(X, 9) for all i. 
(b) If the inclusions X - Zi C X are quasi-compact morphisms, the quasi- 
coherent sheaves 2’iIjz,(9) have natural G-linearixations. 
(c) If both assumptions are true, the natural homomorphisms 
are G-module homomorphisms. 
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(d) These G-structures respect the augmentations and sequence of such 
triples. 
(e) In particular, the augmented Cousin complexes of decreasing sequences 
{Z} of such closed subsets, r(X, 9) ---f Cousin(,) LF and 9 + %OUJiqz) F, 
are complexes of G-modules and G-linearized sheaves, respectively. 
Proof. The G-linearization of 9 is given by a proj,-homomorphism, 
9 --+ proj$ 9. We will study statement (a). There is an induced homomorphism 
(Lemma 11.3) 
as the Zi are G-invariant. Combining this with the inverse of the isomorphism 
of Proposition 11.4, we obtain a homomorphism 
This gives Hiljz, (X, F) the structure of a G-module as the associative and 
identity properties for this co-action follow from the same properties of the 
G-linearization. This shows that (a) is true. 
The proof of statement (b) is similar. The G-linearization is given by the 
compos.ition, SS$,~~(~) .% ~~xz,,cxz,(proj~ F) 5 projx Z&$,+(S), where 
6 is induced by the G-linearization of 9 (Lemma 11.3) and E is the inverse 
of the isomorphism of Proposition 11.5. One checks the rest of (b) as before. 
The quasi-coherence has been proved in Theorem 9.6. Further, (c) and (d) 
follow as the related properties mentioned in the previous propositions. Also, 
(e) follows from (d) as the Cousin complexes are built from augmentations 
and the connecting homomorphisms of triples. Q.E.D. 
Now, that we are in possession of both Theorem 11.6 and Corollary 11.2, 
we may make two possibly distinct actions of the completion G on the local 
cohomology. In addition to the G-action of Corollary 11.2, we may take the 
completion of the G-actions in Theorem 11.6. These two kinds of G-actions 
are the same, as will be explained by 
COROLLARY 11.7. In the situation of Theorem 11.6, the formal group actions of 
e in Corollary 11.2 are the same as the completions of those of Theorem 11.6. 
Proof. We will consider the typical case of the actions on Hll,,JX, 9). 
Let n be the maximal ideal of K(G) and let m be the ideal of functions in 
K[Gl = r(G, oG), which vanish at the identity. For anyj, k[C;I/mj is canonically 
isomorphic to k(G)/&. Let Gj be the closed subscheme of G with ideal mj. 
Then, Gi is an affine scheme with one point such that r(Gi, 0,;) RZ k(G)/nj. 
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The compatibility of the two formal group actions comes directly from the 
commutative diagram 
The interested reader may furnish the remaining details of the proof. Q.E.D. 
I want to finish this section with a simple example involving the action of a 
torus on an afline space. This modest example is actually the only explicit 
calculation that I need in this paper. This calculation may be made by means 
of the results of Section 10 and Koszul complexes. The proof given here perhaps 
will be of some help to the reader in understanding the Cousin complex method, 
which I used. 
At one point, this calculation will use the understandable 
LEMMA 11.8. Let M be u module over a commutative ring A. Let a be an 
element of A. Let S be the zeros of a in X = Spec A. Let {Z} be the filtration, 
X2 5’1 o. Then, 
(1) the global augmented Cousin complex of the sheaf i@ with respect to {Z} 
0 + l-(X, a) -+ H&,(X, n;lr) + Hs’(X, n;i) -+ 0 
is naturally isomorphic to the complex 
O+M--%M(,, =M@,A(,)+Cok(cu)+O. 
(2) H$,JX, a), H’(X, a) und Hi+‘(X I@) are always zero for positive i. 
(3) il? is locally or globally Cohen-Macaulay with respect to {Z} 
9 F,(X, A??) = 0 
o no nonzero element of M is hilled by multiplication by a. 
Proof. X - S is an affine scheme. By Serre’s vanishing theorem [16, III, 
1.3.11, Hg(X, @) and H”(X - S, ii?) are zero for positive i. By Lemma 7.7, 
H$,s(X, a) w Hi(X - S, A?). Thus, the first two parts of (2) are true. We 
have the long exact sequence 
0 4 F&X, ilIT) 4 qx, AT) 4 H;,,(x, ii?) 
+Hs1(X,i@)-+O-+O+Hs2(X,~)+O-+~~~. 
Thus, the last part of (2) is true. 
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Furthermore, I’(X, I@ -+ H’&,(X, MI) w r(X - S, I@) is isomorphic to 
01: M---f Mt,, . Hence, statement (1) has been verified. Clearly, the augmented 
Cousin complex is exact * r,(X, A) = 0 o Ker(cu) = 0 + the last part of (3) 
is true. By definition, I@ is globally Cohen-Macaulay * the augmented Cousin 
complex is exact. This checks the global part of (3). The local part follows 
because the last condition maybe either be verified locally or globally. Q.E.D. 
Let T be a torus. Let V be a geometric representation of T. Let (71~)~~~ 
be a basis of the linear functions v  on V such that each vo, is a eigenvector 
for the T-action. Assume that A = {I,..., rz} u I?. Let Zi be the closed T- 
invariant subspace of V, defined by vj = 0 for 1 <j < i if 0 < i < n. Let 
Z n+1 be empty. We will be studying V with respect to the fibration {Z] = 
z,2z,2 “‘2Zn2Zn+l, 
We will write down the Cousin complex of the structure sheaf Uv with 
respect to Z. First, I’(V, 0,) will be denoted by &at~&g(O). Proceeding 
inductively, let ~&‘aca&g(i + 1) equal ~~~~~/~~~(;)(Bp+l)/y%eacal/e~~(i) for 
0 < i < n. Also, P(i) will denote the localization ~2’~e~&~(i)(~~+~~ . Thus we 
have short exact sequences 
These sequences are exact because vitl is not a zero divisor in the module 
.,&‘a,,&~y(;). An easy calculation shows that the monomials n $a, where m, 
is an integral valued function on A with ml ,..., m, are negative and m,, is non- 
negative for b in B, form a T-eigenbasis for the T-module ~&‘~rn&zr/(i). 
The sequences (DJ may be pieced together to make the complex 
c*: 0 --f J&!ma&y(O) * P(0) -+ P(1) --f ... 
- P(n - 1) + J%%~~~&&z) 4 0. 
This complex has been constructed in such a way that it generalizes the complex 
which appeared in the last lemma. It is exactly what we are looking for. 
PROPOSITION 11.9. (a) The complex C* is isomorphic as a complex of T- 
linearized r(V, O,,)-modules to the augmented Cousin complex of 0, with respect 
to {Z}; that is, the complex 
0 - w, G) - ~;“,zl(v, @&> - f&(V~ 0”) - ... 
(b) The complex c* of T-linearized quasi-coherent sheaves is the local 
Cousin complex of 0” with respect to {Z}. 
(c) Uv is locally and globally Cohen-Macaulay with respect to {Z}. 
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(d) i’j i < n, 
if j+i 
if j=i. 
Remark. An analogous result holds for any A-sequence (or even M-sequence) 
or ,..., v, in a commutative ring A. 
Proof. Assume that (e) is true for i = k < n. We will show that (e) is true 
for k + 1 = i and that (d) is true for k = i. Also, we will see that the sequence 
H;JV, G) -+ H;k,zk+,(V, W + H;;;lW, W is naturally isomorphic to the 
sequence 
wc&m&zy(k) + P(k) -+ c&Lzutay(k + 1). 
This is the short exact sequence D, . 
Let 9 be sheaf A-) on V. Now .&aca&ay(k) has no vK+r- 
torsion. By Lemma 11.7, we know that D, is the augmented Cousin complex 
ofSforV>S,+, = {v E V 1 vk+r(v) = 0} 2 o . Furthermore, 
H%J,,,W> 9) = P(k) 
and 
are the only nonvanishing cohomology levels of their kind. 
By Theorem 9.6, for any quasi-coherent sheaf 9 on V, we have the natural 
isomorphisms 
Thus, 
&kcw - I 
if jfk 
if j=k. 
By Lemma 8.5(d), we have two spectral sequences 
H&,,cV, &,Pv>> * H$,+,(v, fJk) 
and 
H&+JV, &,PvN e- H~:,(V> W 
as SW nzk =Zk+l. These spectral sequences degenerate into isomorphisms 
H:,sk+l(V> 9) z H&+,W> PI,) 
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By the above, this establishes the statements of the first paragraph of the proof. 
The rest of the proof is easy. Statement (e) is true when i = 0 by Serre’s 
vanishing theorem as 
H&p, 0,) = qv, 0,) = ~czcLz&&y(0). 
Thus, statements (d) and (e) follow by induction. Also, if we put the sequences 
D, together, we get the augmented global Cousin complex by definition. This 
proves statement (a). As the complex C* is exact, Qv is globally Cohen- 
Macaulay with respect to {Z}. This shows the global part of (c). By Theorem 9.6, 
in this affine case, we may pass directly from the global statements to the local 
ones. Thus, (b) and the local part of (a) are true. Q.E.D. 
Let $I be a character of T. The sheaf Bv‘ar k# E Co,($) has a natural T- 
linearization which is obtained by twisting the action of T on 0, by #. One 
fact that we will use later is 
COROLLARY 11.10. Let xa be the characters of T, which are the eigenfunctions 
of each member v, of the basis of V. The characteristic [Hg!JV, O,($))] of this 
cohomology group as a T-module is given by the expression 
where m, is a finitely supported integral-valued function on A such that m, is 
negative if a E (I,..., n} and m, is nonnegative if a E B, and where [x] is the 
&morphism class of the T-module kx = V(x). The expression may also be formally 
written as 
Ml * m1ci<n xi’1 -. 
l-hi411 - Cx;‘I> rItJad[11 - [Xbl) 
Proof. By Proposition 11.9, the T-module, H,““(V, Ov(#)) is isomorphic to 
{&I~~~~&z~(n)} @ k#. The corollary follows easily from the remark about the 
T-eigenbasis. Q.E.D. 
12. THE COUSIN COMPLEX OF INDUCED REPRESENTATIONS 
Let X be a complete homogeneous space of the form G/P, where P is a 
parabolic subgroup of a reductive group G. We will be working in this section 
with a fixed Bore1 subgroup I3 of G. 
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The choice of the Bore1 subgroup B determines a very nice filtration of the 
homogeneous space X. This filtration is defined using the Schubert varieties 
(with respect to B) in X. These Schubert varieties were studied in Section 6. 
Let Zi be the union of all the Schubert varieties of X, which have codimension i
in X. These subsets Zi define a filtration {Z} of X with many special properties, 
some of which are summarized in the next two lemmas. 
LEMMA 12.1. (a) Zi is a closed B-invariant reduced subscheme of X. 
(b) ZiaZjifi <j. 
(c) Zi - Zi+l is a Fnite disjoint unwn of all Bruhat cells (with respect to B) 
of codimension i in X. 
Proof. (a) Zi is the union of a finite number of Schubert varieties. Each 
Schubert variety is B-invariant. (See Proposition 6.2.) 
(b) By 6.3(c), we know that, if one Schubert variety S is properly con- 
tained in another, say T, then S is contained in a Schubert variety of codimension 
one in T. As X is a Schubert variety, by induction, any Schubert variety of 
codimension i is contained in Zj if i > j. 
(4 zi - &,I is the finite union of B-orbits (or Bruhat cells) of codimen- 
sion i as each Schubert variety of codimension j is the closure of a Bruhat 
cell of the same codimension j. Q.E.D. 
Furthermore, we have 
LEMMA 12.2. {Z] is the uniw maximal B-invariant jiltration such that Z, 
is a closed subset in X of pure codimension i. The filtration {Z} satisfies the local 
and global a$keness assumptions (L.A.) and (G.A.) of Section 9. 
Proof. The first part is apparent from the definitions and the previous 
lemma. 
G.A. means that Zi - Z,+, is an affine scheme for all i. This follows from 
Lemma 12.1(c), as each Bruhat cell is isomorphic to an atline space. 
Assumption (L.A.) means that the inclusions Zd - Z,+i C X are affine 
morphisms. This follows formally from (G.A.) as X is a separated scheme. 
Q.E.D. 
Before we begin the application to induced representations, I want to give 
abstractly the conclusions from Section 10 from the study of Cousin complexes. 
PROPOSITION 12.3. Let 9 be any Cohen-Macaulay coherent sheaf on X, 
which has support equal to X. Then, 
(a) 9 is Cohen-Macauluy with respect to the Schubert filtration {Z]; 
i.e., the augmented local Cousin complex, 4t ---t ‘%~lrrdi+ 9, is a resolution of F. 
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(b) The global Cousin complex Cousin(,) 9 equals I’(X, %?~u&ztz~ 9). 
(c) The cohomology Hi(X, 9) is naturally isomorphac to the ith homology 
group of Cousin{,1 5. 
(d) Hi(X, 9) is zero for positive i * 9 is globally Cohen-Macaulay 
with respect to {Z} o the sequence 0 ---f P(X, 9) -+ Cousins,) 9 is exact. 
Proof. All the various assumptions of Theorem 10.9 are verified in this 
case by Lemma 12.2. The above statements are the conclusions of Theorem 10.9 
and direct consequences of the definitions. Q.E.D. 
Next, we will review the general results on group actions from Section 11 
that we will be using. Assume that F is a quasi-coherent sheaf on X, which 
has a given G-linearization. Then, we have the 
LEMMA 12.4. (a) The augmented local Cousin complex of 9 with respect 
to {Z} is a complex of C-linearized sheaves and B-linearized sheaves, which give 
the same ~-linearization. 
(b) The augmented global Cousin complex of 9 with respect to {Z} is a 
complex of C-modules and B-modules, which induce the same B-module structures. 
(c) The natural homomorphism Cousin(,) 9 + I’(X, V*ir~~~~(zl~) is a 
homomorphism of G and B-modules. 
Proof. The G-actions have been discussed in Corollary 11.2. As the Z, 
are B-invariant, we obtain the B-action by Theorem 11.6 for the restricted 
B-linearization of 9. The two induced B-actions are the same by Corollary 11.7. 
Q.E.D. 
We shall denote such compatible G-actions and B-actions on a structure 
as a G - B action. In this case, the two induced B-actions are the same. 
Now, we can begin the study of induced representations of G. In general, 
if 2 is an invertible @,-module, then Y is a Cohen-Macaulay coherent sheaf 
with support equal to X because X is a smooth variety. Thus, Proposition 12.3 
applies to any invertible sheaf 8 on X. 
Furthermore, if 8 has a G-linearization, then we may apply Lemma 12.4 
on the G-B-module structure of the Cousin complex of 2. Recalling that the 
G-module, r(X, g), is an induced representation of G, we see that we will 
gain valuable information about the structure of r(X, 24) as a G-B-module 
if the global Cousin complex gives a resolution of r(X, 2). 
By statement (d) of Proposition 12.4, this global Cousin complex is a resolution 
* Hi(X, 2) = 0 for positive i. Fortunately, by Theorem 6.1, this last sought 
for vanishing holds if r(X, 6p) # 0. 
Before I formally state the conclusion of the last three paragraphs, I will 
set up the basic notations from Section 4 for the classification of G-linearized 
sheaves on X and induced representations of G. 
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Let f be a B-fixed point in X. By 6.2(d), f exists and is unique. Let Pf be 
the stabilizer off and let # be a character of Pf . We have seen in Section 4 
that any G-linearized invertible sheaf is isomorphic to exactly one G-linearized 
invertible sheaf of the form, gf(#). The sections L,(4) = r(X, Zf(#)) of Y;(4) 
are induced algebraic representations of G. 
We are now in a position to state the central theorem of this paper. The 
above remarks have established its truth. 
THEOREM 12.5. Assume that the induced G-module, f&(4), is not zero. Then, 
the augmented global Cousin complex 0 + L,(t,b) -+ Cousin(z) gf(#) is an exact 
sequence of C.-B-modules. Furthermore, the complex Cousin(,) .Z$($) of f?‘-B- 
modules can be computed by taking the complex I’(X, %‘~~&zg~ 2&(z,b)), where the 
local Co&z complex %?~&q~) 2$($) is a complex of &-B-linearized sheaves on X. 
The known structure of the Bruhat cells may be used to be a little more 
explicit about the structure of the Cousin complexes. The most visible feature 
of the complex is that its groups may be broken up into contributions coming 
from each Bruhat cell. This decomposition will be discussed next. 
Let 9 be an Abelian sheaf on X. Recall that, by definition, the Cousin 
complex of s is the complex 
H&(X, St) + --a 3 H&,+,<X, 9’) -+ ..a. 
Furthermore, we have natural isomorphisms 
where lJ, = X - Zi+r by Lemma 7.7. By Lemma 12.1(c), we know that 
2, - Z,+r is the disjoint union of all the Bruhat cells of codimension i. Thus, 
we have an equality H&,,(Ui, s) = Hu,(Ui , g)-), where the union runs 
through all Bruhat cells C of codimension i. The last cohomology group is 
evidently isomorphic to @eoa c=-i Hc#( Vi , 9). 
We will summarize the above discussion in 
LEMMA 12.6. The ith term of the Cousin complex Cousin(,) F is naturally 
isomorphic to the sum ovey Bruhat cells C, @cod cEi Hci( Vi , 9). The Cousin 
complex has the form O~r(U,,~)-t...~o,,,,iH,i(Ui,~)~...~ 
Hf$mx(X, .F) -+ 0, where U, is the big cell in X. 
Remark. Let C and C’ be two Bruhat cells with cod c’ = 1 + cod C. 
The differential of the Cousin complex is determined by each of induced 
mappings Hci( Ui ,9) -+ I$$‘( U,,, , 9). These mappings are zero if c’ is 
not contained in the closure of C for essentially trivial support related reasons. 
Unfortunately, the &B-structure of the Cousin complex of a G-linearized 
invertible sheaf -Epr(#) has not been determined for finite characteristic of the 
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ground field. This structure seems to depend strongly on the characteristic. 
One might hope that the discussion in Section 1 on the B-action on the formal 
behavior of Y;(4) along a cell C might be useful in determining the B-module, 
I&*( ui ) 9). 
Let T be a maximal torus of G contained in B. The T-module structure 
of the terms of the complex Cousint,) dp,(+) is independent of the characteristic 
and is easily determined. We will perform this calculation in the rest of this 
section. One may hope that this calculation can be strengthened to yield results 
about the G-module structure of the Cousin complex. 
One feature of the T-equivariant theory, which is not present in the B- 
equivariant case, is the existence of T-invariant affine neighborhoods of each 
Bruhat cell. These neighborhoods may be used to study the T-action on the 
members of the Cousin complex. The appropriate purely topological fact 
that we will need is 
LEMMA 12.7. Let C be a Bruhat cell ojcodimension i. Let U be an open nekh- 
borhood of C such that C is closed in U. Then, we have a natural isomorphism 
f&y vi ) F) R3 f&y u, 9) 
for any Abelian sheaf9 on X. 
P~ooj. Let D be the complement of C in its closure. Then, U is an arbitrary 
open neighborhood of C, which is contained in the open neighborhood X - D. 
By the excision lemma, Lemma 7.9, we have natural isomorphisms 
fv(Ui 7 9) = Hci(X - D, g) L H$( u, 9). 
This yields the required isomorphism. Q.E.D. 
Recall that in Section 6 we studied a particular open neighborhood N(C) 
of each Bruhat cell C, such that C is closed in N(C). Thus, by the last lemma, 
we need only compute the T-modules, H&N(C), g!(#)), to understand the 
T-structure of the Cousin complex of Yf(;(16). Th’ IS computation is expressed in 
LEMMA 12.8. The characteristic of the T-module H$(N(C), 9?(#)) for any 
Bruhat cell C of codimension i is given by the expression 
Furthermore, ;f  X is a homogeneous space of the form G/B, we may rewrite 
the expression so that 
= w4 w(# * PdPBIT 
where U is the unipotent radical of B. 
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Proof. We have already done all the work to prove the first statement. 
By Lemma 6.6, we know that Z,(yS) IN(c) is isomorphic as a T-linear&d sheaf 
to &da ok: WC) = &m($c) in the notation preceding Corollary 11 .lO. 
Proposition 6.4 gives the T-structure of the inchrsion C C N(C) in such a way 
that the above formula comes directly by “plugging in” from Corollary 11.10. 
The first equation in the second part is just a simplification of the first part 
by taking advantage of Proposition 6.5(c,d). The second equation in the second 
part is a consequence of Lemma 2.1. Q.E.D. 
We now come to the final result on the structure of induced representations 
as T-modules. It is 
THEOREM 12.9. Assume thut the induced representation L&) is not zero. 
Then, the characteristic of the T-module L,(4) equals the akrnating sum owr 
the B&at cells C in X, C (- 1) codC M(C, a))), where M(C, 4) is given in 
Lemma 12.8. 
Furthermore, if X is a homogeneous space of the form G/B, then 
bwll = 1 
= &+‘(-l)zs(w) w(# ’ f’B) 
&eW(-- l)zBcw) w(pB) 
(“ Weyl’s formulapp). 
Proof. By Theorem 12.5, we know that the augmented Cousin complex, 
0 + Jw) -+ Cous~m %4> is exact. By Lemma 12.6, we know the structure 
of the Cousin complex in terms of the Hci( Uj , Z,(#)), whose T-characteristics 
have been determined in Lemma 12.8. The first statement follows from the 
above and the additive property of characteristics. 
For the second statement, the first equation comes from the calculation of 
M(B . w . f, #) in the last half of Lemma 12.8. The second equation follows 
from the identity 
(-l)dim x 
&i?($l - p> = ~weZV(--l)zB’w’ &B) ’ 
which is in [7, VI, 3.3.2.i.l 
The alert reader may have noticed that this identity has already been proved 
because 
1 = [L,(l)] = $--;;;;$) & (-l>zB(w’ wbB) * fB 
by the first equation. Q.E.D. 
Last, I want to remark that the above arguments show the following. Let 
dp be an invertible sheaf X. Assume that 2 has a G-linearization. Let C be a 
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Bruhat cell of codimension i and let g be the T-fixed point of C. Then, the 
one-dimensional vector space L = 9 00, K(g) has a natural T-module 
structure; furthermore, we have a canonical T-module isomorphism 
13. VARIATIONS WITH CHARACTERISTIC OF THE GROUND FIELD 
This section deals with the question of variations of cohomology with respect 
to parameters or, as they say, the change of cohomology under base extension. 
Many of the interesting results of this section could be proven by generalizing 
the arguments in the algebraically closed field case to ones over an arbitrary 
base scheme. Although such a procedure is quite proper, it seems to lead not 
only to a mass of bureaucratic verbage but also to the complete obliteration 
of the original conception of the proof. The point of this section is to remind 
the reader of the generalities behind what could have been done more explicitly 
and better by direct calculations. 
As general background for the first part of this section, we recall a general 
theorem on flat and proper base extension. 
THEOREM 13.1. Let V: X -+ S be a proper morphism between Noetherian 
schemes. Let % be a coherent sheaf on X such that 9 is Jlat over S. The following 
two statements are equivalent: 
(a) For any geometric point s of S, Hi(X, ,9J is zero for all positive i. 
(b) R%r,% is zero for all positive i. 
Furthermore, if these equivalent conditions are satisfied, then rr,% is a locally 
free Us-module of finite rank and the natural homomorphism (rr*.%)* -+ P(X, , F8) 
is an isomorphism for any point s of S. 
This theorem is a direct consequence of [16, 111.7.7.12-J and Nakayama’s 
lemma. A good discussion of this kind of reasoning may be found in [32, 11.51. 
A typical application of the last theorem is 
COROLLARY 13.2. Let f:  X+ Y be a flat and proper morphism between 
Noetherian schemes. Let 2’ be an invertible sheaf on X. Assume that, for each 
geometric point y  of Y, XV is isomorphic to a homogeneous space of the form G/P 
for some reductive group G over y  and a parabolic subgroup P, and, ZV has a 
nonzero section. Then, 
(a) Rif.&? is zero for any positive i. 
(b) f.$’ is a locally free By-module of &site type. 
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(c) For any pointy of Y, we have an isontorphism 
(f *-Ep), z q-q, ZJ. 
Furthermore, if Y = Spec(A) for some commutative ring A, 
(d) Hc(X, 2’) is zero for positive i. 
(e) r(X, 2’) is a projective A-module of finite type. 
(f) We have k( y)-isomorphisms 
for any point y of Y. 
Proof. The first three parts result from combining Theorem 6.1 with 
Theorem 13.1. The second part follows from the first because in the af?ine 
case we have HF) M R”f*9 [16, III.14.12]. Q.E.D. 
Next, I want to state a particular case of the last corollary. Let G be a 
Chevalley group over Z [lo]. Let x be a character of parabolic subgroup P 
of G, which is defined over Z. Let L(x) be the induced representation of G, 
i.e., J?&) = {f E J’(G, 0,) [ f(gp) = f(g) x(p)}, which is a sub-G-module of 
the left regular representation of G. As in Lemma 4.7, we may regard L(x) 
as the group of global sections of an invertible sheaf, P(x), on G/P. Similarly, 
one defines a Gk-representation L(xK) and sheaf 9’(xk) for any algebraically 
closed (or not) field k. The main result about the variation of L(xJ with k is 
THEOREM 13.3. The induced representation L(x) is a free Z-module of Jinite 
type. For any field k, the natural homomorphism 
L(x) 0 zk 2 L(xd 
is an isomo?phism. The cohomology groups H*(G/P, 9(x)) are zero if L(x) # 0 
and i is positive. 
Proof. There is no problem in proving the second statement when k is a 
field 1 of characteristic zero as 1 is then Z-flat (torsion-free). Furthermore, 
the positive weight criterion of Lemma 4.3(b) is independent of k. Thus, 
L(X) = 0 -L(xr) = 0 o L(xL) = 0 for any k. Hence, we may assume that 
L(& # 0 for all k. 
Let X = G/P be the quotient Z-scheme and P(x) be the invertible sheaf 
as before. As X is proper and flat over Z, we may apply Corollary 13.2 to 5?(y). 
Statements (d), ( e ), and (f) give the results as any projective Z-module of finite 
type is free. Q.E.D. 
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The last theorem shows that the induced representations behave in a reason- 
able way as we vary the characteristic of the ground field. If one uses the fact 
that the representations of a Z-split torus are still completely reducible over 2, 
one can easily see that the last theorem implies that each eigenspace of L(X) 
with respect to a Z-split torus in G behaves well with the change of charac- 
teristic of the ground field. The same type of remark will also apply to the 
whole Cousin complex. 
It remains to discuss the variation of the Cousin(,) s(x) with the charac- 
teristic, where {Z> is the Schubert filtration of G/P over Z with respect to Z-split 
Bore1 subgroup B contained in P, the result that I want to explain is 
THEOREM 13.4. For any field k, we have a natural isomorphism of complexes 
of k-modules 
Cousin(,) P’(x) @ .k + Cousin{ak) s(xk). 
Furthermore, the Cousin complex Cousin(,) 9(x) is a free Z-module. 
Remark. I am really not going to prove that the Cousin complex is free; 
just that it is flat. The most direct proof of the freeness uses the complete 
reducibility of T/Z and the idea surrounding Lemma 12.8 where we might 
have seen that the T-eigenspaces in the Cousin complexes are of finite type. 
What I am going to prove is the flatness of the Cousin complexes and the base 
extension property. This will be done in an abstract general setting. 
Before we go any further, I want to remind the reader of the following well- 
known tricks. 
LEMMA 13.4. Let & be the category of modules over a commutative ring A. 
Let T be any additive functor from &? to an Abelian category. Assume that T 
commutes with direct limits and is right exact. Then, the natural morphism 
T(A) @ AM -+ T(M) is an isomorphzsm for all M in &. Furthermore, T(A) 
is flat over A if and only if T is also left exact. 
Also, if M is A-jlat and T commutes with direct limits, then the natural morphism 
T(A) 0 .M - T(M) 
is an isomorphism without exactness assumptions on T. 
For a proof and some definitions see [16,111.7]. These above general principles 
shouId be helpful in clarifying the subsequent theorem. 
Let X = .Z,Z 2, ... be a decreasing filtration {Z} of a scheme X over 
Spec(A), where the Zi are closed in X. Let 9 be a quasi-coherent sheaf on X 
and M be an A-module. We have natural A-homomorphisms 
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and &,-homomorphisms 
whenever j > i. These homomorphisms are not isomorphisms in general 
but they are in some special cases. 
PROPOSITION 13.5. (A) Assume that M is fEat A-module. Then, 
(1) I&, j is an isomorphism if the open subsets X - 2, and X - Zj are 
quasi-compact ; 
(2) $I,j is an isomorphism if the inclusions of X - Zi and X - Zj in X 
are quasi-compact morphisms. 
(B) Assume that the F is flat over A and the support of .F is contained in Z, . 
(1) && is an isomorphism if the filtration {Z] veri$es assumption (L.A.). 
(2) &;“,, is an isomorphism if the filtration {Z} verijes assumptions (L.A.) 
and (G.A.). 
Proof. One checks that the finiteness assumptions are enough to prove 
that the functors 
fG‘,Z,(X 9 0 AM) and G&s 0 AM) 
of A-modules M commute with direct limits. Then (A) follows directly from 
Lemma 13.4. 
To see the truth of (B.l) we need to check that the functors of M are right 
exact. As 9 @ .M is an exact functor of M when 9 is flat over A, the right 
exactness is a consequence of the vanishing of &$;$~+,(S @ AM) by the long 
exact sequence of Lemma 8.5(f). On the other hand, support of S @ .M is 
contained in Z, . By Lemma 10.4, we have already proved the required vanishing. 
The proof of (B.2) is similar. In fact, (B.2) may be deduced from (B.l) because 
and ffl(X X$;Li+l(F 0 AM)) is zero by Theorem 9.5(c,d) plus Theorem 
9.6(c,d). I leave the details to the reader. Q.E.D. 
It remains to consider in what circumstances the local cohomology of S 
will be flat over A. For this discussion of flatness, I will study the rather typical 
case when A is Z. One may usually reduce such questions in the Noetherian 
case to the case of a discrete valuation ring, which can be treated similarly. 
First we state another general principle. 
LEMMA 13.6. Let T and S be two additive functors of Abelian groups with 
values in some Abelian category. Assume that T and S are connected; i.e., for any 
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exact sequence 0 --f Ml + M, + MS -+ 0 of Abelian groups, we have an exact 
sequence 
S(M,) + S(M,) ---f S(Mo) -% T(M1) + T(M.J -+ T(M,). 
Then, if S(Z/pZ) = 0 for all prime integers p, T(Z) is torsion-free. 
Proof. By the half exactness of S, we must have s(Z/nZ) = 0 for all positive 
integers n. By the exactness at 6, the multiplication T(Z) ‘2’ T(Z) by n 
must be injective. Q.E.D. 
A case in which we use this fact is the case in which T commutes with direct 
limits. Then, the lemma implies that T(Z) C T(Q) = T(Z) @ zQ. Furthermore, 
note that, if T(Z) is indivisible (i.e., lin& T(Z) is zero) and T(Z/pZ) iszero 
for all primes p, we have that T(Z) and, hence, T(Q) are zero. I brought this 
last point up because it is related to Hochster and Roberts’ interesting work 
[22, 231 on the Cohen-Macaulayness of rings of invariants. The indivisibility 
assumption is related to Grothendieck’s finiteness theorem [see 18, VII, 3.21. 
The point is that the indivisibility allows one to reduce to the case of finite 
fields. 
Returning to the case at hand, we have a less general flatness criterion for 
local cohomology. 
PROPOSITION 13.7. Let X be a scheme with a decreasing filtration (Z} by 
closed subsets. Let g be a quasi-coherent sheaf on X and 9 is Z-torsion free. 
(1) I f  HGijz3(X, S @ zF) is zero for all finite prime fields F, then 
HiTfzi(X, 9) is Z-torsion free. 
(2) If  S>i,zj(9 @ zF) is zero for all finite prime fields F, then xs:fzj(g) 
is Z-torsion free. 
Proof. This is a trivial application of Lemmas 13.6 and 13.4. Q.E.D. 
Next I want to change quickly the language of the last discussion back to 
the language of base extension. The change of language is accomplished in 
LEMMA 13.8. I f  2, 3 Z, are two closed subsets of a scheme X/A and B is a 
commutative A-algebra, then we have two closed subsets, Z,,, = Z, x AB 2 
Z,,, = Z, x AB of X x .B = X, . With this notation, for any quasi-coherent 
sheaf 9 on X, the homomorphisms 
and 
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are isomorph~sms of B-modules and Ox,- modules, where M denotes the Ox--module 
associated to an Ox-module with B acting. 
Proof. This follows directly from the unnumbered lemma of Section 11 
when it is applied to the afIine morphism X, -+ X as a higher direct image 
of a quasi-coherent sheaf under afhne morphisms is zero. Q.E.D. 
In the light of the last lemma, we see that the homomorphisms (G,“,,, or #‘,, 
for M = B are isomorphisms if and only if the natural B- (or OrJ-homo- 
morphism 
or 
is an isomorphism. Leaving aside the formal translations of the last few proposi- 
tions into the new language, we will finish this section with the special case 
of Cousin complexes. 
Let X be an A-scheme and f: A -+ B be a homomorphism of commutative 
rings. Given a decreasing filtration {Z} of X by closed subsets, we may form 
the decreasing filtration (2,) of X, = X x AB in the obvious way. Let 9 
be quasi-coherent sheaf on X, we have an s-homomorphism of sheaves, 
S -+ Fs , where s denotes the projection of X, on X. This s-homomorphism 
yields an f-homomorphism of augmented complexes 
WG =q ----+ Cousin{,1 9 
WL 3 %I - Cousin{,1 gB 
and an s-homomorphism of augmented complexes, 
F - %ToffdqZ) 9 
1 1 
FB - %?Lwlb4~~(zB) g-B . 
It remains to discuss when we have 
(a) the base extension isomorphisms 
(Cousin{,} F) @ *B 2 Cousin(,,l FB 
and 
(~O/c”i~(~) F)B : ~Qckbi#z(qJ Fjj ) 
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(b) the complexes Cousin(,) F and %?QMo&~,) F are A-flat, and 
(c) the preservation of Cohen-Macaulayness. 
The main result in answer to this question is 
THEOREM 13.9. (A) Assume that B is A-flat. Then, 
(1) If  the complements X - Zi are quasi-compact, 
(a) (Cousin(,) 9) @ AB % CousintzB) 9s , 
(b) If  F is globally Cohen-Macaulay with respect to {Z> and S is quasi- 
compact, then Fn is globally Cohen-Macaulay with respect to {Z,}. 
(c) The converse of(b) is true if B is faithfully jut over A. 
(2) lf the inclusions X - Zi C X are quasi-compact morphisms, then 
(a) (@?QI&+Q~ F)B % %?m~~~'n~~ 1 FB , and (b) and (c) are the same as 
(1.b) and (c) except that “local” replaces ‘global.” 
(B) Assume that 9 is A-flat and that {Z> is a decreasing sequence of finitely 
defined closed subscheme satisfying (L.A.). 
(l)(a) (%?~NJt’ll(~) 9)~ -% %?~7UJil/(~,) & . 
(b) If  S is locally Cohen-Macaulay with respect to {Z} and ifV?~~;i/t(~) .F 
is a complex of A-flat O,-modules, then Sn is locally Cohen-Macaulay with 
respect to {Z,}. 
(2) If  {Z> also satisfies the global a&e assumption (G.A.) and S is quasi- 
compact, then 
(a) (Cousin(,) 9) @ AB % CousintzB) FB . 
(b) If  S is globally and locally CohenMacaulay with respect to {Z} 
and Cousint,) is A-jat, .Fn is globally Cohen-Macaulay with respect to {Z,). 
(C) Assume that A = Z and the assumptions of (B.2). Let B be an algebraically 
closed field. I f  FB is locally (globally) Cohen-Macaulay with respect to (Z,} 
for any choice of B, then F is locally (globally) Cohen-Macaulay with respect 
to {Z} and %?o/KJ~,Q) Y(Cousint,) F) is Z-torsion free. 
Proof. (A) These facts are easy. When we have some quasi-compactness 
assumptions, global linear algebra and exactness of complexes are preserved 
by flat base extension. See Proposition 13.5(A). 
(B) The main arguments come from Proposition 13.5(B). Thus, the 
statements (la) and (2a) follow from the definitions. Statement (lb) is the local 
form of (2b) and is implied by (2b) for the case when X is affine. 
Let us look more closely at statement (2b). Take the augmented Cousin 
complex 
0 + r(X, s) + Cousin(,) 9. 
INDUCED REPRESENTATIONS 395 
Under the assumptions of (2b), we have an exact sequence 
0 -+ l-(X, 9) @ B + (Cousin~zl 9’) @ B. 
By (2a), this sequence compares very well with 
r(X, , 9s) -+ Cousin{,,) FB . 
As there is very little difference between these complexes, & will be globally 
Cohen-Macaulay if and only if the natural injection r(X, S) @ B --t I’(X, , &) 
is an isomorphism. If X is afhne, this is automatically an isomorphism. Thus, 
(lb) has been proved. Furthermore, (2b) follows from the left exactness of 
r(X, -) applied to the exact sequence 0 -+ FB -+ %w&z~, 9 (see Theorems 
8.7, 9.5, and 9.6). 
(C) I will consider only the local case. The global case may be handled 
in the manner of (B). By 10.5(d), we need to examine when &‘ij,zi+l(F) is 
zero (when 7 < i) and the flatness of &?iiizj+,(S). By Proposition 13.7 and 
Theorem 13.9(A.l.c), we know that, if .!& is locally Cohen-Macaulay for B 
having finite characteristic, then %‘~t,z4+l(S) is Z-torsion free for T < i. 
Thus, &‘~,,zj+l(~) is Z-torsion free and 
We will get the vanishing we want from 13(A.l.c) again and the Cohen- 
Macaulayness when B has zero characteristic. Q.E.D. 
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