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Abstract
It is known that the geometric Satake equivalence is intimately related to the
Springer correspondence when restricting to small representations of the Langlands
dual group (see a paper by Achar and Henderson and one by Achar, Henderson,
and Riche). This dissertation relates the derived geometric Satake equivalence of
Bezrukavnikov and Finkelberg and the derived Springer correspondence of Rider
when we restrict to small representations of the Langlands dual group under con-
sideration. The main theorem of the before-mentioned paper of Achar, Henderson,
and Riche sits inside this derived relationship as its degree zero piece.
v
Chapter 1
Introduction
1.1 A motivational problem
Let Gˇ be a connected, reductive algebraic group over C with Weyl group W . A
small representation of Gˇ is a representation in which all weights lie in the root
lattice and no weight is twice a root. It turns out that these small representations
interact well with the geometry of the affine Grassmannian Gr and nilpotent cone
N of the Langlands dual group G. In [AH13], this correspondence was made precise
in characteristic zero, and in [AHR15], it was verified for a split reductive group
scheme over any Noetherian commutative ring of finite global dimension (the level
of generality in which the geometric Satake equivalence holds [MV07]). In both of
these works, the commutativity of the following diagram is proven
PervG(O)(Gr
sm) Rep(Gˇ)sm
PervG(N ) Rep(W )
SsmG
∼
ΨG ΦGˇ
SG
where the four functors in the diagram are the following:
• The geometric Satake equivalence SG defined in [MV07] restricts to an equiv-
alence SsmG between PervG(O)(Grsm), where Grsm is a certain closed subvariety
of Gr, and the category Rep(Gˇ)sm of small representations.
• By [AH13, Theorem 1.1], there is a finite map pi :M→N whereM is open
in Grsm, giving rise to a functor ΨG : PervG(O)(Gr
sm)→ PervG(N ).
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• W acts on the zero weight space of any representation of Gˇ. Tensoring this ac-
tion with the sign representation ε of W , there is a functor ΦGˇ : Rep(Gˇ)sm →
Rep(W ).
• W also acts on the Springer sheaf Sp in PervG(N ), giving rise to a functor
SG = Hom(Sp,−) : PervG(N )→ Rep(W ).
The proof in [AHR15] involves only two steps:
Step 1. For G of semisimple rank 1, the diagram commutes by direct computation.
Step 2. Every functor in the diagram commutes with ‘restriction to a Levi subgroup
of semisimple rank 1’.
1.2 Statement of the main problem
Let Db,mixG(O) (Grsm) be the bounded, G(O)-equivariant, mixed derived category of
constructible sheaves on Grsm (for more details on mixed categories see [BGS96],
and for equivariant derived categories see [BL94]). The category Db,mixG (N ) is de-
fined similarly. The main result of this paper is the following theorem.
Theorem 1.2.1. Consider the following diagram.
Db,mixG(O) (Grsm) DbCohGˇ×Gm(gˇ∗)sm
Db,mixG (N ) DbCohW×Gm(hˇ∗)
derSsmG
∼
ΨG derΦGˇ
derSG
(1.1)
There is a natural isomorphism of functors
derΦGˇ ◦ derSsmG ⇐⇒ derSG ◦ΨG
making the diagram commute.
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The functors involved are described below:
• The derived Satake equivalence derSG defined in [BF08] restricts to an equiv-
alence derSsmG between Db,mixG(O) (Grsm) and DbCohGˇ×Gm(gˇ∗)sm.
• ΨG is already defined on the level of derived categories in [AH13].
• derΦGˇ is the composition (−⊗Ogˇ∗ Ohˇ∗) ◦ ΦGˇ.
• There is an isomorphism of algebras Hom•(Spr, Spr) ∼= AW := C[W ]#Ohˇ∗ .
Using this fact, and many others, [Rid13] gives the functor
derSG := Hom•(Spr,−)
between Db,mixG (N ) and DbCohW×Gm(hˇ∗).1
Our method of proof still involves the same two steps as above. However, the
first step now involves calculations of Hom•-algebras instead of just Hom-algebras;
i.e., this is no longer only a degree zero computation. For the same reason, there
are many added complications in the second step as well.
One way to simplify the problem is to restrict to a diagram of additive subcat-
egories.
SemisG(O)(Gr
sm) CohGˇ×Gmfr (gˇ
∗)sm
SemisG(N ) CohW×Gmfr (hˇ∗)
derSsmG
∼
ΨG derΦGˇ
derSG
(1.2)
Each of the functors above restricts to this setting. The commutativity of the first
diagram will follow from the commutativity of this diagram after passing to the
bounded homotopy categories Kb(−)—this uses the notion of Orlov categories (see
1The functor derSG is an equivalence if one restricts to the Springer block Db,mixG,Spr(N ), the triangulated sub-
category of Db,mixG (N ) generated by the simple summands of Spr.
3
Section 4.2) to lift the natural isomorphism ηG for Diagram (1.2) to a unique one
proving Theorem 1.2.1. Therefore, we concentrate on proving that Diagram (1.2)
commutes using Steps 1 and 2.
Remark 1.2.2. As we will see in Section 3 (and as was mentioned in Steps 1 and
2 above), the natural isomorphism for Diagram (1.2) will be constructed by pasting
together natural isomorphisms for Levi subgroups of semisimple rank 1 (i.e., for
each simple reflection). However, an object in CohW×Gmfr (hˇ
∗) is not determined by
objects in CohWL×Gmfr (hˇ
∗) for each L of semisimple rank 1. We need, in addition,
an identification of the underlying vector spaces. Both compositions of functors,
derΦGˇ ◦ derSsmG and derSG ◦ ΨG, give an identification, but the commutativity of
(1.2) can only be deduced if the identifications are the same. Thus, we must work
2-categorically to keep track of the identifications along the way.
Throughout the paper, we will perform many 2-categorical computations involving
pasting together various 2-categorical diagrams. We will also prove the commutativ-
ity of several 2-categorical diagrams. For background on 2-categorical computations
of this flavor as well as various natural isomorphisms for sheaf functors, see the
appendices in [AHR15].
1.3 Organization of the paper
In Section 2, we fix notation for the rest of the paper, and we spend some time
defining all of the categories and functors in the main diagram before giving a
precise statement of the main theorem. In Section 3, we lay out all of the ingredients
needed for the proof of the main theorem, and we give a walkthrough of the proof
modulo details which will be verified in later sections. Sections 4, 5, and 8 give
some general results needed later. In Section 6, we define appropriate restriction
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functors for each of the categories in the main diagram, and in Section 7, we prove
that each of the functors in the main diagram are compatible with restriction to a
Levi subgroup. In Section 10, we prove that the main diagram commutes for G a
group of semisimple rank 1, and in Section 11, we prove some lemmas needed for
the commutativity in Section 10.
5
Chapter 2
Notation and Preliminaries
In this chapter, we fix notation and discuss preliminaries needed for understanding
the statement of Theorem 1.2.1.
2.1 Notation
Throughout the paper, G will denote a connected, reductive algebraic group over
C. Fix a Borel and maximal torus B ⊃ T . The weight lattice will be denoted Λ
with the set of dominant integral weights Λ+. Let Gˇ denote the Langlands dual
group of G, with maximal torus, Borel, weights, and dominant integral weights
given by Tˇ , Bˇ, Λˇ, and Λˇ+ respectively. Let W be the Weyl group of either G or Gˇ
(they have a canonical identification).
Sometimes we will instead work in a parabolic setting. That is, we will fix a
parabolic subgroup P of G that contains the Borel B. There is a Levi decomposi-
tion P = LUP with L ⊃ T . Set C = B ∩ L, a Borel subgroup of L which contains
T . Since L and T are also connected reductive groups, we can perform any con-
struction equivalently for G ⊃ B ⊃ T , L ⊃ C ⊃ T , and T ⊃ T ⊃ T . Denote the
corresponding Weyl groups with subscripts—for example, WG, WL, and WT . Write
g, b, l, and h for the Lie algebras of G, B, L, and T , respectively.
Let X be a variety with a stratification, and let OX denote its structure sheaf.
If X carries an action of an algebraic group H, we write PervH(X) (resp. DbH(X))
for the category of H-equivariant constructible perverse sheaves on X (resp. the
H-equivariant bounded derived category of constructible sheaves on X). If F is
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a complex of sheaves, we write H•(F) for the hypercohomology
⊕
i∈Z
H i(RΓ(F))
(and Hi(F) for H i(RΓ(F))), where H i denotes the ith cohomology of a complex
of vector spaces.
We will often consider the derived category of mixed sheaves Dbm(X). When there
is a Frobenius action, we denote by (n) the Tate twist which decreases weight by
2n. If F ,G ∈ Dbm(X), we write
Hom(F ,G) =
⊕
n∈Z
HomDbm(X)(F ,G[2n](n)).
Moreover, Homi(F ,G) := Hom(F ,G[2i](i)). Note that [n] increases weight by n,
so [2n](n) preserves weight. We will sometimes work in categories where there is
no notion of weight. In this case, we write
Hom•(F ,G) =
⊕
n∈Z
Hom(F ,G[n]).
Moreover, Homi(F ,G) := Hom(F ,G[i]).
If K ⊂ H and K acts on X, then we define the variety
H ×K X = (H ×X)/ ∼
where (hk, x) ∼ (h, k−1x) for all h ∈ h, k ∈ K, and x ∈ X.
If R is a ring, we write R-mod for the category of left R-modules. When we
consider graded R-modules, we write 〈n〉 to denote grading shift; that is, if M is a
graded R-module, then (M〈n〉)i = Mi+n. If M and N are two graded R-modules
(or Gm-equivariant quasi-coherent sheaves), we write
Hom(M,N) =
⊕
n∈Z
HomR-mod(M,N〈n〉).
Moreover, Homi(M,N) := Hom(M,N〈i〉).
We use double arrows =⇒ for natural transformations of functors and ⇐⇒ for
natural isomorphisms of functors. When we want to specify the direction of a
natural isomorphism, we write
∼
=⇒.
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2.2 Reduction to semisimple categories
Throughout this paper, we will need to consider varieties over various fields and
sheaves on these varieties with various coefficients. Let X be a variety with a
stratification and with an action of a group G. When we want to distinguish among
versions of this variety defined over various fields, we will write XFq , XFq , and XC.
Consider the following diagram
Db,mixG (XFq ,Q`) DbG(XFq ,Q`)
DbG(XC,C),
∼ (2.1)
where we give XFq and XFq the e´tale topology and XC the complex analytic topol-
ogy.
Diagram (2.1) restricts to the following diagram
PureG(XFq ,Q`) (match)
SemisG(XC,C),
fully faithful
fully faithful (2.2)
where PureG(XFq ,Q`) is the additive category consisting of objects
F ' IC1[i1]
(
i1
2
)⊕
. . .
⊕
ICn[in]
(
in
2
)
,
and SemisG(XC,C) is the additive category consisting of objects
G ' IC1[j1]
⊕
. . .
⊕
ICm[jm].
The autoequivalence [n]
(
n
2
)
on PureG(XFq ,Q`) in Diagram (2.2) coincides with
the autoequivalence [n] on the other two categories.
Instead of lugging weights around, we will often make use of the equivalence
in Diagram (2.2) in the computations to follow. Throughout the paper (since our
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strategy is to prove commutativity of Diagram (1.2)), we will work exclusively with
SemisG(X) := SemisG(XC,C), except for in Section 4.4, where we specifically need
to work with weights. We also define Db,mixG (X) := Kb(SemisG(X)).
Remark 2.2.1. This definition of Db,mixG (X) coincides with the definition from
other sources that we could have used to make sense of Diagram (2.1) before ex-
plaining Diagram (2.2).
2.3 The affine Grassmannian and the geometric Satake equivalence
Let O = C[[t]], power series in t, and K = C((t)), Laurent series in t. Define the
affine Grassmannian Gr to be the ind-variety G(K)/G(O). It carries an action by
G(O) which gives it a stratification
Gr =
⊔
λˇ∈Λˇ+
Grλˇ
by finite-dimensional, quasi-projective varieties.
The celebrated geometric Satake equivalence (see [Lus83, Gin95, MV07]) gives
an equivalence of tensor categories
SG : (PervG(O)(Gr), ∗) −→ (Rep(Gˇ),⊗)
where ∗ is convolution of perverse sheaves and ⊗ is tensor product of representa-
tions.
The proof of the above theorem involves producing a fiber functor
H• : PervG(O)(Gr)→ VectC
which satisfies the properties laid out by the Tannakian formalism (see [DM82]).
From this general theory, one learns that PervG(O)(Gr) is equivalent to the category
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of representations of some algebraic group. It can be shown that this algebraic
group is in fact Gˇ (see [MV07]).
There is a more general result (see [ABG04, BF08]) which establishes an equiva-
lence at the level of derived categories. We will give an outline of the proof presented
in [BF08], which is not independent of the proof in the abelian category setting
given in [MV07].
One has three categories that are related by functors:
Db,mixG(O) (Gr) H•G(O)(Gr)−mod CohGˇ×Gmfr (gˇ∗)H•
G(O)
κ
S˜−1G
(2.3)
The Satake equivalence S−1G : Rep(Gˇ) → PervG(O)(Gr) extends to a full em-
bedding S˜−1G : CohGˇ×Gmfr (gˇ∗) → Db,mixG(O) (Gr) (see [BF08]), where CohGˇ×Gmfr (gˇ∗) is
the full subcategory of CohGˇ×Gm(gˇ∗) consisting of all objects of the form V ⊗Ogˇ∗
with V ∈ Rep(Gˇ×Gm). One of the main results of [BF08] is that there exists an
isomorphism of functors
κ⇐⇒ H•G(O) ◦ S˜−1G . (2.4)
The functor κ will be defined in Section 8.
In [BF08], Bezrukavnikov and Finkelberg show that the functor H•G(O) restricts
to an equivalence of categories
SemisG(O)(Gr)
∼−→ Y := {certain H•G(O)(Gr)−modules}.
Remark 2.3.1. Note that Y is the image of SemisG(O)(Gr) in H•G(O)(Gr)−mod
under the functor H•G(O).
Similarly, the main results of [BF08] show that κ gives an equivalence of cate-
gories
Y ∼←− CohGˇ×Gmfr (gˇ∗).
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Combining these equivalences with (2.4), it follows that
S˜−1G : CohGˇ×Gmfr (gˇ∗) ∼−→ SemisG(O)(Gr)
is an equivalence of categories. Taking bounded homotopy categories Kb(−) gives
the desired derived geometric Satake equivalence
derS−1G : DbCohGˇ×Gm(gˇ∗) ∼−→ Db,mixG(O) (Gr).
2.4 The Springer correspondence
Consider the Grothendieck-Springer resolution
G×B b µ−→ g
(g, x) 7−→ g · x
We have inclusions jrs : grs ↪→ g where grs is the open subset of regular semisimple
elements, and i : N ↪→ g where N is the set of nilpotent elements. Let µrs and
µN be the restrictions of µ to g˜rs = µ−1(grs) and N˜ = G ×B n, respectively, and
consider the diagram
N˜ G×B b g˜rs
N g grs
µN µ µrs
i j
rs
where each square is Cartesian. Let Gro = µ!CG×Bb[dim g], which is a perverse
sheaf since µ is proper and small. There is a canonical isomorphism
Gro ' jrs!∗(µrs! Cg˜rs [dim g])
which gives an action of W (by automorphisms in Perv(g)) on Gro, since µrs is a
Galois covering with group W .
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Now define the Springer sheaf
Sp = (µN )!CN˜ [dimN ].
Since the left square is Cartesian, we can base change to get an isomorphism
Sp ' i∗Gro[dimN − dim g].
Thus, we get an action of W on Sp which allows us to define a functor
PervG(N ) SG−→ Rep(W )
F 7−→ HomPervG(N )(Sp,F)
called the Springer correspondence.
There is a more general derived Springer correspondence (see [Rid13]) that we
will review here. In this setting, define the Springer sheaf to be
Spr = (µN )!CN [dimN ]
where (µN )! : Db,mixG (N˜ ) → Db,mixG (N ) is now the derived proper pushforward
functor. In general, all functors will be derived from now on.
Let CohW×Gmfr (hˇ
∗) be the full subcategory of DbCohW×Gm(hˇ∗) consisting of ob-
jects M of the form M = (V1 ⊗Ohˇ∗〈i1〉)⊕ . . .⊕ (Vn ⊗Ohˇ∗〈in〉). In [Rid13], Rider
proves an equivalence of additive categories
SemisG,Spr(N ) ∼−→ CohW×Gmfr (hˇ∗)
F 7−→
⊕
m∈Z
Hom(Spr[−2m],F),
where the subscript Spr denotes the Springer block; that is, the subcategory gen-
erated by simple summands of Spr.
We will give an idea of some of the elements of the proof. In [BM81], the authors
prove an isomorphism
End(Spr) ' C[W ].
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This leads to a decomposition of the Springer sheaf
Spr '
⊕
χ∈Irr(W )
ICχ ⊗ Vχ.
Using this decomposition, and the fact that Hom•G(Spr, Spr) ' C[W ]#Ohˇ∗ , Rider
was able to prove the equivalence. If we apply Kb(−) to Rider’s equivalence of
additive categories above and note that Db,mixG,Spr(N ) := Kb(SemisG,Spr(N )) (see
Section 2.2), we get her mixed equivalence [Rid13, Theorem 6.3]:
Db,mixG,Spr(N ) derSG−→ DbCohW×Gm(hˇ∗)
F 7−→
⊕
m∈Z
Hom(Spr[−2m],F)
2.5 The functor ΨG
Let o be the base point of the affine Grassmannian; that is, the image of the
identity element of G(K) in Gr. Let O− = C[t−1]. Let Gr−o be the G(O−)-orbit of
o. Consider the evaluation map
G(O−) −→ G
t−1 7−→ 0
Let G be its kernel. This map factors through G(C[t−1]/(t−2)). The kernel of
the evaluation map G(C[t−1]/(t−2)) → G can be identified with g. Thus, we have
a homomorphism
G→ g
of the kernels.
Note that the stabilizer of o ∈ Gr in G(O−) is G. Thus, the action of G(O−) on
Gr−o induces a G-equivariant morphism
Gr−o ' G.
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Composing this map with the one above, we get a G-equivariant morphism
pi† : Gr−o → g.
Recall from the introduction that a small representation of Gˇ is one where all
weights belong to the root lattice and no weight is twice a root. Define the small
part of the affine Grassmannian of G
Grsm =
⊔
λˇ∈Λˇ+sm
Grλˇ
to be the union of the G(O)-orbits corresponding to the small representations of
Gˇ. Define the open subvariety M of Grsm to be
M = Grsm ∩Gr−o
and let j :M ↪→ Grsm be the inclusion map.
Now, let pi be the restriction
pi = pi†|M :M→ g.
By [AH13, Theorem 1.1], we have that pi†(M) ⊂ N and pi is a finite G-equivariant
morphism.1 We can form the composition
ΨG = pi∗ ◦ j! : Db,mixG(O) (Grsm)→ Db,mixG (N ).
Remark 2.5.1. Since pi is finite and j is an open inclusion, they are both t-exact,
and ΨG restricts to an exact functor PervG(O)(Gr
sm) → PervG(N ). The functor
ΨG also gives a functor on semisimple categories: SemisG(O)(Gr
sm)→ SemisG(N ),
which will be denoted in the same way.
1The map pi can be viewed as a generalization of Lusztig’s embedding NGLn ↪→ GrGLn (see [Lus81]) to other
types. Many of its properties are explicitly computed in [AH13].
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2.6 The functor derΦGˇ
Let F ∈ DbCohGˇ×Gm(gˇ∗). The functor derΦGˇ is defined by a composition of func-
tors. First, define ResGˇNGˇ(Tˇ )
: DbCohGˇ×Gm(gˇ∗) → DbCohNGˇ(Tˇ )×Gm(gˇ∗) to be the
restriction of the equivariance on F . Now, define RGT ′ : DbCohNGˇ(Tˇ )×Gm(gˇ∗) →
DbCohNGˇ(Tˇ )×Gm(hˇ∗) to be derived coherent restriction (see §6.3 for the definition
of RGT
′
for free coherent sheaves). Lastly, define (−)Tˇ : DbCohNGˇ(Tˇ )×Gm(hˇ∗) →
DbCohW×Gm(hˇ∗) to be the functor of taking Tˇ -invariants. The functor derΦGˇ is
the composition of these three functors together with a twist by the sign represen-
tation ε of W :
DbCohGˇ×Gm(gˇ∗) derΦGˇ−→ DbCohW×Gm(hˇ∗)
F 7−→ ((−)Tˇ ⊗ ε) ◦RGT ′ ◦ ResGˇNGˇ(Tˇ )(F).
(2.5)
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Chapter 3
Walkthrough of Proof of Main Theorem
In this section, we will give the proof of Theorem 1.2.1 modulo details that will
be provided in later sections. As mentioned in Section 1.2, we will concentrate on
proving the commutativity of the diagram of additive categories in Diagram (1.2).
3.1 A preliminary result
Let W ′ be a subgroup of W . Then, we define
RWW ′ : Coh
W×Gm
fr (hˇ
∗)→ CohW ′×Gmfr (hˇ∗)
as in Section 6.4. In this section, we will take W ′ to be the subgroup Ws generated
by a single simple reflection s. The following lemma, whose proof we omit, allows
us to piece together information about a W -equivariant coherent sheaf from Ws-
equivariant coherent sheaves for all s.
Lemma 3.1.1. Suppose that G,H : A → CohW×Gmfr (hˇ∗) are two C-linear functors
and A is a C-linear category. Suppose that we have an isomorphism of functors
φ : ForW ◦G ∼=⇒ ForW ◦H.
Suppose that for any simple reflection s ∈ W , we have an isomorphism of functors
φWs : RWWs ◦G
∼
=⇒ RWWs ◦H such that ForWs ◦ φWs = φ.
Then, there is a unique isomorphism of functors φW : G
∼
=⇒ H such that ForW ◦
φW = φ.
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3.2 Restriction functors
In Section 6, we will define appropriate restriction functors for each of the additive
categories in Diagram (1.2). In Section 6.1, we define a restriction functor
RGL : SemisG(O)(GrG)→ SemisL(O)(GrL).
We similarly define restriction functors for the other additive categories in Diagram
(1.2): in Section 6.2, we define
R˜GL : SemisG(NG)→ SemisL(NL),
in Section 6.3, we define
RGL : Coh
Gˇ×Gm
fr (gˇ
∗)→ CohLˇ×Gmfr (ˇl∗),
and in Section 6.4, we define
RWGWL : Coh
WG×Gm
fr (hˇ
∗)→ CohWL×Gmfr (hˇ∗).
We also construct transitivity of restriction natural isomorphisms for each of the
restriction functors above: in (6.2) we construct
RGT ⇐⇒ RLT ◦RGL : SemisG(O)(GrG)→ SemisT (O)(GrT ),
in (6.4), we construct
R˜GT ⇐⇒ R˜LT ◦ R˜GL : SemisG(NG)→ SemisT (NT ),
in (6.7), we construct
RGT ⇐⇒ RLT ◦RGL : CohGˇ×Gmfr (gˇ∗)→ CohTˇ×Gmfr (hˇ∗),
and in (6.8), we construct
RWGWT = R
WL
WT
◦RWGWL : Coh
WG×Gm
fr (hˇ
∗)→ CohWT×Gmfr (hˇ∗).
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3.3 Compatibility for restriction functors
In Section 7, we first define several intertwining isomorphisms between the re-
striction functors in Section 3.2 and the functors in Diagram (1.2). In (7.16), we
define
RGL ◦ derSsmG ⇐⇒ derSsmL ◦RGL ,
in (7.24), we define
RWGWL ◦ derSG ⇐⇒ derSL ◦ R˜GL ,
in Diagram (7.5), we define
R˜GL ◦ΨG ⇐⇒ ΨL ◦RGL ,
and in (7.2), we define
derΦLˇ ◦R
G
L ⇐⇒ RWGWL ◦ derΦGˇ.
Then, we show that the various functors in Diagram (1.2) are compatible with
the transitivity of restriction natural isomorphisms mentioned in Section 3.2. That
is, we will prove the following series of theorems.
Theorem 3.3.1. The following prism commutes:
(7.16) (6.7)
SemisG(O)(Gr
sm
G ) Coh
Gˇ×Gm
fr (gˇ
∗)sm
CohLˇ×Gmfr (ˇl
∗)sm
SemisT (O)(Gr
sm
T ) Coh
Tˇ×Gm
fr (hˇ
∗)sm
RGT
derSsmG
RGT
RGL
derSsmT
RLT
(7.16)
(7.16)
(6.2)SemisL(O)(Gr
sm
L )
RGL
RLT
derSsmL
(3.1)
Theorem 3.3.2. The following prism commutes:
(7.24) (6.8)
SemisG(NG) CohWG×Gmfr (hˇ∗)
CohWL×Gmfr (hˇ
∗)
SemisT (NT ) CohWT×Gmfr (hˇ∗)
RWGWT
derSG
R˜GT
RWGWL
derST
RWLWT
(7.24)
(7.24)
(6.4) SemisL(NL)
R˜GL
R˜LT
derSL
(3.2)
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Theorem 3.3.3. The following prism commutes:
(7.5) (6.4)
SemisG(O)(Gr
sm
G ) SemisG(NG)
SemisL(NL)
SemisT (O)(Gr
sm
T ) SemisT (NT )
R˜GT
ΨG
RGT
R˜GL
ΨT
R˜LT
(7.5)
(7.5)
(6.2)SemisL(O)(Gr
sm
L )
RGL
RLT
ΨL
(3.3)
Theorem 3.3.4. The following prism commutes:
(7.2) (6.8)
CohGˇ×Gmfr (gˇ
∗)sm Coh
WG×Gm
fr (hˇ
∗)
CohWL×Gmfr (hˇ
∗)
CohTˇ×Gmfr (hˇ
∗)sm Coh
WT×Gm
fr (hˇ
∗)
RWGWT
derΦGˇ
RGT
RWGWL
derΦTˇ
RWLWT
(7.2)
(7.2)
(6.7)
CohLˇ×Gmfr (ˇl
∗)sm
RGL
RLT
derΦLˇ
(3.4)
3.4 Sketch of proof of Theorem 1.2.1
In this section, we will give a proof Theorem 1.2.1 assuming that we have verified
all of the theorems in Section 3.3. It suffices to prove the commutativity of Dia-
gram (1.2) (see Section 4.2). We have the following more precise statement of the
commutativity of Diagram (1.2).
Theorem 3.4.1. There exists a unique natural isomorphism
ηG : derΦGˇ ◦ derSsmG ⇐⇒ derSG ◦ΨG
making the diagram below commute.
CohTˇ×Gmfr (hˇ
∗)sm
(7.16)
(7.2)
ηT
SemisG(O)(Gr
sm
G ) Coh
Gˇ×Gm
fr (gˇ
∗)sm
CohWG×Gmfr (hˇ
∗)
CohWT×Gmfr (hˇ
∗)SemisT (NT )
SemisT (O)(Gr
sm
T )
RGT
derSsmT
derΦTˇ
derSsmG
derΦGˇ
RWGWT
derST
ΨT
RGT
(7.5)
ηG
(7.24)
SemisG(NG)
ΨG
derSG
R˜GT
(3.5)
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Proof. In Lemma 4.5.1, we construct a natural isomorphism
ηT : derΦTˇ ◦ derSsmT ⇐⇒ derST ◦ΨT
making the bottom face of Diagram (3.5) commute. The intertwining isomorphisms
give natural isomorphisms for all of the side faces of Diagram (3.5). Using these five
isomorphisms, notice that we can write down the following chain of isomorphisms.
RWGWT ◦ derΦGˇ ◦ derSsmG
RWGWT ◦ derSG ◦ΨG derΦTˇ ◦R
G
T
◦ derSsmG
derST ◦ R˜GT ◦ΨG derΦTˇ ◦ derSsmT ◦RGT
derST ◦ΨT ◦RGT
The composition gives us a natural isomorphism
φG,T : R
WG
WT
◦ derΦGˇ ◦ derSsmG ⇐⇒ RWGWT ◦ derSG ◦ΨG.
Having ηG which makes Diagram (3.5) commutative is equivalent to having ηG
such that RWGWT ◦ ηG = φG,T .
By Lemma 3.1.1, we can get a unique natural isomorphism ηG satisfying R
WG
WT
◦
ηG = φG,T if whenever L has semisimple rank 1, there exists a natural isomorphism
φWL : RWGWL ◦ derΦGˇ ◦ derSsmG ⇐⇒ RWGWL ◦ derSG ◦ΨG
such that RWLWT ◦ φ
WL = φG,T .
To this end, let L have semisimple rank 1. From Theorem 11.4.1, we have a
natural isomorphism
ηL : derΦLˇ ◦ derSsmL ⇐⇒ derSL ◦ΨL
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making Diagram (3.5) with G replaced by L commutative; that is, RWLWT ◦ηL = φL,T .
To this commutative cube, we glue the prisms (3.1), (3.2), (3.3), and (3.4) to get
the following diagram. We have shortened several notations to make the diagram
fit. We have written S for Semis and C for Coh, and we have suppressed writing the
Gm-equivariance and the subscript sm in the various categories of coherent sheaves.
SG(O)(Gr
sm
G ) C
Gˇ
fr(gˇ
∗)
SG(NG) CWGfr (hˇ∗) CWGfr (hˇ∗)
SL(O)(Gr
sm
L ) C
Lˇ
fr(ˇl
∗)
SL(NL) CWLfr (hˇ∗)
ST (O)(Gr
sm
T ) C
Tˇ
fr(hˇ
∗)
ST (NT ) CWTfr (hˇ∗)
derSsmG
ΨG
RGT
RGL
derΦGˇRGL
RGT
derSG
R
WG
WL
R
WG
WL
R
WG
WT
derSsmL
RLT
ΨL derΦLˇ
RLT
derSL
R˜GL
R
WL
WTderSsmT
ΨT
derΦTˇ
derST
R˜GT
R˜LT
R
WG
WT
(3.6)
This pasted diagram has boundary consisting of two diagrams with domain RWG ◦
derΦGˇ ◦ derSsmG and codomain RWGWT ◦ derSG ◦ ΨG. Composing the natural isomor-
phisms for one of these diagrams gives RWLWT ◦ φG,L and the other gives φG,T . Since
the whole of Diagram (3.6) is commutative (see the pasting techniques given in
the appendices of [AHR15]), we have that RWLWT ◦φG,L = φG,T . Hence, Lemma 3.1.1
gives a unique ηG making Diagram (3.5) commute.
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Chapter 4
Some General Results
In this section, we give some general results that will be used throughout the paper.
4.1 Equivariant derived category of a point
Theorem 4.1.1 ([BL94], Theorem 12.7.2). Let G be a connected Lie group, AG =
H(BG). Let AG = (AG, d = 0) be the corresponding DG-algebra.
1. There exists an equivalence of triangulated categories
LG : D+AG
∼−→ D+G(pt)
which is unique up to a canonical isomorphism. It commutes with ⊗L and
the cohomology functor (·) H−→ ModAG.
2. The above equivalence restricts to the functor between the full subcategories
LG : DfAG
∼−→ DbG,c(pt).
Remark 4.1.2. Borel gave a description of AG as H
•
G(pt).
4.2 Orlov categories and the restriction to Semis
In this section, we will introduce the notion of an Orlov category. They are useful
in constructing natural transformations (and isomorphisms) of functors between
triangulated categories [Orl97]. Orlov categories and many of their properties are
discussed in [AR13].
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Definition 4.2.1 ([AR13] Definition 4.1). Let A be an additive category together
with a map deg : Ind(A)→ Z. Then, A is called an Orlov category if the following
are satisfied:
1. All Hom-spaces in A are finite-dimensional.
2. For any S ∈ Ind(A), we have End(S) ' C.
3. If S, S ′ ∈ Ind(A) with deg(S) ≤ deg(S ′) and S 6' S ′, then Hom(S, S ′) = 0.
An object A ∈ A is said to be homogeneous of degree n if it is isomorphic to a
direct sum of indecomposable objects of degree n. An additive functor F : A → B
between Orlov categories A and B is called homogeneous if it sends homogeneous
objects of degree n in A to homogeneous objects of degree n in B.
The next theorem allows us to take a natural isomorphism for Diagram (1.2)
and lift it to a unique natural isomorphism proving Theorem 1.2.1.
Theorem 4.2.2 ([AR13] Theorem 4.7, [Orl97] Proposition 2.16)). Let A and B
be Orlov categories, and let F, F ′ : Kb(A) → Kb(B) be functors of triangulated
categories. Assume that F (A) ⊂ B and F ′(A) ⊂ B, and that the induced functors
F |A, F ′|A : A → B are homogeneous. Any morphism of additive functors
θ◦ : F |A → F ′|A
can be extended to a morphism θ : F → F ′ of functors of triangulated categories
in such a way that if θ◦ is an isomorphism, then θ is as well.
The following two lemmas verify that the categories playing the role of A and
B (from Theorem 4.2.2) in Diagram (1.2) are Orlov.
Lemma 4.2.3. The additive category SemisG(O)(Gr
sm) together with the map
deg(S[n]) = −n is an Orlov category.
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Proof. Properties (1) and (2) of being an Orlov category are obviously satisfied.
To verify Property (3), let S[n1] and S
′[n2] be two non-isomorphic indecomposable
objects in SemisG(X); that is, they are shifted simple perverse sheaves. Notice
that,
HomSemisG(O)(Grsm)(S[n1], S
′[n2]) = Hom
n2−n1
Dbm(Grsm)(S, S
′).
If −n1 < −n2, then n2 − n1 < 0. But S, S ′ are simple perverse sheaves, so they
live in the heart of a t-structure, which forces the Hom-space to vanish since the
axioms of a t-structure disallow maps between S and S ′[negative]. In the case when
n1 = n2, the above Hom-space vanishes (by Schur’s Lemma) since S and S
′ are
non-isomorphic simple objects.
Lemma 4.2.4. The additive category CohW×Gmfr (hˇ
∗)sm together with the map
deg(V ⊗Ohˇ∗〈n〉) = −n
is an Orlov category.
Proof. Again Properties (1) and (2) of being an Orlov category are clear. For
Property (3), let V and V ′ be two simple W -representations and let n1, n2 ∈ Z.
Then, it follows that HomCohW×Gmfr (hˇ∗)
(V ⊗ Ohˇ∗〈n1〉, V ′ ⊗ Ohˇ∗〈n2〉) is isomorphic
to HomCohW×Gmfr (hˇ∗)
(V ⊗ Ohˇ∗ , V ′ ⊗ Ohˇ∗〈n2 − n1〉), and a map in this Hom-space is
determined by where the generators are sent. But, V ⊗Ohˇ∗ is generated in degree
0 and V ′ ⊗ Ohˇ∗〈n2 − n1〉 is generated in degree −(n2 − n1). Thus, if −n1 < −n2,
then −(n2− n1) is positive and the Hom-space vanishes since V ′⊗Ohˇ∗〈n2− n1〉 is
generated in positive degrees (and these modules are non-negatively graded). On
the other hand, if n1 = n2 and V 6' V ′, then the Hom-space also vanishes (again
by Schur’s Lemma).
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4.3 Actions on Hom•-algebras
In this section, we will construct various actions of rings on Hom•-algebras. In the
next lemma, we do this for the constructible side.
Lemma 4.3.1. Let X be a variety with an action of an algebraic group G, and let
F ,G ∈ SemisG(X). Then, Hom•SemisG(X)(F ,G) is an H•G(pt)-module.
Proof. Let a : X → pt be the map to a point. Notice that,
Hom•SemisG(X)(F ,G) = H•RΓRHom(F ,G)
= H•(RHomDbG(X)(C,RHomDbG(X)(F ,G)))
= H•(RHomDbG(X)(a
∗Cpt,RHomDbG(X)(F ,G)))
= H•(RHomDbG(pt)(Cpt, a∗RHomDbG(X)(F ,G)))
= HomDbG(pt)(Cpt, a∗RHomDbG(X)(F ,G)).
SinceH•G(pt) ∼= Hom•DbG(pt)(Cpt,Cpt), we see that there is a natural action ofH
•
G(pt)
on Hom•DbG(X)(F ,G) by composition. This makes Hom
•
DbG(X)(F ,G) into an H
•
G(pt)-
module, as desired.
We will construct an action of an isomorphic ring on Hom•-algebras on the
coherent side. The following lemma will help us to understand what an object in
CohW×Gmfr (hˇ
∗) looks like. That is, if M ∈ CohW×Gmfr (hˇ∗), then M carries compatible
actions of both W and Ohˇ∗ , which is the same as saying that M is a CW#Ohˇ∗-
module.
Lemma 4.3.2. Let G be a group and R be a ring carrying an action of G. Then
M has compatible G and R actions if and only if it is a CG#R-module.
Proof. Recall that the multiplication on CG#R is given by
(g, r)(h, s) = (gh, (h−1 · r)s). (4.1)
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Suppose that M has compatible G and R actions. That is,
g · (r ·m) = (g · r) · (g ·m). (4.2)
Define an action of CG#R on M by
(g, r) ·m := g · (r ·m). (4.3)
Let us check that this action makes M into a CG#R-module. We will verify
(g, r) · ((h, s) ·m) = ((g, r)(h, s)) ·m. (4.4)
Starting from the left-hand side of (4.4), we have
(g, r)·((h, s)·m) = g·(r·(h·(s·m))) = g·(r·((h·s)·(h·m))) = (g·r)·(g·((h·s)·(h·m))
by applications of (4.3) and (4.2). Continuing with another application of (4.2) as
well as the G action on R, we yield
(g · r) · ((g · (h · s)) · (g · (h ·m))) = (g · r) · ((gh · s) · (gh ·m)).
Now, using the fact that M is an R-module and the G action on R, we get
((g · r)(gh ·s)) · (gh ·m) = ((gh ·h−1r)(gh ·s)) · (gh ·m) = (gh · ((h−1 · r)s)) · (gh ·m).
Equations (4.2), (4.3), and (4.1) give
gh · (((h−1 · r)s) ·m) = (gh, (h−1 · r)s) ·m = ((g, r)(h, s)) ·m.
On the other hand, suppose that M is a CG#R-module. Define a simultaneous
action of G and R on M by
g · (r ·m) = (g, r) ·m.
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We will show that this action gives compatible G and R actions on M ; that is (4.2)
holds. The left-hand side of (4.2) is equal to
(g, r)·m = (g, g−1(g·r)1)·m = ((1, g·r)(g, 1))·m = (1, g·r)·((g, 1)·m) = (g·r)(g·m)
by (4.1) and the CG#R-module structure on M .
Proposition 4.3.3. Let M,N ∈ CohGˇ×Gmfr (gˇ∗). Then, HomCohGˇ×Gmfr (gˇ∗)(M,N) is
an OGˇgˇ∗-module.
Proof. Define the action of OGˇgˇ∗ on HomCohGˇ×Gmfr (gˇ∗)(M,N) by
(a · f)(m) := a · f(m).
where a ∈ OGˇgˇ∗ , f ∈ HomCohGˇ×Gmfr (gˇ∗)(M,N), and m ∈ M . Note that a acts on N
since Ogˇ∗ does and since OGˇgˇ∗ is a subring of Ogˇ∗ .
Remark 4.3.4. In the proof above, if we instead took a ∈ Ogˇ∗, then a · f would
have failed to be a Gˇ-module homomorphism.
Remark 4.3.5. If M,N ∈ CohW×Gmfr (hˇ∗), then a similar argument asserts that
HomCohW×Gmfr (hˇ∗)
(M,N) is an OW
hˇ∗ -module. Again, the whole of Ohˇ∗ does not act,
only the invariant ring does.
4.4 Some purity results
For this section only, we will consider all of our varieties over Fq with the e´tale
topology, and our sheaves will have Q`-coefficients. Let X be a variety with a
stratification X =
⊔
w∈W
Xw and with an action of an algebraic group G. Consider
the triangulated category Db,mixG (X).
Corollary 4.4.1. If the stalks of IC(Xw) are pure of weight 0, then the costalks
are also pure of weight 0.
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Proof. Consider the inclusion i : pt ↪→ Xa. We will show that i!IC(Xw) is pure.
Notice that,
i!IC(Xw) ∼= DDi!IC(Xw) ∼= Di∗DIC(Xw)
Since ICs are fixed under D, it follows that DIC(Xw) = IC(Xw). But IC(Xw) is
pure of weight 0. By assumption, we have that i∗DIC(Xw) is also pure of weight
0. Since D sends objects of weight ≤ v to objects of weight ≥ −v (see [BBD82]),
we have that Di∗DIC(Xw) is pure of weight 0, as desired.
We will make use of the following facts in the proof of the next lemma. Let
F ∈ Db,mixG (X).
• If X is simply connected, then F is locally constant if and only if F is
constant. This is true because there is a bijection between locally constant
sheaves and representations of pi1(X). Since X is simply connected, pi1(X) =
0, and there are no nontrivial local systems.
• If F is constructible on a smooth variety X with trivial stratification, then
F is locally constant by definition.
• If X is smooth and simply connected with trivial stratification, then a con-
structible sheaf (necessarily constant) is determined by its stalk at any point.
We will also make use of the following two extra assumptions:1
• If F is constructible with respect to the trivial stratification on a smooth
simply connected variety X and H i(Fx) = Hi(F)x is pure of weight i, then
pHi+dimX(F)[− dimX] = Hi(F)
1There is no problem in making these assumptions because they hold for Gr and N .
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is a direct sum of pure Q
`
(− i
2
)
. This is an eigenspace decomposition where
the number of copies of Q
`
(− i
2
)
is given by the rank.
• If F has pure stalks, then it is pure of weight 0 since
pHi(F) = Hi−dimX(F)[dimX]
is a direct sum of Q
`
(
dimX−i
2
)
[dimX], each of weight i (see [BBD82]).
Lemma 4.4.2. Let X be a variety stratified by affine spaces X =
⊔
w∈W
Xw and
carrying an action of an algebraic group H. Let F ,G ∈ Db,mixH (X). Suppose that F
has pure stalks of weight 0 and G has pure costalks of weight 0. Then, for every i,
Homi(F ,G) is pure of weight i.
Proof. We proceed by induction on the number of strata on which F and G are
supported. For the base case, suppose that F and G are supported on a single
stratum Xw. Since F is constructible on the smooth variety Xw with trivial strat-
ification, it follows that F is locally constant. But Xw is also simply connected.
Thus, F is determined by its stalk at any point. Since F has pure stalks of weight
0, it follows that H i(Fx) = Hi(F)x is pure of weight i. Now apply the bullet points
above to deduce that F is pure of weight 0.
Since G has pure costalks of weight 0, we know that DG has pure stalks of weight
0, and we can apply the method of the first paragraph to get that DG is pure of
weight 0. The purity of F and DG gives decompositions
F '
⊕
i
pHiF [−i] and DG '
⊕
i
pHiDG[−i].
The perverse cohomologies have eigenspace decompositions as described above.
Putting this all together, we have F '⊕i⊕rankQ` (dimX−i2 ) [dimX−i] and DG '⊕
i
⊕
rankQ`
(
dimX−i
2
)
[dimX− i]. These ranks may be different, so we will relabel
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to make the argument more transparent. Let j = dimX−i
2
in the first decomposition
and k = dimX−i
2
in the second decomposition to stress this difference. Then, we
have
F '
⊕
j
Q
`
(j)[2j] and DG '
⊕
k
Q
`
(k)[2k].
But, we are actually interested in G, not in DG. Thus, we apply D to the second
sum to get
G '
⊕
k
Q
`
(−k) [−2k].
Now, notice that
Homi(F ,G) ' Homi
(⊕
j
Q
`
(j) [2j],
⊕
k
Q
`
(−k) [−2k]
)
'
⊕
j,k
Homi
(
Q
`
(j) [2j], Q
`
(−k) [−2k])
'
⊕
j,k
Homi−2j−2k
(
Q
`
, Q
`
)
(−k − j)
But this is just cohomology of affine space (which is contractible); therefore,
Homi(F ,G) '
 Q` (−k − j) if i = 2j + 2k0 else
Hence, for every i, Homi(F ,G) is pure of weight i, and the base case is done.
Now suppose that if H1 and H2 are supported on X<w, H1 has pure stalks of
weight 0, and H2 has pure costalks of weight 0, then we have that for every i,
Homi(H1,H2) is pure of weight i. Also, suppose that F and G are supported on
X≤w. Consider the inclusions
i<w : X<w ↪→ Xw ←↩ Xw : jw
We have a distinguished triangle
i<w∗i!<wG → G → jw∗j∗wG +−→
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Applying Hom(F ,—), we get the long exact sequence
. . .→ Homi(F , i<w∗i!<wG)→ Homi(F ,G)→ Homi(F , jw∗j∗wG)→ . . .
Since we have the adjoint pair (∗, ∗), it follows that
. . .→ Homi(i∗<wF , i!<wG)→ Homi(F ,G)→ Homi(j∗wF , j∗wG)→ . . .
Now, i∗<wF has pure stalks of weight 0 since F does, and i!<wG has pure costalks
of weight 0 since G does. By the induction hypothesis, it follows that for every i,
Homi(i∗<wF , i!<wG) is pure of weight i.
Turning our attention to Homi(j∗wF , j∗wG), we see that j∗wF has pure stalks of
weight 0, j∗wG has pure costalks of weight 0, and both are supported on a single
stratum. This is an instance of the base case, and Homi(j∗wF , j∗wG) is pure of weight
i for every i.
Now, let us look at more of the long exact sequence from above
. . .→ Homi−1(j∗wF , j∗wG)→ Homi(i∗<wF , i!<wG)→ Homi(F ,G)
→ Homi(j∗wF , j∗wG)→ Homi+1(i∗<wF , i!<wG)→ . . .
But Homi−1(j∗wF , j∗wG) is pure of weight i − 1 and Homi(i∗<wF , i!<wG) is pure of
weight i. Thus, there can be no morphism which preserves the eigenvalues of Frobe-
nius. The same is true for the right side of the sequence. Therefore, our long exact
sequence breaks into a short exact sequence for every i
0→ Homi(i∗<wF , i!<wG)→ Homi(F ,G)→ Homi(j∗wF , j∗wG)→ 0
Since for every i, we know Homi(i∗<wF , i!<wG) and Homi(j∗wF , j∗wG) are both pure
of weight i, it follows that Homi(F ,G) is pure of weight i, as desired.
Remark 4.4.3. An analogous proof using the technique of induction on the support
is given in [BY13, Lemma 3.1.5].
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Let U be the functor U : DbG,m(X)→ Dbm(X) that forgets the G-action. For more
about the following lemma and its proof, see [AR13].
Lemma 4.4.4. If for every i, Homi(UF ,UG) is pure of weight i, then Hom•G(F ,G)
is a free H•G(pt)-module.
Proof. This is similar to the proof of The´ore`me 5.3.5 in [BBD82]. We have several
different types of Hom. Consider the following:
Hom(F ,G) = H0(Ra∗RHom(F ,G)) where F ,G ∈ Db(X)
HomG(F ,G) = H0dg(Ra∗RHom(F ,G)) where F ,G ∈ DbG(X)
Hom(F ,G) = U tH0RHom(F ,G) where F ,G ∈ DbG(X)
Three facts are essential for this proof.
1. Note that Hom•(UF ,UG) = Hom•(F ,G) for F ,G ∈ DbG(X).
2. If F ∈ DbG(pt) is pure, then F ∼=
⊕
n∈Z
tHn(F)[−n]. This is an equivariant
version of The´ore`me 5.4.5 in [BBD82].
3. Under the equivalence DbG(pt) ∼= dg − mod over H•G(pt), we know that Cpt
corresponds to the free module H•G(pt), and a constant sheaf V pt with un-
derlying vector space V corresponds to V ⊗H•G(pt) (see Section 4.1).
4. Since U preserves weights, it kills nothing.
By assumption, Hom•(UF ,UG) is pure. By 1 and 4, we have that Hom•G(F ,G)
is pure. Applying 2, we see that
Ra∗RHom(F ,G) ∼=
⊕
n∈Z
tHn(Ra∗RHom(F ,G))[−n]
By 3, this corresponds to a dg-module with free underlying module and differential
equal to 0. Thus, H•dgRa∗RHom(F ,G) is a free H•G(pt)-module, as desired.
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Since Hom(F ,G) is a free H•G(pt)-module, the equivalence in Section 2.2 asserts
that Hom•(F ,G) is also a free H•G(pt)-module.
4.5 The diagram commutes in some simple cases
Lemma 4.5.1. Let T be a maximal torus of G. Then, Diagram (1.2) for T
SemisT (O)(Gr
sm
T ) Coh
Tˇ×Gm
fr (hˇ
∗)sm
SemisT (NT ) CohWTˇ×Gmfr (hˇ∗)
derSsmT
ΨT derΦTˇ
derST
commutes.
Proof. Let n = rank(T ). Notice that GrT ' Zn, and that GrsmT ' pt. The nilpotent
cone NT is also a point, since zero is the only element of h that acts nilpotently
on every representation of T . Thus, Spr ' Cpt. The Weyl group of Tˇ is the trivial
group. Therefore, our diagram becomes
SemisT (O)(pt) Coh
Tˇ×Gm
fr (hˇ
∗)sm
SemisT (pt) Coh
Gm
fr (hˇ
∗)
H•
T (O)
pi∗j! (−)Tˇ
Hom•(Cpt,−)
Consider ICpt ' Cpt ∈ SemisT (O)(pt). Now, H•T (O)(Cpt) = V (0)⊗Ohˇ∗ , where V (0)
is the trivial representation. Thus, when we apply the functor (−)Tˇ , we obtain
C ⊗ Ohˇ∗ . Now, let us travel the other way around the diagram. Notice that since
M is a point, the functor pi∗ :M→ NT is now the identity functor. The functor
j! : M ↪→ GrsmT is also the identity. Hence, pi∗j! = id. Thus, when applying the
bottom arrow, we have
Hom•(Cpt,Cpt) ' H•T (pt) ' C⊗Ohˇ∗ .
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Since both of these isomorphisms come from cohomology, there is a canonical
natural isomorphism between the functors corresponding to the two paths around
the diagram. Hence, the diagram commutes.
Lemma 4.5.2. Let G1 and G2 be connected complex linear algebraic groups. If the
diagrams
SemisG1(O)(Gr
sm
G1
) CohGˇ1×Gmfr (gˇ
∗
1)sm
SemisG1(NG1) CohWG1×Gmfr (hˇ∗1)
derSsmG1
ΨG1
derΦGˇ1
derSG1
and
SemisG2(O)(Gr
sm
G2
) CohGˇ2×Gmfr (gˇ
∗
2)sm
SemisG2(NG2) CohWG2×Gmfr (hˇ∗2)
derSsmG2
ΨG2
derΦGˇ2
derSG2
commute, then the diagram
Semis(G1×G2)(O)(Gr
sm
G1×G2) Coh
Gˇ1×Gˇ2×Gm
fr (gˇ
∗
1 × gˇ∗2)sm
SemisG1×G2(NG1×G2) CohWG1×WG2×Gmfr (hˇ∗1 × hˇ∗2)
derSsmG1×G2
ΨG1×G2
derΦGˇ1×Gˇ2
derSG1×G2
also commutes.
Proof. Consider the diagram
SG1(O)(Gr
sm
G1
)× SG2(O)(GrsmG2) CGˇ1fr (gˇ∗1)× CGˇ2fr (gˇ∗2)
S(G1×G2)(O)(Gr
sm
G1×G2) C
Gˇ1×Gˇ2
fr (gˇ
∗
1 × gˇ∗2)sm
SG1(NG1)× SG2(NG2) CWG1fr (hˇ∗1)× C
WG2
fr (hˇ
∗
2)
SG1×G2(NG1×G2) CWG1×WG2fr (hˇ∗1 × hˇ∗2)
ΨG1×ΨG2

derSsmG1×derS
sm
G2
 (or ⊗C)
derΦGˇ1
×derΦGˇ2
derSG1×G2
derΦGˇ1×Gˇ2
Hom•(Spr
1
,−)×Hom•(Spr
2
,−)
 ⊗C
Hom•(Spr
1
Spr
2
,−)
ΨG1×G2
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where we use the same shorthand as in Diagram (3.6). Proving the commutativity
of the front face will give the proof of the theorem. Let us show that all the other
faces commute.
The top face commutes by the Ku¨nneth formula and by Diagram (2.3). The left
face commutes because sheaf functors commute with  (see [BBD82]). The right
face commutes by associativity of ⊗C. The bottom face commutes because RHom
commutes with  (see [BBD82]). The back face commutes by assumption.
Now, we would like to deduce the commutativity of the front face from the
commutativity of the other five faces. Notice that any indecomposable object in
Semis(G1×G2)(O)(Gr
sm
G1×G2) is in the (essential) image of the functor . Thus, since
all functors are additive, we can deduce commutativity of the front square by
commutativity on indecomposable objects, and we are done.
Lemma 4.5.3. Let G be a connected complex reductive linear algebraic group, and
let Z be a finite subgroup of the center of G. Then, Diagram (1.2) for G commutes
if and only if it commutes for G/Z.
Proof. Consider the following diagram
SemisG/Z(O)(Gr
sm
G/Z) Coh
ˇG/Z×Gm
fr (gˇ
∗
G/Z)sm
SemisG(O)(Gr
sm
G ) Coh
Gˇ×Gm
fr (gˇ
∗)sm
SemisG/Z(NG/Z) CohWG/Z×Gmfr (hˇ∗G/Z)
SemisG(NG) CohW×Gmfr (hˇ∗)
derSsm
G/Z
∼
Rgd
ΨG/Z
derΦ ˇG/Z
∼
derSsmG
derΦGˇ
derSG/Z
f.f.
Rgd
∼
derSG
ΨG
Notice that gˇ∗G/Z ' gˇ∗ and hˇ∗G/Z ' hˇ∗. The center of G acts trivially on small
representations, which gives the two equivalences between the coherent sheaf cat-
egories in the diagram. Thus, the right square commutes. Since the center of G
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acts trivially on small representations, GrsmG/Z ' GrsmG , which gives the equivalence
between the semisimple categories. Thus, the top square also commutes. Regard-
ing a G/Z-equivariant sheaf as a G equivariant sheaf commutes with Ψ, and the
left square commutes. In a similar way, the bottom square commutes. Hence, the
front square commutes if and only if the back square commutes, and the lemma is
proved.
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Chapter 5
Some Remarks on Line Bundles, Chern
Classes, and the Hom•-algebra of the
Springer Sheaf
In this section, we reinterpret a construction of Lusztig concerning line bundles
and maps in the derived category of sheaves on the base in terms of Euler classes.
5.1 Lusztig’s construction
Let us recall Lusztig’s construction [Lus95, Section 1.8]. Let X be a complex al-
gebraic variety, and let p : E → X be a rank n vector bundle with zero section
i : X → E. In this setting, p! ' i! and p∗ ' i∗. Consider the bounded, constructible
derived category Db(X). If A ∈ Db(X), then Lusztig constructs a degree 2n mor-
phism in Hom2nDb(X)(A,A) in the following way.
Let A′ = p∗A ∈ Db(E). Then, there exists a canonical adjunction morphism
A′ → i∗i∗A′ = i!i∗A′ = i!i∗p∗A = i!A.
Apply p! to get a morphism
p!A
′ → p!i!A = A. (5.1)
Now, note that p!CE = CX [−2n], and that we have the following isomorphism
p!A
′ = p!(CE ⊗ p∗A) = (p!CE)⊗ A = CX [−2n]⊗ A = A[−2n]. (5.2)
Composing this isomorphism with (5.1) above, we get a morphism A[−2n] → A,
as we had hoped. We will denote this morphism by LusE.
Remark 5.1.1. If we take p : E → X to be a line bundle (n = 1), and A = CX ,
then we have that
A′ = p∗CX = CE.
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In this case, (5.2) is just the isomorphism p!CE = CX [−2n] that we had before.
5.2 Euler classes
This section follows the book [Sch00]. We will build up the definition of the Euler
class of a vector bundle in several steps. Throughout, let p : E → X be a complex
rank n vector bundle, i : X → E be its zero section, orX/E be its orientation sheaf,
and ωX/E be its dualizing complex. Then ωX/E ' orX/E[−2n].
Definition 5.2.1. An orientation class of the vector bundle p : E → X is a choice
of element µX/E ∈ Γ(X; orX/E). The Thom class τE of p : E → X is the image of
the orientation class µX/E under the canonical isomorphism
Γ(X; orX/E) ' HnX(E).
The Euler class eE ∈ Hn(X) of p : E → X is defined by
eE := i
∗τ ′E,
where τ ′E is the image of τE in H
n(E).
Remark 5.2.2. For line bundles p : E → X, the Euler class eE coincides with the
first Chern class c1E.
5.3 Lusztig’s morphism is an Euler class
Theorem 5.3.1. Lusztig’s construction gives the top Chern class of the vector
bundle p : E → X.
Proof. Lusztig chooses an isomorphism p!CE ' CX [−2n]. Let us choose an ori-
entation class µX/E : CX
∼−→ i!CE[2n] that coincides with Lusztig’s isomorphism
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(recall that p! ' i!). We will move µX/E through to a Chern class and show that
Lusztig’s construction is the same.
Consider the canonical isomorphism Γ(X; orX/E) ' H2nX (E). We can rewrite this
in sheaf-theoretic language as
Hom(CX , orX/E) ' Hom(i!CX ,CE[2n]).
Since ωX/E[2n] ' orX/E and ωX/E := i!CE, the isomorphism above becomes
Hom(CX , i!CE[2n]) ' Hom(i!CX ,CE[2n]).
This is just the isomorphism induced by adjunction i!i
!CE[2n]
adj1−−→ CE[2n]. Pulling
µX/E through this isomorphism gives the Thom class τE.
Now, we would like to rewrite the construction of τ ′E and eE in sheaf-theoretic
language. Recall that τ ′E is the image of τE under the isomorphism H
2n
X (E) '
H2n(E). We can rewrite this isomorphism as
Hom(i!CX ,CE[2n]) ' Hom(CE,CE[2n]).
This isomorphism is induced by the adjunction map CE
adj2−−→ i∗i∗CE = i!CX , so
we can define
τ ′E : τE ◦ adj2.
Lastly, the Euler class (and top Chern class) is given by
eE := i
∗τ ′E ∈ Hom(CX ,CX [2n]).
Let us rewrite the construction of τE in one fell swoop. It is the composition
i!CX
i!µX/E−−−−→ i!i!CE[2n]
adj1−−→ CE[2n].
To construct τ ′E, we need only compose with adj2. That is, τ
′
E is given by
CE
adj2−−→ i!CX
i!µX/E−−−−→ i!i!CE[2n]
adj1−−→ CE[2n].
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To form eE, we apply i
∗ to this composition to get
CX
id−→ CX
µX/E−−−→ i!CE[2n] adj−→ CX [2n].
It is clear that this is the construction of Lusztig’s element in Hom(CX ,CX [2n]).
Remark 5.3.2. In the case that p : E → X is a line bundle (n = 1), then the
image of LusE under the isomorphism Hom(CX ,CX [2]) ' H2(X) is the Chern
class c1E.
5.4 The Hom•-algebra of the Springer sheaf
For this section, take X = G/B and let p : Lλ → G/B be a line bundle of weight
λ on the flag variety. Consider the diagram
N˜
N G/B
µ pi
Pulling back along pi gives a line bundle pi∗Lλ on N˜ . Applying Lusztig’s construc-
tion gives a degree-two map Luspi∗Lλ : CN˜ → CN˜ [2]. Applying µ! gives a degree-two
map
µ!(Luspi∗Lλ) ∈ Hom2(Spr, Spr).
We would like to understand the isomorphism
AW ' Hom•(Spr, Spr). (5.3)
constructed in [Lus95]. Let ′H denote the free associative C-algebra with unit on
the set of generators λ ∈ h∗ and si ∈ ∆. There is a unique surjective algebra
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homomorphism
′H −→ AW
si 7−→ si
λ 7−→ 1⊗ λ
Theorem 5.4.1 ([Lus95], Theorem 8.11). There is a unique isomorphism AW
∼−→
Hom•(Spr, Spr) of graded algebras with unit whose composition with the homomor-
phism ′H → AW is equal to the homomorphism in [Lus95, 8.10(a)].
Remark 5.4.2. For our purposes, we take the negative of Lusztig’s isomorphism
AW
∼−→ Hom•(Spr, Spr) defined in [Lus95, Theorem 8.11]. This allows us to prove
commutativity of Diagram 1.2 for a group of semisimple rank 1 (see Theorem
11.4.1).
Also, in [Lus95], Lusztig does not deal with the Springer sheaf and works in a
slightly different levle of generality. However, we can deduce our results easily from
the results in [Lus95].
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Chapter 6
Restriction Functors
In this section, we define appropriate restriction functors for each category in
Diagram (1.2).
6.1 Restriction for the affine Grassmannian
Let P be a parabolic subgroup of G that contains the Borel B. Let L be the
unique Levi factor of P containing T . Let P ↪→ G denote the inclusion and P  L
denote the projection. These maps induce maps between their corresponding affine
Grassmannians
GrL
qP←− GrP iP−→ GrG. (6.1)
We can define a first-try restriction functor
R˜GL := (qP )∗ ◦ (iP )
! : Db(GrG)→ Db(GrL).
However, this functor does not preserve perversity. To this end, recall that the
connected components of GrL are parametrized by characters of Z(L˜) where L˜ ⊂ Gˇ
is the Levi subgroup of Gˇ containing Tˇ whose roots are dual to the roots of L.
Now consider the functor R
G
L : Db(GrG)→ Db(GrL) defined by
R
G
L(F) =
⊕
χ∈X∗(Z(L˜))
(R˜GL(M))χ[〈χ, 2ρL − 2ρG〉],
where (−)χ denotes the restriction to the connected component of GrL associated
to the character χ ∈ X∗(Z(L˜)), and ρL and ρG are the half sums of positive roots
for L and G, respectively. This functor shifts by the appropriate amount on each
connected component to assure preservation of perversity. Recall the following
theorem of T. Braden.
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Theorem 6.1.1 ([Bra03, Theorem 2]). The functor R
G
L restricts to a functor
(denoted in the same way) from SemisG(O)(GrG) to SemisL(O)(GrL).
Remark 6.1.2. In fact, R˜GL = R
G
L on the identity connected component of GrG,
which is where GrsmG lives. Thus, we need not define R
G
L (even more so since
Braden’s theorem also implies preservation of semisimplicity for R˜GL). We chose to
use it only because it is more commonly used in the literature.
Let us define an analogous functor for equivariant derived categories. In this
setting, define (RGL)
† as the composition of functors
DbG(O)(GrG) DbP (O)(GrG) DbP (O)(GrP ) DbP (O)(GrL) DbL(O)(GrL)
For
G(O)
P (O) (iP )
! (qP )∗ For
P (O)
L(O)
and RGL as the composition
DbG(O)(GrG)
For
G(O)
P (O)−−−−→ DbP (O)(GrG)
R
G
L−−→ DbP (O)(GrL)
For
P (O)
L(O)−−−−→ DbL(O)(GrL).
Note that RGL still preserves semisimplicity.
Now, we will construct a transitivity isomorphism (RGT )
† ⇐⇒ (RLT )† ◦ (RGL)†. We
have the following Cartesian square:
GrB GrP
GrC GrL

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Define the transitivity isomorphism (RGT )
† ⇐⇒ (RLT )†◦(RGL)† by using the following
pasting diagram
DbG(O)(GrG) DbP (O)(GrG) DbP (O)(GrP ) DbP (O)(GrL) DbL(O)(GrL)
DbB(O)(GrG) DbB(O)(GrP ) DbB(O)(GrL) DbC(O)(GrL)
DbB(O)(GrB) DbB(O)(GrC) DbC(O)(GrC)
DbB(O)(GrT ) DbC(O)(GrT )
DbT (O)(GrT )
For
G(O)
P (O)
For
G(O)
B(O)
(·)!
For
P (O)
B(O)
(·)∗
For
P (O)
B(O)
For
P (O)
B(O)
For
P (O)
C(O)
For
P (O)
L(O)
For
L(O)
C(O)
(·)!
(·)!
(·)!
(·)∗
(·)!
For
B(O)
C(O)
(·)!
(·)∗
(·)∗
(·)∗
For
B(O)
C(O)
(·)∗
For
B(O)
T (O)
For
B(O)
C(O)
For
C(O)
T (O)
Restricting to semisimple sheaves, this isomorphism induces an isomorphism
RGT ⇐⇒ RLT ◦RGL : SemisG(O)(GrG)→ SemisT (O)(GrT ). (6.2)
6.2 Restriction and induction for the nilpotent cone
Let P ↪→ G be the inclusion of the parabolic and P  L be the projection onto
the Levi. These maps induce the following
NL pP←− NP mP−−→ NG. (6.3)
We can define a restriction functor
RGL := (pP )∗ ◦ (mP )! : Db(NG)→ Db(NL).
Let us define an analogous functor on the level of equivariant derived categories.
In this setting, define R˜GL as the composition of functors
DbG(NG)
ForGP−−→ DbP (NG)
(mP )
!
−−−→ DbP (NP )
(pP )∗−−−→ DbP (NL)
ForPL−−→ DbL(NL).
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Theorem 6.2.1 ([Bra03, Theorem 2]). The functor R˜GL restricts to a functor
(denoted in the same way) from SemisG(NG) to SemisL(NL).
Now let us construct a transitivity isomorphism R˜GT ⇐⇒ R˜LT ◦ R˜GL . We have the
following Cartesian square:
NB NP
NC NL

Define the transitivity isomorphism
R˜GT ⇐⇒ R˜LT ◦ R˜GL (6.4)
by restricting the following pasting diagram to the appropriate semisimple cate-
gories
DbG(NG) DbP (NG) DbP (NP ) DbP (NL) DbL(NL)
DbB(NG) DbB(NP ) DbB(NL) DbC(NL)
DbB(NB) DbB(NC) DbC(NC)
DbB(NT ) DbC(NT )
DbT (NT )
ForGP
ForGB
(·)!
ForPB
(·)∗
ForPB For
P
B
ForPC
ForPL
ForLC
(·)!
(·)!
(·)!
(·)∗
(·)!
ForBC
(·)!
(·)∗
(·)∗
(·)∗
ForBC
(·)∗
ForBT
ForBC
ForCT
In the sequel, we will need to consider the induction functor I˜GL : DbL(NL) →
DbG(NG) which is the left adjoint of the restriction functor R˜GL . It is defined as the
following composition
DbG(NG) DbP (NG) DbP (NP ) DbP (NL) DbL(NL)
γGP (mP )! (pP )
∗ γPL
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where γHK is the left adjoint of For
H
K (see [BL94, §3.7.1]). We have a transitivity
isomorphism
I˜GT ⇐⇒ I˜LT ◦ I˜GL : DbT (NT )→ DbG(NG) (6.5)
defined by the following pasting diagram:
DbG(NG) DbP (NG) DbP (NP ) DbP (NL) DbL(NL)
DbB(NG) DbB(NP ) DbB(NL) DbC(NL)
DbB(NB) DbB(NC) DbC(NC)
DbB(NT ) DbC(NT )
DbT (NT )
γGP (·)! (·)∗ γPL
γGB
γPB
(·)!
γPB
(·)∗
γPB
γBC
γPC
γLC
(·)!
(·)!
(·)∗
(·)!
γBC
(·)!
(·)∗ (·)
∗
γBC
(·)∗
γBT
γCT
6.3 Restriction for coherent sheaves on gˇ∗
We will define a restriction functor
RGL : Coh
Gˇ×Gm
fr (gˇ
∗)→ CohLˇ×Gmfr (ˇl∗).
First, define
ResGL : Coh
Gˇ×Gm
fr (gˇ
∗)→ CohLˇ×Gmfr (gˇ∗),
which just restricts the action of the group on each factor. Also define
CohLˇ×Gmfr (gˇ
∗)
RGL
′
−→ CohLˇ×Gmfr (ˇl∗)
Vλ ⊗Ogˇ∗ 7−→ (Vλ ⊗Ogˇ∗)⊗Ogˇ∗ Olˇ∗
to be the coherent restriction functor.
Remark 6.3.1. Olˇ∗ is not a module over Ogˇ∗ since there is not an obvious map
lˇ∗ ↪→ gˇ∗. However, there always exists a non-degenerate bilinear form on gˇ∗ that
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restricts to one on lˇ∗. By identifying gˇ∗ with gˇ and lˇ∗ with lˇ using this form, we
can make Olˇ∗ a module over Ogˇ∗ because there is a natural inclusion lˇ ↪→ gˇ and
hence a natural map Ogˇ → Olˇ.
Define our restriction functor as the composition of these. That is,
RGL := R
G
L
′ ◦ ResGL .
Now we will define a transitivity isomorphism for RGL . Consider the diagram
CohGˇ×Gmfr (gˇ
∗) CohLˇ×Gmfr (gˇ
∗) CohLˇ×Gmfr (ˇl
∗)
CohTˇ×Gmfr (gˇ
∗) CohTˇ×Gmfr (ˇl
∗)
CohTˇ×Gmfr (hˇ
∗)
ResGL
ResGT
ResLT
RGL
′
ResLT
RGL
′
RGT
′ R
L
T
′
(6.6)
The top left triangle commutes, and in this case the natural isomorphism is actually
an equality ResGT = Res
L
T
◦ResGL . Similarly, the bottom right triangle commutes by
the equation
(Vλ ⊗Ogˇ∗)⊗Ogˇ∗ Ohˇ∗ = ((Vλ ⊗Ogˇ∗)⊗Ogˇ∗ Olˇ∗)⊗Olˇ∗ Ohˇ∗ ,
so we have a natural isomorphism RGT
′ ⇐⇒ RLT ′ ◦ RGL ′. The top right square com-
mutes, so pasting together the natural isomorphisms in the diagram gives a tran-
sitivity isomorphism
RGT ⇐⇒ RLT ◦RGL . (6.7)
6.4 Restriction for coherent sheaves on hˇ∗
Define a restriction functor
RWGWL : Coh
WG×Gm
fr (hˇ
∗)→ CohWL×Gmfr (hˇ∗)
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by restricting the action of the group on both factors from WG to WL. Notice that
RWGWT = R
WL
WT
◦RWGWL , (6.8)
which we will use for our transitivity isomorphism.
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Chapter 7
Functors are Compatible with
Restriction
In this section, we will prove that each of the functors in our main diagram are
compatible with the various transitivity isomorphisms defined in Section 6.
7.1 derΦGˇ
We want to define an isomorphism for the square
CohGˇ×Gmfr (gˇ
∗) CohLˇ×Gmfr (ˇl
∗)
CohWG×Gmfr (hˇ
∗) CohWL×Gmfr (hˇ
∗)
RGL
derΦGˇ derΦLˇ
R
WG
WL
Consider the following elaboration of the diagram above:
CohGˇ×Gmfr (gˇ
∗) CohLˇ×Gmfr (gˇ
∗) CohLˇ×Gmfr (ˇl
∗)
Coh
NGˇ(Tˇ )×Gm
fr (gˇ
∗) CohNLˇ(Tˇ )×Gmfr (gˇ
∗) CohNLˇ(Tˇ )×Gmfr (ˇl
∗)
Coh
NGˇ(Tˇ )×Gm
fr (hˇ
∗) CohNLˇ(Tˇ )×Gmfr (hˇ
∗) CohNLˇ(Tˇ )×Gmfr (hˇ
∗)
CohWG×Gmfr (hˇ
∗) CohWL×Gmfr (hˇ
∗)
ResGˇ
N
Gˇ
(Tˇ )
ResGˇ
Lˇ
ResLˇ
N
Lˇ
(Tˇ )
RGL
′
ResLˇ
N
Lˇ
(Tˇ )
Res
N
Gˇ
(Tˇ )
N
Lˇ
(Tˇ )
RGT
′
RGL
′
RGT
′
RLT
′
Res
N
Gˇ
(Tˇ )
N
Lˇ
(Tˇ )
(−)Tˇ⊗ε (−)Tˇ⊗ε
(−)Tˇ⊗ε
R
WG
WL
(7.1)
The top and bottom compositions are RGL and R
WG
WL
, respectively, and the left and
right compositions are derΦGˇ and derΦLˇ, respectively. Each of the faces obviously
commute, and the composition of the natural isomorphisms on these faces give a
natural intertwining isomorphism
derΦLˇ ◦R
G
L ⇐⇒ RWGWL ◦ derΦGˇ. (7.2)
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Now, we will prove that the intertwining isomorphism in (7.2) is compatible with
transitivity of restriction defined in (6.7) and (6.8).
Theorem 7.1.1. The following triangular prism commutes:
CohGˇ×Gmfr (gˇ
∗) CohWG×Gmfr (hˇ
∗)
CohLˇ×Gmfr (ˇl
∗) CohWL×Gmfr (hˇ
∗)
CohTˇ×Gmfr (hˇ
∗) CohWT×Gmfr (hˇ
∗)
derΦGˇ
RGL
RGT
R
WG
WT
R
WG
WL
RLT
derΦLˇ
R
WL
WTderΦTˇ
Proof. Certainly the left-hand triangle commutes by (6.7) and the right-hand tri-
angle commutes by (6.8). The front two rectangles commute by Diagram (7.1) for
G and for L. Thus, we can define a natural isomorphism for the back face using
the natural isomorphisms for the other four faces, and hence the triangular prism
commutes.
7.2 ΨG
We follow exactly the treatment in [AHR15] and point to it for more details. We
include a brief summary in this paper for the sake of completeness. Our goal is to
define an intertwining natural isomorphism RWGWL ◦ΨG ⇐⇒ ΨL ◦RGL for the square
SemisG(O)(GrG) SemisG(NG)
SemisL(O)(GrL) SemisL(NL)
ΨG
RGL R˜GL
ΨL
(7.3)
and to prove that this intertwining isomorphism is compatible with the transitivity
of restriction defined in (6.2) and (6.4).
First, we lay down some preliminary results.
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Lemma 7.2.1 ([AHR15], Lemma 5.2). The following square is cartesian:
ML MG
NL NG
piL piG
Recall Diagrams (6.1) and (6.3). We will produce a similar diagram relatingML
and MG.
Proposition 7.2.2 ([AHR15], Proposition 5.3). We have ip(MP ) ⊂ MG, and
there is a morphism piP :MP → NP making the following square cartesian:
MP MG
NP NG
iP
piP piG
mP
Let iMP : MP → MG and qMP : MP → ML be the restrictions of iP and qP ,
respectively. Then, we have the following diagram analogous to Diagrams (6.1) and
(6.3):
ML MP MG.q
M
P i
M
P
Fitting everything together, we have a diagram of commutative squares:
GrsmG MG NG
GrsmP MP NP
GrsmL ML NL
jG
piG
ismP
qsmP
jP
iMP
piP
qMP
mP
pP
jL
piL
(7.4)
where the top right square is cartesian by Proposition 7.2.2 and the bottom left
square is cartesian by the definition of MP .
Recall that the functors ΨG,ΨL,R
G
L , and R˜GL are gotten by restricting functors
from derived categories to semisimple categories. Thus, we can define the intertwin-
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ing natural isomorphism for Diagram (7.3) by defining it for the corresponding de-
rived categories. Using the morphisms in Diagram (7.4), we can make the following
pasting diagram and use it to define our intertwining natural isomorphism:
DbG(O)(GrsmG ) DbG(GrsmG ) DbG(MG) DbG(NG)
DbP (O)(GrsmG ) DbP (GrsmG ) DbP (MG) DbP (NG)
DbP (O)(GrsmP ) DbP (GrsmP ) DbP (MP ) DbP (NP )
DbL(O)(GrsmP ) DbL(GrsmP ) DbL(MP ) DbL(NP )
DbL(O)(GrsmL ) DbL(GrsmL ) DbL(ML) DbL(NL)
For
G(O)
G(C)
For
G(O)
P (O)
j!G
ForGP
(piG)∗
ForGP For
G
P
For
P (O)
P (C)
(ismP )
!
j!G
(ismP )
!
(piG)∗
(iMP )
! m!P
For
P (O)
P (C)
For
P (O)
L(O)
j!P
ForPL
(piP )∗
ForPL For
P
L
For
L(O)
L
(qsmP )∗
j!P
(qsmP )∗
(piP )∗
(qMP )∗ (pP )∗
For
L(O)
L j
!
L (piL)∗
(7.5)
We are ready to prove that the intertwining natural isomorphism RWGWL ◦ΨG ⇐⇒
ΨL ◦RGL defined in Diagram (7.5) is compatible with the transitivity of restriction
in (6.2) and (6.4).
Proposition 7.2.3 ([AHR15], Proposition 5.4). The following prism is commuta-
tive:
DbG(O)(GrsmG ) DbG(NG)
DbL(O)(GrsmL ) DbL(NL)
DbT (O)(GrsmT ) DbT (NT )
ΨG
RGL
RGT
R˜GT
R˜GL
RLT
ΨL
R˜LT
ΨT
(7.6)
Proof. We will paste together two large commutative prisms to give the commuta-
tive prism in the statement of the proposition. In these large commutative prisms,
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we shorten the notation for the forgetful functor For by writing F . Consider the
following large prism.
DbG(O)(GrsmG ) DbG(MG)
DbP (O)(GrsmP ) DbP (MP )
DbB(O)(GrsmB ) DbB(MB)
DbL(O)(GrsmL ) DbL(ML)
DbC(O)(GrsmC ) DbC(MC)
DbT (O)(GrsmT ) DbT (MT )
j!G◦F
G(O)
G(C)
(·)!◦FG(O)
P (O)
(·)!◦FG(O)
B(O)
(·)!◦FGP
(·)!◦FGB
(·)!◦FP (O)
B(O)
j!P ◦F
P (O)
P (C)
(·)!◦FPB
(·)∗◦FPLj
!
B
◦FB(O)
B(C)
(·)∗◦FB(O)C(O)
(·)∗◦FB(O)T (O)
(·)∗◦FBC
(·)∗◦FBT
(·)!◦FL(O
C(O)
j!L◦F
L(O)
L(C)
(·)∗◦FP (O)L(O)
(·)!◦FLC
j!C◦F
C(O)
C(C)
(·)∗◦FC(O)T (O) (·)∗◦F
C
T
j!T ◦F
T (O)
T (C)
(7.7)
All of its constituent cubes and prisms commute after noticing that we have the
following two cartesian diagrams which are defined in [AHR15, (5.6)].
MB MC MB MP
GrsmB Gr
sm
C MC ML
(7.8)
Consider another large prism.
DbG(MG) DbG(NG)
DbP (MP ) DbP (NP )
DbB(MB) DbB(NB)
DbL(ML) DbL(NL)
DbC(MC) DbC(NC)
DbT (MT ) DbT (NT )
(piG)∗
(·)!◦FGP
(·)!◦FGB
(·)!◦FGP
(·)!◦FGB
(·)!◦FPB
(piP )∗
(·)!◦FPB
(·)∗(piB)∗
(·)∗◦FBC
(·)∗◦FBT
(·)∗◦FBC
(·)∗◦FBT
(·)!◦FLC
(piL)∗
(·)∗◦FPL
(·)!◦FLC
(piC)∗
(·)∗◦FCT (·)∗◦FCT
(piT )∗
(7.9)
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All of its constituent cubes and prisms commute after noticing that we have the
following cartesian diagram.
MB NB
MP NP
(7.10)
which is defined using the cartesian diagram in Proposition 7.2.2 and its analogue
with B playing the role of P .
Now, we are able to paste the two large prisms, (7.7) and (7.9), along the face
labeled by DbG(MG),DbL(ML), and DbT (MT ) to get the commutative prism (7.6).
7.3 derSsmG
In this section, we will set out to define an isomorphism for the square
SemisG(O)(GrG) Coh
Gˇ×Gm
fr (gˇ
∗)
SemisL(O)(GrL) Coh
Lˇ×Gm
fr (ˇl
∗)
derSG
RGL
RGL
derSL
(7.11)
that is compatible with transitivity.
We will deduce this from the nonequivariant version in [AR15a]. Consider the
following diagram
SemisG(O)(GrG) Coh
Gˇ×Gm
fr (gˇ
∗)
SemisL(O)(GrL) Coh
Lˇ×Gm
fr (ˇl
∗)
Semis(G(O))(GrG) Coh
Gˇ×Gm
fr (Nˇ ∗G)
Semis(L(O))(GrL) Coh
Lˇ×Gm
fr (Nˇ ∗L)
(7.12)
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where the vertical functors on the coherent categories are quotient (or tensoring)
functors.
We will produce a natural isomorphism for each of the faces except the top one.
Then we will use these natural isomorphisms to produce one for Diagram (7.11)
(the top face of Diagram (7.12)).
The left square commutes because hyperbolic localization (and in fact, all sheaf
functors) commute with the forgetful functor (see [BL94]). The right square com-
mutes because all of the functors in the square involve tensoring. The bottom
square commutes by [AR15a, Theorem 2.6].
We will require some work to prove an isomorphism for the front and back
squares of Diagram (7.12). They are essentially the same except for swapping the
roles of G and L, so we will make our argument for the back square. To this
end, consider the following triangular prism whose front face is the back square of
Diagram (7.12).
HG(O)(GrG)−mod
SemisG(O)(GrG) Coh
Gˇ×Gm
fr (gˇ
∗)
H(GrG)−mod
Semis(G(O))(GrG) Coh
Gˇ×Gm
fr (Nˇ ∗G)
H•(GrG)⊗H•
G(O)
(GrG)
−
H•
G(O)
κ
H•
Ξ
(7.13)
As mentioned in Section 2.3, there exists an isomorphism of functors
κ⇐⇒ H•G(O) ◦ S˜−1G .
Thus, the top triangle commutes. The back right square also commutes by an
argument in [BF08]. The bottom triangle commutes by [YZ11] and [AR15b].
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Commutativity of the back left square of Diagram (7.13) remains. To verify this,
we will carefully study the interaction between forgetting equivariance and taking
cohomology.
Theorem 7.3.1. Consider the following diagram of categories and functors.
SemisG(O)(GrG) H
•
G(O)(GrG)−mod
Semis(G(O))(GrG) H
•(GrG)−mod
H•
G(O)
For H
•(GrG)⊗H•
G(O)
(GrG)
−
H•
There exists a natural isomorphism of functors making this diagram commute.
Proof. Consider the following diagram which is an extension of the one in the
statement of the theorem.
SemisG(O)(GrG) H
•
G(O)(GrG)−mod H•G(O)(pt)−mod ⊂ D(AG) DbG(pt)
H•(GrG)−mod H•(pt)−mod ⊂ D(VectC) Db(pt)
Semis(G(O))(GrG) H
•(GrG)−mod
H•
G(O)
For
H•(GrG)⊗H•
G(O)
(GrG)
−
Rgd
C⊗H•
G(O)
(pt)−
∼
For
Rgd ∼
H•
Rgd
The right-most square commutes by [BL94]. The square whose horizontal functors
are Rgd commutes by the fact that
H•(GrG) ' C⊗H•
G(O)
(pt) H
•
G(O)(GrG). (7.14)
The composition of all the functors along the top and bottom rows are just push-
forwards to a point. Since sheaf functors commute with forgetting (see [BL94]), the
subdiagram formed by traveling along the perimeter of the diagram also commutes.
Let F ∈ SemisG(O)(GrG). In the previous paragraph, we constructed an isomor-
phism
Rgd(H•(GrG)⊗H•
G(O)
(GrG) H
•
G(O)(F)) ' Rgd(H•(For(F))). (7.15)
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We would like to “zip up” the diagram
SemisG(O)(GrG) H
•
G(O)(GrG)−mod
H•(GrG)−mod H•(pt)−mod ⊂ D(VectC)
Semis(G(O))(GrG) H
•(GrG)−mod
H•
G(O)
For
H•(GrG)⊗H•
G(O)
(GrG)
−
Rgd
H•
Rgd
thereby proving that our isomorphism is in fact one of H•(GrG)-modules rather
than only H•(pt)-modules.
To this end, consider the following diagram which encodes the module structure
on the objects in our diagram.
Hom•G(O)(C,C)× Hom•G(O)(C,F) Hom•G(O)(C,F)
(C⊗H•
G(O)
(pt) Hom
•
G(O)(C,C))× (C⊗H•G(O)(pt) Hom•G(O)(C,F)) C⊗H•G(O)(pt) Hom•G(O)(C,F)
Hom•(C,C)× Hom•(C,F) Hom•(C,F)
C⊗H•
G(O)
(pt)−For
◦
C⊗H•
G(O)
(pt)− For
(7.14)∼
◦
∼(7.14)
◦
Commutativity of this diagram is equivalent to (7.15) being an isomorphism of
H•(GrG)-modules instead of only H•(pt)-modules. But the diagram certainly com-
mutes since For is a quotient functor by the positive degree elements in H•G(O)(pt);
therefore, it coincides with the functor C⊗H•
G(O)
(pt) −.
The functors κ and Ξ in Diagram (7.13) are equivalences—thus, κ−1 and Ξ−1
exist. The new triangular prism with κ and Ξ reversed still has all the faces except
the front one commuting. This implies the commutativity of the front face as well.
Now we return to Diagram (7.12). We have just constructed a natural isomor-
phism for the front and back faces. Our goal was to construct a natural isomorphism
for the top face.
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Theorem 7.3.2. There exists a natural isomorphism of functors
RGL ◦ derSG ⇐⇒ derSL ◦RGL (7.16)
making Diagram (7.11):
SemisG(O)(GrG) Coh
Gˇ×Gm
fr (gˇ
∗)
SemisL(O)(GrL) Coh
Lˇ×Gm
fr (ˇl
∗)
derSG
RGL
RGL
derSL
commute.
Proof. We have constructed natural isomorphisms for all faces in Diagram (7.12)
except for the top face. Thus, if F ∈ SemisG(O)(GrG), we have an isomorphism
derSL(RGL(F))⊗Olˇ∗ ONˇ ∗L ' R
G
L (derSG(F))⊗Olˇ∗ ONˇ ∗L .
We would like to lift this isomorphism (i.e. erase ⊗Olˇ∗ONˇ ∗L from both sides). Thus
we have
Hom(V (λ)⊗Olˇ∗ , V (λ)⊗Olˇ∗)
Hom(V (λ)⊗ONˇ ∗L , V (λ)⊗ONˇ ∗L)
where
Hom(V (λ)⊗Olˇ∗ , V (λ)⊗Olˇ∗) and Hom(V (λ)⊗ONˇ ∗L , V (λ)⊗ONˇ ∗L)
are free Olˇ∗- and ONˇ ∗L-modules, respectively. And the map is quotienting by the
ideal of the nilpotent cone, which is generated by positive degree elements. Thus
this is an isomorphism in degree zero. Hence, our isomorphism lifts to a unique
isomorphism, and we are done.
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7.4 derSG
Our goal is to define an isomorphism for the square
SemisG(NG) CohWG×Gmfr (hˇ∗)
SemisL(NL) CohWL×Gmfr (hˇ∗)
derSG
R˜GL R
WG
WL
derSL
that is compatible with transitivity of restriction from (6.4) and (6.8).
It suffices to define an intertwining isomorphism
DbG(NG) CohWG×Gm(hˇ∗)
DbL(NL) CohWL×Gm(hˇ∗)
derSG
R˜GL R
WG
WL
derSL
(7.17)
that is compatible with transitivity of restriction.
Now, define a category AW whose objects are integers and whose morphisms are
given by
Hom(n,m) =
 0 if m < n or if m 6≡ n(mod 2)W n Symm−n2 (X) if m ≥ n and m ≡ n(mod 2).
This category comes equipped with an autoequivalence [1] such that n[1] = n+ 1.
A number of objects of interest have a categorical description in terms of AW . For
example, we can rewrite the Springer sheaf Spr
G
as the functor
AW
SprG−→ DbG(NG)
n 7−→ Spr
G
[n]
Lemma 7.4.1. Let VectAWC be the category of functors AW → VectC. There is an
equivalence of categories VectAWC
∼−→ CohW×Gm(hˇ∗).
Proof. Let F : AW → VectC be a functor. Then, M =
⊕
n∈Z
F (n) is the underlying
vector space of the module. A morphism in AW determines the action of W and
of Ohˇ∗ .
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Armed with this categorical machinery, we can factor derSG as
DbG(NG) Y−→ VectD
b
G(NG)
op
C
◦SprG−−−→ VectAWC
where Y is the Yoneda embedding. Doing this for both G and L and considering
restriction functors, we get the following diagram:
DbG(NG) VectD
b
G(NG)op
C Vect
AWG
C
DbL(NL) VectD
b
L(NL)op
C Vect
AWL
C
Y
R˜GL ◦(I˜
G
L )
op
◦SprG
Y ◦SprL
(7.18)
Defining an isomorphism for the outside rectangle in Diagram (7.18) is equivalent
to defining one for Diagram (7.17). We will give a natural isomorphism for the left
rectangle first, and then show that it is compatible with transitivity of restriction.
Lemma 7.4.2. Consider the following diagram:
DbG(NG) VectD
b
G(NG)op
C
DbL(NL) VectD
b
L(NL)op
C
Y
R˜GL ◦(I˜
G
L )
op
Y
There exists a natural isomorphism of functors making this square commute.
Proof. Consider the following diagram:
DbG(NG) DbP (NG) DbP (NP ) DbP (NL) DbL(NL)
Vect
DbG(NG)op
C Vect
DbP (NG)op
C Vect
DbP (NP )op
C Vect
DbP (NL)op
C Vect
DbL(NL)op
C
ForGP
Y
(mP )
!
Y
(pP )∗
Y
ForPL
Y Y
◦(γGP )
op ◦(mP )
op
! ◦(pP )∗,op ◦(γ
P
L )
op
Each of the faces are labeled by an adjunction isomorphism, and their composition
gives the desired natural isomorphism.
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Lemma 7.4.3. The triangular prism below is commutative.
DbG(NG) VectD
b
G(NG)op
C
DbL(NL) VectD
b
L(NL)op
C
DbT (NT ) VectD
b
T (NT )op
C
Y
R˜GL
R˜GT
◦(I˜GT )op
◦(I˜GL )op
R˜LT
Y
◦(I˜LT )op
Y
Proof. For the left-hand triangle and right-hand triangle, we use the natural iso-
morphisms (6.4) and (6.5), respectively. The front two rectangles commute using
the natural isomorphism constructed in Lemma 7.4.2 for G and for L. Thus, we
can define a natural isomorphism for the back face using the natural isomorphisms
for the other four faces, and hence the triangular prism commutes.
It remains to produce a natural isomorphism for the right square in Diagram
(7.18) and show that this isomorphism is compatible with transitivity of restriction.
This is equivalent to exhibiting commutativity of the diagram
AWG DbG(NG)
AWL DbL(NL)
SprG
SprL
I˜GL
as well as of the following prism
AWG DbG(NG)
AWL DbL(NL)
AWT DbT (NT )
SprG
I˜GT
SprL
I˜GL
SprT
I˜LT
Rather than doing this, it is easier to restate the problem in the following way: de-
fine a (WL×X)-equivariant isomorphism I˜GL (SprL)
∼−→ Spr
G
such that the following
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square commutes
I˜GL (SprL) SprG
I˜GL I˜LT (SprT ) I˜GT (SprT )
∼
∼ I˜GL φL
∼
I˜GT =I˜GL I˜LT
φG ∼
Lemma 7.4.4. There exists a (WL × X)-equivariant isomorphism I˜GL (SprL)
∼−→
Spr
G
such that the following square commutes
I˜GL (SprL) SprG
I˜GL I˜LT (SprT ) I˜GT (SprT )
∼
[AHR15]
∼ I˜GL φL
∼
I˜GT =I˜GL I˜LT
φG ∼
Proof. In [AHR15], a WL-equivariant isomorphism I˜GL (SprL)
∼−→ Spr
G
is con-
structed which makes the square commute. It remains to show that this isomor-
phism is also X-equivariant. However, we will instead show that the isomorphisms
φG : I˜GT (SprT )
∼−→ Spr
G
and φL : I˜LT SprT
∼−→ Spr
L
are X-equivariant and deduce
from this the X-equivariance of I˜GL (SprL)
∼−→ Spr
G
using Lemma 7.4.6.
We focus on verifying the X-equivariance of φG (the argument for φL is similar).
Consider the following diagram:
X Hom2DbT (NT )(SprT , SprT )
Hom2DbG(N˜G)
(CN˜G ,CN˜G) Hom
2
DbG(NG)(SprG, SprG)
X
p
Θ
I˜GT
µ∗
q
(7.19)
This diagram describes the action of X on both I˜GT (SprT ) and SprG. That is, the
action of X on I˜GT (SprT ) is given by the composition I˜GT ◦p, and the action of X on
Spr
G
is given by the composition µ∗ ◦ q. Thus, proving that φG : I˜GT (SprT )
∼−→ Spr
G
is X-equivariant is equivalent to verifying the following:
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1. The triangle commutes (i.e., µ∗ ◦Θ⇐⇒ I˜GT ), and
2. the images of X under Θ ◦ p and under q coincide in Hom2DbG(N˜G)(CN˜G ,CN˜G).
First we focus on proving (1) above. The functor Θ is given by composing the
functors in the following diagram.
DbT (NT ) DbB(NT ) DbB(NB)
DbG(N˜G)
γBT
∼
(pB)
∗
i.e.
Now recall that I˜GT is defined by the following composition:
DbG(NG) DbB(NG) DbB(NB) DbB(NT ) DbT (NT ).
γGB (mB)! (pB)
∗ γBT
Our goal is to prove that µ∗ ◦ Θ ⇐⇒ I˜GT , but since the first two functors in
both definitions are equal, this reduces to showing that there exists a natural
isomorphism γGB ◦ (mB)! ⇐⇒ µ∗ ◦ i.e. Consider the commutative diagram
NB N˜G := G×B NB NG,iB
mB
µ
(7.20)
where iB is the inclusion map. With this in mind, we need to prove that there
exists a natural isomorphism making the following diagram commute.
DbB(NB) DbB(NG)
DbB(N˜G)
DbG(N˜G) DbG(NG)
(mB)!
(iB)!
i.e. γGB
γGB
µ∗'µ!
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To do this, consider the diagram gotten by taking right adjoints of each functor:
DbB(NB) DbB(NG)
DbB(N˜G)
DbG(N˜G) DbG(NG)
(mB)
!
µ!
(iB)
!
i.e.
ForGB
µ!
ForGB
The bottom quadrilaterial commutes because sheaf functors commute with forget-
ting [BL94], the left triangle commutes by the definition of induction equivalence
[BL94], and the top triangle commutes by Diagram (7.20). We have constructed a
natural isomorphism
(mB)
! ◦ ForGB ⇐⇒ i.e. ◦ µ!. (7.21)
Since γGB ◦(mB)! and µ! ◦ i.e. are the right adjoints of the left and right hand sides of
(7.21) respectively, and right adjoints are unique, we deduce that there is a unique
natural isomorphism induced from (7.21) that makes the diagram commute. Hence,
we have constructed a natural isomorphism µ∗ ◦Θ⇐⇒ I˜GT .
Now, we will verify (2). First, we will define p and q from Diagram (7.19).
Note that Hom2DbT (NT )(SprT , SprT ) = hˇ
∗. Thus, p is just the inclusion map. For
q, recall that X can be viewed as the collection of line bundles on G/B. Thus,
q(Lλ) = Luspi∗Lλ (see Section 5.4). Consider the following diagram of functors
whose composition also defines the functor Θ.1
DbT (NT ) DbB(NT )
DbG(G/B) DbG(N˜G)
γBT
∼
∼ind. equiv.
pi∗
1In Lemma 7.4.5, we verify that the two given definitions of Θ coincide.
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It is clear using this definition of Θ that the images of X under Θ ◦ p and under q
coincide in Hom2DbG(N˜G)
(CN˜G ,CN˜G).
Lemma 7.4.5. The two definitions of the functor Θ coincide.
Proof. We use a similar argument (using right adjoints) as in the above proof.
Recall that the two definitions of Θ are given by the following two compositions
DbT (NT ) DbB(NT )
DbG(G/B) DbG(N˜G)
γBT
∼
∼ind. equiv.
pi∗
DbT (NT ) DbB(NT ) DbB(NB)
DbG(N˜G)
γBT
∼
(pB)
∗
i.e.∼
That is, we must show that the following square commutes:
DbB(NT ) DbB(NB)
DbG(G/B) DbG(N˜G)
ind. equiv. ∼
(pB)
∗
i.e.∼
pi∗
(7.22)
Factor ind. equiv. and i.e. as γGB ◦ (iT )! and γ
G
B
◦ (iB)! respectively, where iT : NT ↪→
G/B is the inclusion of a point. Take the right adjoints of each functor to get:
DbB(NT ) DbB(NB)
DbB(G/B) DbB(N˜G)
DbG(G/B) DbG(N˜G)
(pB)∗
(iT )
!
pi∗
(iB)
!
ForGB
ind. equiv.
pi∗
ForGB
i.e.
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The bottom square commutes because sheaf functors commute with forgetting
[BL94], and the top square commutes by base change since
NB N˜G
NT = pt G/B
iB
pB pi
iT
is a Cartesian square. Thus, the diagram of right adjoints commutes, which implies
that Diagram (7.22) also commutes.
Lemma 7.4.6. If the isomorphisms φG : I˜GT SprT
∼−→ Spr
G
and φL : I˜LT SprT
∼−→
Spr
L
are X-equivariant, then the isomorphism I˜GL SprL
∼−→ Spr
G
constructed in
[AHR15] is X-equivariant.
Proof. First note that each isomorphism f : A → B in the statement of Lemma
7.4.4 induces an isomorphism End•(A) ∼−→ End•(B) by precomposition with f−1
and postcomposition with f . The action of X on A is a map X → End2(A) that
is injective for every case in Lemma 7.4.4. The isomorphism f : A
∼−→ B being
X-equivariant is equivalent to X ⊂ End2(A) being identified with X ⊂ End2(B)
under the induced isomorphism End•(A) ∼−→ End•(B). In this case, we will say
that the induced isomorphism is X-matching.
Now, consider the following diagram of induced maps
End•(I˜GL SprL) End•(SprG)
End•(Spr
L
) End•(I˜GL I˜LT SprT ) End•(I˜GT SprT )
End•(I˜LT SprT ) End•(SprT )
∼
[AHR15]
I˜GL ∼ I˜GL φL
∼
I˜GT =I˜GL I˜LT
φG ∼
φL
∼ I˜GL
I˜LT
I˜GT
X-matching by def.
X-matching by def.
(7.23)
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The morphisms I˜GL , I˜LT , and I˜GT are X-matching because the X-action on I˜GL SprL,
I˜LT SprT , and I˜GT SprT are defined using these respective morphisms. By assumption,
we have that φG and φL are X-matching. The left square (which looks like a
triangle) clearly commutes, and the top square commutes by [AHR15].
We will prove that the isomorphism labeled by [AHR15] is X-matching. Since
I˜GL and φL are X-matching and the left square is commutative, it follows that
I˜GL φL is X-matching. Now, since I˜GL φL, I˜GT , and φG are X-matching and the top
square is commutative, it follows that the isomorphism labeled by [AHR15] is X-
matching. Hence, the isomorphism I˜GL SprL
∼−→ Spr
G
constructed in [AHR15] is
X-equivariant.
The previous lemmas in this section, when taken together, give a construction
of an intertwining natural isomorphism
RWGWL ◦ derSG ⇐⇒ derSL ◦ R˜GL . (7.24)
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Chapter 8
The Kostant Functor κ
In this section, we develop what is needed to define the functor κ : CohGˇ×Gm(gˇ∗)→
CohGm(T(hˇ∗/W )) (see [BF08]) mentioned in Section 2.3. A similar explanation was
recently worked out independently by S. Riche [Ric14].
Let M := V ⊗Ogˇ∗ be a free Gˇ×Gm-equivariant coherent sheaf on gˇ∗. We may
instead view M as the space of regular maps
M = {u : gˇ∗ → V }.
Note that Ogˇ∗ , Gˇ, and gˇ all act on M. We will elaborate on the action of Ogˇ∗ . Let
r ∈ Ogˇ∗ and λ ∈ gˇ∗. Then,
(r · u)(λ) = r(λ)u(λ).
Define a sheaf z on gˇ∗ whose fiber at any point λ ∈ gˇ∗ is its centralizer (gˇ∗)λ. Its
global sections are given by
Γ(z) = {f : gˇ∗ → gˇ | ad∗(f(λ))(λ) = 0, ∀λ ∈ gˇ∗} .
Equip Γ(z) with a Lie algebra structure via
[f, g](λ) := [f(λ), g(λ)]
for all f, g ∈ Γ(z), and λ ∈ gˇ∗. Define an action of z on M
f · u : gˇ∗ → V, (8.1)
via (f · u)(λ) = (f(λ) · u)(λ).
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Lemma 8.0.7. The action (8.1) makes M into a z-Lie algebra module. Further-
more, this action is compatible with the action of Ogˇ∗; i.e.,
r · (f · u) = (r · f) · u = f · (r · u), (8.2)
for all r ∈ Ogˇ∗.
Proof. First we will verify that the action of z on M satisfies (8.2). Let r ∈ Ogˇ∗ , f ∈
z, u ∈M, and λ ∈ gˇ∗. The left-hand side of (8.2) becomes
(r · (f · u))(λ) = r(λ)(f · u)(λ) = r(λ)(f(λ) · u)(λ).
The middle of (8.2) is
((r · f) · u)(λ) = ((r · f)(λ) · u)(λ) = (r(λ)f(λ) · u)(λ) = r(λ)(f(λ) · u)(λ).
For the right-hand side of (8.2), we have
(f · (r · u))(λ) = (f(λ) · (r · u))(λ) = ((f(λ) · r) · u)(λ) + (r · (f(λ) · u))(λ)
by the Leibniz rule. This simplifies to
((f(λ) · r) · u)(λ) + r(λ)(f(λ) · u)(λ).
Thus, to verify (8.2), we must show that ((f(λ) · r) · u)(λ) = 0. To this end,
notice that
((f(λ) · r) · u)(λ) = (f(λ) · r)(λ)u(λ) = (f · r)(λ)u(λ).
So, it suffices to show that f · r = 0. First, suppose that r is a constant function.
Then f · r = 0 since the gˇ-action on constant functions is zero. Now, suppose that
r is homogeneous. By the Leibniz rule, it is enough to consider the case when r is
linear. To this end, suppose that r : gˇ∗ → C is linear. Then for all x ∈ gˇ,
(x · r)(λ) = r(−ad∗(x)(λ)).
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So, notice that
(f · r)(λ) = (f(λ) · r)(λ) = r(−ad∗(f(λ))(λ)) = r(0) = 0.
Now we will show that the action of z on M in the statement of the lemma
makes M into a z-Lie algebra module. That is, we will verify that
[f, g] · u = f · (g · u)− g · (f · u), (8.3)
for all f, g ∈ z and u ∈ M . Let λ ∈ gˇ∗. Then, for the left-hand side of (8.3), we
have
([f, g] · u)(λ) = ([f(λ), g(λ)] · u)(λ) = (f(λ) · (g(λ) · u))(λ)− (g(λ) · (f(λ) · u))(λ).
The right-hand side of (8.3) gives
(f · (g · u))(λ)− (g · (f · u))(λ) = (f(λ) · (g · u))(λ)− (g(λ) · (f · u))(λ).
Thus, it remains to show that
(f(λ) · (g(λ) · u))(λ) = (f(λ) · (g · u))(λ) (8.4)
and similarly for f and g swapped. Since the arguments are exactly the same,
we will verify the first one. First, suppose that g is a constant function. That is
g(µ) = g(λ) for all µ ∈ gˇ∗. Notice that
(g · u)(µ) = (g(µ) · u)(µ) = (g(λ) · u)(µ).
Hence g · u = g(λ) · u and we have verified (8.4) when g is constant.
Now suppose that g = r ·x where r ∈ Ogˇ∗ and x ∈ gˇ. Note that every element of
M is a linear combination of functions of the form r · x. Thus, it suffices to verify
(8.4) for g = r · x. We can view x ∈ gˇ as a constant function gˇ∗ → gˇ; that is,
g(λ) = r(λ)x. In this case, we have
(f(λ) · (r(λ)x · u))(λ) = r(λ)(f(λ) · (x(λ) · u))(λ) = r(λ)(f(λ) · (x · u))(λ)
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by the constant function case of the theorem. Continuing, we have
r(λ)(f(λ)·(x·u))(λ) = (r ·(f(λ)·(x·u)))(λ) = (f(λ)·(r ·x·u))(λ) = (f(λ)·(g ·u))(λ)
by (8.2), and we have verified (8.4).
Remark 8.0.8. Let r ∈ Ogˇ∗, λ ∈ gˇ∗, and f, g ∈ z. Notice that,
[r · f, g](λ) = [(r · f)(λ), g(λ)] = [r(λ)f(λ), g(λ)], (8.5)
and we can now slide the constant r(λ) throughout. That is, [r · f, g] = [f, r · g] =
r · [f, g]. In Lemma 8.0.7, we showed that Γ(z) acts on M , but the compatibility of
Ogˇ∗ with z guarantees that the action (8.1) extends to an action of the sheaf of Lie
algebras z on the coherent sheaf M .
We can now define the Kostant functor κ : CohGˇ×Gm(gˇ∗) → CohGm(T(hˇ∗/W )).
Any coherent sheaf F ∈ CohGˇ×Gm(gˇ∗) when restricted to gˇ∗reg is a sheaf of z|gˇ∗reg-
representations. We can form the universal enveloping sheaf U(z|gˇ∗reg) which is a
sheaf of associative algebras. Then, we get a sheaf F|gˇ∗reg of U(z|gˇ∗reg)-modules. We
have the following result of Kostant.
Proposition 8.0.9 ([Kos63] Proposition 11). Let x ∈ g be arbitrary. Then gx
contains an l-dimensional commutative subalgebra, where l = rank g.
In our case, we are considering x ∈ gˇ∗reg, so dim(gˇ∗reg)x = rank gˇ∗reg = l. By the
proposition above, (gˇ∗reg)
x is a commutative Lie algebra. Hence, U(z|gˇ∗reg) is a sheaf
of commutative associative algebras. Thus, in fact, F|gˇ∗reg is a Sym(z|gˇ∗reg)-module.
We can apply the global spectrum functor Spec to F|gˇ∗reg to get a coherent sheaf
on Spec Sym(z|gˇ∗reg).
We have started with an object in CohGˇ×Gm(gˇ∗) and constructed an object in
CohGm(Spec Sym(z|gˇ∗reg)). However, we want an object in CohGm(T(hˇ∗/W )). Let’s
continue.
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Let T ∗ be the cotangent sheaf on hˇ∗/W . Apply the Grothendieck-Hartshorne
procedure to construct a vector bundle Spec Sym(T ∗) from this sheaf. This is, in
fact, the tangent bundle T(hˇ∗/W ). But, since T(hˇ∗/W ) is a tangent bundle, it
comes with a canonical surjection
T(hˇ∗/W )
hˇ∗/W
p1
This is an affine morphism, so we have that T(hˇ∗/W ) = Spec p1∗OT(hˇ∗/W ), where
OT(hˇ∗/W ) is the structure sheaf on T(hˇ∗/W ). But, notice that Spec Sym(T ∗) =
Spec p1∗OT(hˇ∗/W ), so Sym(T ∗) = p1∗OT(hˇ∗/W ). In addition to the vector bundle
projection, we have another map pr : gˇ∗reg → hˇ∗/W , which is the projection to the
spectrum of invariant polynomials. These maps fit into a diagram
T(hˇ∗/W )
gˇ∗reg hˇ
∗/W
p1
pr
We can pullback the vector bundle along pr to get a new vector bundle (which is
necessarily the fibered product). Thus, we have a cartesian square
gˇ∗reg ×hˇ∗/W T(hˇ∗/W ) T(hˇ∗/W )
gˇ∗reg hˇ
∗/W
p2
p˜r
p1
pr
But, since p1 was affine, we know that gˇ
∗
reg×hˇ∗/W T(hˇ∗/W ) = Spec pr∗p1∗OT(hˇ∗/W ).
Above we saw that Sym(T ∗) = p1∗OT(hˇ∗/W ), so we now have that gˇ∗reg ×hˇ∗/W
T(hˇ∗/W ) = Spec pr∗Sym(T ∗). In [BF08], it is shown that pr∗T ∗ ' z|gˇ∗reg . This
implies that pr∗Sym(T ∗) ' Sym(z|gˇ∗reg). Putting all of these isomorphisms together,
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we see that gˇ∗reg ×hˇ∗/W T(hˇ∗/W ) ' Spec Sym(z|gˇ∗reg). Making this identification in
our diagram, we have
Spec Sym(z|gˇ∗reg) T(hˇ∗/W )
gˇ∗reg hˇ
∗/W
p2
p˜r
p1
pr
Now let e, h, f ∈ gˇ be a principal sl2 triple with f ∈ nˇ−, and e ∈ nˇ+. Let e+z(f) be
the Kostant slice to the principal nilpotent orbit, and let Σ be the image of e+z(f)
under a Gˇ-invariant isomorphism gˇ ' gˇ∗. Thus, there is an inclusion ι : Σ ↪→ gˇ∗reg.
As mentioned in [BF08], we have a canonical isomorphism Σ ' hˇ∗/W . Updating
our diagram yields
Spec Sym(z|gˇ∗reg) T(hˇ∗/W )
Σ gˇ∗reg hˇ
∗/W
p2
p˜r
p1
ι
∼
pr
Since we have an isomorphism Σ ' hˇ∗/W , it follows that pulling back the vector
bundle p2 : Spec Sym(z|gˇ∗reg) → gˇ∗reg along ι gives a vector bundle isomorphic to
T(hˇ∗/W ). That is, we have the diagram
T(hˇ∗/W ) Spec Sym(z|gˇ∗reg) T(hˇ∗/W )
Σ gˇ∗reg hˇ
∗/W
ι˜
p2
p˜r
p1
ι
∼
pr
Continuing the definition of the Kostant functor, we take the object Spec F|gˇ∗reg ∈
CohGm(Spec Sym(z|gˇ∗reg)) that we constructed before, and we restrict to T(hˇ∗/W ).
Let us give a concise definition of the Kostant functor.
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Definition 8.0.10. The construction of the Kostant functor κ is given in the
paragraphs above. That is, κ : CohGˇ×Gm(gˇ∗)→ CohGm(T(hˇ∗/W )) is defined by
κ(F) = ι˜∗Spec F|gˇ∗reg
Remark 8.0.11. It is shown in [BF08] that H•G(O)(Gr) ' O(T(hˇ∗/W )) (see Re-
mark 9.2.5). Thus, the functor κ takes values in H•G(O)(Gr)-mod.
74
Chapter 9
Modules, Module Homomorphisms, and
Free Modules
Consider the following diagram on Hom•-algebras induced by the functors in Dia-
gram 1.2.
Hom•SemisG(O)(GrsmG )(F ,G) HomCohGˇ×Gmfr (gˇ∗)sm(derS
sm
G (F), derSsmG (G))
HomCohW×Gmfr (hˇ∗)
(derΦGˇ ◦ derSsmG (F), derΦGˇ ◦ derSsmG (G))
Hom•SemisG(N )(ΨG(F),ΨG(G)) HomCohW×Gmfr (hˇ∗)(derSG ◦ΨG(F), derSG ◦ΨG(G))
derSsmG
ΨG
derΦGˇ
derSG
(9.1)
In this section, we show that each of the Hom-algebras in Diagram (9.1) is a free
module over the appropriate manifestation of the ring H•G(pt). We also show that
each arrow in the diagram is a module homomorphism.
9.1 The Hom-algebras are modules
We have shown in Lemma 4.3.1, Proposition 4.3.3, and Remark 4.3.5 that the
Hom-algebras are modules over H•G(pt) ' OGˇgˇ∗ ' OWhˇ∗ , respectively.
9.2 The arrows are module homomorphisms
9.2.1 The top arrow
In this subsection, we show that the top arrow in Diagram (9.1) is anOGˇgˇ∗-equivariant
map.
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Lemma 9.2.1. The functor κ induces an OGˇgˇ∗-equivariant map
Hom
CohGˇ×Gmfr (gˇ∗)
(M,N)→ HomH•
G(O)
(Gr)−mod(κ(M), κ(N)).
Proof. By Proposition 4.3.3, we know that Hom
CohGˇ×Gmfr (gˇ∗)
(M,N) is a free OGˇgˇ∗-
module. Now equip both M and N with z-module structures. Again, we get that
the space of maps is an OGˇgˇ∗-module (here we use the compatibility of the actions
of OGˇgˇ∗ and z given in (8.5)). At each step in the definition of the Kostant functor
(see Definition 8.0.10), the ring OGˇgˇ∗ still acts, and we can follow it through the
definition of κ.
Remark 9.2.2. This implies that the functor κ−1 also induces an OGˇgˇ∗-equivariant
map
HomH•
G(O)
(Gr)−mod(M,N)→ HomCohGˇ×Gmfr (gˇ∗)(κ
−1(M), κ−1(N)).
We also have the following easy lemma.
Lemma 9.2.3. The functor H•G(O) induces an H•G(O)(pt)-equivariant map
Hom•SemisG(O)(Gr)(F ,G)→ HomH•G(O)(Gr)−mod(H
•
G(O)(F),H•G(O)(G)).
We need a theorem from the paper [BF08]. This theorem will allow us to prove
that on HomH•
G(O)
(Gr)−mod(M,N), the actions of H
•
G(O)(pt) and OGˇgˇ∗ coincide.
Theorem 9.2.4. [BF08, Theorem 1 (a)] Assume G is simply connected. We have
a canonical isomorphism H•G(O)oGm(Gr) ' O(Ntˇ∗/W×tˇ∗/W∆) where ∆ ⊂ (ˇt∗/W )2
is the diagonal. Here the projection N(ˇt∗/W )2∆→ A1 corresponds to the homomor-
phism H•Gm(pt) → H•G(O)oGm(Gr); and the two projections N(ˇt∗/W )2∆ → tˇ∗/W =
t/W correspond to the two homomorphisms H•G(O)(pt)→ H•G(O)oGm(Gr). The iso-
morphism is specified uniquely by these requirements.
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Remark 9.2.5. R. Bezrukavnikov and M. Finkelberg (see [BF08, Section 2.6])
note that the fiber of NXZ over 0 ∈ A1 is the normal cone to Z in X. In partic-
ular, the fiber of N(ˇt∗/W )2∆ over 0 ∈ A1 is the total space of the tangent bundle
T(ˇt∗/W ). Thus, Theorem 9.2.4 implies the canonical isomorphism H•G(O)(Gr) '
O(T(ˇt∗/W )).
Corollary 9.2.6. The actions of H•G(O)(pt) and OGˇgˇ∗ coincide on
HomH•
G(O)
(Gr)−mod(M,N).
Proof. Let M and N be H•G(O)(Gr)-modules. Then HomH•G(O)(Gr)−mod(M,N) carries
actions of both H•G(O)(pt) and OGˇgˇ∗ . Let p : Gr→ pt be the map to a point, and let
pi : T(ˇt∗/W )→ tˇ∗/W be the tangent bundle map. By Theorem 9.2.4, we have the
commutative square
H•G(O)(Gr) O(T(ˇt∗/W ))
H•G(O)(pt) O(ˇt∗/W )
β
∼
p#
∼
ϕ
pi#
Let f ∈ HomH•
G(O)
(Gr)−mod(M,N) and let r ∈ H•G(O)(pt). In what follows, · denotes
the module action of H•G(O)(Gr). Then the two actions p
#(r) · f and (β ◦ pi# ◦
ϕ(r)) · f , mentioned before, make sense and are equal by the commutativity of the
diagram.
We will need one more theorem from [BF08].
Theorem 9.2.7. [BF08, Theorem 4] The functor
derS−1G : CohGˇ×Gmfree (gˇ∗)→ SemisG(O)(Gr)
is a full imbedding, and there exists a natural isomorphism of functors
κ⇐⇒ H•G(O) ◦ derS−1G .
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Now we are ready to prove that the top arrow in Diagram (9.1) is an (H•G(O)(pt) '
OGˇgˇ∗)-equivariant map.
Theorem 9.2.8. The functor derSG gives an (H•G(O)(pt) ' OGˇgˇ∗)-equivariant map
Hom•SemisG(O)(Gr)(F ,G)→ HomCohGˇ×Gmfr (gˇ∗)(derSG(F), derSG(G)).
Proof. Let f ∈ Hom•SemisG(O)(Gr)(F ,G) and let r ∈ H•G(O)(pt). We keep the notation
of Corollary 9.2.6. Notice that,
κ−1 ◦H•G(O)(r · f) = κ−1(p#(r) ·H•G(O)(f)) Lemma 9.2.3
= κ−1((β ◦ pi# ◦ ϕ)(r) ·H•G(O)(f)) Corollary 9.2.6
= (β ◦ pi# ◦ ϕ(r)) · (κ−1 ◦H•G(O)(f)). Lemma 9.2.1
By Theorem 9.2.7, we know that κ−1◦H•G(O) ⇐⇒ derSG. Using this in the equations
above, we have that
derSG(r · f) = (β ◦ pi# ◦ ϕ(r)) · (derSG(f)).
9.2.2 The bottom arrow
We would like to prove a version of Theorem 9.2.8 for the bottom arrow in Diagram
9.1. We will make heavy use of the ideas in [Lus95, Section 8]. First we give a lemma
whose proof we omit.
Lemma 9.2.9. Let F ,G,H ∈ SemisG(NG) and let v ∈ H•G(pt). Let
f ∈ Hom•SemisG(NG)(F ,G) and g ∈ Hom•SemisG(NG)(G,H).
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Consider the map a : NG → pt. Define v · f := f ◦ a∗v.1 Then
v · (g ◦ f) = (v · g) ◦ f = g ◦ (v · f).
Theorem 9.2.10. The functor derS gives an (H•G(pt) ' OWhˇ∗ )-equivariant map
Hom•SemisG(NG)(F ,G)→ HomCohW×Gmfr (hˇ∗)(derS(F), derS(G)).
Proof. The map
Hom•SemisG(NG)(F ,G)→ HomCohW×Gmfr (hˇ∗)(derS(F), derS(G))
induced by derS is the composition of the map
Hom•SemisG(NG)(F ,G)
Hom•(Spr,−)−−−−−−−−→ Hom•Hom•(Spr,Spr)−mod(Hom•(Spr,F),Hom•(Spr,G))
(9.2)
with the isomorphism Hom•(Spr, Spr) ' AW (see Section 5.4). Thus, it suffices to
prove that (9.2) is an H•G(pt)-module homomorphism.
Proving that (9.2) is an H•G(pt)-module homomorphism requires careful consid-
eration of the H•G(pt)-actions on each of the spaces in the following diagram:
Hom•(F ,G)⊗ Hom•(Spr,F) ◦−→ Hom•(Spr,G). (9.3)
However, since both Hom•(Spr,F) and Hom•(Spr,G) are Hom•(Spr, Spr)-modules,
we need to be sure that the actions of Hom•(Spr, Spr) and H•G(pt) are compatible.
The actions of H•G(pt) and Hom
•(Spr, Spr) on Hom•(Spr,F) can be summarized
in the following diagram:
Hom•(Spr, Spr)⊗ Hom•(Spr,F) ◦−→ Hom•(Spr,F), (9.4)
1To make sense of this composition, one needs to use the image of v through the isomorphism
H•G(pt) ' Hom•SemisG(pt)(Cpt,Cpt)
and to use the image of f through the isomorphism
Hom•SemisG(NG)(F ,G) ' Hom
•
SemisG(NG)(CN , RHom(F ,G)).
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where H•G(pt) acts on each of the spaces. By Lemma 9.2.9, the three actions of
H•G(pt) in (9.4) agree.
Similarly, we have the following diagram:
Hom•(Spr, Spr)⊗ Hom•(Spr,G) ◦−→ Hom•(Spr,G), (9.5)
which, by Lemma 9.2.9, describes the compatibility of the H•G(pt)-actions and the
action of Hom•(Spr, Spr) on Hom•(Spr,G).
Putting together the compatibilities of actions on Hom•(Spr,F) and
Hom•(Spr,G) arising from (9.4) and (9.5), the proof of the theorem follows by
applying Lemma 9.2.9 to (9.3).
9.3 The Hom•-algebras are free modules
We want to show that
Hom•SemisG(O)(Gr)(F ,G)
is free as an OGˇgˇ∗-module. To do this, we need a series of lemmas.
Lemma 9.3.1. The stalks of IC(Xw) are pure of weight 0.
Remark 9.3.2. Here Xw is the closure of a stratum in the Iwahori stratification
of the affine Grassmannian.
Proof. Consider the Bott-Samelson resolution pi : X˜BSw → Xw. It is known that
X˜BSw is smooth and projective; therefore, pi is a proper map (thus, pi∗ = pi!). Consider
pi∗Q`[dimXw]
(
dimXw
2
)
which is a semisimple perverse sheaf by the Decomposition Theorem [BBD82]. We
have
pi∗Q`[dimXw]
(
dimXw
2
)
'
⊕
λ∈Irr(W )
ICλ[n]
(n
2
)
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where each summand is pure of weight 0. We know that IC(Xw)[dimXw]
(
dimXw
2
)
occurs in this direct sum with multiplicity one. Therefore, it is enough to show
that stalks of pi∗Q`[dimXw]
(
dimXw
2
)
are pure. Consider the following Cartesian
square:
X˜BSw pi
−1(y)
Xw {y}
pi a
We can use the Proper Base Change Theorem (and the fact that pi is proper) to
get (
pi∗Q`[dimXw]
(
dimXw
2
))∣∣∣∣
y
' a∗Q`,pi−1(y) = He´t(pi−1(y))
But pi−1(y) has an affine paving by [Hai]. Thus Hc,e´t(pi−1(y)) is pure, and this
implies that He´t(pi
−1(y)) is pure as well.
Lemma 9.3.3. The stalks of IC(O) on the nilpotent cone are pure.
Remark 9.3.4. Here O is the closure of a nilpotent orbit.
Proof. In [Spr84], the stalks of ICs appearing in the Springer correspondence are
shown to be pure. For other ICs, the result follows because the nilpotent cone
together with its G-action fits into the general framework of [MS98, Proposition
2.3.3].
Theorem 9.3.5. HomiDb,mixG (N )
(F ,G) is pure of weight i.
Proof. Lemma 9.3.3 asserts that the stalks of IC(O) are pure. The proof of all
subsequent lemmas follows exactly as before.
Corollary 9.3.6. Hom•SemisG(N )(F ,G) is a free H•G(pt)-module.
Proof. Combine Theorem 9.3.5 and Lemma 4.4.4.
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Theorem 9.3.7. All objects in the diagram are free modules over H•G(pt) ' OGˇgˇ∗ '
OW
hˇ∗ .
Proof. Lemma 4.4.4 and Corollary 9.3.6 give the freeness for the constructible
categories in the diagram. Since derSG and derSG are equivalences of categories
(so the maps they induce on Hom•-algebras are isomorphisms), and by Theorem
9.2.8 and bot arrow Theorem, we get the freeness of Hom-algebras on the coherent
side.
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Chapter 10
The Diagram Commutes for Groups of
Semisimple Rank 1
In this section we will prove the theorem below.
Theorem 10.0.8. Let G be a reductive group of semisimple rank 1. Then Diagram
(1.2):
SemisG(O)(Gr
sm) CohGˇ×Gmfr (gˇ
∗)sm
SemisG(N ) CohW×Gmfr (hˇ∗)
derSsmG
ΨG derΦGˇ
derSG
commutes.
10.1 Classification of semisimple rank 1 groups and reduction to G =
(C×)n−1 ×PGL(2,C)
It will be useful to know all of the groups of semisimple rank 1. They are classified
in the following lemma.
Lemma 10.1.1 ([GKM04] Lemma 8.1). Let K be a connected reductive complex
linear algebraic group of rank n and of semisimple rank one. Then K is isomorphic
to either
1. (C×)n−1 × SL(2,C),
2. (C×)n−1 ×PGL(2,C), or
3. (C×)n−2 ×GL(2,C).
Define K¯ := K/{±I} where I is the identity matrix. If K is isomorphic to (1)
in Lemma 10.1.1, then K¯ is isomorphic to (2). If K is isomorphic to (3), then K¯ is
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isomorphic to (2). Lemma 4.5.3 shows that it suffices to prove Theorem 10.0.8 for
only G = (C×)n−1×PGL(2,C). Lemma 4.5.2 asserts that the proof of the theorem
for G = (C×)n−1×PGL(2,C) follows from the proofs for (C×)n−1 and PGL(2,C).
But the theorem was proven for G = (C×)n−1 in Lemma 4.5.1, so Theorem 10.0.8
will follow from the proof for G = PGL(2,C).
10.2 Sketch of proof
Henceforth, in view of Section 10.1, we proceed with G = PGL(2,C); thus, Gˇ =
SL(2,C). Notice that {−2, 0, 2} is the set of small weights for Gˇ, so V (0) and V (2)
are the two irreducible small representations of Gˇ, and GrsmG = Gr
0 unionsqGr2.
Define SprGr := IC(Gr
0)⊕ IC(Gr2). The category SemisG(O)(Grsm) is generated
by SprGr. Thus, in order to prove Theorem 10.0.8, we need an isomorphism of
objects
η : derΦGˇ(derSsmG (SprGr)) ∼−→ derSG(ΨG(SprGr))
that is natural; i.e., for every f : SprGr → SprGr[n], the diagram
derΦGˇ(derSsmG (SprGr)) derSG(ΨG(SprGr))
derΦGˇ(derSsmG (SprGr[n])) derSG(ΨG(SprGr[n]))
η
derΦGˇ(derSsmG (f)) derSG(ΨG(f))
η
(10.1)
P. Achar, A. Henderson, and S. Riche [AHR15] have constructed an isomorphism η
for n = 0. In Section 11.3, we will show that any f can be obtained by composing
linear combinations of degree zero maps and a fixed degree two map. We will
compute derΦGˇ(derSsmG (f)) (resp. derSG(ΨG(f))) in Section 11.1 (resp. Section
11.2). Finally, in Section 11.4, we will deduce the commutativity of Diagram (10.1).
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Chapter 11
Proofs of Lemmas in §10.2
We will define a degree two map f : SprGr → SprGr[2] which can be combined with
degree zero maps to make any map SprGr → SprGr[n]. Consider the diagram
Gr1G×˜Gr1G GrG×˜GrG GrG
Grsm
ι
m
pr1
(11.1)
Let Ldet be the determinant line bundle on GrG. Then, ι∗pr∗1(Ldet) is a line bundle
on Gr1G×˜Gr1G. The image of its first Chern class c1(ι∗pr∗1(Ldet)) ∈ H2(Gr1G×˜Gr1G)
under the isomorphism
H2(Gr1G×˜Gr1G) ' Hom2(CGr1G×˜Gr1G ,CGr1G×˜Gr1G).
defines a degree-two map of constant sheaves. We define f as the pushforward
along m of this degree-two map:
f := m!(c1(ι
∗pr∗1(Ldet))) ∈ Hom2(SprGr, SprGr).
11.1 Computing derΦGˇ(derSsmG (f))
Recall that Diagram (7.13) commutes; therefore, the construction of the map
derΦGˇ(derSsmG (f)) in the nonequivariant case (for the bottom triangle) will lift
to a unique map in the equivariant case (for the top triangle). Hence, we content
ourselves with making the argument in the nonequivariant case.
Consider the determinant line bundle Ldet on Gr. Let F ∈ SemisG(O)(Gr) and its
first Chern class c1(Ldet) ∈ H2(Gr). Then derSG(F) = H•(F)⊗Ogˇ∗ ∈ CohGˇ×Gmfr (gˇ∗)
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is a module for H•(Gr). Notice that
CohGˇ×Gmfr (gˇ
∗)
−^c1(Ldet)−−−−−−−→ CohGˇ×Gmfr (gˇ∗)
is a degree two map. In [YZ11], Yun and Zhu assert that this map is the action of
a principal nilpotent element e ∈ gˇ∗.
On the other hand, there is a way to get from CohGˇ×Gmfr (gˇ) to H
•(Gr)−mod.
Lemma 11.1.1. There is a fully faithful functor eve◦re : Coh
Gˇ×Gm
fr (gˇ
∗)→ Rep((Gˇ×
Gm)e).
Proof. Identify gˇ with gˇ∗ via the Killing form K(−,−), and let e =
 0 1
0 0
 ∈
SL2(C). Let V ⊗ Ogˇ〈k〉 ∈ CohGˇ×Gmfr (gˇ). This free coherent sheaf can be regarded
as the space of functions gˇ→ V with Gˇ×Gm acting on both gˇ and V where Gm
acts by k via the regard functor re. Consider the functor
CohGˇ×Gmfr (gˇ)
eve◦re−→ Rep((Gˇ×Gm)e)
V ⊗Ogˇ〈k〉 7−→ V
where eve is the map K(−, e). This functor is fully faithful.
Let V = V (1), the natural representation of Gˇ = SL2(C). Let M = V ⊗V ⊗Ogˇ∗ .
Using the fact from [YZ11] above and Lemma 11.1.1, we can find a unique map
M → M〈2〉 that corresponds to the action of e : V ⊗ V → V ⊗ V 〈2〉 on the first
factor.
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Lemma 11.1.2. The map
V ⊗ V φ−→ V ⊗ V ⊗ gˇ∗
x1 ⊗ x2 7−→ 18(x1 ⊗ x2 ⊗ h) + 14(y1 ⊗ x2 ⊗ e)
x1 ⊗ y2 7−→ 18(x1 ⊗ y2 ⊗ h) + 14(y1 ⊗ y2 ⊗ e)
y1 ⊗ x2 7−→ 14(x1 ⊗ x2 ⊗ f)− 18(y1 ⊗ x2 ⊗ h)
y1 ⊗ y2 7−→ 14(x1 ⊗ y2 ⊗ f)− 18(y1 ⊗ y2 ⊗ h)
is the unique Gˇ-equivariant map that corresponds to the action of e : V → V 〈2〉.
Proof. Since M = V ⊗ V ⊗ gˇ∗ is a free coherent sheaf, a map M → M〈2〉 is
determined by a map of Gˇ-representations V ⊗ V → V ⊗ V ⊗ gˇ∗ where gˇ∗ is the
degree 2 part of ON . We want a Gˇ-equivariant map φ : V ⊗ V → V ⊗ V ⊗ gˇ∗ that
makes the following diagram commute
V ⊗ V V ⊗ V ⊗ g
V ⊗ V V ⊗ V
φ
id×id eve
e·(−)⊗id
Choose a basis {x1 ⊗ x2, x1 ⊗ y2, y1 ⊗ x2, y1 ⊗ y2} and {x1 ⊗ x2 ⊗ e, x1 ⊗ x2 ⊗
f, x1 ⊗ x2 ⊗ h, x1 ⊗ y2 ⊗ e, x1 ⊗ y2 ⊗ f, x1 ⊗ y2 ⊗ h, y1 ⊗ x2 ⊗ e, y1 ⊗ x2 ⊗ f, y1 ⊗
x2 ⊗ h, y1 ⊗ y2 ⊗ e, y1 ⊗ y2 ⊗ f, y1 ⊗ y2 ⊗ h} for V ⊗ V and V ⊗ V ⊗ g respectively.
Since φ is a Gˇ-equivariant map, φ is required to preserve weight.
Let us compute the weights of each of these basis elements. Notice that h·xi = xi
and h · yi = −yi for i ∈ {1, 2}. Also, [h, e] = 2e, [h, f ] = −2f, and [h, h] = 0. The
weights of the basis elements can be found by summing the weights of the factors.
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We list the weights of elements in the following table:
wt −4 wt −2 wt 0 wt 2 wt 4
y1 ⊗ y2 ⊗ f y1 ⊗ y2 x1 ⊗ y2 x1 ⊗ x2 x1 ⊗ x2 ⊗ e
x1 ⊗ y2 ⊗ f y1 ⊗ x2 x1 ⊗ x2 ⊗ h
y1 ⊗ x2 ⊗ f x1 ⊗ x2 ⊗ f x1 ⊗ y2 ⊗ e
y1 ⊗ y2 ⊗ h x1 ⊗ y2 ⊗ h y1 ⊗ x2 ⊗ e
y1 ⊗ x2 ⊗ h
y1 ⊗ y2 ⊗ e
Since φ is required to preserve weight, we have the following first approximation
of φ:
V ⊗ V φ−→ V ⊗ V ⊗ g
x1 ⊗ x2 7−→ ax1x2h(x1 ⊗ x2 ⊗ h) + ax1y2e(x1 ⊗ y2 ⊗ e) + ay1x2e(y1 ⊗ x2 ⊗ e)
x1 ⊗ y2 7−→ bx1x2f (x1 ⊗ x2 ⊗ f) + bx1y2h(x1 ⊗ y2 ⊗ h) + by1x2h(y1 ⊗ x2 ⊗ h)
+ by1y2e(y1 ⊗ y2 ⊗ e)
y1 ⊗ x2 7−→ cx1x2f (x1 ⊗ x2 ⊗ f) + cx1y2h(x1 ⊗ y2 ⊗ h) + cy1x2h(y1 ⊗ x2 ⊗ h)
+ cy1y2e(y1 ⊗ y2 ⊗ e)
y1 ⊗ y2 7−→ dx1y2f (x1 ⊗ y2 ⊗ f) + dy1x2f (y1 ⊗ x2 ⊗ f) + dy1y2h(y1 ⊗ y2 ⊗ h)
First, let us impose that φ be Gˇ-equivariant; that is, φ(g · x) = g · φ(x) for
every x ∈ V ⊗ V and g ∈ {e, f, h}. Checking this condition on every basis vector
of V ⊗ V , we get a system of 22 equations in the 14 unknown coefficients above.
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Solving this system, we get the following
V ⊗ V φ−→ V ⊗ V ⊗ g
x1 ⊗ x2 7−→ −m(x1 ⊗ x2 ⊗ h) + n(x1 ⊗ y2 ⊗ e) + (−n− 2m)(y1 ⊗ x2 ⊗ e)
x1 ⊗ y2 7−→ k(x1 ⊗ x2 ⊗ f) + (−12k − 12n−m)(x1 ⊗ y2 ⊗ h)
+ (−1
2
k + 1
2
n)(y1 ⊗ x2 ⊗ h) + (−k − 2m)(y1 ⊗ y2 ⊗ e)
y1 ⊗ x2 7−→ (−k − 2m)(x1 ⊗ x2 ⊗ f) + (12k − 12n)(x1 ⊗ y2 ⊗ h)
+ (1
2
k + 1
2
n+m)(y1 ⊗ x2 ⊗ h) + k(y1 ⊗ y2 ⊗ e)
y1 ⊗ y2 7−→ (−n− 2m)(x1 ⊗ y2 ⊗ f) + n(y1 ⊗ x2 ⊗ f) +m(y1 ⊗ y2 ⊗ h)
where k,m, and n are free variables.
Imposing that φ make the diagram above commute, we are able to discern that
k = 0, m = −1
8
, and n = 0 and get a unique map
V ⊗ V φ−→ V ⊗ V ⊗ g
x1 ⊗ x2 7−→ 18(x1 ⊗ x2 ⊗ h) + 14(y1 ⊗ x2 ⊗ e)
x1 ⊗ y2 7−→ 18(x1 ⊗ y2 ⊗ h) + 14(y1 ⊗ y2 ⊗ e)
y1 ⊗ x2 7−→ 14(x1 ⊗ x2 ⊗ f)− 18(y1 ⊗ x2 ⊗ h)
y1 ⊗ y2 7−→ 14(x1 ⊗ y2 ⊗ f)− 18(y1 ⊗ y2 ⊗ h)
Applying the functor (−⊗Ogˇ Ohˇ)Tˇ to φ, we get the map
(V ⊗ V )Tˇ φ˜−→ (V ⊗ V )Tˇ ⊗ h
x1 ⊗ y2 7−→ 18(x1 ⊗ y2 ⊗ h)
y1 ⊗ x2 7−→ −18(y1 ⊗ x2 ⊗ h)
Let us store in our memories the element
 18 0
0 −1
8
 ∈ h. This element of h was
gotten by going along the top then right arrow in Diagram (1.2).
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11.2 Computing derSG(ΨG(f))
Consider the following extension of (11.1):
N˜ Gr1G×˜Gr1G GrG×˜GrG GrG
N ' (Grsm)◦ Grsm
j˜
µ
ι
m
pr1
j
(11.2)
where the square on the left is Cartesian. Recall that
f := m!(c1(ι
∗pr∗1(Ldet))) ∈ Hom2(SprGr, SprGr).
For G = PGL(2,C), the map pi :M→N is an isomorphism. Thus, ΨG = pi∗j∗ =
j∗. Hence ΨG(f) = j∗(f), and since the left square is Cartesian, we have
ΨG(f) = j
∗m!(c1(ι∗pr∗1(Ldet))) ' µ!j˜∗(c1(ι∗pr∗1(Ldet))). (11.3)
Note that Gr1G×˜Gr1G ' G/B×˜G/B and that
ι∗pr∗1(Ldet) ' Lλ′˜Ltriv (11.4)
is a line bundle on this space. We will now focus on determining the weight λ′ ∈ h∗.
Let V be the adjoint representation of G. The homomorphism φ : G→ GL(V )
induces a morphism of ind-schemes Grφ : GrG → GrGL(V ) over C. Identify GrGL(V )
with the set of O-lattices in V ⊗ F . Consider the lattice Λ0 := V ⊗C O. We can
define a line bundle LΛ0 whose value at a point Λ ∈ GrGL(V ) is the line
det(Λ : Λ0) := det(Λ/Λ ∩ Λ0)⊗ det(Λ0/Λ ∩ Λ0)⊗−1
where det(−) = ∧top(−). Let LφΛ0 := Gr∗φLΛ0 be the pullback line bundle on GrG.
The next lemma computes the restriction LφΛ0|Gr1 .
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Lemma 11.2.1 ([YZ11], (4.1)). The element
−
∑
χ∨∈weight(V )
dimVχ∨ · 〈χ∨, λ〉χ∨
is the restriction of cT1 (LφΛ0) to the point tλ, if we identify X•(T ) with H2T (pt).
Recall that the adjoint representation V has weights {−2, 0, 2}. Lemma 11.2.1
asserts that LφΛ0|Gr1 is the line bundle on G/B of weight
−(1 · 〈−2, 1〉(−2) + 1 · 〈0, 1〉(0) + 1 · 〈2, 1〉(2)) = −4,
since the pairing of a weight χ∨ and a coweight χ is given by 〈χ∨, χ〉 = χ∨·χ
2
.
Lemma 11.2.2 ([YZ11]). We have an isomorphism of line bundles on GrG:
L⊗dVdet ' LφΛ0 .
Here,
dV =
1
2
∑
χ∨∈weight(V )
dimVχ∨ · 〈χ∨, θ〉2
where θ is the coroot corresponding to the highest root θ∨ of G.
Let us compute dV for V the adjoint representation. In this case, θ = 2, and we
have
dV =
1
2
(1 · 〈−2, 2〉2 + 1 · 〈0, 2〉2 + 1 · 〈2, 2〉2) = 4.
Corollary 11.2.3. In (11.4), λ′ = 1.
Proof. Note that Lλ′ is the restriction Ldet|Gr1 . However, Lemma 11.2.2 asserts that
L⊗4det ' LφΛ0 . But L⊗4det|Gr1 ' LφΛ0 |Gr1 = L4 by Lemma 11.2.1. Hence, Ldet|Gr1 = L1
as desired.
Combining Corollary 11.2.3 with (11.3), we have that
ΨG(f) = µ!j˜
∗(c1(L1˜Ltriv)). (11.5)
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As in Section 5.4, we see that
ΨG(f) = µ!(Lusj˜∗(L1˜Ltriv)) = µ!(Luspi∗(L1)), (11.6)
where pi : N˜ → G/B is the projection map.
11.3 Generators of the Hom-algebras
In Section 9.3, we established that all the Hom-algebras in Diagram (9.1) are free
modules. In this section, we will determine the graded ranks of the Hom-algebras
as modules over H•G(pt).
First, let us compute the Hom-algebras (as graded complex vector spaces) of ICs
on Grsm corresponding to small representations of Gˇ.
Lemma 11.3.1. We have
HomnSemisG(O)(Gr)(IC(Gr
0), IC(Gr0)) '
 C if n = 0, 4, 8, . . .0 else
Proof. Recall that for any λ ∈ Λˇ+, we have IC(Grλ) ' C
Grλ
[dimC Gr
λ]. Notice that
HomnSemisG(O)(Gr)(IC(Gr
0), IC(Gr0)) ' HomnSemisG(O)(Gr)(CGr0 ,CGr0)
' HnG(pt).
But we know that
HnG(pt) '
 C if n = 0, 4, 8, . . .0 else
Lemma 11.3.2. We have
HomnSemisG(O)(Gr)(IC(Gr
2), IC(Gr0)) '
 C if n = 2, 6, 10, . . .0 else
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Proof. Let a : Gr2 → (Gr0 ' pt) be the map to a point. Notice that
HomnSemisG(O)(Gr)(IC(Gr
2), IC(Gr0)) ' HomnSemisG(O)(Gr)(CGr2 [2],CGr0)
' Homn−2SemisG(O)(Gr)(a∗CGr0 ,CGr0)
' Homn−2SemisG(O)(Gr)(CGr0 , a∗CGr0)
' Homn−2SemisG(O)(Gr)(CGr0 ,CGr0)
' Hn−2G(O)(pt).
But we know that
Hn−2G(O)(pt) '
 C if n = 2, 6, 10, . . .0 else
and the result follows.
Lemma 11.3.3. We have
HomnSemisG(O)(Gr)(IC(Gr
0), IC(Gr2)) '
 C if n = 2, 6, 10, . . .0 else
Proof. Notice that
HomnSemisG(O)(Gr)(IC(Gr
0), IC(Gr2)) ' DDHomnSemisG(O)(Gr)(IC(Gr0), IC(Gr2))
' DHomnSemisG(O)(Gr)(DIC(Gr2),DIC(Gr0))
' DHomnSemisG(O)(Gr)(IC(Gr2), IC(Gr0))
' DHn−2G(O)(pt)
from the computation in the proof of Lemma 11.3.2. But this is just the dual vector
space, so as a graded vector space, our answer does not change.
Lemma 11.3.4. We have the following
HomnSemisG(O)(Gr)(IC(Gr
2), IC(Gr2)) '

C2 if n = 4, 8, 12, . . .
C if n = 0 and n = 2, 6, 10, . . .
0 else
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Proof. This lemma takes significantly more work than the previous ones. First,
we will need the equivariant cohomology of P1. First note that G(O) does not act
on P1, but G = G(C) does. We are interested in extracting the G(O)-equivariant
cohomology of Gr2 from these calculations, though. A useful observation is that the
functor DbG(O)(Gr) ↪→ DbG(C)(Gr) is fully faithful. Hence, we have an isomorphism
of Hom groups. Thus, we can compute G(O)-equivariant cohomology from G-
equivariant cohomology.
Let us first compute the G-equivariant cohomology of P1. We have a closed and
complementary open inclusion
i : pt ↪→ P1 ←↩ A1 : j
This gives a distinguished triangle
i∗i!IC(P1)→ IC(P1)→ j∗j∗IC(P1) +−→
Now apply HomnSemisG(P1)(IC(P
1),−) and use adjunction of (∗, ∗) and (!, !). We get
a long exact sequence
. . .→ HomnSemisG(pt)(i∗IC(P1), i!IC(P1))→ HomnSemisG(P1)(IC(P1), IC(P1))
→ HomnSemisG(A1)(j∗IC(P1), j∗IC(P1))→ . . .
Using the fact that IC(P1) ' CP1 [1] and ωP1 ' CP1 [2], we have
. . .→ HomnSemisG(pt)(i∗CP1 [1], i!ωP1 [−1])→ HomnSemisG(P1)(CP1 [1],CP1 [1])
→ HomnSemisG(A1)(j∗CP1 [1], j∗CP1 [1])→ . . .
Now, we collect the shifts and apply the pullback functors to get
. . .→ Homn−2SemisG(pt)(Cpt, ωpt)→ HomnSemisG(P1)(CP1 ,CP1)
→ HomnSemisG(A1)(CA1 ,CA1)→ . . .
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But the dualizing complex on a point is just the constant sheaf on a point. Thus,
we have
. . .→ Homn−2SemisG(pt)(Cpt,Cpt)→ HomnSemisG(P1)(CP1 ,CP1)
→ HomnSemisG(A1)(CA1 ,CA1)→ . . .
But, we know that
Homn−2SemisG(pt)(Cpt,Cpt) ' Hn−2G (pt) '
 C if n = 2, 6, 10, . . .0 else
and since A1 is contractible, we also have that
HomnSemisG(A1)(CA1 ,CA1) ' HnG(pt) '
 C if n = 0, 4, 8, . . .0 else
Putting this together, we get the equivariant cohomology of P1
HomnSemisG(P1)(CP1 ,CP1) ' HnG(P1) '
 C if n = 0, 2, 4, 6, . . .0 else
Let us get back to computing HomnSemisG(Gr)(IC(Gr
2), IC(Gr2)). We have the
closed and complementary open inclusions
i : P1 ↪→ Grsm ←↩M : j
Consider the distinguished triangle
i∗i!IC(Gr2)→ IC(Gr2)→ j∗j∗IC(Gr2) +−→
Apply HomnSemisG(Gr)(IC(Gr2),−) and by a similar process as before, we end up
with the long exact sequence
. . .→ Homn−2SemisG(P1)(CP1 ,CP1)→ HomnSemisG(Grsm)(IC(Gr2), IC(Gr2))
→ HomnSemisG(M)(CM,CM)→ . . .
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Together with the equivariant cohomology of P1 above and the fact that M is
contractible (so has the same cohomology as a point), we get the result
HomnSemisG(O)(Grsm)(IC(Gr
2), IC(Gr2)) '

C2 if n = 4, 8, 12, . . .
C if n = 0 and n = 2, 6, 10, . . .
0 else
Armed with this information and the fact that
H•G(O)(pt) '
 C if n = 0, 4, 8, . . .0 else
we can find the generators and ranks of our groups as modules over H•G(O)(pt).
Corollary 11.3.5. We have the following:
• Hom•SemisG(O)(Grsm)(IC(Gr0), IC(Gr0)) is a free H•G(O)(pt)-module with rank 1
and generator in degree 0.
• Hom•SemisG(O)(Grsm)(IC(Gr0), IC(Gr2)) is a free H•G(O)(pt)-module with rank 1
and generator in degree 2.
• Hom•SemisG(O)(Grsm)(IC(Gr2), IC(Gr0)) is a free H•G(O)(pt)-module with rank 1
and generator in degree 2.
• Hom•SemisG(O)(Grsm)(IC(Gr2), IC(Gr2)) is a free H•G(O)(pt)-module with rank 3
and generators in degrees 0, 2, and 4.
Since we have shown that derSsmG preserves the action of H•G(O)(pt) ' OGˇgˇ∗ on
Hom groups in Theorem 9.2.8, we obtain the following corollary.
Corollary 11.3.6. We have the following:
• Hom
CohGˇ×Gmfr (gˇ∗)
(V (0)⊗Ogˇ∗ , V (0)⊗Ogˇ∗) is a free OGˇgˇ∗-module with rank 1
and generator in degree 0.
• Hom
CohGˇ×Gmfr (gˇ∗)
(V (0)⊗Ogˇ∗ , V (2)⊗Ogˇ∗) is a free OGˇgˇ∗-module with rank 1
and generator in degree 2.
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• Hom
CohGˇ×Gmfr (gˇ∗)
(V (2)⊗Ogˇ∗ , V (0)⊗Ogˇ∗) is a free OGˇgˇ∗-module with rank 1
and generator in degree 2.
• Hom
CohGˇ×Gmfr (gˇ∗)
(V (2)⊗Ogˇ∗ , V (2)⊗Ogˇ∗) is a free OGˇgˇ∗-module with rank 3
and generators in degrees 0, 2, and 4.
11.4 Rank 1 commutativity
Let us return to the situation of Section 10.2 to prove that Diagram (10.1) com-
mutes.
Theorem 11.4.1. Let G be a group of semisimple rank 1 and Gˇ be its Langlands
dual group. Then, there exists a natural isomorphism of functors
ηG : derΦGˇ ◦ derSsmG ⇐⇒ derSG ◦ΨG.
Proof. By Section 10.1, it suffices to consider the case where G = (C×)n−1 ×
PGL(2,C). In this case, Gˇ = (C×)n−1 × SL(2,C). We would like to prove that
there exists an isomorphism of objects
η : derΦGˇ(derSsmG (SprGr)) ∼−→ derSG(ΨG(SprGr))
that is natural; i.e., for every f : SprGr → SprGr[n], the diagram
derΦGˇ(derSsmG (SprGr)) derSG(ΨG(SprGr))
derΦGˇ(derSsmG (SprGr[n])) derSG(ΨG(SprGr[n]))
η
derΦGˇ(derSsmG (f)) derSG(ΨG(f))
η
(11.7)
P. Achar, A. Henderson, and S. Riche have constructed a W -equivariant η0 for
n = 0. By Section 11.3, it suffices to prove the commutativity of Diagram (11.7)
by considering only
f := m!(c1(ι
∗pr∗1(Ldet))) ∈ Hom2(SprGr, SprGr).
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In Section 11.1, we computed derΦGˇ(derSsmG (f)), and in Section 11.2, we computed
derSG(ΨG(f)). Rewriting Diagram (11.7) with these computations, we have
(V ⊗ V )Tˇ C[W ]
(V ⊗ V )Tˇ ⊗ hˇ∗ C[W ]⊗ hˇ∗
η0
derΦGˇ(derSsmG (f)) derSG(ΨG(f))
η0⊗id
(11.8)
Let {u = x⊗ y + y ⊗ x,w = x⊗ y − y ⊗ x} be a generating set for (V ⊗ V )Tˇ and
{τ = 1 + s, σ = 1− s} be a generating set for C[W ]. Since η0 is W -equivariant, we
have η0(u) = σ and η0(w) = τ . We have the following two diagrams
u σ w τ
1
8
w ⊗ h 1
8
τ ⊗ h 1
8
u⊗ h 1
8
σ ⊗ h
which chase u and w around Diagram (11.8). Using Lusztig’s isomorphism AW '
Hom•(Spr, Spr) (see Remark 5.4.2) and an identification h ' h∗ using an invariant,
symmetric, bilinear form, we compute derSG(ΨG(f)) and fill in the diagrams below:
u σ w τ
1
8
w ⊗ h 1
8
τ ⊗ h 1
8
u⊗ h 1
8
σ ⊗ h
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