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ABSTRACT 
Coronary Magnetic Resonance Angiography (coronary MRA) is an imaging modality 
based on Magnetic Resonance Imaging that extracts information from the coronary 
vessels. Unlike X-ray angiography, it does not make use of ionizing radiation and it has 
the option of not making use of contrast agents, allowing for non-invasive studies free of 
contraindications from these contrast agents. However, the acquisition time for a coronary 
MRA is much longer than for an X-ray angiography. For that reason, many approaches 
have been proposed to reduce its acquisition time.  
One of these approaches is Sensitivity Encoding or SENSE reconstruction, a method that 
reduces by a tunable factor the data to be acquired from the patient by making use of the 
sensitivity maps from several surface coils that receive all the information from the patient 
in parallel (at the same time). It is an effective method for reducing acquisition time, but 
it also introduces noise in the final image, especially as the reduction of data is stronger. 
For that purpose, algorithms known as regularization algorithms have been proposed to 
reduce this noise together with the introduction of prior information from the coil that 
excites the patient tissues, known as body coil. 
Although the proposed regularization algorithms are quite good in denoising SENSE-
reconstructed images, alternative prior information that has not been used until now may 
reduce even more the noise in the image. This thesis proposes a new algorithm based on 
regularized SENSE reconstruction that uses a low-pass filtered image pre-reconstructed 
with SENSE as alternative prior information. Until now, the only prior information that 
regularized SENSE reconstruction has received has been the one provided by the body 
coil, which is very crude and homogenous, so it is expected that if an image with an 
alternative and detailed prior information is introduced in SENSE reconstruction, noise 
may be reduced and image quality may increase.    
The algorithm was implemented in IDL™ and tested with data from a volunteer. The 
results provided were compared to state-of-the-art methods that used either no prior 
information or only used body coil information as prior information. These methods were 
evaluated in terms of noise, Signal-to-Noise Ratio (SNR), Contrast-to-Noise Ratio (CNR) 
and with a visual inspection. 
However, the compared results showed that even by introducing alternative prior 
information, the images could not be denoised more than the current method that uses 
body coil a priori information. Nevertheless, even if the algorithm failed to denoise 
SENSE reconstructed images more than the current methods did, this thesis can help to 
look for alternative paths for SENSE reconstruction denoising in the future. 
 
Keywords: Magnetic Resonance Imaging, SENSE reconstruction regularization, 
non- contrast coronary MRA 
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 1 
Fig 2. Precession movement experienced 
by a non-zero spin set of nuclei under an 
intense external magnetic field,.[7] 
Fig 1. Alignment of non-zero spin set of nuclei 
under an intense external magnetic field [7] 
1. INTRODUCTION 
 
1.1 Magnetic Resonance Imaging (MRI) 
Magnetic Resonance Imaging or MRI is one of the most widespread medical imaging 
modalities, being developed from NMR spectroscopy [1] in the 1970s, thanks to the 
contribution of authors as Lauterbur or Mansfield   [2]   . Among the advantages over 
other imaging techniques it can be found that it offers a really good spatial resolution for 
many tissues (many anatomical details can be easily distinguished), it has no penetration 
limits and it does not make use of ionizing radiation. However, it is an expensive modality 
and its acquisition time can be sometimes too long, although the most recent advances 
have dramatically speeded up image acquisition.   [3] 
  
1.1.1 Fundamentals 
The fundamentals of MRI are complex and it is not the objective of the thesis to enter 
into too much detail.  
Some protons and neutrons inside the nuclei, known as nucleons when referred to them 
indistinctively, have a non-zero spin   [4]  as happens in H-1, C-13 or O-15, being H-1 
the most abundant nucleus with non-zero spin in the body. This spin has a magnetic 
moment (μ)   [4]    that enables non-zero spin nuclei interact with external static magnetic 
fields (Bo), in such a way that a certain torque is generated perpendicularly to the external 
magnetic field direction, so that by the gyroscopic effect   [5]  , the nuclei instead of 
moving in the parallel direction imposed by the magnetic field, move towards the 
perpendicular direction imposed by the torque and as this torque is the same for all the 
points in space, these nuclei start to precess in the direction of the external static magnetic 
field  [2]  . This happens with very strong magnetic fields, of around 1.5 T in clinical 
cases and even more intense fields in preclinical research, generating them with 
superconducting magnets refrigerated with liquid helium below 4K.  
All these precession effects cannot be quantified with just a nucleus, but with a set of 
nuclei with the same magnetic behavior or isochromat.  [6], [7]  
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∆𝐸 = 𝐸𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 − 𝐸𝑎𝑛𝑡𝑖𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 = 𝛾ℎ𝐵𝑜     (1.1.1.4) 
 
The isochromats precess always at the same frequency under the same field intensity, as 
they have a constant and specific gyromagnetic ratio (γ)  [2], [8]    per chemical species, 
with typical values of dozens of MHz/T. Then, the frequency of precession around the 
external magnetic field or Larmor frequency can be calculated with the equation below, 
being known as Larmor equation:   [9] 
 
𝜔 = 𝛾𝐵𝑜                (1.1.1.1) 
 
Nuclear spins can precess parallely (spin up) or antiparallely (spin down) around the 
external magnetic field. The parallel state will be less energetic than the antiparallel one, 
so the isochromats will tend to precess parallely, although this sense of precession can 
change if energy is absorbed. This effect is known as Zeeman splitting     [10]    . The 
energies for the antiparallel and parallel states and the energy gap between them for this 
Zeeman splitting are: 
 
𝐸𝑎𝑛𝑡𝑖𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 = −
1
2
𝛾ℎ𝐵𝑜    (1.1.1.2)           
𝐸𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 = +
1
2
𝛾ℎ𝐵𝑜           (1.1.1.3)  
 
Where h is the Planck’s constant. 
 
The total sum of the effect of all the spins of an isochromat in an intense magnetic field 
yields a small magnetic field known as magnetization vector  [11]   , which, if the system 
is undisturbed, will be in the same direction as the external magnetic field and will be 
constant. The magnetization vector is made of two components: the longitudinal 
magnetization, which is the parallel component to the external magnetic field, and the 
transversal magnetization, which is perpendicular to the external magnetic field and will 
be the one that when varies in time provides a measurable electric signal by the Faraday-
Lenz’s law [12]. If no more magnetic fields interact with the system, all the magnetization 
is longitudinal and no electric signal will be measured, as there is no transversal 
magnetization.  
 
1.1.2 Resonance 
The magnetization vector needs to be somehow disturbed to provide a transversal 
magnetization that changes in time and generates a measurable electric signal. If 
equations 1.1.1.1 and 1.1.1.4 are combined, the energy gap between the parallel and 
antiparallel states can be filled with a magnetic field of energy E=h· 𝝎 being 𝜔  the 
Larmor frequency of the system. Therefore, if a magnetic field that oscillates with the 
same frequency as the Larmor frequency is applied to the body of the patient, the spins 
will gain the enough energy so to change from the parallel to the antiparallel state, in such 
 3 
a way that the magnetization vector changes a certain angle known as Flip Angle (FA) 
and yields a transversal magnetization variable in time that produces an electric 
measurable signal. The maximum signal will be obtained when the transversal 
magnetization is maximum, using normally in MRI RF pulses with FAs of 90º (known as 
90º pulses).      
Taking into account the typical values of the gyromagnetic constant for H-1, C-13...  and 
the modulus of the external magnetic field used in equation 1.1.1.1, Larmor frequencies 
take values in the range of dozens of MHz. Consequently, the oscillating magnetic field 
needs to be a RadioFrequency (RF) pulse, as it is needed to oscillate at the same frequency 
as the Larmor frequencies, and ElectroMagnetic (EM) radiations of frequencies of dozens 
of MHz belong to the RF spectrum. This excitation effect caused by these RF pulses is 
known as resonance  [2]  .  
Therefore, for reaching a resonance state, an RF pulse should be emitted by a coil known 
as body coil, which can also be used for obtaining information from the patient before the 
MR scan takes place, producing crude and homogenous information known as prior or a 
priori information. This prior information can be used to remove noise in some 
reconstruction algorithms, which will be explained later. If the body coil is made of more 
than one element for measuring frequency and phase, the body coil is called quadrature 
body coil, quad-body coil or Q-body coil.    [13] 
Furthermore, RF coils are needed for receiving the electric signals from the patient as 
well, using certain coils close to the surface of the patient known as surface coils or 
receiver coils. These coils have a changing sensitivity in space, which can be represented 
in sensitivity maps. These maps are used in some reconstruction algorithms that will be 
described later. 
 
1.1.3 Relaxation 
After some time, the RF pulse is disconnected, and the system will go back to the initial 
situation in point 1.1.1, carrying out a process known as relaxation [2] , where the 
longitudinal magnetization will increase again by releasing energy to the surrounding or 
lattice in a process known as spin-lattice relaxation [14] , and the transversal 
magnetization will decrease due to spin dephasing because of magnet and local 
inhomogeneities (factors turning the external magnetic field not constant in space), in a 
phenomenon known as spin-spin relaxation   [14]  . The differential equations governing 
both relaxation types are called Bloch equations   [15]  . The results of those equations 
are shown below: 
 
𝑀𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑛𝑎𝑙(𝑡) = 𝑀𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑛𝑎𝑙𝑜 · (1 − 𝑒
−
𝑡
𝑇1)           (1.1.3.1) 
𝑀𝑡𝑟𝑎𝑛𝑠𝑣𝑒𝑟𝑠𝑎𝑙(𝑡) = 𝑀𝑡𝑟𝑎𝑛𝑠𝑣𝑒𝑟𝑠𝑎𝑙𝑜 · 𝑒
−
𝑡
𝑇2       (1.1.3.2) 
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Where T1  [2]  is the 63% of the total time spent for recovering the initial longitudinal 
magnetization, being short in tissues that absorb energy easily, like fat, and long in tissues 
that do not absorb energy so easily, as are moving tissues like blood and solid tissues like 
bone. Then, T2   [2]   is the 37% of the time spent in losing the transversal magnetization, 
being short in non-uniform tissues with many local inhomogeneities like fat or bone and 
being long in uniform tissues with not so many local inhomogeneities like blood. The 
curves for a spin-lattice and a spin-spin relaxation process with a FA of 90º are depicted 
below  [16], [17]: 
 
 
 
 
 
 
 
 
As during relaxation, magnetization is changing with time, the signal that will be provided 
from this process is called Free Induction Decay signal or FID  [18]  and will have the 
shape of a sinusoid with an exponential decrease, since the transversal magnetization 
decays exponentially while oscillating. Its shape is depicted below   [19]: 
 
 
 
 
 
 
 
The FID signal should decay to 37% of its value after a time T2 (see equation 1.1.3.2), 
but in reality it decays much faster due to field inhomogeneities, with a shorter time than 
T2 known as T2* (T2 star)   [20]  . To reduce field inhomogeneities and bring T2 and T2* 
closer, special coils called shimming coils have to be used. The relationship between T2 
and T2* is shown below:   [20] 
 
1
𝑇2
∗ =
1
𝑇2
+
1
𝑇2(𝑖𝑛ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑖𝑒𝑠)
           (1.1.3.3) 
 
Fig 3. Longitudinal magnetization change 
with time, after a 90o RF pulse .[16] 
Fig 4. Transversal magnetization change 
with time, after a 90o RF pulse .[17] 
Fig 5. FID signal generated after a RF pulse has been shot to a certain nucleus .[19] 
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1.1.4 Sequences 
Using different kinds of RF pulses together with field gradients (which are explained two 
paragraphs later), you can obtain different sequences that provide different contrast levels  
[21]      . There exist two main types of sequences: Spin Echo or SE sequences [22]  , 
which after shooting a 90º pulse that provides a FID, shoot a 180º pulse to recover part of 
the signal yielding a new signal called echo or spin echo. The time that has passed 
between shooting the 90º pulse and obtaining the echo is known as Time-to-Echo or TE, 
while the time between repetitions of this sequence is known as Time-to-Repeat or TR   
[2]  . The combinations of different TRs and TEs provide different contrasts.  
The other main type of sequences is Gradient Echo or GRE sequences   [23]  , which are 
a faster alternative to SE sequences, using gradient fields (again, see the paragraph below) 
that induce strong inhomogeneities to spoil the initial FID produced and using then the 
same gradient fields with the same strength but opposite direction to realign spins and 
yield an echo, typically a much weaker echo than the one from SE sequences. As many 
inhomogeneities have been induced very good shimming coils are needed. To reduce even 
more the acquisition time, RF pulses with FAs lower than 90º are used. To sum up, GRE 
sequences are faster but weaker, noisier and more prone to generate artifacts. 
Gradient fields   [24]   are low intensity magnetic fields caused by resistive magnets 
known as gradient coils able to change linearly the outer static field in a certain direction. 
By equation 1.1.1.1, also the Larmor frequencies are changed linearly [9] . In GRE 
sequences, these fields are able to induce more field inhomogeneities and spoil the FID 
to acquire echoes faster, while in the process of image formation they are able to make 
the scanner differentiate among slices precessing at different frequencies. [22]–[24] 
 
 
 
 
 
 
 
 
The exact sequence applied in this thesis was Steady State Free Precession (SSFP)   [25]  
, a sequence for Magnetic Resonance Angiography (MRA)     [26]    able to provide a 
very large signal from blood while obtaining a minimum signal from the surroundings, 
obtaining a very good contrast between tissues without the need of contrast media. The 
mechanisms with which MRA works will be explained in point 1.2. Furthermore, to 
obtain a further increase of contrast, the fat signal in SSFP can be suppressed  [27]  with 
inversion pulses [28] , so that no fat is acquired in the area of interest, although as the 
tissue is further from that area.  
 
Fig 6. SE sequence[22]Pulse 2 is a 180º pulse Fig 7. GRE sequence[23] 
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1.1.5 Information localization 
MR images are normally 3D, being made up of slices, and each slice is sampled into rows 
and columns.  
In order to be able to collect information from different slices, the scanner has to 
recognize the location of these slices. For doing so, the external magnetic field and the 
Larmor frequencies can be modified linearly with a gradient field called Slice Selection 
Gradient along the direction through which the slices have to be obtained, so that when a 
certain RF pulse is emitted, only those points of space with the frequencies included in 
the bandwidth of the pulse will be excited and produce signal. Depending on the 
bandwidth of the radio pulse and on the slope of the gradient field that is generated, the 
slice thickness will change. Wide bandwidths and a smooth gradients yield thick slices 
while narrow bandwidths and steep gradients will yield thin slices.  [2], [29]  
The MR scanner has also to identify nuclei in different positions of the same slice (rows 
and columns). For that purpose, another gradient perpendicular to the Slice Selection 
Gradient is applied to make the external field and the Larmor frequencies vary linearly, 
saving in the columns of the final image the information coming from isochromats 
precessing at the same frequency, so that isochromats from the same column precess at 
the same frequency but isochromats from different columns precess at different 
frequencies. This gradient is called frequency encoding (FE) gradient and only needs one 
echo from the sample to fill all the columns of the slice, with a certain sampling rate. [29]  
To sort the nuclei into different rows of the same slice, a gradient keeping the phase of 
the isochromats when they are dephasing during relaxation is applied, making that 
isochromats saved in the same row precess in phase while isochromats from different 
rows precess with different phase. This gradient is known as phase encoding (PE) 
gradient, but unlike FE gradients, it can only fill one row of information with an echo, so 
the sequence has to be repeated as many times as rows are desired to be obtained from 
the slice. If an acquisition needs to fill hundreds of rows, it has to be repeated hundreds 
of times, lengthening MR acquisition time. 
Finally, each slice of the patient is acquired as a matrix of frequencies and phases which 
is no more than the 2D Fourier Transform (FT) of the spatial information of each slice, 
being also known as k-space in MRI jargon. Consequently, the Inverse Fourier Transform 
(IFT) has to be calculated for the raw image obtained by the scanner to get the spatial 
information, in a process known as reconstruction. Reconstruction algorithms will be 
presented in more detail in section 1.3.  [7], [30] 
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Fig 8. Slice selection through bandwidth 
selection of the RF pulse for nuclei with the 
Larmor frequencies included in the RF 
bandwidth .[7] 
Fig 9. Information localization through 
frequency encoding (horizontal direction) 
and phase encoding (vertical direction) in 
a 2D slice. [30] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1.2 MR coronary angiography (coronary MRA) [26] 
MRA is a modality where the clinicians want to obtain a high contrast of blood with 
respect to surrounding tissues, in order to detect any abnormality in blood. It offers a high 
contrast-to-noise ratio (from now on, CNR) between the vessels and surrounding tissues   
[31]   . It makes use either of general sequences that use contrast agents to enhance 
differences between tissues [32] or of specific sequences that are able to extract very 
different signals between the blood and the surroundings without the need of a contrast 
medium. MRA modalities can be divided into techniques darkening blood and techniques 
brightening blood. 
Darkening blood techniques (i.e. Fast Spin Echo (FSE) [33] or susceptibility-weighted 
(SW) [34] black blood MRA) suppress blood signal and enhance surrounding tissues 
signal, while brightening blood techniques do the opposite; they attenuate signals from 
the surrounding tissues while enhance signals emitted by blood (i.e. Time-of-Flight 
(TOF) [35] MRA, phase-contrast MRA [36] or steady-state free precession MRA (SSFP 
MRA) [25]). 
In the thesis, coronary MRA will be applied without any contrast and with a bright-blood 
sequence, SSFP, that also suppresses fat signal [27] to increase contrast as most as 
possible, as explained at the end of point 1.1.4. [37]  
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1.3 MRI SENSE reconstruction [38] 
As explained in 1.1.5, once the frequencies corresponding to nuclei from different points 
in space are obtained and arranged into slices and these slices are arranged into rows and 
columns in the k-space [29], it is time to obtain the final image in the spatial domain, by 
performing a method called reconstruction. Due to the long acquisition time present in 
MRI, different reconstruction algorithms have been designed to reduce the information 
to acquire and decrease acquisition time, trying to produce similar results to the gold 
standard reconstruction that would be done by performing the IFT of all the k-space data. 
The method that is going to be applied in the thesis for MR reconstruction is called 
Sensitivity Encoding reconstruction, also known as SENSE  [38]   reconstruction. It is a 
parallel imaging method, in the sense that it makes use of several surface coils at the same 
time to obtain the final reconstructed image while reducing acquisition time  [39]. 
SENSE reconstruction reduces the samples to read in the k-space both in the frequency 
encoding direction and in the phase encoding direction (which are the rows and columns 
of the k-space). The samples are reduced by factor of reduction called SENSE factor 
(SENSE factor= Total samples/ Actually read samples). This reduction of samples will 
produce aliasing  [40]    when going to the image domain with the IFT and it will reduce 
the Field Of View (FOV) of the image (the total space seen in the image is smaller, 
precisely as small as the product of the SENSE factors used). This aliasing is present as 
folds of the different tissues of the image, so SENSE reconstruction will need an 
unfolding process where the tissues are unfolded and the whole FOV is recovered. 
The steps carried out in the unfolding process by SENSE are the next ones: 
 
1) Obtention of the sensitivity maps of the surface coils: the sensitivity maps are spatial 
representations of the sensitivities of each surface or receiver coil (see end of point 1.1.2) 
, since each coil is not uniform in space. These maps are calculated by normalizing the 
information from each receiver coil with the information from the Q-body coil (the Q-
body coil was presented in point 1.1.2). 
Fig 10. Coronary MRA image obtained from a SSFP sequence [37] 
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𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑚𝑎𝑝 𝑓𝑜𝑟 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑐𝑜𝑖𝑙 𝑖 =
𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑐𝑜𝑖𝑙 𝑖
𝑄 − 𝑏𝑜𝑑𝑦 𝑐𝑜𝑖𝑙 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛
     (1.3.1) 
 
During the unfolding process, SENSE reconstruction can optionally make use of prior 
information acquired before the MR scan to reduce noise [41] by multiplying the 
sensitivity maps to it. This prior information can come from the acquired image by the Q-
body coil (see end of point 1.1.2), being the conventional level of prior information used 
right now by algorithms working with SENSE reconstruction. It is introduced in the 
reconstruction in the following way: 
 
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑚𝑎𝑝𝑃𝑟𝑖𝑜𝑟 = 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑚𝑎𝑝 · 𝑃𝑟𝑖𝑜𝑟 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛   (1.3.2) 
 
2) Obtention of the folded images: after decreasing the number of samples to acquire in 
the k-space, the folded images in the spatial domain are obtained by computing the IFT 
of this reduced k-space. There will be as many folded images as receiver coils used in the 
reconstruction.    [42] 
 
 
 
 
 
 
 
 
 
 
To guarantee that the unfolding process has a certain solution, the number of surface coils 
supplying each one with a sensitivity map has to be higher than the number of voxels to 
unfold. In other words, there must be more coils than the product of the SENSE factors 
used to remove k-space samples from the FE and PE directions. Consequently, the time 
reduction that can be obtained from SENSE will be superiorly bounded by the number of 
surface coils used in the unfolding process. 
 
3) Establishment of the equation relating the folded voxels with the unfolded voxels: with 
the sensitivity information from each coil, SENSE establishes a linear relationship 
between the folded and the unfolded voxels, so that each coordinate of the folded images 
Fig 11. Sensitivity maps for two surface coils  .[42] Fig 12. “Folded” images from two surface 
coils obtained with a SENSE factor of 2 just 
in the phase encoding direction, in such a way 
that the FOV is reduced to a half.  .[42] 
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…
 
(1.3.3) 
will generate as many unfolded coordinates as the product of the SENSE factors used in 
the reconstruction. The following system of linear equations can be derived from this 
relationship: 
 
𝑧𝑐𝑜𝑖𝑙 1 = 𝑎1 · 𝑆𝑐𝑜𝑖𝑙 1,1 + 𝑎2 · 𝑆𝑐𝑜𝑖𝑙 1,2 + ⋯ + 𝑎𝑛 · 𝑆𝑐𝑜𝑖𝑙 1,𝑛 
𝑧𝑐𝑜𝑖𝑙 2 = 𝑎1 · 𝑆𝑐𝑜𝑖𝑙 2,1 + 𝑎2 · 𝑆𝑐𝑜𝑖𝑙 2,2 + ⋯ + 𝑎𝑛 · 𝑆𝑐𝑜𝑖𝑙 2,𝑛 
 
𝑧𝑐𝑜𝑖𝑙 𝑚 = 𝑎1 · 𝑆𝑐𝑜𝑖𝑙 𝑚,1 + 𝑎2 · 𝑆𝑐𝑜𝑖𝑙 𝑚,2 + ⋯ + 𝑎𝑛 · 𝑆𝑐𝑜𝑖𝑙 𝑚,𝑛 
 
n: number of voxels that have to be unfolded which equals the product of the SENSE 
factors  
m: number of receiver coils used in the parallel acquisition 
zm: folded voxel value in the folded image coming from the m-th coil 
Sm,n: sensitivity of the m-th coil for the n-th voxel to unfold 
an: voxel value of the unfolded n-th coordinate 
 
The system is expressed in matrix form as: 
 
𝑧 = 𝑆 · 𝑎       (1.3.4) 
 
z: vector with the voxels in the folded images for the different receiver coils. Its length 
equals the number of coils. All the voxels are in the same coordinate for the different 
images. 
 
𝑧 = (𝑧𝑐𝑜𝑖𝑙 1  𝑧𝑐𝑜𝑖𝑙 2  …  𝑧𝑐𝑜𝑖𝑙 𝑚)    (1.3.5)   
 
S: sensitivity matrix. Contains the sensitivity values for all the coils in the coordinates 
where the unfolded voxels are computed, so its dimension is of m x n (“m” coils x “n” 
voxels to unfold). Sensitivities are no more than weighting factors for the unfolded voxels 
to obtain the folded voxels. 
 
𝑆 = (
𝑆𝑐𝑜𝑖𝑙 1,𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 1 ⋯ 𝑆𝑐𝑜𝑖𝑙 1,𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑛
⋮ ⋱ ⋮
𝑆𝑐𝑜𝑖𝑙 𝑚,𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 1 ⋯ 𝑆𝑐𝑜𝑖𝑙 𝑚,𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑛
)         (1.3.6) 
 11 
a: vector with the unfolded voxels in the different coordinates to unfold. Its length equals 
the number of coordinates to unfold and the product of the SENSE factors in the FE and 
PE directions. 
 
𝑎 = (𝑎𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 1  𝑎𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 2  … 𝑎𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑚 )    (1.3.7)   
 
4) Inversion of the equation: equation 1.3.4 proposes the obtention of the folded voxels 
as a function of the unfolded ones, but what SENSE needs to perform is the opposite. 
Consequently, the pseudoinverse of the sensitivity matrix has to be computed by 
multiplying both sides of equation 1.3.4 by the conjugate transpose of the sensitivity 
matrix, also known as its Hermitian (SH): 
 
𝑆𝐻 · 𝑧 = 𝑆𝐻 · 𝑆 · 𝑎 →   𝑎 = (𝑆𝐻 · 𝑆)−1 · 𝑆𝐻 · 𝑧          (1.3.8) 
 
Expression 1.3.8 can be simplified as: 
 
𝑈 = (𝑆𝐻 · 𝑆)−1 · 𝑆𝐻     (1.3.9)     
 
Where U is known as unfolding matrix, being the matrix that allows to unfold the image 
computing from the folded voxels in the different coils, the unfolded voxels. The 
combination of equations 1.3.8 and 1.3.9 yields: 
 
𝑎 = 𝑈 · 𝑧    (1.3.10) 
 
5) Repetition of steps 3 and 4: steps 3 and 4 are repeated until all the coordinates for the 
unfolded image have been calculated. The number of repetitions is: 
 
# 𝑅𝑒𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛𝑠 =
𝑇𝑜𝑡𝑎𝑙 𝑣𝑜𝑥𝑒𝑙𝑠 𝑡𝑜 𝑢𝑛𝑓𝑜𝑙𝑑
𝑆𝐸𝑁𝑆𝐸 𝑓𝑎𝑐𝑡𝑜𝑟 𝑖𝑛 𝑃𝐸 ·  𝑆𝐸𝑁𝑆𝐸 𝑓𝑎𝑐𝑡𝑜𝑟 𝑖𝑛 𝐹𝐸
      (1.3.11) 
 
Taking figures 11 and 12 as intermediate steps for SENSE reconstruction, the final 
unfolded image looks as: 
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Fig 13. Final reconstructed image[42] 
Fig 14. Schematics of SENSE reconstruction.[42] 
 
 
 
 
 
 
 
 
If it is desired to reduce the noise of the final unfolded image, this image can optionally 
be multiplied by an image with a priori information acquired before the actual MR scan 
takes place. This prior information can be the image generated by the Q-body coil, for 
instance, being the conventional level of prior information used right now in SENSE 
reconstruction. 
 
𝑈𝑛𝑓𝑜𝑙𝑑𝑒𝑑 𝑖𝑚𝑎𝑔𝑒𝑝𝑟𝑖𝑜𝑟 = 𝑈𝑛𝑓𝑜𝑙𝑑𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 · 𝑃𝑟𝑖𝑜𝑟 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛     (1.3.12) 
 
A schematic representation of SENSE would be the following: [39] 
 
 
 
 
 
 
 
 
 
 
 
 
SENSE is an effective method for unfolding images affected by aliasing, but in the 
meanwhile introduces a lot of noise, decreasing the Signal-to-Noise Ratio (from now on, 
SNR [43]) of the unfolded image in comparison with an image reconstructed with all the 
samples from the k-space. The SNR will be reduced as the product of the SENSE factors 
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is higher and more samples are removed and as the geometries of the coils are more 
complex, being represented by a geometry factor (g), which increases as these geometries 
are more complex, being ideally equal to 1: 
 
𝑆𝑁𝑅𝑆𝐸𝑁𝑆𝐸 =
𝑆𝑁𝑅𝑓𝑢𝑙𝑙 𝑘−𝑠𝑝𝑎𝑐𝑒
𝑔 ·  √∏(𝑆𝐸𝑁𝑆𝐸 𝑓𝑎𝑐𝑡𝑜𝑟𝑠 𝑖𝑛 𝑃𝐸 𝑎𝑛𝑑 𝐹𝐸 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑠)
       (1.3.13) 
 
To reduce this noise caused by data inconsistencies in the surface coils, different methods 
known as regularization methods have been designed. These regularization methods 
depend on regularization factors to denoise SENSE-reconstructed images. Too low 
regularization factors hardly reduce any noise in comparison with a standard SENSE 
reconstruction while too high regularization factors are very effective in denoising but as 
they deviate more and more from the standard imposed by SENSE reconstruction, they 
are not so effective unfolding the images and some folding artifacts can appear in the 
images. Consequently, intermediate regularization factors have to be selected to balance 
the trade-off between noise and folding artifacts. In the thesis, the following ones were 
implemented. 
 
 
1.3.1 Feed forward regularization   [44] 
Feed forward regularization slightly alters SENSE reconstruction by using the a priori 
information provided by the Q-body coil images before data acquisition, being for that 
reason classified as a forward method. In this method, equation 1.3.9 is modified by 
introducing a regularization matrix R: 
 
𝑈 = (𝑆𝐻 · 𝑆 + 𝑅−1)−1 · 𝑆𝐻                 (1.3.1.1) 
 
R has to be a square matrix of dimension the number of voxels to unfold, containing 
values proportional to the square of the voxel values of the Q-body coil image in the 
coordinates of the final voxels that need to be unfolded. 
 
𝑅 = 𝜆 · 𝑑𝑖𝑎𝑔(𝑄 − 𝑏𝑜𝑑𝑦 𝑐𝑜𝑖𝑙 𝑖𝑚𝑎𝑔𝑒 𝑣𝑎𝑙𝑢𝑒𝑠)2          (1.3.1.2) 
 
λ will be the regularization factor of this method, relating the values in the main diagonal 
of R with the square of the Q-body coil image values in the coordinates of the voxels to 
unfold. Too high λs yield folding artifacts in the image while too low λs keep the noise 
level introduced by SENSE reconstruction. As the Q-body coil images provide spatial 
information about the patient location, voxels falling out of the patient are zero, so no 
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𝑊𝑖,𝑖 ≥ 𝑇𝑟𝑢𝑛𝑐𝑎𝑡𝑖𝑛𝑔 𝑣𝑎𝑙𝑢𝑒 → 𝑊𝑖,𝑖 ≠ 0 
𝑊𝑖,𝑖 < 𝑇𝑟𝑢𝑛𝑐𝑎𝑡𝑖𝑛𝑔 𝑣𝑎𝑙𝑢𝑒 → 𝑊𝑖,𝑖 = 0 
 
regularization is applied in the voxels falling out of the patient, while proportional 
regularization is applied as the voxel values in the Q-body coil image are higher. 
To increase even more the denoising process induced by feed forward regularization, 
Singular Value Decomposition (from now on, SVD)  [45] can be applied, factorizing the 
matrix to be inverted in order to know which voxels to unfold are more important in the 
reconstruction and which voxels to unfold are more irrelevant and maybe just introduce 
noise in the image. The contribution from this last type of voxels can be removed with 
almost no consequences for the final reconstructed image. The way in which SVD is 
applied is the following one: 
 
𝑆𝐻 · 𝑆 + 𝑅−1 = 𝑋 · 𝑊 · 𝑌𝐻            (1.3.1.3) 
 
Where X and Y are square matrices of dimension the number of voxels to unfold and W 
is a square diagonal matrix which tells how much each voxel to be unfolded contributes 
to the final reconstruction, containing values in decreasing order in the diagonal (W1,1 is 
the highest and Wn,n is the lowest). These values are known as Singular Values (from now 
on, SVs). Too low SVs indicate that the voxels to unfold hardly contribute to the 
unfolding process and maybe just introduce noise, so the SVs can be truncated to zero 
without almost any consequence in the unfolding, reducing noise. This process is known 
as truncated SVD [46]  , which needs a truncation factor to decide which SVs are 
preserved and which are set to zero. 
 
 
 
 
 
In the end, U will be calculated applying SVD as: [45] 
 
𝑈 = (𝑋 · 𝑊 · 𝑌𝐻)−1 · 𝑆𝐻 = 𝑌 · 𝑊′ · 𝑋𝐻 · 𝑆𝐻            (1.3.1.5) 
 𝑊ℎ𝑒𝑟𝑒:      𝑊′ = 𝑑𝑖𝑎𝑔(
1
𝑊𝑖,𝑖
) 
 
The inverse of a matrix decomposed by SVD will revert the multiplication order, leaving 
the matrix that left multiplied the non-inverted matrix with the SVs as a Hermitian matrix 
(XH) that now right multiplies (as matrices have complex values, the SVD is not applied 
with the transpose matrices but with the Hermitian ones), turning the matrix that right 
multiplied into its non-Hermitian version (Y) and that now left multiplies. The new SVs 
(1.3.1.4) 
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DATA IN THE K-
SPACE  
VOLUME 
Q-BODY COIL 
Squared values of 
the Q-body coil 
affecting the 
unfolding matrix 
Feed forward regularization 
with or without SVD, 
truncated or not 
Fig 15. Simple scheme describing feed forward regularization applied to SENSE reconstruction 
SENSE reconstruction 
are recalculated as the original SVs from matrix W in equation 1.3.1.3. These new SVs 
are introduced in the diagonal of a matrix called W’. 
A simple scheme of the regularization method is included below: 
 
 
 
 
 
 
 
 
 
 
 
1.3.2 Tikhonov regularization [47]–[49] 
Other regularization approach that can be applied in SENSE reconstruction denoising is 
Tikhonov regularization. Tikhonov depends on a certain tunable factor introduced in the 
regularization that will behave as a regularization factor to reduce data inconsistencies 
introduced by high products of SENSE factors or intricate coil geometries. Again, SENSE 
reconstruction will be slightly modified when computing the unfolding matrix in equation 
1.3.9. The way in which it is calculated is depicted below: 
 
𝑈 = (𝑆𝐻 · 𝑆 + 𝜆 · 𝐼)−1 · 𝑆𝐻                            (1.3.2.1) 
 
The regularization factor is λ, which is totally different from the λ in feed forward 
regularization, and if it is too high, it will induce folding artifacts in the image, as the 
reconstruction would be incomplete due to a too intense deviation; while if it is too low, 
it will hardly reduce any noise in comparison with the original reconstruction algorithm. 
“I” is the identity matrix, of dimension the number of voxels to be unfolded.  
The regularization factor will be the same for all the voxels to unfold, being proportional 
to λ, which is another difference with feed forward regularization [44], where each voxel 
to unfold is regularized according to the square of the Q-body coil image values. In theory, 
equation 1.3.2.1 would have to work with a regularization image obtained from low 
frequency values of the k-space as Tikhonov regularization normally does, but for 
simplicity it is just set to zero. 
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In this method, truncated SVD   [46]   will also be applied to remove those voxels that 
hardly contribute to the unfolding process and introduce noise, but instead of factorizing 
the term that has to be inverted in equation 1.3.2.1, only the sensitivity matrix will be 
factorized, yielding:  
 
𝑆 = 𝑋 · 𝑊 · 𝑌𝐻                      (1.3.2.2) 
 
As in feed forward regularization, X and Y are square matrices of dimension the number 
of voxels to be unfolded and W is a diagonal square matrix with the SVs ordered from 
higher to lower, as described in 1.3.1. If the expression in equation 1.3.2.2 is introduced 
in equation 1.3.2.1, after doing some operations the following equation for the unfolding 
matrix is obtained (for more information on this process, go to [47]): 
 
𝑈 = 𝑌 · 𝑊′ · 𝑋𝐻        (1.3.2.3) 
 
Where W’ is defined as a matrix whose values in the diagonal are derived from the SVs 
of the sensitivity matrix as:  
𝑊′𝑖,𝑖 =
𝑊𝑖,𝑖
𝑊𝑖,𝑖
2 + 𝛼2
               (1.3.2.4) 
𝑊ℎ𝑒𝑟𝑒 𝑊′ = 𝑑𝑖𝑎𝑔(𝑊′𝑖,𝑖) 
 
(Again, for more information on this derivation, go to [47]). 
“α” is a tunable factor, but it is dependent on the λ from equation 1.3.2.1, so indeed there 
is only one regularization factor, λ. The relationship between λ and α is calculated as: 
 
𝛼 = √𝜆 · 𝑊1,1                (1.3.2.5) 
 
Where W1,1 is the largest SV of the sensitivity matrix. The truncation factor with which 
truncated SVD is obtained is the same regularization factor used in Tikhonov 
regularization, λ. Unlike happens in feed forward regularization, the truncation factor 
does not need to be specified, as the same factor for truncation than for regularization is 
used. Consequently, the truncated SVD [46] in Tikhonov regularization is applied as: 
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(1.3.2.6) 
                                                
 𝑊𝑖,𝑖
 𝑊𝑖,𝑖
2+𝜆·𝑊1,1
2   𝑖𝑓  𝑊𝑖,𝑖 ≥ 𝜆 
0 𝑖𝑓 𝑊𝑖,𝑖 < 𝜆 
 
 
Then, this last expression in equation 1.3.2.6 is introduced in equation 1.3.2.3. The whole 
method can be visually simplified with the following diagram: 
 
 
 
 
 
 
 
 
 
 
 
1.3.3 Feedback regularization [50] 
Feedback regularization works differently from the two previous methods proposed. 
While the two previous methods go from inputs obtained or introduced manually before 
the actual scan was carried out, feedback regularization will be performed with a first 
estimate image obtained after the MR scan to regularize SENSE reconstruction, being for 
that reason called feedback. This estimate image is obtained from a first SENSE 
reconstruction. 
To reduce the noise amplification during the regularization process for the second and 
definitive reconstruction, the first estimate image is initially applied a truncated SVD 
during the first reconstruction and it is low-pass filtered, normally with a median filter 
[51]   in which a certain kernel or neighborhood size is stated, substituting each voxel in 
the input image by the median value of the neighborhood of that voxel in the input image, 
allowing in that way to reduce the presence of variations in the image (in other words, 
reducing noise), but also smoothing the edges of the image, making it more homogeneous. 
However, as this image is only going to be used as estimate, it is not a serious problem if 
some edges are lost always that many noise is reduced. 
To start the second reconstruction, standard SENSE is performed to obtain the definitive 
reconstructed volume [38]    , but instead of using the same sensitivity matrices from the 
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initial sensitivity maps, as in the first reconstruction, the sensitivity matrices will be 
multiplied by a diagonal matrix with the intensity values of the median filtered first 
reconstruction in the coordinates of the voxels that need to be unfolded in the second 
reconstruction, being its dimension the number of voxels to be unfolded, obtaining what 
are called in vivo sensitivities. These diagonal matrices are calculated as follows: 
 
𝑉 = 𝑑𝑖𝑎𝑔(𝑣𝑒𝑐𝑡𝑜𝑟 𝑤𝑖𝑡ℎ 𝑣𝑜𝑥𝑒𝑙 𝑣𝑎𝑙𝑢𝑒𝑠 𝑓𝑟𝑜𝑚 𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑖𝑚𝑎𝑔𝑒)     (1.3.3.1) 
𝑆𝑖𝑛−𝑣𝑖𝑣𝑜 = 𝑆 · 𝑉                      (1.3.3.2) 
 
Where S is the original matrix of sensitivities computed in the reconstruction of the first 
estimate image. 
Then, the final expression for computing the unfolding matrix in this regularization 
method will depend on a regularization factor λ (different from the λ used in feed forward 
regularization and the λ used in Tikhonov regularization), with the sensitivity matrices 
affected not only by the information coming from the sensitivity maps of all the coils, but 
also from the information from the first filtered estimate, being computed as: 
 
𝑈 = 𝑉 · 𝑆𝑖𝑛−𝑣𝑖𝑣𝑜
𝐻 · (𝑆𝑖𝑛−𝑣𝑖𝑣𝑜 · 𝑆𝑖𝑛−𝑣𝑖𝑣𝑜
𝐻 + 𝜆 · 𝐼)−1             (1.3.3.3) 
 
As happened in the two previous methods proposed, too high λs will induce folding 
artifacts in the second reconstructed image, while too low λs will have a very low noise 
reduction.  
SVD can also be applied in this method for a further noise reduction, by identifying which 
voxel values to be unfolded contribute little to image reconstruction and only induce noise 
amplification. This SVD can be truncated or not by the factor λ. Similar equations to 
equations 1.3.2.2 to 1.3.2.6 can be applied here to apply truncated SVD and reduce noise, 
obtaining finally the second and definitive reconstructed image.  
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1.3.4 Alternative regularization methods 
The previous regularization methods were later on tested in a numerical phantom and 
with the real data from a volunteer (see Materials & Methods section). However, other 
regularization methods for SENSE reconstruction denoising were reviewed as well in the 
bibliography as an alternative to the previous ones.  
Some of these alternative methods provided reconstruction results with a lower level of 
noise than the regularization methods that were finally implemented in the thesis, but they 
were quite complex and they did not have an exact equation to apply regularization, as 
happens in equation 1.3.1.1 for feed forward regularization, in equation 1.3.2.1 for 
Tikhonov regularization and in equation 1.3.3.3 for feedback regularization, having to be 
applied iteratively and consuming too much computational time.  
Consequently, as they were so complex and consumed so much time, they were discarded 
to be used in the algorithm that was later on implemented (see point 1 of Materials & 
Methods section). Furthermore, some of the reviewed methods computed an automatic 
regularization factor, while the thesis wanted to test different levels of regularization, 
discarding also some algorithms because of this fact. As long as the same regularization 
methods for SENSE reconstruction were applied in all the reconstructions that were 
implemented, it was enough for the algorithm proposed, so the regularization method had 
to be effective for denoising, but not too complex, preferring to use one of the previous 
three algorithms than any other alternative. The alternatives that were reviewed were: 
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Fig 17. Simple scheme describing feedback regularization 
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- Automatic regularization  [52]: it is an advanced version of Tikhonov regularization 
which automatically computes after some iterations the best λ for denoising while 
avoiding artifact appearance. With the help of an optimizer, a certain λ is proposed in 
each iteration and the difference of the image of each iteration is computed with 
respect to the original SENSE reconstruction and with respect to images regularized 
too much that contain artifacts. The λ providing the highest differences with respect 
to both images is automatically assigned as the λ that has to be used to regularize.  
 
- g-factor based Tikhonov regularization     [49]: this method computes in the unfolding 
process of SENSE reconstruction the g-factor (see equation 1.3.13) for each voxel to 
unfold and assigns it as Tikhonov regularization factor (λ).  
 
- Total Variation (TV) regularization   [53]: it is used as an alternative for Tikhonov 
regularization that regularizes more or less depending on the gradient of the image, in 
order to preserve edges, as it has been observed that Tikhonov regularization may blur 
some edges. The TV is defined as the largest sum of all the changes in intensity of the 
image in a certain neighborhood  [54]  , so that edge regions yield high TVs, avoiding 
to be too much regularized. The regularization algorithm has a similar way of 
reducing noise than Tikhonov regularization, but is applied locally: low λs hardly 
reduce any noise, as there is almost no regularization with respect to the standard 
SENSE algorithm, while high λs may induce the appearance of folding artifacts since 
the method starts to deviate more and more from the standard SENSE reconstruction. 
It can be applied iteratively or not. Its performance is quite good in highly 
homogenous images with few edges, but in less homogenous images with more edges 
as are medical images, not so much denoising is performed and there is not a very 
large change with respect to Tikhonov regularization. 
 
- Bregman regularization   [55]: it is based on TV regularization, but it goes beyond its 
objective of avoiding the possible loss of edges that could happen in Tikhonov 
regularization, using the Bregman distance between iterations as regularization factor. 
The Bregman distance between the points P1 and P2 of a curve is defined as the 
distance from P2 to the tangent line to that curve in P1  [56]. In this case the curve 
would contain values for the TV of the image. The method is able to use high λs that 
remove noise efficiently without the appearance of any artifact, what is an important 
breakthrough with respect to all the previous methods that have been described. 
Unlike TV regularization, it is quite effective in non-homogenous medical images. 
However, it is applied iteratively, consuming many time, and in addition it has to be 
applied an optimal number of iterations, as if more iterations than the optimal number 
are applied, noise could reappear. 
 
- Wavelet regularization    [57]: unlike the rest of the methods that have been presented, 
it does not work in the image domain, but applies a Wavelet Transform (WT) (for 
more information on WT, go to    [58]    ) to estimate the approximation and detail 
wavelet coefficients of the folded voxels to predict how the image is going to unfold 
without noise according to the Probability Distribution Function (PDF) of a 
Generalized Gauss-Laplace (GGL) distribution of the WT coefficients (for more 
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information on this, go to    [59]   and      [60]   ). Some modern versions of the 
algorithm are able to first isolate the areas of the image where artifacts are likely to 
appear, being able not only to predict from the WT coefficients of the folded voxels 
the final reconstructed image, but also to avoid the appearance of artifacts while 
denoising. The methods work in three approximation and detail levels in an iterative 
mode, so it is much more time consuming than any other method, spending almost 
six seconds to reconstruct each slice. 
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2. MOTIVATION & OBJECTIVES 
 
The existing regularization methods described in the Introduction are able to remove 
enough noise in SENSE-reconstructed images so to have a good image quality, providing 
acceptable values of noise, SNR and CNR for coronary MRA images.  
However, the only prior information that some of these algorithms use to denoise the 
reconstruction process is just the one coming from the Q-body coil. Consequently, the 
thesis proposes a method that tries to denoise SENSE reconstruction in a deeper way than 
all the state-of-the-art algorithms previously described, in order to achieve a better image 
quality, using an alternative level of prior information from a SENSE pre-reconstructed 
image. The results of this new method will be compared to the state-of-the-art methods 
to see if it succeeds in performing a further denoising or not. 
Therefore, the main objective of the thesis is to denoise SENSE reconstruction more than 
state-of-the-art methods.  
As more specific objectives, it is desired to test the existing regularization methods to 
compare them and see which one is simpler and more effective for SENSE reconstruction 
denoising. Then, another objective is to test regularized SENSE reconstruction in data 
from a volunteer with the most effective and simplest method chosen in the first objective. 
With that regularized SENSE reconstruction, the next objective is to implement an 
algorithm with an alternative level of prior information. The last objective of the thesis is 
to compare the result of the proposed algorithm with the current methods applied to see 
if the new algorithm is able to denoise SENSE reconstruction more than these current 
methods in terms of noise, SNR and CNR. 
If all the previous objectives were fulfilled, a final objective would be to analyze by a 
visual criterion if the algorithm really enhanced diagnosis of abnormalities in the coronary 
trunk. 
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3. MATERIALS & METHODS 
 
3.1 Proposed algorithm 
To check whether the introduction of alternative a priori information in SENSE 
reconstruction did increase the quality of the image or not in coronary MRA cases with 
respect to already existing regularization methods, the following algorithm was designed: 
1) SENSE reconstruction with Tikhonov regularization and truncated SVD was 
performed on the data of a coronary MRA, using also the help of the Q-body coil 
conventional prior information. The Tikhonov regularization factor applied was λ1. The 
reconstructed image obtained was called from then on first reconstruction. 
2) The first reconstruction was in one case median filtered and in other case mean filtered 
[61]    . The result from this step was assigned as prior information for a second 
reconstruction that was carried out in step 3. The level of prior information obtained in 
this step was the alternative level of prior information to be used with respect to current 
algorithms that the algorithm proposed for extra denoising. 
3) A second SENSE reconstruction was performed, again with Tikhonov regularization, 
but with a different regularization factor with respect to step 1, being named as λ2. It 
received as a priori information the image with the alternative prior information from 
step 2. The result of this step was named as second reconstruction with median filter, if 
the reconstruction was performed with a first reconstructed image that was median 
filtered as prior information, or it was named as second reconstruction with mean filter, 
if the reconstruction was performed with a first reconstructed image that was mean 
filtered as prior information. The algorithm ended in here, so the next steps dealt with its 
evaluation. 
4) Mean and standard deviation measurements were performed in specific Regions of 
Interest (from now on, ROIs) in blood, myocardial muscle and skeletal muscle in the 
images to determine the level of noise, SNR and CNR. These measurements were carried 
out for a reconstruction without prior information, for the first reconstruction from step 1 
and for both types of second reconstruction from step 3. The modalities were obtained 
with different combinations of λ1 and λ2 to see how measurements change with Tikhonov 
regularization. 
5) Measurements for the different modalities in step 4 were compared between them in 
graphs and tables for a mathematical analysis and with the images of the reconstructed 
volumes for a visual analysis. Both analysis determined whether SENSE reconstruction 
with an alternative level of prior information actually reduced noise more than current 
methods with conventional levels of prior information, telling if image quality was 
enhanced or not. 
6) If the algorithm succeeds in reducing noise amplification, more cases will be studied, 
and if in these cases, the algorithm keeps succeeding, a visual comparison in the MR 
workstation will be carried out between the already existing methods and the proposed 
method to really determine whether the introduction of alternative a priori information 
does enhance the anatomical details from the coronary trunk. 
The workflow that was followed is displayed below.  
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Fig 18. Schematic workflow followed in the thesis 
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3.2 Raw data acquisition 
Raw data that was later on reconstructed and regularized with Tikhonov were obtained 
from a volunteer by performing a coronary MRA with a SSFP sequence, as described at 
the end of point 1.1.4 of the Introduction section. The acquisition was performed as 
follows: 
The imaging volume covered the whole thorax in a coronal volume (350x500x300 mm3 
in FH (Foot Head) -LR (Left Right)-AP (Anterior Posterior) direction) with an isotropic 
acquisition resolution (same in all directions) of 1.5x1.5x1.5mm3. The sequence was 
based on 3D TFE- balance sequence   [62]   (a general sequence where SSFP  [25]  is a 
punctual case) with an echo train length of 45 profiles (how many echoes are acquired 
per TR) acquired in linear k-space filling order. To improve blood to myocardium 
contrast, flip angles of 1800 pulses were used with a half-alfa transient to the steady state 
(spin-echo approach   [22]    ), resulting in a TR/TE of 3.26/1.63ms. To improve coronary 
vessels visualization, fat signal was suppressed using a spectral suppression technique 
(SPAIR, Spectral Attenuated Inversion Recovery  [63]   ) with an inversion pulse  [28]   
of 260ms (inversion pulses initially invert magnetization  [11]  , generally to suppress 
tissues like fluids or fat[27]). 
To minimize movement/blurring artifacts cardiac trigger and respiratory pencil-beam  
[64]   navigator were used (the acquisition was synchronized with the cardiac cycle and 
with breathing through the use of different mechanisms). The acquisition was accelerated 
using parallel acquisition   [39]   under-sampling with a SENSE factor   [38]   of 3x2 in 
LR and AP direction respectively, resulting in a total scan time of 218s assuming 100% 
respiratory navigator efficiency. 
 
 
3.3 Phantom simulation  
Before testing the algorithm in real data, the state-of-the-art regularization methods (the 
ones described in the points 1.3.1 to 1.3.3 of the Introduction section) were tested on a 
numerical phantom for their simulation and also for learning how to code these methods 
in the programming language to be used in the thesis, IDL™. 
The numerical phantom image consisted in an axial slice of the patient together with some 
internal organs. The internal organs of the patient appeared in different tones of gray.  
 
 
 
 
 
 
 
 
 
Fig 19. Numerical phantom used for SENSE reconstruction simulation  
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For initializing SENSE reconstruction, the following steps were performed in IDL™: 
- The IDL™ function dist obtained with different spatial shifts provided a distance 
matrix that was used for obtaining the different sensitivity maps. 
- The Fast Fourier Transform (FFT) of the numerical phantom was used as raw 
data. Some Gaussian noise was introduced to make the simulation closer to reality. 
- A binary mask with zeros outside the phantom and ones inside was used as prior 
information to represent the Q-body coil image, being later used to multiply the 
sensitivity maps and the final reconstructed phantom, as stated by equations 1.3.2 
and 1.3.12. 
 
With all the input elements presented in the previous steps, the different stages for SENSE 
reconstruction[38] without any regularization nor prior information (see point 1.3) were 
coded in IDL™ programming language. 
Once SENSE reconstruction without any regularization nor prior information had been 
carried out, the different regularization methods were coded in IDL™. The first method 
to be coded was feed forward regularization   [44]   , with the following steps: 
- Introduction in the equation of the unfolding matrix (equation 1.3.9) the 
regularization matrix R, which relied on the square values from the Q-body coil 
image multiplied to different λs, as described in equations 1.3.1.1 and 1.3.1.2 of 
the Introduction section. 
- Performance of a truncated SVD [45], [46] for the inverse problem with a 
truncating parameter of λ=10-5 introduced manually, according to equations 
1.3.1.3 to 1.3.1.5 of the Introduction section. 
 
The other regularization approach which was coded with the phantom was Tikhonov 
regularization  [47]–[49]   with truncated SVD, as described in equations 1.3.2.1 to 1.3.2.6 
in the Introduction. The different steps performed were: 
- Introduction of different Tikhonov regularization parameters λ in the equation of 
the unfolding matrix. 
- Performance of a truncated SVD for the inverse problem with a truncation factor 
equal to λ.  
 
Feedback regularization   [50] was not tested on the phantom because the algorithm 
proposed in the thesis has many similarities with this regularization method. Therefore, it 
was preferred to directly test the new algorithm in the images from the real case rather 
than doing many tests in a phantom that was just a simulation for the real case. 
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3.4 Algorithm implementation in IDL™  
The programming language chosen to code the new algorithm was IDL™, with the 
Version 6.3, Microsoft Windows (Win32 x86 m32). (c) 2006, Research Systems, Inc. 
Once all the data from the volunteer had been acquired from the MRI scanner, the next 
step was to reconstruct all the data in IDL™ following the algorithm described in point 
3.1. But before starting to code the algorithm, the raw data had to be accessed and 
introduced in IDL™. 
The code received as inputs two .list files containing header information to read the .data 
files, which were actually the files containing the raw data. Two pairs of .list and .data 
files had to be imported: one pair for obtaining the information for the surface coils and 
the  Q-body coil to later on generate the sensitivity maps, and another pair for obtaining 
the raw data acquired from the patient. Furthermore, two text files were also introduced 
as inputs, containing information on the acquisition (voxel size, Field of View (FOV), if 
the acquisition was decentralized or taken with a certain angle and many other aspects). 
These two text files were known as protocols and there were two types: the scanning 
protocol and the reference protocol. 
The .list and .data files for the coils and the raw data were read at the same time. To 
describe how the reading process was carried out, the structure of the .list files has to be 
described briefly: 
- Initially, the .list file contained some acquisition values also present in the 
protocols. Some of these values were read, as they were later on important for the 
reconstruction. 
- Next, the .list file indicated the structure of the lines of the header (what 
information each value of each line was transmitting). These lines made reference 
to the actual data in the .data file. They should not be confused with the data 
present in the .data file. 
- At last, it contained the lines where the information on how to access the .data 
files was located.  
The .list file for the coils kept some information from the beginning of the files, as could 
be for instance the resolution of the images of the coils and the number of surface coils 
used in the acquisition in parallel. Then, from the data lines, it kept the following:  
- An index that differentiated between the Q-body coil and the surface coils. 
- In case the information was for a surface coil, an index which told what surface 
coil the line was talking about. 
- Two indexes indicating the position of the coil data in the k-space.  
- A last index telling in which position of the .data file the value for that position in 
the k-space was located. Consequently, what the reader did was to access the .data 
file in that position and introduce it in a matrix in the position specified by the 
indexes of the previous point. 
 
The dimensions of the coils in the .list files were sorted as FH x LR x AP, so their order 
had to be changed into LR x AP x FH, in order to produce matrices with axial slices. In 
addition, the .list files did not identify coil number 0 as the first coil of the acquisition, so 
the minimum coil number was identified and substracted to all the coil numbers to make 
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the first coil be the zeroth coil. Finally, the reader function for the coils’ information 
yielded a Q-body coil matrix with dimensions: LR resolution x AP resolution x FH 
resolution; and a surface coil matrix with those same dimensions together with an extra 
dimension telling the number of coil, from 0 to a maximum (in this case, 15). 
 
Next, the protocols were read. In this case, the reader function initialized a structure 
(struct) with the different fields present in the protocol that were of interest for the 
reconstruction. The fields for the structure were filled as the reader was finding the 
information from those fields inside the text file. In the end, the function produced a 
structure with information for the FOV, the voxel size, the SENSE factors[38], the 
deviation from the center of the scan, the angulation… and many other fields. 
 
Then, the raw data in the k-space were extracted from the .list and .data files for the raw 
data, in a similar way to the coils’ data. From the beginning of the .list file, more 
information was gathered in comparison to the coils’ case, as could be for example the 
range of coordinates in the three directions of the k-space, the oversampling factor for 
each direction of the k-space (which indicates how many times the initial dimensions of 
the k-space can be increased to avoid aliasing artifacts) and other fields. From the header 
lines of the file, the following values were saved: 
- The number of the surface coil which acquired the data represented in each line. 
- The position in the k-space from where the data was acquired. 
- The position in the .data file where the data value for the coil and position in the 
k-space that have been read is located. 
Before creating the matrix with the raw data in the k-space, some adjustments had to be 
performed: 
- As in the coils’ case, the minimum number for the coils was not 0, so the minimum 
number had to be obtained to substract all the coil numbers to it. 
- The k-space coordinates had to be multiplied by the SENSE factors, as the raw k-
space was reduced by these factors.  
- The reference frame established in the .list files for the k-space coordinates set as 
zero the center of the k-space, having negative coordinates, so all the coordinates 
were shifted so they could go from 0 to a maximum. In other words, the reference 
frame for the k-space was shifted from the center to one of the corners. 
 
Finally, the position of the .data file from each row of the .list file was accessed to obtain 
the raw data values, being also Gaussian filtered[65] to favor low frequencies, as Gaussian 
filters enhance the center of the k-space, where low frequencies are located. These values 
were assigned to a matrix with the correct dimensions for the number of coils and for the 
k-space coordinates, yielding a raw data matrix of dimensions: LR resolution x AP 
resolution x FH resolution x Number of coils. The raw data matrix was later on masked 
and filtered again with a Gaussian low pass filter that only acted inside non-zero data 
values and only in low frequencies. 
Schemes with the obtention of the different kinds of data is displayed below: 
 
 31 
 
 
 
  
COIL LIST FILE 
Information at the 
beginning of the file: 
- Resolution 
- Number of coils 
Distinguish between 
Q-body coil and 
surface coil. If it is a 
surface coil:  
Get coil number 
k-space 
coordinates 
Position of 
the value in 
the .data 
file 
Coil number 
starting from 0 
COIL 
DATA FILE 
Coil data 
value 
Q-body coil and 
surface coil matrix 
 AXIAL Q-BODY 
COIL AND SURFACE 
COIL MATRIX 
Substract 
minimum coil 
number 
Sort coordinates 
Fig 20. Scheme for the obtention of the coils’ data 
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When all the raw data were read and introduced in a format that could be easily handled 
by IDL™, the next step was to obtain the sensitivity maps with the surface coil matrices 
and the Q-body coil matrix. Initially, the coils’ information was in the k-space, so for 
obtaining it in the image domain, their Inverse Fast Fourier Transform (IFFT) was 
calculated. According to equation 1.3.1 in the Introduction, to obtain the sensitivity map 
RAW DATA LIST FILE 
Information at the 
beginning of the file: 
- k-space coordinate 
range 
- Oversampling 
factor 
- … 
Coil number  Reduced 
k-space 
coordinates 
Position of 
the value in 
the .data 
file 
Coil number 
starting from 0 
RAW 
DATA 
DATA FILE 
Raw data 
value 
Initial raw 
data matrix 
 FINAL RAW 
DATA MATRIX 
Substract 
minimum 
coil number 
Masking + Filtering 
Fig 22. Scheme for the obtention of the raw data 
Shift 
 Positive k-
space 
coordinates 
 Full k-
space 
coordinates 
Multiply by 
SENSE factors 
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for each surface coil, the information for the surface coil had to be divided by the image 
yielded by the Q-body coil  [13]  .  
Consequently, both images had to be aligned so that each voxel of the surface coil image 
could be normalized by the same voxel in space of the Q-body coil image, so the receiver 
coil images resolution was adjusted to the Q-body coil image resolution, taking into 
account the deviation from the center of the coordinates of the surface coil images. Once 
the resolution and the deviations from the center were adjusted, the images were centered 
in the FOV of the reference protocol. Next, both surface coil and Q-body coil images 
were masked and Gaussian filtered  [65]   to avoid noise propagation. Finally, the adjusted 
images were divided by the Q-body coil image, yielding a matrix with the sensitivity 
maps of dimensions: LR resolution x AP resolution x FH resolution x Coil Number (the 
dimensions correspond to the full FOV, not to the reduced one). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
SURFACE COIL 
MATRICES (K-SPACE) 
Q-BODY COIL 
MATRIX (K-SPACE) 
SURFACE COIL 
MATRICES (IMAGE 
DOMAIN) 
Q-BODY COIL 
MATRIX (IMAGE 
DOMAIN) 
Aligned surface coil 
matrices 
Filtered and masked 
surface coil matrices 
SENSITIVITY MAPS 
IFFT IFFT 
Spatial resolution adjustment, taking 
into account deviations from the center 
and later centering in the reference 
protocol FOV 
Masking 
+ filtering 
Masking + 
filtering 
Filtered and masked Q-
body coil matrix 
Equation 
1.3.1 
Fig 23. Scheme for the obtention of the sensitivity 
maps 
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With the sensitivity maps obtained, it was time to perform SENSE reconstruction   [38]. 
For that purpose, data were sampled according to the SENSE factors’ values both in the 
phase and frequency encoding direction (rows and columns), taking one sample in each 
direction out of a certain number of lines indicated by the SENSE factors. The number of 
samples taken in a certain direction was the closest and highest integer to the division of 
the number of elements in that direction in the full FOV over the SENSE factor in that 
direction. This had to be specified because it could happen that the number of elements 
in a certain direction was not divisible by the SENSE factor. In the end, reduced k-space 
data are obtained. 
Then, equations 1.3.1 to 1.3.12 were coded in IDL™ together with equations 1.3.2.1 to 
1.3.2.6, which corresponded to SENSE reconstruction regularized by Tikhonov  [47]–
[49]  with truncated SVD     [45], [46]    , using a certain λ known as λ1, obtaining a first 
pre-reconstructed volume with the help of the Q-body coil image as prior information.  
This volume was low-pass filtered either with a median    [51]   or with a mean filter   [61] 
to avoid noise propagation    [41]    . These filters performed a convolution of the volume 
with a kernel (in this thesis, of size 5x5x5), in such a way that this kernel went through 
all the voxels of the volume computing either the mean value of the neighborhood of each 
voxel or the median. These low-pass filtered volumes were assigned as prior information 
images for the second and definitive SENSE reconstruction with Tikhonov regularization 
with truncated SVD, using a λ known as λ2 to produce the final reconstructed volume, 
which was expected to be less noisy than the volumes obtained with the state-of-the-art 
methods. 
The code was not only used for obtaining the regularized images with an alternative level 
of prior information as described in point 3.1, but some parts of the code were also used 
to reconstruct images with different levels of prior information that were later on 
compared to the results of the algorithm proposed.  
The code was also used to obtain a set of reconstructed images without prior information 
from the Q-body coil, so for that purpose the Q-body coil information was used only for 
generating the sensitivity maps for the reconstruction. The parts of the code which used 
the Q-body coil information for other purposes was deactivated. 
Furthermore, the first reconstructed volume with prior information from the Q-body coil 
and regularized with a Tikhonov factor λ1 with truncated SVD was also extracted from 
this code. The only difference that the code presented for obtaining this volume with 
respect to obtaining the volume resulting for the algorithm was the code execution was 
stopped once the first reconstructed volume had been calculated. 
The whole code will be summarized schematically below. In red appear those parts of the 
code which were deactivated for obtaining either reconstruction without prior information 
from the Q-body coil or for just obtaining the first reconstructed volume.  
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3.5 Phantom evaluation 
The evaluation of the numerical phantom results was just performed by eye, as it was just 
a simulation for getting familiar with the different regularization methods that could be 
applied for denoising SENSE reconstruction. The mathematical results that could have 
been extracted would not have been significant for the real case. It was preferred to 
dedicate all the time and efforts into coding the algorithm and evaluating it in the real 
case, as it would really be the analysis that informed us whether the results of the 
algorithm were going to be acceptable or not. 
 
 
 
Sensitivity maps · Prior 
ALTERNATIVE 
PRIOR 
INFORMATION FOR 
SECOND 
RECONSTRUCTION 
Median/ 
mean filter 
KERNEL: 
5 x 5 x 5 
Unfolding matrix 
Equation 1.3.9 
FINAL RECONSTRUCTED VOLUME 
Tikhonov + truncated SVD (λ2) 
UNFOLDING 
Fig 24. Schematics of the overall code designed in IDL™ 
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3.6 Algorithm evaluation 
In the real case with the volunteer’s data, to establish comparisons between the new 
algorithm and the state-of-the-art methods, four modalities of reconstruction were 
performed with the IDL™ code: reconstruction without Q-body coil or without prior 
information (from now on called reconstruction without Q-body coil, as all the prior 
information in the state-of-the-art methods came from the Q-body coil information), 
reconstruction with Q-body coil or first reconstruction (as it was the first reconstruction 
that had to be performed to later on obtain the second and definitive reconstruction), 
second reconstruction obtained with a median filtered first reconstructed volume and 
second reconstruction obtained with a mean filtered  [61]   first reconstructed volume. 
To obtain each modality, different parts of the code were activated or deactivated, as can 
be seen in the parts in red in figure 24. The Tikhonov regularization parameters that in 
theory reduced noise the most in the images without introducing folding artifacts were 
introduced. For that purpose, the values of λ1 and λ2 that were introduced in the code were 
between 10-3 and 10-1 for λ1 and between 10-3 and 1 for λ2, as they were the maximum 
ones that did not introduce folding artifacts.  
The volumes for the different reconstruction modalities were saved as .dat files in IDL™ 
and introduced in the image processing software ImageJ™, where some Regions of 
Interest (ROIs) were selected with the oval tool provided by this software. With these 
ROIs, the following procedure was carried out: 
- Selection of apparently homogenous regions normally distributed in different 
tissues of the patient in different slices. The tissues selected were the most 
representative in a coronary MRA: blood, myocardial muscle and skeletal muscle 
(pectoral muscle), while the slices selected corresponded to slices in which the 
heart occupied a large section in the image. The slices taken were slices -7, -2, +3 
and +7 according to the coordinate system provided by the input files in the IDL™ 
code, where the first slice was slice -100, representing the neck, and the last slice 
was slice +100, representing the hip. Therefore, the MRI was performed in the 
whole trunk of the patient.  
 
- The ROIs for different tissues and slices were saved as .roi files in order that the 
noise, SNR and CNR measurements were always applied in the same voxels for 
different reconstruction methods. Here it can be seen some of the ROIs selected 
for the different tissues: 
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- By performing the ImageJ™ commands Analyze → Measure or the shortcut 
Ctrl+M when the oval region with the ROI was selected, some features of the 
ROIs were measured in ImageJ™. From all of them, the most important for the 
thesis were the standard deviation and the mean. 
 
- With the mean and the standard deviation values of each ROI, noise, SNR and 
CNR measurements could be performed in the following way: 
𝑁𝑜𝑖𝑠𝑒 =
𝜎(𝑅𝑂𝐼) 
𝜇(𝑅𝑂𝐼)
= 𝐶𝑉(𝑅𝑂𝐼)        (3.6.1) 
𝑆𝑁𝑅 =
𝜇(𝑅𝑂𝐼)
𝜎(𝑅𝑂𝐼)
               (3.6.2) 
𝐶𝑁𝑅 =
𝜇(𝑏𝑙𝑜𝑜𝑑 𝑅𝑂𝐼) − 𝜇(𝑚𝑦𝑜𝑐𝑎𝑟𝑑𝑖𝑎𝑙 𝑜𝑟 𝑠𝑘𝑒𝑙𝑒𝑡𝑎𝑙  𝑚𝑢𝑠𝑐𝑙𝑒 𝑅𝑂𝐼)
𝜎(𝑏𝑙𝑜𝑜𝑑 𝑅𝑂𝐼)
         (3.6.3) 
 
- The noise  [41] could have been assumed to be just the standard deviation of the 
ROI, but to highlight its significance in each of the tissues where it was measured, 
it was divided over the mean value of the ROI, being assumed to be the Coefficient 
of Variation (CV) of that ROI. For instance, it is not the same to have a noise 
(expressed just like a standard deviation) of 5 if the average value of the ROI is 
10, than if the mean value of the ROI is 100. 
 
- The SNR was defined as the expected value of each ROI over its standard 
deviation   [43]    , as the signal was assumed to be the mean value of the ROI and 
the noise was assumed to be the standard deviation. In that way, if the noise is 
high, the SNR is reduced, as the importance of the main signal over the noise is 
low. The opposite happens if the noise is low, so if noise has a low value, the 
Fig 25. ROI (highlighted with a 
yellow oval with ImageJ™) in 
blood in slice +3  
Fig 26. ROI (highlighted with a yellow 
oval with ImageJ™) in myocardial 
muscle in slice +7  
Fig 27. ROI (highlighted with a yellow 
oval with ImageJ™) in pectoral 
skeletal muscle in slice -7 
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standard deviation is low, the image is more homogeneous and the SNR will be 
high, as the importance of the main signal with respect to noise is higher. 
 
- The CNR was computed with respect to the mean and standard deviation values 
in blood    [31]   , as blood was the reference tissue in coronary MRA   [26]   , 
being the CNR defined as the difference between the expected intensities in blood 
with respect to myocardial or skeletal muscle over the standard deviation in blood. 
 
- For the same slice and tissue, four measurements were taken to obtain noise, SNR 
and CNR measurements as more reliable as possible and with a certain 
uncertainty. The measurement finally taken was the average value of the four 
measurements while the uncertainty was represented by their standard deviation. 
 
 
When all the measurements of noise, SNR and CNR were completed for all the tissues 
and slices, they were transferred to a Microsoft Excel™ spreadsheet, where they were 
saved column by column and used for representing all the information from the different 
reconstruction modalities in graphs. As the amount of information was quite high, it was 
decided to place the same measurements from the same tissue and slice in the same graph. 
This also helped to see and compare the results visually. Four measurements of noise, 
SNR and CNR in the same slice, tissue and combination of regularization factors (λ1 and 
λ2) were performed, so the graphs later on displayed the average values of those 
measurements, while their uncertainties were displayed in tables. Many graphs were 
produced in Microsoft Excel™, so only the most representative ones were depicted in the 
Results section.  
The Tikhonov regularization parameters chosen to regularize the images where the 
measurements were carried out were the factors denoising the most SENSE-reconstructed 
images while not introducing folding artifacts, going from 10-3 to 10-1 in λ1 and from 
10-3 to 1 in λ2      [47]–[49]    , so the graphs and the tables in the Results section will 
show measurements in function of those regularization factors.  
Together with the graphs and the tables, some images of the real case were displayed in 
the Results section. To obtain them, the whole 3D volume for each reconstruction method 
was obtained running the code in IDL™ in sets of fourteen slices, as there was a memory 
shortage in IDL™ that made impossible to reconstruct the whole volume at once. Once 
all the volumes of fourteen slices contained in the main volume were obtained, they were 
saved as .dat files, opened again and joined into just a whole volume of all the slices with 
a program designed in IDL™. Then the joined volumes were opened as raw files in 
ImageJ™ and with the operation Ctrl+Shift+H; axial, coronal and sagittal views of those 
volumes could be visualized. The fact that image volumes were reconstructed in sets of 
fourteen slices and later on joined in a whole volume may have introduced small artifacts 
in the coronal and sagittal views, but in theory they should be unappreciable. Axial, 
coronal and sagittal views of these volumes were later on displayed in the Results section. 
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As happened with the information from the graphs and the tables, too many images 
corresponding to many combinations of λ1 and λ2 were produced, so in the Results section 
only the images corresponding to one combination of λ1 and λ2 were later on displayed. 
The combination chosen for displaying the images in the Results section was the one that, 
theoretically, decreased noise more while did not produce folding artifacts, staying 
practically in the limit before folding artifacts started to appear in the image. 
Consequently, the combination chosen was that one that visually was expected to offer a 
higher difference between the different reconstruction modalities. This combination was 
λ1=10-1 and λ2=10-2. λ1 is larger than λ2 for, theoretically, denoising the image as most as 
possible without the appearance of artifacts and to avoid the noise expansion from the 
first to the second reconstruction 
Eventually, all the derivations extracted from the graphs, the tables and the images 
displayed in the Results section will be analyzed in the Discussion section and it will be 
explained whether the new algorithm worked better than the state-of-the-art methods by 
introducing alternative prior information.  
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4. RESULTS 
 
4.1 Phantom simulation 
The first results obtained correspond to the phantom that was designed for simulating 
SENSE reconstruction and the different regularization methods. Below are displayed the 
folded image for the aliased version of the phantom (to see the original phantom, go to 
figure 19 in the Materials & Methods section), the phantom image used as conventional 
Q-body coil prior information image and the final reconstructed image without the help 
of the Q-body coil image prior information nor the use of regularization methods (figures 
28 to 30) [44][47]–[50]: 
 
 
 
 
 
 
 
 
 
 
In figure 28 it can be seen how the SENSE factors of two in the PE direction and two in 
the FE direction[29], [30], which were the ones chosen in the simulation, produce an 
image four times smaller than the original phantom image. 
A phantom for the Q-body coil image was also designed (figure 29). This phantom 
multiplied the final reconstructed image in order to remove the noise from the outside of 
the body of the patient, avoiding that this noise affected the quality of the image inside 
the body of the patient.  
Figure 30 represented the final reconstructed image without prior information nor 
regularization. SENSE reconstruction was an efficient method in unfolding the image 
from figure 28 but at the same time amplified the initial quantity of Gaussian noise 
introduced in the reconstruction and thus reducing SNR as stated in equation 1.3.13. 
Consequently, the reconstruction without prior information nor regularization was much 
noisier than the original phantom from figure 19, considered to be the gold-standard with 
which all reconstructions were compared.  
Below, the resulting images of feed forward regularization (figures 31 to 33) applied to 
the phantom in an increasing order from left to right can be found. In addition, the Q-
body coil phantom conventional prior information was also used in the reconstruction. In 
excessive regularization cases, folding artifacts were highlighted in red in a separate 
figure (figure 34). 
Fig 28. Folded image obtained by IFT after 
reducing the samples to be acquired in the 
k-space. The size of the image is 
represented at scale with respect to those 
images in figures 29 and 30. 
Fig 30. Final unfolded and 
reconstructed image without 
regularization and without the help 
of the Q-body coil, with some level of 
Gaussian noise introduced 
Fig 29. Image used as Q-body coil for 
the simulation 
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The visual inspection of the feed forward regularized images shows that more intense 
regularization factors seem to reduce noise in the phantom, being more homogenous, and 
the use of the Q-body coil phantom set to zero all the values falling outside the body. 
However, as the regularization was more intense, more folding artifacts started to appear, 
as shown in figure 34. 
Next, the images for the regularized phantom with Tikhonov regularization in increasing 
order from left to right were displayed (figures 35 to 37). Again, in excessive 
regularization cases, a separate figure shows the folding artifacts present in there (figure 
38). Furthermore, the reconstruction was carried out with the help of the Q-body coil 
phantom conventional prior information, too. 
 
 
 
 
 
 
 
 
Fig 31. Final image reconstructed with 
λ=0 with feed forward regularization. For 
this case, no regularization was applied.  
Fig 32. Final image reconstructed 
with λ=10 with feed forward 
regularization 
Fig 33. Final image 
reconstructed with λ=100 with 
feed forward regularization 
Fig 34. Highlight of folding artifacts in images 
regularized with feed forward regularization 
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The visual inspection for images regularized with Tikhonov regularization showed that it 
provided much more homogenous and denoised images inside the body of the phantom 
than feed forward regularization, but also as regularization was more intense, more 
folding artifacts started to appear as well, being highlighted in figure 38. Again, no noise 
was observed outside the body of the phantom thanks to the use of the body coil phantom 
conventional prior information image from figure 29. 
 
 
 
 
 
 
 
 
Fig 35. Image reconstructed with 
Tikhonov regularization with λ=10-8 
Fig 36. Image reconstructed with 
Tikhonov regularization with λ=10-3 
Fig 37. Image 
reconstructed with 
Tikhonov regularization 
with λ=1 
Fig 38. Highlight of folding artifacts in 
images regularized with Tikhonov 
regularization 
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4.2 Graphs & tables for the evaluation of the algorithm with real data 
The graphs contained the information for the different measurements taken for the real 
case of the volunteer’s data, being organized by tissue, slice, variable measured (noise, 
SNR or CNR) and by the λ1 that was used in the first reconstruction. In total, three graphs 
were obtained for the same tissue, slice and variable measured: for λ1= 10-3, λ1=10-2 and 
λ1=10-1.  
In those graphs, the horizontal axis contained the regularization factor for the second 
reconstruction (λ2) and the vertical axis contained the different variables measured. In 
blue appear the measurements for the reconstruction without the help of the prior 
information from the Q-body coil, in orange the measurements for the reconstruction with 
the conventional prior information from the Q-body coil or first reconstruction, in gray 
the measurements for the second reconstruction that used a median filtered version of the 
first reconstruction as alternative prior information and in yellow the measurements for 
the second reconstruction that used a mean filtered version of the first reconstruction as 
alternative prior information.  
As four noise, SNR and CNR measurements were taken for the same tissue in the same 
slice and the same regularization factors, the values displayed in the graphs correspond 
to the average values of those four measurements, while the uncertainties were 
represented in a separate table. They were not represented in vertical error bars because 
the values for λ2 in the horizontal axis were the same for all the reconstruction modalities 
in the same graph, so the vertical error bars for the different modalities could overlap 
between them, making difficult to differentiate the error bars for different modalities. The 
table that has the uncertainty information for each graph is attached to the right of the 
graph. 
Figures 39 to 44 and tables 1 to 6 represent blood, figures 45 to 53 and tables 7 to 15 
account for myocardium and figures 54 to 62 and tables 16 to 24 represent skeletal 
muscle. In each tissue, the graphs and tables from the first page represent noise, the graphs 
and tables in the second page information account for SNR and in the case of myocardial 
and skeletal muscle the third page graphs and tables represent the CNR of these tissues 
with respect to blood. λ1s are organized in rows: the first row comes with the graph for 
λ1=10-3, the second row accounts for the graph with λ1=10-2 and the last row represents 
the graph for λ1=10-1. The comments of every set of graphs for the same measurement 
and tissue for all the different regularization factors where included in the page after those 
graphs were displayed. 
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4.2.1 Blood in cut +7 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
  
Noise  
Fig 39. Noise in blood for cut +7 and λ1=10-3 
Fig 40. Noise in blood for cut +7 and λ1=10-2 
Fig 41. Noise in blood for cut +7 and λ1=10-1 
Table 1. Standard deviations for noise 
measurements in blood for cut +7 and λ1=10-3 
Table 2. Standard deviations for noise 
measurements in blood for cut +7 and λ1=10-2 
Table 3. Standard deviations for noise measurements in 
blood for cut +7 and λ1=10-1 
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Noise in blood took values around 0.07, with an uncertainty lower than 0.02. In this case, 
noise values used to be quite stable with respect to different regularization factors λ1 and 
λ2, except in the reconstruction without Q-body coil, where the noise was slightly 
increased with high λ1s.  
Average noise values for the first reconstruction were lower than for the reconstruction 
without Q-body coil, while second reconstruction noise values used to be quite similar to 
the first reconstruction noise values, although second reconstruction was a little bit noisier 
for λ1=10-3 and λ1=10-2. Second reconstruction noise values for the median and mean 
filtered cases were almost the same. 
With respect to uncertainty values, the uncertainty in the reconstruction without Q-body 
coil was lower than for the first reconstruction, except when λ1=10-1, while the uncertainty 
for the second reconstruction was also lower than for the first reconstruction, but not so 
low as the uncertainties for the reconstruction without Q-body coil. As λ1 was increased, 
the uncertainties were higher, while as λ2 was increased, the uncertainties were lower for 
the second reconstruction. The uncertainty values for both types of second reconstruction 
were quite similar between each other. 
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 SNR  
Fig 42. SNR in blood for cut +7 and λ1=10-3 
Fig 43. SNR in blood for cut +7 and λ1=10-2 
Fig 44. SNR in blood for cut +7 and λ1=10-1 
Table 4. Standard deviations for SNR measurements 
in blood for cut +7 and λ1=10-3 
Table 5. Standard deviations for SNR measurements in 
blood for cut +7 and λ1=10-2 
Table 6. Standard deviations for SNR measurements 
in blood for cut +7 and λ1=10-1 
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According to equations 3.6.1 and 3.6.2, SNR was defined as the inverse of noise when 
noise was normalized by the mean value of the ROI. Consequently, the SNR lines 
represented in the graphs appeared inverted if compared to the same lines but for noise 
measurements. 
SNR in blood was about 15 while the uncertainties were about 4.5. As happened with 
noise measurements in blood, SNR measurements were quite stable with respect to λ1 and 
λ2, except for measurements of the reconstruction without Q-body coil, which were worse 
as λ1 was increased. 
The first reconstruction provided with better values of SNR than the reconstruction 
without Q-body coil, while the second reconstruction provided a little bit lower SNR 
values with respect to the first reconstruction. Second reconstruction cases with mean and 
median filter supplied with identical SNR measurements. 
Again, the uncertainty measurements for the reconstruction without Q-body coil were 
lower than for the first reconstruction, while the uncertainty values for the second 
reconstruction were quite similar to the measurements from the first reconstruction. In 
general, the uncertainty values increased as λ1 was increased while they decreased as λ2 
was increased. The second reconstruction uncertainty values for both types of second 
reconstruction were similar. 
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4.2.2 Myocardial muscle in cut -2  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
  
 Noise  
Fig 45. Noise in myocardial muscle for cut -2 and λ1=10-3 
Fig 46. Noise in myocardial muscle for cut -2 and λ1=10-2 
Fig 47. Noise in myocardial muscle for cut -2 and λ1=10-1 
Table 7. Standard deviations for noise measurements 
in myocardial muscle for cut -2 and λ1=10-3 
Table 8. Standard deviations for noise measurements in 
myocardial muscle for cut -2 and λ1=10-2 
Table 9. Standard deviations for noise measurements in 
myocardial muscle for cut -2 and λ1=10-1 
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Noise in myocardial muscle was around 0.15, being twice noisier than blood, with 
uncertainty values lower than 0.03, being the uncertainties higher than for blood but not 
so high if the uncertainties of both tissues were compared to the average values. 
The first reconstruction was less noisy than the reconstruction without the prior 
information from the Q-body coil, while the second reconstruction provided similar 
values to the ones of the first reconstruction except when λ1 was high and λ2 was low, 
where the second reconstruction was less noisy than the first one and when λ2 was high, 
as in this case, noise suddenly increased with the appearance of folding artifacts in this 
second reconstruction. Noise values for both mean and median filters for the second 
reconstruction were almost identical, although the second reconstruction with median 
filter was a little bit less noisy when λ2 was high. Noise values in both the first 
reconstruction and the reconstruction without Q-body coil were increased with λ1. 
Uncertainty values for the first reconstruction were lower than for the reconstruction 
without prior information for the body coil (unlike what happened in blood), while 
uncertainty values for the second reconstruction were a little bit higher or a little bit lower 
than the ones of the first reconstruction, but always being similar to the values provided 
by first reconstruction. In general, uncertainty values increased as λ1 and λ2 were 
increased (unlike what happened in blood, where uncertainties decreased when λ2 was 
increased). The uncertainty values for both types of second reconstruction were similar 
between each other. 
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SNR  
Fig 48. SNR in myocardial muscle for cut -2 and λ1=10-3 
Fig 49. SNR in myocardial muscle for cut -2 and λ1=10-2 
Fig 50. SNR in myocardial muscle for cut -2 and λ1=10-1 
Table 10. Standard deviations for SNR measurements 
in myocardial muscle for cut -2 and λ1=10-3 
Table 11. Standard deviations for SNR measurements in 
myocardial muscle for cut -2 and λ1=10-2 
Table 12. Standard deviations for SNR measurements 
in myocardial muscle for cut -2 and λ1=10-1 
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As happened in blood, SNR measurements were the inverse measurements to noise, 
yielding inverse lines in the graphs. 
In myocardial muscle, SNR was about 7, being about a half of the SNR of blood, as 
myocardium was a darker tissue with a weaker signal. As the average value of the SNR 
in myocardial muscle was lower than the mean value in blood, uncertainties were also 
lower, taking values lower than 1.5, yielding similar variations if both the uncertainties 
for blood and for myocardium were divided by their average value. 
SNR in the first reconstruction was higher than in the reconstruction without Q-body coil, 
while SNR in the second reconstruction was similar to the values provided by the first 
reconstruction, except when λ1=10-1, where the second reconstruction provided higher 
SNR values, and when λ2=10-1, where the second reconstruction provided lower SNR 
values than first reconstruction and that even the reconstruction without Q-body coil. The 
second reconstruction SNR values for the mean filter and for the median filter were quite 
similar, although the median filter values were a little bit better for high λ2s. 
Uncertainty values for the first reconstruction were lower than for the reconstruction 
without the a priori information from the Q-body coil. For low λ1s the uncertainties for 
the second reconstruction were higher than for the first reconstruction, while for high λ1s, 
the uncertainty values for the second reconstruction were lower than for the first 
reconstruction. Uncertainties used to increase as λ1 was increased while they used to 
decrease as λ2 was decreased in the second reconstruction. The uncertainty values for both 
types of second reconstruction were almost identical between each other. 
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CNR between blood and myocardial muscle for cut -2 
 
Fig 51. CNR between blood and myocardial muscle for cut -2 and λ1=10-3 
Fig 52. CNR between blood and myocardial muscle for cut -2 and λ1=10-2 
Fig 53. CNR between blood and myocardial muscle for cut -2 and λ1=10-1 
Table 13. Standard deviations for CNR 
measurements between blood and myocardial 
muscle for cut -2 and λ1=10-3 
Table 14. Standard deviations for CNR measurements between 
blood and myocardial muscle for cut -2 and λ1=10-2 
Table 15. Standard deviations for CNR measurements between 
blood and myocardial muscle for cut -2 and λ1=10-1 
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Unlike noise and SNR measurements, which were performed on one tissue, CNR 
measurements had to be performed between two tissues. As blood was the reference 
tissue, CNR was only measured in myocardial muscle and skeletal muscle with respect 
to blood. 
CNR between blood and myocardial muscle was about 8.5, while its uncertainty values 
were around 2. 
The CNR values were higher in first reconstruction than in the reconstruction without the 
Q-body coil information. For the second reconstruction, they were slightly lower than in 
the first reconstruction when λ1 was low, but they were higher than in the first 
reconstruction for λ2=10-1. Both types of second reconstruction with median and mean 
filter supplied with almost identical CNR values. In first reconstruction and 
reconstruction without Q-body coil, CNR values decreased as λ1 was increased. 
The uncertainty values were lower in the first reconstruction than in the reconstruction 
without Q-body coil, while in the second reconstruction the uncertainty values were 
similar to the first reconstruction, being sometimes a little bit lower and other times a little 
bit higher. The uncertainty values for both types of second reconstruction were quite 
similar between each other. Uncertainties decreased with λ1 and increased with λ2, unlike 
what happened in all the previous measurements. 
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4.2.3 Skeletal muscle (pectoralis) in cut +3 for noise and SNR and in cut +7 for 
CNR 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Noise for cut +3 
Fig 54. Noise in skeletal muscle for cut +3 and λ1=10-3 
Fig 55. Noise in skeletal muscle for cut +3 and λ1=10-2 
Fig 56. Noise in skeletal muscle for cut +3 and λ1=10-1 
Table 16. Standard deviations for noise measurements in 
skeletal muscle for cut -2 and λ1=10-3 
Table 17. Standard deviations for noise measurements 
in skeletal muscle for cut +3 and λ1=10-2 
Table 18. Standard deviations for noise measurements in 
skeletal muscle for cut +3 and λ1=10-1 
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Noise values for skeletal muscle were very variable, between 0.35 and more than 1, being 
by far the noisiest tissue of the three, with many distortions, specially when the 
regularization factors were high enough and introduced folding artifacts in the images. 
Noise values larger than 1 indicated that the standard deviation of the ROI was higher 
than the mean, so the skeletal muscle provided very chaotic signals under extreme 
regularization, especially in the second reconstruction. 
Noise was lower in the first reconstruction than in the reconstruction without Q-body coil 
prior information, while the second reconstruction was much noisier than the first 
reconstruction and even than the reconstruction without Q-body coil, especially when λ2 
was high. First reconstruction and reconstruction without Q-body coil values were stable 
with λ1. Noise values for both types of second reconstruction were similar, except under 
high λ2s, where noise values for the median filter were slightly better than for the mean 
filter. 
Uncertainties were lower in the first reconstruction than in the reconstruction without Q-
body coil, while uncertainties for the second reconstruction were much higher than for 
the first reconstruction, in general. Uncertainty values used to increase with λ1 and λ2. 
Uncertainties were a little bit lower for the second reconstruction with median filter than 
with mean filter, especially when λ2 was high. 
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SNR for cut +3  
Fig 57. SNR in skeletal muscle for cut +7 and λ1=10-3 
Fig 58. SNR in skeletal muscle for cut +7 and λ1=10-2 
Fig 59. SNR in skeletal muscle for cut +7 and λ1=10-1 
Table 19. Standard deviations for SNR measurements in 
skeletal muscle for cut +3 and λ1=10-3 
Table 20. Standard deviations for SNR measurements in 
skeletal muscle for cut +3 and λ1=10-2 
Table 21. Standard deviations for SNR measurements in 
skeletal muscle for cut +3 and λ1=10-1 
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As happened in blood and myocardial muscle, SNR values were the inverse ones to the 
noise values, yielding inverse lines in the graphs. 
SNR values in skeletal muscle were very variable, ranging from 2.5 to less than 1 in 
second reconstruction with extreme regularization, where values were highly chaotic. 
Therefore, it was a weaker signal tissue than blood and myocardial muscle, being highly 
dominated by noise. 
SNR values in the first reconstruction were better than in the reconstruction without Q-
body coil, while in the second reconstruction they were much lower than in the first 
reconstruction, as λ2 was higher. The second reconstruction with median filter provided 
slightly better values than the reconstruction with mean filter, especially at high λ2s. First 
reconstruction and reconstruction without Q-body coil were quite stable with respect to 
λ1. 
Uncertainty values of the first reconstruction were lower than for the reconstruction 
without Q-body coil images, except for λ1=10-1, where they were higher. Second 
reconstruction uncertainty values were higher than in the first reconstruction. In general, 
the uncertainties for both types of second reconstruction were quite similar between them. 
Uncertainties increased with the λ1 and λ2 applied. 
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Table 22. Standard deviations for CNR measurements 
between blood and skeletal muscle for cut +7 and λ1=10-3 
CNR between blood and skeletal muscle for cut +7 
 
Fig 60. CNR between blood and skeletal muscle for cut +7 and λ1=10-3 
Fig 61. CNR between blood and skeletal muscle for cut +7 and λ1=10-2 
Fig 62. CNR between blood and skeletal muscle for cut +7 and λ1=10-1 
Table 23. Standard deviations for CNR measurements 
between blood and skeletal muscle for cut +7 and λ1=10-2 
Table 24. Standard deviations for CNR measurements 
between blood and skeletal muscle for cut +7 and λ1=10-1 
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The CNR values between blood and skeletal muscle were around 15, since blood was the 
most powerful tissue with the highest SNR and skeletal muscle was the weakest tissue 
with the lowest SNR, being the CNR between blood and skeletal muscle almost twice 
than between blood and myocardium. 
The CNR values were higher in the first reconstruction than in the reconstruction without 
Q-body coil while in the second reconstruction, the values were quite similar to the first 
reconstruction, being slightly lower when λ1=10-1. In general, all the values for all the 
reconstruction were stable with respect to the λs applied. 
Uncertainty values for the first reconstruction were higher than for the reconstruction 
without Q-body coil, unlike what happens in the CNR values between blood and 
myocardial muscle, while in the second reconstruction they were similar to the 
uncertainty values in the first reconstruction. Uncertainty values used to increase with λ1 
while they used to decrease with λ2, in general. Uncertainties for both types of second 
reconstruction were quite similar. 
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4.3 Visualization of real case images for the evaluation of the algorithm 
Some of the reconstructed images were displayed to study also the algorithm from a visual 
point of view. All the images correspond to the intermediate axial (first column), coronal 
(second column) or sagittal (third column in the next page) views of the four 
reconstruction modalities that were tested. The columns represent the different 
perpendicular views, while the rows represent the reconstruction modality: the first row 
accounts for the reconstruction   [38]    without Q-body coil, the second row represents 
the reconstruction with Q-body coil or first reconstruction, the third row deals with the 
second reconstruction with median filter and the last row accounts for the second 
reconstruction with mean filter. 
Even if a visual criterion is not enough in the field of Image Processing, as it may be 
subjective, it is very important to be tested, because the final purpose of an image is to be 
visually assessed by a clinician. It can happen that mathematically an image has better 
values of SNR and CNR, but visually these changes may be difficult to be appreciated, 
so a visual inspection had to be carried out in the thesis. 
Figures 63 to 74 represent the different reconstructed volumes, while figures 75 to 83 
account for the different images that have been used as priors: the conventional Q-body 
coil image and the median[51] and mean[61] filtered versions of the first reconstruction 
that were used as alternative prior information images in the proposed algorithm. 
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 Axial views Coronal views 
Fig 63. Middle axial slice reconstructed without the 
help of the Q-body coil images for λ1=10-1 
Fig 64. Middle axial slice reconstructed with the help of the 
Q-body coil images (first reconstruction) for λ1=10-1 
Fig 65. Middle axial slice reconstructed with the help of the 
median filtered first reconstruction (second reconstruction) for 
λ1=10-1 and λ2=10-2 
Fig 66. Middle axial slice reconstructed with the help of the mean 
filtered first reconstruction (second reconstruction) for λ1=10-1 
and λ2=10-2 
Fig 67. Middle coronal slice reconstructed without 
the help of the Q-body coil images for λ1=10-1 
Fig 68. Middle coronal slice reconstructed with the help of 
the Q-body coil images (first reconstruction) for λ1=10-1 
Fig 69. Middle coronal slice reconstructed with the help 
of the median filtered first reconstruction (second 
reconstruction) for λ1=10-1 and λ2=10-2 
Fig 70. Middle coronal slice reconstructed 
with the help of the mean filtered first 
reconstruction (second reconstruction) for 
λ1=10-1 and λ2=10-2 
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Sagittal views 
Fig 71. Middle sagittal slice 
reconstructed without the help of 
the Q-body coil images for λ1=10-1 
Fig 72. Middle sagittal slice 
reconstructed with the help of the Q-
body coil images (first reconstruction) 
for λ1=10-1 
Fig 73. Middle sagittal slice 
reconstructed with the help of the 
median filtered first 
reconstruction (second 
reconstruction) for λ1=10-1 and 
λ2=10-2 
Fig 72. Middle sagittal slice 
reconstructe  with the help of the Q-
body coil images (first 
reconstruction) for λ1=10-1 
Fig 74. Middle sagittal slice 
reconstructed with the help of the 
mean filtered first reconstruction 
(second reconstruction) for 
λ1=10-1 and λ2=10-2 
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The reconstruction without Q-body coil (figures 63, 67 and 71) did a good job in 
unfolding the different aliased voxels, but in doing so, it also introduced many noise in 
the image. In the axial view was difficult to be observed, but in the coronal and sagittal 
views, the level of noise was so high below the heart that organs inferior to the heart were 
difficult to be observed (liver, stomach…), losing many information from those organs 
and tissues. The volume contained some folding artifacts[40], as some distortions in the 
form of repetitions could be observed in the different images if a very detailed observation 
was carried out. 
Many advantages can be observed when reconstructing with the Q-body coil (figures 
64, 68 and 72). Visually, the volume seemed to be less noisy[41] than in the 
reconstruction without Q-body coil, confirming the noise reduction stated by the graphs. 
Consequently, not so many information had been lost, allowing to appreciate a little bit 
better some abdominal organs (but not too much better). However, the image contained 
some folding artifacts and it was a little bit noisy, but not so much as in the reconstruction 
without Q-body coil images. 
The second reconstructions obtained by median filtering (figures 65, 69 and 73) or 
mean filtering (figures 66, 70 and 74) were slightly less noisy and with better details than 
the first reconstruction especially in those areas where the first reconstruction contained 
folding artifacts while the second reconstruction did not contain artifacts. In zones where 
both reconstructions did not contain any artifact, their quality was very similar. Therefore, 
the details in the abdominal area could be visualized better than in the first reconstruction 
images, being slightly enhanced. Both types of second reconstruction images were quite 
similar between them, with very slight changes. 
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 Visualization of prior information images 
 
  
 Axial views 
Fig 75. Middle axial slice of the Q-body coil images  
Fig 76. Middle axial slice of the median filtered 
first reconstruction for λ1=10-1 
Fig 77. Middle axial slice of the mean filtered first 
reconstruction for λ1=10-1 
Fig 78. Middle coronal slice of the Q-body coil images  
Coronal views 
Fig 79. Middle coronal slice of the median 
filtered first reconstruction for λ1=10-1 
Fig 80. Middle coronal slice of the mean filtered first 
reconstruction for λ1=10-1 
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Sagittal views 
Fig 81. Middle sagittal slice of the Q-body coil images  
Fig 82. Middle sagittal slice of the median 
filtered first reconstruction for λ1=10-1 
Fig 83. Middle sagittal slice of the median 
filtered first reconstruction for λ1=10-1 
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The conventional prior information images of the original Q-body coil in figures 75, 78 
and 81 used in the first reconstruction confirmed the hypothesis stated in the Introduction 
section: they provided a very crude and homogeneous estimate of the patient. As it can 
be observed, the Q-body coil images had a very low spatial resolution, so fine details 
could not be detected and only very “evident” organs as for instance the heart and the 
lungs could be distinguished. Furthermore, the images had a very low contrast resolution 
with very few gray levels to be displayed in the image, in such a way that the Q-body coil 
images seemed to be made just of pure black and pure white intensities, with no 
intermediate intensities. 
Unlike the original Q-body coil image, the alternative prior information images used for 
the second reconstruction, which were the median (figures 76, 79 and 82) and mean 
(figures 77, 80 and 83) filtered versions of the first reconstruction, contained an 
alternative amount of prior information for the second reconstruction, with a higher 
spatial resolution than the standard Q-body coil image, so that more organs apart from 
the lungs and the heart could be distinguished. Contrast resolution was also higher, as 
more intermediate gray levels between pure black and pure white could be distinguished. 
The mean filtered version was blurrier than the median filtered version, with more 
homogenous organs and tissues but less edges and punctual details, what could reduce 
the information transmitted by these images filtered with this mean filter. 
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5. DISCUSSION & FINAL CONCLUSIONS 
 
5.1 Phantom results 
The initial SENSE reconstruction implemented in IDL™ and tested in the phantom 
without any regularization nor prior information showed that the SENSE algorithm was 
effective for unfolding images which were down-sampled in the k-space and presented 
aliasing. However, it amplified noise, reducing SNR as stated by equation 1.3.13. 
Therefore, the level of Gaussian noise that was intentionally introduced in the phantom 
was multiplicated if a pure SENSE reconstruction without any regularization nor prior 
information was used, by assessing the reconstructed image with a visual criterion. 
When the simulated body coil image for the phantom was applied, it set to zero the noise 
outside the body of the phantom, as it was a mask with zeros in the outside, avoiding that 
noise from the exterior propagated into the interior of the phantom. With respect to feed 
forward and Tikhonov regularization, Tikhonov seemed to be visually better for 
denoising, yielding much more homogenous images. This may have happened because 
Tikhonov regularization applied the same regularization criterion for all the voxels to 
unfold, as the regularization matrix applied is λI (see equation 1.3.2.1), while feed forward 
regularization matrix applied a different regularization factor for each voxel to unfold, 
being proportional to the square of the voxels of the body coil image in the coordinates 
of the voxels to unfold (see equation 1.3.1.1). 
Tikhonov regularization was also more flexible than feed forward regularization, 
allowing a wider range of orders of magnitude for regularization to remove noise before 
the introducing artifacts (from 10-8 to almost 1, while in feed forward the range went from 
1 to 100). This happened because the λ used in feed forward regularization had to multiply 
the square values of the Q-body coil image (see equation 1.3.1.1), producing more intense 
changes in the regularized image than the λ used in Tikhonov, which was just multiplied 
by the ones of the identity matrix (see equation 1.3.2.1), not producing so intense changes. 
If the regularization factors were too high, some folding artifacts started to appear in both 
regularization methods, as consequence of a more intense deviation from the original 
SENSE reconstruction, reducing its unfolding effectivity. However, Tikhonov could be 
applied with more orders of magnitude before folding artifacts appeared while feed 
forward regularization introduced artifacts with many less orders of magnitude. 
Consequently, as Tikhonov regularization was a more effective and flexible method in 
denoising that allowed a wider range of orders of magnitude for regularization and that 
was also simpler than the methods searched in the bibliography (see point 1.3.4), it was 
the regularization method implemented inside the two reconstructions of the proposed 
algorithm with the real case images. 
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5.2 Algorithm evaluation results 
From the Results that have been provided in the previous section in the algorithm 
evaluation, many derivations can be carried out.  
As blood was the main tissue of interest in the “bright-blood” SSFP sequence, it was the 
brightest tissue in the image, being also the less noisy one. It was also the one with the 
highest SNR and the one with the lowest uncertainties when compared to the average 
values measured. This happened because the final goal of coronary MRA was to keep a 
high difference in signal between blood and the rest of the tissues, so the SNR measured 
in blood had to be as high as possible. Noise, SNR and CNR values in blood had low 
uncertainties with respect to their average values, since the sequence used in the thesis 
was very focused in providing very stable values for blood, having a main region of 
interest in the image which was the heart.  
In this region of interest, the sequence devoted more time and calculations to get a good 
quality image, while out of this region, the values were reconstructed much faster, so they 
became noisier, as they were not so important for the quality of the image. What was 
more, as tissues were further from the heart, contrast was also reduced, as the efficiency 
for fat suppression in zones far away from the heart was reduced as well. 
Myocardial muscle offered lower image values than blood, as its signal was weaker. 
Consequently, it was a darker tissue in the image, with a higher dominance of noise that 
provided higher uncertainties with respect to the mean value of the tissue. However, as 
myocardium was located in the main region of interest for the image, the heart, its values 
were not very noisy nor disturbed in comparison to the tissues that were further from the 
heart. Due to the “bright blood” sequence, its CNR values with respect to blood were high 
while its SNR was much lower, so that a high quality image with a good contrast could 
be obtained. 
Skeletal muscle was the tissue with more distortions and higher uncertainties in 
comparison to the average values it offered from the three tissues that were measured. It 
was also the noisiest tissue with the lowest SNR and the tissue with the highest CNR with 
respect to blood. All these things happened for two reasons. Firstly, because its signal 
was very weak, being weaker than the one of myocardial muscle and much weaker than 
the one of blood, in order to offer a good contrast in the image and having a minimum 
SNR and a maximum CNR with respect to blood. As the signal in skeletal muscle was so 
low, the dominance of noise in skeletal muscle was very evident, both in a mathematical 
and in a visual assessment. The second reason why the tissue measurements were 
distorted was because they were further from the region of interest, unlike myocardial 
muscle and blood. Therefore, as its appearance in the image was not so crucial, the 
sequence was not interested in spending too much time and other resources in getting the 
signal from this tissue, focusing more on the heart, and therefore not caring so much if 
more noise was introduced in skeletal muscle.  
Unlike what was expected in theory, larger regularization factors increased noise instead 
of decreasing it. When using regularization factors lower than λ=10-2, measurements were 
approximately stable, and noise, SNR and CNR average values and their uncertainties 
were almost fixed; but when regularization factors for both reconstructions were higher 
than 10-2, noise started to increase while SNR and CNR started to decrease. All the 
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reconstruction modalities were sensitive to these distortions, but the second 
reconstruction was more sensible than the others, as with high values of λ2, it got 
destabilized very easily.  All those distortions happened due to the appearance of folding 
artifacts  [40]   , as when more regularization was applied, the regularized images were 
reconstructed in a more and more deviated trend from the original SENSE reconstruction  
[38]   , reducing the ability of the SENSE algorithm to unfold the aliased voxels.  
The presence of artifacts in the image made that true image voxels overlapped with those 
folding artifacts, causing many variations in the different image tissues, especially in 
those ones that were not so important for the image and were further from the heart, as 
could be skeletal muscle, increasing noise, decreasing SNR and CNR and making some 
areas of the image brighter than they should be due to this overlapping of folding artifacts 
over true image values. That was why noise, SNR and CNR values were so much 
destabilized when too intense regularization factors where applied, in such a way that 
regularization factors higher than 1 were never used in the thesis. 
The real case images displayed in the Results section were displayed with the highest 
regularization factors before too much folding artifacts started to appear, so for that reason 
the images could contain some more folding artifacts than usual but that still did not 
distort too much image quality. If the images had been displayed with less intense 
regularization factors, not so many folding artifacts would have been observed and the 
reconstructions for the different modalities would have been more similar between them. 
The reconstruction without Q-body coil image was obtained without any prior 
information, being Tikhonov regularization with truncated SVD methods the only ways 
in which they were denoised. For that reason, those images were very noisy and with low 
values for SNR and CNR. As stated in the Results section, such a high quantity of noise 
made almost impossible to differentiate some details in the images, especially details far 
away from the main area of interest, as could be abdominal organs. At that moment, one 
does understand the importance of the Q-body coil images used as conventional prior 
information for SENSE reconstruction, because otherwise, many information is lost 
during the reconstruction process and among the information that is not lost, many of it 
cannot be retrieved as the image is too noisy. Due to the intense regularization that was 
applied in the displayed images, the volume contained some folding artifacts, as there 
were brighter areas of the image where the folding artifacts overlapped with the original 
values of the image. 
Unlike the reconstruction without Q-body coil, the first reconstruction did make use of 
the conventional prior information of the Q-body coil images, allowing for noise 
reduction and SNR and CNR increase, so that areas far away from the heart could be 
distinguished better than in the reconstruction without Q-body coil. Again, as the 
regularization factor selected for denoising was quite high, some folding artifacts 
appeared in the image (they did not distort the image too much, but they were there), 
making also some zones of the image brighter than they should have been due to their 
overlapping with true image voxels. 
The second reconstruction images were reconstructed with an alternative level of prior 
information than the first reconstruction, using as prior image the mean or median filtered 
versions of the first reconstruction. However, they did not offer more denoised results 
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than the first reconstruction, so it seemed that for the algorithm it was the same to obtain 
the reconstruction with conventional prior information from the Q-body coil than from a 
more detailed first reconstruction. When the regularization factors were low they 
provided similar values to the first reconstruction, but when the regularization factors 
were high, the second reconstruction values used to destabilize very easily, much more 
easily than the values from the other modalities, being too sensitive to the appearance of 
folding artifacts.  
This high sensibility to folding artifacts in the second reconstruction happened because 
the second reconstruction did depend on the first reconstruction, as it used it as alternative 
prior information. If too high λ1s were used in the first reconstruction, the artifacts in these 
reconstruction could expand to the second reconstruction and if a λ2 high enough was 
used, too, the artifacts that expanded from the first to the second reconstruction would 
add up to the extra artifacts that would appear in the second reconstruction, distorting 
noise, SNR and CNR more than in the first reconstruction. In the images displayed, the 
first regularization factor was intense but the regularization factor for the second 
reconstruction was a little bit lower (a λ1 of 10-1 and a λ2 of 10-2), so the appearance of 
artifacts was attenuated in the second reconstruction with those regularization values, so 
that the image quality in the second reconstruction was a little bit enhanced in those areas 
that in the first reconstruction were having artifacts. If lower regularization factors had 
been used, not so many folding artifacts would have appeared and the images would have 
been more similar. 
In both mathematical and visual terms, both types of second reconstruction offered quite 
similar results, although the reconstruction with median filter provided slightly better 
results than the one with mean filter under situations of extreme regularization. This 
happened due to the fact that median filtering avoided that outliers affected the 
reconstruction, not smoothing so much the image when filtering in the edges and allowing 
to keep alternative prior details for the second reconstruction that could attenuate the 
increase of noise and the decrease of SNR and CNR when many folding artifacts started 
to appear. The mean filtering was unable to keep so many edges, providing a more 
homogenous image with less detailed information. However, even if the median filter was 
slightly better than the mean filter for the second reconstruction, the values provided by 
this median filter were quite similar to those ones of the first reconstruction and under 
extreme regularization with λ2 they were even worse than those ones of the first 
reconstruction.  
Nevertheless, the difference with which the second reconstruction with median filter 
values were better than the second reconstruction with mean filter was not very 
significant. Therefore, it could be said that the use of the low pass filter did not affect the 
second reconstruction images and the mean and median filter could be used 
indistinctively to obtain the alternative prior information images for the second 
reconstruction. 
The conventional prior information of the Q-body coil images was crude and 
homogenous, with very similar values among different tissues and with a low spatial 
resolution, so that very few organs and tissues could be recognized. Even though, the 
enhancement in the noise, SNR and CNR values if the first reconstruction results were 
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compared to the reconstruction without Q-body coil results was notorious, so the changes 
caused going from no prior information to crude prior information was very important 
and enhanced a lot image quality. 
The level of prior information details introduced by the mean and median filtered versions 
of the first reconstruction for the final reconstruction was higher than the one introduced 
by the Q-body coil images. As stated three paragraphs above, the median filter was able 
to keep more detailed information in the than the mean filter, as it did not blur the edges 
of the first reconstruction as much as the mean filter did, since the median filter was more 
resistant to outliers. Maybe some noise propagation could have happened from the first 
to the second reconstruction because the kernel size was not effective, although it was 
highly improbable to have happened. 
The fact that in the filtered first reconstruction images all the tissues except for blood 
were attenuated was the main motivation of seeing whether a use of alternative prior 
information from the first reconstruction did enhance SENSE-reconstructed images. In 
that way, regularization in attenuated tissues would be reduced while regularization in 
blood would be enhanced, trying to denoise more than with the conventional level of prior 
information supplied by Q-body coil images. However, as it was stated some paragraphs 
above, even if an alternative level of prior information was introduced, the second 
reconstruction results were quite similar to the ones of the first reconstruction, and they 
could be even worse under too intense regularization conditions, so the algorithm did not 
really take advantage of this alternative prior information and for the algorithm it was 
almost the same if a conventional Q-body coil image was used as prior than if a filtered 
first reconstruction was used as prior.  
The SSFP sequence used for obtaining the coronary MRA images was being carried out 
in an extreme, in such a way that the contrast obtained was the maximum one that this 
sequence could generate, making pointless to test the algorithm in other cases, since the 
proposed algorithm was independent from the patient’s geometry and only relied on the 
sequence conditions. So as the sequence was used in its extremes, measurements could 
only be the same or worse than in the case that was tested in this thesis. In no other case 
the measurements would be better, making pointless to try to test the algorithm in other 
patients or volunteers, as results would not be enhanced in any way. If the opposite case 
had happened and the results provided had been better than current methods, the 
algorithm would have been tested in other patients and volunteers to really make sure that 
it would work. 
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5.3 Final conclusions 
The final conclusions that can be derived from all the work that has been carried out are: 
- Tikhonov regularization with truncated SVD was a much simpler regularization 
method for SENSE reconstruction denoising than the ones reviewed in the 
bibliography and a much more effective and flexible method than other proposed 
methods that could have been implemented (as feed forward regularization). 
 
- The MR sequence focused in keeping a main region of interest in the image: the 
heart, in order to study it in high detail. Inside the heart, tissues as blood and 
myocardial muscle were highly stable, with few noise, as they were acquired more 
slowly and in more detail. In the meanwhile, tissues out of the heart (pectoralis 
skeletal muscle) were more distorted and noisier, being acquired faster and with 
less detail and contrast, as the efficiency for fat suppression in those regions was 
lower. 
 
- The sequence was a “bright-blood” coronary MRA, so blood was the most intense 
tissue and the most stabilized tissue of all, with a lower level of noise and a higher 
SNR than the rest of the tissues, establishing very high values of CNR[31] 
between it and the rest of the tissues (myocardium, skeletal muscle...). 
 
- Too intense Tikhonov regularization with truncated SVD introduced many 
folding artifacts that overlapped with the actual image voxels, increasing the 
standard deviation of these regions. These artifacts left zones with no artifacts and 
zones affected by artifacts with much higher values due to this overlapping, 
causing the distortion of noise, SNR and CNR values. Noise suddenly increased 
while SNR and CNR dramatically decreased under those conditions. 
 
- Even if the conventional prior information that the Q-body coil images supplied 
to the reconstruction with Q-body coil was crude and homogenous, the results for 
the reconstruction using its information as prior were much better than the results 
for the reconstruction that did not use the Q-body coil images as a source of prior 
information, setting an important breakthrough in SENSE reconstruction 
denoising. 
 
- Although alternative prior information (attenuated tissues in coronary MRA) with 
more details than Q-body coil images was introduced in the second reconstruction, 
the algorithm was unable to take advantage of that alternative prior information. 
This happened because the noise, SNR and CNR results in this reconstruction 
were quite similar to the values for the first reconstruction. Furthermore, second 
reconstruction results were even worse than first reconstruction results in extreme 
regularization cases. Consequently, for the proposed algorithm it was the same if 
crude and homogenous information from the Q-body coil was provided than if 
more detailed alternative information from a low pass filtered pre-reconstructed 
image was provided, being unable to identify and work with this alternative 
quantity of a priori information.  
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- The second reconstruction with the alternative level of prior information was more 
sensible to the appearance of folding artifacts with high levels of λ1 and λ2, but 
especially with high regularization levels for λ2, in such a way that the second 
reconstructed image presented artifacts that expanded from the first reconstruction 
due to a high λ1, and artifacts from its own reconstruction, due to a high λ2. 
Consequently, as so many artifacts were present, under extreme regularization; 
noise, SNR and CNR values got destabilized. 
 
 
- The second reconstruction with median filter provided slightly better results under 
intense regularization than the same reconstruction with mean filter, as median 
filtering did not remove so much details from the first reconstruction edges and 
helped to provide more detailed alternative a priori information that attenuated 
distortions caused by too many folding artifacts. However, the values of the 
second reconstruction with median filter kept being similar to the first 
reconstruction values or even worse in conditions of too intense regularization, 
since the only prior information that the algorithms take advantage of is the 
conventional Q-body coil prior information. 
 
- Consequently, it was pointless to follow with a method that needed two 
reconstructions to be performed and that consumed more time and computations 
than other methods if almost no denoising and no visual enhancement was 
performed with respect to state-of-the-art methods.  
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6. FUTURE WORK 
 
Even if the algorithm failed to meet the objective of reducing noise and enhancing SNR 
and CNR by receiving an alternative level of a priori information, the thesis has not been 
useless at all, helping to find alternative ways to reduce this current level of noise by other 
methods that could be tested in the future.  
Alternative future algorithms could be based in the methods for SENSE reconstruction 
denoising presented in point 1.3.4 (automatic or g-factor based Tikhonov, TV, Bregman 
or WT-based methods for regularization). Moreover,  machine learning and deep learning 
are becoming fashionable options in equipment with high computational speed, so they 
could also be explored in the future for denoising images and performing other image 
processing techniques    [66]    . Post-processing adaptive filtering can also be tested, but 
the only drawback of this type of filters is that they have to be applied after all the data 
have been acquired, so this algorithm would have nothing to do with enhancing image 
acquisition quality    [67]    . Fast algorithms looking for image denoising based on MRI 
sparsity (MRI values tend to be concentrated and not very spread, with a low entropy     
[68]    ) can also be a good option, being this last option closely related to WT 
regularization    [57]     .  
It could also happen that under other conditions the algorithm would work, so it could be 
tested in coronary MRA with different types of filters and with different kernel sizes     
[51], [61]            for preparing the prior information from the first reconstruction. The 
algorithm can also be tested in other combinations of SENSE factors  [38]   to see if the 
algorithm could be more effective for more noisy and faster reconstructions acquired with 
higher SENSE factors, according to equation 1.3.13. 
The algorithm could also be tested in other MRI applications in other areas of the body 
where other tissues are highly attenuated for different purposes, in order to see if in those 
cases the algorithm could take advantage of alternative prior information, too. Maybe it 
was just tested in the wrong place and under the wrong conditions. 
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7. SOCIOECONOMIC ANALYSIS  
 
From the socioeconomic point of view, the new algorithm would only generate costs 
during its development, as the algorithm developer should be paid for getting the 
documentation on the state-of-the-art methods for SENSE reconstruction denoising, 
deciding which method could be the best for being the basis of the new algorithm, 
designing how the algorithm would work, implementing it and testing it on a real case 
while comparing its results to current methods to determine whether it reduces noise or 
not in comparison with existing algorithms with alternative prior information.  
Together with the author, two engineers helping him and supervising the development 
process also need to be paid. Furthermore, some other resources need a previous 
investment, as can be the computer where to design the algorithm and the software used 
for implementing the algorithm and testing it and indirect costs as can be Internet 
connection, electricity or transport. All these costs will be presented later in a budget.  
With respect to the techniques currently used to study the coronary trunk, where the 
algorithm is developed, the standard is not set by coronary MRA but by coronary 
Computer Tomography Angiography (from now on, CTA)   [69]   , although the facts 
presented in the following table may favor MRA to substitute CTA as the standard 
modality for angiography.      [26], [69]   
    
 ADVANTAGES DISADVANTAGES 
CTA 1. Cheaper 
2. Good image quality 
3. Fast 
4. Simpler equipment 
1. Ionizing radiation → legal 
restrictions1 
2. Contrast media   [70]    → 
Expensive, contraindications... 
3. May need invasive procedures 
(catheterization  [71]    ) 
4. Always produce images with 
the same trend of intensities → 
No adaptability 
MRA 1. No ionizing radiation 
2. Good image quality 
3. No compulsory contrast 
media → many modern 
sequences for non-contrast 
MRA → reduce costs and 
the method is less invasive 
4. Intensity trends change with 
the sequence applied → 
adaptability 
 
1. Expensive 
2. Complex equipment 
3. Slow, however many methods 
for speeding acquisition. 
4. If contrast media is used [32] 
→ Expensive, 
contraindications 
 
                                                          
1 Legislation annex: Real Decreto 783/2001 de 6 de julio (BOE núm. 178 de 26 de julio de 2001) 
Table 25. CTA vs MRA 
 82 
Consequently, the fact that MRA obtains very good quality adaptable images without 
ionizing radiation nor contrast media with less invasive means may help MRA to 
substitute CTA as the standard for angiography in the future. Some of the barriers still 
avoiding this are the MR scan cost and complexity as well as its long acquisition time, 
although right now more and more techniques are being developed to speed up acquisition 
and reduce MRI cost and complexity, so once these barriers have been overcome, MRA 
will be the future standard for angiography. 
 
7.1 Costs of the project 
The total work performed will be divided in stages in order to understand all the costs in 
an easier way and to know the time and the cost dedicated per stage. 
1) Documentation: 
1.1 Understanding the basics of MRI, the process of SENSE reconstruction 
together and the existing regularization methods and their alternatives. 40 
HOURS 
1.2 Installing IDL™ in a virtual machine and learning to program in IDL™. 30 
HOURS 
2) Development of the project: 
2.1 Developing the code for SENSE reconstruction and the different 
regularization processes applied in the phantom. 40 HOURS 
2.2 Developing the code for the reconstruction and the regularization with the new 
algorithm in the real case. The time spent solving problems in the code and 
obtaining the real data is also included. 150 HOURS 
2.3 Taking measurements standard deviation and mean values of the ROIs in 
ImageJ™ and saving them in Microsoft Excel™. 30 HOURS 
2.4 Computing the noise[41], SNR[43] and CNR[31] values of the ROIs in 
Microsoft Excel™ and showing the results in graphs. 40 HOURS 
3) Writing the memory: 
 3.1 Writing the main core of the memory. 70 HOURS 
 3.2 Performing corrections in the memory. 30 HOURS 
4) Periodic revisions with the tutors during the whole project. 30 HOURS 
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Table 26. Hours dedicated to the project  
 
 
 
 
 
 
Material costs 
Material costs can be divided into perishable and inventorial costs.  
Perishable costs were those ones that are just consumed for the development of the thesis, 
as can be subscriptions to databases and websites for the documentation process and the 
licenses of that software that was not free: IDL™ and Microsoft Office™.  
The total cost of the subscription of all universities from Madrid to databases and websites 
is of €20 million [72]   . Taking into account that there are 300000 university students in 
Madrid       [73], the cost of access for each of them is of €70. 
An IDL™ license used for implementing the new algorithm costs €200, while a Microsoft 
Office™ university license for working in Excel™ with the measurements, working in 
Word™ writing the thesis and working in PowerPoint™ to prepare the presentation costs 
€80. 
 
 
 
 
 
 
 
 
The rest of the costs were inventorial costs, which correspond to products or goods that 
are consumed for more issues apart from preparing the thesis. In this group would just be 
included the computer where the different steps of the thesis were carried out. for an 
amortization period of five years and an initial cost of €1100, the computer would cost 
€220 every year, but as the thesis has been developed in 460 hours, which are 28% of the 
total working hours of a year (1600 hours), the cost that the computer has been for the 
thesis is of 0.28·€220= €60. 
 
TASK HOURS 
Documentation 70 
Development of the project 260 
Writing the memory 100 
Revisions with the tutors 30 
TOTAL 460 
MATERIAL PERISHABLE COST 
Subscription to databases, 
websites... 
€70 scaled for all the 
users of the 
subscription 
IDL™ license €90 
Microsoft Office ™ official license €80 
TOTAL €240 
Table 27. Table of perishable costs 
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Table 28. Table of inventorial costs 
Table 30. Service costs dedicated to the project 
 
 
 
The total material cost was depicted as the sum of both perishable and inventorial costs: 
 
 
 
 
 
Service costs 
The MR scan performed on the volunteer to obtain the raw data was classified as a 
service cost. The cost of this MR scan was €200.      [74] 
 
 
 
 
 
Personnel costs 
Apart from the student that performed the project, the Philips™ clinical scientist working 
in CNIC and a professor from Universidad Carlos III de Madrid (UC3M) working in 
Hospital Gregorio Marañón (HGUGM) also reviewed the thesis. The total amount of 
hours spent by them was around 45 hours, 20 hours by the Philips™ clinical scientist and 
5 hours by the professor from Universidad Carlos III de Madrid. Furthermore, the money 
that a volunteer can be paid for obtaining the raw data for the thesis has to be taken into 
account, too, being of €500.     [75] 
 
 
 
 
MATERIAL INVENTORIAL COST IN 
AN AMORTIZATION 
PERIOD OF 5 YEARS 
INVENTORIAL COST 
(SCALED FOR 450 
HOURS, 28% OF THE 
TOTAL WORKING 
HOURS OF A YEAR) 
Computer €1100 €60 
TOTAL €1100 €60 
MATERIAL COST TYPE MATERIAL COST 
Perishable costs €240 
Inventorial costs €60 
TOTAL €300 
SERVICE COST 
MR scan €200 
TOTAL €200 
Table 29. Table of total material costs 
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Table 31. Personnel costs dedicated to the project 
Table 33. Total costs dedicated to the project (without taxes) 
Table 32. Direct costs dedicated to the project 
 
 
 
 
Direct costs 
The sum of material, service and direct costs yields the direct costs. 
 
 
 
 
 
 
Total costs 
The total cost will be computed as the sum of direct costs together with an extra 20% 
that comes from indirect costs (electricity, Internet connection...).  
 
 
 
  
 
 
All the costs have been estimated without taxes, so the table with the total costs will 
only contain the total cost without taxes. To those costs, a certain percentage higher 
than 20% should be added for the taxes, approximately. 
 
  
OCCUPATION HOURS PRICE/HOUR PRICE 
Project Manager 1 (Philips™ clinical 
scientist in CNIC) 
50 €50/hour €2500 
Project Manager 2 (Professor from 
Universidad Carlos III de Madrid and 
researcher in Hospital Gregorio Marañón) 
5 €50/hour €250 
Student 450 €20/hour €9000 
Volunteer for the MR scan   €500 
TOTAL 475  €12250 
COST TYPE COST 
Material costs €300 
Service costs  €200 
Personnel costs €12250 
DIRECT COSTS €12750 
COST TYPE COST 
Direct costs €12750 
Indirect costs 0.2·12750€ = €2550 
TOTAL COSTS (without taxes) €15300 
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8. REGULATORY FRAMEWORK 
 
The study was performed in accordance with the Declaration of Helsinki (2000)2. All 
subjects involved in this study provided written informed consent with study approval 
from the Institutional Review Board. 
The algorithm presented in the thesis, as well as the thesis itself, is protected by a Creative 
Commons license, allowing the free access of anybody to the thesis and its contents. The 
thesis can be freely downloaded from the Internet without having to pay anything, but the 
author of the thesis has to be cited and the thesis cannot be modified.     [76] 
The part of the thesis that presents more legal restrictions is the obtention of data from 
human volunteers, which is in Spain is regulated by law 14/2007 of 3rd July on Biomedical 
Research.3 With respect to this thesis, the following restrictions according to this law had 
to be applied: 
- Every person volunteering in a certain study has to be informed with all the 
procedures he or she is going to undertake. This information has to be the clearest 
possible for the volunteer, and if this volunteer is not autonomous by himself or 
herself, it will be a legal representative the one who will be informed.  
- The consent given by a participant of the study could be cancelled whenever the 
volunteer wants. 
- Research has to be of quality and with equality and equity of opportunities for the 
volunteers taking part in research. 
- The fulfilment of these previous points will be watched out by an unbiased 
Bioethics Committee. 
- If any of these points is not fulfilled, there could be a legal punishment, which, 
depending on how these points have been violated, could suppose in fines from 
€600 up to €1000000. 
 
MRI does not work with ionizing radiation, but some regulatory and security rules have 
to be followed to prevent accidents.   [77]   There is a variety of norms from ASTM 
(American Society for Testing and Materials), like ASTM F2052  [78]   or ASTM F2213 
[79]    , and from ISO (International Standard Organization), like ISO/TS 10974  [80]     
regulating all these security issues. 
- It is forbidden to enter the room with the MR scanner wearing paramagnetic 
objects, not only because they could disturb the image that is going to be acquired  
[81]     , but also because under the influence of a very intense magnetic field, they 
could behave as projectiles. Different standards have been established (as the ones 
in the paragraph above   [78], [79], [80]    ) to decide whether a certain implanted 
device can be compatible with MR scanners or not, depending on the force, 
torque, heating and vibration this device experiences.     [82]  
                                                          
2 Legislation annex: Declaration of Helsinki, 52nd WMA General Assembly, Edinburgh, Scotland, 
October 2000 
3 Legislation annex: Ley 14/2007, de 3 de julio, de Investigación biomédica. (BOE núm 151, de 4 de julio 
de 2007) 
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- There is a line around the MR scanner indicating where the magnetic field starts 
to be higher than 5 Gauss (G) (1G=0.1 mT)   [83]    . Nothing that could be 
attracted by the magnet must trespass that line. 
- Magnetic field shielding is compulsory, not only because the image could be 
affected by elements from the outside the room, but also to reduce the probability 
of accidents due to the facts exposed above, decreasing as much as possible the 
field outside the magnet. 
- The RF energy absorbed by the patient, what is known as Specific Absorption 
Rate or SAR, has a maximum legal limit of 2 W/kg, so there are constraints in 
those sequences making use of many RF pulses   [82]     . 
- The intensity of the gradients has also to be bounded, as if very intense magnetic 
fields coming from the gradient coils are activated and deactivated, by the 
Faraday-Lenz’s law   [12]   some currents opposing to these changes called eddy 
currents   [84]  could be induced in the muscles or nerves of the patient, causing 
involuntary contractions. This could also cause a malfunction of implanted 
electrical devices. The maximum legal limit of gradient intensity is of 30 T/m. 
 
Apart from security issues, there are also standards to set how MRI acquisition has to be 
performed, as NEMA MS (National Electrical Manufacturers Association). For more 
information, go to   [85]   . 
 
Once the MR scan has been performed and all the data have been acquired, very 
restrictive laws are applied on the use of these data, as it was previously explained. The 
main law regulating this on Spain is the LOPD (Ley Oficial de Protección de Datos)4, the 
Official Law on Data Protection, together with article 43 of the Spanish Constitution5. In 
research, the following points have always to be fulfilled: 
- Every volunteer must be informed of his or her data and how these data are going 
to be treated. Nobody with different means from the ones for which the data have 
to be used can have access to these data. 
- Volunteer’s data will be confidential unless his or her life is placed at risk, so in 
that case, the data will be communicated to close relatives. 
- Volunteer’s data will only be used for the research conducted. They must not be 
used with other means.  
- Data can be shared without the volunteer’s consent only for the research or public 
interest purposes. 
- Results arising from a study in which the data of a volunteer have been used can 
only be published if the volunteers agrees to. 
 
 
 
 
 
                                                          
4 Legislation annex: Protección de datos de Carácter Personal, BOE, last updated on 24th May 2018  
5 Legislation annex: Spanish Constitution, article 43. (BOE núm.311, de 29 de diciembre de 1978) 
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9. GLOSSARY 
 
ACR: American College of Radiology 
AP: Anterior Posterior 
ASTM: American Society for Testing of Materials 
BOE: Boletín Oficial del Estado 
CNIC: Centro Nacional de Investigaciones Cardiovasculares  
CNR: Contrast-to-Noise Ratio 
CT: Computer Tomography 
CTA: Computer Tomography Angiography 
CV: Coefficient of Variation 
EM: ElectroMagnetic 
FA: Flip Angle 
FE: Frequency Encoding 
FFT: Fast Fourier Transform 
FH: Foot Head 
FID: Free Induction Decay 
FOV: Field Of View 
FSE: Fast Spin Echo 
FT: Fourier Transform 
GGL: Generalized Gauss-Laplace 
GRE: Gradient Echo 
HGUGM: Hospital General Universitario Gregorio Marañón 
IFT: Inverse Fourier Transform 
IFFT: Inverse Fast Fourier Transform 
IR: Inversion Recovery 
ISO: International Standard Organization 
LR: Left Right 
MIT: Massachusetts Institute of Technology 
MR: Magnetic Resonance 
MRA: Magnetic Resonance Angiography 
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MRI: Magnetic Resonance Imaging 
MSU: Michigan State University 
NEMA: National Electrical Manufacturers Association 
PDF: Probability Distribution Function 
PD-w: Proton Density-weighted 
PE: Phase Encoding 
QBC: Quadrature Body Coil, Quad-body coil or Q-body coil 
RAM: Random Access Memory 
RF: Radio Frequency 
ROI: Region Of Interest 
SAR: Specific Absorption Rate 
SE: Spin Echo 
SENSE: SENSitivity Encoding 
SNR: Signal-to-Noise Ratio 
SPAIR: Spectral Attenuated Inversion Recovery 
SSFP: Steady State Free Precession 
SV: Singular Value 
SVD: Singular Value Decomposition 
SW: Susceptibility Weighted 
TFE: Turbo Field Echo 
TOF: Time-Of-Flight 
TV: Total Variation 
T1-w: T1-weighted 
T2*: T2 star 
T2-w: T2-weighted 
UCL: University College of London 
UC3M: Universidad Carlos III de Madrid  
WMA: World Medical Association 
WT: Wavelet Transform 
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