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1. INTRODUCTION 
This paper applies some results on weak convergence of probability 
measures to the problem of convergence of finite difference approximations 
to a class of differential-integral equations which arise in stochastic control 
theory. In [l] and [2], we dealt with similar methods for convergence of finite 
difference approximations to degenerate elliptic equations; the equations 
dealt with in [l], [2] also arise in stochastic control theory. The methods 
in [l] and [2] are valid even if the equations have only weak solutions, a 
situation that arises frequently with the type of equations which arise in 
stochastic control. Here we deal with another important class of problems 
where standard proofs of the convergence of numerical methods may fail 
(e.g., because the solution may exist in the weak sense only, or may not even 
be continuous). Nevertheless, the probabilistic interpretation can be exploited 
to yield convergence to the desired values of the solutions of the finite dif- 
ference equations at points of continuity of the solution, even in the absence 
of differentiability, or continuity everywhere. Thus, the methods not only 
yield results which are of great interest in stochastic control and probability 
theory, but also provide an interesting and seemingly very useful point of 
view toward numerical analysis. Next the problem will be stated, together 
with its probabilistic interpretation. 
Let G denote an open set in Rr (Euclidean r space), with continuous 
boundary aG. Let k(.) and cp(.) denote real valued bounded measurable 
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functions on Rr. x will denote an element of R’, with components xr ,..., x,. . 
All norms are Euclidean. Let f(e) and B(.) be an Rr-valued function and 
r-dimensional square matrix on -RI respectively, with B(a) diagonal, with 
nonnegative diagonal elements b,(e),..., b,( .), and let f(e) and B(e) satisfy a 
uniform Lipschitz condition. Let Pi(.),..., P,.(e) denote distributions of 
real-valued random variables, each with mean zero, and unit variance, and 
let a,, i = l,..., r, denote positive constants, and A the diagonal matrix with 
diagonal elements ai . 
Consider the differential-integral equation (’ denotes transpose) 
~,‘(x>f(x> + i ai j v(x + d4(x)y) p,(dy) - cJ+> + k(x) = 0, XEG 
i=l 
w> = d-9~ x # G, (1) 
where c = a, $- ..* + a,, and ei is the unit vector in the i-th coordinate 
direction. 
Equation (1) has a probabilistic interpretation which explains its importance 
in stochastic control theory. Let qi(*), i = l,..., r, denote r independent 
Poisson processes, the i-th process constructed as follows: The probability 
of no jump in any time interval [t, t + d) is1 1 - aid + o(d), the probability 
of more than one jump in [t, t + d) is o(d), and the jumps have distribution 
Pi( .). Let x( *) denote the solution to the stochastic differential equation 
dx =f(x) dt + B(x) dq, X(O) = x0 , t > 0. (2) 
Let E, denote the expectation given x = x(0). Define 7 = min{t: x(t) $ G) 
and suppose that E,r < co. Then if the function W(.) defined by 
W(x) = Es joT W4 ds + &P(x(~) 
is differentiable on G, it satisfies (1). If (1) h as a differentiable solution on G, 
then that solution satisfies (3). 
We will take finite differences approximations (interval h) to (l), define the 
solution of the approximating equations as Vh( *), and show that Vh( .) + W( .) 
as h --t 0, under certain conditions. Classical methods of numerical analysis 
may not be useful if the derivatives of W(.) are not smooth up to the boundary, 
a situation which does arise in control theory. Furthermore, as discussed in 
1 If we assert that gh( y) = O(h) (or o(h)) for a real, vector or matrix-valued sequence 
gh(.), we mean that g,(y)/h is uniformly bounded in y, as h -+ 0 (or that g,(y)/h --t 0 
as h + 0, uniformly in y). y denotes any quantity, other than h, upon which gh(.) 
depends. 
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the last section, IV(.) may not be continuous everywhere inside G. Even in 
this case, the solutions V*(X) can converge to W(x), if W( .) is continuous at X. 
The finite difference approximations thus provide a useful numerical tech- 
nique, even in the absence of the usual regularity conditions. 
It will also be assumed that 
Section 2 describes the finite difference method to be used, and will give a 
probabilistic interpretation of the finite difference equations, which guides the 
methods of the subsequent sections. Certain coefficients in the finite difference 
equations (6) are transition probabilities for a Markov chain. The random 
variables of the chain are to be denoted by {lLh}. Sections 3, 4, and 5 are 
devoted to showing that a class of functionals of this chain converges to a 
representation of the solution of the partial-differential integral equation (1). 
Section 3 discusses some approximations to {fkh}, and their interpolations. 
Section 4 gives a crucial central limit theorem for dependent variables. The 
final convergence results appear in Section 5. 
The details of Section 3 are close to those given in [2] for a problem con- 
cerning numerical methods for degenerate lliptic equations, and most of the 
details are omitted. A fundamental exception to the similarity of the proofs 
to those in [2], is the central limit theorem of Section 4. 
2. THE FINITE DIFFERENCE METHOD 
The finite difference grids Gh and Rhr in G and R*, respectively, are defined 
in [l, 21. At a point x in G, , we use the finite difference approximation 
av(x)/ax, - [V(x + e,h) - V(x)]/h if ji(x) 2 0, 
- [V(x) - V(x - e&z)]//2 if fi(x) < 0. 
(4) 
Approximate the integral in (1) as follows: If &(x) > 0, then define, for each 
i = l,..., Y and n = &I, f2,... 
where Yi denotes the amplitude of jump of the qi(.) process. If &(x) = 0, 
set P;*“(x) = 1 for 71 = 2, and zero otherwise. This is purely a convention. 
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If bi2(x(t)) = 0, the ith term qi( .) plays no role at t. The integral in (1) is to 
be approximated by 
f V(x + eph) Pyyx). (5) 
n=-02 
Substituting (4) and (5) into (1) and dividing by the coefficient of V*(x) 
yields, for x E Gh , 
0 
I I I h(4l 
(6) 
where 
The upper entries in the bracketed terms in (6) are used if ji(x) >, 0, the 
lower otherwise. 
Probabilistic Interpretation of the Finite Difference Equations 
Define Ata = h/Q*(x). Then (6) takes the form 
Vh(x) = i V*(x * e,h) f$# 
i=l 
+ Ah(x) i ai ( f V(x + eph) P;,‘(x)] + K(x) dth(x), (7) 
i=l n=--co 
Vh(X) = p(x), x6&, 
where the ith entry of the first term on the right is to be interpreted as 
Vh(x + e,h) if ji(x) 2 0, and P(x - e,h) otherwise. Note that 
c Ifiol = 1 - &b(X). 
i Q&) (8) 
Next, observe that, for x E Gh , the coefiients of the V(x + a) terms in (7) 
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sum to unity, and are nonnegative. They can be considered to be the transi- 
tion probabilities of a Markov chain on the state space Gh . We will suppose 
that these probabilities can also be defined for x E R,’ - Gh with no loss of 
generality. Denote the random variables of the chain by2 {&h, K = 0, l,...; 
[so” = x}. Define the exit time of the chain from Gh by 
and suppose that Eaa < CO until further notice. If Nh is not defined for 
some path, set Na = cc there. Then the solution to (7) is unique and has the 
representation (9) 
N,,-1 
(9) 
Write dP(&b) as dteh. Equation (9) is a type of Reimann sum approximation 
to (3), and, exploiting this idea, we will show that V(x) -+ W(x), under 
certain conditions. 
The transitions of the chain {&;c”} are seen to be of two types. With pro- 
bability 1 - cAtka, tt+l is located at a node adjacent to the location of tkh; 
with probability 
1 fi(&ch)~/~h(k% tt+, - 5kh = 4, 
if fi(Ekh) > 0, and equals -eih, if fi(Eka) < 0. With probability cAtkh, tka 
jumps to a nonneighboring position; with probability aiAtka, there is a jump 
in the ith coordinate direction. The jump is bi(Elca) times a random variable 
whose distribution is close to Pi(.). There can be a jump in only one direction 
at a time. Of course, if bi(flch) = 0, then the jump in the i-th coordinate 
direction is degenerate. 
A straightforward calculation yields 
Wt,, - ha I &“I = f”<&t> 4’ = f(t,“> Ati’ + G”Atah, 
where the above relation defines fh(.), and SkA is defined by 
a Analysis of the chain {fkh} plays a fundamental role in the convergence theorems. 
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and bkh is O(h), uniformly in & h. The conditional covariance (cov) (defined 
to be Ch (&“) dtkh) is 
cov [Si+* - frh I Ekhl = c” &“) 4* 
= JwRl - 5Khl @,I - &A I &CT 
- W;+I - 6: I &?I J@+I - fkh I51chl’ 
= DkhAtkh + hAtkh 
[ 
lh(5k’ol 0 -** 0 
. . . 
0 **- lf7(5kh)l I - (At,th)’ (f”(L’>) (fa(&sa))‘, 
where D,h is a diagonal matrix with i-th diagonal entry 
a, f (nh)2 P;*a(&a). 
7l=-cc 
Note that 
.E, W2 E’*“(4 = i b “(x) /-ly2Pi(dy) + O(h) = b:(x) + O(h). 
The {Eka} can be written in the form 
where (pka} is an orthogonal sequence with E/3kh(/3ka)’ = Ch (tkh) Atka, and 
components pkh(l),..., /Ika(r). 
Next, we wish to define a continuous parameter process by interpolating 
the {fka} process. Define 
t,a = 0, 
S-l 
tsh ES c Atha, 
k=O 
Nix-1 
rh = go Atka. 
Define the process fa(*) by 
tap) = 5s”, s E rtsa, 6+1>. 
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The paths of fh(t), t < T, are elements of3 D’[O, T], and 7h = inf{t: t*(t) 4 G) 
and (9) is equivalent to 
Vh(x) = -Ev iaT’ k(P(s)) ds + &P(~~(T”)). (10) 
The next two sections are devoted to showing that, for each T in some 
sequence T + co, the measures of Eh(.), t < T, converge weakly to the 
measure of x(.), t < T (where f”(.) and x(.), t < Tare considered as random 
variables with values in D’[O, T]). But first, we assert that 
LEMMA 1. Let {h,} denote any sequence of positive real numbers which 
converges to zero, as n -+ co. Then the farnib of measures of the family of 
DTIO, T] random variables {Ehn(.), t Q T} is tight (weakly sequentially com- 
pact). 
The proof is almost a duplication of that of Lemma 1 of [2], and is omitted. 
The only difference between the proof is the replacement of (20) in [2] by 
Ml >, AtE+JAtkh >, MS where Mi are positive real numbers. 
3. APPROXIMATIONS TO THE {tkh,“) PROCESS 
It is very convenient to have an approximation to { tkh} of the form (1 I), 
where {Wan} are orthogonal with E[w~~(w~~)’ 1fkh] = AtkhI. If b,“(x) = 0 at 
some x, a subterfuge (as in [2]) is required in developing (1 l), owing to the 
degeneracy of Z”(x). So we proceed somewhat indirectly and define ukh 
first. First, let Qi(.), i = I,..., r denote independent Poisson processes with 
the properties of the qi(*), and independent of the {&h}.4 Define Bh(x) by 
Z”(x) = IF(X) A[Bh(x)]‘. 
Then Bh(x) = B(x) + O(W2), since Z”(x) = B(x) AB(x) + O(h). Both 
O(.) are uniform in x. 
Next, a sequence {mkh} of Rr valued random variables will be defined. Define 
s D[O, T] is the space of real valued functions on [0, T] which are continuous from 
the right (and from the left at t = T), and have left hand limits. D’[O, 2’1 is the r-fold 
product of D[O, T]. See [2, Section 21 for a discussion and listing of the results in weak 
convergence of measures on D’[O, T], which are used here. 
4 We actually require that the probability is zero that th(.) has a jump at T. But this 
is easy to arrange by suitable selection of T, once the sequence (h + 0) is given. We 
can also define eh(t) and 7”(t) to be continuous on the left at t = T with no loss of 
generality. 
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the index set P(X) = {i: b,“(x) 2 hr/“}. If i $ Sh(fkh), define the i-th compo- 
nent of wkh by 
Wkh(4 = Q&:+1) - Q&kh). 
Recall that tt,, - tkh = At,h. For each X, delete all rows and columns i from 
P(x) for which i $ Sh(x), and denote the resulting matrix by 2’“(x). Bh(x) 
and B(x) are defined similarly to z;“(x). 
For each h and k, let flkh ( an G,~) denote the vector of the components d 
jIleh(i) (respectively wRh(i)) for which i E Sh(fkh), and pIeh (respectively Gkh), 
the vector of the remaining components of /Ikh (respectively c+“). Let the 
components of bkh (etc.) be ordered according to the order of the components 
in the original vector jIlch. The vector 4, h has already been defined. There is 
an h, > 0 so that for h < h, and all fkh, (B(fkh))-l exists. Define 
ijkh = (By&h))-1 Fk”. 
Let the Skh denote the minimal u-algebra which measures [ah,..., tkh, 
w,, 
h h 
,.-., wk-1 . 
We will approximate the processes th(.) by a sequence of processes which 
can be written in forms which are closer and closer to the form (2), and we will 
show that these processes do indeed converge weakly to the process defined 
by (2). 
Define the process vrh, K = 0, l,..., by rloh = fob” and 
‘?;+I = Tkh + fhkh) Atkh + %kh) Wkh. (11) 
Let qkh(.) denote the (interpolated) process which satisfies 
77h(t) = 711°F t E [fkh, t;,,). 
Define n/r,( 7’) = max{k: tkh < T}. Then fh(T) = Shb(r,. 
By using methods very similar to those used in [2], it can be shown that 
E oz;zT I Eh(t) - ~“@)I” - 0, h 4 0. U2b) 
The details, being tedious and very similar to those in [2], will be omitted. We 
merely note that f”(x) and Bh(z) differ from f(x) and B(x), respectively, by 
terms which go to zero as h + 0, uniformly in all other variables. Also, 
B(tkh) wKh is very “close” to psh, since we replaced the Plch by 
[Q&t+4 - Qi(tlch)l U5c% 
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only when their variance was sufficiently small. Indeed 
Equation (12) immediately yields 
LEMMA 2. If the multivariate distributions of the qh(-) converge as h --t 0, 
then those of fh( *) converge also, and to the same limit. 
Next, fix d > 0, so that T/A = NA , an integer. Divide [0, T] into intervals 
of length A, and define the sequence of random indices 
nob = 0, nib = max(k: tkh < id}, i = l,..., NA . 
Define the set Ii” = {nf-, ,..., nSh - 11. Define the random sequence ylh, 
i = O,..., NA - 1 by 
(13) 
$+I =hh +f(ykh) C Atsh -t-W/) 1 o~Qh. 
=4+1 =@+I 
Using methods very close to those used in [2] for the Gaussian problem, it can 
also be proved that 
sup 
O<k<NA 
(14) 
(15) 
as h + 0 and then A --t 0. Define the interpolation j@( .) of { ylch> in Dr[O, T] by 
7”(t) = jGh, kA <t <kA+A, y”(T) =yA(T - A). 
Then Lemma 2 and (14)-( 15) immediately yield 
LEMMA 3. If the multidimensional distributions of ph(-) converge as h --+ 0 
and then A + 0, then so do those off”(.) as h -+ 0, and they converge to the same 
limit. 
Define 
lJih = c W,h, i = 0, 1 ,...) NA - 1. 
self+, 
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In Lemma 4, it will be shown that the family (Uih, i = O,..., N,, - 1) con- 
verges in distribution to the family (q(iA + A) - q(iA), i = O,..., Nd - 1). 
Then Lemmas 3 and 4 (which appear after Theorem 1) and the tightness 
Lemma 1 yield 
THEOREM 1. On [0, T], the multivariate distributions of $(*) tend to 
those of x(.) us h -+ 0. The measures of fh( .) on D7[0, T] converge weakly to the 
measure of x( .) on Dr[O, T]. 
Proof. The proof is immediate. All we need to do is note that, by Lemma 
4, the multivariate distributions of j@(.) converge to those of the process 
~@(a) which is the interpolation of ykd, where 
ri’+tl =yeA +f(ri’) d + WY,‘) (dkd + 4 - W)), 
A Yo = ,foh = x, 
and that the multivariate distributions of J+‘(.) converge to those of x(e), as 
h ---f 0. Also the paths of x(.), t < T are elements of D’[O, T] w.p.1. for each 
T > 0. 
4. A CENTRAL LIMIT THEOREM 
LEMMA 4. For each A > 0, the family (lJih, i = O,..., NA - 1) converges 
in distribution to the family (q(iA + A) - q(iA), i = O,..., Nd - l), as h + 0. 
Proof. Divide each interval [iA - A, id), i = I,..., Nd = T/A, into A/b, 
subintervals, where b, is any function of h satisfying A > b, > h and 
b, = O(h3/4). 
The index h will be generally omitted in the notation. For each I = l,..., NA 
and w = l,..., A/b,, define no0 = 0 and 
n,,=max(s:t,<(Z-l)A+wb,} 
It, =(s:n LW-1 9 s < %I 
uzw = c ws * 
S~Izw 
See Figure 1 for a graphical illustration of these definitions. We can write 
U, = Uih = Cw Ui, . Let gl-r,w denote the smallest u-algebra which 
measures U, ,..., U,-,; U,, ,..., Uis, . It will be shown, for any set {&} of 
vectors in Rr (with components h,(l),..., h,(r)), that 
Eexpi 3 h,‘U 
k-l 
k * Fl exP [---CA + A i ai$i@k(i))] , 
i=l 
(16) 
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as h -+ 0, where 
+k(4 = 1 exp(ioly) 4(4h 
The theorem follows from (16), by letting d + 0. Let I and w be arbitrary 
but fixed until further notice. Let Jk = 1 if k E IIW , and Jk = 0 otherwise. 
For purposes of the proof, it is convenient to separate the case 
1 [i+1 - &h / = h from the case j .$,“+, - fk* 1 > h. Let Lga(i) and Lkb(i) 
denote the indicator of (a) and (b), respectively. 
(a) bi2(&) < h114 and wk(i) = Q(tz+J - Qi(tkh) f 0 
(b) 6,“(&) > h1/4 and 1 &+r(i) - &(i)i > h. Let 
&s(i) = (La(i) + Lb(i)) Jk . 
An occurrence of either (a) or (b) is termed a jump in the i-th direction at k. 
The average number of jumps (conditioned on FL-r,,-r , which we will write 
simply as 9) in the i-th direction in the (I, w)th interval is given by5 
E.F z. JAN = E.F f JA%&di)) 
k=O 
where 1 O(h)/ < ai max dtk . Thus 
P{no jump in direction i, in (I, w)th interval} > 1 - ai& + O(h). 
It is convenient at this point to define the indicators of several sets of 
interest: 
E=l if there is no jump at any k E It, 
L” = 1 if there is a jump at more than one k •1~~ 
L,+(i) = 1 if there is no jump at any k > m, in direction i, 
where k E I,, , m E 1,, 
Lm+ z fi L,+(i) = 1 if there is no jump at any k > m, where k EI~, , 
i=r 
msIlw. 
Lm-(i) = 1 if there is no jump at any k < m, in direction i, 
where k E IL,, m E It, 
em- E f&-(i) = 1 if there is no jump at any k < m, where k E 11, , 
i=l mEItw. 
r 
L, = J, C L,(i) = 1 
i=l 
if there is a jump at m, and m E 11, , 
5 Recall that .64Yk (or ~$7~~) is the minimal o-algebra which measures 6, ,..., & , 
wg ,..., Wk-1 . Jk is Bk measurable. 
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The probability pi(i), f o exactly one jump in the i-th direction, in the 
(I, w)-th interval, conditioned on g, satisfies pi(i) < U&I, + O(h). Thus, 
pi(i) = EST f k(i)&(i), 
k=O 
= E.F go&-(i) aid& > E& f Jka,At, , 
k-0 
Thus 
= E.& - (Gt, + O(h)) = (1 + O(h)) (4, + O(h)). 
A(i) = 6 + O(bh2). 
Similarly the conditional probability of 2 or more jumps in any direction in 
the (I, w)th interval is O(bh2), and the conditional probability of no jump in 
direction i (or in any one of the directions) in the (1, w)th interval is 
1 - a$, + O(6,a) (and 1 - cb, + O(bh2), respectively). 
To prove (16), it will be enough to show that 
-KS,-,,,-, exp ih’u,, = 1 - & + bh i 4dUi)) + 44, 
i=l 
for then a simple iteration yields (16), as b, --t 0. (See also [2], where a Gaus- 
sian-like central limit theorem was proved.) Except for a notational difference, 
the case of general 1, w is exactly the same as for I = w = 1, and for notational 
convenience, we will do the special case, 1 = w = 1 only. 
Write (in the sequel Jlc indicates that k E In; thus U,, = CIXo wJk) 
A, = X and 
E exp iA’ f wK Jrc = EL” exp ix’ 2 weJk + EL exp iX 2 wrcJlc 
k=O k=O k-0 
+ f EI?k-L&k+ eXp ih’ 2 WkJk . 
kc0 k=O 
The first term on the right side of (19) is O(bh2). Next, let us evaluate the 
second term on the right. 
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Evaluation of the Second Term on the Right of (19) 
We can write 
I?, exp ih’ &$ wk Jk = L (1 + iA’ 5 wk Jk + g * (A’ 2 wk J>‘) 
k=O k=O 
(20) 
where 1 g ( < 1. If there is no jump at A, then wk(i) = 0 if bt2(fkh) < h1i4; 
in any case, there is a constant K, so that if there is no jump at K then, for 
small h, 
1 wk@>l < K.8". 
Then, using the fact that K,h < dtk , for a real K, , there is a real K4 so that 
t j k$o w&c / 2 < K22L 1 kzo h”‘J, 1’ < K4L ) kzo “t&-'Jk I2 
= O(b,2h-1’4) = O(b,h1’2). 
We still need to evaluate the central term on the right side of (20). 
Let c!?~ denote the smallest u-algebra which measures the events in am 
and the random variable6 L’,-, . 
Let us evaluate 
-%,p&l Jmx- 
If bia(tkh) < h1/4, then w,(i)L Jm = 0; in any case w,(i) takes at most 2 values 
(which we write as wm’(i), w:(i)) on the set indicated by L. We will estimate 
the conditional probability Pg (w,‘(i)), of w,‘(i) given ‘Ym , on the ‘Sm 
measurable set indicated by fi, zsing the Bayes-rule notation 
a* (wmV>) = LP.q*(wm’(i)> P.&$-l = 1 I w&) = w;(i)) 
%&L = 1) 
(21) 
where Pam(wmr(i)) is written for Pgm(wm(i) = w,‘(i)). It can easily be shown 
that 
P#&-, = 1) = 1 + O(b,) 
Pg$L-l = 1 I w,(i) = w;(i)> = 1 + O&J, 
6 F?,,, measures the data up to and including w,-~ , and also the event where there 
are no jumps at k > m, k, m E II1 . 
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and similarly for w;(i). Thus 
and similarly for w;(i). Using this yields 
E~mwm(i) I,2 = ~lm-f3~m~m(~> 
= [wm’(i) ~~Jwm’(iN (1 + Wh)) (22) 
+ 43) ~~,(w%>) (1 + W4)l -&.Tm . 
We will estimate (22) for bi2(tmh) >, IN4, for otherwise Lwm(i) Jm = 0. The 
values w,‘(i) and w;(i) can be estimated from (27) below, and the definition 
of wk above (11). Thus 
wpn’(i) = o(h) + h(sknfdL) -f&X 44 (1 + O(h3/“N 
b&z,) 
with 
Also 
p.9,(wm’(i)) = I fi(LNQh(5d 
we = o(h) _fi(‘,) dt,(l + o(h3’8)) 
bdf’m) 
with 
These estimates yield that (22) has the value LJmo(h). With this last estimate, 
the expectation in (20) can finally be written as 
(1 + o(bh)) EL = 1 - cbh + o(bh). (23) 
Evaluation of the Last Term on the Right of (19) 
Write a typical summand of the third term of (19) as 
m-1 
E 2,- exp iA’ c ws JS 
i I( 
2,+ exp ih’ 5 
s=O s=m+1 
-ET,. Tz’ T,, 
(24) 
where Ti is the i-th factor of (24). 
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An Estimate for a Conditional Expectation of T, 
Using the estimates which led to (23), we get 
-G,+,T2 = (1 + W,))~: 
E.a-,Tz = (1 + O(M) Jm - 
An Estimate for a Conditional Expectation of T3 
(25) 
Observe that there can be a jump in at most one direction at each m, and 
that 
We have 
Lm = C [J&m%) + LWI. 
j 
-hmJmLW exp i~‘~,J, = JmLa(i> 4MN. (26) 
If bjz(.&) > N4, then j E S(&,J and 
[~“(Lm)l-l = [I + o(~3’“>1 [mrJl-l. (27) 
Thus, given that there is a jump (of the type indicated by L,Q)) at m in 
direction j, w,(j) takes values 
(nh - fi”(59n) 4n) (1 + W3’“)> 
h&n‘,) =& 
+ cq@y, (28) 
with probabilities Pysh(&), n = &l, &2,.... Let gm denote the minimal 
u-algebra which contains gm and the events indicated by theL,( i),j = l,..., r. 
Then 
Es,J,,&~(~) exp ih’w, 
= JmLmb(j) F Pj”sh(tm) - exp ih(j) (&) * exp iO(h”‘). (29) 
n=-cc 
The sum in (29) tends to &(A($) as h + 0, uniformly in &,, for bj2(.f,) > h1j4. 
It follows from (29) that 
E~mJmLmb(j) exp ih’w, = Jm4tmM~(i)) + Jmo@>. (30) 
Equations (24), (25), and (30) yield 
m-1 
= El,- exp ih’ c i a&&f\(j)) 4- o(h) (31) 
S=O j-l 1 
ZMm. 
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If If,- = 1 and s < m, then 1 wg / = O(h’/s), and there are real KS , K, so 
that 
= at,-< 1 + O(b,h-l’s)). 
With this substitution into (31), (31) satisfies 
Mm = E&n- 
[ 
i a&,&A(j)) + o(h) (1 + O(b,hQ’)) 
+I 1 
= Elm [i 4kMW + a(h)] (1 + Td+‘*)) (1 + O(M) 
i-1 
Consequently, the third term of (19) equals 
(32) 
Q.E.D. 
5. CONVERGENCE OF COST FUNCTIONALS 
Let F(s) denote a bounded real valued function on DTIO, T] which is 
continuous w.p.1. on Dr[O, T] with respect to PzT, the measure induced by 
the process (2) {x(.), t < T, x(O) = } x on Dr[O, T]. Then, by Theorem 1, 
EzWh(.)) -+- GW(.)) 
as h --+ 0. Let k(.) and v(s) be continuous real valued functions on A’. Define 
a n b = min(u, b). Let y E Dr[O, T], T(Y) = inf{t: y(t) $ G}. If T(S) is not 
defined at y, set T(Y) = a3, and define the function Fr(.) on D’[O, T] by 
WY) = T n T(Y). 
If FT(y) is continuous w.p.1. (relative to PzT), then so is 
s ‘r,’ k@(s)) ds + VW” n T)), 0 
(T E 7(X(‘)), the exit time from G, is a function of the path x(e)). Then 
Ecz ; k(51ch) ‘fth(tkh) + -%d&n~~m) 
= E, JoThnrk(P(s)) ds + E&+?(T~ n T)) + O(h) ---f E, j.;“‘k(x(s)) ds 
+ -%&+ n TN (33) 
CONVERGENCE OF FINITE APPROXIMATIONS 71 
as h -+ 0. Furthermore, if Eg < co, then (see [2], Theorem 3) 
and 
sup Ezrh < co, 
h 
s 
9 
-% Mh(4) A + J% I d~?‘(~~>) - d5h(~h n T))I -+ 0 (34) 
7% T 
as T-+ co, uniformly in h, and (33) holds with T = co; i.e., Vh(+z) -+ W(X) 
as h + 0, as desired. 
The only question left to be discussed is the continuity w.p.1. relative to 
PzT of the function T r\ 7(y) = FT(*). The topology with respect to which 
continuity is required is discussed in [2, Section 21, and in Billingsley [3, 
Chapter 21. 
When we assert that y E D[O, T] is tangent to aG at t = T, we mean that 
there is a number u, depending on y, so that y(t) E G + aG for 
The paths of x(.) are (w.p.1. P,‘) continuous from the right, there are only 
simple jumps, and the probability of a jump at any fixed time is zero. Between 
jumps the path has a (uniformly) bounded derivative. Let y denote a typical 
sample path, with jumps at 0 < t, < t, < ... < t, < T. Then y,,, -+y in 
D’[O, T] implies that, for each set of neighborhoods Nr ,..., N,, of tl ,..., t, , 
respectively, y,(t) -+ y( t) uniformly for t $ (J%, Ni . Thus, we may assert 
that if 
PzT{x(.) is tangent to aG, t < T} = 0 (35) 
for a sequence T-t co, then each corresponding FT(*) is continuous w.p.1. 
with respect to PzT, 
Condition (35) is the crucial condition for applications of the method of 
the paper. It may hold for some x, and not for others. If it does not hold, then 
W(X) would not necessarily be continuous. Consider the two dimensional 
example of Fig. 2. Let B = 0, and suppose that a - c is a path of the system 
ff =f(x). The path is tangent to aG at c. Thus the results would not be 
valid for x on the path a - b leading to c. Indeed, W(X) would not even be 
continuous everywhere in G. 
Next, let b,(x) = b, > 0, b,(x) = 0. Suppose that the jump from e to 6 
has a positive probability. Then T(x(.)) is not continuous at those paths x(a) 
whose initial points x lie on d - e. Suppose that x E aG implies that f(x) 
points strictly out of G; i.e., suppose that there is a function t,,(a) for which 
t,,(x) > 0 for x E aG, so that the solution of k =f(x) is not in G for t < t,(x) 
if x(0) = x E aG. Then (35) holds. 
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--dG 
-x1 
G 
L 
FIG. 2. Illustration of the continuity condition. 
In any case, if (35) holds at x on all the Gh (for small h) for a sequence 
T -+ 03, then P(X) -+ W(x) as h -+ 0. 
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