Combining multiple data sources, each with its own features, to achieve optimal inference has received a lot of attention in recent years. In inference from multiple data sources, each source can be thought of as providing one view of the underlying object. In general, different views may provide complementary information for the inference task. However, often not all the views are available all the time for the available instances in an application. In this paper, we propose a view completion approach based on canonical correlation analysis that heuristically predicts the missing views and further ranks all within-view features, through learning the intrinsic correlation among the views from training set. We evaluate our approach and compare it with existing approaches in the literature, using web page classification and photo tag recommendation as case studies. Experiments demonstrate the improved performance of the proposed approach. The results suggest that the work has great potential for inference problems with multiple information sources.
Introduction
Many applications acquire and process information/data from multiple sources. Research has shown that using multiple information sources is significantly better than using a single information source. In the application of battlefield surveillance, for example, information from infrared sensors, video feeds and laser range finder jointly describes the status of the target. Making use of data from multiple information sources is beneficial as it enables at least the following two inference tasks: 1 making decisions based on fusing complementary information sources 2 predicting missing or contaminated information sources from the available ones.
For example, for web page classification, anchor text, images and body text of a web page can be utilised together in the analysis. Although features from each source can vary, they represent the same underlying web page and hence will in general be semantically related. Consequently, using all these features will result in improved performance in classification. In another example, automatic image annotation (e.g., tag recommendation for online photos), visual contents of an image can be used to generate a set of semantically meaningful annotation terms or tags, based on some learned semantic correlations between image features and text descriptions.
In the above examples, the object being observed is characterised by multiple sets of features. Each of the feature sets can be considered as a 'view' and each object is characterised by multiple views. In the case where the object is only incompletely characterised by a subset of the views, we call it a missing view problem. This is a common problem in applications with multiple sets of features such as those with multiple information sources. For example, in web page classification, some web pages may not have any body text (e.g., web pages containing images only) and thus missing the 'body text view'; in the photo tag recommendation example, the text view is deemed as missing for an incoming image without annotations. The problem of missing views is represented schematically in Figure 1 , where the term 'label' is used to represent any high-level concepts or semantics that bind the multiple information sources. In this paper, we propose a novel approach to the problem of missing view completion, in which essential semantic correlations among different views are captured through learning from a training set. The learning phase also ranks the features within the same view based on their relative importance or relevance to the high-level semantics. The work is built upon and extends beyond our prior work (Subramanya et al., 2008 ). In our current design, the learning is based on canonical correlation analysis (CCA), which discovers the latent space that maximises the correlation between any two views of the underlying object. In the test phase, the learnt latent space is used for predicting the missing views. Two specific applications, web page classification and online photo tag recommendation, are used to evaluate the proposed approach. Experimental results demonstrate the effectiveness of the proposed approach in both examples: improved classification accuracy in web page classification and improved tag prediction performance in automatic photo tag recommendation, compared with other state-of-the-art methods.
The remaining of the paper is organised as follows. We first review some related work in the literature in Section 2. A short introduction to CCA is given in Section 3. The proposed view completion approach is presented in Section 4, followed by the specific view description schemes used in our experiments (Section 5). Experiments with results and analysis are presented in Section 6. We conclude with a short discussion on future work in Section 7.
Related work
Researchers have devised various ways of combining multiple views to achieve higher accuracy. In Rafkind et al. (2006) , text and image views were combined using a fusion SVM classifier. In Agarwal et al. (2006) , multiple views of a web page were combined using a density-based method. The method of Zhao and Grosky (2002) combines multiple text and image views of a web page using LSI. All these methods use the fusion of multiple views to achieve higher accuracy. Multiple views have also been used to improve classification performance using co-training (Blum and Mitchell, 1998) . Co-training improves classification learning by enforcing internal consistency among predicted classes of unlabeled objects based on different views. The idea behind these methods of combining multiple views is that the views though semantically related and possibly overlapping, provide useful complementary information.
The analysis of data with missing values also has for long been a well-studied problem in statistics (Little and Rubin, 1986) . Imputation methods like maximum likelihood imputation and median imputation have been recommended to deal with the missing value problem. Mileva-Boshkoska and Stankovski (2007) used SVM and neural networks for predicting missing data. Schafer and Graham (2002) provide a good survey of the methods for dealing with the missing value problem. The authors in Acuna and Rodriguez (2004) evaluate and compare the effect of different imputation methods, which deal with missing values on classification accuracy. All these methods for handling missing values however work with the lower level features. The problem of missing views in a data integration scenario is different from the missing value problem. In the latter, a complete feature set from a particular source would be unavailable. Hence, it would be not only possible but also desirable to deal with higher-level 'features' in terms of views. We compare the view completion method with the missing value methods later in Section 6.1.
The problem of missing views has been considered previously by Krishnapuram et al. (2005) in an active learning setting. They discussed the problem of deciding which additional features to acquire for an incompletely characterised object in order to improve the performance of the classifier. This approach of active learning is applicable only in the cases where active acquisition of features is possible. However, in many real world scenarios it would be impossible to acquire additional features for some incompletely characterised objects. For example, in an application using sensors, a missing view due to a failed or obstructed sensor would be impossible to acquire at a later stage as all the incoming data would be real time data. If a web page does not have body text, anchor text, or images, then active learning would be of little use since there is no data in the source itself to acquire. So in data fusion, such missed views are usually ignored though the missing views affect the final classification accuracy.
View completion can be used as an effective pre-processing step so that further processing such as classification can still benefit from all the views even if some of the views are initially missing. Further, view completion may be used to solve some pattern recognition problems directly. For example, image annotation (Mori et al., 1999; Kolenda et al., 2002; Barnard et al., 2003; Li and Wang, 2006) or photo tag recommendation (Sigurbjornsson and Zwol, 2008) can be modelled as predicting text views based on image views; and inversely, the content-based image retrieval task (Mittal, 2006; Datta et al., 2008) can also be formulated as a view completion problem: using available text views to predict missing image views. We review some related work in these applications below.
Photo tag recommendation is related to automatic image annotation, which has received significant attention in recent years. A large amount of existing literature tried to solve this problem via different methods. Duygulu et al. (2002) modelled annotation as machine translation and Mori et al. (1999) made image annotation by using co-occurrence models. In both work, images are divided into sub-regions and a mapping between keywords and sub-regions are learnt. They are effective for images characterised by some key sub-regions. However, labels which describe an image as a whole, are hard to be predicted by using those methods. A statistical model for image annotation was proposed in Li and Wang (2006) , which achieved reasonable accuracy with real-time processing. Like most other image annotation technologies, labels generated by Li and Wang (2006) are mostly based on visual image contents and thus they may not adequately serve as photo tags, which often go beyond simply visual contents. For example, given a Great Wall image, 'China' and 'world heritage' may be considered as good tags, but they are unlikely to be predicted directly from purely visual features. Sigurbjornsson and Zwol (2008) proposed a tag co-occurrence algorithm for online photo tag recommendation, where they explored the underlying semantic relationships among tags and used it for predicting more tags for a given image with some known tags. One disadvantage is that, the correlation analysis was purely based on text without considering visual features from the images and thus at least one tag has to be present for the method to work.
Canonical correlation analysis
CCA attempts to find basis vectors for the two sets of variables such that the correlation between the projections of the variables onto these basis vectors is mutually maximised (Hotelling, 1936) . The correlation between the two sets of variables may not be visible in their original coordinate system. CCA finds a linear transformation for two sets variables such that in the transformed space they are maximally correlated.
The canonical correlation between any two datasets is defined as
where F x and F y are the two sets of variables and W x and W y are the basis vectors onto which F x and F y are projected, respectively. The equation for ρ can be rewritten as
The problem of finding ρ is therefore an optimisation problem with respect to W x and W y . This optimisation problem can be formulated as a standard Eigen problem (Hardoon et al., 2004) which can be easily solved. Since W x and W y are always calculated to maximise the correlation of the projections, CCA is independent of the original coordinate system unlike other correlation analysis techniques. There may be more than one canonical correlation, each representing orthogonally separate pattern of relationship between the two sets of variables. The correlation for the successively extracted canonical variates is smaller and smaller. When extracting the canonical correlation, the eigenvalues are calculated. The square root of the eigenvalues can be interpreted as the canonical coefficients. Corresponding to each canonical correlation, the canonical weights for each of the variable in the dataset are calculated. The canonical weights represent the unique positive or negative contribution of each variable to the total correlation. CCA has been used previously by researchers to find the semantic relationship between two multimodal inputs. In Hardoon et al. (2004) , kernel CCA was used to find correlation between image and text features obtained from a web page and used it for content-based image retrieval. In Vinokourov et al. (2002) , CCA is used to find the language independent semantic representation of a text by using the English text and its French translation as two views. When two multidimensional variables represent the two views of the same object, the projections found by CCA can be thought of as capturing the underlying semantics of the object. In other words, we can say that in the semantic feature space, the different views of the object are highly correlated. So, to acquire a missing view of an object, we can select the closest match from the observed views of other objects, such that it has the maximum correlation with the available views of the current object, in the semantic feature space. In the next section, we present the procedure for view completion using CCA.
View completion: the proposed approach
In this section, we first define formally the problem of view completion and then propose an algorithm to select the closest matching value for the missing view using the views which are not missing and observed. Furthermore, several within-view ranking methods are discussed in the end.
Problem formulation
We define the multi-source model as follows. Each object is represented by two or more views. For any given object, zero or more views may be missing. But for every object at least one view will be present. We also assume that typically, there is a set of objects that have the class labels and there is a larger set of unlabeled data. Each view is represented by a set of feature vectors. This model is similar to the co-training model; the difference is that in our model some views of the objects are missing.
An object with n views can be represented as an (n + 1)-tuple. If f 1 , f 2 ,…, f n represent the n views and c the corresponding class label, then the instance i is represented as
Specifically, an object instance with two views can be represented as a 3-tuple. If X and Y represent feature sets corresponding to two different views of an object, an instance i is defined as follows.
( , , ), where
Here, x ∈ X is a vector corresponding to features from the first source, y ∈ Y is a vector corresponding to features from the second source and c is the class label. Either one of x or y can be ∅ .
Let X p and Y p represent the feature sets corresponding to those instances, which have features from both the views present. Let X ym ∈ X be the set of features corresponding to instances which have the other view missing, i.e., the corresponding Y ym = Ø. Let I ym be the set of all such instances. Our goal is now to find for each of such instances, the view y ym ∈ Y ym using the available view x ym ∈ X ym and the paired views from other instances X p and Y p . Similarly, let I xm represent the instances with the first view missing. Let X xm = Ø and Y xm ∈ Y represent the two views of these instances. We can then find x xm ∈ X xm using y xm ∈ Y xm , X p and Y p .
To accomplish this, we develop a method of view completion, which heuristically predicts the missing view(s) of the objects. Since this method uses only the available views and not the class label, it can be used on both the labeled and unlabeled data. To predict the missing view from the view, which is available, we first need to find the semantic relationship between the views. To find this semantic relationship, we use the statistical technique of CCA.
Missing view completion
Let CCA(p, q) denote the CCA of vectors p and q, which gives the basis vectors and the projections of p and q on the basis vectors. The basis vectors can be considered as representing the lower dimensional semantic feature space, which captures the underlying semantics of the object. Therefore, to find y ym we can select y p ∈ Y p , which has the highest correlation with x ym in the lower dimensional semantic feature space. Using these notations, the procedure for the view completion is as follows.
1 Perform the CCA between X p and Y p and find the basis vectors. [ , , , ] ( , ) 
where U k and V k are obtained by selecting top k basis vectors from U and V respectively.
3 The Pearson correlation cor between p and q is then calculated as
4 Select y p with the maximum value for cor as y max . Set y ym = y max and update the instance i = (x ym , y max , c).
5 Repeat the procedure to find missing feature values for x xm for instances i ∈ I xm , i = (x ym , y ym , c).
Though the above mentioned procedure is for object instances, which have two views, it can be easily extended to instances with n views, n > 2 by performing a pairwise view completion. For example, in an instance of n views i n = (f 1 , f 2 ,…, f n , c), if, say, f 1 is missing in the least number of object instances, then all the other views f 2 ,…, f n could be completed using the above method by performing pairwise comparison with f 1 .
Within-view field ranking
In the above, we described the problem formulation and the proposed algorithm for view completion. As shown in Section 4.2, view completion is achieved by finding in the training set the instance 'closest' to the missing view and using this view for the given instance. However, the obtained correlation is on the instance level and thus is not sufficient for some applications such as in photo tag recommendation, which can be modelled as completing the text view based on the image. With instance level correlation, we can only adopt an exactly same set of tags from the most similar image in the training set. Obviously, this is not desirable. Customised tags can be generated if the ranking of all the fields in the view is available ('field' is defined as one dimension in a view.) We call this step 'within-view field ranking'. To this end, we propose to combine the instance level correlation obtained above and input-independent field ranking (to be discussed below) to form the final, input-dependent field ranking for each field, as follows:
where f 1 is a specific field; R is its final ranking score. The ranking is then utilised in tag prediction. Several specific ranking schemes are proposed below and applied in our experiments of image tag recommendation. Details of the experiments and results will be presented in Section 6.2.
Raw ranking
A naive way for ranking the fields in a view is using their original order. For example, in the image tag recommendation problem, for a given image, we list all tags of top-k closest images, one tag set after another by following the descend order of image correlations. Within a tag set, the order used in the original image is kept, assuming that the original user who tagged the image intuitively ordered them based on their importance or relevance. Then, top-n tags can be output as the recommended tags. In this way, there is no separate input independent ranking score for each field. The final ranking score is based on image ranking and their natural inner order. In this case, tag recommendation performance would depend on the accuracy of instance level similarities and the tagging quality of the top instances.
Field-score ranking
In building up a view, a field selection procedure may be used in order to limit the dimensionality. For example, for bag-of-word based text view, not all words but only a limited number of keywords are kept for creating a view for a document. In this paper, we use the TFICF algorithm for selecting keywords (see Section 5.1). The TFICF score for each term essentially indicates the importance of that term in the training set for representing a category. In the test stage, it is reasonable to give priorities to those terms with high TFICF scores:
The field score can be different if an alternative keyword selection algorithm is used or a totally different field selection scheme is employed.
Vector-distance ranking
In
Step 2 of Section 4.2, we project the raw view vectors of the complete training instance onto one CCA basis V k and project the view vector of the given instance onto another CCA basis U k . In equation (6), y p is an n 1 × n 2 matrix, in which n 1 is the number of instances and n 2 is the number of fields. After the projection onto V k , we get p, which is n 1 × n 3 in size. We model the contributions of each column in y p to p as the minimum distance of that column vector to one column vector in p:
where the distance between the two vectors is defined by the angle between them:
We may interpret this formulation as follows (see also Figure 2 for illustration): the smaller the distance of a field (a column in y p ) to p, the more contribution it makes to the projected matrix p and the higher rank it should receive than other fields. The ranking score based on this method can be written as n n ×
View description
In different domains, the definition for 'feature' varies. For example, for image retrieval, image title is one of the most popular features; for object detection, colour and texture are common features; in video-based object tracking, motion speed and directions are useful features. Here, we consider a set of multiple features as a 'view', which can be interpreted as a higher-level 'feature'. Definitions of views are also application dependent. For example, for web page classification, we may have 'anchor text view', 'body text view', 'image view', 'URL view', etc., for a web page; for image tag recommendation problem, there can be 'text view', 'image view' and 'meta-data view'. Each dimension of a view is called a 'field'. We describe two common views: text view and image view in the following subsections. These two views are used for our experiments in Section 6.
Text view
In natural language processing (NLP) and text-based information retrieval, bag-of-word is one of the most powerful models for describing text (Lewis, 1998) . In a bag-of-word model, text is represented as an unordered collection of words disregarding interpunctions and grammar and typically simplified as a document-term (DT) matrix, in which each entry of the matrix records the appearance frequency of a specific term in a particular document. To avoid dimension explosion and eliminate noises, terms are carefully selected from a dictionary or from the vocabulary of all available documents using feature selection algorithms.
In this paper, we use the bag-of-word model for all text-based views in our experiments. Since both of our experiments are category related, we select key words by adopting TFICF algorithm (Agarwal et al., 2006) . Stemming (Lovins, 1968) and removing stop words (Microsoft, 2008) steps are taken before TFICF.
where TF(T k , C i ) refers to term frequency of term T k in category ; i C C is the number of categories in the collection and CF(T k ) is the category frequency of term T k . TFICF essentially ranks each term by achieving high inner-category frequency and low inter-category existence. Top-k terms are used as key words for each category.
Image view
There are various image features available, serving different purposes in pattern recognition and computer vision problems. For image tag recommendation problem, image features are required to be able to describe both global and local visual information. HSV histograms and image gradient from Gabor filtering are commonly used local colour and texture features of an image. In the meantime, spatial pyramid technique (Lazebnik et al., 2006) captures the spatial layout information of the image. In this work, we use spatial-pyramid-based HSV histograms and Gabor gradients as the features. Specifically, given an image, we first divide it into blocks. As shown in m Figure 3 , we use three layers with 1, 4 and 16 blocks for each layer respectively. Then, three normalised 8-bin histograms for the HSV channels are computed for each block as the colour feature and 12 gradient energy values from 12 Gabor filters (three orientations with four frequencies) are computed as the texture feature. Gradient energy is calculated by using following equation (Kolenda et al., 2002) : 
Experiments and results
In order to verify our proposed approach for view completion, we applied them on two different applications: web page classification and photo tag recommendation. In the former application, missing view problem occurs in multiple information sources. SVM-based classification is performed based on view-completed features. In the latter, we model the image tag recommendation as a view completion problem: using the available image view to complete the missing text view. An additional step (field ranking) follows for final tag ranking and recommendation. Details of experiment settings, procedures, results and analysis are presented in the following subsections.
Experiments of web page classification
Procedures in Section 4.2 for view completion were run on the adult website classification dataset used by [3] . The dataset used contains seven different sources of data for classifying a web page. The seven sources obtained based on the HTML tags of the web pages are BODY, Anchor Text and HREF (A), Image and ALT (Img), TITLE, METADATA, TABLE, Webpage URL (URL).
Experiment with different numbers of features
We evaluated the classification accuracy on the original dataset with and without view completion. The experiments were performed on the following four cases.
1 Body text view alone: In this setting only body text view was used for classification. For the completion of body text view, the anchor text view was used.
2 Anchor text view alone: In this setting only anchor text view was used for classification. For the completion of anchor text view, the body text view was used.
3 Anchor text and body text features: In this setting, both body and anchor text views were used for classification. And each of those views was used for the completion of the other.
4 All seven views: In this setting, all the seven views were used for classification. The anchor view was used for the completion of all the other views except URL.
URL was present for all the web pages and hence did not need to be completed. The completion for anchor view was done using body view. Body and anchor views were selected among the seven views for the first three experiments, since these two are the most commonly used among the seven views for web page classification and the most intuitive. The anchor view was used for view completion of all the other views since anchor view was missing among least number of object instances except for URL and it is more semantically related to all the other views compared to the URL view. The integration of the multiple views was done using the density-based method proposed by Agarwal et al. (2006) . The classifications were done using the SVM classifier with a linear kernel. Table 1 gives the results of the experiment. This experiment is used to show the possibilities of view completion: using only a single view for classification (as given in first two columns) does not give good classification results, but completing them can reduce error rates significantly. Also, there may be scenarios where the multiple views are present only for a small amount of data used for training, but only one single view is present for the rest of the unlabeled data. In the first column, we see that after view completion, the error rate for classification using body view has reduced by 9% with view completion. When anchor view was used, there was no change in the error rates. This was not surprising as the number of instances with anchor view missing was less in the beginning itself. So there was no additional gain with view completion. When both body and anchor views were used for classification, a gain of 1.5% in accuracy was observed. Finally, when all the seven sources were used for classification, we observed that the error rate reduced by 1% and the accuracy increased from 93% to 94%. In all the above cases, the number of basis vectors was fixed to get the least error rates as described below.
Effect of numbers of basis vectors
In this experiment, the number of basis vectors was varied as mentioned in Step 2 of Section 4. The effect of numbers of basis vectors on view completion was tested with different numbers of basis vectors. The experiment was carried out using the body view + anchor view setting. The results are presented in the Table 2 and Figure 4 . We see that the least error rate was obtained with k = 50. 
Effect of missing views
In the third part of the experiment, the number of instances with missing views in anchor text view was incrementally increased and the classification accuracy was evaluated. Since the anchor text and body text features are represented by term counts, if any of the views were missing, the term counts for that particular instance would be zero. So to get an additional m i instance with missing anchor text view, we randomly select m i instances which have anchor text view and then set the vector corresponding to anchor text view to zero. Table 3 and Figure 5 give the results of the experiment. From the results, we can see that over the whole range of instances with missing views applying view completion gives a consistently better classification accuracy compared to having no view completion at all. The figure also shows the results of KNN imputation, Mean imputation and EM imputation. These imputation methods consider each missing value individually and substitute a value for it. From the figure, it is clear that view completion, which addresses the problem at a higher level in terms of views rather than at a lower level in terms of values, performs much better than the other methods. 
Experiments of tag recommendation for Flickr photo
Online services for personal digital photo archiving and sharing such as Yahoo Flickr (www.flickr.com) and Google Picasa (picasa.google.com) have become more and more popular in recent years. Users may annotate their photos by tags, which are typically keywords or phrases describing the content, context or other related information (Sigurbjornsson and Zwol, 2008) and further use them for photo management (e.g., create subject specific sets or collections in Flickr), photo retrieval and sharing with family, friends and various online communities. Tag recommendation systems target at assisting users to come up with good tags (descriptive for the contents and effective for managements). It is related to the image annotation problem (Li and Wang, 2006) but slightly different in terms of the semantic relationship of visual contents and the expected text descriptions. Thus, existing content-based image analysis literature (e.g., Kolenda et al., 2002; Barnard et al., 2003; Li and Wang, 2006) are not adequate for generating such tags. In this study, we model this problem as a view completion problem. For each image, there are two views: text view and image view, but the text view is considered as missing. The essential idea is to explore the underlying semantic correlation among both text features (e.g., keywords) and image features (e.g., colour features and texture features) through CCA and make tag recommendations based on both sources of information.
Data collection and preparation
According to statistical data from a Yahoo research (Sigurbjornsson and Zwol, 2008) , the most frequent classes of tags for Yahoo Flickr photos are 'locations', 'artifacts/objects', 'people/groups' and 'actions/events'. We selected two popular topics for each class except 'people/groups' (which will be included in future study due to its complexity). Specifically, we picked 'office' and 'stadium' as 'location', 'pyramid' and 'Great Wall' for 'artifacts/objects' and 'skiing' and 'sunset' 'for actions/events'. For each topic, we collected 300 images from Flickr using the FlickrAPI tool. In order to mitigate user bias (images from the same user are visually very similar in many cases), we collected no more than 15 images from the same Flickr ID. For each topic, 200 images were used for training and 100 images for testing. The training and testing sets were defined by random selections. Some sample images with user provided tags are shown in the Appendix. It is worth pointing out that we used real online data rather than expert annotated data from some existing image database since real data from actual users serve our application better than those image databases which were created for image classification or annotation purposes rather than for photo tag recommendation. Obviously, real online data is more challenging than research databases (e.g., the databases used in Li and Wang, 2006) due to the varying sources of images and the uncontrollable usage of vocabulary in the tags provided by the users.
Tag recommendation by view completion
For the training images, after some data cleaning steps, including stemming, removing stop words and unique user filtering (in counting term frequencies, if one term appears in more than one document from the same user, it can only be counted once ), the TFICF algorithm is applied for selecting keywords and further for creating a DT matrix as their text views. As discussed in Section 5.2, a 756-d feature vector including colour features and texture feature is also extracted for image views. Then, we follow the procedures in Section 4.2 for CCA training.
In the test phase, for a given image, the image view is first extracted in the same way as that for the training images. Similar to what done in the web page classification application, we find out top-k images in the training set that are closest to the given image. In our experiment, we keep tags from top ten images and further rank them by using the methods proposed in Section 4.3. For each test image, we keep the top 15 tags as the recommended tags.
Evaluation metrics
Both objective and subjective evaluations have been performed for evaluating our methods. The protocols of the experiments are defined below.
• Objective evaluation: We compare the recommended tags generated by our approach to the tags provided by the original owner of the photos. If one of the user tags is among the recommended tag list, we call it a 'hit'. And we use ≥k-HitRate for showing the performance.
≥k-HitRate: the percentage of images out of all test images which achieve ≥k hit.
• Subjective evaluation: Six evaluators were given both the test images and the corresponding recommended tags. They were asked to check the images and mark on those tags which they deem as semantically relevant. In addition to ≥k-HitRate, we also adopted the following statistical metrics from Sigurbjornsson and Zwol (2008) for evaluating the performance:
• Mean reciprocal rank (MRR): MRR measures where in the ranking the first relevant tag occurs. This measure provides insight in the ability of the system to return a relevant tag at the top of the ranking.
• Success at rank k (S@k): S@k is defined as the probability of finding a relevant tag among the top k recommended tags.
• Precision at rank k (P@k): P@k is defined as the proportion of retrieved tags that is relevant, averaged over all photos.
Results and analysis
In order to avoid data selection bias, we run ten trials with random selections for the training and test set. All experiments are based on these ten trials from the dataset. Figure 6 and Table 4 show the result of objective evaluation of tag recommendation on the test set by using three different ranking schemes (discussed in Section 4.3). For k = 1 and 2 cases, all of them achieve a hit rate around 80% and 60% respectively. These results show that our CCA-based view completion indeed captures the underlying semantic correlations between the available image view and the missing text view to some extent.
Comparing three within-field ranking methods, we can see that on average, performance of vector-distance ranking is better than raw ranking and field-score ranking achieves the best among all three on average and for all k = 1 and 2 cases and some cases of k = 3. Note that, there is no objective evaluation reported in Sigurbjornsson and Zwol 2008) . Compared to the results reported in Li and Wang (2006) , our hit rates are lower. The major reason is that our data are much more challenging than those used in Li and Wang (2006) in terms of the high sparsity of tag occurrence. For each selected topic, only a few words appear more than five times in the user-provided tags for all the training images. This also explains the reason that the rate becomes much lower when k is increased to 2 and 3. However, such objective evaluation is not able to sufficiently evaluate the real performance, since many recommended tags are actually good choices for tagging the image although the original user did not use them. If users are offered those recommended tags, it is possible that much more listed tags would be selected. This is exactly what our tag recommendation system targets at. Therefore, a subjective evaluation is performed as well. Six evaluators participated in this evaluation and were asked to tick all relevant tags in the recommended tag list for a given image. In order to avoid evaluator bias, each evaluator evaluates only 2 topics (200 test images) from the same random set, thus we can have two user sets for this random test set. Except the ≥k-HitRate metric, we also employ MRR, S@1-5, P@5, P@10 and P@15 metrics as well. We can see that subjective evaluation results are statistically much better than those of the objective evaluation, which supports our previous argument that, although many generated tags are not listed by the original user, they are good recommendations for the given image. Average results under different metrics are listed in Tables 5-8 . Table 7 S@k of subjective evaluation on test set.
S@k (%)
On one of the ten random sets Compared to state-of-art performance in Sigurbjornsson and Zwol (2008) , our performance is slightly better than the best cases reported. Further, since in Sigurbjornsson and Zwol (2008) , tag recommendation is purely text-based and at least one correct tag from the user is available; while in our experiment, tags are recommended based on pure image without any existing text information, our approach has the unique feature that that no user-provided tag is required for the recommendation. While the purpose of this experiment is to demonstrate our CCA-based view completion algorithm can work on the application of tag recommendation, there are many other aspects can be taken into consideration for further improving the performance. For example, other available information of photos, such as title, description, comments, meta-data, etc., can be added as separated views for making tag recommendations and the top ranking can be obtained by combining the pair-wise top K rankings obtained using these views. In addition, combining tag cooccurrence strategies proposed in Sigurbjornsson and Zwol (2008) is also a promising direction. We will pursue those aspects in our future work.
Conclusions
In this paper, we identify the need for studying the problem of missing views in the domain of using multi-source data for integration and prediction. We formally defined the problem of missing views. By dealing with the missing view problem at a higher level in terms of views instead of a lower level representation of features we are able to achieve better results. By using the underlying existing semantic relationship between multiple views, we propose a heuristic algorithm for view completion using CCA, together with approaches for within-view field ranking. Within-view field ranking methods expand the instance level correlation to field level and make our proposed algorithm suitable for applications where field ranks are required. Experiments on the web page classification photo tag recommendation verify the feasibility and effectiveness of the proposed methods.
The view completion method can be applied whenever the multiple views representing an instance are correlated. However, in some application domains where the views are completely complementary and orthogonal, or when the views are completely uncorrelated, view completion would not be of much help. Our future work includes extending the algorithm using kernel methods to handle non-linear correlation and developing algorithms to handle non-numeric attributes.
