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The lattice LCom of the equational theories of commutative semi-
groups, which is dually isomorphic to the lattice of the varieties of commu-
tative semigroups, has been extensively studied since the late 1960s [5]. In
the 1980s there was still an opinion that a complete description of this com-
plicated lattice was hopeless [3]. It was known, for example, that although
LCom is countable, every ﬁnite lattice is contained in it as a sublattice [1].
The turning point was [2] which contains a certain description of all equa-
tional theories of commutative semigroups and a description of the lattice
LCom in terms of the inclusion relation and the meet and join operations.
It is well known that the best insight into the structure of an inﬁnite
lattice yields a good description of the covering relation [4]. Therefore, in
the present paper, using methods developed in [2], we describe the covering
relation in LCom. In particular, as a consequence, we want to obtain
a characterization of all meet- and join-irreducible equational theories of
commutative semigroups. This leads, however, to new problems of another,
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combinatorial, nature. These problems are the subject of further research
and will be published in a subsequent paper.
1. INTRODUCTION
For the convenience of the reader we start by recalling the terminology
and some results from [2] which we will apply in our proofs.
By  we denote the set of all ﬁnite sequences α1     αn of nonnegative
integers such that at least one αi = 0. We deﬁne
α1     αn ≤ β1     βm (1)
if and only if there is a partition π of the set 1     n and a one-to-one
mapping ψ from the set Bπ of the blocks of π into the set 1    m such
that for every B ∈ Bπ ,
∑
i∈B αi ≤ bψB. Then, 	≤
 is a well-quasi-ordered
set; in particular, every (order) ﬁlter J in  is ﬁnitely generated.
Note that two sequences are equivalent (the relation ≤ holds in both
directions) if and only if they differ at most in the arrangement of ele-
ments and the number of zeros. Thus, in every equivalence class there is a
nonincreasing sequence of positive integers, and it is unique. Every ﬁlter is
generated by a ﬁnite set of such sequences. The least set among these is an
antichain of minimal elements, and it is called the fundamental antichain of
the ﬁlter.
We shall use the fact that, in particular, if αi ≤ βi for all i, then the
relation (1) holds. Also, for k = ∑αi the one-element sequence k ≥
α1     αn. Consequently, in every (nonempty) ﬁlter J there is a sequence
of length one. The least k such that k ∈ J is denoted by kJ.
For the integers k ≥ m ≥ 0, r > 0 and the sequences a = α1     αn,
b = β1     βn in  we consider the following conditions:
(N1) If
∑
αi =
∑
βi, then both
∑
αi
∑
βi ≥ k.
(N2) If
∑
αi =
∑
βi, then, for every j such that αj = βj , both
αj +
∑
αi, βj +
∑
βi ≥ k.
(N3) For every i, αi ≡ βi mod r.
(N4) For every i, if αi = βi then αi βi ≥ m.
For a sequence a = α1     αn ∈ , if f ∈ Sn is a permutation of the
indices then we write f a for the sequence αf 1     αf n. In addition,
for every γ ≥ 0 we denote hγa = α1     αn γ, and for all 1 ≤ i <
j ≤ n we denote gija = α1     αi + αj     αn, where the latter is the
sequence obtained from a by replacing αi with αi + αj and deleting αj .
We shall use the fact that a ≤ b if and only if there exists an operation f
generated by gij h1 h0, and permutations such that f a = b.
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Let m ≥ 0 r > 0 be integers and J a nonempty ﬁlter contained in the ﬁl-
ter m generated by the one-element sequence m (for m = 0 we deﬁne
m = ). Let π be an equivalence relation on the set +\J of those ﬁnite
sequences of positive integers that are not in J. Then π is called a remain-
der of type Jm r if for all pairs 	a b
 ∈ π, where a = α1     αn and
b = β1     βt, the following conditions are satisﬁed:
(π0) n = t.
(π1) The conditions (N1)–(N4) hold for k = kJ.
(π2) For every permutation f ∈ Sn, 	f a, f b
 ∈ π.
(π3) For every i with αi = βi and γ = minαi βi, both hγa,
hγb ∈ J.
(π4) If f is one of the operations gij or h1, then either 	f a,
f b
 ∈ π or both f a f b ∈ J.
In [2] it is shown that every remainder can be explicitly described by
listing a ﬁnite number of elements.
Now, given integers m ≥ 0, r > 0, a nonempty ﬁlter J ⊆ m, and a
remainder π of type Jm r, we deﬁne EJm r π to be the set of all
identities of the form
x
α1
1 · · ·xαnn = xβ11 · · ·xβnn (2)
(with αi + βi > 0) such that either both α1     αn, β1     βn ∈ J and
satisfy the conditions (N3), (N4) or both α1     αn β1     βn ∈ J
and 	α1     αn β1     βn
 ∈ π. We will write 	α1     αn β1    
βn
 ∈ E when an identity xα11 · · ·xαnn = xβ11 · · ·xβnn is in E.
By E we denote the set of all trivial identities of the form 2, i.e., those
with αi = βi for all i. This is the least element in LCom. Then, the main
result in [2] (Theorem 4.8) can be stated as follows.
Theorem 1.1. Every set EJm r π deﬁned above is an equational the-
ory, and every equational theory of commutative semigroups other than E is
of this form.
In the following, equational theories of commutative semigroups are
called simply theories. We use also the following description of the inclusion
relation in LCom.
Theorem 1.2. The inclusion EJ1m1 r1 π1 ⊇ EJ2m2 r2 π2 holds
if and only if m1 ≤ m2; r1 divides r2; J1 ⊇ J2; and π1 ∪ J21 ⊇ π2.
Let E = EJm r π be a theory. By mJ we denote the least integer
among all maxα1     αn with α1     αn ∈ J. Note that J ⊆ m is
equivalent to mJ ≥ m. Therefore, to check whether parameters Jm r π
are as required (to deﬁne a theory), it is enough to check that mJ ≥ m
and π is a remainder of type Jm r. Obviously, mJ ≤ kJ.
496 grech and kisielewicz
We introduce also mπ to denote the greatest m such that (N4) holds
for every 	a b
 ∈ π, and rπ to denote the greatest r such that (N3) holds
for every 	a b
 ∈ π. If there is no such integer m or r, we put m = ∞
or r = ∞, respectively, assuming that ∞ is greater than every integer and
divisible by every positive integer.
By LJm r we will denote the lattice of all remainders of type Jm r.
Recall, ﬁnally, that if for two different theories E1 ⊆ E2 there exists no
other theory E3 satisfying E1 ⊆ E3 ⊆ E2, then E2 is a cover of E1 and E1 is
a dual cover of E2.
2. DUAL COVERS
First we deal with dual covers in LCom. We concentrate on the case
when, in accordance with Theorem 1.2, removing some elements from J in
E = EJm r π leads to a dual cover of E.
Let A ⊆ J be a subset of the minimal elements of J closed under equiv-
alence (i.e., under adding or removing zeros and permuting elements in
sequences) and such that every two sequences in A without zeros have the
same length n. For such a set we consider the following conditions:
(S1) For every a b ∈ A without zeros there is a permutation f ∈ Sn
such that the conditions (N3), (N4) hold for f a b.
(S2) For all a b, a = b, if 	a b
 ∈ π and γ is as in π3, then
hγa hγb /∈ A.
(S3) For all a b, if 	a b
 ∈ π and f is one of the operations gij or
h1, then f a ∈ A if and only if f b ∈ A.
If a set A ⊆ J as above satisﬁes the conditions (S1)–(S3), then it is called
m r π-separable from J. If m r π, and J are clear from the context, we
say simply that A is separable. In such a case, by πA we denote the set of all
those pairs 	a b
 such that a b ∈ A and have no zeros, and the conditions
(N3), (N4) are satisﬁed.
We are going to show that if A is separable then EJ\Am r π ∪πA is
a dual cover of EJm r π. We note that in some cases the set πA consists
of only trivial pairs 	a a
, while in other cases it has nontrivial elements.
What is more interesting, there may be two different separable sets such
that one is contained entirely in the other (see the examples in the last
section).
First we have to prove the following.
Lemma 2.1. IfA is m r π-separable from J, then π ∪πA is a remainder
of type J\Am r.
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Proof. Let us denote by A˜ the set of all sequences in A without zeros.
First, note that to see that π ∪ πA is an equivalence relation on +\J\A,
it is enough to check that πA is an equivalence relation on A˜. In view of
the deﬁnition of πA, we have only to observe that if a b c ∈ A and (N3),
(N4) hold both for a b and for b c, then (N3), (N4) hold for a c.
We check the conditions π0–π4.
Since all sequences in A˜ have the same length, π0 holds. Concerning
π1, we ﬁrst prove that (N1), (N2) hold. We consider two possibilities,
kJ ∈ A and kJ ∈ A. If kJ ∈ A, then kJ ∈ J\A and con-
sequently kJ\A = kJ. In this case, if 	a b
 ∈ π, then (N1), (N2) hold
by deﬁnition of π; if a b ∈ A, then (N1), (N2) hold since A ⊆ J and∑n
i=1 αi ≥ kJ for every α1     αn ∈ J.
The remaining possibility, that kJ ∈ A, may happen only when A
consists of the equivalence class of the one-element sequence kJ and
kJ\A = kJ + 1. In this case, πA has no nontrivial pairs, and we need
only to check that the conditions (N1), (N2) hold for pairs 	a b
 ∈ π. We
know that these conditions hold for k = kJ. We must show that they
hold, in this case, for k = kJ + 1, as well.
Denote a = α1     αn, b = β1     βn. First we observe that the
case when kJ = ∑ni=1 αi <
∑n
i=1 βi is impossible in view of (S3). This
proves that (N1) holds for k = kJ + 1. For (N2), if ∑ni=1 αi =
∑n
i=1 βi
and αj = βj then, by (S2), both α1     αn αj β1     βn βj are in J
and have length more then one. So both αj +
∑n
i=1 αi βj +
∑n
i=1 βi > kJ.
Conditions (N3), (N4) hold by the deﬁnition of πA.
Condition π2 holds since πA is closed under equivalence.
Finally, to check π3, π4, if 	a b
 ∈ π then π3 by (S2). If f is one
of the operations gij or h1 then since (N3), (N4) hold for 	a b
 we have
that (N3), (N4) hold for 	f a f b
. Using (S3) and the deﬁnitions of πA
and π we see that either 	f a f b
 ∈ π ∪ πA or both f a and f b are
in J\A. Whence π4 holds. If 	a b
 ∈ πA and f is gij or hγ (γ ≥ 1), then
since every member of A is minimal in J and f a > a f b > b for all
a b ∈ A, we have f a f b ∈ J\A. Whence, π3, π4 are satisﬁed in
any case.
The proof of the lemma is complete.
Theorem 2.2. Let E = EJm r π be an equational theory of com-
mutative semigroups. Then E1 = EJ1m1 r1 π1 is a dual cover of E in
LCom if and only if it has one on the following forms:
(i) E1 = EJm+ 1 r π, whenever mπmJ ≥ m+ 1;
(ii) E1 = EJm rpπ, whenever rp divides rπ for a prime p;
(iii) E1 = EJ\Am r πA ∪ π, whenever A is separable in J;
(iv) E1 = EJm r π1, whenever π1 is a dual cover of π in LJm r.
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Proof. First we check that E1 is well-deﬁned in all the cases, i.e.,
mJ1 ≥ m1 and π1 is a remainder of type J1m1 r1.
In Case (i), mJ1 ≥ m1, since mJ ≥ m + 1. Further, as J1 = J and
π1 = π, π1 is an equivalence relation on +\J1, and except for π1, the
conditions π0–π4 are trivially satisﬁed. For π1, it is enough to note
that mπ1 = mπ ≥ m+ 1 = m1 and rπ1 = rπ ≥ r = r1.
Similarly, one checks (ii). The statement for (iii) follows from Lemma 2.1,
and for (iv) it is obvious.
In turn, we show that E1 is, in fact, a dual cover of E in every case. To
this end, suppose that E1 ⊆ E2 ⊆ E for some theory E2.
Then, in the case i, by Theorem 1.2, we have E2 = EJm2 r π, where
m ≤ m2 ≤ m+ 1. It follows that E2 = E or E2 = E1, as required. Case (ii)
is analogous.
In Case (iii), by Theorem 1.2, E2 = EJ2m r π2, where J2 = J\B for
some subset B of A; π ∪ πA ⊆ π2 ∪ J22 ; and π2 ⊆ π ∪ J2.
First, assume that B = A . Then J2 = J1 and π ∪ πA ⊆ π2 (since a
remainder of type J1m r has no point in common with J21 ). By the fact
that π2 ⊆ +\J22 and since J2 = J1 = J\A, we get also that π2 ⊆ π ∪A2.
In turn, using π1 for π2, we see that A2 above can be replaced by πA. It
follows that π2 = π ∪ πA, and in consequence E2 = E1.
Now, assume that B = A and b ∈ A\B. By (S1), in view of Theorem 1.1,
for every a ∈ A there is a permutation f such that 	f a b
 is in πA.
Whence it belongs to E2 and therefore f a ∈ J\B. As J2 is a ﬁlter and a ∈
J\B, it follows that B is empty. Whence we have J2 = J; π ∪ πA ⊆ π2 ∪ J2;
and π2 ⊆ π ∪ J2.
Since the remainder has no point in common with the square of the ﬁlter,
it follows from the former that π ⊆ π2 and from the latter that π2 ⊆ π. In
consequence, π2 = π and E2 = E. This completes Case (iii).
Case (iv) is obvious.
It remains to show that if E1 = J1m1 r1 π1 is a dual cover of E in
LCom, then E1 has one of the forms (i)–(iv).
By Theorem 1.2, J1 ⊆ J, m1 ≥ m, and r divides r1. We ﬁrst show that if
m1 > m or r1 > r, then E1 has form (i) or (ii), respectively.
Indeed, if m1 > m, then let us consider E2 = EJ1m1− 1 r1 π1. This is
a well-deﬁned theory (since mJ1mπ1 ≥ m1 ≥ m1 − 1). Obviously E1 ⊆
E2. If 	a b
 ∈ E2\E1 then, since E1 and E2 have the same remainders, we
have a b ∈ J1 ⊆ J, and by m ≥ m1− 1 and that r divides r1 we have 	a b
 ∈
E. Whence E2 ⊆ E and, since E1 is a dual cover, E2 = E. Consequently,
J1 = 1, r1 = r, and π1 = π, proving Case (i).
If r1 > r, then, similar to the above, a set E2 = EJ1m1 r1/pπ1 is a
well-deﬁned theory and E1 ⊆ E2 ⊆ E (where p is a prime dividing r1/r.
We have E2 = E and J1 = J, m1 = m, r1 = rp, π1 = π.
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Now, suppose that m1 = m r1 = r, and J1 = J. We show that this must
be Case (iii). But before we do this we need two lemmas.
Lemma 2.3. Under the conditions as above π = π1\J2.
Proof of the Lemma. Denote π2 = π1\J2. Obviously, it is enough to
show that E2 = EJm r π2 is a well-deﬁned theory and E1 ⊆ E2 ⊆ E.
First observe that π2 is an equivalence relation on +\J. Indeed, it
is enough to note that π1 is an equivalence relation on +\J1 and, by
Theorem 1.2, π1 ⊆ π ∪ J2.
Now we check the conditions π0–π4. Conditions π0–π2 are obvi-
ous. If 	a b
 ∈ π2, and γ is as in π3, then by the deﬁnition of π2
we have 	a b
 ∈ π1, and since π1 is a remainder of type J1m r we have
hγa hγb ∈ J1 ⊆ J. So π3 holds. If 	a b
 ∈ π2 and f is one of the
operations gij or h1, then again 	a b
 ∈ π1, and since π1 is a remainder of
type J1m r and π1 ⊆ π ∪ J2, we have either 	f a f b
 ∈ π1\J2 = π2
or f a f b ∈ J. It follows that π4 holds.
This shows that π2 is a remainder of type Jm r, and since mJ ≥ m
we conclude that E2 is theory. Using Theorem 1.2 yields the inclusions and
completes the proof of the lemma.
Lemma 2.4. Under the conditions as above the set B = J\J1 is m r π-
separable from J.
Proof of the Lemma. Let a ∈ B be a minimal sequence in J, without
zeros, and let Ba be the closure under equivalence of sequences of the
set of those sequences b ∈ B for which there is a permutation f such that
	a f b
 ∈ π1. We show ﬁrst that if Ba consists of only minimal elements
of J, then Ba is m r π-separable and Ba = B.
Obviously, every two sequences in Ba without zeros have the same
length. We check conditions (S1)–(S3). (S1) holds by the deﬁnition of Ba.
Let 	c b
 ∈ π for c = b and γ be as in π3. Then, by Lemma 2.3,
	c b
 ∈ π1. Whence hγc hγb ∈ J1 ⊆ J\Ba. This shows that (S2)
holds. Finally, let 	c b
 ∈ π; f be one of the operations gij or h1; and
f c ∈ Ba. By Lemma 2.3, 	c b
 ∈ π1. Whence 	f c f b
 ∈ E1, and by
π4, applied to both E1 and E, we have f b ∈ B (since f c ∈ B). Now,
since 	a gf c
 ∈ E1, for some permutation g we have 	a gf b
 ∈ E1.
Whence f b ∈ Ba. This shows that (S3) holds and that Ba is m r π-
separable from J.
Recall that πBa is the set of those pairs 	a b
 with a b ∈ Ba and
without zeros for which conditions (N3), (N4) hold. Let J2 = J\Ba,
π2 = πBa ∪ π, and E2 = EJ2m r π2. We show that E2 = E1. Since
Ba is m r π-separable from J, we have that E2 is theory and, by what
has been proved so far, that it is a dual cover of E. We have to show
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that E2 ⊇ E1. If 	c b
 ∈ π1\J2 then, by Theorem 1.2, 	c b
 ∈ π ⊆ π2. If
	c b
 ∈ π1 ∩ J2, then c b ∈ B. We know (since 	c b
 ∈ π1) that conditions
(N3), (N4) hold. Whence, by the deﬁnition of πBa, we have either 	c b
 ∈
πBa ⊆ π2 or both c b ∈ B\Ba2 ⊆ J22 . It shows that π1 ⊆ π2 ∪ J22 . By
Theorem 1.2, and as J1 ⊆ J2, we have E1 ⊆ E2 and consequently E2 = E1.
In particular, B = Ba is separable. This completes the ﬁrst part of the
proof.
It remains to consider the case when for every a ∈ B, minimal in J and
without zeros, there is a b ∈ Ba which is not minimal in J. We show that
this case is impossible.
To this end, ﬁx a = a1 ∈ B without zeros and let b = b1 ∈ Ba1 be
not minimal in J. Then there is a2 ∈ J, minimal in J, such that a2 < b1.
Moreover, a2 ∈ B, since b /∈ J1 = J\B and J1 is a ﬁlter. Now we choose
b2 ∈ Ba2, not minimal in J, and so on.
Since J has only ﬁnitely many minimal elements (without zeros),
there must be a loop in this process. It follows that there is a set
X = a0     an b0     bn such that bi > ai+1 for i = 0 1     n − 1;
bn > a0; and 	ai bi
 ∈ π1 for i = 0 1     n. Moreover, a0 b0 ∈ B.
Suppose that n is the minimal nonnegative integer such that there is a
set with the properties described above. We show that n = 0. To this end
it is enough to demonstrate how the number of elements in X can be
decreased by 2.
Since b0 > a1, there is an operation g generated by gij , h1, and per-
mutations such that ga1 = b0. Since ga1 = b0 ∈ B and 	a1 b1
 ∈ π1,
it follows by using π2 and π4 that 	b0 gb1
 = 	ga1 gb1
 ∈ π1
and gb1 ∈ B. Since 	a0 b0
 ∈ π1 we have also 	a0 gb1
 ∈ π1, and since
b1 > a2 we have 	a0 ha2
 ∈ π1 for some operation h generated by gij h1,
and permutations (the index 2 is to be replaced by 0, if n = 1). Putting
b′0 = ha2, we have b′0 > a2, 	a0 b′0
 ∈ π1, and therefore a1 b1 can be
deleted from X, as required.
For n = 0, we have 	a0 b0
 ∈ π1 and b0 > a0. In other words,
	a0 ga0
 ∈ π1 for some nontrivial operation g generated by gij , h1,
and permutations. This leads to an obvious contradiction with π4, since
a0 /∈ J1. The proof of the lemma is complete.
Now letm1 = m, r1 = r, and J1 = J\A, then by Lemma 2.4A is m r π-
separable from J. By Theorem 1.2, π ∪ J2 ⊇ π1. Since J1 = J\A and π1 ⊆
+\J12 we have π ∪A2 ⊇ π1. Using π1 for π1, we see that A2 can be
replaced by πA, yielding π ∪ πA ⊇ π1. Since E2 = Em r J\Aπ ∪ πA
covers E and E2 ⊇ E1, we have E1 = E2, which completes Case (iii).
The case when m1 = m, r1 = r, and J1 = J remains. In this case, obvi-
ously, π1 ⊆ π, giving Case (iv). This completes the proof of Theorem 2.2.
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3. COVERS
Now we deal with covers in LCom. As before, we concentrate on the
case when adding some elements to J leads to a cover of a theory E =
EJm r π.
Let a = α1     αn be a maximal element in +\J such that
maxα1     αn ≥ m. Then by Ja we denote the set of all b ∈  for
which there exists a permutation f such that 	b˜ f a
 ∈ π , where b˜ is the
sequence obtained from b by deleting zeros.
Note then that for every b = β1     βn ∈ Ja we have maxβ1    
βn ≥ m. Whence, mJa ≥ m.
In turn, by πa we denote the set of those pairs 	b c
 with b c ∈ Ja that
belong to ρ = ρJm r, the maximal remainder of type Jm r.
Our result is the following:
Theorem 3.1. Let E = EJm r π be an equational theory of commu-
tative semigroups. Then E1 = EJ1m1 r1 π1 is a cover of E in LCom if
and only if it has one on the following forms:
(i) E1 = EJm− 1 r π, whenever m > 0;
(ii) E1 = EJm r1 π, whenever r = r1p for some prime p;
(iii) E1 = EJ ∪ Jam r π\πa, whenever πa ⊆ π;
(iv) E1 = EJm r π1, whenever π1 covers π in LJm r.
Proof. As in the previous proof, we ﬁrst check that in every case E1
is a well-deﬁned theory, i.e., mJ1 ≥ m1 and π1 is a remainder of type
J1 r1m1.
In (i), mJ1 ≥ m1, since J1 = J and m1 ≤ m. Moreover, since π1 = π,
π is an equivalence relation on +\J1, and except for π1, conditions
π0–π4 are trivially satisﬁed. For π1, it is enough to note that mπ1 =
mπ ≥ m > m1 and rπ1 = rπ ≥ r = r1. The proof for Case (ii) is
similar.
In (iii), mJ1 ≥ m1, since m1 = m and mJa ≥ m1. We check that π1 is
a remainder of type J1m1 r1. By the deﬁnition of Ja, if 	c b
 ∈ π and
c ∈ Ja then b ∈ Ja and 	c b
 ∈ πa. Whence, π1 is an equivalence relation on
+\J1. We check the conditions π0–π4. Since π1 ⊆ π, π0 is obvious.
Since π is a remainder of type Jm r, m1 = m r1 = r, and π1 ⊆ π,
we have mπ1 ≥ m1 and r1 divides rπ1. Moreover, since J1 ⊇ J, we
also have kJ1 ≤ kJ. From these facts it follows easily that π1 holds.
Further, if f is a permutation and 	a1 a2
 ∈ πa, then by the deﬁnition of
πa, 	f a1 f a2
 ∈ πa. So, as π1 = π\πa, we see that π2 holds. Let γ
be as in π3, 	c b
 ∈ π1. Then, since π1 ⊆ π, 	c b
 ∈ π, and consequently
both hγc hγb ∈ J. Since J1 ⊇ J, we see that π3 holds. Finally, let f be
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one of the operations gij or h1 and 	c b
 ∈ π1. To see that π4 holds for
π1, it is enough to observe that if 	f c f b
 ∈ π\π1, then f c f b ∈ J1,
since π\π1 ⊆ J21 .
Now, we show that E1 is, in fact, a cover of E in every case.
In the cases (i), (ii), this follows immediately from Theorem 2.2. In
Case (iii), suppose that E ⊆ E2 ⊆ E1 for some theory E2. We want to
show that E2 = E or E2 = E1. By Theorem 1.2, E2 = EJ2m r π2 where
J ⊆ J2 ⊆ J1, π ⊆ π2 ∪ J22 , and π2 ⊆ π1 ∪ J21 . We can write J2 = J ∪ B,
where B ⊆ Ja. We consider two possibilities, according to whether B is
empty or not.
First, if J2 = J, then since π ⊆ π2 ∪ J22 and π is disjoint with J2 = J22 ,
we have π ⊆ π2. Assume that π = π2 and let 	b c
 ∈ π2\π. Since π1 ⊆ π,
we have π2 ⊆ π ∪ J21 , and therefore 	b c
 ∈ J21 . As π2 is a remainder
of type Jm r, we have 	b c
 ∈ J1\J2 = J2a . By the deﬁnition of πa it
follows that 	b c
 ∈ πa, contradicting the assumption that πa ⊆ π. Whence,
π2 = π and consequently E2 = E.
Now, suppose that B is nonempty and choose b ∈ B without zeros. Since
π is an equivalence relation on +\J2, by π2 and the deﬁnition of Ja,
for all c ∈ Ja ∩ + we have 	b f c
 ∈ π for some permutation f . Since
E ⊆ E2, we have 	b f c
 ∈ E2, and since b ∈ J2 and E2 is a theory,
f c ∈ J2. It follows that c ∈ J2, Ja ⊆ J2, and consequently B = Ja and
J2 = J1. Since π2 ⊆ π1 ∪ J21 and because π2 is disjoint with J22 = J21 , we
have π2 ⊆ π1. As π\J21 ⊆ π2, and π\J21 = π1, it follows that π2 = π1.
Whence, E2 = E1.
Case (iv) is obvious.
It remains to show that if E1 = EJ1m1 r1 π1 is a cover of E in
LCom, then E1 has one of the forms (i)–(iv). By Theorem 1.2, J1 ⊇ J,
m1 ≤ m, and r1 divides r. For m1 < m or r1 < r we immediately have the
case (i) or (ii), respectively.
So we have to consider the cases when m1 = m and r1 = r. There are
two possibilities, J1 = J and J1 = J.
Let m1 = m, r1 = r, J1 = J ∪ B, and B be nonempty. We show that we
then have Case (iii). Before this we must prove two lemmas.
Lemma 3.2. Let E1 = EJ ∪ Bm r π1 be a cover of E = EJm r π
in LCom. If B is not empty and π2 = π\B2 then E2 = EJ ∪Bm r π2
is a theory and E ⊆ E2 ⊆ E1. In particular, π1 = π\B2.
Proof. First we check that E2 is theory. We must show that π2 is
a remainder of type Jm r1, i.e., π2 is an equivalence relation on
+\J ∪ B2 and the conditions π0–π4 hold. If 	c b
 ∈ π, then
c ∈ J ∪ B if and only if c b ∈ B. Whence π\B2 = π2 is an equivalence
relation on +\J ∪ B2. Since π2 ⊆ π, π0 holds. Moreover, J ∪ B ⊇ J,
so if γ is as in π3 and 	c b
 ∈ π2, then 	c b
 ∈ π, and since π is a
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remainder of type Jm r we have 	hγc hγb
 ∈ J ⊆ J ∪ B. So π3
holds. Again, since J ∪ B ⊇ B, we have kJ1 ≤ kJ, and by π2 ⊆ π, π1
holds. If b ∈ B and f is a permutation, then f b ∈ B, so π2 holds.
Finally, we treat the last condition. Let f be one of the operations gij
or h1. If 	c b
 ∈ π2 ⊆ π and f b f c ∈ J then 	f b f c
 ∈ π. If
	f b f c
 ∈ π2, then 	f b f c
 ∈ B2. This shows that π4 holds.
Since J ⊆ J ∪ B, π ⊆ π2 ∪ B2, and π2 ⊆ π1, by Theorem 1.2 we have
E ⊆ E2 ⊆ E1. Since E1 is a cover of E and by B is not empty, we have
E2 = E1. Whence π1 = π\B2.
Lemma 3.3. Let E1 = EJ ∪ Bm r π1 be a cover of E = EJm r π
in LCom, and B = Ja for some a ∈ B. If π2 = π ∪ πa, then E2 =
EJm r π2 is a theory and E ⊆ E2 ⊆ E1. In particular, πa ⊆ π.
Proof. First, we show that π ∪ πa is an equivalence relation on +\J.
Since B = Ja, by the deﬁnition of Ja we have π ⊆ B2 ∪ +\J ∪ B2. By
the deﬁnition of πa we have πa ⊇ π ∩ B2. Since π\B2 is an equivalence
relation on +\J ∪ B and πa is an equivalence relation on B, it follows
that π ∪ πa is an equivalence relation on +\J. Now we check the condi-
tions π0–π4. Conditions π0 π1, and π3 hold since π ∪ πa ⊆ ρ.
If 	b c
 ∈ πa, then b c ∈ B and 	b c
 ∈ ρ. If f is a permutation, then since
ρ is a remainder of type Jm r we have 	f b f c
 ∈ ρ and obviously
f b f c ∈ B. Whence, by the deﬁnition of πa, we have 	f b f c
 ∈ πa
and π2 holds. By Theorem 2.2, if c ∈ B then c is maximal in \J. So if
	b c
 ∈ πa and f is one of the operations gij or h1, then since b c ∈ B we
have f b f c ∈ J. It follows that π4 holds. Thus, we see that π ∪ πa
is a remainder of type Jm r. Finally, mJ > m, since E is a theory,
whence E2 is a theory.
Now we check that E ⊆ E2 ⊆ E1. E ⊆ E2 holds by Theorem 1.2 and since
π ⊆ π ∪πa. We have πa ⊆ B2 ⊆ J21 , since by Theorem 1.2, π ⊆ π1 ∪ J21 , we
have π ∪ πa ⊆ π1 ∪ J21 . Whence, by Theorem 1.2, E2 ⊆ E1. As J = J ∪ B,
we have E2 = E1. As E1 is a cover of E, E2 = E. It follows that πa ⊆ π
and the proof of the lemma is complete.
Recall that we consider the case when J1 = J ∪ B, m1 = m, r1 = r. We
show that B = Ja for some a ∈ B. If a = α1     αn ∈ B, then by B ⊆ J1
and mJ1 ≥ m we have maxαi ≥ m. Since E is a dual cover of E1
by Theorem 2.2, we know that B is m r π1-separable from J1. Whence
if a ∈ B, then a is minimal in J1, and therefore a is maximal in +\J.
Moreover, for every a b ∈ B without zeros there exists a permutation f
such that 	a f b
 ∈ πB ⊆ π. By Theorem 1.2, π ⊆ π1 ∪ J21 . Since π is a
relation on +\J, π1 is a relation on +\J1, and J1\J = B, we infer that
π ⊆ B2 ∪ +\J12. Whence, if a ∈ B and 	a f b
 ∈ π for some b ∈  and
permutation f , then b ∈ B. By the deﬁnition of Ja we see that B = Ja for
any a ∈ B without zeros.
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Now, by Lemma 3.2, π1 = π\B2. By Lemma 3.3, πa ⊆ π. We must
only show that π ∩ B2 = πa. Let c b ∈ B and 	c b
 ∈ π. Then, since
B = Ja, by the deﬁnition of πa we have 	c b
 ∈ πa. Whence, E1 = EJ ∪
Jam r π\πa. This is Case (iii).
If J = J1, m = m1, and r = r1, then obviously we have Case (iv).
The proof is complete.
4. EXAMPLES AND FINAL REMARKS
First, note that the descriptions of dual covers and covers in Theorems 2.2
and 3.1 are effective. Indeed, recall that every theory EJm r π can be
described in an effective way as follows.
Every ﬁlter J is known to be generated by a ﬁnite number of elements,
and this will be denoted J = a1     ar (usually a1     ar are chosen to
be the fundamental antichain of minimal elements of J).
On the other hand, from Proposition 4.14 in [2] it follows that for every
remainder π there exists a ﬁnite set π0 ⊆ π such that every pair in π is
of the form 	ac bc
 for some 	a b
 ∈ π0 and a sequence c = γ1     γs
with s ≥ 0 and γj > 0. (Here, ac denotes the concatenation of sequences.)
Moreover, if a = α1 · · ·αn and b = β1 · · ·βn, then γj < minαi βi for
all j and i.
Using this, it is not difﬁcult to design effective algorithms to determine
covers and dual covers of types (i)–(iii) of a given theory EJm r π. Our
subsequent paper is devoted, in fact, to determining the covers and dual
covers of type (iv).
Example 1. Let m = 1, r = 1, J = 4 1 1 3 2 1 2 2 2 5,
and π = θ (recall that by θ = θJm r we denote the least remain-
der of a given type, containing only trivial pairs 	a a
). Checking that
E = EJm r π is a well-deﬁned theory is, in such a case, trivial (mJ =
2 > 1). It is also not difﬁcult to verify that every nonempty subset of
the set 4 1 1 3 2 1 2 2 2 as well as 5, after closing under
equivalence of sequences, forms sets separable from J. In particular, A1 =
4 1 1∗, A2 = 4 1 1 3 2 1∗, and A3 = 3 2 1∗ lead to three
different dual covers of E, Ei = EJ\Ai 1 1 π ∪ πAi (the superscript ∗
is used here to denote the operator of closure under equivalence). This
shows, in particular, that dual covers of type (iii), in contrast with covers,
cannot be described as being generated by a single element.
Theorems 2.2 and 3.1 show that in fact we have four types of covers
and dual covers in LCom. A natural question arises as to whether every
combination of types can really occur. It turns out that as far as covers are
concerned every possibility (of 16) can really occur.
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Before demonstrating the next examples, we observe that, according to
Theorem 3.1, whenever m > 0 or r > 1, E = EJm r π has covers of
type (i) or (ii), respectively, and they are unique.
Example 2. Let J = 1 1 1 1 1 1 2 1 1 1 and E = EJ 1 2 θ.
Then E has covers of all the types. In particular, we leave it to the
reader to check that E3 = E1 1 1 1 1 1 2 θ and E4 = EJ 1 2
	3 1
 	1 3
 ∪ θ are well-deﬁned theories covering E.
If, in the example above, we modify m or/and r to 0 and 1, respectively,
then we get theories having no covers of certain types. It is not difﬁcult
to construct further examples supporting our claim. We note only that an
example of the theory without any cover is, e.g., E = E2 0 1 θ.
In the case of dual covers, the situation is different. Note that if a theory
E = EJm r π has no dual cover of type (iv), π = θ, then it necessar-
ily has a cover (in fact, inﬁnitely many covers) of type (ii). To prove this
we have to observe (using results of [2]) that if π = θ, then π has a dual
cover in the lattice LJm r. A description of the structure of the lat-
tices LJm r and the covering relation in these lattices will appear in the
subsequent article.
Moreover, the assumption that E has no dual cover of type (iv) implies,
also, that E has a dual cover of type (iii). This is so because, in such a case,
every set consisting of all sequences equivalent to a minimal element in J
is easily seen to be separable. (In particular, we have that every theory has
at least one dual cover.)
After taking into account these restrictions, there still remain 10 possibil-
ities. It is not difﬁcult now to check that all of these remaining possibilities
can occur. We close with an example of the theory which has only a dual
cover of type (iv).
Example 3. Let E = E6 1 1 1 5 	6 1
 	1 6
 ∪ θ. One can
check that this is a well-deﬁned theory. Obviously, E1 = E6 1 1
1 5 θ is a dual cover of E. By virtue of Theorem 2.2, it has no dual
covers of either type (i) or type (ii) because mπ = 1 < m + 1 = 2 and
rπ = 5. The only possible separable set is A = 6 1 1∗. Yet, in this
case, the condition (S2) is not satisﬁed. Therefore, E has no dual covers of
type (iii), either.
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