This paper describes the design of pragmatic-interpretation and dialogue-management modules in an automatic inquiry system that can be consulted through spoken natural language over the telephone. The system is designed around a central multi-level data structure representing the discourse that has unfolded during the dialogue. At the highest level of this discourse representation the information exchange is represented as a series of changes or updates of an information state. Conditions on the information state give rise to actions of the dialogue manager. The dialogue manager aims at achieving the user's goal in a manner that is understandable to the user, efficient and correct. This is no trivial problem, because natural language and, in particular, speech understanding leads to many uncertainties. To deal with uncertain information, we have designed feedback and verification mechanisms and means for contextual understanding, underspecification and pragmatic inferencing.
INTRODUCTION
The understanding of natural, and in particular, spoken language involves many issues that are only partially understood and thus hard to implement on computer systems. Some of these issues are ambiguity, underspecification, contextual interpretation and pragmatic inferences. Within the NWO-TST 1 priority programme on Language and Speech Technology, we are building a number of demonstrator systems, OVIS1, OVIS2 and OVIS3
2 , that engage in spoken-1. NWO is the Netherlands Organization for Scientific Research. TST is a Dutch acronym for Language and Speech Technology 2. OVIS is a Dutch acronym for Public Transport Information System. OVIS1 is based on a system designed at Philips GmbH Forschungslaboratorien Aachen Oerder and Aust, 1994) .
language dialogue about train time-table inquiries. In this paper, we focus on the design of the pragmaticinterpretation and dialogue-management modules for such systems. Most examples are derived from the design of OVIS2, but the ideas presented go beyond what we intend to accomplish with that system.
ARCHITECTURE
An important component of the OVIS2 system is a discourse representation which is maintained as a central data structure. At any time in the dialogue, this data structure represents all that has been said so far. It represents all utterances of both the system and the user at several levels of abstraction. We distinguish a syntactic level, a semantic level, a pragmatic level and an information level. At the information level, the dialogue is represented as an information exchange. The information exchange consists of a number of information-state changes called updates. The information state represents all the information that intentionally or unintentionally has been conveyed by the user and also all information that the system has presented. Almost all the modules within the system operate on at least one level of the discourse representation. The architecture that determines the relationships between these modules is depicted in figure 1. When the user talks to the system, the incoming utterance is analysed by a speech-recognition module, the result is processed linguistically and then interpreted. While this is done, the discourse representation is extended with analysis results. Then the dialogue manager comes into play. It determines what actions the system undertakes at that particular point in the dialogue. When these actions relate to things that the systems should say, they are formulated and expressed in a linguistic form, and finally made audible.
In this paper, we focus on the pragmatic-interpretation and dialogue-management modules. The role of the pragmatic-interpretation module is to deal with implicit information, that is information that is not explicitly mentioned. Humans often convey information by not saying something. For instance, when users say: "I'd like to travel Tuesday", then, in most common contexts, one can deduce from the fact that they did not say which Tuesday they want to travel, that it will be the first Tuesday to come. Natural language dialogues are full of such implicit information transfers, which are possible because both participants share knowledge about the world. Therefore, we use a pragmatic interpretation module that enriches the results of the linguistic processing by incorporating knowledge about the world.
The dialogue manager will be presented with several, possibly conflicting, interpretations of what the user has said. It has to decide which of these interpretations should be pursued in the dialogue. The other interpretations are held back and may be used as backup for the case that, later in the dialogue, the first interpretation turns out not to be what the user intended to convey. The interpretations are represented as updates of the information state. The dialogue manager decides, on the basis of the updated information state, what the system should say next. This is expressed in another update, that is passed to the generation modules.
UPDATES
Information states contain objects and relations. These represent the information that is conveyed during the dialogue. In OVIS2, there are objects and relations for the origin and destination of a train connection, for date and time specifications, Amsterdam Central Station, five o'clock and tomorrow. In the dialogue, every utterance updates the information state. This means that objects and relations are added or removed. Utterances are analysed as instructions that determine how the information state should be updated. The update has an informational content, that is represented by objects and relations, and furthermore, we identify communicative functions and a groundfocus structure to represent the change character of the update.The ground in an update identifies the objects and relations that need to be changed, and the focus, together with the communicative function determines the change itself. The ground corresponds to things that the utterance is about, whereas focus correspond to what is said about them. In Vallduví (1990) , an overview of several notions associated to ground and focus is presented. Here, in this paper, we think of ground as those parts of the update that are already present in the information state, and the foci as those parts that describe a change of information. As a catalogue of all the different kinds of objects and relations in the domain that we want the dialogue system to converse in, we define a frame structure. A frame structure is a set of types that are related by features. The frame structure for the OVIS domain is shown in figure 2 . The black dots represent types, and the lines with labels represent features. At the top of the frame structure is a type that is used for the object that represents the entire domain, or the "world". The fact that a world object is related to an object that represents the user, is represented by a user feature between the corresponding types. In turn, the type that contains users has subfeatures for representing where the user is, and what the user wants. The user may want to_be somewhere else, he or she may want to travel, get information, browse through a number of possible connections, enquire about more connections or quit the dialogue. Each of the corresponding features leads to subordinated types. This goes on until, at the bottom of the frame structure, aspects are so small that they can be represented by a mere truthvalue. Truth-values have a type that is shown at the bottom of the frame structure.
A frame structure is a rudimentary description of the domain. It describes the relevant objects and relations, but is does not describe the dependencies be- tween relations. For instance, the fact that a date with a given year, month and day, the week and the day of that week are uniquely determined is not represented in the frame structure. Also, the fact that Amsterdam Central Station is situated in Amsterdam is not represented. Furthermore, there are a lot of boolean features that are mutually exclusive, for instance, an hour that is related to the true object through a feature with name 10 cannot be related to the true object by features such as 3, 7 or 12. At first glance, it may seem a little far fetched to represent objects that can be identified by means of constant names with a whole range of features (one for each possible constant of the corresponding type) that lead to boolean type. The advantage of this approach is that we don't need to distinguish between features and constants, and this greatly simplifies the way in which updates can be specified. In updates there is the distinction between ground and focus features. Any feature in the frame structure can play either role, and therefore, we need a frame structure that is not prejudiced. In its simplest form, a ground represents a pair of objects between which at least two features could exist according to the frame structure. A focus is then the feature that is to be inserted between the objects. In general, however, things are somewhat more complicated. For instance, the ground can represent 'the moment at which the user wants to travel from Eindhoven to Amsterdam'. To define updates, we start with an example: The assertion that the destination town is Amsterdam is described by the following update.
destination.town.[: amsterdam]
Here, the expression destination.town.[ ] is the ground, amsterdam the focus, and the colon (':'), which stands for assertion, is the communicative function. The update is effectuated by finding an appropriate pair of objects, and inserting a feature amsterdam between them. The appropriate pair (a, b) will satisfy a number of criteria: Firstly, it must be of an appropriate type, so that amsterdam can be inserted. Secondly, a must be subordinated to some object a' by means a town feature. And the object a', in turn, should be subordinated to another object a'' by means of a destination feature. In this case, the object b, must be the truth object True. This is implicit-the update itself only specifies that it must be an object of boolean type-selecting b to be True rather than False, represents the fact that the utterance expresses positive information.
Another example shows that the frame structure should not be prejudiced as to which features are focus and which belong to ground.
user.wants.travel.[: destination].amsterdam
Here, destination is focus, while amsterdam is part of the ground. This update signifies that Amsterdam, which somehow was mentioned in the previous discourse is to be regarded as part of the destination description.
Due to the vagueness inherently present in natural language, the objects that mark the ground-focus boundaries will often not be uniquely defined. The pragmatic interpreter will use the dialogue context in order to select the most likely candidates.
The communicative function ':', in the examples above, corresponds to an assertion. There are also other communicative functions, for instance, '!' for corrections, '+' for confirmations, '#' for denials, '=' for answers and '?' for questions. Each of these communicative functions has a different influence on the information state. For instance, the correction operator '!' assumes that there is already some information, that is contradictory to the given focus. The new information overrides the old one.
Updates contain presuppositions. The first kind of presupposition is that the ground of the update is already present in the information state. So, we can express presuppositions as in the following example. Anything but the time specification (between square brackets is ground). The ground stands for 'the moment that the user wants to travel from Eindhoven to Amsterdam'. The presupposition is that the user actually wants to travel from Eindhoven to Amsterdam. Another presupposition of this update is related to the communicative function. In this case an assertion. Assertions presuppose the information given in the focus was not known beforehand. Other communicative functions have different presuppositions. For instance, a correction presupposes that there is some information that is incorrect, and an answer presupposes that something was asked for.
PRAGMATIC INTERPRETATION
Updates of the information state are used to represent the explicit meaning of user utterances. However, there is more to meaning than meets the eye-when the user says: "I am at Utrecht Central Station, and I want to go to Groningen", then the fact that the user calls from a railway station can be exploited to set the time, date and place of departure. This is particularly important to avoid the system asking: "From where do you want to go to Groningen?" or "On what day do you want to travel?". It is the role of the pragmatic interpreter to make this kinds of pragmatic inferences.
For an overview of pragmatics see Levinson (1983) . The information that is explicitly mentioned by the user is often very sparse-in many cases, for instance in elliptical utterances, only a focus is given. Sometimes, linguistic means, such as parallelism, can be used to enrich this information, but this is not always the case. Therefore, the pragmatic interpreter must be able to identify the objects between which information is to be updated using only very little information. For this purpose, a topic stack is maintained. The top of this stack represents the current topic. Updates are interpreted relative to the current topic. Both the user and the system influence the current topic by explicitly mentioning it (Grosz and Sidner, 1986 ). We will give an example: Suppose that in a context where the system just asked: "From where to where do you want to travel?", setting the current topic to the travelling of the user, and the user responds "From Amsterdam". Then this utterance is translated into the following update origin.place. [= amsterdam] Given the current topic, the ground can be identified uniquely, even though there may be several pairs of objects that qualify as ground-focus boundaries for the specification origin.place.[ ]. This particular pair is pushed onto the topic stack and the relation amsterdam is added in between. The pragmatic interpreter deduces some more things: Firstly, Amsterdam is a town, and therefore, the following update is added relative to the given place object.
town.[= amsterdam]
And secondly, it is very likely that the user will want to go to the central station in Amsterdam, otherwise he/she would have stated differently. The update station.[= amsterdam_cs], and consequently, id.amsterdam_cs and suffix.cs, are generated to reflect this. Suppose that the system wants to verify this, then it can simply ask: "From Central Station?". This is because the objects that correspond to the paths origin.place and amsterdam are in the current topic, relative to which the phrase "Central Station" can be understood. Suppose, instead, that the system does not want to verify, but asks: "When?". Now, the place is no longer topic, so it is popped from the stack, and then the new topic is pushed. This topic is the moment that the user wants to travel from Amsterdam. In the update formalism, this is denoted as The use of a topic stack facilitates an efficient dialogue, because lots of information does not need to be presented explicitly. To exploit the topic-dynamics, the dialogue manager should chose a suitable order in which it inquires about topics. This will be described in the next section.
DIALOGUE MANAGEMENT
The main concern of the dialogue manager is to determine what the system will say, and when to query the database. Furthermore, it should facilitate a natural and efficient dialogue in which the user can easily get the required information. In doing this, the dialogue manager has a number of problems: The systems assessment of the dialogue situation is littered with uncertainties. This is partly due to the technology, which is not fully develloped, and partly an inherent quality of spoken dialogue. The current state-of-theart in speech recognition and understanding does not allow for error-free processing of the user's utterances. And furthermore, pragmatic interpretation is inherently no better than educated guess-work. Even if the dialogue situation is assessed correctly, it is often hard to decide what is a good next move. This is because the decision relies on a prediction of the future dialogue, which is hard because the user's behaviour is largely unpredictable. Because of these uncertainties, the dialogue manager has to engage in a game of guessing and verifying-always trying to get more certainty about what was understood. Even in human-human dialogues, there is never complete certainty that what one intends to convey is actually understood, or that what one understands is what the other participant intended to convey. Rather than regarding this to be a problem, one could state that this is one of the reasons that people engage in dialogues in the first place.
To cope with the uncertainty that the user may not understand the system, we can make the system generate quite elaborate utterances, so that we can assume they will be sufficiently clear to the user. This leaves us with a system whose only uncertainty is that it can never be completely sure that its analysis of the meaning of user utterances is accurate.
Nevertheless, we think that dialogue systems are feasible, because, as can be observed in human dialogues, complete certainty is not necessary. What we do need is a way to assess and manage the uncertainties. It is a joint responsibility of the system and the user to engage in a useful dialogue. The system's objective is to be a reliable and cooperative dialogue participant. What this requires is that relevant uncertainties are made explicit, so that the user may respond to them. The system may do this by asking questions, and by explicitly mentioning what it 'thinks' that it understood.
The dialogue manager focuses on the user's wishes and checks whether it can fulfil them. The user may want to get information about a train connection, or to browse through a set of connections that is already specified, or to quit the dialogue. When the dialogue manager can initiate some action to meet the wishes, it does so. But when it cannot, then there is also a reason for action, either to notify the user of the inability, or to ask the user for information that will help to meet the user's wish. The dialogue manager maintains an agenda of items that must be dealt with in order to meet the user's wishes. There are several kinds of items on the agenda. Firstly, there are items that represent database slots that must get a value before the system can give information about a connection. Secondly, there are items representing uncertainties that must be clarified. Then, there are items that correspond to inconsistencies, for instance, when the update date.[= month.february; day.31] is processed. Then there are ambiguities, leading to disambiguation items, and finally, there may have occurred errors in the recognition, for instance, because the user speaks too softly. The dialogue manager selects an item from the agenda and this will determine what the system will say next. Selection of items from the agenda must be done with care. For a natural dialogue, clarification of uncertainties in the current topic must be dealt with before moving on to another topic. Exactly which scheme is best here, is still subject of research. In the following subsections, we will discuss the various kinds of items that may occur on the dialogue manager's agenda.
Errors
Because the recognition capabilities will be considarably more modest than can be expected from a human dialogue participant, modesty is required of the system. Therefore we assume that errors are always related to some incapability of the system. For instance, the speech recognizer may not be able to recognize words when they are spoken in a volume that is either too loud or too quiet. In that case, it will send an error message to the dialogue manager. This will cause an error item to occur on the agenda, causing the dialogue manager to act as follows. Firstly, it will apologize to the user, then it will notify the user what the problem is, and if possible it will give a suggestion to the user, to change his/her behaviour in a way that may circumvent the problem.
Uncertainties
To deal with uncertainties in the understanding of user utterances, the interpretation modules may generate several interpretations for one user utterance. These interpretations are associated with confidence measures that depend on acoustic and linguistic probabilities. The confidence measures are also reflected in the information state. So, the objects and relations are associated with confidence measures. Information with very low confidence measures will not have a lot of influence on the continuation of the dialogue, but when the measures are higher, but not too high, they may trigger the dialogue manager to verify the corresponding information. Verification can be done by mentioning the information explicitly in an utterance. For instance, when the user says: "To Amsterdam", the interpretation components may set generate the update destination.town. [: amsterdam] . When the confidence in this interpretation is low, the system may ask a question to verify it, as in: "Did you say you wanted to go to Amsterdam?". When the user answers this question positively, the confidence measure can be increased.
Inconsistencies
With cooperative users, and a simple domain such as train connections, inconsistencies are a rare phenomenon. Therefore, the assumption can be made that the user did not attempt to convey the inconsistency, but that it arose due to recognition errors. Under this assumption, interpretations that contain inconsistencies can simply be discarded. However, when there are no alternative interpretations of the user's utterance, this 'solution' will not work. Thus in some cases, but only when the confidence measures are high and the alternative interpretations have much lower confidence measures, the dialogue manager will report the inconsistency to the user.
Ambiguities
Confidence measures are also important in order to deal with ambiguities. The dialogue manager can deal with them in several ways: It can ask an explicit question in which both alternatives are mentioned explicitly. This is, however, only helpful if ambiguity is not due to acoustic problems, because in that case, it is likely that the same problem will be present in next user utterance also. For instance, it is notoriously difficult to distinguish the two city names 'Baarn' and 'Maarn'. So if the user wants to go to Baarn, we may get an update such as the following:
This means that the destination town is either Baarn, with confidence measure 0.61, or Maarn with a confidence measure 0.63. If the system would now asks the question: "Did you say you wanted to go to Baarn or to Maarn?" and the user responds with "To Baarn", then the same problem will arise again-an update such as the following will be likely.
However, if the system asks instead: "Did you say you wanted to go to Maarn", then the user will respond with something like "No, to Baarn". And although acoustically, Baarn still cannot be distinguished from Maarn, the "No" signifies that the user is denying that which has been mentioned explicitly in the system utterance. So apart from the update above, also an update that denies Maarn as destination town will be generated.
destination.town.[# maarn]
Because of the denial, the confidence measure for Maarn will be lower than that of Baarn. In cases of ambiguity that are not due to speechrecognition problems, an explicit question may be useful. For instance, if the user says: "I want to travel tomorrow, at 10 o'clock", then it may be unclear whether the time reference is am or pm. This may be asked explicitly, by means of "In the morning or in the evening?". But still, selecting one alternative and verifying it seems to be more natural (as in: "In the morning?").
Database Slots
When the user wants to query the database, then a number of slots must be filled in a database query. The slots give rise to an initial question, that could, for the OVIS system, be formulated by the following question update, were it not that this would lead to a question that is far too complex for a single utterance. Therefore, the question is divided into several subquestions, that are added to the dialogue manager's agenda as database-slot items. For OVIS, these slots represent an origin and a destination station, a date, a time interval, a reference that says whether the time interval refers to the departure or the arrival time, and lastly a slot that determines whether all connections should be returned or only the first or last one in the interval.
The way to get values for these slots is to ask questions about them to the user. By asking a question, several things happen. Firstly, the user is notified that the system does not know the slot's value, and that it needs a value to perform the required action. Furthermore, the slot becomes topic of conversation, so the user can respond in a natural way, with the required information as focus.
Combining Items into Topics
When information with sufficient confidence is gathered about the current topic, the dialogue manager will look on the agenda for another topic, which may well be a database slot. However, even when there are still some uncertainties, it is sometimes fruitful to change the topic in a way that still verifies the uncertainties. This can be done by using presuppositions. To give an example, consider the case where the user has just mentioned the cities Nijmegen and Groningen as the origin and destination, and where the confidence measures are too low to just accept the corresponding values, but high enough to take them seriously. Now, the dialogue manager may want to verify the origin and destination, but does not want to explicitly ask for verification. In such cases, the dialogue manager may introduce a new topic as follows: "When do you want to travel from Groningen to Nijmegen?". This corresponds to the following update. Here, the origin and destination are explicitly mentioned in presuppositions. So that the user will know what the system thinks are the origin and destination. If this is incorrect, the user can still take action to correct the misunderstanding. But if the assumption was correct, the topic is effectively changed to the moment slot. We should, however, take care not to use this kind of verification to easily, because users may get confused when they are confronted with false presuppositions. But in cases where the confidence measures are relatively high, they may lead to a more efficient dialogue.
SUMMARY
We have described the design of pragmatic interpretation and dialogue management modules for spoken language systems. The modules are based on an update logic that reflect the topic-focus structure of the discourse. As the logic supports the vital issues at hand, such as uncertainty, ambiguity, underspecification and contextual interpretation, without too much over-generation, we regard our approach to be a promising one in dialogue system technology. We do, however, realize that our approach has limits. In more complex domains, in which a more flexible dialogue is needed, it may not be possible to express the meaning of user utterances in terms of a rigid pre-defined frame structure.
