ABSTRACT The vulnerability of software and the Internet and the accumulation of unprocessed information in big data are serious problems in informatics. Both are human-related. The former was traced to flaws caused by human interventions in development. In the latter case, humans also intervene to connect the dots, find meaningful patterns, and make sense of the information. The proposed solutions are based on more human interventions, which tend to aggravate the problems rather than solving them. I propose the complete elimination of human interventions in both cases. This goal is conceptually easy to achieve. The approach, however, is radical and theoretical. It considers the causal set, a mathematical object, as the universal language underlying all information in nature and, hence, also all computation. This assumption is recognized as the fundamental principle of causality, that effects follow their causes. The new theory is based solely on the causal set, its metric, and its vast array of algebraic properties. The consequences are unexpected, fascinating, and totally new. Since translations between causal sets and programming languages are easy, I also propose to confine the use of programming languages to the human interface, and create an inner layer of mathematical code expressed as a causal set. Machines talk only to mathematically verified, bug-free, secure code. Included in this paper are experimental and computational verifications of the theory, proposed applications to Internet vulnerability, science and technology, machine learning, computer intelligence, and details for building a first prototype.
I. INTRODUCTION
Unlike previous publications, [1] - [3] this paper is written in a didactic and explanatory style and nearly free from mathematics, a graspable narrative intended to appeal to a wide inter-disciplinary audience. It is also quite informal, starting from basic notions at a general multi-disciplinary level, and ending with a first glimpse of the more advanced concepts.
The paper attempts to attract attention to the root causes of some of the serious problems affecting today's computation. The field of study is huge, and the paper is only an introduction to what will come. The reported research is fundamental and not incremental. It builds a theory based directly on the fundamental principles of nature established by physics, and not on any previous theory or experiment. Experiments enter the theory only later, and are used to compare predictions obtained from the theory with actual measurements. It is a bottom-up approach, not the more usual top-down approach that starts from observation and tries to find laws or principles. The only tools used to develop the theory are the principles and mathematics, and the results are quantitative predictions. Experiments, heuristics, approximations, etc, are not permitted in this initial stage. The result is a discrete theory, finite, deterministic, a theory of detail and chaos, one of simplicity and beauty, a theory of survival of the fittest, one that can predict, and adapt. The power of a fundamental theory is its power to predict, not just simulate.
It is necessary to begin by placing my research in the wider context of current science. My research is about intelligence, a collection of natural phenomena that we observe in ourselves and others, but could not yet explain. These phenomena appear suddenly and at a very precise point in systems that have memory and are in contact with a heat sink. The onset of intelligence can be described in terms of a physical quantity known as action, and corresponds to the point where action is optimized and the system attains a state of least action. This point is also a critical point where symmetry breaks and new structure emerges in the form of invariants with a physical meaning.
All the phenomena of intelligence are enabled at once, simultaneously, although they manifest themselves in different degrees depending on the supporting ware. The onset of intelligence marks the exact point where intelligence emerges from non-intelligence. My research is focused on the mechanisms that lead to the point of onset and the consequences that follow. Fundamental theories are abstract, usually positioned very far from actual applications and practical use. This case is the exception. Readers will be surprised to find in this same paper direct applications to more ''mundane'' issues such as cybersecurity, computer software refactoring and objectoriented analysis, machine learning, representation learning, and other computational issues. These issues happen to be at the very forefront of research in modern computational technology. The theory does not draw from neuroscience, but directly applies to brain function and is crucial for the success of brain research.
Brains support the phenomena of intelligence. But brains themselves are made of matter that has evolved for millions of years on its own dynamics, without an external director, and obeying only the laws of physics. It is to those laws that we need to resort if we want to understand how brains work and what intelligence is and where it comes from. We need to stop trying to imitate the result of those laws -the brainand pretend that our imitations are or will somehow become intelligent. They will not. Instead, we must inquire about the fundamental laws and try to explain intelligence in their terms and not in our own.
The research followed from my interest in refactoring and the object-oriented analysis of computer code. A very simple experiment described in Section III led to the 2005 discovery of the point of onset. The theory that followed is very ''big,'' in the sense that intelligence is about all we know and correspondingly so also is the theory. It's a new, fundamental theory of physics, that happens to be also a new theory of computation of which the Turing theory of computation is a particular case. It has immediate and direct practical application in all areas concerned with information. It bridges the gap between the fundamental and the macroscopic, the simple and the complex. The predictive power of physics can now be extended across scales and disciplines. The theory will not just influence but critically determine the future of information. The future of information is not to forever depend on human interventions.
A causal machine is a Turing computer that implements the causal theory. Every Turing machine requires a program, and so also does the causal machine. The critical difference is that the program that drives the causal machine is not man-made. It is a law of physics, the fundamental principle of causality. There is only one conceptual causal machine, the one that implements the principle on a Turing computer. One first approximation has been built and reported in [3] , along with preliminary results. Section VI-G below expands on this. The machine can learn directly from any type of sensor, or directly control any type of actuators. The machine has no adjustable parameters, hence it requires no training, it is built and it starts learning. Just like babies do [4] , [5] .
The machine reacts adaptively to its environment. The machine literally ''connects the dots'' and finds new facts from existing facts, new knowledge from existing knowledge, new high-level causal information from existing lower-level causal information. By creating new knowledge from first principles, it defines a fundamental, universal mathematical logic and semantics known as Causal Mathematical Logic (CML) [6] .
By creating new higher level causal information, it selforganizes, because self-organization is the increase in causal information with time. The machine naturally compresses information and self-organizes its memory into hierarchical patterns of meaning. The patterns change dynamically as additional information is learned, naturally resulting in a time-dependent associative memory with a hierarchical structure (HTM). It also creates a Sparse Distributed Representation of knowledge (SDR), all of that naturally and quantitatively, and without any training, or statistics, or adjustable parameters. The conceptual machine is one, but possible implementations and platforms are many. Some day, the hierarchical structure of the brain, human or otherwise, will be quantitatively and fully explained in terms of the causal theory.
It is important to know where the causal theory comes from, and why I believe in it. A brief auto-biographical note appears next, in Section III. The future of information will be brilliant once the Turing burden is overcome. The Turing burden is the subject of Section VIII.
PART I. THE CAUSAL THEORY II. THE PHILOSOPHY OF NATURAL SCIENCE
A natural science is one that studies nature. There are many sciences that study nature, and their points of view can be very different. Both Physics and Biology study nature, but they do so from very different viewpoints. A theory of nature is a collection of statements that explain how to calculate things in the corresponding discipline. Lee Smolin proposed three requirements for such a collection to be a theory. They are now widely accepted. They are: The theory must be falsifiable, verifiable, and terse. The third condition is also known as Occam's Razor. Falsifiable means there must exist an experiment that can potentially be impossible to explain by the theory. Verifiable means that there must exist an experiment that can potentially be explainable by the theory. Terse means that the least number of hypothesis have been used necessary to support the theory. However, there is a fundamental difference between falsifiable and verifiable. One single experiment that's proved to be non-explainable by the theory will falsify the entire theory or part of it, while no amount of successful verifications will ever prove the theory correct. A theory of nature is and must always remain falsifiable.
The scientific method consists of experiments, theories, and predictions. The process is characterized by experi-ments performed in a certain field of interest, a principle is established for that field, and a theory is developed based on that principle. Then, the theory is applied to predict the results of the experiments, and the theory is tested by comparing the actual results with predictions. If agreement is found, then the theory has been verified for that particular set of experiments.
After a century or two of practice, one is left with an irregular patchwork of principles and theories, often fragmented and with multiple blanks and overlaps. For example, Zipf's 1930 law that explains the frequency of words used in a language, even animal languages, is explained by three different theories [18, Ch. 17, p. 270] . At this point, a ''theory of theories'' is developed, based on a more general principle and intended to explain the minor principles and the experiments that had remained unexplained. The process continues until universal principles are found and a universal theory is built upon them and expected to explain ''all'' explainable phenomena. This approach is known as reductionism, because it reduces the minor theories to simpler but more general theories that can explain more phenomena.
A. THE REDUCTIONIST GAP
The process still continues today. There will always be phenomena left to explain. However, at this point in the history of science, one particular phenomenon has risen to prominence. It is the ubiquitous phenomenon of emergence, that characterizes all complex systems and is today critically important in technology and science. Emergence includes living organisms and the brain, as well as major technological problems such as artificial intelligence and machine learning. Emergence is not a new discovery. Some authors place its origins as far back as Aristotle, others mention Bertrand Russell as the first analytic philosopher who studied emergence. Through history, emergence has received much attention and many different names with slight variations in definition. Self-organization is one of them. In the first half of the 20th century, the closely related problem of binding, or why some things bind together while others don't, was the subject of intense but unsuccessful research. Binding is key to emergence.
The problem of emergence was never solved. There appears to exist a gap in reductionist explanation between the usually well understood individual behaviors of the parts of a complex system, and the observed behavior of the whole, which is where the phenomenon of emergence is observed. Turing scholar S. Barry Cooper [11] views this situation as one where the behaviors of the parts and that of the whole are described in different languages, because there is no universal language common to both. The gap marks the precise point where Turing separated the world of problems into those we can write an algorithm about and compute with, and those we can't.
The present work specifically addresses the reductionist gap in a general manner, and proposes a mathematical object, the causal set, as the formal universal language that underlies all causal physical systems, even all parts and the whole of a complex system. Again, this includes all living forms, the brain, all computers and intelligent machines, and the parts and the whole of any complex system. The proposal is supported by the universal principle of causality, that effects follow their causes, which applies to all physical systems in the universe. The causal set formalizes the principle. The proposal is also supported by the Fundamental Theorem, which describes the algebraic properties of causal sets and is presented in Section VI-B. The theorem uses group theory to explain binding, and is the mathematical statement that explains how basic pure algebra bridges the reductionist gap. Together, the principle and the theorem, with the addition of the action functional that deals with entropy, support the entire body of the causal theory.
B. CAUSALITY
The principle of causality is firmly established in physics and generally accepted, and there are no recognized claims of any phenomena that violate causality. Ideally, according to the requirement for terseness, a fundamental theory consists of a principle that can be mathematically formalized, followed by formal mathematical statements that are used to calculate predictions. Causality is essential for life and thought because causality is necessary for prediction, and prediction is needed for survival. In life, investigation, research, any activities we humans engage in, we constantly observe effects and look for the causes of the effects we encounter. Think for example of a detective who is investigating a crime but does not know who committed it or why it was committed. He finds a hair near the crime scene. That's the effect. He immediately sets out to find the corresponding cause. Does the hair belong to the victim? That's an effect too, and he again searches for its cause. He keeps gathering evidence (causes) until he finally reconstructs the crime (the effect). Hitchcock taught us a great deal about causality and the search for causes.
Causality is also the bread and butter of science. Think of archeology, biology. Think of physics. Causality is what physicists do. They observe (effects) and design experiments to find the causes of their observations. The experiments always try to reproduce the effect from controlled causes. In this way they learn the laws that nature obeys, knowing that laws are simple collections of cause-effect pairs. All physicists from Newton to Einstein to Bohr to Higgs and Fermi worked in this way. To this collection of cause-effect pairs we humans are so eager to acquire, we refer to as information. But acquiring it is only the first step. The second step is to use that information to help us survive.
C. INFORMATION
Of course, humans surpass machines at many things, ranging from pattern recognition to abstraction and creativity. We humans do tasks that computers cannot do: We integrate the information we acquire and make sense of it. We ''connect the dots,'' we ''put 2 and 2 together.'' We reason, we discover the consequences, we condition our behavior accordingly, and we learn how to act on the environment and modify it so it suits us better. Turing computers do not do this.
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They do not learn. They must be told how to behave. They must be told by us.
Information in nature rarely comes ready to use. It comes as small, seemingly insignificant fragments, mixed up in unpredictable manners and frequently relates to very different contexts. The input to a sensor or to a sense that capture information from its environment is highly entropic. We need to bind elements of information together so they make sense to us. When they bind together, they make hierarchies. We name the clusters and the hierarchies, and we call them sense. And we do all that because nature has been able to solve the combinatorial problem and bridge the gap of reductionist explanation.
The issue of the inability of Turing computation to make sense of data and decide behavior, is the core motivation for this paper and this theory. The issue of making sense of information, is directly related to the reductionist gap of complex systems. With that gap in place, it is not possible to learn and make predictions, because the elements of information are parts that we understand well, while predictions are behaviors of the system as a whole. Computers cannot bridge the gap, connect the dots, even as those dots and their meaning are so obvious to us humans. Turing computation has reached a dead end. It cannot help where help is needed the most, the use of intelligence. All tasks where even a slight degree of intelligence is needed are left for humans to deal with. And as the size of the tasks grows, humans, even large teams of humans become overwhelmed. Then they make mistakes, cause delays and logjams, or are forced to leave the tasks undone.
The present work is a theory of natural science, but it is also a theory of computation and a theory of complex systems. It is derived from the fundamental principle of causality and it applies to all physical systems, including all computers and all brains. The fundamental theorem in Section VI-B, the action functional postulate of Section VI-D, and the discussion of the same Section regarding how nature has solved the combinatorial problem that computation cannot solve, all three of them, form the bridge that closes the gap. They provide the reductionist explanation we are seeking.
III. THE DISCOVERY OF THE CAUSAL THEORY
So far we have been looking at the leaves of a tree. To understand the tree, we must now look at its roots. The tree is rooted in the belief that intelligence is a natural phenomenon that needs to be explained by the laws of physics, and not a problem to be solved by the methods of computation or mathematics alone.
I learned computer programming around 1960 when my university purchased a Ferranti Mercury vacuum-tube supercomputer, one of the world's first. In 1992, Opdyke [7] defined the term ''refactoring'' as a reorganization of computer code that preserves its functional behavior and makes it less complex and easier to understand. Note the association between the terms ''refactoring'' and ''meaning'' since the very beginning. There followed a frenzy of research towards the goal of automating refactoring. It failed after a decade and was abandoned, and even today refactoring is done by human developers. At that time, I noticed that I had myself been refactoring code since day one, that all developers do the same since day one, and that we humans are actually very good at refactoring.
In 2005, I was still interested in automating refactoring. I knew that refactoring had to do with self-organization, and that my refactoring decisions were made by my brain, intuitively, very fast, and without any rational input. But all my attempts at understanding how the decisions were made had failed. So I set up a small experiment where I observed my own brain. It consisted of 18 lines of singleassignment C code written as the worse kind of ''spaghetti'' code one can imagine, very disorganized and impossible to understand. I had previously observed extraordinary selforganizing properties in a certain type of sparse matrices that I called canonical, which I later reported in [8] . So I also prepared an 18 × 18 canonical matrix equivalent to the code. It was only much later that I learned that my canonical matrix was actually a causal set. More recently, some authors have called it a Sparse Distributed Representation (SDR). SDR's are sparse matrices [9] .
I proceeded to refactor the code, very slow, one small step at a time. Each time my brain decided to make a change to the code, I recorded the change in the code and also in the matrix, and observed what was happening to the matrix. It wasn't easy, but I finally noticed that each one of my brain's decisions resulted in a reduction of the value of a global parameter of the matrix, its profile [9, Sec. 1.6]. My brain was optimizing the profile of the canonical matrix. Much later, the profile became the action functional discussed in several publications, such as [2, eq. (5)]. I call this experiment the foundational experiment. This is where I discovered the action functional and its self-organizing properties, and set the stage for finding the fundamental theorem, the functor of [3] . It took me 10 years to understand exactly what I had discovered. My first concerns were to find the scope of it and determine if somebody had already discovered the same before. Today, I know that I discovered how brains refactor code and established the basis for what is today being proposed as the causal theory (not to be confused with the causal set theory).
IV. CAUSAL PAIRS AND CAUSAL SETS
The causal pair (cause, effect) is the element of algorithm. The notation is cause ≺ effect, which reads ''cause precedes effect.'' A causal set is a collection of causal pairs. The notation is C = (S, W ), where W is the set of causal pairs, S is the set of all causes and effects, and C designates the causal set. Both sets, S and W , are finite, their elements are given in any arbitrary order, and no entries are repeated. Causal sets were introduced long before the causal theory existed, and their definition is general and not intended to be specific to the theory.
A causal set is an algorithm. Any algorithm has symbols and causal relations among the symbols, and so also does the causal set. Say the initial statement in reverse, ''an algorithm is a causal set,'' and you have answered the question: Where do algorithms come from? Any algorithm is a causal set, any computer program is a causal set. The only difference is the notation. Automatic conversions between causal sets and computer programs are possible, both ways, including machine language, but have not yet been developed. It is just a direct translation.
But algorithms come from sensors and instruments. Any device that observes the environment and detects signals of any kind, outputs a causal set. Think of a camera connected to a computer. When light activates a light-sensing element in the camera, it produces an electric signal. The light is the cause, the signal is the effect, the causal pair is (light, signal). Light from a scene focused on the camera generates a causal set, which is sent to the computer. Actuators take causal sets as input. Think of a robot's arm controlled by signals from a computer. The signals are causes, the actions of the actuators are the effects, the arm responds to a causal set. It's the same with the brain. Light from a scene focused on the retina results in a causal set of signals being sent to the brain. The brain responds by sending a causal set of signals to the muscles, for example the muscles that control speech, or those that focus the eye. The causes are the signals, the effects are the actions of the muscles. And the actions of the muscles are in turn the causes of the utterances of speech or of the focusing motions of the eye.
Sensors and senses are measuring instruments. They observe and measure the natural processes that take place in the physical world surrounding them. The data they capture are the effects of that process. Their causes are in the process, and by examining the effects we can learn about the process. The effects are not just data that can be isolated from the causes. They are connected to the causes, and if these connections are ignored, then only half of the information has been captured.
There are many other sources of causal sets. Causal graphs are equivalent to causal sets. A number of techniques have been developed to find the causal relations needed to populate the causal graphs. Among them is the old technique of selectively changing parameters in an experiment to determine what depends on what. However, the crucial step of making sense of the causal information is reserved for the human scientists. The entire body of natural science is a giant causal set, which is constantly being expanded and updated by the scientists. There are projects that propose to convert some of the scientific literature into causal set notation, for example in cancer research [10] . Unfortunately, the project intends to apply heuristics for the conversion.
A causal set is a formal mathematical object, one that can be operated upon by the tools of mathematics. It formalizes the universal principle of causality, that effects follow their causes. Because it is mathematical, and because it formalizes the principle, it is also a mathematical model of a physical system. And because the principle is universal, the model is also universal. In addition, because the causal set is mathematical, it is also computable. A causal set is an executable program, it can run on a computer. It can be stored, and copied, making communication possible. Causal sets are sparse distributed representations where every bit carries a meaning. But unlike traditional SDR's, causal sets are algebraic objects with a host of native properties. These properties happen to be precisely the most valuable and critically important in Big Data, parallel computation, machine learning, machine intelligence, and many other major applications. They are what makes the brain automatic. In summary, the causal set is a universal, computable, mathematical model for all physical systems. It can even be seen as a generalized finite element method or boundary element method, in causal space.
As a universal model, the causal set also provides a universal natural language that underlies all physical systems, simple or complex, and establishes universal connectivity. It is a language common to both the observer of a complex system who describes the system in terms of the laws of behavior and local elementary interactions between components, and the observer who describes global behaviors and properties of the system. Turing scholar S. Barry Cooper had argued that such a language was not known to exist and that its inexistence was being perceived as a breakdown of reductionist explanation [11] . But it does exist, and there is no breakdown.
The causal set naturally reunifies information. The most important principle of nature, the principle of causality, directly calls for unified information. When we reunify information we are not rewriting the Turing theory to achieve some particular goal, we are only responding to the most powerful natural prescription. The correct representation for information is as a causal set, not as a string of symbols, as Turing, Shannon, Solomonoff and others have proposed. The string is data, but not information.
Factuals and counter-factuals, considered in constructor theory [12] as first-class exact statements in terms of which all fundamental laws of nature are expressible, are naturally built-in into the fabric of causal sets. Given some initial state of a system, all possible transformations are those contained in the reachability set of the initial state, and all transformations not contained in the reachability set are impossible. There is, however, at least one important difference. In the constructor theory, information is not observable, while in the causal theory information is the only thing observable. Because it can be copied, transmitted, and processed, and because it has observable states and transformations.
The reader may find it useful to see an explicit example of a causal set. Go to Sergio.Pissanetzky.com, and follow the links under The European Example. Click on ''Causal Set for Level 1'' to see the causal set. This causal set has 33 elements, which have been numbered 0 to 32. They can be given in any order, sequential or not. The numbers are meant as names, not numbers. The causal set also has 55 (cause, effect) pairs.
The symbol '≺' is not available in text files, so I used '<' instead. This causal set actually comes from a program written in Java. It describes a token ring. This causal set is the same used in the case study in [8, Sec. V].
V. BASICS OF CAUSAL SET TECHNOLOGY
The intent of this Section is to emphasize the technical significance, soundness, and universality of causal set technology, as well as major differences between Turing computation and causal computation. Turing computation is based on a Turing machine (TM), with a tape, a head, and a transition function defined as states × symbols → states × symbols × {left, right}. Causal computation is computation with a causal set. We begin by considering an implementation of causal computation on a TM, and then gradually transform it by the application of properties of causal sets into a vastly different causal machine. Let the causal set be C = (S, W ), where S is the set of data stored on the tape in an arbitrary order (sets have no order), and W is the set of causal pairs. The behavior, or I/O map is defined by W , hence W is the algorithm that defines the transition function. The variables in S have only two states: initialized, or uninitialized, although there can be internal variables needed to define the state of being initialized. The terms future and past are also used, because causality represents time.
An important difference in favor of causal computation is already visible: S and W are sets, and sets have no order. The pairs in W refer to the elements in S by name, not by location. With the addition of this degree of freedom, order becomes irrelevant, and the traditional ordered string of symbols of the Turing machine is replaced with a set.
In any finite causal set, there always exists a subset of S with elements that have no predecessors, called input elements, and also a subset of output elements with no successors. All other elements have one or more predecessors and one or more successors. The causal set represents only a slice of time, not the eternity. An elementary tree is a tree formed with one element, either cause or effect, and all its predecessors. Computation begins when some or all input elements become initialized by an external effect (such as the start button). Then, at every step, for each tree with an uninitialized root (in the future) but initialized predecessors (in the past), the root is initialized (the future becomes past). It's a graph search, and it ends when all such trees are exhausted. There is no halting problem, causal sets are acyclic. If the causal set were arranged as an adjacency level structure, we would see a front advancing across the structure, from input to output, but never coming back. The front is the present.
Two more features stand out, even this early. The first is that roots of elementary trees on the front are independent. The causal system is naturally parallel, tree execution is local, and the trees can run concurrently. The other feature, is how easy it is to connect with the next time slice. For example, a periodic effect would be represented by an indefinite sequence of identical causal sets.
Far more importantly, the additional freedom can be used to optimize the causal set without loss of information. The process of optimization is nearly identical to that of refactoring and object-oriented (OO) analysis of software, except that it is not done by humans but by a problem-independent, mathematical procedure specific for causal sets, that requires no human intervention, hence my Abstract. Next, I introduce causal set optimization, and explain how it not only makes execution faster and easier, but also recovers a number of mathematical properties of computation that have remained hidden in the Turing machine for eight decades. Today, because of their crucial importance in information processing for applications such as finding patterns and hierarchies, compression, sensemaking, the scaling of algorithms, and many others, the search for these properties has become a frenzy. Causal set technology proposes exact mathematical solutions for the problems, hence eliminating guesses and approximations, and allowing for productive work to start immediately. Let me first explain what it is that matters but isn't optimized in a TM.
Execution involves causal pairs, but the pairs are stored in arbitrary order and locations on the tape. The arbitrariness dismembers the pairs. The head may have to scan a considerable extension of tape just to form one causal pair. In the process, it may encounter other unrelated pairs, and break locality and efficiency. Today, random access memories (RAM) have overcome the problem, but at the expense of considerable additional energy, complex electronics, and time delays. This happens because the TM works directly with high-entropy data.
Preliminary definitions are given next. More precise definitions are found below. The term action has a profound meaning in physics. Let a ≺ b be a causal pair on the tape. Define the action of that pair as the positive distance in cells between cause a and effect b. This definition uses the algebraic metric of causal sets, which is linear and homogeneous and does not introduce any new elements or constants into the formulation. Let's also define the action of the string as the sum of the actions of all pairs in the string. Then, optimization simply consists of permuting the string to minimize its action without destroying causality. Permutations are behavior-preserving transformations, because causality remains the same, hence a refactoring.
Here is and informal explanation of optimization. The mathematics is discussed in Section VI-B below, and in several previous papers. Given the string of symbols stored on the tape or received in the input stream in an arbitrary order, optimization consists of 4 steps, all of which involve permutations of the string.
STEP 1 (SORT):
A sort operation that organizes data in such a way that all causal pairs are directed from left to right. In the optimized string, all predecessors of a certain element appear left of the element. Usually, there are a very large number of permutations that satisfy this condition. They are called legal permutations because they do not violate causality.
STEP 2 (ENTROPY MINIMIZATION):
Consider the set of all legal permutations. Each permutation in the set is a string of symbols written in a certain order, and has a certain action, as just defined. This step consists of finding the leastaction strings (there may be more than one) from the set of all legal permutations. The optimum strings are still legal, which means that the average action per causal pair is as small as it can be, given the constraints. Least-action is related to entropy by the population curve shown in [2, Fig. 1] , which is universal, and entropy is related to order. Leastaction implies minimum entropy and maximum order. The effect is to remove entropy from the string. The least-entropy state corresponds to the optimum strings, which are few, and that's why finding the patterns becomes easy.
STEP 3 (MODULARIZATION):
Modularization consists of finding a collection of data set-invariant blocks of symbols in the optimized causal set. This collection is called a block system. The block system defines a partition of every legal permutation in the optimized set into the same collection of blocks. When put together in the right order, the blocks exactly cover every optimized string of data in that set. The existence of a block system is a mathematical property of the causal set, not of the data. I'll emphasize the following statement because it is very important:
The existence of a (possibly trivial) groupoidtheoretical block system is a mathematical property of the causal set, independent of the data.
In other words, the block system is a direct consequence and guaranteed (but possibly trivial) pattern for any given causality W .
Step three is key to pattern formation, or binding, and pattern recognition, major unsolved problems in computation, machine learning, information compression, and sensemaking. Regular Turing computers don't optimize and cannot find patterns. In causal technology, however, patterns are a property of causal sets, independent from the data. Learning is direct, by aggregation of causal pairs based on the associative property of causal sets. There are no parameters to adjust or a need for a multiplicity of samples. The machine learns from each sample, beginning with the first, just like babies do. Block systems are found using groupoid-theoretical procedures mentioned in Section VI-B. It is theoretically proved that every causal set has its block system, although it cannot be guaranteed to be non-trivial.
STEP 4 (RECURSION AND HIERARCHIZATION):
This step creates a hierarchy of patterns. It can be proved that the collection of blocks, where the blocks are now considered as elements, is a causal set smaller than the initial one. As a consequence, step three can be applied to it, resulting in a collection of patterns of patterns.
Step three can then be re-applied again and again, to create a hierarchy. Since every causal set is smaller than the previous one, the iteration always converges to a trivial block at the apex. In all, a whole pyramid-shaped hierarchy of patterns is obtained. Here is the important statement for this step:
The block system of a causal set is a causal set either smaller than the first one, or trivial.
Step four explains fractals and power laws in nature as a direct consequence of the principle of causality, a major achievement of causal theory because the origin of fractals and power laws had not been previously explained.
We have now disposed of the RAM and created an associative memory, a network that contains not only the data but also the program in OO form. This new architecture is universal, native, and non-heuristic. It is also very similar to that of the brain, where hierarchies in both brain and mind have been observed or claimed to exist for a long time. In the brain, the value of the action of strings of data is determined by the physical length of dendritic trees, which are known to be optimally short. When the brain makes dendrites optimally short, it is optimizing the information to be processed and binding it by minimizing its entropy.
The information contained in the original causal set has been partitioned and distributed over the hierarchy, forming a logical pyramid that strongly reminds us of OO code. Just below the apex of the pyramid is the most condensed pattern that can uniquely identify all the information below. It should be its Kolmogorov-compressed form, but a proof is not available. The pyramid answers Douglas Hofstadter's ''major question'' of AI: ''What in the world is going on to enable you to convert 100,000,000 retinal dots into one single word 'mother' in one tenth of a second? Perception is where it's at!'' Yes, it is perception.
Machine learning in causal technology is deterministic chaotic. Butterfly effects may occur, causing large and unexpected changes in the structures even if changes in causality are very small. The dependence of structures on learning is not smooth, and statistics cannot deal with it. The changes may have important consequences.
Computation and optimization are two different processes that can run concurrently. In a typical installation, the causal machine would be in a stationary state of minimum entropy. Computation can proceed at any time, causing the machine to execute its program and output a behavior -the results -perhaps commands to a printer or display, or to the actuators of a robot to execute actions. There may exist an input stream of high-entropy information, coming for example from sensors. The new information perturbs the input area of the machine, but optimization running in the background quickly restores the balance and integrates the new information where it belongs. The ''program,'' the causal set, is updated on the go. A feedback loop may exist, where some of the input information is obtained from the behavior of the machine itself as observed by sensors. This is called sensory -motor integration. The machine learns as the optimizer optimizes the entire system, including this time the environment as observed by the sensors. This is a mechanism of consciousness, where the machine becomes aware of itself in its environment and learns by optimizing the entire system. It reminds us of a baby who learns to grasp by observing his own arms as if they were part of the environment. But the baby does not learn ''to grasp,'' because there is no preset goal. The baby's brain integrates all information it has access to and optimizes it, and the result is the behavior of grasping. There is no external director presetting goals.
Miniaturization is possible for the new technology. The process of optimization pertains to the causal set, not to the data. It is one and the same for all causal sets, so it is basic technology, one of a kind. It is massively parallel, the cores are very simple and require only logical operations, with a small memory and no arithmetic unit, the ideal situation to implement on hardware and produce highly optimized LSI microchips small enough for mobile applications. Among many advantages of data-independence, it allows immediate detection of spurious data, badly needed in portable devices.
This section covers dozens of key ideas for totally new technologies that are critical for computation and badly needed, yet simply do not exist today. In time, many more applications will be developed, and the transformational power for our society will be enormous. This is a brilliant future. By contrast, compare with the current state of the art for new technologies, defined as a statistical interpolation of information based on a large set of arbitrary adjustable parameters. But the growing needs of surveillance are not being met, and public officials frequently complain that the size of the task makes it untractable by human analysts. Internet vulnerability is not abating, and nations are preparing for cyberwar. There is no need to go there.
Causal optimization bridges the gap in reductionist explanation discussed in Section II-A. The parts of which the complex system is made and are well understood to us are the causal pairs. We want to explain the global behaviors of the system when seen as a whole, but there is a gap that prevents us from reasoning beyond the parts. The gap is bridged by group theory: On the other side of the gap is the hierarchy, that shows the global behaviors of the complex system derived from those parts. The bridge itself is the process of binding, as explained by group theory in step three. The causal theory is the only currently known way to bridge the gap. I believe it is also the only way. The consistency and soundness of the causal framework is guaranteed by group theory, as seen in steps three and four.
Causal sets describe behavior. They represent information in the form of an algorithm, not just data. Casual sets have states, and there are transformations between the states, which is the same as saying that information has states and transformations between them. The transformations are legal bijective permutations of set S. They are behavior-preserving, because set W is not affected. The collection of all these legal permutations, including the identity permutation and all inverse permutations, is a groupoid, and this groupoid describes all the states in which a certain information can be found. Even though the information is the same for all states, the forms of representation are very different, and some may be more convenient than others depending on purpose. The extremely important question hence arises, what are the properties of states of information and how they can be applied in science and engineering. It can be said that the causal theory is the study of the states of information. The Fundamental Theorem of the theory provides fundamental insight into this question.
The reduction across the complexity gap, when combined with the properties and universality of causal sets, is a grand discovery. It presents us with a hierarchical nature, instead of a flat nature. It presents us with patterns, and ultimately life and meaning and intelligence, and with the patterns we expect in our small corner of nature we call technology. It gives us an iterative nature, one with perspective, one where we and our machines can always grow by learning more or by learning more detail. A nature where information has a future.
VI. BASICS OF THE CAUSAL THEORY
When Alan Turing invented the machine, he segregated information into data and algorithm, and placed data on the tape under the control of the computer and algorithm in the transition function under the control of humans. He divided the problems of the world into computable models, which we humans could formalize in mathematical terms and write an algorithm about, and incomputable descriptions, which we couldn't. We were charged with the burden of confronting this reality, and our human interventions became a permanent part of the cycle of computation.
Machine computation was defined as a constant alternation between computation and deduction, where computers could only compute while humans did the reasoning. Causality, as described by the algorithm in the transition function, was frozen as an invariant of computation. Machines were deprived of autonomy and precluded from learning, software became vulnerable to human error. Cyber-security was compromised to a point that is today intolerable. In return, once we humans had completed our reasoning and debugging, the actual computation became incredibly efficient, although still vulnerable and unable to reason.
The future of information and automation critically hinges on finding a solution to the incomputability of descriptions and eliminating the Turing burden. The first step towards the future is to reunify information. The causal theory reunifies information by placing both computation and deduction under the control of the computer, makes descriptions computable, and eliminates the Turing burden. The conceptual machine that instruments the theory is called a causal engine. It is more general than the Turing machine, but can be implemented on any Turing computer, preferably a multi-core machine where the program for each core is the universal law of causality, hence not man-made but invariant as required by these machines. Semantics and adaptation follow from the law. The Turing theory of computation remains as a particular case of the causal theory, the case where the program is an invariant of computation.
The first step in the quest for a future of information is to reunify the information and eliminate the Turing burden that results from the separation between data and algorithm in the Turing machine. This step cannot be avoided. It must be taken because information is unified in nature, and not just because we are bothered by the burden or because we want information to have a future.
The supreme principle of nature is the principle of causality. It states that effects follow their causes [13, Ch. 15] . All physical systems obey this principle (not everybody agrees [14] ). Every TV set has a signal input and a controller that tells the set what to do with the signal. Every Turing computer has a program and a data file. The signal or the file are the data, the controller or the program are the algorithm, the causal pairs. Both machines work provided data and causal pairs are put together. Neither would work without both.
A. THE CAUSAL THEORY
The causal theory is rooted in the principle of causality. Before a theory can be built from a principle, it is necessary to formalize the principle and express it in a mathematical form. The mathematical object that formalizes the principle of causality is the causal set. The causal set is a universal, computable model that underlies all descriptions and makes them computable. It also naturally reunifies information and eliminates the Turing burden. All these critically important properties come directly from the principle of causality. This defines the physical and mathematical base of the theory.
The theory is discrete, finite, and algebraic. There are only integer numbers, and the only operations are addition and subtraction. It is simple algebra with integer numbers, no decimals. The theory is space and time-independent, like thermodynamics is. There are no equations or mathematical formulas. Problems are solved directly by computer. The input data consists of the causal relations that describe the system of interest. This is possible because the mathematical model is the given causal set itself, so that the tedious step of creating a model specific for each system to be studied is eliminated. The theory has no constants or adjustable parameters. There is nothing that needs to be ''trained,'' in the sense used in machine learning.
The causal theory is not the theory of everything that physicists are seeking. Instead, it is the theory of everything we know. At this point in our civilization, we know that everything we know is causal. The causal theory is the theory of everything causal, hence, it is the theory of everything we know.
There is only one conceptual machine that implements the theory. The process that the machine runs is called causal mathematical logic (CML) [6] . Once the machine is built, it starts learning directly from any source of causal information, such as sensors. Just as babies do. The output is a causal set, and it can control actuators directly. The causal machine runs on a Turing multi-core processor. Of course, before a prototype can be built, it is still necessary to work through the Turing burden, hopefully one last time. More details can be found in [3, Sec. 7].
B. THE FUNDAMENTAL THEOREM
The fundamental theorem is the centerpiece of the causal theory. It's the piece that makes the theory new, and possible. The theorem states that:
Given a causal set and some permutations of that set, then there exists a (possibly trivial) fractal hierarchy of progressively smaller invariant groupoid-theoretical block systems with a physical meaning, including the original causal set at the lowest level. Let C = (S, W ) be the given causal set, let P be the given set of permutations of S. A permutation of a set S is a bijective map S ↔ S. Let now B be one of the resulting block systems. A block system is a partition of S into disjoint subsets such that each subset appears contiguous, as a block, in each one of the given permutations. The block system is said to be invariant under the action of a permutation if the map does not change the blocks, although they may appear in a different order. The theorem needs no proof. It's basic pure algebra. The value of the theorem is in the way it works in nature, which is discussed in the following three sections. Here is the simplest of examples. Let the set be S = {a, b, c, d, e}. The same set could be S = {c, e, a, d, b}, because there is no order. The given permutations are: (1) defines 3 permutations of S. These 3 permutations, when combined with their respective inverses, form a permutation groupoid. This groupoid induces a (possibly trivial) block system on S, which is in turn a causal set. Details are found in [2] . In the example, the block system on S has two blocks, {a, b, c} and {d, e}. You can verify that subset {a, b, c} appears in each one of the 3 permutations as a block, and that subset {d, e} also appears in each permutation as a block. However, clearly, subset {a, b} is not a block: it's missing from the third permutation. Why is this so important? For several reasons. The first is that you literally get something for nothing. Set S is just a collection of things, nothing else. It has no order and no structure. But when enriched with the causal order, then S becomes a causal set, and it has symmetry and structure. The second reason is invariance. The block system is invariant under the permutations. A permutation is actually a function, it does something to a set, it writes it in a different order. However, the blocks survive the action because the same blocks are found in all the given permutations. The third reason, is that causal sets are universal mathematical models, hence this theorem directly finds invariants for any physical system. This is the core mathematics that supports the famous expression ''survival of the fittest'' used in evolutionary biology. The blocks survived because they are the fittest, many other possible combinations did not. There is more, much more. I haven't yet explained why we need the subset to be causal, and why the block system has meaning. The explanation and the remaining reasons are so important that they need more sections.
C. HIERARCHIES
The algorithm predicted by the fundamental theorem is recursive, and the recursion is convergent. In the course of each iteration, a block system is generated from a given causal set. If the block system is non-trivial, a new causal set is generated from the blocks and the partial order of the original causal set. The new causal set serves as the input for a new iteration, and the process is repeated. Recursion stops when the block system obtained from an iteration is trivial.
Let C = (S, W ) be the input causal set for some iteration, and let C = (S , W ) be the resulting causal set. The elements of S are the blocks of the block system of C. The causal pairs in W are calculated from W as follows: Let a ≺ b be a causal pair in W , where a and b are two elements of S; then, if both a and b are in the same block, the causal pair gets encapsulated in that block as an intra-block causal pair; otherwise, if a and b are in different blocks, causal pair a ≺ b gets induced in the block system as an inter-block pair.
In addition, since we have assumed that the block system of C is non-trivial, then set S has fewer elements than set S. If iterations continue, block systems grow smaller and smaller, and eventually a trivial block system will be obtained. At this point, recursion has converged and the iterations stop. In the example of Eq. (1), we found two blocks, say P = {a, b, c} and Q = {d, e}, so that the set of blocks is {P, Q}. We even have two permutations of this set, [P, Q] , and [Q, P], ready for the next iteration.
The successive causal sets pile one on top of another, forming a causal pyramid, a fractal hierarchy of invariants. Hierarchies and fractals and their associated power laws are actually found nearly everywhere in nature, in the brain, in the Internet, in computer software, in biology, even in Zipf's law. In other words, it is predicted by the theory and verified by experiment that everything causal is modular and hierarchical. Which is precisely what the theorem says.
There is meaning in the blocks. We associate meaning with them because they are invariant. Invariants remain, they survive after everything else is gone, they are reproducible, they keep reappearing in various circumstances, we can assign names to them and observe and measure them because they are there when we need them. The expression ''invariants with a physical meaning'' has always been in physics, and the meaning goes with the invariant and is invariant too. A newborn stares at his mother's face and is surprised when she suddenly disappears. Soon, he learns that activating a certain nerve that happens to be connected to a muscle near the eye can bring her back. He has just discovered that his mother is invariant, and he has immediately assigned a very strong emotional meaning to the invariant. Later he notices that his mother still keeps disappearing, so he applies other skills in his repertoire, smiles, giggles, tantrums, and gets a better hold on his new valuable invariant. This is perhaps one of the baby's first acquired invariants with a physical meaning.
Information compression takes place in the process of hierarchization. If the blocks in the block system are nontrivial, meaning there is at least one block of size 2 or more, then the size of the set of blocks is smaller that the size of the original set S. In a large hierarchy, successive levels get smaller and smaller. Not all information is preserved in the compression, but meaning and insight are gained.
The properties of hierarchical structures are almost exactly the same as those that artificial intelligence researchers sought with great intensity for more than six decades, and are still searching today. They know that the properties were there, but can't find them mostly because of insistence in presenting intelligence not as a problem of physics but as one of computation or mathematics, and their long standing assumption that the Turing theory would be sufficient to explain intelligence. The CML hierarchies are naturally formed hierarchical temporal memories (HTM). They form associative and content-addressable memories, they support machine learning and object recognition, they reason by creating new knowledge from existing knowledge, they compress information, and they have many other properties discussed in previous papers, all of this naturally and without any engineering. These properties cannot be approximated or simulated if they are to function as nature does. All the parameters of a hierarchy, number of levels, number of blocks in each level, size and constituency of each block, are determined by the given causal set and the selected set of permutations. It is not possible to ''approximate'' a hierarchy, or specify one heuristically. It would still be a hierarchy, but it will not do what nature does. We are not at liberty to invent our own mathematical logics. There is only one, and it is CML.
D. ACTION FUNCTIONAL AND ENTROPY
The fundamental theorem is very powerful, but it has one limitation: non-trivial block systems are not easy to find. A trivial block system is not useful for our purposes because it does not create anything new. The factor that determines triviality or non-triviality is related to the size of the set of permutations required by the theorem. Large sets of permutations tend to have only trivial block systems, because the action of that many permutations destroys all possible structures. Triviality is a new variable in our problem, and it is a dangerous one. How small should the sets be? And how many small sets are there to consider?
The collection of all subsets of a given set is called the power set of that set. Power sets are very big. As an example, consider the 12-elements causal set reported in [2, Fig. 1 ], which has 954,789 legal permutations. A legal permutation is one that does not violate the partial order in the causal set. The power set of the legal permutations has 2 954,789 subsets, and any subset of it that contains 2 or more permutations satisfies the fundamental theorem. And this is for a causal set with only 12 elements. Real-world causal sets may have millions of elements. Clearly, this is not a problem of computation, and mathematics doesn't care. This is a problem of physics. We need to ask nature, for one simple reason: we know that nature has solved it, and it is very easy. The experiment is in Section III above. The solution requires a postulate, that the simplest linear, homogenous, positive-definite metric of causal sets is the action functional of the corresponding physical system. Let C = (S, W ) be the causal set, let p be a permutation of S, and let ν be the numbering defined by p. Permutation p also represents a dynamic trajectory in causal space. Now define the length of a causal pair (e ≺ e ) in W as:
Then, the action A for that trajectory is defined as the sum of the lengths of all the causal pairs in W :
This metric is positive-definite, homogeneous, and linear. The property of linearity makes the metric local, a crucial property in all what relates to parallel optimization: the metric is naturally parallel, it does not have to be parallelized, something that has to do with the proverbial massive parallelism of the brain.
With this definition of action, other useful quantities can be defined. Action is a property of a trajectory, but there can be many trajectories with the same value of the action. A macrostate is defined as a set of trajectories, all of which have the same value of the action.The population of a macrostate is the number of trajectories with that value of the action. Macrostates and their populations depend only on the given causal set, and are not a statistical effect. A plot of population vs. action can be made for any physical system of which the causal set is known. One such plot was computed for a causal set with 12 elements, and is shown in [2, Fig. 1 ]. There are reasons to believe that the shape of this plot is universal. It did reappear in other computations, such as those reported in the case study in [3] . I did not yet compare it with real physical systems. The entropy of a macrostate can be defined in the usual way, as the logarithm of the population of that macrostate. This definition makes sense in the causal theory when it is applied to real thermodynamic systems. Then, many of the well-known phenomena observed in such systems begin to fall into place in the theory. The entropy of information depends on the value of the action of a system, hence optimizing the action by either minimizing it or maximizing it also minimizes the entropy. This is a behavior-preserving transformation, the information itself does not change, but it becomes better organized and more meaningful. The last statement defines the principle of least-action.
The causal theory is based on one principle, the principle of causality, and one postulate, the principle of least-action with the given definition of action. The theory contains no heuristics and no constants or adjustable parameters. All else, follows from the theory. Critical points of the action and phase transitions are some of the phenomena that fall into place in the causal theory.
E. CRITICAL POINTS AND PHASE TRANSITIONS
A hot physical system is highly entropic and disorganized. But if the system progressively loses heat to its environment at the expense of its internal energy, then its entropy decreases and the system gets more organized. If the heat loss continues, the system's dynamics will take it along a path in causal space that ultimately leads to a state where no further loss is possible, known as the point of least action. But the path is not smooth. It usually passes through a series of local minima where action is stationary, also known as critical points.
It is useful to view the above process in terms of trajectories. The dynamics of the hot system can follow any of a large number of trajectories available in the underlying causal set, but is more likely to follow trajectories pertaining to highaction high-population macrostates. But the loss of internal free energy makes many high-action macrostates no longer accessible, and the system is forced to follow trajectories in lower-action macrostates, which are scantly populated. When the critical point is attained, there is only one macrostate left that is accessible to the dynamics, and the loss of heat stops. This is a local minimum of the action.
There is another way to view the same process: the legal permutations of the causal set are a measure of its symmetry. The permutations represent transformations, and a system is said to have a symmetry if its properties remain unchanged when a transformation is applied to it. But permutations correspond to trajectories. When all macrostates but one are eliminated from a system's reach, symmetry breaks, and, according to the principle of self-organization, the system must have a conservation law. In other words, there must exist some structures that are conserved. The fundamental theorem of Section VI-B tells us what that law is and how to calculate the structures. The existence of a conservation law and of invariants marks the point of onset of intelligent behavior, adaptation, and meaning, as briefly discussed in the Introduction.
In summary, minimizing the action functional leads to a point of criticality where action is stationary, the dynamics is reversible, symmetry breaks, and invariant structure arises. Under its current dynamics, the system cannot release more energy, and the only remaining mechanism with energy to release is binding. As parts of the system become bound to each other, they release their binding energy. Binding causes the new structures to emerge, and a phase transition takes place. Binding manifests itself in invariance. It is responsible for the existence of invariants, and without invariants there can be no meaning. The meaning of an effect in a causal set can be defined as the reachable subset of that effect, the collection of all invariant hierarchies that have that effect as one of their causes.
In computational terms, this same process would be described as one of mathematical optimization in the system's state space, or more precisely in the system's set of trajectories, where the search algorithm searches for least-action trajectories but gets trapped in a local minimum of the action. In complexity science, it would be an attractor. In thermodynamics, it is a critical point where symmetry is broken and a phase transition takes place. In artificial intelligence, it is a singularity, the point where intelligence emerges from nonintelligence. In the causal theory, it is a local minimum of the underlying causal set's action functional.
The phase transition at the critical point is defined by the formation of a groupoid-theoretical block system, a partition of the causal set into a collection of disjoint subsets that are invariant under the transformations of the groupoid. The blocks in the partition form another causal set, smaller and less complex than the original one, which amounts to compression of the information. Each one of the blocks is also a causal set, so we are now dealing with a causal set of causal sets.
The positions of the local minima of a function depend on the search algorithm. After the phase transition, the original causal set no longer applies, and neither does the original local minimum. The new causal set is not at a local minimum, and the process of optimization can continue until another local minimum is reached. The overall effect of the phase transition and the formation of blocks is that the search algorithm has exited the local minimum in which it was trapped and the search can continue. This remarkable phenomenon was explained and applied in [3, Sec. 5.2] .
There is an almost perfect correspondence between the process just described, and the behavior of many optimization algorithms in computer science. The search algorithm works first until a local minimum is reached, and becomes unable to continue its operation. A new, frequently heuristic search algorithm is then launched, which ignores the local minimum and continues the search. The ''search algorithm'' corresponds to the dynamics of the system. Different terms are used in the two descriptions, but the mapping is straightforward. In nature, however, the search algorithms are the successive dynamics of the system, that arise after each phase transition, and are naturally designed by the laws of physics.
F. EXAMPLE
To conclude the Section, it may help to return to the explicit example introduced in Section IV. Go again to Sergio.Pissanetzky.com, and find links to ''The European Example.'' Select Causal Set for Level 1 to see the original causal set. Then click on Permutations for Level 1 to see the groupoid, which consists of permutations of the set that extend (do not violate) the causal order. This is only a partial list of the permutations. The groupoid corresponds to a point of stationary action where the value of the action is 314. A phase transition takes place at this point, and is clearly visible in the considerable number of groupoid-theoretical blocks induced on the original causal set. For example, {11, 13, 14} is a block, {12, 15, 16} is another. The reader can verify that these subsets are present in all permutations. There is a total of 14 blocks. Now click on Interpretation of Level 2, and examine it carefully. This file explains the fundamental theorem in action and illustrates the recursive nature of CML. When the 14 blocks above receive their corresponding intra-block and inter-block causal relations, respectively encapsulated or induced from the original causal order, they become a 14-element causal set in their own right, and form the base for level 2 of the fractal hierarchy. Click on The Fractal Hierarchy to see the detailed discussion of Level 2 and two more levels.
This same example is also discussed in 6) and those described in 'The Fractal Hierarchy' are invariants and have meaning. They are the classes and objects of the original Java program designed by human analysts, and now calculated directly from first principles and without human intervention. This example is possibly the first black-box brain experiment, and it is successful. It's just the algebra of the state of least action for a physical system with memory.
G. IMPLEMENTING A CAUSAL ENGINE ON A TURING COMPUTER
Some day a material will be found that can make artificial neurons and optimally short dendritic trees from general causal information, like brains do. Until then, our best choice is to implement the causal theory on a Turing computer. As discussed above, the Turing theory of computation follows from the causal theory when causality is required to be an invariant of computation. To implement a causal machine on a Turing computer it is necessary to write a program where causality is defined, and the program must be an invariant of computation for the computations intended to be carried out by that program. Any changes needed for that program, debugging, integration, refactoring, updates, extensions, maintenance, etc, are to be carried out by humans. Human interventions in the programming cycle are unavoidable. This is the traditional Turing paradigm.
However, there is one case where human interventions can be completely avoided: the case where the program itself is a universal invariant. No matter what the calculation is, the program is always the same. There is only one type of entity in the universe that satisfies this condition: the laws of physics that are domain independent and scale-independent. The program for the Turing machine must be nothing less than a universal law of physics. In this case, no changes are necessary no matter what the computation is, and the need for human interventions is completely eliminated.
The supreme principle of nature, the universal principle of causality, meets the requirement. The causal set formalizes the principle and provides a universal mathematical model for all systems. The algebra of causal sets is the tool we use to develop the program for the Turing computer. Implementations are many, just as there are many types of Turing machine, but the causal machine is one.
I don't think the brain can be said to be a Turing machine. The brain is a causal machine, but it does not have a ''program'' in the Turing sense. Causality is not invariant because the brain can learn and adapt to what it learns. The program of the brain is thermodynamics. Causal information is acquired from the environment and stored in the dendrites that interconnect neurons. Pairs of neurons act as directed (cause, effect) pairs, not as synapses with adjustable weights, certainly not as pre-engineered hierarchical memories. Dendrites are known to be optimally short [15] . That way they preserve biological resources. The causal set is naturally massively parallel. Optimization of the dendritic trees minimizes the entropy of the information they represent, giving rise to binding, association and compression of the information into an associative memory, and organizing it into hierarchies of invariants. The hierarchies correspond to neural cliques in the brain [16] and to cognits in the mind [17] .
The brain is a host-guest system. The optimizing thermodynamic process is the host, computation is the guest and is carried out by neuronal spiking. These are our conjectures, in the light of the causal theory.
A causal machine works in much the same way as the brain, except that the implementation is quite different to match the inadequacies of existing hardware. Even so, with the clock rate of wetware being about 10 ticks per second, and that of hardware about 10 9 ticks per second, the advantage of the Turing implementation over the brain looks quite attractive.
VII. VERIFICATIONS
Fundamental theories, also know as bottom-up theories, are developed from principles that are said to be fundamental, meaning that they have a very extensive experimental base and are widely accepted. The theory is derived from and only from the principles. No consideration at all is given to any observational evidence, and no heuristics or adjustable parameters are used in the derivation of the theory. The intent is to make the theory as general as the principles are. Any attempt to 'add' to the principles would only make the theory more specialized and hence less general. The causal theory is a fundamental theory derived from one single principle, the principle of causality, formalized as a causal set, and one single postulate, that the basic metric for causal sets is to be interpreted as physical action.
Once the theory is developed, predictions can be made, and these predictions can then be compared with experimental observations. This process is called verification. Verifications do not 'prove' a theory in a mathematical sense. They only confirm that the theory is correct for that particular case, which makes the theory more believable and more acceptable.
In the case of the causal theory, and at the time of this writing, several important predictions have been made and verified. Only small-scale quantitative predictions have been made so far, the remaining are qualitative.
A. OPTIMALLY SHORT DENDRITIC TREES
One of the verified predictions is that dendritic trees in the brain must be optimally short. I proposed the prediction in 2011 in [1, Sec. 3.8] . I made the prediction from theory alone, just because brains are causal, and without any input from neuroscience -I am not a neuroscientist. At that time, neuroscientists accepted that the length of dendritic trees obeyed a non-optimal 4/3 power law, which is not optimal. There was controversy about this, but experimental evidence was insufficient to resolve the issue. My prediction was verified in 2012 by an independent team of neuroscientists [15] , with an extensive experimental base across many areas of the human brain and also across species. They observed a 2/3 scaling law, which is optimal, and is now the accepted state of the art in Neuroscience.
B. HIERARCHIES IN NATURE
The causal theory predicts that all things causal bind at the points of criticality of the action functional. The fundamental theorem of the theory predicts that binding is recursive, and that all things causal, once they bind, form hierarchies. These behaviors are actually observed in all kinds of natural networks, including biological and neural networks, the networks of fundamental physics, even man-made artificial networks that are allowed to evolve freely, such as the Internet and the architectures and software used in computing, and human organizations. Similar considerations apply to fractals and power laws, which are observed everywhere in nature. Even though some authors refer to this abundance as a ''mystery,'' [18] it is perfectly explained by the fundamental theorem: the self-organized hierarchies of all causal things are fractals and scale by power laws. These observations constitute a major experimental verification of predictions from the causal theory, but quantitative results are still lacking.
C. HIERARCHIES IN EVOLUTIONARY BIOLOGY
In evolutionary biology, an important question is why hierarchical organization in biological networks evolves in the first place [19] . Modularity, used here as an alternative name for binding, is now known to evolve because of the presence of a cost function for network connections. I predicted this property for general systems in 2009, near the end of [8, Sec. II-D2], when I stated: ''if the services compete for some resource, such as energy, then they will tend to selforganize.'' But the question still remained in evolutionary biology whether such costs also cause the modules to self-organize as a hierarchy. In computer simulations described in [19] , networks with the cost function evolved to be both modular and hierarchical, but were neither modular or hierarchical if the cost function was suppressed. In addition, the presence of the hierarchies independently improved adaptability. In the causal theory, the action functional is the cost function. The minimization of the action functional drives modules to self-organize into hierarchies, through the recursive process explained by the mathematics of the fundamental theorem, and the invariance of the hierarchical structures is the expression of the adaptation of the system to survive the dynamics defined by the causal set. There are no hierarchies without a cost function. However, the cost function by itself is not sufficient to explain hierarchies. Hierarchies are explained by and only by the fundamental theorem of the causal theory.
In my 2011 paper [1] , I used my ''theory of emergence'' -an older name for the causal theory -to predict in Section 3.8 that hierarchical neural clique organization in the brain evolved because of the process that shortens dendrites, which is only intended to save biological resources and not to find patterns. Evolutionary biology confirms this prediction. The experimental conclusions exactly coincide with the predictions from the causal theory, a very strong confirmation, indeed.
Still in evolutionary biology, another point of discussion is whether proteins are to be considered as complex systems or just complicated systems [20] . This question is irrelevant. Modularity and hierarchical organization can exist in causal sets as small as 3 elements and 2 causal relations. This is why the causal theory applies equally well to the simplest things and to the extremely complex human brain. The causal theory applies to systems of any size and complexity, at any scale. It is a universal language that underlies all things causal.
D. CRITICAL DYNAMICS IN VISUAL CORTEX
Recent studies in the visual cortex and in a computer model show that sensory input elicits adaptive changes in the cortical network that quickly tune it to the critical point of a phase transition. The conclusions are based on the observation of scaling laws predicted to occur at criticality, and establish adaptation as the mechanism that maintains criticality in the cortex during visual processing [21] .
These studies parallel the predictions of the causal theory almost to perfection. The sensory input is the learning process, where highly entropic causal information is acquired, resulting in a non-critical dynamics. Adaptation, the thermodynamic process that removes entropy and organizes information, quickly brings the dynamics to a point of criticality, a point of stationary action attained when energy/entropy are removed from sensory information, where a phase transition takes place. The phase transition is the formation of a first level of neural cliques, [16] , mathematically described in the theory by the formation of a groupoid-theoretical block system. However, the authors seem unaware that the process does not end there. The dynamics changes as a result of the phase transition, and the critical point is no longer critical. The new dynamics causes a further decrease in entropy, giving rise to further adaptation, corresponding this time to the production of secondary neural cliques, and leads to a second point of criticality, a second local minimum of the action functional. A new phase transition takes place, and cliques-of-cliques are formed, described by a second level of block systems. After many steps of recursion, the point of least action is finally reached, and results in a hierarchical organization of the cortex [17] . This entire process is described by causal mathematical logic (CML), and the experimental study confirms the prediction.
E. OTHER VERIFICATIONS
There are many other verifications of the theory. Worth mentioning is the process of refactoring and object-oriented programming (OOP) of computer software, usually performed by human analysts, where the given code is the causal set -or is quickly converted into one in the analysts' brainsrefactoring is a process of optimization where action is minimized while passing through a series of critical points, and the OOP analysis is equivalent to the phase transitions where a series of structures known as classes and objects generated by the analysts are assembled into a hierarchy. A case study was discussed in [8] , showing agreement between the original Java code and the theoretically predicted structures.
Experiments with babies are a type of very simple blackbox brain experiments. Schulz [4] notes that ''our young ones make decisions with a surprisingly strong sense of logic, well before they can talk.'' This is because logic is what all causal physical systems do, including brains, all brains, not just ours. I did not try, but these baby experiments should be very easy to solve by using the causal theory. The presenter is in fact giving the (cause, effect) pairs that determine the behavior of the babies. See also [5] .
In Economy, Ben Bernanke, Chairman of the Federal Reserve for 2 terms, has agreed that ''the Feds could not control'' any of the climactic monetary events of the 20th and early 21st centuries, such as the Great Depression of the 30's, the Great Inflation of the 60's and 70's, or the Great Recession of 2008. These events have been attributed to the use of simple economic models which usually assume some degree of smoothness or regularity in behaviors. Such models deal with an average dynamics, but cannot deal with cases of deterministic chaos resulting from the extreme sensitivity of the dynamics to existing conditions (butterfly effect). This effect has not been studied in the causal theory, but one case was discovered in a computer model of a very small causal set [1] .
In the physical sciences, the entire body of knowledge is based on perceptions: ''If I can see it then I can measure it,'' hence ''it'' immediately qualifies as an observable. This approach appears quite reasonable at first, but it leaves out the fundamentals of perception and makes the human brain the only instrument we have to observe nature. The fundamental role of the observer in observation was understood with the advent of quantum mechanics, but quantum mechanics does not explain perception from first principles because it misses the fundamentals on which our brains operate.
The same process of refactoring and hierarchy building occurs in theoretical physics, and is used as the central mechanism to build physical understanding. The terms used to describe the process are different, but the process is conceptually the same. Elementary particles, atoms, molecules, chemical compounds, proteins, etc. are observed and wellunderstood hierarchies. A study of these hierarchies in the context of the causal theory would not only provide a verification for the theory but perhaps find some yet-to-be-discovered particles. A thought experiment in [2, Sec. 5] derives the Euler equations for a rotating rigid body directly from experimental measurements and without using the Newton laws.
PART II. APPLICATIONS OF THE CAUSAL THEORY VIII. THE TURING BURDEN
In Section 6, I argued that Turing segregated information into data and algorithm, and placed data on the tape under the control of the computer and algorithm in the transition function under the control of humans. I also argued that, in the process, he divided the world of problems into computable models, which we humans could formalize in terms of mathematics and write an algorithm about, and incomputable descriptions, which we could not, and so charged us humans with the burden of confronting that reality and made our interventions a permanent part of the cycle of computation.
In a Turing machine, with causality being untouchable and safely encapsulated and preserved in the program (by a human), the program becomes a collection of executable statements organized (by a human) in such a way that the causal relations among the statements are not changed. All types of execution, sequential, parallel, superscalar, satisfy this requirement. The program fixes causality and makes it an invariant of computation that the machine can only obey. The executable statement becomes the ''atom'' of execution, and computation is reduced to the execution of a collection of independent statements, where the input required by each statement is guaranteed to exist (by the human) at the time of execution, and the output generated by the execution is stored for later use (by the human). The computer cannot change the program because it does not know what it means or its underlying causality. The only remaining task is to perform changes to the computer memory as specified by each statement as efficiently as possible. Computation has been reduced to efficiency. Assuming of course that the monstrous inefficiency introduced by the Turing burden is ignored. It always is.
With data segregated from causality, data becomes the central focus of Turing computation, giving rise to the traditional confusion between data and information. Shannon's theory of ''information'' is actually a theory of data. Communication and acquisition of ''information'' typically involve only data, with causality being ignored. Any TV set has a controller (designed by a human), which contains the causality and tells the set what to do with the signal, the data, provided the data is restricted to be of a certain type (specified by the human). A robot can ''learn'' from the environment provided the interactions with the environment are restricted to certain types anticipated by the human designers. Adaptation is impossible in such circumstances unless of course the changes to which the system is supposed to adapt have been anticipated by the designer. Without adaptation, there is no life, no conscience, and no intelligence. A machine designed in this way cannot learn or understand, or find patterns and make sense of anything. The process of learning is usually understood as consisting of two parts. The first part is acquiring new information, along with the causality that comes with it. The second part is to ''connect the dots,'' namely to organize the new information in such a way that it becomes more understandable. The machine cannot do either part. Nothing can be automated unless the developers automate it, and any cyber-vulnerabilities cannot be fixed unless the developers fix them. Turing's burden can only grow.
The artificial context just described is simplified enough for engineering to become possible. Engineering is a process where human intelligence is used to create a feedback loop, where the consequences of a process are analyzed and then fed back to the design of the machine to produce incremental improvements in efficiency, all of this in the context of the executable statement. The feedback affects the process of execution by changing or adding to its causality, namely by installing new causal relations. The resulting machine becomes very efficient, and also infallible, provided of course the devastating side effects of the Turing burden are ignored: the machine also becomes vulnerable to human error and unable to learn or support any kind of phenomena of intelligence or adaptation that might help it to overcome its limitations.
Without a theory, judgment is impaired. Because of the incremental nature of engineering, engineers tend to establish heuristic standards and judge by them, which makes them feel comfortable as long as there are some parameters to adjust and a slow progress towards the standards can be shown. Unfortunately, heuristic standards freeze methodology and set the future of information to those frozen standards. In the words of prominent Turing scholar S. Barry Cooper: ''... even Turing, with his remarkable ability for clarifying concepts ... was unable to fully import his concerns about the nature of computability into the burgeoning formal framework of recursion theory. And many of those who took up the technical development of the subject not only lacked Turing's vision, but became diverted by the pure excitement and mathematical beauty of the new academic field. Kuhn's 'normal science' contains its own excitements and its minor paradigm shifts, as well as delivering safe research careers'' [11] .
To help illustrate some of these points, consider the following example of an ''incomputable'' description that became computable just because we learned one way to formalize it in mathematical terms and write an algorithm about it. The example is shape. In early and mid 20th century, physicists used only very simple shapes for their examples. An infinite plane or line, a particle, a sphere, a rectangular cavity. Bessel functions were used for circular cylinders, spherical harmonics for asymmetric spheres, and nearly all else was out of the question.
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This wasn't enough for aeronautical engineers. In the late 60's, they were using the first transistor computers for aircraft design, including structural mechanics and dynamics for load-bearing elements, propulsion, lift and drag for foils, and control for moving surfaces. They were engineering complicated shapes, but they could only describe them in words and technical drawings, not mathematical models, and computing with that was difficult. So they tested in wind tunnels, a cumbersome and expensive procedure, but one that still didn't deter them from achieving the great aeronautical feats of the 40's, 50's and 60's. They just substituted their creativity where computation was lacking, endured the never ending back-and-forth between computation and deduction, and carried ahead. Wind tunnels remained of strategic importance during the cold war, and are still used today.
The problem they confronted was to optimize a design subject to incompatible requirements from aerodynamics and structural and control engineering, and the only way to do it by computer was to explicitly include the shapes of the foils and structural elements in the computation. The finite difference method existing at the time was too limited for the purpose. Then, in the late 60s, Zienkiewicz in UK invented the Finite Element (FE) method and NASA developed Nastran, the world's first full-featured FE program. This meant liberation for the engineers. The three sciences were integrated at last and they could adjust parameters at will and get computed results overnight. This expedited things considerably and set the stage for the new challenges of aerospace engineering. It was a turning point in the history of flight and space exploration.
The situation in Artificial Intelligence is very serious. There is no theory, no theory at all. Jacob T. Schwartz, Director of DARPA's Information Science and Technology Office (1986) (1987) (1988) (1989) , proposed: ''a basic goal of AI has been to discover principles of self-organization robust enough to apply to a wide variety of information sources ... [that allow] coherent structures capable of directly guiding some form of computer action to be generated automatically from relatively disorganized, fragmented input. The state of AI is most fundamentally characterized by the fact that no such robust principle of self-organization is as yet known.'' Yann LeCun (2015), AI Director at Facebook, compares AI work with driving in the fog: ''Working on AI is like driving in the fog. You see a road and you follow the road, but then suddenly you see a brick wall in front of you. That story has happened over and over again in AI. What's missing from deep learning? A theory. Do theory, any theory.'' Inefficiency and limited automation are not the only side effects of the Turing burden. The Turing burden is the root cause of cyber-vulnerability, because human interventions inevitably lead to human error. In software, this leads to cyber-vulnerability, because nearly all cyber-attacks are made possible by bugs planted by human analysts. Cyber-security is discussed in Section X-A.
The Turing burden is also the root cause of the backlog existing today in nearly all natural sciences that depend on observational data for their development. In the sciences, requirements change constantly, a situation that is contrasted by the cost and delays of change management in software development and maintenance. Unfinished tasks simply accumulate. The same is true in Big Data, and in fact in all applications such as surveillance where data is automatically generated but can't be automatically processed. Big Data was discussed in [3] , and the sciences and technologies are discussed in Section X-B below.
IX. THE INCOMPUTABILITY OF DESCRIPTIONS
Descriptions are incomputable in the Turing theory for the most unreasonable of reasons: we do not know how to make a mathematical model of a description. One consequence among many of this confusion is that we find it difficult to define description. If we are given one, we know very well that it is a description. A scientific or technical paper is a description, and we can even tell the mathematics from the descriptive parts. This text is a description, a speech is a description, a picture is a description. But we can't define them properly. Definitions found in dictionaries are often circular. We can only describe descriptions, not define them. I quote Edward A. Feigenbaum, ex-head Chief Scientist of the US Air Force, ACM Fellow and A.M. Turing Award recipient [22] : ''How should we give computers knowledge? I think the only way is the way human culture has gotten there. We transmit our knowledge via cultural artifacts called texts. It used to be manuscripts, then it was printed text, now it's electronic text. We put our young people through a lot of reading to absorb the knowledge of our culture. You don't go out and experience chemistry, you study chemistry ... We need to have a way for computers to read books ... We just don't do that today. Our AI programs are handcrafted and knowledge engineered. We will be forever doing that unless we can find out how to build programs that read text, understand text, and learn from text. '' In Section VIII, I discussed an example of how shape, a traditionally incomputable property, became computable because of the FE method. But finite elements are limited. One cannot answer the question: ''Does my shirt fit me?'' using finite elements. The problem is to define what ''fit'' means. Finite elements can only represent a continuous function, but they are not general enough and cannot underlie all descriptions. In the Abstract, I emphasized how critically the future of information and automation hinges on finding a solution to the incomputability of descriptions and eliminating the Turing burden. Reunifying information is the first step, because reunification leads to a common, universal language, the causal set, that underlies information. The causal theory reunifies information by placing both computation and deduction under the control of the computer. It provides the computational framework that was lacking. With the framework at hand, the translation of descriptions can start. I recommend to start with the translation of computer programs and Mathematics. Both can be automated, and automating them is a simple task that a team of developers can do. It has to be done only once, and it will provide a uniform platform for computer code in all languages. Then, translate technical literature and manuals. Years ago I proposed to translate Wikipedia to causal sets. These last two endeavors will require a causal machine to learn as we humans do: by ''going to school.'' As Feigenbaum proposes: ''Reading from text in general is a hard problem, because it involves all of common sense knowledge ... It is a critical problem that needs to be solved. '' There is currently at least one project that is trying to solve the incomputability problem, DARPA's Big Mechanism project [10] . Unfortunately, neither Feigenbaum or Cohen provided an underlying language or insisted that one was necessary or even possible. The project is being done heuristically and without the underlying language.
In the following Section I discuss applications of the causal theory to some common technical problems: cyber-security, science and technology, complex systems, including life, thought, and adaptation.
X. APPLICATIONS
Instead of recognizing the common roots that originate the various behaviors observed in nature, many approaches to complex systems, artificial intelligence, machine learning, image and voice processing, and other related technologies rely in simulating one of those behaviors. Artificial neural networks (ANN) simulate the network structure of the brain. Hierarchical temporal memory (HTM) methods simulate hierarchical structures observed in the neocortex. Neuromorphic chips simulate the low power consumption of the brain. Statistical methods simulate probability, defined as an average of measurements. Evolutionary approaches simulate natural evolution in life forms. Biologically inspired computing simulates the phenomena of life and social behaviors. Results from limited simulations like these are limited too, and, not surprisingly, usually restricted to the area being simulated.
But all complex systems are physical systems. The fact that they are so complicated does not make them non-physical. The brain is a physical system. Life is physical too. Galaxies and elementary particles are physical as well. All objects studied by the natural sciences are physical, and because they are physical, they must obey the laws of physics. Among them, the supreme law, the fundamental principle of causality.
Rather than simulating one out of many observed behaviors, the causal theory directly simulates the law that governs all behaviors and all systems must obey, the principle of causality. Included in the simulation are all physical systems, and all the various behaviors observed in nature. Even the partial simulations of selected behaviors are also included in the causal theory. For, if there was one behavior observed in nature, such as the behavior of an analyst who writes a program for a Turing computer, that is not explained by the causal theory, then that system would be non-causal and therefore not of this world. We say that the theory of causality underlies all physical systems. This means that a general mathematical model for causal systems is also a general mathematical computational model for any physical system. The causal set is a universal mathematical language that can describe and compute with any physical system. Even with descriptions.
It is helpful to pause at this point and compare the current situation with the Nastran example of Section VIII. The history of flight shows steady progress since the outset. But it wasn't until the development of Nastran and of transistor computers in the 60's that the various problems were integrated into one unified computational framework that supported them all. The causal theory is a unified framework for all physical systems and all their behaviors, except that there is no ''Nastran'' for that yet. Is it possible that we humans are included too? How could we not? Please see Section III.
It should come as no surprise to say that the expanse of applications of the causal theory is vast. A few of them are considered in this Section.
A. CYBER-SECURITY
The problem of Internet hacking has acquired dangerous proportions. Hackers routinely access banks, government agencies, the military, school districts, transportation systems, distribution systems, even commercial airliners. They obtain information, a commodity more valuable than money, and they use it. According to press reports of May 19, 2015, security expert Chris Roberts was able to hack into aircraft computer systems numerous times mid-flight using a laptop while traveling as a passenger. The U.S. Government Accountability Office confirmed that some aircraft may be vulnerable to hacking over the onboard wireless networks. Your refrigerator can steal money from your bank account [23] . The Scientific American plainly advises: ''STEP ONE: Stop counting on others to protect you,'' [24] and the IEEE in turn offers: ''Never Assume Trust'' [25] .
Nearly all attackers exploit flaws planted in software by human analysts in the course of their interventions in the software analysis and development cycle [25] . This is a direct consequence of the Turing burden. There is only one way to make the Internet cyber-secure: make descriptions computable and eliminate the Turing burden. This will enable machines to perform tasks that are usually reserved for slow people, and reduce or eliminate the human interventions in the software cycle and the flaws they introduce. It will also make software adaptable and enable machines to detect intrusions and deal directly with an ongoing attack, in real time, as opposed to launching an after-the-fact investigation by humans with a reaction time that ranges between days and months. The Internet will be fully automated and secure, and this is the future of information.
In spite of overwhelming evidence, experts can only offer ''more of the same,'' the same that caused the problems in the first place. Albert Einstein once said: ''We cannot solve a problem by using the same kind of thinking we used when we created them.'' [26] But the experts keep thinking the same, thus exposing a general inadequacy of software testing procedures and/or a general inability or complacency of the experts to guarantee the quality of their product and aggravating the problem even more. In the same issue of Scientific American just mentioned, [24] one of the authors proposes more training, better standards, more regulations, in other words more human interventions [27] . More training and regulations will only give an appearance of security, but they don't address the roots of the problem and, in the longer run, will make developers even more overwhelmed and more prone to plant bugs.
In the IEEE Special Report on Cyber-security, the IEEE President [28] seems to offer some hope when he states that ''IEEE cannot allow itself to continue thinking within its traditional parameters,'' or when he describes a future where technology brings creative individuals together and the various steps that IEEE is taking in that direction. However, in the same Special Report, author after author keep offering more and more human interventions [25] , [27] , [29] . None of them has even mentioned the Turing burden, or acknowledged that the problem is of their own profession's creation.
My central theses in matters of security is that fixed, non-adaptive security measures cannot stop the onslaught of adaptive systems trying to penetrate them. They can only slow them down, but not stop them completely. Roaches will always find their way into your house no matter how many fixed barriers are installed. Prisoners will always escape from high security prisons, and terrorists will always overcome today's security protections.
Two recently reported episodes where adaptation was used in original and creative ways add fuel and support to my thesis. According to press reports, [43] some products in a well known App store became infected with malicious software in a first-of-its-kind breach after developers were lured into using an unauthorized and compromised version of a developer's kit. In another report, [44] executives of the car manufacturer Volkswagen admitted to having installed software in their diesel cars sold in the US deliberately designed to cheat on emission tests. Adaptive crooks and human overlooks can only be confronted by adaptive security systems.
The risks of such a situation cannot be overemphasized. In a survey of 1,642 security experts, 61% of them predicted that a catastrophic cyberattack involving either major theft, loss of life, or harm to the security of nations will occur in the next 10 years [29] . They are occurring already. The Internet of Things is full of security flaws. Hackers can take control of your house or car and intercept documents you print [23] . According to press reports, a security expert has hacked into aircraft avionic systems from his passenger seat, using the plane's entertainment system. Following the report, the US Government Accountability Office confirmed in April 2015 that some commercial aircraft may be vulnerable to hacking over their onboard wireless systems. The problem is generalized and of alarming proportions. Patches won't help. It is necessary to address the root of the problem. Just making computers faster will not do it.
B. SCIENCE AND TECHNOLOGY
Science and technology are drowning in data [30] . In IEEE's [31] , the authors write: ''In the areas of big data computation, brain science, cognition and reasoning, it is almost inevitable that intensive human intervention and time consuming trial and error efforts are to be employed before any meaningful observations can be obtained.'' This statement contains all of today's most important keywords: big data, brain, cognition, reasoning, human intervention, observation, meaning. However, the same IEEE journal issue goes on to propose extreme learning machines (ELM) as the solution, a heuristic method that does not address the roots of the problem.
Quantitative science and technology depend ever more and more on computation, and human interventions in the development cycle for the required software also play a crucial and damaging role. Backlogs, jams, bulky requirements that are not at all related to the science or the technology but are only needed to support the human interventions, such as a strong emphasis in human-readable programming languages and the inability of machines to find meaningful patterns by ''connecting the dots'' and ''make sense'' of the information they are processing, or to communicate with humans in a more effective way.
In neuroscience, Henry Markram, Director of the European brain project HBP, says ''There is no general theory of brain function,'' Many scholars now agree that the Turing theory is insufficient to explain brain function, and Neuroscience is not the appropriate discipline for finding a theory that is sufficient. The brain computes with descriptions, not numbers, and descriptions are outside the Turing theory. This problem is global, not specific to any particular discipline, and needs a global solution at the level of infrastructure.
Still in neuroscience, Goodwin [32] writes: ''Brilliant new exploratory devices are overwhelming the field with an avalanche of raw data about the nervous system's inner workings. The trouble is that even starting to make sense of this bonanza of information has become a superhuman challenge. Just about every branch of science is facing a similar disruption.'' He then quotes H. Sebastian Seung: ''no artificial intelligence algorithm in existence could possibly handle the task alone.'' Unfortunately, the author strays away from the issue and proposes crowdsourcing, which is human intervention at a grandiose scale. It's more of the same that caused the problems in the first place and in flagrant contradiction with Einstein's statement quoted in Section X-A. It works, humans work. But that's not the issue. The machines are the issue.
In complexity science, Turing scholar S. Barry Cooper has studied Turing computability in depth [11] . Although Cooper has not solved ''the very real mysteries of how one models the real universe,'' his conclusions are impressively precise and very much pertinent to the present work. He writes: ''phenomena transcending the standard Turing model of computation, if they exist, must necessarily lie outside the domain of classical computability theory.'' ''Much of the current confusion arises from the lack of a suitably fundamental model within which to situate emergence.'' Turing himself was concerned with the computational content of descriptions [33] .
In astronomy, data collected by astronomers in large-scale time series databases far exceeds the astronomers' mental capacity needed to process them, much less to comprehend them [34] , [35] .
In big data, AI supporter Mark Davis, leader of IEEE Cloud Computing writes: ''information retrieval, machine learning, and natural language processing (are) key elements needed to process today's mountains of data.'' ''Traditional database and data warehousing technologies are not able to cope with the scale, variety, and complexity of data in the modern world.'' [36] I addressed some of these problems in [3] .
In software engineering, the size of programs has long ago exceeded the mental capacity of analysts and developers to comprehend them. Current methods of modularization, object orientation, change management, and others, can't cope with the scale, variety, complexity and frequent changes of industrial and scientific requirements. They can't cope with cyber-vulnerability either. This is of course the source of software and Internet vulnerabilities. Overwhelmed analysts, lacking mental capacity to create mathematically correct code, do ''what they can,'' and this is not enough. The more regulations, the more training, the more complex and regulated the code gets, the more devices and computers are plugged into the Internet, the faster and more complex the machines become, the more overwhelmed they will be and the more vulnerable their code will become. Hackers have been telling us this message for a long time, it is time to listen. The code needs to be mathematically correct, and adaptive. If it is not adaptive by itself, humans will have to intervene and make it adaptive, thus perpetuating the problem.
In robotics, autonomous robots are needed for deep space exploration and emergency response but robots can't be autonomous unless their computers compute with descriptions. Pictures captured by cameras or sounds captured by microphones are descriptions.
In cancer research, AI expert Paul Cohen, manager of DARPA's Big Mechanism program of cancer research, [10] says its goal is to help scientists cope with complexity at a time when most read more and more narrowly. ''Just when we need to understand highly connected systems as systems, our research methods force us to focus on little parts,'' Cohen says. He calls the systems a ''hairball'' of intertwining causal relations.
In health science, Frank McCormick, director of the Ras initiative, U.S. National Institutes of Health, says: ''We all recognize the need for a better system of organizing this tremendous amount of information, visualizing it, and representing it in a way that's accessible.''
The preliminary report on ''Future directions for NSF Advanced Computing Infrastructure (ACI) to support U.S. science and engineering in 2017-2020,'' publicly released in January 2015 by the NSF committee, [37] is itself a good example of description-based manual planning across scales, in this case ranging from the committee's most detailed granularity -the needs of the users -to the coarsestthe planning of a major national agency, and considering by reference the individual researcher's or engineer's finest granularity -the idea -to the coarsest of obtaining resources. While we humans generally enjoy a significant technological advantage when planning with computable information, the game of planning with descriptions has to be played manually among peers and on a level field. As the report suggests, the degree of difficulty of this task is so overwhelming that it may even result in the demise of the entire NSF's highend computing program. The main limitation is the degree of detail, but not because more detail isn't available or can't be obtained but because too much detail would make the task untractable. Automation with machines that can compute with descriptions would make the task much easier and faster, and allow far more detail to be considered. Deriving new knowledge such as conclusions from a set of descriptions is computing with descriptions, irrespective of whether the computing is done by humans or by machines. Unfortunately, the report contains no indication or even a hint of a suspicion that something may not be right with their approach. According to NSF, the future of information is dim. The report is a major piece of evidence about the effects of ignoring the Turing burden.
Human interventions are harmful even in Mathematics. Mathematicians A. Lisitsa and B. Konev of the University of Liverpool, U.K., have come up with a problem: if a computer produces a proof of a problem of mathematics that is too big to study, can it be judged as true anyway [38] ?
According to Quanta Magazine, [39] when legendary mathematician and Field Medal laureate Vladimir Voevodsky found a mistake in his own work, he embarked on a computer-aided quest to eliminate human error. He plans to rewrite the rules underlying all of mathematics, and provide a new foundation that's uniquely well-suited both to computerized verification and to studying higher-order relationships. As soon as he started thinking in terms of objects and relationships, he said ''many things started to fall into place.'' A commentator connected the theory with superstring theory, and called it a ''mostly untamed and ultra-tangled zoo.'' This comment should be compared with Paul Cohen's ''hairball'' of intertwining causal relations [10] . Unfortunately, all areas of science and technology that need computation are affected by the Turing burden, swamped by human interventions, and full of hairballs. There is only one way to untangle them: the fundamental theorem of the causal theory.
In [40] , Farmer and Carette propose to integrate theorem proving and symbolic computation into a unified computational system that supports all aspects of the process of doing mathematics. The system would avoid the ''continual backand-forth between computation and deduction'' that takes place when computers can only compute while humans must do the reasoning. They argue that ''these two aspects live in different conceptual frameworks, which are presented in incompatible ways,'' and which ''undergraduate mathematics professors scrupulously hide from their students,'' and propose to apply the new system for producing ''correct-byconstruction software.'' This is the exact same problem that Turing couldn't solve, and forced him to segregate algorithm from data. Unfortunately, the authors do not seem to acknowledge this limitation, and propose to overcome it by doing the reasoning themselves, thus reverting precisely to where they started: the continual back-and-forth between computation and deduction. See also [41] .
Along the same lines of the NSF report mentioned earlier, the SCREAM 2015 workshop on ''The Science of Cyber-infrastructure'' [42] responds to the need for a ''comprehensive, balanced and flexible distributed cyberinfrastructure (DCI) in support of science and engineering applications.'' The call for papers states the following: ''However, a complete conceptual framework for a DCI design principles remains prominent by its absence. This missing framework prevents an objective assessment of important technical as well as policy considerations. The SCREAM workshop generally aims to address this gap.'' However, the workshop only addressed heuristic methods and review issues of some existing techniques. The gap still remains and the conceptual framework is still prominent by its absence.
C. ADAPTATION, SELF-REPLICATION, EVOLUTION
Just like causality underlies thought, brains and computers, it also underlies evolution, adaptation, life forms, and all forms of self-replication. It should first be pointed out that the expressions ''survival of the fittest'' and ''invariance under transformations'' have the same meaning, the only difference being that the first is used in biology while the second is used in physics. Survival corresponds to invariance, and fittest refers to natural selection, i.e. to the transformations that the invariant has survived. The two concepts are the same. There is some system, there are some transformations that change the system, and there is some entity or individual that does not change under the transformations. We can say that the entity is invariant because it has survived the transformations, or that it is the fittest because the transformations did not destroy it. Some other invariants may have been destroyed by the transformations, and new invariants may have appeared as a result. These last type of invariants represent adaptation to the transformations. Finally, still another type of invariants may have formed out of previously existing invariants, and they represent evolution. Evolution takes place when an individual is placed in a different environment where it is subject to different transformations that can modify its invariants.
Self-replication is very easy for a causal machine. The causal set is the DNA of the machine. The original DNA is preserved in the lower level of the hierarchy, and can be copied to another platform to create an offspring of the individual. The current causal set is the DNA of the adult individual. It can be copied to another platform as well to create a replica of the adult individual.
Species require some additional explanation. Consider first an ideal pendulum that oscillates with a certain energy E that is equal to the sum of its potential energy E P and its kinetic energy E K , E = E P + E K . During the motion, the values of E P and E K constantly change as potential energy is converted into kinetic energy, and viceversa, subject to the condition that their sum remains invariant. The total energy E is an invariant of motion, but E P and E K are not. They are periodic invariants, quantities that change value during the motion but recover the same value after each period of the oscillation. Their functional behavior is an invariant of motion, not their numerical values.
A real pendulum looses energy by friction and requires an external mechanism to replenish the loss. If the mechanism is not perfect, there may be fluctuations in the amplitude, but the oscillation still persists. There may also be fluctuations in the values of the invariants after each period, or in the length of each period, but, if the oscillations still continue, then it is still convenient to treat the invariants as approximate periodic invariants.
The conjecture is made that a species is an approximate periodic invariant.
The statements in this Section have the value of conjectures, or predictions. They are derived directly from the principle of causality and some mathematics. The principle's experimental base is the largest base of any other theory: everything we know or have ever studied is causal. But the statements do not necessarily have that base. They must be verified or disproved by quantitative comparison with experiment. This is always the case for any bottom-up theory.
XI. CONCLUSIONS AND VISION
In the paper, I have covered the theory, starting from a philosophical introduction about theories of nature, complex systems, causality, and information. I have insisted that we live in a causal world, that all information is causal, and that the causal theory applies and is intended for a causal world. I have included a story about how I discovered the theory. It's a relevant story, because it emphasizes the simplicity of basic thinking against the difficulty of rigorous formalism.
Then, I explained causality and the basics of causal set technology, including an instructive parallel between a Turing machine and a causal machine. At this point, I started to introduce the theory itself. Please read the Fundamental Theorem carefully. It basically says that, if you have a causal set, then you also have patterns and hierarchies of patterns. This is further explained as we go. There are examples of its application in previous papers, also in my website. Find Fig,  (5) in the Euler equations example. It is a beautiful example of a block system, you can actually see the blocks and how they align. If you are not familiar with blocks systems, you are not alone. Practice with them, they will grow on you and you will find them at the core of any code that implements the theory. Make sure you also understand how hierarchies come to be. Now, entropy. The entropy of information is the measure of order. A crucial point is reached in Section VI-D, where we encounter the monstrous combinatorial problem caused by the fundamental theorem and discuss how nature has solved it by narrowing its scope to what it can compute. This is a central pivoting point for the entire presentation because it reminds us that engineering is about nature, that natural things are the primary material for engineering. I don't know if other universes with different powers may exist, but I do know that we live in this one, so let's try to understand it first. When a system looses energy, it also looses entropy along with the energy, and gains order by way of binding. All this happens when the action functional is optimized.
Once that is cleared, I get into more technical issues. The reader must be familiar with local minima that arise in the course of any optimization. Well, they arise in nature too. They are called critical points, and they give rise to phase transitions. This time, yes, you can do it at home. In nature, when water freezes, it forms crystals of ice. That's binding, and is the same kind of binding that the causal theory describes. Molecules of water bind to form the crystals. In the computer, you are working with a set with many elements. Then you run into a local minimum, and a block system appears. That's binding. The blocks are condensed elements, like crystals of ice. Passing the local minimum you don't have the elements anymore, you have the blocks. In nature, you have a new physical state of a substance.
Having cleared all that, and after briefly explaining how a causal engine can be implemented on a multi-core Turing computer, we get to Verifications. I explained in Section II that any theory of nature must be falsifiable, verifiable, and terse. Verification has to do with falsifiable and verifiable. Verification means making predictions from the theory and comparing them with actual observations. I presented several predictions and their corresponding observations. Some are qualitative, others quantitative, some are taken from nature, some from the computer. All verify the theory. This is to be expected, because the principle of causality is an established principle, one that is widely accepted because it has been verified far more than anything else in the entire history of science. Falsifying this principle would have far reaching, almost unimaginable consequences.
At this point, I turn attention to very practical matters. I explain my concept of the Turing burden, emphasizing its meaning, that before we compute on a machine we must first find an algorithm for what we need to compute. And that sometimes we can't find an algorithm and then we either ''invent'' one that is heuristic or has adjustable parameters or simply declare the matter incomputable. I conclude the paper with specific cases where the Turing burden weights on us very heavily, and others where it simply stops our technology in its tracks. Such as trying to explain complexity, or life, or thought without having bridged the famous gap.
So where we go from here? The first step is to build a causal machine implemented on a multicore computer. My current limitation is around 200 elements in the causal set, and I have no multicore implementation, although because of previous publications it is possible that countries have already advanced work further without telling me. The larger the multicore the better. At this initial stage, I would aim at a modest 100,000 cores at least, 1 million would be better.
The machine should be tested in a way that serves as a verification of the theory. The easiest thing to do is to repeat my experiments but on a much larger scale, with a larger degree of automation, and better production code -my code is designed for ease of change, not production. The tests should include the ''brain experiments'' proposed in [6] , the case study in [8] , the parallel programming example of [1] or [45] , and the experiments with theories such as the foundational experiment of Section III and the Euler equations in [2] . It is imperative that all tests be carried out with the same machine, and not with one that has been ''prepared'' or adjusted in any specific way for an application. Causal machines are not problem-specific, need no problem-specific training, and learn very quickly from very little. This is a difficult-tounderstand message that must be sent very clearly.
There is an oddity in the causal theory: it is fundamental and not incremental, not a step based on some previous attempts, and it was developed by one person, myself. Therefore, I may be the only existing person who is trained in the theory, and more in particular in the way of thinking proposed by the theory, which is very different from anything that engineers may be familiar with or trained for. It is necessary to correct this situation as soon as possible and transfer my experience to many other professionals. I am willing to do my best, and it is my desire that access to the causal theory be granted to everybody.
Before using a causal machine for production, it will still be necessary to establish two-way transformations between causal sets and a variety of techniques used to represent information, so that information can be treated as causal from the outset. In an organizational chart, these transformations are located at the input and output of the causal machine. The task of coding them needs to be done only once for each representation. Some examples follow.
• Programming Languages: There exists a very large amount of perfectly good code that was abandoned because it proved easier to start over than to understand the existing code, or code that is in use but contains bugs that are difficult to find but threaten the security of the Internet. All that code should be converted to causal set form for debugging and reuse. Transformations from causal sets to programs in different languages are also necessary for human understanding.
• Natural Language: Before birth, a fetus learns all the phonemes of up to two languages just by listening to its mother's voice. The newborn uses the phonemes to begin forming words, then phrases, and so on as he progresses up the hierarchies of the language. A causal machine will do the same, only much faster, if placed in a setup where it can hear voices in conversation.
• Machine Language: The causal machine will generate optimized machine language directly once it learns the VOLUME 4, 2016 electronics of the machine, and without the need for an assembler or any other tool. Hence, the compliance of the machine with the execution of the causal set is mathematically guaranteed.
• I/O Interfaces: Sensors, including microphones, video-cameras, sonar and radar, etc, are used in robotics and surveillance. Actuators are used in robotics. Advanced detectors of various kinds are used in the experimental sciences to collect information from experiments. Interfaces will be needed until the devices themselves are converted to causal set technology. They will need direct interfaces to the causal machines to collect the results, store them in causal form, and allow processes such as on-site inspection and direct integration with other experimental results to happen automatically.
• Patterns: Pattern finding and identification is not even an issue because finding patterns is what the causal machine does. Multiple machines can find their own patterns and cross-reference them. Toddlers do the same when they assign their own names to things they identify. However, to communicate with humans, machines will have to learn human languages, either from observation or with the help of a teacher who would show an object to the machine, let the machine identify it, and then pronounce its name.
• Text Documents: There exists a very large amount of published scientific, technical and historic papers and books that contain not only experimental results but also valuable insights from the authors, as well as arguments in support of ideas that may sometimes conflict. All those discussions must be brought into a causal machine and integrated into a single, unified, although not always definitive body of understandable knowledge. This is a herculean task that far exceeds human capacity. It is also a task that needs to be done, because it constitutes the core of our civilizations. To tackle this task the causal machine needs first to learn human speech and human writing, as well as a variety of technical skills needed for understanding the papers. Quite literally, the machine will have to ''go to school'' and learn like a child does. By itself, this is a major task, but it is still part of the I/O sections in the organizational chart, and it still needs to be done only once. Unlike children, copies of causal machines can be easily made. And the copies can be used for acquiring further specialization in selected areas of greater interest. Then, these specialized copies will be used to read the papers.
• Haptic Perception: The term ''haptic'' refers to the active exploration of shape, size, and relative position of objects by contact with a moving tool. A medical doctor's palpation of organs is an example. A blind person can recognize somebody by exploring her face. The term ''perception'' refers, as usual, to the ability to organize the information collected and make sense of it. Haptic perception is not very different from visual perception. The blind person's fingertips acquire data and send it to the brain, the brain guides the motion of the hands as needed. The eyes' saccades do about the same. Both procedures may collect three-dimensional information depending on relative motion between the object and the sensing tool. Of course, when the sensing tool is a mobil device, the possibilities of exploration are much greater. In both cases, the information collected is very complex, overlapping, and incomplete. The difficult part is the interpretation and integration of the information, not its collection. Obviously the brain does a superb job at these tasks, but technology does not. However, when the information is represented as a causal set, as proposed in this paper, a simple operation of set union resolves the overlapping, the associativity of causal sets resolves the integration, and the interpretation is resolved by hierarchical recurrence. Incompleteness can be alleviated by further acquisition steps, guided by feedback from ongoing results.
• Big Science (Brain Research): In [46] , author Theil raises the question ''Is something fundamentally wrong with Big Science?'' Theil discusses EU's Human Brain Project (HBP), which intends to understand how the brain works by reverse engineering it. He cites critics who believe that a simulation can do very little to help us understand how the brain actually works, that even at that level of detail it would tell us nothing about cognition, memory or emotion, and that HBP requires ''bridging vast gaps in basic knowledge.'' Theil compares HBP with the US BRAIN project, where lawmakers ''don't want to spend money on more of the same.'' My answer to Theil's question is yes, there is something fundamentally wrong with Big Science, and yes, it does require to bridge at least one gap in basic knowledge, the reductionist gap. HBP's paradigm shift, as proposed by Director Markram, is the bridge, not the simulation. Referring to the graphic abstract above, the result from any detailed simulation would be crude information, on the left side of the bridge, and would tell us nothing about the right side, which is where cognition, emotion, creativity, and intelligence are found. Unless of course humans do the work, which is highly unlikely given the situation I detailed in Section X-B.
The preceding vision of a plan may seem to be too ambitious, but it isn't. There is only one causal machine, and this machine doesn't change, it remains the same for all projects. There is no need to adjust parameters or tweak the algorithms, as is done in other approaches. Human operators merely provide input and obtain output. The machine will deliver the output much faster than a human.
The initial four steps of building the machine, testing, training human experts, and the I/O transformations need to be done only once. Once completed, they will provide a base for projects to fan out, such as internet security, computational intelligence, sense-making, natural languages, systems integration, optimization such as TSP, Big Data because of scaling, the experimental sciences to overcome gridlock, surveillance, all of which are basic. Securing the Internet is a major project. These projects will result in many commercial products specialized for the specific types of I/O that they require.
Scientific applications to areas such as neuroscience, visual cortex, astronomy, evolution, are more advanced and will require collaborations between scientists working in the areas and causal experts. Deployment will naturally follow.
In conclusion, the future of information depends on our ability to bridge the gap of reductionist explanation between the parts of a complex system and the behavior of the whole. This can be done with a language so profound, so basic that it underlies parts and whole at the same time. The principle of causality gives us that language: the causal set. The causal theory proposes the causal set as that universal mathematical language. By doing so, it reunifies information by re-defining it as a causal set, leaving the Turing theory as a particular case. With unified information, the Turing burden is eliminated, along with its consequences. The fundamental theorem of the theory explains the existence of hierarchies of invariants and fractals in nature, and also defines the correct approach for the implementation of the theory.
The plethora of mathematical properties of causal sets can help us to understand those complex system phenomena, many of which are of great technological importance, and then replicate them on computers and make quantitative predictions. All of that without any external director or any human interventions. Candidate phenomena include learning, intelligence, adaptation, the integration of information to make sense of it. The future of information depends on our ability to answer these phenomena. And on our ability to eliminate the Turing burden, and with it all human interventions and their consequences, such as: limited automation, limited computability, lack of a common language with which to explain complexity, high cost and backlogs in Big Data, research and development, vulnerable software, limitations in cyber-security and surveillance, and many others, on all of which the future of information also depends. The future of information further depends on our ability to expand computation beyond Turing. This is the century of complexity, the century where the breakdown in reductionist explanation of complex systems is bridged. An era is coming where complexity will be quantitatively predictable from causal data and first principles, not just observed and measured. This is the century where the reductionist gap in the complexity of the technologies and the sciences is eliminated, and information is seen as a common language that underlies all systems in our causal universe. Physics provides that language, by the universal principle of causality. The principle is formalized as a causal set, and the algebraic properties of causal sets are explored. Then, many of the great mysteries of complexity begin to fall into place, and information will have its future.
