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ABSTRACT
In this paper we present a novel approach to personal photo album management allowing the end user to
eﬃciently access the collection without any need for tedious manual annotation or indexing of the photos. The
proposed work exploits methods and technology from the ﬁeld of computer vision and pattern recognition for
face detection, face representation and image annotation to automatically create description of images useful for
content-based searching and retrieval. In fact, even if most of the used techniques are not reliable enough to
address the general problem of content-based image retrieval, we show that, in a limited domain such as the
one of personal photo album, it is possible to obtain results that improve the browsing capabilities of current
photo album management systems. In particular, starting from the observation that most personal photos
depict a usually small number of people in a relatively small number of diﬀerent context (indoor, outdoor, beach,
mountain, city, etc...) we propose the use of automatic techniques to index images based on who is present in
the scene and on the context where the picture was taken. Experiments on a personal photo collection of about
a thousand images proved that relatively simple content-based techniques lead to surprisingly good results in
term of easyness of user access to the data.
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1. INTRODUCTION
Nowadays, it is very common for people to have tens or hundreds of thousand of images stored in their own
personal computer. It is then necessary to have tools to allow for easy access to the photo album and ﬁnally to
improve the data enjoyment.
Content-based analisys and representation of digital media has been extensively studied in the last decade
from researchers in the ﬁeld both of digital libraries and of computer vision. The main problem in CBIR is
the gap between the image data and its semantic meaning. Techniques proposed in literature for multimedia
data analysis and representation range from semi-automatic to fully automatic ones. Semi-automatic techniques
require a lot of human eﬀort and then in many cases are not of practical use. On the other hand fully automatic
techniques, typically related to low-level features such as color histogram, texture, shape, etc..., tend to miss the
semantic meaning of the data.1 Moreover, even human provided keywords or textual descriptions often fail to
explicitate all the relevant aspects of the data.
In our work we focus on fully automatic techniques as we observed that, even if they are not mature for the
general CBIR problem, they can be adequate for personal photo collection management. In fact in personal photo
collection the user is mainly interested in who is in the picture (usually a relatively small number of diﬀerent
individuals) and where and when the picture was shot. When the picture was shot is an information that comes
for free as all the digital cameras attach a timestamp to the picture they take. Even though this is very useful
information2 we are currently focusing only on the other aspects. The integration of temporal information with
identity and context related information will improve usability and retrieval results and is object of an integrated
framework under development in our lab that is beyond the scope of this paper. The main idea is that a large
number of faces can be automatically detected, rectiﬁed, resampled, cropped3 and ﬁnally projected in a common
low-dimensional face space. A few coeﬃcients of the projection can then be used as face descriptor. As most of
the faces are relative to a quite small set of individuals a relatively low-dimensional face space provide enough
discriminant power. On the other hand the remaining part of the images (the background) can be characterized
by mean of low-level features that are useful in discriminating between diﬀerent contexts (where). Also in thiscase, as the typical user is interested to a limited number of diﬀerenty contexts the link between low-level features
of the background and semantic labels (i.e. indoor, beach, snow, mountain...) can reasonably be exploited using
a reasonably small training set and a supervised classiﬁcation approach.4
The paper is organized as follows: Section 2 describes techniques for the organization, storage and content
based retrieval for personal photo collection; in Section 3 the proposed approach for the creation of automatic
content-based image representation is presented. The details of the image processing and analysis are described
in 3.1 and in 3.2. The browsing capability of the system are presented in 4. Finally in Sections 5 and 6 are given
the results of the experiments and the conclusions.
2. RELATED WORKS
Nowadays, digital personal photo album software are extremely common and used by millions of users world-
wide. Even though content-based browsing would greatly improve the user experience and ease of access to the
data, popular standalone or on-line photo management systems do not go far beyond the temporal browsing
and/or the browsing by keywords the user associated to each image.
One of the ﬁrst personal photo collection browser has been reported by Kang and Shneiderman.5 The goal
of this system was to enable non-technical users of personal photo collection to browse and search eﬃciently
for particular images. The authors proposed a very powerful user interface but implemented very limited CBIR
capabilities. Moreover the search was heavily based on manual annotation of the data. As in personal photos
the objects of interest are often people Zhang et al.6 addressed the problem of automated annotation of human
faces in family album. CBIR techniques and face recognition are integrated in a probabilistic framework. Based
on initial training data models of each person are built and faces in images are often recognized correctly even
in presence of some occlusions. User interaction during the annotation process is also possible to reinforce the
classiﬁer. Experimental results on a family album of a few thousands photos showed the eﬀectiveness of the
approach. Abdel-Mottaleb and Chen7 also studied the use of faces arrangement in photo album browsing and
retrieval. In particular they deﬁned a similarity measure based on face arrangement that can be computed
automatically and is used to deﬁne clusters of photos and ﬁnally to browse the collection. A photo management
application leveraging face recognition technology has also been proposed by Girgensohn et al.8 The authors
implemented a user interface that greatly helps the users in face labelling.
Semi-automatic annotation tecniques for personal photo libraries have also been proposed recently.9–11 A
diﬀerent approach has been proposed by Graham et al.2 The authors propose an interesting photo browser for
collections of time-stamped digital images and they exploit the timing information to structure the collection and
automatically generate summaries of the data. Experiments showed that users had a signiﬁcant improvement
in ﬁnding given images in large collections. Another important aspect in browsing a photo collection, assuming
several users access the collection, is related to the user subjectivity. An interesting user centric system for
content-based image retrieval addressing this aspect has been presented by Moghaddam et al.12
In what follows we report our advances toward a system for storing and searching by contents large personal
photo collections. Even tough user interfaces and semi-automatic tools can help the user in annotating the data
most users tend to transfer their photos on the computer without inserting any additional information. We
believe fully automatic annotation has to be considered a mandatory goal even at the cost of some wrong people
identiﬁcation or context labelling.
3. IMAGE REPRESENTATION
A novel approach is presented here for the management of personal photo album. The focal point is the rep-
resentation of each image in a form suited for browsing and searching. An image can be represented in several
representation spaces. Browsing the collections is a process related to the mapping of images and queries on
these spaces.
Each representation space can be used as single or composite cue in the photo album retrieval process.
Currently we are not using temporal information. Each image in the collection is then represented as none, one
or more points in the space of the faces and as a context label in the space of the locations as explained in section
3.2. The process of image representation is shown in ﬁg. 1.Figure 1. Image representation for personal photo collections.
In the following sections the processing of visual information in the two chosen representation spaces is
described. Faces are processed to reduce the variation of the appearance and are mapped in an auto emerging
space employing eigenfaces. The information from background is managed automatically associating labels
according to selected descriptors, after a supervised training phase.
3.1 People Processing
Finding faces in general images is a very challenging task due to variations in pose and illumination. Berg et al.3
analyzed hundred of thousands of images taken from the Internet to detect faces in the wild. In a similar way
in our approach each image to be archived in the system is searched for faces. Detected faces are then validated
and rectiﬁed to a canonical pose and size. The face detector we adopted13 is usually successful in detecting faces
in a quite large range of pose, expression and illumination conditions. In order to represent these faces in a
meaningful way, useful for subsequent retrieval, some processing is needed. In particular, as suggested by Berg
et al.,3 we try to detect ﬁve features per face (external corners of left and right eyes, corners of the mouth an tip
of the nose) and, if detection is successful, we estimate an aﬃne transformation to rescale and align the face to
canonical position. A ﬁnal crop to 100 × 80 pixels brings each face to a common reference system.
3.1.1 Face Rectiﬁcation
The face processing is based on a ﬁrst step of face validation and a second phase of rectiﬁcation. Face validation
is achieved detecting a set of ﬁducial points covering relevant areas of faces. In this system ﬁducial points are left
eye extern corner, right eye extern corner, tip of the nose, mouth left corner, and mouth right corner. Features
are detected using ﬁve Support Vector Machine trained with hand-labelled data. Each detected face is tested by
running each SVM over the image region to ﬁnd facial features. For each couple of points (X0i,Y 0i), (X1i,Y 1i)
the aﬃne transformation is: ⎡
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With at least three couples of points the six values a,b,c,d,e,f can be calcuated by least square. Faces
where the feature detector failed to work with an high degree of conﬁdence were rejected. Unfortunately face
detection as well as facial features detection are error prone then in many cases it is not possible to obtain
meaningful faces from generic images. Even worse in some cases the SVMs estimate with high conﬁdence wrong
facial features leading to non signiﬁcant face data. Fig. 2 shows an example of automatically detected face and
the corresponding rectiﬁed image. In ﬁg. 3 a few rectiﬁed faces are reported. Note that, even though faces are
heavily distorted, the identity of depicted people is still evident and faces are reasonably aligned to allow for
appearance-based similarity search.14Figure 2. Example of detected face and corresponding rectiﬁed image
Figure 3. Examples of correctly rectiﬁed faces.
3.1.2 Face Representation
Once a face has been detected and succesfully rectiﬁed and cropped, a 20-dimensional face descriptor is computed.
The descriptor is a vector w containing the projection of the rectiﬁed and cropped face in a subspace of the
global face space. In practice the average face Ψ is subtracted from the 100 × 80 cropped and rectiﬁed face Γi
and the obtained image Φ is then projected on the eigenspace to obtain wi = eT
i Φ. The average face Ψ and
the 16 eigenimages ei associated with the largest eigenvalues are shown in ﬁg. 4. The face space, as well as the
average face, is learned oﬀ-line on a signiﬁcant subset of the image collection and it is not updated. At any time,
if most of the faces present in the image collection diﬀer signiﬁcantly from the training set, it is possible to build
a new face space and eﬀortlessy recompute the projection of each detected, rectiﬁed and cropped face in the new
face space. In our experience we learned the face space with about 500 images.
Other information, such as the size and the position of the originally detected face in the image or the
reliability of the rectiﬁcation process,3 are also stored for future use but are not exploited in the current version
of the system.
Figure 4. Average face and eigenfaces associated to the 16 largest eigenvalues shown in decreasing order left-to-right then
top-to-bottom.3.2 Background Processing
The largest part of semantic information in personal photo is conveyed in areas where faces appear, the remaining
part of the image is the context of the scene. Each picture is processed with the face detector13 selecting areas
containing faces. These areas are approximated with bounding boxes and are dealt as seen in previous section.
The remaining part of the image is then processed as background (see ﬁg. 1). According the same approach,
more complex or additional detectors can be added to the system to extract further objects of interest in the
scene and operate a diﬀerent ﬁgure/background segmentation (e.g. a detector for entire body could be easily
integrated in the system). Background is processed to capture relevant patterns able to characterize, with a
coarse classiﬁcation, the context of the scene depicted in the image. The representation of background is dealt
with visual symbols or token usually referred as visual terms. These terms, introduced by Duygulu et al.,15 are
used to represent visual content in a similar way to what is done in documents versus words representation. The
association of labels to background patterns, expressed as function of visual terms, is performed with a supervised
approach using Maximal Figure of Merit(MFoM) classiﬁer.16 It is a classiﬁer based on Linear Discriminant
Function (LDF) that is trained to learn a chosen ﬁgure of merit (e.g. Precision, Recall, F1 measure,...) and has
been employed in automatic image annotation in17.4
3.2.1 Feature Symbolic Level
A visual feature describes image content with a sequence of values that can be interpreted as the projection of
the image in the feature space. The distribution of the feature values in feature space tends to have multimodal
density in the vector space. The centroids corresponding to diﬀerent modes are considered as forming a base for
data representation and are called visual terms; any image can be represented as function of these points. Visual
terms can be used to map single feature values, using in this case a representation simply based on unigrams, or
they can be used considering structured forms such as spatial bigrams or even more complex structures.
The data-driven approach for the extraction of visual terms allows the visual terms to emerge from the data
set and build generic sets of symbols with representation power that is limited only by the coverage of the training
set. Although k-means is typically used for extraction of visual terms,15,18 in this work the extraction of the
visual terms has been achieved applying the vector quantization to the entire set of the characteristic vectors.
In particular the codebooks are produced by the LBG algorithm of Linde et al.19 ensuring less computational
cost and a limited quantization error.
3.2.2 Background representation
A single feature allows capturing particular information of the image dataset according to its characteristics.
Feature statistics in the image are dependent from the feature itself and are function of its statistical occurrence
in the image. For example, if A = {A1,A 2,...,A M} is the set of M visual terms for the feature A, each image
is represented by a vector V =( v1,v 2,...,v M) where the i-th component takes into account the statistic of
the term Ai in the image. Furthermore, the representation of the visual content can be enriched exploiting the
spatial information.
In ﬁg. 5 is shown the usage of bigrams for an image partitioned with a regular grid. Each element is represented
with a visual term identiﬁed as Xij.
Figure 5. Spatially displaced bigrams.Using bigrams leads to better results than using unigrams although at the cost of higher dimensionality for
image representation. As example for bigram-based representation, considering a codebook for a single feature
formed by M elements, the image representation can be built placing in a vector the unigram-based representation
followed by the bigrams-based representation. The total dimension of the vector in this case will be, M ∗M +M.
For a codebook of 64 elements the total dimension of the representation is 4160, for 128 elements it is 16512 and
so on.
Obviously the complexity of the visual information is captured more reliably if more characteristics, as
orthogonal as possible, are used together. A simple way to represent visual patterns is to extract features related
to color information and to texture, create the composed features as juxtaposition of the values of the two
features and extract a visual vocabulary from the entire set of features. In this case visual terms will take into
account the composition of color and texture features for the described image.
3.2.3 Supervised Background Labeling
The association of labels to images is based on a training image set T:
T =
 
(X,Y)
 
 X ∈ RD,Y ⊂ C
 
(2)
where (X,Y) is a training sample. X is a D-dimensional vector of values describing images as combination of
visual terms related to color and texture descriptors. Y is the manually assigned labels. The predeﬁned keyword
set is denoted as:
C = {Cj,1 ≤ j ≤ N} (3)
with N the total number of keywords and Cj the j-th keyword. For considered experimental setup the labels
set is C = {Beach, PublicGarden, Indoor, Nature, Snow, City}.
The LDF classiﬁer, used for the supervised classiﬁcation, is composed by a set of function dj large as the number
of the data classes. Each function gj is characterized by a set of parameters Λj that are trained in order to
discriminate the positive samples from the negative samples of the j-th class. In the classiﬁcation stage, each
g-unit produces a score relative to its own class and the ﬁnal keyword, assigned the input image X, is chosen
according to the following multiple-label decision rule:
C(X) = argmax
1≤j≤N
gj(X,Λj) (4)
Each g-unit competes with all the other units to assign its own label to the input image X. The ones achieving
the best score are the most trustable to assign its own label. If the system associates more labels, the most active
categories are chosen as output applying a threshold to the scores of the g-units as in equation 5 or the n-best
values are associated as labels to the input image.
Cj(X)=
 
1i f gj(X,Λj) >t h
0 else (5)
3.2.4 Multi-Class Maximal Figure of Merit Learning
In Multi-Class Maximal Figure of Merit (MC MFoM) learning, the parameter set Λj for each class
Λ={Λj,1 ≤ j ≤ N} (6)
is estimated by optimizing a metric-oriented objective function. The continuous and diﬀerentiable objective
function, embedding the model parameters, is designed to approximate a chosen performance metric (e.g. pre-
cision, recall, F1).To complete the deﬁnition of the objective function, a one dimensional class misclassiﬁcation
function, dj(X,Λ) is deﬁned to have a smoother decision rule:dj(X;Λ)=−gj(X,Λ) + g
−
j (X,Λ−) (7)
where gj(X,Λj) is the global score of the competing g-units that is deﬁned as:
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If a sample of the j-th class is presented as input, dj(X,Λ) is negative if the correct decision is taken, in the
other case, the positive value is assumed when a wrong decision occurs. Since eq. 7 produces results from −∞
to +∞, a class loss function lj is deﬁned in eq. 9 having a range running from 0 to +1:
lj(X;Λ)=
1
1+e−α(dj(X;Λ)+β) (9)
where α is a positive constant that controls the size of the learning window and the learning rate, and β is a
constant measuring the oﬀset of dj(X,Λ) from 0. The both values are empirically determined. The value of eq.
9 simulates the error count made by the j-the image model for a given sample X.
With the above deﬁnitions, most commonly used metrics, e.g. precision, recall and F1, are approximated
over training set T and can be deﬁned in terms of lj function. In the experiments the Det Error that is function
of both false negative and false positive error rates has been considered. It is deﬁned as:
DetE =
 
1≤j≤N
FPj + FNj
2 · N
(10)
The Det Error is minimized using a generalized probabilistic descent algorithm16 applied to all the linear
discriminant g-units that are characterized by a function:
gj(X,Λj)=Wj · X + bj (11)
where the Wj and bj parameters form the j-th concept model.
4. QUERYING THE PHOTO ALBUM
The proposed representation for photos in digital album allows a simple and eﬃcient organization according
to semantic content. This representation leads to the possibility to eﬀectively browse the entire album in the
two chosen representation spaces (faces, backgrounds). Being the proposed representation people centered the
possibility to retrieve images containing a selected person is a primary issue in this context. In the current
version of the system it is possible to search the photo collection based on face similarity and on image labels.
More typologies of queries can be thought combining the two information together with suitable metrics.
A query driven by face similarity is achieved proposing sample pictures to the system and selecting one or
more faces either manually or among the set of faces extracted automatically. Each selected face is then rectiﬁed
and used as starting point in the space formed by the eigenfaces. A vector metric allows to pick the faces that
are most similar to the input face and then the images containing those faces. The resulting image set is the
intersection of the image sets obtained from the queries based on each selected face.
Being the visual content of background described with labels learned in a supervised fashion, query can be
oriented to the retrieval of images with the same labels. In this case photo retrieval is a simple search based on
the labels associated to visual information as shown in section 3.2. Image labels can also be used to restrict the
results of face based queries as shown in next section.5. EXPERIMENTAL RESULTS
To evaluate the performances of the proposed system we ran a set of experiments on a real photo collection.
The digital album used is a subset of a real personal collection of 1008 images taken in the last three years. The
presented process for face detection and rectiﬁcation brought to the extraction of 331 images of rectiﬁed faces.
All the images have been projected on the truncated face space considering 20 eigenfaces for the representation.
The experiments have been aimed to the evaluation of the retrieval capability of the proposed system in terms
of faces and background labeling. The face similarity is calculated through Euclidean distance and using 20
coeﬃcients of the eigenface representation. Background is taken into account using image labels so particular
metrics are not needed. We ran several experiments and observed good retrieval capabilities of the prototypal
system. In ﬁg. 6 we were looking for images containing a particular person, given as example, in a particular
context (”PublicGarden”). The query is initially performed looking for the 15-nearest neighbors to the sample
face (in the ﬁgure is shown before rectiﬁcation). The ﬁnal image set is obtained by simply selecting the images
of the above mentioned set with the ”PublicGarden” labels applied by background annotation system.
Figure 6. Query for images containing a sample face and referred to the context ”Public Garden”
A further capability for the images query with the proposed representation is reported in ﬁg. 7. In this case
we were looking for images containing simultaneously two diﬀerent people. The query is performed intersecting
the image sets obtained by running the two queries corresponding to the two people searched for. In the ﬁgure
the results are shown when each query retrieves 50−nearest neighbors for the input images. Since no control
in this phase is enabled about the number of faces in the picture, some images with a single person occur in
the results. In this case, the increased number of false positive, due to the large retrieved set(50), and the
resemblance of the two siblings aﬀects the results of the query.
Other useful information to restrict the search such as the relative size and position of the two faces are not
exploited right now but can deﬁnitely increase the performance of the proposed technique on very large photo
collections.
6. CONCLUSIONS
A novel approach for the automatic representation and retrieval of images in personal photo album has been
presented. The proposed representation is based on a space for the faces based on Principal Component Analysis
and a second space for the background characterization in term of semantic labels. Experiments showed promisingFigure 7. Query with two faces as input; results are given from the intersection of both queries
results in quering a personal photo album in these two visual content spaces. We observed that errors are due
mainly to incorrect face detection and rectiﬁcation.
In the future we plan to improve the automatic face detection and rectiﬁcation process and to expand the set
of labels for background. Moreover, to increase the robustness of automatic image representation and retrieval,
considering that we represent all the pictures on diﬀerent representation spaces, we are developing a unifying
framework to organize photos along diﬀerent dimensions of content and to manage queries in an integrated
fashion in the diﬀerent spaces. Other representation spaces for example could be related to objects of interest
diﬀerent from faces, other visual features, time, text automatically extracted from the images and so on. We
expect that the use of such features in an integrated querying framework would deﬁnitely improve the browsing
capabilities of personal photo album.
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