Abstract. We compare the visual angle metric and the triangular ratio metric in B n and B n \ {0}. We also find the extremal points for the visual angle metric in the half space and in the ball by use of a construction based on hyperbolic geometry. Furthermore, we study distortion properties of quasiconformal maps with respect to the triangular ratio metric and the visual angle metric.
Introduction
Geometric function theory studies classes of mappings between subdomains of the Euclidean space R n , n ≥ 2. These classes include both injective and noninjective mappings. In particular, Lipschitz, quasiconformal, and quasiregular mappings along with their generalizations such as maps with integrable dilatation are in the focus. On the other hand, this theory has also been extended to Banach spaces and even to metric spaces. What is common to these theories is that various metrics are extensively used as powerful tools, e.g., Väisälä's theory of quasiconformality in Banach spaces [Va] is based on the study of metrics: the norm metric, the quasihyperbolic metric and the distance ratio metric. In recent years several authors have studied the geometries defined by these and other related metrics [H, HIMPS, KL, MV, RT] . For a survey of these topics the reader is referred to [Vu2] .
The main purpose of this paper is to continue the study of some of these metrics. For a domain G R n and x, y ∈ G, the visual angle metric is defined by (1.1) v G (x, y) = sup{ (x, z, y) :
where ∂G is not a proper subset of a line. This metric was introduced and studied very recently in [KLVW] . It is clear that a point z ∈ ∂G exists for which this supremum is attained, such a point z is called an extremal point for v G (x, y). For a domain G R n and x, y ∈ G, the triangular ratio metric is defined by (1.2) s G (x, y) = sup z∈∂G |x − y| |x − z| + |z − y| ∈ [0, 1].
Again, the existence of an extremal boundary point is obvious. This metric has been studied in [CHKV, HKLV] . The above two metrics are closely related, for instance, both depend on extremal boundary points. On the other hand, we will see that these two metrics are not comparable in some domains. The paper is organized into sections as below. In section 2 the comparisons between the visual angle metric and the triangular ratio metric in B n and B n \ {0} are given. In section 3 we find the extremal points for the visual angle metric in the half space and in the ball by use of a construction based on hyperbolic geometry. Our main results are given in section 4, where uniform continuity of quasiconformal maps with respect to the triangular ratio metric and the visual angle metric is studied.
Notation and preliminaries
In this section, we compare the visual angle metric and the triangular ratio metric in B n and we also show that these two metrics are not comparable in B n \ {0}.
Given two points x and y in R n , the segment between them is denoted by
Given three distinct points x , y , z ∈ R n , the notation (x, z, y) means the angle in the range [0, π] between the segments [x, z] and [y, z] .
For a domain G of R n , let Möb(G) be the group of all Möbius transformations which map G onto itself.
2.1. Hyperbolic metric. The hyperbolic metric ρ H n and ρ B n of the upper half space H n = {(x 1 , . . . , x n ) ∈ R n : x n > 0} and of the unit ball B n = {z ∈ R n : |z| < 1} can be defined as weighted metrics with the weight functions w H n (x) = 1/x n and w B n (x) = 2/(1 − |x| 2 ) , respectively. This definition as such is rather abstract and for applications explicit formulas are needed. By [B, p.35] we have
for all x, y ∈ H n , and by [B, p.40] we have
for all x, y ∈ B n .
Hyperbolic geodesic lines are arcs of circles which are orthogonal to the boundary of the domain.
2.5. Distance ratio metric. For a proper open subset G of R n and for all x, y ∈ G, the distance ratio metric j G is defined as
The distance ratio metric was introduced by Gehring and Palka [GP] and in the above simplified form by Vuorinen [Vu1] . Both definitions are frequently used in the study of hyperbolic type metrics [HIMPS] and geometric theory of functions.
By [KLVW, Theorem 3.8] and [AVV, Lemma 7 .56],
The triangular ratio metric and the hyperbolic metric satisfy the following inequality in the unit ball [CHKV, Lemma 3.4, Lemma 3.8] and [CHKV, Theorem 3.22] :
One of the main results in [KLVW] is the following relation between the visual angle metric and the hyperbolic metric: for all x , y ∈ B n ,
see [KLVW, Theorem 3.11] . If 0 , x and y are collinear or one of the two points x and y is 0, then by [KLVW, Lemma 3 .10] and (2.3),
If x , y ∈ H n are located on a line orthogonal to ∂H n , then by [KLVW, Lemma 3 .18] and (2.2)
By the monotonicity of the function x → (arctan x)/x, it is easy to see that
The following Shafer inequality [K, Sh1, Sh2] , which will be needed in the proof of Theorem 2.13, improves the above inequality.
Lemma 2.12. For all x > 0, there holds
Theorem 2.13. For all x, y ∈ B n , there holds
Proof. We first prove the left-hand side of the inequality. By (2.7) and (2.4), we get (2.14)
By (2.8), Lemma 2.12 and (2.4), we get
Then by (2.14) and (2.15), we have
Now we prove the right-hand side of the inequality. By (2.7) and (2.4), we get
Then by (2.16) and (2.17), we have
This completes the proof.
Remark 2.18. The visual angle metric and the triangular ratio metric both highly depend on the boundary of the domain. If we replace the domain B n with G = B n \ {0}, then the visual angle metric and the triangular ratio metric are not comparable in G. To this end, we consider the sequence of
By (2.9), we get
The extremal points for the visual angle metric
In this section we aim to find the extremal points for the visual angle metric in the half space and in the ball by use of a construction based on hyperbolic geometry. Since the visual angle metric is similarity invariant we can consider it in the upper half space and in the unit ball.
Theorem 3.1. Given two distinct points x , y ∈ H n , let J[x, y] be the hyperbolic segment joining x and y. Let L xy be the hyperbolic bisector of J[x, y] with two endpoints u and w in ∂H n . Then one of the endpoints u and w is the extremal point for v H n (x, y), specifically, (i) if one of u and w is infinity, say w = ∞, then v H n (x, y) = (x, u, y); (ii) if none of u and w is infinity, then v H n (x, y) = max{ (x, u, y), (x, w, y)}.
Proof. It suffices to consider the 2-dimensional case. We divide the proof into two cases.
In this case, the hyperbolic bisector L xy of the hyperbolic segment J[x, y] is also the bisector of the Euclidean segment [x, y]. We may assume that u = L xy ∩ ∂H 2 . Then by simple geometric observation, we see that v H 2 (x, y) = (x, u, y) . The Möbius transformation σ ∈ Möb(H 2 ) with σ(w) = ∞ maps Figure 1 onto Figure 2 . Here v H 2 (x, y) = (x, u, y).
Without loss of generality, we may assume that d(x, ∂H 2 ) < d(y, ∂H 2 ) and that u is located on the diameter of the circle containing J[x, y]. Then max{ (x, u, y), (x, w, y)} = (x, u, y) .
By using a Möbius transformation σ ∈ Möb(H 2 ) with σ(w) = ∞, we see that σ(L xy ) is a Euclidean line orthogonal to ∂H 2 and also the hyperbolic bisector of the hyperbolic segment J[σ(x), σ(y)]. Hence d(σ(x), ∂H 2 ) = d(σ(y), ∂H 2 ). By the argument of Case 1, we have that v H 2 (σ(x), σ(y)) = (σ(x), σ(u), σ(y)). Therefore, it is clear that the circle C through σ(x), σ(u), σ(y) is tangent to ∂H 2 . Because Möbius transformations preserve circles, we conclude that the circle σ −1 (C) through x, u, y is also tangent to ∂H 2 , which implies that v H 2 (x, y) = (x, u, y) .
In a similar way, we have the following conclusion for the visual angle metric in the unit ball.
Theorem 3.2. Given two distinct points x , y ∈ B n , let J[x, y] be the hyperbolic segment joining x and y. Let L xy be the hyperbolic bisector of J[x, y] with two endpoints u and w in ∂B n . Then one of the endpoints u and w is the extremal point for v B n (x, y), specifically, (i) if x and y are symmetric with respect to the origin 0, then v B n (x, y) = (x, u, y) = (x, w, y); (ii) if x and y are not symmetric with respect to the origin 0, then v B n (x, y) = max{ (x, u, y), (x, w, y)}.
Case 1. The points x and y are symmetric with respect to the origin 0. In this case, the hyperbolic bisector L xy of the hyperbolic segment J[x, y] is also the bisector of the Euclidean segment [x, y]. Then by simple geometric observation, we see that v B n (x, y) = (x, u, y) = (x, w, y) . Case 2. The two points x and y are not symmetric with respect to the origin 0.
The hyperbolic geodesic line through x and y divides ∂B 2 into two arcs. Without loss of generality, we may assume that u is in the minor arc or the semicircle (if x, 0, y are collinear) of ∂B 2 . Then max{ (x, u, y), (x, w, y)} = (x, u, y) .
By using a Möbius transformation T ∈ Möb(B 2 ) with T (x) = −T (y), we see that T (L xy ) is the hyperbolic bisector of the hyperbolic segment J[T (x), T (y)]. By the argument of Case 1, we have that v B 2 (T (x), T (y)) = (T (x), T (u), T (y)). Therefore, it is clear that the circle C through T (x), T (u), T (y) is tangent to ∂B 2 . Because Möbius transformations preserve circles, we conclude that the circle T −1 (C) through x, u, y is also tangent to ∂B 2 , which implies that
Remark 3.3. In [VW] , the authors presented several methods of geometric construction to find the hyperbolic midpoint of a hyperbolic segment only based on Euclidean compass and ruler. These methods of construction can be used to find the extremal points for the visual angle metric in the upper half space and in the unit ball as the above theorems show.
Uniform continuity of quasiconformal maps
In this section, we study the uniform continuity of quasiconformal maps with respect to the triangular ratio metric and the visual angle metric.
We use notation and terminology from [AVV] in the sequel. We always take the boundary of a domain in R n with respect to R n in this section. Let γ n and τ n be the conformal capacities of the n-dimensional Grötzsch ring and Teichmüller ring, respectively. Both of γ n and τ n are continuous and strictly decreasing, see [AVV, (8.34 ), Theorem 8.37]. Let λ n ∈ [4, 2e n−1 ] be the Grötzsch ring constant, see [AVV, (8.38) ].
For K > 0, the distortion function ϕ K,n (r) is a self-homeomorphism of (0, 1) defined by [AVV, (8.69 
For K ≥ 1, n ≥ 2, and r ∈ (0, 1),
see [Vu1, Theorem 7.47 ]. For K ≥ 1, n ≥ 2, and t ∈ (0, 1), the function Θ K,n (t) in [FMV, (2.9) ] is defined by:
If ∂G has positive capacity, it can be shown that the conformal invariant µ G is a metric in the domain G; this metric is called the modulus metric, see [AVV, 8.80 [AVV, (16.11) ].
Lemma 4.3. [AVV, Lemma 8.86 ] Let G be a proper subdomain of R n such that R n \ G is a nondegenerate continuum. Then for x , y ∈ G , x = y,
Lemma 4.4. [AVV, Exercises 8.85 ] Let G be a proper subdomain of R n , let
(2) If t 1 ∈ (0, t 0 ] satisfies λ 2−α n t 1 α = 1/4, then for t ∈ (0, t 1 ] there holds
Proof.
(1) By (4.1) we have
and hence by (4.2) for t ∈ (0, t 0 ],
(2) This claim follows immediately from part (1).
Theorem 4.6. Let D, D be two proper subdomains of R n with ∂D is con-
where
and t 0 is as in Lemma 4.5 (1).
Proof. The result is trivial for x = y. Therefore we only need to prove the theorem for x = y. We first consider the case |x − y| ≤ t 0 d(x, ∂D) for x ∈ D. It is easy to see that ∂D = ∂(f D) is connected because f is a homeomorphism and ∂D is connected. Therefore, there exists an unbounded domain G such that
and hence R n \ G is a nondegenerate continuum. By Lemma 4.3, we have ∂D) ). Then y ∈ B x and by Lemma 4.4,
Combining the above two inequalities, we get
and hence by Lemma 4.5 (1),
On the other hand,
.
Now it only remains to prove the case |x − y| > t 0 d(x, ∂D) for x , y ∈ D. We easily see that
and hence
Thus we complete the proof by choosing the constant
Remark 4.7. In Theorem 4.6 the hypothesis of f being a quasiconformal map cannot be replaced with an analytic function. To see this, we consider the analytic function g :
Lemma 4.8.
(1) Let the three points x , y , z ∈ H n be on the line orthogonal to ∂H n and x n < y n < z n . Then there holds
(2) Let λ ∈ (0, 1) and e n = (0, 0, · · · , 1) ∈ R n . Let x ∈ H n and y ∈ S n−1 (x, λx n ). Then for y = x + λx n e n , there holds
(1) It is easy to see that the function t → arctan t−a 2 √ ta = arctan 1−a/t 2 √ a/t is increasing on (a, ∞) for a > 0. By (2.10), v H n (x, y) = arctan y n − x n 2 √ x n y n .
Since y n < z n , we have that v H n (x, y) < v H n (x, z) .
(2) By elementary geometry it is clear that the radius of the circle through x, y and tangent to ∂H n is a decreasing function of θ = (y , x, y) ∈ [0, π].
By (2.10) and (2.11), Proof. The result is trivial for x = y. Therefore we only need to prove the theorem for x = y. We first consider the case |x − y| ≤ t 1 d(x, ∂D) for x ∈ D. The boundary ∂D is connected because D is convex. By the proof of Theorem 4.6 and Lemma 4.5 (2), we have
and hence f (y) ∈ B n (f (x), d(f (x), ∂D )/2). Without loss of generality, we may assume that f (x) = 0 and d(f (x), ∂D ) = 1. Then by (2.6), we have v D (f (x), f (y)) ≤ v B n (f (x), f (y)) ≤ ρ B n (f (x), f (y)) ≤ 2j B n (f (x), f (y)).
Because d(f (y), ∂D ) ≥ d(f (x), ∂D )/2 and log(1+a) ≤ a for a ≥ 0, we have
