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1Kapitel 1
Einleitung
1.1 Entwicklung der Mobilkommunikation
Mobilkommunikationssysteme dienen dem

Ubertragen von Nachrichten zwischen Kom-
munikationspartnern, wobei mindestens einer dieser auch als Teilnehmer bezeichneten
Partner mobil ist [Ste92]. Mobile Teilnehmer sollen sich im Idealfall v

ollig frei auf der
Erdober

ache bewegen d

urfen, ohne da dadurch die Kommunikation beeintr

achtigt
wird. Alle derzeit bekannten technischen Realisierungen von Mobilkommunikationssy-
stemen verwenden elektromagnetische Wellen im Frequenzbereich der Funkwellen zur
Nachrichten

ubertragung. Man bezeichnet solche Mobilkommunikationssysteme daher
auch als Mobilfunksysteme. Der Frequenzbereich der Funkwellen ist eine wertvolle, be-
grenzte Ressource, die eÆzient genutzt werden sollte [Ste96, DB96]. Dies bedeutet, da
es m

oglichst vielen Teilnehmern erm

oglicht werden sollte, unabh

angig voneinander mit-
tels des Mobilfunksystems zu kommunizieren, wobei das Mobilfunksystem wiederum
nur einen m

oglichst kleinen Anteil des gesamten f

ur Funksysteme zur Verf

ugung ste-
henden Frequenzbereichs nutzen sollte. Wegen der groen volkswirtschaftlichen Bedeu-
tung des Frequenzbereichs der Funkwellen wird dieser von Beh

orden, den Regulatoren,
verwaltet. Die Regulatoren vergeben Lizenzen zur Nutzung von Frequenzb

andern an
Firmen, zum Beispiel an Betreiber von Mobilfunksystemen [LEK
+
97]. In der Bundes-
republik Deutschland wird diese Aufgabe von der Regulierungsbeh

orde f

ur Telekommu-
nikation und Post wahrgenommen. Zum Schaen eines weltweiten Mobilfunksystems
ist es erforderlich, die nationalen Vergaben von Frequenzb

andern zu koordinieren und
zu harmonisieren. Hierzu dienen internationale Organisationen wie zum Beispiel die
CEPT (engl. Conference of European Posts and Telecommunications Administrati-
ons) und die von der ITU (engl. International Telecommunications Union) einberufene
WARC (engl. World Administrative Radio Conference) [Wal98b]. Der erste Schritt und
eine der gr

oten H

urden im Entwicklungsproze eines Mobilfunksystems ist in der Regel
die Freigabe eines neuen Frequenzbandes. Da es in der Regel nicht gelingt, ein Fre-
quenzband weltweit f

ur ein Mobilfunksystem freizugeben, sind die meisten derzeitigen
Mobilfunksysteme in ihrem Versorgungsbereich auf einige wenige L

ander beschr

ankt.
Das vom mobilen Teilnehmer verwendete Ger

at, das es ihm erm

oglicht, mittels Funk-
wellen zu kommunizieren, wird als Mobilstation (MS) bezeichnet. Konventionelle ter-
restrische Mobilfunksysteme sind derart strukturiert, da jede Mobilstation zun

achst
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mit einem ortsfesten Transitsystem, der Basisstation (BS) kommuniziert. Die

Ubertra-
gungsstrecke zwischen Mobilstation und Basisstation wird aufgrund der verwendeten
Funk

ubertragung auch als Luftschnittstelle bezeichnet. Von der Basisstation aus wird
die Kommunikation, in der Regel

uber weitere Transitsysteme, bis zum eigentlichen
Kommunikationspartner weitervermittelt [EF86]. Zur Nachrichten

ubertragung zwi-
schen den Transitsystemen werden Leitungen oder fest installierte Richtfunkstrecken
verwendet, weshalb dieser Teil eines Mobilfunksystems auch als Festnetz bezeichnet
wird [Wal98b]. F

ur die weiteren Betrachtungen der Funk

ubertragung und der daran
beteiligten Systemkomponenten ist es unerheblich, ob der Kommunikationspartner des
betrachteten mobilen Teilnehmers ein mobiler Teilnehmer im selben oder einem ande-
rem Mobilfunksystem oder gar ein ortsfester Teilnehmer eines v

ollig anderen Kommu-
nikationssystems ist, da alle diese Kommunikationssysteme durch entsprechende Tran-
sitsysteme miteinander verbunden werden k

onnen. Zur Unterst

utzung von Sprachkom-
munikation und vielen anderen Kommunikationsformen mu zwischen Mobilstationen
und Basisstationen eine Vollduplex-

Ubertragung erfolgen. Die

Ubertragungsstrecke
von der Mobilstation zur Basisstation wird als Aufw

artsstrecke (engl. Uplink) bezeich-
net, wohingegen die entgegengesetzte

Ubertragungsstrecke von der Basisstation zur
Mobilstation als Abw

artsstrecke (engl. Downlink) bezeichnet wird.
Ein wesentliches Grundprinzip von Mobilfunksystemen zum Erzielen einer guten Aus-
nutzung des zur Verf

ugung stehenden Frequenzbandes ist das in den siebziger Jahren
entwickelte zellulare Konzept [MD79]. Hierzu wird das f

ur das Mobilfunksystem zur
Verf

ugung stehende Frequenzband in mehrere Frequenzteilb

ander unterteilt. Um mit
dem begrenzten Frequenzband des gesamten Mobilfunksystems eine m

oglichst hohe
Anzahl von Teilnehmern zu versorgen, ist es erforderlich, ein und dasselbe Frequenz-
teilband in hinreichend groen geographischen Abst

anden mehrfach zu verwenden. Die
Basisstationen werden im Idealfall v

ollig gleichm

aig

uber die vom Mobilfunksystem
zu versorgende Fl

ache verteilt, wobei jede Basisstation die umliegenden Mobilstatio-
nen unter Verwendung eines Frequenzteilbandes versorgt. Das von einer Basisstation
versorgte Gebiet wird als Zelle bezeichnet. Die Frequenzteilb

ander werden den Zellen
so zugewiesen, da ein regelm

aiges Frequenzwiederholungsmuster entsteht.
Schon allein aus wirtschaftlichen Gr

unden mu eine Basisstation gleichzeitig Funkver-
bindungen zu mehreren Mobilstationen aufrechterhalten k

onnen. Sonst w

aren zur Ver-
sorgung einer vorgegebenen Teilnehmerdichte sehr kleine Zellen und damit viele teure
Basisstationen erforderlich. Das Verfahren zum Separieren der Signale der gleichzeitig
aktiven Funkverbindungen einer Zelle wird als Vielfachzugrisverfahren bezeichnet.
Derzeit bekannte Vielfachzugrisverfahren sind Frequenzmultiplex (engl. Frequency
Division Multiple Access, FDMA), Zeitmultiplex (engl. Time Division Multiple Access,
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TDMA), Codemultiplex (engl. Code Division Multiple Access, CDMA) und Raummul-
tiplex (engl. Space Division Multiple Access, SDMA) [Ste92]. In Mobilfunksystemen
wird meist eine Kombination aus mehreren dieser Vielfachzugrisverfahren eingesetzt.
Weiterhin ist es erforderlich, die Funksignale von Aufw

artsstrecke und Abw

artsstrecke
zu separieren. Dies kann mittels Zeitduplex (engl. Time Division Duplex, TDD) oder
Frequenzduplex (engl. Frequency Division Duplex, FDD) erfolgen [ENS97]. Das f

ur
eine Luftschnittstelle verwendete

Ubertragungsverfahren wird durch die Kombination
aus Vielfachzugrisverfahren, Duplexverfahren sowie Modulationsverfahren und Co-
dierungsverfahren in Verbindung mit den zugeh

origen Parametern charakterisiert.
Wie der folgende kurze Abri der geschichtlichen Entwicklung der Mobilkommunikation
zeigt, bestehen enge Querverbindungen zu den Fortschritten der Mikroelektronik und
Digitaltechnik. Die Anf

ange des Mobilfunks in Deutschland reichen bis in das Jahr
1926 zur

uck. Damals wurden erste Zugtelefonsysteme in Betrieb genommen. Seit den
f

unfziger Jahren wurden

oentliche Mobilfunksysteme entwickelt, die jedoch zun

achst
noch auf eine kleine Teilnehmeranzahl begrenzt waren. Diese Mobilfunksysteme der
ersten Generation sind durch
 analoge Sprach

ubertragung und
 die Verwendung von Frequenzmultiplex sowie Frequenzduplex
charakterisiert. Das erste

oentliche Mobilfunksystem in der Bundesrepublik Deutsch-
land ist das 1951 eingef

uhrte handvermittelte A-Netz [Gie71]. Das 1972 eingef

uhrte
B-Netz hatte bereits eine automatische Vermittlung und erm

oglichte eine grenz

uber-
schreitende Kommunikation in der Bundesrepublik Deutschland, in

Osterreich, in den
Niederlanden und in Luxemburg [Fre93]. Erst die rasanten Fortschritte der Mikroelek-
tronik, die Erndung des Mikroprozessors im Jahre 1971 und insbesondere die breite
Verf

ugbarkeit preiswerter, kleiner Mikroprozessoren mit geringer Leistungsaufnahme
seit Mitte der siebziger Jahre [Har94] erm

oglichten die vollst

andige Umsetzung des
zellularen Konzepts. Ein hochentwickeltes zellulares Mobilfunksystem erfordert neben
einem automatisierten Verbindungsaufbau und Verbindungsabbau auch das f

ur den Be-
nutzer transparente Weiterreichen von Verbindungen an Nachbarzellen, die sogenannte
Verbindungsumschaltung (engl. Handover), wenn sich der mobile Teilnehmer von einer
Zelle in die n

achste bewegt. Hierzu wird ein relativ komplexes Signalisierungssystem
ben

otigt. Mit Hilfe von Mikroprozessoren wurde es m

oglich, neben den vorerst noch
analogen Sprachkan

alen digitale Nachrichtenkan

ale niedrigerer Datenrate zum

Uber-
tragen der Signaliserungsinformationen kosteng

unstig zu implementieren. Zu diesen
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durch die Verwendung digitaler Signalisierungskan

ale charakterisierten, voll ausgereif-
ten Mobilfunksystemen der ersten Generation geh

oren beispielsweise das 1986 in der
Bundesrepublik Deutschland eingef

uhrte C-Netz [Kam84, Kam85, HS87], das 1979 in
den USA eingef

uhrte AMPS (engl. Advanced Mobile Phone Service) [You79, Huf79],
NMT (engl. Nordic Mobile Phone) in Skandinavien und TACS (engl. Total Access
Communications System) in einigen weiteren europ

aischen L

andern [Bec91].
Ein n

achster groer Entwicklungssprung zu den Mobilfunksystemen der zweiten Ge-
neration war der Einsatz digitaler Signalverarbeitung auch bei der

Ubertragung der
Sprachsignale. Erm

oglicht wurde dieser Fortschritt durch die Entwicklung spezieller
digitaler Signalprozessoren (engl. Digital Signal Processors, DSPs). Digitale Signalpro-
zessoren sind Mikroprozessoren, deren Architektur speziell f

ur Signalverarbeitungsauf-
gaben optimiert wurde [Lee88, Lee89]. Der erste digitale Signalprozessor wurde 1978
in [NBR78] beschrieben. Ein breites Angebot preiswerter digitaler Signalprozessoren
gibt es seit Mitte der achtziger Jahre. Erst die digitale Signalverarbeitung erlaubt
die wirtschaftliche Implementierung von Zeitmultiplex, Codemultiplex und Raummul-
tiplex. Eine signikante Verbesserung der Ausnutzung der Frequenzb

ander wird durch
die Quellencodierung der zu

ubertragenden digitalisierten Sprachsignale und durch op-
timierte Vielfachzugrisverfahren erzielt. Diese verbesserte Frequenz

okonomie ist zu
einem groen Teil f

ur den wirtschaftlichen Erfolg der Mobilfunksysteme der zweiten
Generation verantwortlich, da es nun erstmals technisch m

oglich war, weiten Bev

olke-
rungskreisen die Nutzung von Mobilfunksystemen zu erm

oglichen. Charakteristische
Eigenschaften von Mobilfunksystemen der zweiten Generation sind folglich
 der Einsatz digitaler

Ubertragungsverfahren,
 die Verwendung meist hybrider Vielfachzugrisverfahren, h

aug einer Kombina-
tion von Frequenzmultiplex und Zeitmultiplex,
 der Einsatz von Quellencodierung f

ur die Sprach

ubertragung und
 ein umfangreiches Diensteangebot, das neben Sprachdiensten auch Datendienste
umfat.
Typischerweise sind die maximalen Datenraten der Datendienste auf die Datenrate
des

uberwiegend genutzten Sprachdienstes, die in der Gr

oenordnung von 10 kBit=s
liegt, begrenzt. Einige Vertreter von Mobilfunksystemen der zweiten Generation sind
das 1992 eingef

uhrte Europ

aische GSM (engl. Global System for Mobile Communi-
cations) und das darauf aufbauende DCS1800 (engl. Digital Cellular System 1800)
[MP92, EV97], die 1991 erstmals betriebsbereiten Mobilfunksysteme nach IS-54 (engl.
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Interim Standard 54) in den USA [Goo91, LGR91] und das Japanische PDC (engl.
Personal Digital Cellular System) [PGH95]. In der Bundesrepublik Deutschland sind
GSM-Mobilfunknetze unter der Bezeichnung D-Netze und DCS1800-Mobilfunknetze
unter der Bezeichnung E-Netze bekannt. Waren Mobilfunksysteme der ersten Gene-
ration in der Regel noch Entwicklungen einzelner Firmen, beim C-Netz zum Beispiel
der Siemens AG, so sind neuere Mobilfunksysteme in der Regel das Werk von Standar-
disierungsgremien. Infolge der groen wirtschaftlichen Bedeutung von Mobilfunksy-
stemen und der Liberalisierung der Telekommunikationsm

arkte sind mittlerweile viele
Firmen in diesem Sektor t

atig, so da zum Schaen eines einheitlichen Mobilfunksy-
stems eine zentrale Standardisierungsinstitution ben

otigt wird. Einheitliche Standards
sind w

unschenswert, da nur so eine weitr

aumige Mobilit

at der Teilnehmer und die
aus hohen Produktionsst

uckzahlen resultierenden geringen Kosten der Ger

ate erreicht
werden k

onnen. Besonders deutlich wird dies bei dem erfolgreichsten Mobilfunksystem
der zweiten Generation, dem GSM. Das GSM wurde von der ETSI (engl. European
Telecommunications Standards Institute) standardisiert. GSM-Mobilfunknetze werden
mittlerweile in ganz Europa und vielen anderen Teilen der Welt betrieben.
Neben den bisher beschriebenen terrestrischen zellularen Mobilfunksystemen gibt es
auch Schnurlossysteme und mobile Satellitenfunksysteme, die teilweise die gleichen
Marktsegmente wie konventionelle terrestrische Mobilfunksysteme bedienen. Schnur-
lossysteme waren urspr

unglich als Ersatz f

ur die Leitung zwischen dem Handapparat
und dem an das Festnetz angeschlossenen Telefonapparat gedacht. Die Funk

ubertra-
gung ist folglich nur zum

Uberbr

ucken kurzer Distanzen ausgelegt. Moderne digitale
Schnurlossysteme wie DECT (engl. Digital Enhanced Cordless Telecommunications,
Digital European Cordless Telecommunications) [Wal98b] und PHS (engl. Personal
Handyphone System) [PGH95] erm

oglichen jedoch nicht mehr ausschlielich die Nach-
richten

ubertragung zwischen Telefonapparat und einem zugeh

origen Handapparat, son-
dern enthalten auch eine Mobilit

atsverwaltung, die es einem Handapparat erlaubt, mit
verschiedenen Telefonapparaten zu kommunizieren. Sie stellen daher in Gebieten sehr
hoher Teilnehmerdichte und folglich kleiner Zellgr

oen eine Alternative zu konventio-
nellen Mobilfunksystemen dar. Bei Satellitenfunksystemen benden sich die Basissta-
tionen in Satelliten, die die Erde umkreisen. Satellitenfunksysteme erm

oglichen den
Aufbau eines weltweiten, 

achendeckenden Mobilfunksystems mit einem relativ gerin-
gen Aufwand an Infrastruktur [Wal98a]. Die zul

assige Teilnehmerdichte von Satelli-
tenfunksystemen ist jedoch aufgrund der groen Zellen in der Regel wesentlich kleiner
als bei terrestrischen Mobilfunksystemen, so da Satellitenfunksysteme bisher in der
Regel nur zur Kommunikation von Schien oder von d

unn besiedelten Gebieten aus
genutzt werden.
Derzeit laufen die Standardisierungsarbeiten f

ur ein Mobilfunksystem der dritten Ge-
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neration. Dieses Mobilfunksystem soll im Idealfall ein Nachfolger aller anderen Mo-
bilfunksysteme werden, das heit, terrestrische Mobilfunksysteme, Satellitensysteme
und Schnurlossysteme in einem weltweit einheitlichen Mobilfunksystem vereinigen
[BFM
+
97, DAI96, Mag96, vN92, Wal98b]. Ferner sollen neue Anforderungen, wie
zum Beispiel der Bedarf an hochratigen Datendiensten, befriedigt werden. Man un-
terscheidet hier zwischen Telediensten und Tr

agerdiensten [Wal98b]. Teledienste sind
die dem Benutzer angebotenen Dienste, wie zum Beispiel Sprach

ubertragung, Elektro-
nische Post, Video

ubertragung und Multimedia. Schon derzeit gibt es eine sehr groe
Vielfalt an Telediensten und man erwartet, da auch w

ahrend der Lebensdauer von
Mobilfunksystemen der dritten Generation das Angebot an Telediensten kontinuier-
lich erweitert werden mu. Alle Teledienste nutzen zur Nachrichten

ubertragung

uber
die Luftschnittstelle des Mobilfunksystems sogenannte Tr

agerdienste. Die verf

ugba-
ren Tr

agerdienste werden im wesentlichen zum Zeitpunkt der Spezikation des Mo-
bilfunksystems festgelegt. Man unterscheidet kanalvermittelte und paketvermittelte
Tr

agerdienste [GK94, Tan92]. Weitere wichtige Merkmale von Tr

agerdiensten sind die
Datenrate, die Bitfehlerwahrscheinlichkeit und die auftretende, auch als Latentzzeit
bezeichnete

Ubertragungsverz

ogerung. Das Angebot an Tr

agerdiensten mu zuk

unf-
tig auch Tr

agerdienste mit deutlich h

oheren Datenraten als in Mobilfunksystemen der
zweiten Generation umfassen. Um aber trotzdem mit den zur Verf

ugung stehenden
Frequenzb

andern eine steigende Anzahl an Teilnehmern versorgen zu k

onnen, m

ussen
die Frequenzb

ander durch Mobilfunksysteme der dritten Generation eÆzienter als bis-
her genutzt werden. Um hier noch eine Verbesserung gegen

uber Mobilfunksystemen
der zweiten Generation zu erreichen, sind extrem aufwendige

Ubertragungsverfahren
erforderlich. Wesentliche Merkmale von Mobilfunksystemen der dritten Generation
sind folglich:
 Die Unterst

utzung mehrerer

Ubertragungsverfahren in einem Mobilfunksystem.
Derzeit geht man davon aus, da mindestens drei verschiedene

Ubertragungsver-
fahren ben

otigt werden. Zur eÆzienten Funk

ubertragung in groen und kleinen
Zellen bei terrestrischer Funk

ubertragung sowie f

ur die Funk

ubertragung zu Sa-
telliten werden jeweils individuell optimierte

Ubertragungsverfahren ben

otigt.
 Die Unterst

utzung wesentlich h

oherer Datenraten als in bisherigen Mobilfunksy-
stemen. Es werden Datenraten von bis zu 2Mbit=s gefordert.
 Ein sehr groes Angebot an Telediensten, das sowohl kanalvermittelte als auch
paketvermittelte Tr

agerdienste erfordert.
Die technische Herausforderung bei Mobilfunksystemen der dritten Generation liegt
folglich weniger im Einsatz neuer Technologien, sondern vielmehr im Beherrschen der
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Komplexit

at. Es ist direkt ersichtlich, da die Implementierung mehrerer

Ubertra-
gungsverfahren in einem einzigen System und die Implementierung einer groen Viel-
falt an Tr

agerdiensten zur Unterst

utzung des riesigen Angebots an Telediensten zu
einem im Vergleich zu Mobilfunksystemen der zweiten Generation strukturell komple-
xeren Mobilfunksystem f

uhrt. Dies ist jedoch nicht der einzige Grund f

ur die erh

ohte
Komplexit

at. Die Verarbeitung h

oherer Datenraten und die Implementierung eÆzi-
enter

Ubertragungsverfahren mittels digitaler Signalverarbeitung erfordert eine hohe
Rechenleistung, die nicht allein durch Erh

ohen der Arbeitstaktfrequenz der digitalen Si-
gnalverarbeitung erzielt werden kann. Die erforderliche Steigerung der Rechenleistung
mu im wesentlichen durch eine leistungsf

ahigere, aber auch komplexere Architektur
der digitalen Signalverarbeitung erzielt werden [HP96, Pir96]. Folgende Optimierungs-
ans

atze sind denkbar:
 Reduzieren der Anzahl der je Operation ben

otigten Taktschritte.
 Erh

ohen der M

achtigkeit der Operationen. Man versucht statt mehrerer einfacher
Operationen wenige komplexe Operationen zu verwenden.
 Paralleles Ausf

uhren mehrerer Operationen.
Der erstgenannte Optimierungsansatz, das Reduzieren der Anzahl der je Operation
ben

otigten Taktschritte, ist heute weitgehend ausgesch

opft. Aktuelle Rechenwerke
f

ur Mikroprozessoren und digitale Signalprozessoren k

onnen je Taktschritt eine Ope-
ration ausf

uhren. Dies wird teilweise durch Fliebandverarbeitung (engl. Pipelining)
erreicht [HP96]. Bei der Fliebandverarbeitung wird eine Operation je Taktschritt
gestartet, wobei jedoch die gesamte Bearbeitungszeit der Operationen, entsprechend
der Durchlaufzeit durch das Rechenwerk, mehrere Taktschritte dauert. Das Erh

ohen
der M

achtigkeit der Operationen hat sich in der Praxis meist als kontraproduktiv her-
ausgestellt. Die Implementierung m

achtiger Operationen erfordert einen sehr hohen
Hardwareaufwand, f

uhrt in der Regel jedoch nur zu einer geringf

ugigen Steigerung der
Rechenleistung, da komplexe Operationen in den typischerweise zu implementierenden
Algorithmen nur selten genutzt werden k

onnen und somit die Rechenleistung nur mini-
mal beeinussen [HP96]. Ein letzter Ausweg zum Erh

ohen der Rechenleistung ist das
parallele Ausf

uhren mehrerer Operationen in einem Parallelrechnersystem [Hwa93].
Eine typische Realisierung von Parallelrechnersystemen sind Multiprozessorsysteme.
Wesentliche Probleme, die beim Einsatz von Parallelverarbeitung auftreten, sind
 die durch die auszuf

uhrenden Algorithmen begrenzte Parallelisierbarkeit und
8 Kapitel 1: Einleitung
 der zus

atzliche, zur Koordination der Parallelverarbeitung anfallende Aufwand.
Diese Probleme f

uhren dazu, da bei einem Multiprozessorsystem die in praktischen
Anwendungen nutzbare Rechenleistung weniger als linear mit der Anzahl an Prozesso-
ren steigt [HP96]. Da der erforderliche Hardwareaufwand jedoch linear mit der Anzahl
der Prozessoren ansteigt, wird die vorhandene Hardware in einem Multiprozessorsy-
stem schlechter als in einem Einzelprozessorsystem ausgenutzt. Ein wichtiges Ziel beim
Realisieren von Mobilfunksystemen der dritten Generation ist folglich der Entwurf eÆ-
zienter, auf Multiprozessorsystemen basierender digitaler Signalverarbeitungssysteme.
Die vorliegende Arbeit will einen Beitrag hierzu leisten.
Weltweit arbeiten viele Institutionen an der Standardisierung von Mobilfunksystemen
der dritten Generation. In Europa standardisiert die ETSI das UMTS (engl. Universal
Mobile Telecommunications System) [DAI96, vN92, Mag96, DdB96]. Die ETSI wurde
und wird hierbei von vielen Europ

aischen Forschungsprogrammen wie RACE (engl.
Research and Developement in Advanced Communications Technologies in Europe),
ACTS (engl. Advanced Communications Technologies and Services) und COST (engl.
European Cooperation in the Field of Scientic and Technical Research) unterst

utzt.
F

ur die auch als UTRA (engl. UMTS Terrestrial Radio Access) bezeichnete Luft-
schnittstelle f

ur terrestrische

Ubertragung im UMTS wurden schlielich vier Vorschl

age
erarbeitet [BGM
+
98]. In einer Grundsatzentscheidung Anfang des Jahres 1998 einig-
te man sich darauf, f

ur UTRA eine Kombination der beiden Vorschl

age W-CDMA
(engl. Wideband Code Division Multiple Access) und TD-CDMA (engl. Time Division
/ Code Division Multiple Access) einzusetzen [ntz98]. Hiernach soll in kleinen Zellen
TD-CDMA in Verbindung mit Zeitduplex und in groen Zellen W-CDMA in Verbin-
dung mit Frequenzduplex eingesetzt werden. TD-CDMA ist ein von einem Firmenkon-
sortium, dem unter anderem die Siemens AG angeh

ort, eingereichter Systemvorschlag.
TD-CDMA basiert auf dem am Lehrstuhl f

ur hochfrequente Signal

ubertragung und
-verarbeitung der Universit

at Kaiserslautern in Kooperation mit der Siemens AG ent-
wickelten Systemkonzept JD-CDMA (engl. Joint Detection Code Division Multiple
Access) [JS94, JS95]. In der vorliegenden Arbeit werden Signalverarbeitungskonzep-
te f

ur Mobilfunksysteme der dritten Generation am Beispiel des JD-CDMA-Konzepts
entwickelt und erl

autert.
Weltweit wird unter der F

uhrung der ITU an einem Standard f

ur ein Mobilfunksystem
der dritten Generation gearbeitet [CMA
+
97, OP98, PGLM97, LEK
+
97, BFM
+
97].
Dieses Mobilfunksystem wurde zun

achst als FPLMTS (engl. Future Public Land
Mobile Telecommunication System) bezeichnet. Mittlerweile wird f

ur dasselbe System
die Bezeichnung IMT-2000 (engl. Integrated Mobile Telecommunications at 2000MHz,
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International Mobile Telecommunications after the year 2000) verwendet. F

ur dieses
System wurden von verschiedenen Organisationen Vorschl

age f

ur einzusetzende

Uber-
tragungsverfahren bei der ITU eingereicht. Unter anderem wurde von der ETSI das
UTRA-Konzept als Vorschlag f

ur die terrestrische Luftschnittstelle eingereicht.
1.2 Anforderungen an die Signalverarbeitung in zu-
k

unftigen Mobilfunksystemen und oene Fra-
gen
1.2.1 Unterst

utzung einer Vielfalt von

Ubertragungsverfah-
ren
Eine weltweite Einigung auf einen einzigen Standard f

ur Mobilfunksysteme der drit-
ten Generation scheint derzeit unwahrscheinlich. Insbesondere rmenpolitische In-
teressen wie die Nutzung des eigenen Entwicklungsvorsprungs bei einem bestimmten
Luftschnittstellenkonzept und das Bestreben, dem eigenen Unternehmen mit Hilfe von
Patenten und Lizenzabkommen eine F

uhrungsrolle im zuk

unftigen Mobilfunkgesch

aft
zu verschaen, verhindern derzeit das Zustandekommen eines einheitlichen Standards.
Besonders deutlich wird dieses Dilemma an dem von der ETSI beschlossenen Kon-
zept f

ur UTRA. Hier war keine Einigung dahingehend m

oglich, welches der beiden
favorisierten Konzepte W-CDMA oder TD-CDMA standardisiert werden soll, so da
schlielich nur f

ur einen Standard, der beide Konzepte enth

alt, eine Mehrheit gefun-
den werden konnte. Zwar wurde beschlossen, da beide Konzepte harmonisiert wer-
den. Dieser Beschlu bezieht sich jedoch im wesentlichen auf Aspekte wie Bandbreite
und Zeitraster der gesendeten Signalformen und gemeinsame Protokolle. Insbeson-
dere die im Empf

anger einzusetzenden Algorithmen, bei W-CDMA ein Empf

anger
mit Einzelteilnehmerdetektion und bei TD-CDMA ein Empf

anger mit Mehrteilneh-
merdetektion [DB96, KB92, KB94], sind jedoch grundverschieden. Man spricht da-
her h

aug nicht mehr von einem Standard, sondern von einer Familie von Standards
f

ur Mobilfunksysteme der dritten Generation. Neben der terrestrischen

Ubertragung
mu ein Mobilfunksystem der dritten Generation auch die Satelliten

ubertragung un-
terst

utzen. Wegen der v

ollig unterschiedlichen Eigenschaften des Funkkanals bei ter-
restrischer

Ubertragung und bei Satelliten

ubertragung sind hier schon aus technischer
Sicht verschiedene

Ubertragungsverfahren mit unterschiedlichen Signalverarbeitungsal-
gorithmen einzusetzen. Weiterhin wird zum Schutz der get

atigten Investitionen h

aug
verlangt, da Mobilfunknetze der zweiten Generation weiter benutzt werden sollen
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[Gud97, Mag96, BFM
+
97]. Terrestrische Mobilfunksysteme der dritten Generation
sollen, zumindest in der Anfangsphase, nur in Gebieten hoher Teilnehmerdichte instal-
liert werden. Die Mobilstationen eines Mobilfunksystems der dritten Generation sollen
daher zumindest zu einem Mobilfunksystem der zweiten Generation kompatibel sein.
So kann man die in vielen L

andern vorhandene fast 

achendeckende Versorgung durch
Mobilfunksysteme der zweiten Generation weiter nutzen und gleichzeitig die Kapazit

at
des Mobilfunknetzes erh

ohen.
Wenn man die Anforderungen an die Signalverarbeitung in Mobilfunksystemen der
dritten Generation betrachtet, so mu man zun

achst zwischen Mobilstationen und Ba-
sisstationen unterscheiden. Eine Basisstation braucht zun

achst nur ein einziges

Ubert-
ragungsverfahren zu unterst

utzen, weil die Basisstation immer eine bestimmte Zelle
versorgt, in der ein festgelegtes, den Funkausbreitungsbedingungen in dieser Zelle und
den Bed

urfnissen des Betreibers der Basisstation angepates

Ubertragungsverfahren
verwendet wird. Das heit, eine Basisstation enth

alt nur Sender und Empf

anger f

ur
ein einziges

Ubertragungsverfahren, auch wenn in dem Mobilfunksystem, dem sie an-
geh

ort, noch viele andere

Ubertragungsverfahren eingesetzt werden. Anders ist dies
bei Mobilstationen, die wegen der Mobilit

at in verschiedenen Zellen einsetzbar sein
m

ussen. Man mu zwischen regional, zum Beispiel in einem Land oder im Versor-
gungsbereich eines Mobilfunknetzbetreibers, und weltweit einsetzbaren Mobilstationen
unterscheiden. Zugunsten einer preiswerteren Mobilstation werden viele Teilnehmer
bereit sein, einen regional beschr

ankten Einsatzbereich in Kauf zu nehmen. Gen

ugte
bei regional einsetzbaren Mobilstationen der zweiten Generation h

aug noch die Un-
terst

utzung eines einzigen

Ubertragungsverfahrens, so wird bei Mobilfunksystemen der
dritten Generation die Unterst

utzung mehrerer

Ubertragungsverfahren selbst bei nur
regional einsetzbaren Mobilstation unverzichtbar sein. Das Repertoire der unterst

utz-
ten

Ubertragungsverfahren umfat voraussichtlich

Ubertragungsverfahren f

ur terrestri-
sche Mobilfunksysteme der zweiten und dritten Generation sowie

Ubertragungsverfah-
ren f

ur Satellitenfunksysteme.
Als eine wesentliche Anforderung an die Signalverarbeitung in zuk

unftigen Mobilfunk-
systemen im Gegensatz zu bisherigen Mobilfunksystemen kann man die Unterst

utzung
mehrerer

Ubertragungsverfahren in einer Mobilstation festhalten. Wenn man jedoch
die hierzu notwendigen Technologien entwickeln mu, so ist es sinnvoll, diese auch
in Basisstationen einzusetzen. Eine Basisstation, die mehrere

Ubertragungsverfahren
unterst

utzt, w

are in verschiedenen Zellen einsetzbar. Dies erlaubt es, einheitliche Basis-
stationen in gr

oeren St

uckzahlen zu fertigen. Insbesondere bei Basisstationen mit ih-
rer im Vergleich zu Mobilstationen langen Lebensdauer ist es weiterhin w

unschenswert,
bestehende Basisstationen nachtr

aglich mit neuen

Ubertragungsverfahren ausstatten
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zu k

onnen, um so den technischen Fortschritt direkt mit bestehender Infrastruktur
nutzen zu k

onnen.
Ein klassischer, auch in Mobilfunksystemen der zweiten Generation teilweise schon ge-
nutzter Ansatz zum Unterst

utzen mehrerer

Ubertragungsverfahren in einer Mobilsta-
tion besteht darin, mehrere Sender und Empf

anger in ein Geh

ause einzubauen. Dieses
Konzept, bei dem mehrere durch die Konstruktion festgelegte

Ubertragungsverfahren
unterst

utzt werden, wird als Mehrstandard-Terminal (engl. Multimode Terminal) be-
zeichnet. Mehrstandard-Terminals eignen sich jedoch nur zum Unterst

utzen weniger,
typischerweise von zwei

Ubertragungsverfahren, da sonst ein erheblicher Hardwareauf-
wand entsteht. Insbesondere in Mobilstationen, bei denen ein

uberwiegender Hard-
wareaufwand allein f

ur Sender und Empf

anger erforderlich ist, ist in Mehrstandard-
Terminals nur die gemeinsame Nutzung weniger Komponenten, wie zum Beispiel Bat-
terie, Tastatur und Anzeige, m

oglich. Das Problem der Unterst

utzung vieler

Ubertra-
gungsverfahren durch eine Mobil- oder Basisstation ist folglich noch nicht zufrieden-
stellend gel

ost.
1.2.2 Software Radio
Ein vielversprechender L

osungsansatz zur wirtschaftlichen Implementierung einer Viel-
falt von

Ubertragungsverfahren in einer Mobil- oder Basisstation sind die unter dem
Schlagwort Software Radio diskutierten Konzepte [HF99, ES98, EF98, Mit95, Wep95,
Bai95, LU95]. Es gibt noch keine allgemein anerkannte Denition des Begris Software
Radio. In der vorliegenden Arbeit werden solche Sende- und Empfangsvorrichtungen
als Software Radio bezeichnet, in denen wesentliche, die Funk

ubertragung betreende
Funktionsweisen durch Software, das heit durch leicht ver

anderbare Speicherinhal-
te, bestimmt sind. Der wesentliche Vorteil besteht darin, Sender und Empf

anger f

ur
verschiedene

Ubertragungsverfahren mit einer gemeinsamen, universellen Hardware-
plattform zu realisieren. Wirtschaftlich zu realisieren sind nur solche Sende- und Emp-
fangsvorrichtungen, in denen ausschlielich die Arbeitsweise einer digitalen Signalver-
arbeitung variabel ist. Man fordert also, da die auf jeden Fall erforderlichen analogen
Komponenten unver

andert f

ur alle unterst

utzen

Ubertragungsverfahren gemeinsam ge-
nutzt werden k

onnen. Bild 1.1 zeigt eine vom Autor vorgeschlagene und allen folgenden
Betrachtungen zugrundegelegte Modellierung des Hardwareaufbaus einer dem Kon-
zept des Software Radios entsprechenden Mobil- oder Basisstation. Der Funkkanal,
die Bedienelemente und bei einer Basisstation auch das Festnetz bilden die Umgebung
des Software Radios. W

ahrend die Schnittstellensignale zu den Bedienelementen und
der Festnetzanschlu von vornherein als digital angenommen werden k

onnen, wird die
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Schnittstelle zum Funkkanal durch elektromagnetischen Wellen gebildet. Das Software
Radio ist in zwei Teile aufgeteilt, einen rein digital arbeitenden Teil und einen Teil,
der eine Verbindung zwischen dem Funkkanal und den digitalen Signalen der internen
Schnittstelle zwischen den beiden Teilen schat. Der digitale Teil des Software Ra-
dios wird im folgenden mit digitaler Signalverarbeitung bezeichnet, w

ahrend f

ur den
Wandler zwischen den Funkwellen und den internen digitalen Signalen die Bezeichnung
HF-Ankopplung verwendet wird. Charakteristisch f

ur ein Software Radio ist, da die
HF-Ankopplung weitgehend transparent arbeitet. Das heit, da der Informationsge-
halt der digitalen Schnittstellensignale und der Funkwellen m

oglichst gleich sein soll.
Da dies praktisch nicht realisierbar ist, schr

ankt man die Forderung h

aug dahinge-
hend ein, da in den digitalen Schnittstellensignalen genau der Informationsgehalt des
an der Antenne mebaren elektrischen Signals innerhalb einer interessierenden Band-
breite enthalten sein soll. In

ublichen technischen Realisierungen tr

agt das digitale
Signal daher die Information des abgetasteten und hinreichend fein quantisierten, zum
an der Antenne mebaren Bandpasignal

aquivalenten Tiefpasignals [SJ67, L

uk95].
Weitere Schnittstellensignale neben dem digitalisierten Sendesignal und Empfangssi-
gnal enthielten dann die aktuell zu w

ahlende Bezugsfrequenz der Bandpa-Tiefpa-
Transformation. Es ist klar, da einige der heute handels

ublichen Mobilstationen und
Basisstationen der zweiten Generation im Hinblick auf die Hardwarearchitektur schon
wesentliche Kriterien eines Software Radios erf

ullen. So ndet man h

aug die in Bild
1.1 gezeigte Struktur. Meist fehlt jedoch die einfache Modizierbarkeit der digitalen
Signalverarbeitung. Die Schnittstelle zwischen digitaler Signalverarbeitung und HF-
Ankopplung, die HF-Ankopplung selbst und die verf

ugbare Rechenleistung der digita-
len Signalverarbeitung sind in der Regel so stark an die Bed

urfnisse des implementierten

Ubertragungsverfahrens angepat, da die Realisierung eines anderen

Ubertragungs-
verfahrens mit dieser Hardwareplattform nicht m

oglich und auch nicht vorgesehen ist.
Man kann zwei Konzepte zum Modellieren und Realisieren des variierbaren Verhaltens
der digitalen Signalverarbeitung unterscheiden. Die erste Sichtweise ist die Parametri-
sierung einer konstanten Systemstruktur. Das Teilsystem, das die Sende- und Emp-
fangsvorrichtung innerhalb der digitalen Signalverarbeitung modelliert, hat ein in zwei
kleinere Tupel partitioniertes Tupel von Eingangsvariablen. Das eine Tupel stellt die zu
verarbeitenden Nachrichten dar, wohingegen das zweite, auch als Parameter bezeichne-
te Tupel die Funktionen, nach denen die Nachrichten verarbeitet werden, selektiert. Im
Bereich der nachrichtentechnischen Systeme k

onnten mit diesen Parametern beispiels-
weise mittels einer Fallunterscheidung verschiedene Modulations- und Codierungsver-
fahren ausgew

ahlt werden, oder die Parameter k

onnten auch die KoeÆzienten eines
digitalen Filters darstellen. Die Modellierung von variablem Systemverhalten mittels
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Bild 1.1. Grundstruktur eines Software Radios
Parametrisierung ist f

ur solche Systeme angemessen, in denen tats

achlich beispielswei-
se mittels eines gesteuerten Schalters verschiedene Hardwarebl

ocke ausgew

ahlt werden,
KoeÆzienten eines digitalen Filters einstellbar sind oder in einem Programm mittels
Fallunterscheidung verschiedene Signalverarbeitungsalgorithmen ausgew

ahlt werden.
Charakteristisch f

ur diese Systeme ist, da sie ausschlielich eine bereits zum Zeitpunkt
der Systemkonstruktion festgelegte Menge, mittels Parameter zur Auswahl stehender

Ubertragungsverfahren unterst

utzen. Man kann so zwar beispielsweise digitale Filter
mit fast beliebiger, im wesentlichen nur durch die Anzahl vorgebbarer KoeÆzienten be-
schr

ankten

Ubertragungsfunktion realisieren, es bereitet jedoch Probleme, einen zum
Zeitpunkt der Systemkonstruktion noch nicht bekannten Algorithmus durch einen Pa-
rameter zu beschreiben. Theoretisch w

are es nat

urlich auch denkbar, den Programm-
speicherinhalt eines digitalen Signalprozessors als Parameter anzusehen und somit alle
mit diesem Abwickler ausf

uhrbaren Programme durch einen Parameter spezizieren zu
k

onnen. Diese Sichtweise ist jedoch nicht sinnvoll, da man das mit Hilfe des digitalen
Signalprozessors realisierte System als nicht weiter strukturiert ansieht. Sinnvoller ist
es, hier die im folgenden beschriebene Sichtweise der Strukturvarianz anzuwenden.
Die zweite Sichtweise bez

uglich eines Software Radios ist die der Strukturvarianz. Man
l

at hierbei zu, da aus der Sicht des Nachrichtentechnikers zu verschiedenen Zeit-
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punkten v

ollig unterschiedliche Systeme sichtbar sind. Diese Vorstellung ist f

ur ein mit
einem programmierbaren Mikrorechner realisiertes Software Radio angemessen. Man
mu hier zwischen zwei Systemen unterscheiden, dem universellem Abwickler und dem
durch das Programm festgelegten System, das dieser Abwickler zu einem bestimmten
Zeitpunkt spielt. Da das Programm durch die Daten im Programmspeicher deniert
ist, kann es leicht ge

andert werden. Durch

Anderung des Programms kann man ein
und denselben Abwickler veranlassen, v

ollig verschiedene Systeme zu spielen. In einem
Software Radio kann man beispielsweise f

ur jedes

Ubertragungsverfahren ein eigenes
Programm vorsehen. Im folgenden soll ausschlielich die allgemeinere Sichtweise der
Strukturvarianz angewandt werden, da die Modellierung allein durch Parametrisierung,
wie bereits erl

autert, nicht m

achtig genug ist.
Eine Frage ist nat

urlich, wie der Wechsel des Programms zu erfolgen hat. Im einfach-
sten Fall kommt ein solcher Wechsel durch Eingrie von auen zustande, wobei das
bisherige System auer Betrieb genommen wird, Speicherinhalte modiziert werden,
und anschlieend das neue System wieder in Betrieb genommen wird. Praktisch kann
ein solcher Wechsel von Speicherinhalten durch den Austausch von Speicherbausteinen
erfolgen, was beispielsweise durch den Austausch einer in die Mobilstation eingesteck-
ten Chipkarte geschehen kann. Ein Programmwechsel ohne einen Eingri von auen
ist jedoch w

unschenswert, um eine automatisierte Anpassung eines in Betrieb bend-
lichen Software Radios an andere

Ubertragungsverfahren zu erm

oglichen. Dies w

are
beispielsweise erforderlich, wenn sich eine Mobilstation in eine andere Zelle bewegt, in
der ein anderes

Ubertragungsverfahren verwendet wird, oder wenn v

ollig neue

Uber-
tragungsverfahren verwendet werden sollen. Im ersten Fall mu der Programmwechsel
sehr schnell erfolgen. Dies ist m

oglich, wenn sich das neue Programm bereits als Daten
im Speicher des Abwicklers bendet und nur noch anstelle des bisherigen Programms
aktiviert werden mu. So ist es m

oglich, ein bestimmtes Repertoire an Programmen
f

ur verschiedene

Ubertragungsverfahren zu speichern. Falls dieses Repertoire wie im
zweiten Fall um ein weiteres Programm erweitert werden soll, so kann dies dadurch
geschehen, da sich in dem bisherigen Repertoire unter anderem auch ein Programm
bendet, unter dessen Verwendung das Software Radio mit anderen Systemen, zum
Beispiel unter Einsatz von Funk

ubertragung, kommunizieren kann und das neue Pro-
gramm mitgeteilt bekommt.
Bisherige Forschungsaktivit

aten im Umfeld von Software Radio konzentrierten sich im
wesentlichen auf die Entwicklung universeller analoger Signalverarbeitungskomponen-
ten f

ur die HF-Ankopplung und leistungsf

ahiger Abwickler sowie parametrisierbarer
digitaler Signalverarbeitungskomponenten. Besonderes Interesse gilt derzeit dem Ent-
wurf hochau

osender, schneller Analog-Digital-Umsetzer, wie sie insbesondere dann
ben

otigt werden, wenn das zu empfangende Nutzsignal nicht bereits durch analoge
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Filter aus dem Signalgemisch geltert wird, sondern diese Selektion erst mit einem
digitalen Filter erfolgen soll [Wep95, HF99, GR91]. Weiterhin wurden einige Untersu-
chungen bez

uglich geeigneter Formen der Programmspezikation durchgef

uhrt [Mit95].
Um auch in Zukunft vom Fortschritt der Mikroelektronik protieren zu k

onnen und
Wettbewerbsverzerrungen zu vermeiden, m

ochte man keinen bestimmten Abwickler
denieren. Derzeitige Forschungsaktivit

aten konzentrieren sich hier auf den Entwurf
abwicklerunabh

angiger Programmiersprachen und Schnittstellen zur HF-Ankopplung.
Einige Arbeiten besch

aftigen sich auch mit dem Entwurf von Telediensten zum

Uber-
tragen der Programme. Der Autor der vorliegenden Arbeit ist jedoch der Meinung,
da auch die Modellierungs- und Entwurfstechniken f

ur programmierte Signalverar-
beitungssysteme eine genauere Betrachtung verdienen. Hierbei ist zu bedenken, da
in zuk

unftigen Mobilfunksystemen erhebliche Datenraten verarbeitet werden m

ussen,
was eine eÆziente Ausnutzung der vom Abwickler zur Verf

ugung gestellten Rechen-
leistung erfordert. Dies ist insbesondere deshalb problematisch, da, wie in Abschnitt
1.1 erl

autert, komplizierte Parallelrechnerarchitekturen ben

otigt werden. Weiterhin
sind die zu realisierenden Signalverarbeitungsverfahren relativ komplex, was einen un-
strukturierten, auf genialen Einf

allen der Programmierer basierenden Entwurfs- und
Optimierungsproze nicht gestattet. Dies w

urde einen vollst

andigen

Uberblick

uber
das gesamte zu programmierende System jedes einzelnen an den Entwicklungsarbeiten
beteiligten Programmierers erfordern.
1.2.3 Softwareentwicklung
Wie die Betrachtungen im vorhergehenden Abschnitt 1.2.2 gezeigt haben, kommt der
Softwareentwicklung beim Realisieren zuk

unftiger Mobilfunksysteme eine zentrale Be-
deutung zu. Die digitale Signalverarbeitung in einer Mobilstation oder einer Basis-
station stellt ein eingebettetes System (engl. Embedded System) dar [Tei97, Wol94].
Die digitale Signalverarbeitung ist kein isoliertes System.

Uber die vielen Schnittstel-
lensignale besteht eine enge Verbindung mit umliegenden anderen Systemen wie der
HF-Ankopplung oder indirekt auch mit dem Mobilfunkkanal, so da die Aufgaben der
digitalen Signalverarbeitung nicht f

ur sich alleine verstanden und speziziert werden
k

onnen.
Viele Forschungsvorhaben unter dem Titel Hardware-Software-Codesign besch

aftigen
sich mit dem Entwurf solcher eingebetteter Systeme, wobei besonderes Interesse den
F

allen gilt, in denen sowohl die Hardwarearchitektur als auch die Softwarearchitektur
frei w

ahlbar sind [Tei97, TAS93]. Dies f

uhrt zu vielen Freiheitsgraden beim Entwurf.
Da der Entwurfsproze und die zu minimierende Kostenfunktion sehr komplex sind,
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ist der direkte Entwurf einer optimalen L

osung, die die geforderten Aufgaben des ein-
gebetteten Systems erf

ullt, in der Regel nicht m

oglich. Man versucht vielmehr, durch
automatisierte Entwurfsverfahren in kurzer Zeit viele alternative L

osungen zu nden
und sucht sich dann unter diesen vielen L

osungen die billigste aus. Beim Entwurf
der digitalen Signalverarbeitung eines zuk

unftigen Mobilfunksystems sind diese Tech-
niken nicht direkt anwendbar. Da zuk

unftige Mobilfunksysteme viele

Ubertragungs-
verfahren unterst

utzen m

ussen, ist es entsprechend der im vorherigen Abschnitt 1.2.2

uber Software Radio entwickelten Idee der Strukturvarianz sinnvoll, in einem zwei-
stugen Proze zun

achst eine m

oglichst universelle Hardwareplattform zu entwerfen
und in einem weiteren Schritt f

ur jedes

Ubertragungsverfahren eine spezielle Software
zu entwickeln. Viele der im Rahmen von Hardware-Software-Codesign Projekten ent-
wickelten automatisierten Entwurfstechniken sind jedoch auch in den nun getrennten
Entwurfsschritten Hardwareentwurf und Softwareentwurf anwendbar.
Ein wichtiges Konzept f

ur den Entwurf nachrichtentechnischer Systeme ist die Mo-
dellierung der Aufgabenstellung mit einem Datenumodell und die anschlieen-
de Abbildung dieses Datenumodells auf eine Hardware- oder Softwarearchitektur
[Tei97, BML96, LM87, LH89]. In einem Datenumodell wird die Aufgabenstellung
auf eine Komposition von elementaren Operationen zur

uckgef

uhrt, wobei insbesondere
die Datenabh

angigkeiten modelliert werden. Elementare Operationen k

onnen je nach
Modellierungsebene zum Beispiel Additionen und Multiplikationen oder auch Filteral-
gorithmen, Codierer, Decodierer, etc. sein. Essentiell f

ur die Verfahren zur Synthese
einer Hardware- oder Softwarearchitektur aus einem Datenumodell ist, da die aus-
zuf

uhrenden Operationen a priori festgelegt sind und nicht etwa von Variablenwerten
abh

angen. Formal heit dies, da das Datenumodell keine w

ahrend des Abwickelns
zu entscheidenden Konikte enth

alt. Die Klasse der mittels Datenumodellen mo-
dellierbaren Systeme ist folglich beschr

ankt, umfat aber viele typische nachrichten-
technische Systeme. Das Abbilden eines Datenumodells kann in die Aufgaben Ab-
laufplanung, Allokation und Bindung unterteilt werden [Tei97]. Unter Ablaufplanung
versteht man das Festlegen des Zeitintervalls, in dem eine bestimmte elementare Ope-
ration ausgef

uhrt wird, unter Allokation das Festlegen der Menge ben

otigter Signalver-
arbeitungsressourcen von jedem Signalverarbeitungsressourcentyp und unter Bindung
das Zuordnen der Signalverarbeitungsressourcen zu den im Ablaufplan geplanten Ope-
rationen.
Es gibt mittlerweile viele Programme, die eine automatisierte Synthese nachrichten-
technischer Systeme ausgehend von Datenumodellen erlauben. Die Simulation nach-
richtentechnischer Systeme kann hier als Sonderfall der Synthese betrachtet werden, bei
der ein Programm f

ur einen Universalrechner synthetisiert wird. Einige bekannte Pro-
gramme sind SPW, COSSAP [Tei97] und Ptolemy [KL93]. Ein Problem beim Einsatz
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derartiger Programme ist die mangelnde Flexibilit

at. Die Synthesealgorithmen ben

oti-
gen eine exakte Spezikation der Zielarchitektur, beispielsweise einer Standardzellen-
bibliothek f

ur den ASIC-Entwurf oder des Befehlssatzes des digitalen Signalprozessors,
f

ur den ein Programm synthetisiert werden soll. Wenn die elementaren Operationen
des Datenumodells nicht direkt zum Beispiel einzelnen Befehlen des Prozessors ent-
sprechen, so bedarf auch die Realisierung der elementaren Operationen des Datenu-
modells einer genaueren Spezikation. Man kann derartige Syntheseprogramme letzt-
lich als Programme ansehen, die das gew

unschte nachrichtentechnische System nach
einem Baukastenprinzip zusammensetzen [BML96]. Dieser Baukasten mu f

ur jede
gew

unschte Zielarchitektur vorhanden sein und alle ben

otigten elementaren Operatio-
nen des Datenumodells als Bausteine enthalten. Da es einen erheblichen Aufwand
erfordert, den Baukasten um eine neue Zielarchitektur zu erweitern oder neue Baustei-
ne hinzuzuf

ugen, lohnt sich diese Erweiterung des Baukastens nicht f

ur den Entwurf
eines einzelnen Systems. Nach Ansicht des Autors ist der Einsatz der hier erw

ahnten
Syntheseprogramme daher nur zum Realisieren konventioneller Signalverarbeitungs-
aufgaben auf schon lange erh

altlichen Zielarchitekturen sinnvoll, f

ur die der ben

otigte
Baukasten vom Hersteller des Syntheseprogramms mitgeliefert werden kann.
Ein weiteres konzeptbedingtes Problem beim Einsatz von Syntheseverfahren, die auf
Datenumodellen basieren, ist die beschr

ankte Modellierungsm

achtigkeit von Da-
tenumodellen. Viele nicht triviale nachrichtentechnische Systeme, und insbeson-
dere auch Mobilfunksysteme, lassen sich mittels Datenumodellen nicht vollst

andig
beschreiben. Daher wurden viele Versuche unternommen, verallgemeinerte Modelle
als Synthesegrundlage zu verwenden oder gar von heterogenen Modellen auszugehen
[Tei97, KL93]. Die Modellierung wird dann jedoch nach Meinung des Autors schnell
un

ubersichtlich, und die Synthese kann nur noch mit heuristischen Algorithmen erfol-
gen [Tei97, BML96]. Im Rahmen der vorliegenden Arbeit wird ein neuartiges Entwurfs-
verfahren beschrieben, dessen wesentliches Ziel ein

ubersichtlicher, nachvollziehbarer
und trotzdem zu guten Resultaten f

uhrender Entwurfsproze ist. Eine wesentliche
Grundidee ist die Trennung von Datenu und Kontrollu und die Implementierung
beider Anteile in getrennten Teilsystemen der digitalen Signalverarbeitung, dem Ope-
rationswerk und dem Steuerwerk. Dies entspricht dem im Bereich des Prozerechnens
und des Entwurfs komplexer Schaltwerke schon seit einiger Zeit bekanntem Steuer-
kreismodell [Wen70, Wen71, Neu88, Wen91].
Ein weiterer wesentlicher Aspekt beim Entwurf der digitalen Signalverarbeitung eines
Mobilfunksystems ist die Forderung nach Echtzeitbetrieb [Z

ob87]. Echtzeitbetrieb ist
nach DIN 44300 wie folgt deniert:
Eine Verarbeitungsart, bei der Programme zur Verarbeitung anfallender Daten st

andig
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betriebsbereit sind, derart, da die Verarbeitungsergebnisse innerhalb einer vorgegebe-
nen Zeitspanne verf

ugbar sind.
Die Daten k

onnen je nach Anwendungsfall nach einer zeitlich zuf

alligen Verteilung
oder zu bestimmten Zeitpunkten anfallen.
Bei Mobilfunksystemen der zweiten Generation mit kanalvermittelten Diensten und
folglich in festem Zeitraster anfallender zu verarbeitender Daten war die Forderung
nach Erf

ullung der Echtzeitbedingung gerechtfertigt. Wenn aber, wie bei Mobilfunksy-
stemen der dritten Generation zu erwarten, die Daten bei paketvermittelten Diensten
zu zuf

alligen Zeitpunkten anfallen, m

ute man die Verarbeitungsleistung des Systems
entsprechend dem ung

unstigsten denkbaren Fall dimensionieren, was im Mittel zu einer
schlechten Ausnutzung der Verarbeitungsleistung f

uhrt. Da in einem Mobilfunksystem
aber schon bei der Nachrichten

ubertragung

uber die Luftschnittstelle in nicht unerheb-
lichem Ausma Fehler auftreten, ist die Forderung nach v

ollig fehlerfreiem Arbeiten
der

ubrigen Systemkomponenten nicht sinnvoll. Es wird also zu untersuchen sein, wann
die Echtzeitforderung nicht erf

ullt werden mu, und welche Anforderungen statt dessen
an die Verarbeitungsleistung gestellt werden m

ussen.
1.3 Ein Experimentalsystem f

ur das JD-CDMA-
Mobilfunksystem als Anwendungsbeispiel neu-
er Signalverarbeitungskonzepte
Die Entwicklung der vom Autor vorgeschlagenen Entwurfsverfahren f

ur die digitale Si-
gnalverarbeitung in einem Mobilfunksystem der dritten Generation erfolgt in der vor-
liegenden Arbeit anhand eines konkreten Beispiels. Es handelt sich hierbei um ein Ex-
perimentalsystem f

ur das JD-CDMA-Mobilfunksystem [JS95]. Da die Unterst

utzung
verschiedener

Ubertragungsverfahren in zuk

unftigen Mobilfunksystemen, wie in Ab-
schnitt 1.2.2 erl

autert, sinnvollerweise durch Programmierung eines universellen Ab-
wicklers zustandekommt, reicht es zum Untersuchen von Signalverarbeitungskonzepten
zuk

unftiger Mobilfunksysteme aus, die eine universelle Hardwareplattform und mit JD-
CDMA ein exemplarisches

Ubertragungsverfahren zu betrachten.
JD-CDMA verwendet eine Kombination der drei elementaren Vielfachzugrisverfahren
Frequenzmultiplex, Zeitmultiplex und Codemultiplex. Der Einsatz von Frequenzmul-
tiplex bedeutet, da das gesamte zur Verf

ugung stehende Frequenzband in mehrere als
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Funkkan

ale bezeichnete Teilb

ander unterteilt wird. Die Signale verschiedener Funk-
kan

ale k

onnen auf einfache Weise mit einem Filter separiert werden. Zum Realisieren
der Zeitmultiplex-Komponente wird die Zeitachse in gleichlange Rahmen (engl. Fra-
mes) unterteilt, welche wiederum in eine feste Anzahl gleichlanger Zeitschlitze (engl. Ti-
meslots) unterteilt sind. Signale werden immer nur w

ahrend der Dauer eines Zeitschlit-
zes gesendet. Um eine kontinuierliche Nachrichten

ubertragung zu erm

oglichen, kann
man beispielsweise periodisch im gleichen Zeitschlitz innerhalb eines jeden Rahmens
senden. Das Separieren von Signalen verschiedener Zeitschlitze erfolgt einfach durch
zeitliches Ausblenden der

ubrigen Zeitschlitze. Im Gegensatz zu Mobilfunksystemen
der zweiten Generation, wie beispielsweise dem GSM, das auch die Vielfachzugriskom-
ponenten Frequenzmultiplex und Zeitmultiplex verwendet, benutzt JD-CDMA zus

atz-
lich noch die Vielfachzugriskomponente Codemultiplex. Hierzu werden die gesendeten
Signale zus

atzlich durch Multiplikation mit einem auch als CDMA-Code bezeichneten
Spreizcode spektral gespreizt. Hierdurch erh

oht sich die Bandbreite des gesendeten Si-
gnals. Man kann nun mehrere im selben Funkkanal zur selben Zeit gesendete, aber mit
unterschiedlichen Spreizcodes gespreizte Signale im Empf

anger separieren. Die gestei-
gerte Frequenz

okonomie des JD-CDMA-Mobilfunksystems, beispielsweise im Vergleich
zu Mobilfunksystemen nach dem Standard GSM, resultiert im wesentlichen aus der
erh

ohten Diversit

at [Bla98, BJ96]. Die gr

oere Bandbreite und die gr

oere Anzahl
gleichzeitig im gleichen Funkkanal aktiver Sender im Zellnetz erm

oglicht eine bessere
Mittelung der negativen Auswirkungen der frequenzselektiven zeitvarianten

Ubertra-
gungseigenschaften des Funkkanals [Bel63, Hoe92]. Diese Reduktion der Varianz bei im
Prinzip gleichbleibendem Erwartungswert wird als Diversit

at bezeichnet [Bla98, BJ96].
Ein Erh

ohen der Diversit

at ist im wesentlichen deshalb w

unschenswert, weil den Teil-
nehmer nicht der Erwartungswert der Qualit

at der Nachrichten

ubertragung interes-
siert, sondern die Wahrscheinlichkeit, da die Qualit

at der Nachrichten

ubertragung
unter ein akzeptables Niveau f

allt.
Die einfachste Technik zum Separieren der mit verschiedenen Spreizcodes gespreiz-
ten, gleichzeitig gesendeten Signale basiert auf der empf

angerseitigen Korrelation mit
dem entsprechenden Spreizcode [DB96, Vit95]. Die Signale der

ubrigen aktiven Sender
werden hierbei als Rauschen betrachtet. Diese St

orungen werden als Vielfachzugri-
sinterferenz (engl. Multiple Access Interference, MAI) bezeichnet. Verfahren, die die
Vielfachzugrisinterferenz als St

orung betrachten, werden auch als Verfahren mit Ein-
zelteilnehmerdetektion bezeichnet. Man kann aber auch das Wissen dar

uber ausnutzen,
da die anderen Signale mit ebenfalls bekannten Spreizcodes gespreizte Signalformen
sind. Derartige Empfangsverfahren werden als Verfahren mit Mehrteilnehmerdetektion
bezeichnet [KB92, KKKB94, DB96]. Es gibt zwei Klassen von Verfahren der Mehr-
teilnehmerdetektion. Die eine Klasse sind die sequentiell arbeitenden und auch als
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Verfahren mit Interferenzeliminierung (engl. Interference Cancellation) bezeichneten
Verfahren [VV96]. In die andere Klasse fallen die Verfahren, die auf einem auch als
gemeinsame Datensch

atzung bezeichneten gleichzeitigen Detektieren aller gleichzeitig
gesendeter Nachrichten basieren [Kle96]. JD-CDMA ist ein Konzept, das auf dem
parallelen Sch

atzen aller in einer Zelle gesendeter Nachrichten beruht.
Ein weiterer Aspekt beim Entwurf von Mobilfunksystemen ist das Ber

ucksichtigen
der durch den linearen, zeitvarianten Mobilfunkkanal zustandekommenden Verzerrun-
gen. Diese Verzerrungen bewirken unter anderem eine zu Intersymbolinterferenzen
(engl. Intersymbol Interference, ISI) f

uhrende zeitliche Dehnung gesendeter Signale
[L

uk95]. F

ur die relativ kurze Dauer eines Zeitschlitzes in einem Mobilfunksystem mit
Zeitmultiplex-Komponente kann der Mobilfunkkanal als zeitinvariant angesehen wer-
den, und der Eekt des Mobilfunkkanals kann durch eine Kanalimpulsantwort beschrie-
ben werden. Im JD-CDMA-Konzept werden bekannte Sendesequenzen verwendet, um
dem Empf

anger das Sch

atzen der Kanalimpulsantwort zu erm

oglichen [Ste95]. Diese
gesch

atzten Kanalimpulsantworten werden bei der anschlieenden Datensch

atzung mit
ber

ucksichtigt.
Ein wichtiger Schritt beim Entwurf eines Mobilfunksystems ist das Untersuchen der
zu erwartenden Systemeigenschaften, insbesondere der EÆzienz, mit der das zur
Verf

ugung stehende Frequenzband ausgenutzt wird [DB96, Ste96]. Eine geschlossene
analytische Untersuchung ist bei heutigen Mobilfunksystemen aufgrund ihrer Komple-
xit

at nicht m

oglich. Eine traditionelle Methode zum Bewerten der Leistungsf

ahigkeit
neuer nachrichtentechnischer Systeme besteht im Aufbau eines Experimentalsystems
und im Durchf

uhren von Messungen. Insbesondere bei komplexen Systemen ist es
in der Regel jedoch erforderlich, basierend auf ersten Erkenntnissen

uber die zu er-
wartenden Systemeigenschaften Verbesserungen durchzuf

uhren. Das Untersuchen ver-
schiedenster Verbesserungsvorschl

age wird jedoch erheblich erschwert, wenn jedesmal
weitreichende Modikationen des Experimentalsystems erforderlich sind. Heute stel-
len Computersimulationen zumindest in fr

uhen Entwicklungsphasen eine interessante
Alternative zu einem Experimentalsystem dar. Simulationen k

onnen die Realisierung
eines Experimentalsystems jedoch nicht ersetzen. Die Standardisierung eines Mobil-
funksystems ist eine weitreichende Entscheidung, so da nur solche Konzepte standar-
disiert werden k

onnen, an deren Leistungsf

ahigkeit und Realisierbarkeit keine Zweifel
bestehen. Simulationen bergen hier immer das Risiko, da wichtige Aspekte in den
verwendeten vereinfachten Modellen nicht hinreichend genau ber

ucksichtigt werden.
Es w

are aber auch sinnlos, zu versuchen, m

oglichst realit

atsnahe Modelle f

ur die Simu-
lationen zu verwenden, da dies den wesentlichen Vorteil von Simulationen gegen

uber
Messungen, n

amlich das schnelle Gewinnen von Ergebnissen, zunichte machen w

urde.
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Es w

are sehr aufwendig, komplexe, extrem realit

atsnahe Modelle in ein Simulations-
programm umzusetzen, und zum Durchf

uhren von Simulationen w

aren auch erhebliche
Rechenzeiten erforderlich. Eine sinnvolle Vorgehensweise ist folglich, sowohl Simula-
tionen als auch Messungen mit einem Experimentalsystem durchzuf

uhren. Zun

achst
werden mit Simulationen auf der Basis vereinfachter Modelle die wesentlichen Opti-
mierungen des Systemkonzepts durchgef

uhrt und charakteristische Systemeigenschaf-
ten ermittelt. Dann wird ein Experimentalsystem aufgebaut, und mit diesem werden
Messungen durchgef

uhrt. Im Idealfall gelingt es nachzuweisen, da die bei den Simu-
lationen verwendeten Modelle hinreichend genau waren und die Simulationsergebnisse
mit den Messungen

ubereinstimmen. Schlielich kann man weitere umfangreiche Si-
mulationen durchf

uhren, um ein umfangreiches Wissen

uber die Systemeigenschaften
zu erwerben. Mit dieser Vorgehensweise kann man mit wenigen teuren Messungen und
vielen einfachen Simulationen umfangreiche,

uberzeugende Aussagen

uber das System-
verhalten gewinnen.
F

ur das in dieser Arbeit betrachtete JD-CDMAMobilfunksystem wurden umfangreiche
Simulationen und Messungen durchgef

uhrt. Simulationsergebnisse zum Untersuchen
der Kanalsch

atzung ndet man beispielsweise in [SJ93, SJ94, SB93, Ste95], und Simula-
tionsergebnisse zum Untersuchen der Datensch

atzung ndet man in [BFKM93, FKB94,
KB92, JB95, KB93, KKKB96, JBB93, KKKB94, Kle96]. Es wurden auch gemeinsame
Simulationen von Kanal- und Datensch

atzung, die die gegenseitigen Wechselwirkun-
gen ber

ucksichtigen, durchgef

uhrt [JBNB94, Na95, Bla98]. Hier wurden auch etwas
komplexere Modelle verwendet, die beispielsweise Nichtlinearit

aten von Verst

arkern
und Quantisierungsfehler der Analog-Digital- und Digital-Analog-Umsetzer in der HF-
Ankopplung ber

ucksichtigen. Schlielich wurden noch Simulationen eines gesamten
Zellnetzes durchgef

uhrt [BKNS94a, BKNS94b, NSKJ95, Ste96]. Diskussionen der mit
dem in dieser Arbeit betrachteten Experimentalsystem gewonnene Meergebnisse n-
det man in [BMSW96, BMSW97, BBE
+
97, BEM
+
98a, BEM
+
98b].
Im Verlauf des Standardisierungsprozesses f

ur Mobilfunksysteme der dritten Generati-
on wurden viele zu dem in dieser Arbeit betrachteten Experimentalsystem vergleichbare
Experimentalsysteme f

ur andere

Ubertragungsverfahren realisiert. Tabelle 1.1 enth

alt
eine

Ubersicht der bekanntesten derartigen Projekte, eine Auistung der wichtigsten
Ziele der Projekte und eine exemplarische Auswahl an Ver

oentlichungen.
Ein nach Meinung des Autors noch unzureichend betrachteter Aspekt ist die Frage,
wie der Entwurf eines Experimentalsystems f

ur ein Mobilfunksystem sinnvollerweise zu
erfolgen hat. Die vorliegende Arbeit will auch einen Beitrag zur Beantwortung dieser
Frage leisten. Bei einem Experimentalsystem wird man

ahnlich wie bei einem Software
Radio auf eine universelle Hardwareplattform zur

uckgreifen, wenn auch die Motivation
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Tabelle 1.1. Experimentalsysteme f

ur Mobilfunksysteme der dritten Generation
Projektname Ziele Auswahl an Ver

oentlichungen
ATDMA Untersuchen eines Zeitmultiplex-
Konzepts f

ur Mobilfunksysteme
der dritten Generation
[CDE
+
94, MDE94]
CODIT Untersuchen eines Codemulti-
plex-Konzepts f

ur Mobilfunksy-
steme der dritten Generation
[BFG
+
94, BBGS94, AB94]
FIRST Untersuchen von Software Ra-
dio Architekturen f

ur zuk

unftige
Mobilfunksysteme, Implementie-
ren der Luftschnittstellenkonzep-
te DCS1800 und TD-CDMA
[MAK98, AKM98, KA98]
FRAMES Vergleichen der beiden Luft-
schnittstellenkonzepte W-CDMA
und TD-CDMA
[DJ99, CJ99, Whi99, NP99,
URJ
+
99]
hierzu, n

amlich die Einsparung von Entwurfsaufwand, eine andere ist [EF98]. Experi-
mentalsysteme und Produkte f

ur zuk

unftige Mobilfunksysteme werden sich daher im
Hinblick auf die Architekturen der digitalen Signalverarbeitung nicht mehr wesentlich
voneinander unterscheiden, so da die gleichen Modellierungs- und Synthesetechniken
anwendbar sind.
Bild 1.2 zeigt den f

ur das in dieser Arbeit betrachtete Experimentalsystem verwen-
deten Hardwareaufbau. Man erkennt auch im Hardwareaufbau relativ deutlich die in
Bild 1.1 dargestellte Architektur eines Software Radios. Der Hardwareaufbau besteht
aus einer Basisleiterplatte, die ein programmierbares Multiprozessorsystem enth

alt,
und zwei Steckkarten. Die linke Steckkarte entspricht weitgehend der HF-Ankopplung
eines Software Radios. Sie enth

alt im wesentlichen Analog-Digital- und Digital-Analog-
Umsetzer zum Umwandeln der

aquivalenten Tiefpasignale und, im Gegensatz zu ei-
nem Software Radio, eine speziell f

ur Zeitmultiplex ausgelegte Ablaufsteuerung, die
die genauen Sende- und Empfangszeitpunkte bestimmt. In Bild 1.2 sind die analogen
Schaltungsteile, die das hochfrequente Empfangssignal verst

arken und in das

aquiva-
lente Tiefpasignal umsetzen und das Sendesignal in das

aquivalente Bandpasignal
umsetzen, sowie der Sendeverst

arker nicht abgebildet. Ein weiterer wichtiger Unter-
schied zu einem universellem Software Radio besteht darin, da diese analogen Schal-
tungsteile Filter enthalten, die exakt auf die Bandbreite der interessierenden Signale
abgestimmt sind und somit nicht zum Empfang oder zum Senden von Signalen ande-
rer Bandbreiten geeignet sind. Es mu jedoch betont werden, da die zur digitalen
Signalverarbeitung eingesetzte Hardware in keinerlei Weise an das

Ubertragungsver-
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Bild 1.2. Experimentalsystem f

ur das JD-CDMA-Mobilfunksystem
fahren JD-CDMA angepat ist und somit die digitale Signalverarbeitung der eines
Software Radios entspricht. Die zweite Steckkarte enth

alt eine serielle Schnittstelle
zum Anschlieen eines als Bedieneinheit dienenden Arbeitsplatzrechners.
1.4 Rahmenbedingungen und Ziele der Arbeit
Ziel der vorliegenden Arbeit ist die Beschreibung von Modellierungs- und Entwurfs-
techniken sowie von resultierenden Hardware- und Softwarearchitekturen f

ur zuk

unf-
tige Mobilfunksysteme. Die Betrachtungen konzentrieren sich hierbei auf die digitale
Signalverarbeitung. Die Untersuchungen erfolgen am Beispiel eines Experimentalsy-
stems f

ur JD-CDMA. Die hier betrachteten Entwurfstechniken gliedern sich in einen
Top-Down-Entwurfsproze des Mobilfunksystems ein. Die am Anfang des Entwurfspro-
zesses stehenden Schritte der Spezikation der Anforderungen an das Mobilfunksystem
und des Entwurfs geeigneter

Ubertragungsverfahren sowie die nachrichtentechnische
Simulation des Mobilfunksystems zum Ermitteln der zu erwartenden Systemeigen-
schaften sind Gegenstand fr

uherer Arbeiten und werden hier nicht weiter betrach-
tet [Kle96, Ste96, Na95, Bla98, Ste95]. Realisierungsspezische Erweiterungen der
Algorithmen um Verfahren zur Synchronisation und Leistungsregelung sowie genaue
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Untersuchungen zum Einsatz von Festkommaarithmetik ndet man in [Sch99]. Zur
Signalisierung in dem Experimentalsystem wurden vereinfachte und entsprechend er-
weiterte Protokolle des GSM verwendet, deren Entwurf ebenfalls nicht Gegenstand der
vorliegenden Arbeit ist [MSW98, MS96, MSW97a].
In der vorliegenden Arbeit werden das zu realisierende

Ubertragungsverfahren, die hier-
zu zu implementierenden Algorithmen der Signalverarbeitung und die einzusetzenden
Protokolle als Anforderungsspezikation f

ur die zu realisierenden Mobilstationen und
Basisstationen angesehen. Sowohl Mobilstationen als auch Basisstationen sollen dem
Software-Radio-Konzept folgend auf einer gemeinsamen, universellen, vorgegebenen
Hardwareplattform realisiert werden, so da sich die Betrachtungen in der vorliegen-
den Arbeit auf den Entwurf der Softwarearchitekturen der digitalen Signalverarbeitung
konzentrieren k

onnen. Besonderes Interesse gilt hierbei dem Entwurf auf Systemebene,
das heit, der Partitionierung der Gesamtaufgabe in

uberschaubare Teilaufgaben, die
auf einem Multiprozessorsystem implementiert werden k

onnen.
Der dem Entwurf einer Softwarearchitektur im Top-Down-Entwurfsproze folgende
Entwurfsschritt ist die Programmierung der einzelnen Tasks und insbesondere auch
der Signalverarbeitungsalgorithmen. Dieser Entwurfsschritt wird heute bereits gut be-
herrscht. Die Programmierung selbst wird daher in der vorliegenden Arbeit nicht weiter
betrachtet.
Die konkreten Ziele der vorliegenden Arbeit sind:
 Darstellen der neuen Herausforderungen bei der Realisierung zuk

unftiger Mobil-
funksysteme. Dies ist in der Einleitung bereits geschehen.
 Das

ubersichtsartige Darstellen von Modellierungstechniken f

ur Hardwarearchi-
tekturen und Softwarearchitekturen digitaler nachrichtentechnischer Systeme.
Besonderes Interesse gilt den Aufbaumodellen und Ablaufmodellen.
 Beschreiben des JD-CDMA-Mobilfunksystems. Hierbei sind insbesondere die f

ur
die Systemarchitektur relevanten Aspekte herauszuarbeiten.
 Vorstellen des neuen, auf einer Separierung von Datenu und Kontrollu basie-
renden Entwurfskonzepts. Die Entwurfsaufgabe wird hierbei in zwei wesentlich
einfachere Aufgaben, den Entwurf von Operationswerk und Steuerwerk, aufge-
teilt. Es zeigt sich, da dieses Entwurfskonzept weitgehend unabh

angig von der
verwendeten Hardwarearchitektur ist, und da die Implementierung des Steuer-
werks kritisch ist.
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 Beschreiben und Vergleichen zweier exemplarischer Implementierungen des Steu-
erwerks.
 Genauere Untersuchung der Echtzeitproblematik. Insbesondere ist zu untersu-
chen, wann auf das exakte Erf

ullen der Echtzeitbedingung verzichtet werden
kann, und welche Forderungen stattdessen an die Verarbeitungsleistung der digi-
talen Signalverarbeitung eines Mobilfunksystems zu stellen sind.
 Diskussion einiger Aspekte der Projektdurchf

uhrung. Die Entwicklung neuer
nachrichtentechnischer Systeme wie zum Beispiel von Mobilfunksystemen erfolgt
h

aug in einer engen Kooperation von Industrie und Forschung. Am Beispiel der
Mobilfunksysteme der dritten Generation soll der typische Entstehungsproze
eines solchen Systems erl

autert werden, und insbesondere sollen die sich hieraus
f

ur die Universit

aten ergebenden Herausforderungen diskutiert werden.
1.5 Inhalts

ubersicht und wesentliche Ergebnisse
Die Gliederung der Arbeit orientiert sich an den im vorhergehenden Abschnitt 1.4
dargestellten Zielen.
In Kapitel 2 werden Modellierungstechniken f

ur digitale nachrichtentechnische Syste-
me vorgestellt. Die Modellierungstechniken werden zun

achst anhand der unterschied-
lichen m

oglichen Sichtweisen klassiziert. Es gibt im wesentlichen drei verschiedene
Sichtweisen: Datenmodelle, Aufbaumodelle und Ablaufmodelle. Datenmodelle sind
hier nicht von Interesse, so da sich die folgenden Ausf

uhrungen auf Instanzennetze
als Aufbaumodell und Petrinetze als universelle Modellierungstechnik f

ur Verhalten
konzentrieren. Zum Modellieren von Zeitverhalten kann man zeitbehaftete Petrinetze
verwenden. In der Vergangenheit wurden Datenumodelle, die als Sonderfall von Pe-
trinetzen angesehen werden k

onnen, f

ur den Entwurf nachrichtentechnischer Systeme
vielfach eingesetzt.
Eine Darstellung des JD-CDMA-Mobilfunksystems ist Gegenstand von Kapitel 3. Die
Signalverarbeitung wird aus nachrichtentechnischer Sicht kurz beschrieben, wobei ins-
besondere die zu implementierenden Signalverarbeitungsalgorithmen und deren Zusam-
menspiel herausgearbeitet wird. Diese Aspekte werden auf der Systemebene modelliert.
Dieses Modell ist Ausgangspunkt f

ur den Systementwurf. Bereits auf der Basis dieses
Modells k

onnen einige Aussagen

uber die Realisierungsm

oglichkeiten von JD-CDMA
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gemacht werden. Es zeigt sich, da JD-CDMA besonders g

unstig mit digitalen Signal-
prozessoren realisiert werden kann, und da eine Parallelisierung f

ur Multiprozessorar-
chitekturen m

oglich ist.
In Kapitel 4 wird der Entwurf einer Softwarearchitektur f

ur das JD-CDMA-
Experimentalsystem beschrieben. Hierzu wird zun

achst die zu verwendende Hard-
warearchitektur beschrieben, die als typischer Vertreter der Hardwarearchitekturen
zuk

unftiger Mobilfunksysteme angesehen werden kann. Es folgt eine Beschreibung der
grunds

atzlichen Softwarearchitektur, deren wesentliches Merkmal die Trennung von
Operationswerk und Steuerwerk ist. W

ahrend die Realisierung des Operationswerks
relativ einfach ist, bedarf die Realisierung des strukturell wesentlich komplexeren Steu-
erwerks einer genaueren Betrachtung. Es werden zwei alternative Realisierungsvarian-
ten vorgestellt und verglichen. Die Implementierung mittels Petrinetzabwickler folgt
direkt aus der in Kapitel 3 vorgestellten Modellierung auf Systemebene, ist aber lei-
der sehr ineÆzient, das heit, das Steuerwerk ist zu langsam, um das Operationswerk
gut auszulasten. Wesentlich eÆzienter ist eine auf statischer Ablaufplanung basierende
Implementierung des Steuerwerks, die ebenfalls beschrieben wird.
Wie bereits in Abschnitt 1.2.3 erw

ahnt, ist der Echtzeitbetrieb eine wesentliche Anfor-
derung an die digitale Signalverarbeitung in derzeitigen Mobilfunksystemen. In Kapitel
5 wird untersucht, inwiefern von einer harten Erf

ullung der Echtzeitanforderungen in
zuk

unftigen Mobilfunksystemen abgewichen werden kann. Wesentlicher Aspekt hier-
bei ist der Einsatz paketvermittelter Tr

agerdienste, deren Verkehrscharakteristik f

ur
die Untersuchungen modelliert wird. Mit diesem Modell wird untersucht, wie hoch
die Datenpaketverlustwahrscheinlichkeit bei Mobilstationen ist, die die Echtzeitanfor-
derung nicht exakt erf

ullen. Aus dem Vergleich dieser Verlustwahrscheinlichkeiten mit
den aus Bitfehlern bei der Funk

ubertragung resultierenden Verlustwahrscheinlichkei-
ten ergibt sich eine Dimensionierung f

ur Puergr

oen und Verarbeitungsleistung der
Mobilstation.
Der Ablauf der Entwicklung und Standardisierung eines nachrichtentechnischen Sy-
stems wird in Kapitel 6 am Beispiel der Mobilfunksysteme der dritten Generation
erl

autert. Besonderes Interesse gilt der Projektdurchf

uhrung bei der Realisierung von
Experimentalsystemen und den M

oglichkeiten der Kooperation von Industrie und Uni-
versit

aten.
Kapitel 7 fat den Inhalt und die Ergebnisse der Arbeit kurz zusammen. Es zeigt sich,
da der auf der Trennung von Operationswerk und Steuerwerk basierende Entwurf
nachrichtentechnischer Systeme einen

ubersichtlichen, arbeitssparenden und zu guten
Resultaten f

uhrenden Entwurfsproze erm

oglicht.
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Modellierungstechniken f

ur digitale
nachrichtentechnische Systeme
2.1 Ziele der Modellierung
Unter einem Modell im Bereich des Entwurfs technischer Systeme versteht man ei-
ne Abbildung des technischen Systems unter Hervorhebung f

ur wesentlich erachteter
Eigenschaften und Auerachtlassen als nebens

achlich angesehener Aspekte. Charakte-
ristisch f

ur technische Systeme ist die Vorstellung, da das Verhalten des Systems durch
das Zusammenwirken des Verhaltens von Systemteilen modelliert wird. Im folgenden
sollen unter dem Begri System nur die hier interessierenden technischen Systeme ver-
standen werden. Die beiden wesentlichen Ziele der auch als Modellierung bezeichneten
Abbildung des Systems sind
 die Dokumentation beziehungsweise Beschreibung gew

unschter oder existierender
technischer Systeme und
 die Synthese neuer technischer Systeme durch Transformation von Modellen.
Die Beschreibung gew

unschter oder existierender Systeme kann verschiedenen Zwecken
dienen. Zum ersten f

ordert das Modellieren das Verst

andnis des Systems. Indem man
die zun

achst noch verschwommenen Vorstellungen

uber das System mittels pr

aziser,
formaler Hilfsmittel konkretisiert, verschat sich der Modellierer selbst ein genaueres
Verst

andnis des Systems und gewinnt wom

oglich durch die intensive Besch

aftigung mit
dem System und aufgrund der Erfahrung aus der Modellierung anderer vergleichbarer
Systeme neue Erkenntnisse. Mittels der Modellierung ist es nun auch m

oglich, diese
neuen Erkenntnisse oder

uberhaupt die Vorstellungen

uber ein System festzuhalten,
um sp

ater einmal wieder darauf zur

uckgreifen zu k

onnen. Sehr wichtig bei gr

oeren
Projekten, wie zum Beispiel dem Realisieren moderner nachrichtentechnischer Syste-
me, ist auch die Kommunikation mit anderen Entwicklern. Der Einsatz von Modellen
ist eine Grundvoraussetzung f

ur eine erfolgreiche Kommunikation zwischen Entwick-
lern. Wichtig f

ur die Kommunikation ist, da die verwendeten Modellierungstechni-
ken allen Kommunikationspartnern bekannt sind. Die Kommunikation kann sich voll
auf das Vermitteln von Wissen

uber das konkrete System konzentrieren und wird we-
sentlich eÆzienter, wenn die verwendeten Modellierungstechniken nicht mehr erl

autert
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werden m

ussen. Wenn einer der Kommunikationspartner mit einer verwendeten Mo-
dellierungstechnik nicht vertraut ist, so mu er diese zun

achst erlernen, bevor man

uber konkrete System sprechen kann. Im Zusammenhang mit dem Einsatz von Mo-
dellierungstechniken zur Kommunikation mu man folglich zwei wesentliche Arten von
Arbeitsaufw

anden unterscheiden, n

amlich dem Aufwand zum Erlernen einer Modellie-
rungstechnik und dem Aufwand zum Erstellen eines konkreten Modells. Da die Mo-
dellierungstechnik von allen an der Kommunikation Beteiligten erlernt werden mu,
das Modell aber nur von einem oder von wenigen Kommunikationspartnern in Grup-
penarbeit erstellt wird, ist es bei groen Projekten erforderlich, m

oglichst wenige ver-
schiedene Modellierungstechniken einzusetzen. So kann der gesamte Arbeitsaufwand
minimiert werden. Es ist also sinnvoll, sich auch um den Preis eines etwas h

oheren
Modellierungsaufwandes beim Erstellen eines bestimmten Modells insgesamt auf we-
nige, m

oglichst universelle Modellierungstechniken zur Kommunikation innerhalb der
Arbeitsgruppe zu beschr

anken. In den folgenden Abschnitten wird ein solches minima-
les Repertoire an Modellierungstechniken f

ur den Anwendungsbereich des Realisierens
moderner nachrichtentechnischer Systeme mit Mitteln der Digitaltechnik vorgestellt.
Es werden also ausschlielich Modellierungstechniken f

ur diskrete Systeme betrachtet.
In den folgenden Kapiteln wird anhand des Beispiels des Experimentalsystems f

ur das
JD-CDMA-Mobilfunksystem nachgewiesen, da die hier vorgestellten Instanzennetze
und Petrinetze als Repertoire an Modellierungstechniken ausreichen.
Ein weiteres Ziel der Modellierung ist die Synthese von Systemen. Die formalen Modelle
eines Systems k

onnen mit algorithmischen Techniken in andere Modelle transformiert
werden. Durch wiederholte Transformationen gelingt es, aus dem anf

anglichen Modell
des Systems, das nur die Anforderungen beschreibt, ein Modell zu erhalten, das mit den
verf

ugbaren Technologien direkt in eine physikalische Realisierung des Systems umge-
setzt werden kann. Man kann im Prinzip zwei Arten der Transformation unterscheiden.
Zum einen ist es m

oglich, ein Modell in ein anderes

aquivalentes, aber einfacher zu rea-
lisierendes Modell umzuwandeln, und zum anderen kann ein Modell weiter verfeinert
werden. Im ersten Fall bewegt man sich auf der gleichen Abstraktionsebene, w

ahrend
man im zweiten Fall zu tieferen Abstraktionsebenen wechselt. Zum Beherrschen groer
Systeme ist es erforderlich, beim Verfeinern von Modellen auch noch im urspr

unglichen
Modell nicht enthaltene Informationen hinzuzuf

ugen. Solche Entwurfsschritte k

onnen
daher nicht automatisch ablaufen, da das Wissen des Systementwerfers ben

otigt wird.
Tabelle 2.1 enth

alt eine Literatur

ubersicht zu den in diesem Kapitel diskutierten Mo-
dellierungstechniken. Da die Literatur zu diesem Themenbereich sehr umfangreich
ist, ist es im Rahmen der vorliegenden Arbeit nicht m

oglich, auch nur ann

ahernd al-
le relevanten Werke direkt aufzuf

uhren. Die Tabelle enth

alt daher neben Verweisen
auf einige Standardwerke und

Ubersichtsaufs

atze Verweise auf weitere Bibliographien.
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Bild 2.1. Klassikation von Modellierungstechniken
Im folgenden werden die wichtigsten aus der Literatur bekannten Begrie aus dem
Bereich der Modellierung diskreter Systeme vorgestellt. Das Ziel ist es, eine einheit-
liche Begriswelt f

ur die Beschreibung von Signalverarbeitungskonzepten zuk

unftiger
Mobilfunksysteme zu schaen.
2.2 Klassikation von Modellierungstechniken
Bild 2.1 veranschaulicht eine Klassikation von Modellierungstechniken anhand der mit
ihnen beantwortbaren Fragestellungen. Den unterschiedlichen m

oglichen Fragestellun-
gen entsprechen verschiedene Sichtweisen ein und desselben Systems mit zugeh

origen,
v

ollig unterschiedlichen Modellen. Wie das Bild 2.1 zeigt, gibt es keine Modellierungs-
technik, die alle auftretenden Fragestellungen beantworten kann.
Aufbaumodelle beantworten die Frage, wo relevante Variablen sichtbar sind und wer
diese Variablen lesen oder auch ver

andern kann. Es werden also Akteure sowie Be-
obachtungsorte identiziert und die Beziehungen untereinander beschrieben. In der
Regel hat ja nicht jeder Akteur Zugang zu allen Beobachtungsorten. Bekannte Model-
lierungstechniken f

ur Aufbaumodelle sind Schaltbilder elektrischer Schaltungen, Block-
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Tabelle 2.1. Ver

oentlichungen zum Thema Modellierung diskreter Systeme
Themenbereich Literaturstelle wesentliche Inhalte

Uberblick [Wen91] Grundlagenlehrbuch, enth

alt auch Kapitel

uber Instanzennetze und Petrinetze
[Wen82]

Ubersichtsaufsatz zum Thema Modellie-
rungstechniken
[Wen70] Einsatz des Steuerkreismodells beim Schalt-
werksentwurf
Petrinetze [Pet62] Dissertation von Carl Adam Petri
[Mur89]

Ubersichtsaufsatz zum Thema Petrinetze,
umfangreiches Literaturverzeichnis
[Bau96] Lehrbuch

uber Petrinetze
[RW82] Lehrbuch

uber Petrinetze
[Rei82] Lehrbuch

uber Petrinetze
[Sta80] Lehrbuch

uber Petrinetze
[BK96] Lehrbuch

uber stochastische Petrinetze
[Sch89] zeitbehaftete Petrinetze
[TG96] Theoretische Grundlagen der Verkehrstheo-
rie
[Bol89] Anwendung von Warteschlangenmodellen
zur Leistungsbewertung von Rechnersyste-
men
Datenumodelle [BML96] Lehrbuch

uber Datenumodelle und Syn-
thesetechniken
[Tei97] Lehrbuch

uber Hardware-Software-
Codesign, einem wichtigen Anwendungs-
gebiet von Datenumodellen und darauf
aufbauender Synthesetechniken
[LM87] Datenumodelle
[LH89] Klassikation von Ablaufplanungs- und Bin-
dungsstrategien in Multiprozessorsystemen
[Buc95] Bibliographie zum Thema Hardware-
Software-Codesign
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schaltbilder nachrichtentechnischer Systeme oder auch die sp

ater in Abschnitt 2.3 noch
genauer betrachteten Instanzennetze f

ur Systeme mit diskretem Verhalten [Wen91].
Den Beobachtungsorten eines Aufbaumodells sind mittels der Typbindung Werteberei-
che der dort sichtbaren Variablen zugeordnet. Die Wertebereiche k

onnen mit Daten-
modellen modelliert werden, die eine Antwort darauf geben, was man an bestimmten
Orten alles sehen k

onnte. Beispielsweise verwendet man im Bereich der Datenbank-
systeme, wo man mit sehr komplizierten Datentypen arbeitet, hierzu h

aug Entity
Relationship Diagramme [Dat95, KE99]. Im Bereich der Nachrichtentechnik kommt
man in der Regel mit wesentlich einfacheren Wertebereichen, wie zum Beispiel diskre-
ten Symbolen, reellen oder komplexen Zahlen sowie Folgen, Vektoren und Matrizen
aus Elementen mit diesen Wertebereichen aus. Die Datenmodelle, die man im Bereich
nachrichtentechnischer Systeme vorndet, sind folglich trivial und m

ussen nicht weiter
betrachtet werden.
Ablaufmodelle diskreter Systeme beantworten die Frage, wann sich Variablenwerte

andern. Die

Anderung eines Variablenwertes ist ein Ereignis, und Ablaufmodelle be-
schreiben, welche Ereignisse es gibt und wie Ereignisse voneinander abh

angen. Ablauf-
modelle diskreter Systeme kann man weiter klassizieren. Wichtige Kriterien hierzu
sind Eigenschaften der Abl

aufe wie Nebenl

augkeit, Koniktfreiheit und Determiniert-
heit. Ein bekanntes Modell f

ur nebenl

augkeitsfreie, determinierte Abl

aufe ist das
Automatenmodell [Wen91, Lip98]. Insbesondere in der Nachrichtentechnik interessiert
man sich h

aug f

ur nebenl

auge, koniktfreie, determinierte Abl

aufe, die mit Daten-
umodellen modelliert werden k

onnen [LM87, BML96]. Eine universelle Ablaufmodel-
lierungstechnik f

ur diskrete Systeme sind die Petrinetze [Rei82, Mur89, Wen91, Bau96].
Sowohl Datenumodelle als auch Automatenmodelle k

onnen als spezielle Petrinetz-
modelle aufgefat werden.
Schlielich ist noch die Frage zu beantworten, wie sich Variablenwerte

andern. Dies
wird mittels Funktionen beschrieben, die die Elemente der Wertebereiche der Variablen
in Relation zueinander setzen. Ein klassisches Arbeitsgebiet der Nachrichtentechnik
ist das Untersuchen solcher Funktionen. Solange man sich nur mit der theoretischen
und simulativen Analyse nachrichtentechnischer System besch

aftigt, kann man die Be-
trachtungen auf typische Betriebsf

alle beschr

anken und bis zur Trivialit

at vereinfachte
Abl

aufe und Aufbauten verwenden. Diese Vereinfachungen sind bei einer Realisierung
des Systems nicht mehr m

oglich, so da Ablaufmodelle und Aufbaumodelle hier an Be-
deutung gewinnen. In einem realen System m

ussen alle denkbaren Betriebszust

ande
ber

ucksichtigt werden, und die Abl

aufe im System sowie die Systemstruktur m

ussen so
optimiert werden, da ein Echtzeitbetrieb mit einem akzeptabeln Realisierungsaufwand
m

oglich wird.
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2.3 Instanzennetze
Instanzennetze sind Aufbaumodelle f

ur Systeme, die aus gerichteten Komponenten
mit diskretem Verhalten aufgebaut sind [Wen91, Wen82]. Graphisch stellt man In-
stanzennetze als bipartite gerichtete Graphen dar. Die eine, auch als Instanzen oder
Akteure bezeichnete Knotenmenge wird mit Rechtecken dargestellt. Die zweite, auch
als Speicher bezeichnete Knotenmenge wird mit Kreisen dargestellt. Speicher werden
hier sowohl als klassische Speicher zum

Uberbr

ucken zeitlicher Distanzen aufgefat,
als auch als Leitungen zum

Uberbr

ucken r

aumlicher Distanzen. Das heit, da Varia-
blen auch als Speicher modelliert werden. Die mit Pfeilen symbolisierten gerichteten
Kanten d

urfen nur zwischen Knoten verschiedener Klassen verlaufen, also von einem
Speicher zu einer Instanz oder umgekehrt. Eine Kante von einer Instanz zu einem
Speicher bedeutet, da die Instanz den Inhalt des Speichers

andern kann. Eine Kante
von einem Speicher zu einer Instanz bedeutet, da die Instanz den Inhalt des Speichers
lesen kann. Damit eine Instanz den Inhalt eines Speichers ausgehend vom bisherigen
Wert modizieren kann, mu sowohl ein Pfeil von der Instanz zum Speicher als auch
in umgekehrter Richtung vorhanden sein. Wann Zugrie auf die Speicherinhalte er-
folgen, wird in einem Instanzennetz nicht modelliert. Hierf

ur sind die Ablaufmodelle
zust

andig.
Bild 2.2 zeigt ein einfaches Beispiel eines Instanzennetzes mit drei Instanzen und drei
Speichern. Der Speicher S1 k

onnte hier auch eine Variable modellieren. Der Speicher
S2 kann keine Variable sein, da eine Variable nicht gleichzeitig von zwei Instanzen
bestimmt werden kann, das heit, zu einer Variablen darf nur ein Pfeil hinf

uhren.
Ebenso ist der Speicher S3 keine Variable, da es nicht sinnvoll w

are, da die Instanz
I3 gleichzeitig den Wert der Variablen vorgibt und diesen Wert wieder zur

uckliest. Ein
Speicher kann wie in Bild 2.3 gezeigt als Speicherinstanz, Ausgangsvariable und einer
Eingangsvariable je zum Speicher hinf

uhrender Kante verfeinert werden. Insbesondere
sehen alle Instanzen, zu denen eine Kante von einem Speicher hinf

uhrt, den gleichen
Wert, da sie in der Verfeinerung ja die gleiche Ausgangsvariable lesen.
Instanzennetze eignen sich auch zum hierarchischen Modellieren eines Systems. Hierzu
ist es m

oglich, eine Instanz eines Netzes auf hoher Abstraktionsebene auf einer nied-
rigeren Abstraktionsebene durch ein Instanzennetz zu verfeinern. Die Instanz auf der
hohen Abstraktionsebene und das Instanzennetz auf der niedrigeren Abstraktionsebe-
ne m

ussen von den gleichen Speichern mit den gleichen Zugrism

oglichkeiten umgeben
sein. F

ur die Verfeinerung von Speichern ergeben sich Einschr

ankungen, da alle um-
liegenden Instanzen den gleichen Wert sehen m

ussen und der Speicher selbst Werte
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Bild 2.3. Modellierung mit Variablen statt Speichern
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nicht ver

andern soll. Neben der bereits gezeigten Verfeinerung mit Eingangsvaria-
blen, Ausgangsvariabler und Speicherinstanz ist nur die Strukturierung eines Speichers
durch Aufspalten in mehrere kleinere Speicher m

oglich. Insbesondere folgt aus der
hier beschriebenen M

oglichkeit der hierarchischen Modellierung, da Instanzennetze
zur Modellierung auf vielen Abstraktionsebenen geeignet sind.
Neben der Einschr

ankung auf diskrete Systeme besteht ein wesentlicher Unterschied der
Instanzennetze zu den in der Nachrichtentechnik h

aug eingesetzten Blockschaltbildern
in der Verwendung von Speichern. In Blockschaltbildern werden die h

aug gar nicht
dargestellten Schnittstellenvariablen zwischen den als Bl

ocken bezeichneten Akteuren
gleichgesetzt. Eine Schnittstellenvariable kann aber nur von einem Block bestimmt
werden, so da bei komplizierteren Systemen, in denen Variablenwerte alternativ von
verschiedenen Bl

ocken stammen sollen,

ahnlich dem im Bild 2.3 dargestellten Fall,
spezielle Akteure zum selektiven Weiterleiten der Werte ben

otigt werden. Dies macht
Blockschaltbilder zum Beschreiben der im Rahmen dieser Arbeit untersuchten Systeme
un

ubersichtlich und damit ungeeignet.
2.4 Petrinetze
Petrinetze sind als Verhaltensmodelle f

ur diskrete Systeme, also auch f

ur die im Rah-
men dieser Arbeit betrachteten, mit Mitteln der Digitaltechnik realisierten nachrich-
tentechnischen Systeme einsetzbar. Die Abl

aufe in einem solchen System werden im
allgemeinen nicht durch eine Folge, sondern durch ein Folgengeecht von Ereignissen
beschrieben [Wen91]. Das Folgengeecht beschreibt die kausalen Abh

angigkeiten der
Ereignisse. Da ein System im allgemeinen nicht nur einen Ablauf, also ein Folgenge-
echt von Ereignissen hervorbringen kann, sondern es mehrere alternative Abl

aufe gibt,
ben

otigt man zum kompakten Darstellen des Systemverhaltens ein generatives Schema
f

ur alle m

oglichen Folgengeechte. Ein solches generatives Schema f

ur Folgengeechte
sind die nach dem deutschen Mathematiker Carl Adam Petri benannten Petrinetze
[Pet62].
Formal besteht ein Petrinetz aus einem Netzgraphen und einer Dynamisierungsvor-
schrift [Mur89]. Der Netzgraph ist ein bipartiter gerichteter Graph. Die erste als
Stellen (oder auch Pl

atze) bezeichnete Art von Knoten symbolisiert man in der gra-
phischen Darstellung durch Kreise. Die zweite als Transitionen bezeichnete Art von
Knoten symbolisiert man durch Rechtecke. Die durch Pfeile symbolisierten gerichteten
Kanten verbinden nur verschiedenartige Knoten. Parallel verlaufende Kanten sollen
ausgeschlossen werden. Die Stellen k

onnen mit einer bestimmten Anzahl an Marken
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markiert sein. Die Marken werden durch dicke Punkte in den Stellen symbolisiert. Je-
de Stelle kann jedoch nur eine maximale, als Kapazit

at der Stelle bezeichnete Anzahl
an Marken aufnehmen. Die Kapazit

aten sind entweder nat

urliche Zahlen oder auch
unendlich. Den Kanten ist ein Kantengewicht aus der Menge der nat

urlichen Zahlen
zugeordnet. Zur Vereinfachung der Darstellung gibt man Kantengewichte und Stellen-
kapazit

aten von eins nicht explizit an. Schlielich ist mittels der Anfangsmarkierung
jeder Stelle eine anf

angliche Markenanzahl aus der Menge der nat

urlichen Zahlen in-
klusive Null zugeordnet. Die Stellen, von denen eine Kante zu einer Transition f

uhrt,
bezeichnet man als Eingangsstellen dieser Transition. Analog dazu bezeichnet man
die Stellen, zu denen von der Transition aus eine Kante hinf

uhrt, als Ausgangsstellen.
Man beachte, da Stellen zugleich Eingangs- und Ausgangsstellen sein k

onnen.
Aus der Anfangsmarkierung k

onnen mit der als Schaltregel bezeichneten Dynami-
sierungsvorschrift iterativ Folgemarkierungen gewonnen werden. Eine Transition ist
schaltbereit, wenn
 die Anzahl der Marken auf den Eingangsstellen mindestens dem jeweiligen Kan-
tengewicht der zur Transition f

uhrenden Kante entspricht und
 die Anzahl der Marken auf den Ausgangsstellen weniger dem Kantengewicht einer
eventuell ebenfalls vorhandenen Kante zu der Transition maximal der Kapazit

at
der Stelle weniger dem Kantengewicht der zu der Stelle f

uhrenden Kante ent-
spricht.
Die Schaltbereitschaft einer Transition stellt also sicher, da beim Schalten der Tran-
sition die den Kantengewichten entsprechenden Markenanzahlen entlang der Kanten
bewegt werden k

onnen, also
 von den Eingangsstellen jeweils die dem Kantengewicht entsprechende Marken-
anzahl weggenommen werden kann und
 anschlieend zu den Marken auf den Ausgangsstellen die dem jeweiligen Kanten-
gewicht entsprechende Anzahl an Marken hinzugelegt werden kann.
Durch das Schalten einer Transition entsteht eine neue Folgemarkierung. Die von einer
Anfangsmarkierung durch Schaltfolgen erreichbaren Markierungen k

onnen

ubersicht-
lich im Markierungs

ubergangsgraphen dargestellt werden [Wen91]. Jeder erreichbaren
Markierung entspricht ein Knoten im Markierungs

ubergangsgraphen. Eine gerichtete
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Kante zwischen zwei Knoten im Markierungs

ubergangsgraphen bedeutet, da die Mar-
kierung, zu der die Kante hinf

uhrt, aus der Markierung, von der die Kante wegf

uhrt,
durch Schalten von Transitionen erzeugt werden kann. Hierbei ist sowohl das Schalten
einer Transition als auch das nebenl

auge Schalten mehrerer Transitionen zu ber

uck-
sichtigen. Bild 2.5 zeigt den zum Petrinetz nach Bild 2.4 geh

orenden Markierungs

uber-
gangsgraphen. Die Kanten sind hier mit den zu schaltenden Transitionen beschriftet.
Durch Weglassen der dem nebenl

augen Schalten mehrerer Transitionen entsprechen-
den Kanten erh

alt man aus dem Markierungs

ubergangsgraphen den Erreichbarkeits-
graphen.
Anhand des in Bild 2.4 gezeigten Petrinetzes soll nun noch gezeigt werden, wie das
Folgengeecht der Ereignisse generiert werden kann. Bei dem auch als Abwickeln des
Petrinetzes bezeichneten fortlaufenden Schalten von Transitionen erzeugt jedes Schal-
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Bild 2.6. Ein m

ogliches Folgengeecht
ten einer Transition ein Vorkommen im Folgengeecht. Die Vorkommen werden im
Folgengeecht durch Knoten symbolisiert, und zwei Knoten sind genau dann durch
einen Pfeil verbunden, wenn die beiden zugeh

origen Schaltvorg

ange kausal voneinan-
der abh

angen. Die zu dem Knoten, zu dem der Pfeil hinf

uhrt, geh

orende Transition
kann erst schalten, wenn die Transition, die zu dem Knoten geh

ort, von dem der Pfeil
ausgeht, geschaltet hat. Bild 2.6 zeigt einen Ausschnitt aus einem mit dem Petrinetz
nach Bild 2.4 erzeugbaren Folgengeecht. Die Transitionen C und D werden in dem hier
betrachteten Petrinetz gleichzeitig schaltbereit. Das Schalten einer der beiden Transi-
tionen zerst

ort jedoch die Schaltbereitschaft der anderen Transition. Diese Situation
bezeichnet man als Konikt. Je nachdem, wie die Konikte zwischen den Transitionen
C und D gel

ost werden, entstehen unterschiedliche Folgengeechte.
Petrinetze, bei denen s

amtliche Kantengewichte und Stellenkapazit

aten gleich eins sind,
in denen es keine Stellen gibt, von denen eine Kante zu einer Transition hin verl

auft
und von der selben Transition eine Kante zur Stelle hin verl

auft und in denen es
nicht mehrere Knoten mit den gleichen Vorg

angern und Nachfolgern gibt, werden auch
Bedingungs-Ereignis-Netze genannt. Die Transitionen kann man hier als Ereignisse
interpretieren, und die Schaltbereitschaft ist die Bedingung daf

ur, da dieses Ereignis
auftreten kann. Das Petrinetz nach Bild 2.4 ist beispielsweise ein Bedingungs-Ereignis-
Netz. Es kann gezeigt werden, da Petrinetze mit beliebigen Kantengewichten und
endlichen Kapazit

aten der Stellen in

aquivalente Bedingungs-Ereignis-Netze transfor-
miert werden k

onnen, also nicht modellierungsm

achtiger sind. Ein Petrinetz ist sicher
markiert, wenn die Schaltbereitschaft bereits bei der Verf

ugbarkeit der Marken auf
den Eingangsstellen gegeben ist. Ein Petrinetz wird als lebendig markiert bezeichnet,
wenn ausgehend von jeder von der Anfangsmarkierung durch Schaltfolgen erreichbaren
Markierung jede Transition durch eine geeignete Schaltfolge wieder schaltbereit wer-
den kann. F

ur eine Einf

uhrung in die Begriswelt der Petrinetze siehe zum Beispiel
[Wen91].
Schlielich soll noch die M

oglichkeit der hierarchischen Modellierung mittels Petrinet-
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zen erw

ahnt werden. Eine sinnvolle Strategie zum hierarchischen Modellieren besteht
darin, Transitionen durch Petrinetze zu verfeinern. Eine Transition auf einer hohen Ab-
straktionsebene kann also durch ein Petrinetz auf einer niedrigeren Abstraktionsebene
ersetzt werden, das durch Gleichsetzen von Pl

atzen in das Petrinetz auf der h

oheren
Abstraktionsebene, in dem sich die urspr

ungliche Transition befand, eingebunden wird.
2.5 Zeitbehaftete Petrinetze
Zum Untersuchen der Echtzeitproblematik ist es erforderlich, neben den in den bisher
vorgestellten Petrinetzmodellen erfaten Kausalabh

angigkeiten auch noch Zeitverhal-
ten zu modellieren. Man kann hierzu erweiterte Petrinetzmodelle verwenden. Es gibt
prinzipiell zwei M

oglichkeiten, zeitbewertete Elemente in ein Petrinetz einzubringen
[BK96, Sch89], n

amlich
 Petrinetze mit zeitbewerteten Stellen und
 Petrinetze mit zeitbewerteten Transitionen.
Bei Petrinetzen mit zeitbewerteten Stellen sind die auf den Stellen liegenden Marken
entweder in dem Zustand verf

ugbar oder in dem Zustand nicht-verf

ugbar. Beim Schal-
ten von Transitionen d

urfen nur solche Marken von Stellen weggenommen werden, die
auch verf

ugbar sind. In der Anfangsmarkierung sind zun

achst alle Marken verf

ugbar.
Nach einem Schaltvorgang, der ohne Zeitverbrauch geschieht, sind die neu auf Stellen
gelegten Marken zun

achst nicht-verf

ugbar. Nach einer gewissen Zeit gehen diese Mar-
ken dann in den Zustand verf

ugbar

uber. Die Zeit, die bis zum Verf

ugbarwerden einer
Marke verstreicht, stellt also eine Mindestverweilzeit der Marke auf der Stelle dar.
Es gibt zwei Varianten von zeitbewerteten Transitionen. Zum einen kann man fordern,
da eine zeitbewertete Transition vor dem Schalten eine gewisse Zeit ununterbrochen
schaltbereit gewesen sein mu. Die Transition selbst schaltet dann ohne Zeitverbrauch.
Man spricht hier von Transitionen mit Schaltverz

ogerungszeit. Die zweite Variante von
zeitbewerteten Transitionen ordnet den Transitionen eine Schaltzeit zu. Nachdem beim
Schalten der Transition die Marken von den Eingangsstellen weggenommen wurden,
dauert es eine gewisse Zeit, bis die neuen Marken auf den Ausgangsstellen erscheinen.
Ein weiteres Klassikationsmerkmal f

ur zeitbehaftete Petrinetze betrit die Zeiten
selbst [BK96, Sch89]. Man unterscheidet hier
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 deterministische und
 stochastische Zeiten.
Deterministische Zeiten sind vom Modellierer festgelegt, w

ahrend bei stochastischen
Zeiten nur die Verteilungen der bei einem konkreten Schaltvorgang einzusetzenden
Zeiten vorgegeben sind. Nat

urlich kann man deterministische Zeiten als Sonderfall
stochastischer Zeiten mit einer entsprechenden entarteten Verteilung ansehen. Zeitbe-
haftete Petrinetze kan man zum Simulieren diskreter Systeme einsetzen. In der Lei-
stungsbewertung von Rechnersystemen und in der Verkehrstheorie interessiert man sich
insbesondere f

ur Petrinetze, die auch stochastische Zeiten enthalten. Durch Abwickeln
des Petrinetzes kann man eine Musterfunktion des mit dem Petrinetz modellierten sto-
chastischen Prozesses erzeugen. Durch wiederholtes Abwickeln des Petrinetzes kann
man eine Schar von Musterfunktionen erzeugen. Durch Auswerten dieser Musterfunk-
tionen kann man interessierende statistische Eigenschaften des modellierten stocha-
stischen Prozesses ermitteln. Einige Spezialf

alle zeitbehafteter Petrinetze sind jedoch
auch einer direkten analytischen Untersuchung zug

anglich. Im Zeitkontinuierlichen
sind beispielsweise Petrinetze, deren Transitionen negativ exponentiell verteilte Schalt-
verz

ogerungszeiten haben, einer solchen Analyse zug

anglich. Eine negativ exponentiell
verteilte Zeit entsteht, wenn man auf ein Ereignis wartet, das in jedem innitesimal
kleinem Zeitintervall mit der gleichen Wahrscheinlichkeit auftritt. Der Erreichbarkeits-
graph eines solchen Petrinetzes entspricht einer Markov-Kette, die mit den bekannten
Verfahren analysiert werden kann [BK96]. Analog dazu kann die Analyse zeitdiskre-
ter Petrinetze, deren Transitionen geometrisch verteilte Schaltverz

ogerungszeiten ha-
ben, ebenfalls auf die Analyse der dem Markierungs

ubergangsgraphen entsprechenden
Markov-Kette zur

uckgef

uhrt werden [BK96]. Im Rahmen der vorliegenden Arbeit wer-
den solche zeitdiskreten Petrinetzmodelle in Kapitel 5 zum Untersuchen der erforderli-
chen Verarbeitungsleistungen der Mobilstationen bei paketorientierten Datendiensten
eingesetzt.
2.6 Datenumodelle
Petrinetze, in denen zu jeder Stelle genau eine Kante hinf

uhrt und von jeder Stelle ge-
nau eine Kante wegf

uhrt und deren Stellenkapazit

aten unendlich sind, bezeichnet man
auch als Datenumodelle [Tei97]. Die zugeh

orige graphische Darstellung bezeichnet
man als Datenugraphen.

Ublich ist auch die Bezeichnung Synchroner Datenu-
graph [BML96, LM87]. Der Begri der Synchronit

at resultiert hier aus der Vorstellung,
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da alle mittleren Datenraten innerhalb des modellierten Systems ganzzahlige Vielfache
einer Grunddatenrate sind [Tei97]. Zur Vereinfachung der Darstellung zeichnet man in
der Regel im Datenugraphen nur noch die Transitionen und l

at die Stellen weg. Die
Marken werden dann durch dicke Punkte auf den Pfeilen symbolisiert. Die Bezeich-
nung Datenumodell resultiert aus der Interpretation der Marken als zu verarbeitende
Daten und der Transitionen als Datenverarbeitung. Die mit einer Transition model-
lierten Operationen k

onnen relativ einfache Operationen wie zum Beispiel Additionen
und Multiplikationen oder auf h

oheren Modellierungsebenen auch komplexe Signalver-
arbeitungsalgorithmen sein [LM87]. Die Stellen modellieren Datenpuer unendlicher
Kapazit

at. Die Schaltbereitschaft einer Transition entspricht nun der Verf

ugbarkeit
der Operanden in den Eingangsdatenpuern. Das Schalten einer Transition entspricht
dem Durchf

uhren einer Operation, wobei Eingangsdaten verbraucht und Ausgangsda-
ten erzeugt werden.
Eine wesentliche, f

ur die Anwendung von Datenumodellen wichtige Eigenschaft ist,
da es in einem Datenumodell keine Konikte, sehr wohl aber Nebenl

augkeiten ge-
ben kann. Das Datenumodell kann also genau ein Folgengeecht generieren. In der
Praxis interessiert man sich f

ur Systeme zum Verarbeiten unendlich langer Datenfol-
gen. Das Folgengeecht mu also unendlich viele Knoten enthalten. Da nur Systeme
mit endlichen Speicherkapazit

aten in Betracht kommen, fordert man, da die Anzahl
der Marken im Datenumodell begrenzt ist. Dies ist gleichbedeutend damit, da sich
die Abl

aufe periodisch wiederholen. Das unendlich lange Folgengeecht mu sich da-
her aus der fortlaufenden Wiederholung einer Periode ergeben. Bei einem sinnvollen
Datenumodell mu es also mindestens eine Schaltfolge geben, die die Anfangsmar-
kierung in sich selbst

uberf

uhrt. Eine notwendige Bedingung f

ur die Existenz einer
Schaltfolge, die die Anfangsmarkierung in sich selbst

uberf

uhrt, ist die Konsistenz des
Datenumodells [Tei97]. F

ur jedes konsistente Datenumodell gibt es eine Anfangs-
markierung, f

ur die das Datenumodell verklemmungsfrei ist, und die gesuchte, die
Anfangsmarkierung in sich selbst

uberf

uhrende Schaltfolge existiert [Tei97]. Verklem-
mungsfreiheit bedeutet in diesem Zusammenhang, da es keine durch Schaltfolgen er-
reichbare Markierung gibt, in der keine Transition mehr schaltbereit ist. Ein sinnvolles
Datenumodell mu folglich konsistent sein und so anfangsmarkiert sein, da keine
Verklemmungen auftreten. Man kann nun die maximale vorkommende Markenanzahl
innerhalb einer Periode f

ur jede Stelle bestimmen und erh

alt somit die erforderlichen
endlichen Speicherkapazit

aten.
Die in diesem Abschnitt eingef

uhrten Begrie sollen nun an einem Beispiel verdeutlicht
werden. Bild 2.7 zeigt ein Datenumodell, das aus dem Petrinetz in Bild 2.4 durch
Beseitigen des Koniktes durch Streichen der Transition D und der zugeh

origen Kanten
hervorgegangen ist. Die Erh

ohung der Stellenkapazit

aten von eins auf unendlich hat
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Bild 2.7. Beispiel eines Datenumodells
in diesem Fall keinen Einu auf das generierbare Folgengeecht, da das Petrinetz mit
den begrenzten Stellenkapazit

aten sicher markiert ist. Der Datenugraph in Bild 2.7
ist zur Verdeutlichung sowohl in Petrinetznotation als auch in der durch Weglassen der
Stellen entstehenden vereinfachten Datenugraphennotation dargestellt. Nat

urlich ist
das Durchf

uhren einer Datenverarbeitung kein Ereignis, sondern ein zeitlich ausgedehn-
ter Proze. Da es jedoch, wie in Bild 2.7 ebenfalls angedeutet, bei sicher markierten
Petrinetzen problemlos m

oglich ist, einen Proze durch Verfeinerung der Transitionen
als Sequenz von Startereignis und Endeereignis zu modellieren, verwendet man in der
Regel die vereinfachte Darstellung eines Prozesses als eine Transition. Das einzige,
unendlich lange, mit dem Datenumodell aus Bild 2.7 generierbare Folgengeecht ist
in Bild 2.8 ausschnittsweise dargestellt.
Im Gegensatz zu den bisher betrachteten Petrinetzen kann man die Marken in ei-
nem Datenugraphen als Individuen ansehen. Jeder Marke kann man eine Sequenz-
nummer und die Daten, die sie repr

asentiert, zuordnen. Indem man die Marken als
Individuen ansieht, ist es m

oglich, mit einem Datenumodell nicht nur die Opera-
tionstypen zu modellieren, sondern auch noch die Daten, auf die diese Operationen
angewendet werden sollen, zu modellieren.

Ublicherweise fordert man zus

atzlich, da
den Datenpuern die zuerst in ihnen abgelegten Marken auch wieder zuerst entnom-
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Bild 2.8. Mit dem Datenumodell generierbares Folgengeecht
men werden (engl. First In First Out, FIFO). So stellt man auf einfache Weise sicher,
da beim Verarbeiten von Datenfolgen die Ergebnisse in der gleichen Reihenfolge wie
die Eingangsfolgen berechnet werden, und man kann auf einfache Weise sicherstellen,
da immer die zusammengeh

origen Elemente verschiedener Datenfolgen miteinander
verkn

upft werden. Andererseits schr

ankt dies die erlaubten Berechnungsreihenfolgen
h

aug unn

otig ein. Wenn man auf die FIFO-Eigenschaft der Datenpuer verzichten
wollte, so m

ute man zum Ermitteln der Schaltbereitschaft und beim Schalten der
Transitionen explizit ber

ucksichtigen, da immer Elemente mit zueinander passenden
Sequenznummern miteinander verkn

upft werden. Ein weiteres bei der Interpretation
von Marken als Daten auftretendes Problem ist die damit verbundene Vorstellung des
destruktiven Lesens. Wenn ein Datenverarbeiter Daten einliest, also die Marken von
den Eingangsstellen weggenommen werden, so sind die Daten anschlieend nicht mehr
da, was aber nicht der Realit

at in digitaltechnischen Systemen entspricht. Insbeson-
dere m

uten Daten, die von mehreren Datenverarbeitern als Eingangsdaten ben

otigt
werden, auch mehrfach erzeugt werden, das heit, es m

ute eine entsprechende Anzahl
von Kopien der Daten im Speicher abgelegt werden, was mit einem hohen Aufwand
verbunden sein kann. Nach Meinung des Autors der vorliegenden Arbeit ist es da-
her insbesondere beim Entwurf auf der Systemebene g

unstiger, die Marken nicht als
Daten zu interpretieren. Das Datenumodell dient dann allein dem Entwurf eines
Ablaufplans. Ausgehend von einem konkreten Ablaufplan ist es dann relativ einfach,
die ben

otigten Verf

ugbarkeitszeitintervalle der einzelnen Daten zu bestimmen und eine
geeignete Datenpuerungsstrategie zu entwerfen. Dies wird in Kapitel 4 noch genauer
diskutiert.
Schlielich sei noch auf eine interessante formale Dualit

at hingewiesen. W

ahrend in
Datenumodellen die Stellen genau eine hinf

uhrende und eine wegf

uhrende Kante
haben, besitzen in Petrinetzen vom Typ des Automatengraphen die Transitionen genau
eine hinf

uhrende und eine wegf

uhrende Kante.
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2.7 Besondere Bedeutung der Datenumodelle
f

ur die Systemsynthese
Die Bedeutung der Datenumodelle f

ur die Systemsynthese beruht im wesentlichen
auf zwei Aspekten:
 Viele Aufgabenstellungen f

ur digitaltechnische Systeme, zum Beispiel aus dem
Bereich der Nachrichtentechnik, lassen sich mit einem Datenumodell darstellen.
 Es gibt einfache und zu guten Resultaten f

uhrende Syntheseverfahren zum Rea-
lisieren eines mit einem Datenumodells spezizierten Systems. Diese Synthe-
severfahren beruhen darauf, da in einem mit einem Datenumodell modellier-
baren System die Abl

aufe a priori festliegen und nur noch die zu verarbeitenden
Daten variabel sind.
Klassische Beispiele f

ur Systeme der Nachrichtentechnik, die sich mit Datenugraphen
modellieren lassen, sind digitale Filter und Systeme zur Fouriertransformation. Bei
komplexeren Systemen, wie zum Beispiel Mobilfunksystemen, sind Datenumodelle
nicht mehr direkt anwendbar. In realen Systemen gibt es meist mehrere Betriebspha-
sen wie Initialisierung, Synchronisation, Verbindungsaufbau, Verbindungsabbau, und
auch im normalen Betrieb k

onnen die aktuell auszuf

uhrende Algorithmen von Fall zu
Fall verschieden sein. Das heit, da die Abl

aufe im System von Daten abh

angen, also
nicht mehr mit einem Datenumodell modellierbar sind. Jedoch lassen sich auch hier
zum Beispiel mit der Steuerkreismodellierung mittels Datenumodellen modellierba-
re Teilsysteme f

ur das Operationswerk nden. Auch bei komplexen Systemen ist es
folglich m

oglich, auf Datenumodellen aufsetzende Synthesetechniken f

ur Teilsysteme
anzuwenden.
Die Synthesealgorithmen zum Realisieren eines Systems ausgehend von einem Daten-
umodell werden in der Regel direkt auf den Datenugraphen angewendet. Zur
anschaulichen Darstellung der prinzipiellen Synthesetechniken ist es nach Meinung
des Autors der vorliegenden Arbeit jedoch g

unstiger, zun

achst das vom Datenu-
graphen generierte Folgengeecht zu ermitteln. Das Folgengeecht enth

alt die beim
Durchf

uhren der der Datenverarbeitung einzuhaltenden kausalen Abh

angigkeiten der
Operationen. Die Aufgabe der Synthese ist es nun, den Vorkommen im Folgengeecht
Ausf

uhrungszeitintervalle und Signalverarbeitungsressourcen zuzuordnen, so da
 eine kausal von einer anderen Operation abh

angige Operation auch erst nach
Beendigung dieser Operation gestartet wird und
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 Signalverarbeitungsressourcen zu keinem Zeitpunkt mehrfach belegt sind.
Das Festlegen der Ausf

uhrungszeitintervalle ist Aufgabe der Ablaufplanung, das Be-
stimmen der ben

otigten Signalverarbeitungsessourcen Aufgabe der Allokation und das
Zuordnen von Signalverarbeitungsressourcen zu im Ablaufplan geplanten Operatio-
nen Aufgabe der Bindung [Tei97]. Signalverarbeitungsressourcen k

onnten zum Bei-
spiel verschiedene universelle Mikroprozessoren oder auch f

ur eine spezielle Operati-
on entworfene Schaltwerke sein. Den Signalverarbeitungsressourcen ordnet man ihren
Realisierungsaufwand zum Beispiel in Form ben

otigter Gatter zu. F

ur die Synthese
wichtige Eigenschaften der im Datenumodell vorkommenden Operationen sind die
Realisierungsm

oglichkeiten dieser Operationen. In der Regel l

at sich eine Operati-
on mit verschiedenen Schaltwerken oder programmierten Mikroprozessoren realisieren.
Jeder dieser Realisierungen kann man eine ben

otigte Ausf

uhrungszeit zuordnen. Ziel
der Systemsynthese ist es, eine bez

uglich einer vorgegebenen Kostenfunktion m

oglichst
billige Realisierung der im Datenugraphen formulierten Aufgabenstellung zu n-
den. Eine groe Vielfalt von Kostenfunktionen ist denkbar. In die Kostenfunktionen
k

onnen beispielsweise der Hardwareaufwand, der Stromverbrauch und die resultieren-
de Ausf

uhrungsdauer eines Zyklus des Folgengeechts eingehen. Entsprechend der
groen Vielfalt an Kostenfunktionen gibt es eine groe Vielfalt an Synthesealgorith-
men [Tei97, BML96]. Da die exakte Minimierung der Kostenfunktion aus Gr

unden des
Rechenaufwands h

aug nicht m

oglich ist, existieren viele approximative Synthesever-
fahren.
Das Ergebnis von Ablaufplanung, Allokation und Bindung kann man graphisch als
Gantt-Chart, das im Prinzip ein

uber Zeit und Signalverarbeitungsressourcen aufge-
tragenes Folgengeecht ist, darstellen. In Bild 2.9 ist eine m

ogliche Ablaufplanung und
Bindung f

ur das Datenumodell in Bild 2.7 f

ur ein Multiprozessorsystem mit zwei
gleichwertigen Prozessoren dargestellt. F

ur das Beispiel wurde angenommen, da das
Ausf

uhren der Operation A zwei Zeiteinheiten, das Ausf

uhren der Operation B eine
Zeiteinheit und das Ausf

uhren der Operation C drei Zeiteinheiten dauert. Von der x-
Achse kann man das Ausf

uhrungszeitintervall einer Operation ablesen, w

ahrend man
von der y-Achse die verwendete Signalverarbeitungsressource ablesen kann. Die Ge-
samtheit der verwendeten Signalverarbeitungsressourcen ist die Allokation. Bei der Ab-
laufplanung nach Bild 2.9 handelt sich um eine periodische Wiederholung der Ablauf-
planung einer Periode, bei der die Operationen einer Periode vollst

andig abgeschlossen
werden, bevor Operationen der n

achsten Periode gestartet werden. Solche Ablaufpla-
nungen bezeichnet man auch als nicht

uberlappende Ablaufplanungen. Zum Erstellen
einer nicht

uberlappenden Ablaufplanung braucht man nur den Folgengeechtsaus-
schnitt einer Periode zu betrachten, da Abh

angigkeiten von Operationen verschiedener
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Bild 2.9. Ablaufplanung und Bindung
Perioden automatisch erf

ullt sind. Im Gegensatz dazu sind bei Ablaufplanungen, in
denen sich Operationen aufeinanderfolgender Perioden zeitlich

uberlappen, auch die
Kausalbeziehungen zwischen Operationen aufeinanderfolgender Perioden zu beachten.
Wesentlich f

ur die Ablaufplanung ist die Wahl der Grundperiode, aus der sich der
Ablaufplan zusammensetzt. Da es bei nachrichtentechnischen Systemen h

aug nicht
st

ort, wenn man einzelne Operationen zu Beginn des unendlichen Folgengeechts von
Operationen wegl

at, da dies nur zu transienten, schnell abklingenden Fehlern f

uhrt,
gibt es h

aug viele Alternativen zur Wahl der Grundperiode. Bild 2.10 verdeutlicht
diese Thematik. Man kann beispielsweise alternativ die mit durchgezogen oder gestri-
chelten Linien gekennzeichnete Grundperiode w

ahlen. Der Ablaufplan nach Bild 2.9
resultiert aus der durchgezogen markierten Grundperiode. Transformationen, mittels
derer man andere, gleich groe Grundperioden, wie beispielsweise beim

Ubergang von
der durchgezogen zur gestrichelt markierten Grundperiode, erh

alt, sind in der Lite-
ratur unter dem Begri Retiming bekannt [Tei97]. Interessant ist, da sich hierbei
die Operationsabh

angigkeiten innerhalb einer Periode

andern, und somit auch andere,
nicht

uberlappende Ablaufpl

ane entstehen. Bild 2.11 zeigt einen Ablaufplan f

ur das
Beispiel, wenn man die gestrichelt markierte Grundperiode w

ahlt. Man sieht, da nun
der zweite Prozessor

uberhaupt nicht mehr genutzt werden kann und sich eine etwas
l

angere Periodendauer als im Ablaufplan in Bild 2.9 ergibt. Bei einer

uberlappenden
Ablaufplanung ist es schlielich irrelevant, wie die Grundperiode gew

ahlt wurde. Bild
2.12 zeigt, da sich bei Wahl der gestrichelt markierten Grundperiode und

uberlap-
pender Ablaufplanung wieder die gleiche, k

urzestm

ogliche Periodendauer wie in Bild
2.9 erreichen l

at. Aber auch mit einer nicht

uberlappenden Ablaufplanung kann man
immer approximativ das g

unstigere Ergebnis einer

uberlappenden Ablaufplanung er-
zielen, wenn man viele Perioden zu einer gr

oeren Grundperiode zusammenfat und
hierf

ur eine Ablaufplanung erstellt. Diese Vorgehensweise ist in der Literatur unter
dem Begri Entfaltungstransformation bekannt [Tei97].
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Bild 2.10. Alternativen bei der Wahl der Grundperiode
-
8*
!0
!1
09 1 2 : ;
& 4
< = > ? 09
& 4
00 01
Bild 2.11. Alternative Ablaufplanung und Bindung
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Bild 2.12.
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Uberlappende Ablaufplanung und Bindung
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Beim Vergleich des Petrinetzes nach Bild 2.4 und des Datenumodells nach Bild 2.7
sowie der zugeh

origen Folgengeechte nach Bild 2.6 und Bild 2.8 stellt sich die Frage,
ob die Ideen der auf Datenumodellen basierenden Systemsynthese nicht auch bei
allgemeineren Petrinetzen anwendbar sind. In dem Beispiel w

are dies bei einer Reali-
sierung auf einem Multiprozessorsystem in der Tat relativ einfach m

oglich, wenn man
statt der alternativen Operationen C und D

ahnlich dem Datenumodell in Bild 2.7
ein Rechenzeitintervall einplant, das zum alternativen Ausf

uhren einer der beiden Ope-
rationen ausreicht. Zur Laufzeit w

urde dieser feste Ablaufplan dann ausgef

uhrt, und es
w

urde jeweils mit einer Fallunterscheidung entschieden, welche der beiden Operationen
C oder D in dem reservierten Zeitintervall auf der reservierten Signalverarbeitungsres-
source aktuell ausgef

uhrt wird. Wesentliche aus den Datenumodellen resultierende,
und auf der vollst

andigen Planbarkeit zum Zeitpunkt der Systemsynthese basierende
Optimierungspotentiale sind jedoch in allgemeinen Petrinetzen nicht anwendbar, so
da die allgemeing

ultige Formulierung eÆzienter Synthesealgorithmen kaum m

oglich
ist.
Bei der Synthese auf der Systemebene, wo eine vollst

andige Modellierung mit einem
Datenumodell in der Regel nicht mehr m

oglich ist, schl

agt der Autor der vorliegenden
Arbeit folgende Strategie zum Einsatz bew

ahrter, auf Datenumodellen basierender
Synthesetechniken vor:
 In vielen F

allen k

onnen Aufgabenstellungen durch Einf

uhren der besprochenen
Platzhalter f

ur alternative Operationen in Datenumodelle

uberf

uhrt werden.
Ausgehend von diesem erweiterten Datenumodell kann man eine Ablaufpla-
nung f

ur ein Operationswerk erstellen, das von einem Steuerwerk gesteuert wird,
welches auch die konkret auszuf

uhrenden Alternativen ausw

ahlt.
 Man versucht Teilsysteme zu nden, die sich eventuell unter Einf

uhrung von
Platzhaltern mittels Datenumodellen beschreiben lassen. Diese Teilsysteme
k

onnen wie im vorherigen Punkt beschrieben realisiert werden. Die Steuerung
des Zusammenspiels der Teilsysteme ist in der Regel zwar strukturell komplex,
erfordert jedoch nur relativ wenige Steuerzust

ande und insbesondere nur geringe
Rechenleistungen und kann somit ebenfalls problemlos im Steuerwerk realisiert
werden. Da das Gesamtsystem in der Regel aus wenigen solcher Teilsysteme
besteht, kann das Zusammenspiel dieser Teilsysteme auch individuell ohne den
Einsatz formaler allgemeing

ultiger Synthesetechniken optimiert werden.
Diese Strategie wird am Beispiel des Experimentalsystems f

ur das JD-CDMA-
Mobilfunksystem in Kapitel 4 noch genauer erkl

art.
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Kapitel 3
Betrachtung des
JD-CDMA-Mobilfunksystems unter
Realisierungsaspekten
3.1

Uberblick
3.1.1 Vielfachzugrisverfahren
Das im JD-CDMA-Mobilfunksystem verwendete Vielfachzugrisverfahren besteht, wie
bereits in Kapitel 1 erl

autert, aus einer Kombination der drei elementaren Vielfach-
zugrisverfahren Frequenzmultiplex, Zeitmultiplex und Codemultiplex. F

ur die im
Rahmen dieser Arbeit untersuchten Signalverarbeitungskonzepte ist es unerheblich, ob
die Signalverarbeitung der Nachrichten

ubertragung in der Aufw

artsstrecke oder der
Abw

artsstrecke dient. Sowohl das Vielfachzugrisverfahren als auch die Signalverar-
beitung werden daher im folgenden in verallgemeinerter Form unabh

angig von der

Ubertragungsrichtung dargestellt.
Bild 3.1 zeigt eine anschauliche Darstellung des verwendeten Vielfachzugrisverfahrens
[Na95, Kle96, Ste96, Bla98]. Das gesamte f

ur das Mobilfunksystem zur Verf

ugung ste-
hende Frequenzband der Bandbreite B
sys
wird in mehrere Funkkan

ale der Bandbreite B
aufgeteilt. Da JD-CDMA Frequenzduplex verwendet, wird die H

alfte dieser Funkkan

ale
ausschlielich f

ur die Abw

artsstrecke verwendet, w

ahrend die

ubrigen Funkkan

ale aus-
schlielich f

ur die Aufw

artsstrecke verwendet werden. Um sicherzustellen, da gleiche
Funkkan

ale nur in hinreichend weit voneinander entfernten Zellen verwendet werden,
wird entsprechend dem zellularen Konzept in jeder Zelle nur ein Teil der Funkkan

ale
verwendet [Bel63]. Die Zeitachse ist in Rahmen der Dauer T
fr
unterteilt. Jeder dieser
Rahmen ist wiederum in N
fr
Zeitschlitze der Dauer T
bu
unterteilt. Die Zeitschlitze
innerhalb eines Rahmens sind von 1 bis N
fr
durchnumeriert. Ein Signal von der Dauer
eines Zeitschlitzes bezeichnet man auch als Burst. Die Zeitschlitze gleicher Nummer
jedes Rahmens eines Funkkanals bilden einen physikalischen Kanal. Ein physikalischer
Kanal ist folglich durch Funkkanal und Zeitschlitznummer vollst

andig charakterisiert.
Anhand der Codemultiplexkomponente k

onnen verschiedene,

uber den gleichen physi-
kalischen Kanal

ubertragene Signale wieder separiert werden. Hierzu verwendet man
Signale mit der in Bild 3.1 ebenfalls gezeigten Burststruktur. Ein Burst besteht aus zwei
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Datenbl

ocken mit jeweils N 4-PSK-Symbolen, zwischen denen sich eine Mittambel so-
wie ein Stealing Flag S benden, und einem abschlieenden Schutzintervall. Jedes Sym-
bol der Datenbl

ocke wird mit einem kurzen Spreizcode der L

ange Q spektral gespreizt.
Das heit, statt eines Datensymbols wird eine Folge von Q mit dem Datensymbol mul-
tiplizierter Chips gesendet. Gleichzeitig

ubertragene Signale m

ussen mit verschiedenen
Spreizcodes gespreizt werden, um im Empf

anger wieder separiert werden zu k

onnen.
Insgesamt stehen K
max
verschiedene Spreizcodes zur Verf

ugung. Die zum

Ubertra-
gen von Nachrichten ben

otigte Kombination aus physikalischem Kanal und Spreizcode
wird als Ressource bezeichnet. In jedem physikalischen Kanal stehen folglich K
max
Ressourcen zur Verf

ugung. Die Anzahl der aktuell genutzten beziehungsweise aktiven
Ressourcen eines physikalischen Kanals wird im folgenden mit K bezeichnet. Die Mit-
tambeln dienen dem Sch

atzen der Kanalimpulsantworten. Insgesamt gibt es K
mmax
verschiedene Mittambeln der L

ange L
m
Elemente, die alle von einem gemeinsamen pe-
riodischen Mittambelgrundcode abgeleitet sind. Diese Konstruktion der Mittambeln
erlaubt eine aufwandsg

unstige gemeinsame Sch

atzung der Kanalimpulsantworten aus
den

uberlagerten Empfangssignalen der gleichzeitig gesendeten Mittambeln mit einem
Steiner-Sch

atzer [Ste95]. Die aktuell genutzte Anzahl an Mittambelcodes eines physi-
kalischen Kanals wird im folgenden mit K
m
bezeichnet. Das Stealing Flag S kann im
Hinblick auf die Datendetektion als ein weiteres Datensymbol des zweiten Datenblocks
angesehen werden. Das Stealing Flag wird, wie im folgenden Abschnitt 3.1.2 beschrie-
ben, als Steuerinformation zum Separieren der Signalisierungsdaten von den Nutzdaten
ben

otigt. Im Anschlu an den zweiten Datenblock folgt noch ein Schutzintervall der
Dauer T
gu
, w

ahrend dessen nichts mehr gesendet wird. So wird verhindert, da sich
Empfangssignale aufeinanderfolgender Bursts infolge der wegen der Mehrwegeausbrei-
tung endlichen Dauer der Kanalimpulsantworten zeitlich

uberlappen.
Das hier beschriebene Vielfachzugrisverfahren wird sowohl f

ur die Aufw

artsstrecke
als auch f

ur die Abw

artsstrecke des JD-CDMA-Mobilfunksystems verwendet. Unter-
schiede bestehen nur hinsichtlich des Ortes, an dem die

Uberlagerung der Signale der
aktiven Ressourcen eines physikalischen Kanals erfolgt. In der Abw

artsstrecke werden
alle Ressourcen von der gleichen Basisstation gesendet. Die

Uberlagerung der Signa-
le erfolgt hier durch Summenbildung im Sender. Da in den Mobilstationen nur eine
gemeinsame Kanalimpulsantwort gesch

atzt werden mu, kann die Basisstation eine ge-
meinsame Mittambel f

ur alle Ressourcen senden. In der Aufw

artsstrecke werden die
Ressourcen eines physikalischen Kanals in der Regel von verschiedenen Mobilstationen
gesendet. Die

Uberlagerung der Signale erfolgt dann durch additive

Uberlagerung der
von den verschiedenen Mobilstationen gesendeten Wellen an der Empfangsantenne der
Basisstation. Jedoch ist es in der Aufw

artsstrecke zum exiblen Erh

ohen der Datenra-
ten auch m

oglich, einer Mobilstation mehrere Ressourcen eines physikalischen Kanals
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Bild 3.1. Vielfachzugrisverfahren eines JD-CDMA-Mobilfunksystems [Na95, Kle96,
Ste96, Bla98]
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Tabelle 3.1. Parameter der Luftschnittstelle des JD-CDMA-Mobilfunksystems
Parameter Wert
Bandbreite B 1; 6MHz
Chipdauer T
c
6
1310
6
s  461; 5 ns
maximale L

ange der Kanalimpulsantworten W  T
c
27  T
c
 12; 46s
Rahmendauer T
fr
10000  T
c
 4; 615ms
Zeitschlitze je Rahmen N
fr
8
Zeitschlitzdauer T
bu
1250  T
c
 577s
Anzahl der Elemente der Mittambel L
m
243
Anzahl der Elemente einer Mittambelperiode P
m
216
Schutzintervalldauer T
gu
69  T
c
 32s
Datensymbole je Datenblock N 33
Chips je Symbol Q (Spreizfaktor) 14
Symboldauer T
s
Q  T
c
 6; 46s
Anzahl der Codes K
max
= K
mmax
8
Verschachtelungstiefe I
D
4 oder 16 Rahmen
Einul

ange des Faltungscodierers L
c
5
Rate des Faltungscodierers R
c
1
2
zuzuweisen und diese Signale bereits im Sender der Mobilstation aufzuaddieren. Das
Zuweisen mehrerer Ressourcen eines physikalischen Kanals an eine Mobilstation wird
auch als Codeb

undelung (engl. Code Pooling) bezeichnet. Den allgemeineren Fall, in
dem mehrere Ressourcen auch verschiedener physikalischer Kan

ale einer Mobilstati-
on zugewiesen werden, bezeichnet man als Kanalb

undelung (engl. Channel Pooling).

Ahnlich wie in der Abw

artsstrecke kann auch in der Aufw

artsstrecke f

ur alle von einem
Sender gesendeten Ressourcen eine gemeinsame Mittambel verwendet werden.
Tabelle 3.1 fat die Parameter der Luftschnittstelle des JD-CDMA-Mobilfunksystems
zusammen. Die Parameter wurden so gew

ahlt, da der gleiche Referenztakt von
13MHz und auch die gleichen Rahmendauern und Zeitschlitzdauern wie im GSM ver-
wendet werden k

onnen. Dies erleichtert die Konstruktion von Mobilstationen, die
sowohl das

Ubertragungsverfahren von GSM als auch von JD-CDMA unterst

utzen.
Weiterhin vereinfacht die gleiche Zeitbasis die Verbindungsumschaltung zwischen GSM
und JD-CDMA. Schlielich ergibt sich f

ur JD-CDMA eine Datenrate von 14; 3 kBit=s je
Ressource, was etwas mehr als die im GSM verwendete Datenrate ist. Diese Datenrate
erm

oglicht es, in einem JD-CDMA-Mobilfunksystem auch die Teledienste des GSM
anzubieten. Neben den bereits diskutierten Parametern enth

alt die Tabelle auch noch
Parameter des zur Kanalcodierung eingesetzten Faltungscodes und des Verschachtelers
(engl. Interleaver).
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3.1.2 Multirahmenstrukturen
Im Gegensatz zur Nachrichten

ubertragung

uber Leitungen treten bei der Funk

uber-
tragung in Mobilfunknetzen nicht unerhebliche Bitfehlerraten auf. Da gleichzeitig die
Forderung nach einer hohen Frequenz

okonomie besteht, ist es nicht m

oglich, die

Ubert-
ragung s

amtlicher Nachrichten mittels Fehlerschutzcodierungen so stark abzusichern,
da gleichzeitig alle Forderungen bez

uglich der Bitfehlerraten erf

ullt werden. Weiter-
hin treten beim Einsatz von Fehlerschutzcodierungsverfahren und Verschachtelungsver-
fahren zus

atzliche

Ubertragungsverz

ogerungen auf, die nicht immer tolerierbar sind.
Es ist daher erforderlich, f

ur die verschiedenen in einem Mobilfunksystem zu

ubert-
ragenden Nachrichten unterschiedliche Fehlerschutzcodierungsverfahren, Verschachte-
lungsverfahren und eventuell sogar Modulationsverfahren einzusetzen. Im JD-CDMA-
Mobilfunksystem sind zu diesem Zweck verschiedene logische Kan

ale vorgesehen. Jeder
logischer Kanal dient dem

Ubertragen einer bestimmten Klasse von Nachrichten und
setzt eine hierzu geeignete Fehlerschutzcodierung und Verschachtelung ein. Da die
erforderlichen Datenraten vieler logischer Kan

ale deutlich unter der Datenrate einer
einzelnen Ressource liegen, werden in der Regel mehrere logische Kan

ale mittels einer
Ressource

ubertragen. Hierzu verwendet man Multirahmenstrukturen. Eine Multi-
rahmenstruktur legt f

ur eine bestimmte Anzahl von Rahmen fest, welcher logische
Kanal in welchem Rahmen mit der betreenden Ressource

ubertragen werden soll.
Durch periodisches Wiederholen der Multirahmenstruktur erh

alt man einen zeitlich
unbegrenzten Nutzungsplan einer Ressource. Einige Informationen wie Synchronisa-
tionsinformationen oder von Mobilstationen ausgehende Verbindungsaufbauw

unsche
k

onnen nicht mittels des in Bild 3.1 gezeigten Burstformats

ubertragen werden. Hier-
zu ist es erforderlich, spezielle Bursts in reservierten Zeitschlitzen ohne Codemulti-
plexkomponente zu

ubertragen. Die sich aus der exklusiven Nutzung von Zeitschlitzen
durch logische Kan

ale ohne Codemultiplexkomponente ergebenden Einschr

ankungen
der Ressourcennutzung m

ussen beim Entwurf der Multirahmenstrukturen und bei der
Ressourcenvergabe ber

ucksichtigt werden.
Das im JD-CDMA-Mobilfunksystem eingesetzte Konzept der logischen Kan

ale ent-
spricht weitgehend dem vom GSM bekannten Konzept [Wal98b, RW95]. Hier werden
nur die auch im Experimentalsystem eingesetzten, zum Realisieren kanalvermittelter
Tr

agerdienste erforderlichen logischen Kan

ale vorgestellt. Die Bezeichnungen in der
folgenden Auistung der logischen Kan

ale des JD-CDMA-Mobilfunksystems sind an
die vom GSM bekannten Bezeichnungen angelehnt [Wal98b, RW95]. Die erste Gruppe
von logischen Kan

alen sind die Verkehrskan

ale (engl. TraÆc Channels, TCH):
TCH/S (engl. TraÆc Channel/Speech): Kanal zum

Ubertragen von Nutzdaten mit
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geringer

Ubertragungsverz

ogerung. Es wird eine Verschachtelung

uber vier Rah-
men und ein Faltungscode der Rate 1=2 eingesetzt. Dieser Kanal kann beispiels-
weise f

ur Sprach

ubertragung genutzt werden.
TCH/D (engl. TraÆc Channel/Data): Kanal zum

Ubertragen von Nutzdaten mit
gr

oerer zul

assiger

Ubertragungsverz

ogerung. Es wird eine Verschachtelung

uber
16 Rahmen und ein Faltungscode der Rate 1=2 eingesetzt. Die im Vergleich zum
TCH/S tiefere Verschachtelung erlaubt eine bessere Korrektur von B

undelfehlern
auf Kosten der

Ubertragungsverz

ogerungen.
Die zweite Gruppe logischer Kan

ale sind die Steuerkan

ale (engl. Control Channels,
CCH). Hier kann man weiter drei verschiedene Untergruppen von Steuerkan

alen un-
terscheiden. Die erste Untergruppe enth

alt Steuerkan

ale, mit denen die Basisstation
Informationen an alle Mobilstationen in der Zelle verteilt. Man nennt diese Kan

ale
auch Funkkontrollkan

ale (engl. Broadcast Control Channels, BCCH). Im JD-CDMA-
Mobilfunksystem werden folgende Funkkontrollkan

ale eingesetzt:
FCCH (engl. Frequency Correction Channel): Der FCCH dient dem Synchronisieren
der Mobilstationen. Hierzu mu die Basisstation regelm

aig ein Sinussignal von
der Dauer eines Bursts auf dem FCCH

ubertragen, anhand dessen die Mobil-
stationen eine Frequenzsynchronisation durchf

uhren k

onnen [Sch99]. Im gleichen
physikalischen Kanal k

onnen gleichzeitig zum FCCH-Burst keine weiteren Bursts

ubertragen werden.
SCH (engl. Synchronisation Channel): Der SCH dient ebenfalls dem Synchronisieren
der Mobilstationen. Er verwendet einen Burst mit einer verl

angerten Mittambel,
die den Mobilstationen eine genaue zeitliche Synchronisation erlaubt [Sch99].
Wegen der verl

angerten Mittambel kann gleichzeitig zum SCH-Burst im gleichen
physikalischen Kanal kein weiterer Burst

ubertragen werden.
Die zweite Untergruppe von Steuerkan

alen sind die zum Verbindungsaufbau eingesetz-
ten allgemeinen Steuerkan

ale (engl. Common Control Channels, CCCH):
PCH (engl. Paging Channel): Der PCH wird nur in der Abw

artsstrecke

ubertragen.

Uber den PCH wird von der Basisstation ausgehend eine Verbindung zu einer
Mobilstation aufgebaut.
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RACH (engl. Random Access Channel):

Uber den nur in der Aufw

artsstrecke

uber-
tragenen RACH kann eine Mobilstation einer Basisstation den Wunsch, eine
Verbindung aufzubauen, mitteilen. Wegen der im Stadium des Verbindungs-
aufbaus noch nicht m

oglichen Kompensation der Laufzeiten von Signalen bei der
Funk

ubertragung durch verfr

uhtes Senden der Mobilstation (engl. Timing Advan-
ce) [Sch99], mu f

ur den RACH ein verk

urztes Burstformat verwendet werden.
Nur so kann sichergestellt werden, da der RACH-Burst an der Basisstation im
Zeitfenster des vorgesehenen Zeitschlitzes empfangenen wird. Da RACH-Bursts
verschiedener Mobilstationen unsynchronisiert an der Basisstation eintreen und
sich weiterhin die Empfangsleistungen wegen der im Stadium des Verbindungs-
aufbaus noch nicht erfolgten Leistungsregelung stark unterscheiden k

onnen, ist
der Einsatz der Codemultiplexvielfachzugriskomponente hier nicht m

oglich.
AGCH (engl. Access Grant Channel): Der AGCH wird nur in der Abw

artsstrecke

ubertragen.

Uber den AGCH teilt eine Basisstation einer Mobilstation mit, da
dem

uber den RACH ge

auerten Verbindungsaufbauwunsch stattgegeben wird.
Da Bitfehler beim

Ubertragen von Nachrichten zum Verbindungsaufbau massiv st

oren,
verwenden die allgemeinen Steuerkan

ale eine zweistuge Fehlerschutzcodierung, beste-
hend aus einem

aueren Blockcode und einem inneren Faltungscode der Rate 1=2.
Schlielich gibt es als dritte Untergruppe von Steuerkan

alen die gewidmeten Steuer-
kan

ale (engl. Dedicated Control Channels, DCCH). Gewidmete Steuerkan

ale werden
immer in Verbindung mit Verkehrskan

alen

ubertragen und dienen der Verbindungs-
steuerung. Da Bitfehler bei der Verbindungssteuerung sehr st

oren, verwendet man hier
ebenfalls eine zweistuge Fehlerschutzcodierung, bestehend aus einem

aueren Block-
code und einem inneren Faltungscode der Rate 1=2. Im JD-CDMA-Mobilfunksystem
gibt es die folgenden gewidmeten Steuerkan

ale:
SACCH (engl. Slow Associated Control Channel): Immer wenn eine Verbindung
zwischen einer Mobilstation und einer Basisstation besteht, wird sowohl in der
Aufw

artsstrecke als auch in der Abw

artsstrecke ein SACCH niedriger Datenrate

ubertragen.

Uber den SACCH werden beispielsweise Informationen der Sende-
leistungsregelung und speziell in dem Experimentalsystem auch Mewerte

ubert-
ragen.
FACCH (engl. Fast Associated Control Channel): Der FACCH wird im Bedarfs-
fall statt eines Verkehrskanals

ubertragen, das heit, dem Verkehrskanal werden
Bursts gestohlen. Der Empf

anger erkennt anhand der Stealing Flags, ob aktu-
ell ein Verkehrskanal oder der FACCH

ubertragen wird. Normalerweise sind die
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Stealing Flags nicht gesetzt und es wird der Verkehrskanal

ubertragen. Wenn
jedoch die Stealing Flags

uber eine Verschachtelungsperiode von vier Rahmen
hinweg gesetzt sind, handelt es sich um einen FACCH.

Uber den FACCH wer-
den Signalisierungsnachrichten f

ur Verbindungsaufbau, Verbindungsabbau und
Handover

ubertragen.
Die gewidmeten Steuerkan

ale und die Verkehrskan

ale werden im folgenden unter dem
Begri gewidmete Kan

ale zusammengefat. Die

ubrigen Steuerkan

ale werden auch als
nicht gewidmete Kan

ale bezeichnet.
Die logischen Kan

ale werden wie bereits erw

ahnt mittels Multirahmenstrukturen auf
Ressourcen und physikalische Kan

ale abgebildet. Im folgenden werden die speziell f

ur
das Experimentalsystem entworfenen Multirahmenstrukturen kurz beschrieben. Durch
einen geschickten Entwurf der Multirahmenstrukturen konnten die Anforderungen an
die Verarbeitungsleistung der digitalen Signalverarbeitung und die Anforderungen an
die analogen Bestandteile der HF-Ankopplung gesenkt werden. In einem Experimental-
system ben

otigt man neben jeweils einem physikalischen Kanal in der Abw

artsstrecke
und der Aufw

artsstrecke zum

Ubertragen der nicht gewidmeten Kan

ale nur noch je-
weils einen weiteren physikalischen Kanal in der Abw

artsstrecke und der Aufw

arts-
strecke zum

Ubertragen der gewidmeten Kan

ale. Da die nicht gewidmeten Kan

ale
teilweise Burst verwenden, die den Einsatz von Codemultiplex nicht gestatten, wird
in dem f

ur nicht gewidmete Kan

ale vorgesehenen physikalischen Kanal in jedem Zeit-
schlitz nur ein einziger Burst

ubertragen. In dem f

ur gewidmete Kan

ale vorgesehe-
nen physikalischen Kanal k

onnen ohne Einschr

ankungen mehrere Ressourcen gleich-
zeitig verwendet werden. Die beiden physikalischen Kan

ale der Abw

artsstrecke und
der Aufw

artsstrecke k

onnen jeweils in einem gemeinsamen Funkkanal liegen. Die HF-
Ankopplung braucht also jeweils nur einen einzigen Funkkanal f

ur die Abw

artsstrecke
und einen Funkkanal f

ur die Aufw

artsstrecke zu unterst

utzen. Entsprechend dem im
JD-CDMA-Mobilfunksystem vorgesehenen Frequenzduplex werden f

ur Abw

artsstrecke
und Aufw

artsstrecke unterschiedliche Funkkan

ale verwendet. Dieses auf insgesamt vier
physikalische Kan

ale eingeschr

ankte System reicht aus, um das Codemultiplexvielfach-
zugrisverfahren zu untersuchen. In einem realen System werden weitere physikalische
Kan

ale f

ur gewidmete Kan

ale ben

otigt, um weitere Mobilstationen zu versorgen oder
durch das Zuweisen mehrerer Ressourcen auch unterschiedlicher physikalischer Kan

ale
an eine Mobilstation h

ohere Datenraten zu erzielen. In einem Experimentalsystem
braucht man jedoch mehrere physikalische Kan

ale f

ur gewidmete Kan

ale nicht zu un-
tersuchen, da groes Vertrauen in die Funktion der Vielfachzugriskomponenten Zeit-
multiplex und Frequenzmultiplex besteht. Da es zum Erzielen der geringen ben

otigten
Datenraten ausreicht, die nicht gewidmeten Kan

ale von Rahmen zu Rahmen abwech-
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Bild 3.2. Nutzung der physikalischen Kan

ale
selnd jeweils nur alternativ in der Abw

artsstrecke oder in der Aufw

artsstrecke zu

ubert-
ragen, gelingt es, das in Bild 3.2 gezeigte Nutzungsschema f

ur die physikalischen Kan

ale
zu erstellen. Dieses Nutzungsschema zeichnet sich durch folgende Eigenschaften aus:
 Es werden nur alternativ in der Abw

artsstrecke oder in der Aufw

artsstrecke Nach-
richten

ubertragen. Man ben

otigt folglich keine aufwendige HF-Ankopplung, die
gleichzeitig f

ur Senden und Empfangen eingesetzt werden kann.
 Zwischen zwei genutzten Zeitschlitzen liegt mindestens ein ungenutzter Zeit-
schlitz. Dies vereinfacht die Zwischenpuerung und den Transfer von Sendedaten
und Empfangsdaten zwischen HF-Ankopplung und digitaler Signalverarbeitung.
 Zwischen einem f

ur die Abw

artsstrecke und einem f

ur die Aufw

artsstrecke genutz-
ten Zeitschlitz liegen mindestens zwei ungenutzte Zeitschlitze. Das Umschalten
zwischen Empfangsbetrieb und Sendebetrieb der HF-Ankopplung kann also rela-
tiv langsam erfolgen.
Insgesamt erlauben diese einfachen Anforderungen an die HF-Ankopplung das Ver-
wenden von urspr

unglich f

ur das GSM entworfenen integrierten Schaltungen in der
HF-Ankopplung [MSW97b, BEM
+
98b].
Zum

Ubertragen der nicht gewidmeten Steuerkan

ale FCCH, SCH, PCH und AGCH in
dem exklusiv hierf

ur reservierten physikalischen Kanal in der Abw

artsstrecke wurde die
in Bild 3.3 gezeigte Multirahmenstruktur entworfen. Die in dieser Multirahmenstruktur
denierte Nutzung des physikalischen Kanals der nicht gewidmeten logischen Kan

ale
wird alle 26 Rahmen wiederholt. Man beachte, da der physikalische Kanal nur in
jedem zweiten Rahmen genutzt wird, was dem in Bild 3.2 gezeigtem Nutzungsschema
der physikalischen Kan

ale entspricht. Der PCH und der AGCH werden nur bei Bedarf,
das heit, wenn entsprechende Informationen zu

ubertragen sind, gesendet. In dem
mit noise bezeichneten Zeitschlitz wird nichts gesendet, und die Mobilstation kann
Messungen der empfangenen Rauschleistung durchf

uhren.
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Bild 3.3. Multirahmenstruktur f

ur nicht gewidmete Kan

ale in der Abw

artsstrecke

4
4


4


4

$

4

$

4

$

4

$

4
4


4


D
4

$

D
4

$

D
4

$

D
4

$




9 1;
Bild 3.4. Multirahmenstruktur f

ur nicht gewidmete Kan

ale in der Aufw

artsstrecke
Bild 3.4 zeigt die Multirahmenstruktur f

ur den f

ur nicht gewidmete Kan

ale reservierten
physikalischen Kanal in der Aufw

artsstrecke,

uber den nur der logische Kanal RACH

ubertragen wird. Auch diese Multirahmenstruktur wird alle 26 Rahmen wiederholt,
und auch hier wird wieder entsprechend Bild 3.2 nur jeder zweite Zeitschlitz genutzt.
Der mit noise bezeichnete Zeitschlitz dient dem Messen der empfangenen Rauschlei-
stung durch die Basisstation. Der RACH wird nur bei Bedarf von den Mobilstatio-
nen gesendet, von der Basisstation aber st

andig abgeh

ort. Wenn zwei Mobilstationen
gleichzeitig eine Verbindung aufbauen wollen, so kann es vorkommen, da sie gleichzei-
tig einen RACH-Burst senden. Dann kommt es zu einer Kollision der RACH-Bursts,
die dazu f

uhren kann, da die Basisstation keinen der beiden gesendeten RACH-Bursts
detektieren kann. Die Mobilstationen bemerken die Kollision daran, da die Basis-
station nicht nach einer gewissen Zeit auf dem AGCH antwortet. Die Mobilstationen
m

ussen nun nach einer zuf

alligen Zeit nochmals einen RACH-Burst senden. Dieses
kollisionsbasierende Vielfachzugrisverfahren auf dem RACH wird als S-ALOHA be-
zeichnet [Tan92, Wal98b].
Schlielich gibt es noch die Multirahmenstrukturen der gewidmeten Kan

ale TCH/S,
TCH/D, SACCH und FACCH. Die gewidmeten Kan

ale dienen immer einer Punkt-zu-
Punkt-Kommunikation zwischen der Basisstation und einer bestimmten Mobilstation.
In dem f

ur gewidmete Kan

ale vorgesehenen physikalischen Kanal k

onnen gleichzeitig
mehrere Ressourcen genutzt werden, und f

ur die einzelnen Ressourcen k

onnen un-
terschiedliche Multirahmenstrukturen verwendet werden. Im Gegensatz zu den nicht
gewidmeten Kan

alen werden die gewidmeten Kan

ale nur dann

ubertragen, wenn eine
Verbindung besteht. Bei einem Verbindungsaufbau werden Ressourcen paarweise f

ur
Abw

artsstrecke und Aufw

artsstrecke vergeben, und den vergebenen Ressourcen wird ei-
ne der drei m

oglichen Multirahmenstrukturen f

ur gewidmete Kan

ale zugewiesen, wobei
in Abw

artsstrecke und Aufw

artsstrecke wiederum paarweise die gleiche Multirahmen-
struktur verwendet wird. F

ur die erste Ressource einer Verbindung einer Mobilstation
wird immer die in Bild 3.5 gezeigte Multirahmenstruktur verwendet. Diese Multirah-
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menstruktur enth

alt neben dem logischen Kanal TCH/S auch noch den logischen Kanal
SACCH sowie bei Bedarf durch Ersetzen des TCH den logischen Kanal FACCH. Unter
Ber

ucksichtigung der Verschachtelung des SACCH

uber vier SACCH-Bursts ergibt sich
eine L

ange der Multirahmenstruktur von 52 Rahmen. Das Unterscheiden von TCH/S
und FACCH erfolgt, wie bereits diskutiert, anhand der Stealing Flags. Werden einer
Mobilstation weitere Ressourcen zugewiesen, so braucht kein weiterer SACCH mehr
vorgesehen zu werden, da ein SACCH zur gemeinsamen Verbindungssteuerung aller
Ressourcen einer Mobilstation ausreicht. Das Zuweisen mehrerer Ressourcen an eine
Mobilstation kann entweder direkt beim Verbindungsaufbau oder auch sp

ater w

ahrend
einer bestehenden Verbindung erfolgen. Je nach gew

unschten Eigenschaften, wie zum
Beispiel der zul

assigen

Ubertragungsverz

ogerung, kann f

ur weitere Ressourcen die Mul-
tirahmenstruktur nach Bild 3.6 oder 3.7 verwendet werden. Die Multirahmenstruktur
nach Bild 3.6 enth

alt nur einen einzigen TCH/S und hat eine L

ange von vier Rahmen.
Die Multirahmenstruktur nach Bild 3.7 enth

alt nur einen einzigen TCH/D und hat
eine L

ange von 16 Rahmen. Die Vergabe einer Ressource erfolgt in zwei Schritten:
 Zuerst wird

uber die Steuerkan

ale die Vergabe einer weiteren Ressource zwischen
der Basisstation und der betreenden Mobilstation ausgehandelt. Ressourcen
werden immer paarweise in Abw

artsstrecke und Aufw

artsstrecke vergeben. Die
beteiligten Steuerkan

ale sind beim Verbindungsaufbau entweder der PCH oder
der RACH und der AGCH oder bei der Erweiterung einer bestehenden Verbin-
dung der FACCH. Die

ubrigen Mobilstationen, die

uber den physikalischen Kanal,
in dem die neue Ressource vergeben wird, mit der Basisstation kommunizieren,
werden

uber den FACCH

uber die

Anderung der Ressourcenvergabe informiert.
 Beim Aushandeln der Vergabe neuer Ressourcen wird ein Zeitpunkt festgelegt, zu
dem die Nachrichten

ubertragung

uber diese Ressourcen starten soll. Bei Errei-
chen dieses Startzeitpunktes beginnen gleichzeitig Mobilstation und Basisstation
zu senden und zu empfangen.
Die Freigabe von Ressourcen erfolgt ebenfalls nach diesem zweistugen Schema:
 Zun

achst wird

uber den FACCH ausgehandelt, wann die Ressourcen freizugeben
sind.
 Zum ausgehandelten Endezeitpunkt wird die Nachrichten

ubertragung mit den
betroenen Ressourcen in Abw

artsstrecke und Aufw

artsstrecke gleichzeitig ge-
stoppt.
3.1
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Bild 3.5. Multirahmenstruktur f

ur gewidmete Kan

ale mit TCH/S, SACCH und
FACCH
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Bild 3.6. Multirahmenstruktur f

ur gewidmete Kan

ale mit TCH/S
Aus der Diskussion der Multirahmenstrukturen folgt als wesentlicher Aspekt f

ur die
digitale Signalverarbeitung in einem JD-CDMA-Mobilfunksystem, da die vollst

andige
Modellierung mit einem Datenumodells nicht m

oglich ist. Die Gr

unde hierf

ur sind
im einzelnen:
 Die Datenabh

angigkeiten der Signalverarbeitung infolge der Stealing Flags und
der

uber die Steuerkan

ale, das heit, durch

ubertragene Daten gesteuerten Ver-
gabe von Ressourcen.
 Selbst wenn man auf die Stealing Flags durch Verwenden anderer Multirahmen-
strukturen verzichten k

onnte und das System zun

achst nur f

ur Zeitintervalle
konstanter Ressourcenvergabe betrachten w

urde, w

are eine Modellierung mittels
Datenumodellen und ein hierauf basierender Systementwurf immer noch nicht
praktikabel. Aufgrund der sehr vielen m

oglichen Ressourcenvergaben mit unter-
schiedlichen Multirahmenstrukturen w

aren entsprechend sehr viele verschiedene
Datenumodelle und in der Folge auch Ablaufplanungen zu entwerfen.
Das f

ur das Experimentalsystem entworfene Konzept der digitalen Signalverarbeitung
beruht vielmehr auf folgenden Entwurfsgrunds

atzen:
.4'#
9 0;
Bild 3.7. Multirahmenstruktur f

ur gewidmete Kan

ale mit TCH/D
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 F

ur die beiden jeweils im Experimentalsystem vorhandenen physikalischen
Kan

ale in Abw

artsstrecke und Aufw

artsstrecke werden getrennte Sendesignal-
verabreitungen und Empfangssignalverarbeitungen vorgesehen.
 F

ur jeden Burst wird eine entsprechende Signalverarbeitung gestartet. Auf-
grund der Verschachtelung und der Periodizit

at der Nutzung der Signalverar-
beitungsressourcen der digitalen Signalverarbeitung ergibt sich eine Periodizit

at
der durchzuf

uhrenden Aufgaben.
 Bei der Signalverarbeitung f

ur die nicht gewidmeten Kan

ale wird direkt zu Beginn
einer Signalverarbeitung entschieden, welcher logischer Kanal im aktuellen Burst

ubertragen wird. Dann wird die entsprechende Signalverarbeitung durchgef

uhrt.
 Die Signalverarbeitung f

ur die gewidmeten Kan

ale l

at sich, wie in Abschnitt
3.2.1 noch erl

autert, in zwei Teile aufteilen. Die eigentliche Sendesignalge-
nerierung bei der Sendesignalverarbeitung sowie die Kanalsch

atzung und die
Datensch

atzung bei der Empfangssignalverarbeitung sind f

ur jeden Burst un-
abh

angig von der aktuellen Ressourcenvergabe und der verwendeten Multirah-
menstrukturen auszuf

uhren. Die aktuelle Ressourcenvergabe stellt hier nur einen
Parameter der Signalverarbeitungsalgorithmen dar. Lediglich bei der Kanalcodie-
rung, Verschachtelung, Entschachtelung und bei der Kanaldecodierung ergeben
sich Abh

angigkeiten der auszuf

uhrenden Algorithmen von der aktuellen Ressour-
cenvergabe und den verwendeten Multirahmenstrukturen.
Da die Realisierung der Signalverarbeitung der nicht gewidmeten Kan

ale vergleichs-
weise einfach ist { es wird keine Codemultiplexvielfachzugriskomponente verwendet
und die

Ubertragung erfolgt auch nur in jedem zweiten Rahmen, woraus eine niedri-
ge Datenrate resultiert { konzentrieren sich die Betrachtungen im verbleibendem Teil
dieser Arbeit auf die Realisierung der Signalverarbeitung f

ur die gewidmeten Kan

ale.
Wie bereits erl

autert, ergeben sich nur f

ur die Kanalcodierung und die Verschachtelung
Abh

angigkeiten von der aktuellen Ressourcenvergabe und den verwendeten Multirah-
menstrukturen. Man kann nun

ahnlich dem in Abschnitt 2.7 diskutiertem Prinzip
Platzhalter zum alternativen Durchf

uhren der verschiedenen ben

otigten Codier- und
Decodieralgorithmen sowie Verschachtelungs- und Entschachtelungsalgorithmen vorse-
hen. Im folgenden wird daher zun

achst von einem vereinfachten System ausgegangen,
in dem st

andig alle acht Ressourcen der f

ur die gewidmeten Kan

ale vorgesehenen physi-
kalischen Kan

ale genutzt werden, wobei f

ur alle acht Ressourcen die in Bild 3.6 gezeigte
Multirahmenstruktur verwendet wird. Dieses vereinfachte System kann nun mittels ei-
nes Datenumodells modelliert werden. Ausgehend von diesem Datenumodell wird
eine auf dem Steuerkreismodell basierende digitale Signalverarbeitung konzipiert. We-
gen der klaren Trennung von Kontrollu und Datenu f

allt es relativ leicht, das
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System anschlieend um die Unterst

utzung anderer Ressourcenvergaben und Multi-
rahmenstrukturen zu erweitern.
3.2 JD-CDMA-Algorithmen
3.2.1 Sender- und Empf

angerstruktur
Bild 3.8 zeigt ein Blockschaltbild eines JD-CDMA-Senders f

ur den Sonderfall, da al-
le K
max
Ressourcen des betrachteten physikalischen Kanals diesem Sender zugewiesen
wurden. Wie bereits erl

autert, wird zun

achst vereinfachend davon ausgegangen, da
auf allen Ressourcen jeweils nur der logische Kanal TCH/S

ubertragen wird, also f

ur
alle Ressourcen nur ein Faltungscode zur Kanalcodierung und eine Verschachtelung

uber vier Rahmen eingesetzt wird. Bevor der Burst erzeugt wird, werden die von den
K
max
Datenquellen stammenden bin

aren Daten mit dem Faltungscode der Rate R
c
und der Einul

ange L
c
codiert. Anschlieend werden die codierten Daten mit einem
Verschachteler der Verschachtelungstiefe I
D
verschachtelt. Jeweils zwei aufeinanderfol-
gende Bits der verschachtelten Daten werden vom Modulator auf ein komplexes 4-PSK
Symbol abgebildet. Die komplexen Symbole werden im Spreizer mit einem ressourcen-
spezischen komplexwertigen Spreizcode c
(k)
, k 2 1; : : : ; K
max
spektral gespreizt. Die
gespreizten Daten aller dem Sender zugewiesenen Ressourcen werden aufsummiert. Der
Burstbildner bildet aus je zwei N Symbolen langen Bl

ocken, dem Stealing Flag und
einer senderspezischen komplexwertigen Mittambel m
(m)
, m 2 1; : : : ; K
mmax
einen
Burst. Das so erzeugte digitale Sendesignal wird noch mit dem digitalen Grundim-
pulslter spektral geformt, bevor es vom Digital-Analog-Umsetzer in das analoge Tief-
pasignal umgesetzt wird. Dieses analoge Tiefpasignal mu nun noch mittels analoger
Schaltungen in das

aquivalente Bandpasignal umgesetzt werden und anschlieend auf
eine geeignete Sendeleistung verst

arkt werden.
Bild 3.9 zeigt das Blockschaltbild eines Empf

angers mit gemeinsamer Detektion f

ur
JD-CDMA. In den folgenden Betrachtungen wird angenommen, da am Eingang des
Empf

angers ein Empfangssignal anliegt, das aus der Summe der Signale von K
max
Ressourcen besteht. Das

Uberlagern der Signale erfolgt entweder im zugeh

origen
Sender oder an der Empfangsantenne. Falls es sich bei der betrachteten Nachrich-
ten

ubertragung um die Abw

artsstrecke handelt, so werden die Signale der einzelnen
Ressourcen im Sender der Basisstation aufsummiert. Im Falle der Aufw

artsstrecke
kann die

Uberlagerung beim Einsatz von Codeb

undelung bereits im Sender der Mo-
bilstation erfolgen. Signale verschiedener Mobilstationen werden an der Empfangs-
antenne der Basisstation

uberlagert. Zun

achst wird das empfangene Bandpasignal
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Bild 3.8. Blockschaltbild des Senders
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mittels analoger Schaltungen verst

arkt und in ein

aquivalentes Tiefpasignal umge-
setzt. Das analoge Tiefpasignal wird vom Analog-Digital-Umsetzer in ein digitales
Signal umgewandelt. Das digitale Signal wird mit einem digitalen Tiefpa geltert.
Dieser digitale Tiefpa hat die Aufgabe, exakt das Signal des interessierenden Funk-
kanals herauszultern. Anschlieend folgen die Kanalsch

atzung und die gemeinsame
Datensch

atzung, welche in den folgenden Abschnitten 3.2.2 und 3.2.3 noch genauer
diskutiert werden. Die gesch

atzten, immer noch codierten 2N komplexwertigen Da-
tensymbole der Vektoren
^
d
(k)
, k = 1; : : : ; K
max
jeder Ressource k werden vom Demo-
dulator wieder auf zwei reelle Symbole abgebildet. An dieser Stelle erfolgt noch keine
Quantisierung. Nach der Entschachtelung werden die noch nicht quantisierten Sym-
bole einem Viterbi-Decoder [For73] zum Decodieren des Faltungscodes zugef

uhrt. Die
noch nicht quantisierten Werte der Symbole werden hier als Zuverl

assigkeitsinforma-
tion verwendet (engl. Soft Input). Im Fall der Aufw

artsstrecke mu die Basisstation
Kanalsch

atzung, Datensch

atzung, Demodulation, Entschachtelung und Decodierung
f

ur alle aktiven Ressourcen durchf

uhren. Im Fall der Abw

artsstrecke mu die Ka-
nalsch

atzung und gemeinsame Detektion auch unter Ber

ucksichtigung aller aktiven
Ressourcen geschehen. Demodulation, Entschachtelung und Decodierung sind jedoch
nur f

ur die der jeweiligen Mobilstation zugewiesenen Ressourcen erforderlich.
Die in den Blockschaltbildern vorgestellten Sender- und Empf

angerstrukturen entspre-
chen dem in Abschnitt 1.2.2 diskutierten Software-Radio-Konzept.
3.2.2 Gemeinsame Kanalsch

atzung
Die auch unter der Bezeichnung Steiner-Sch

atzer bekannten Algorithmen zum Ka-
nalsch

atzen wurden in [SJ93, SB93, SJ94, Ste95] entwickelt. Hier werden kurz die
wichtigsten Ergebnisse zur aufwandsg

unstigen Kanalsch

atzung zusammengefat. Die
folgenden Betrachtungen zur Kanalsch

atzung erfolgen im

aquivalenten, zeitdiskreten
Tiefpabereich. Um eine Kanalsch

atzung im Empf

anger zu erm

oglichen, senden die
K
m
im betrachteten physikalischen Kanal aktiven Sender jeweils eine senderspezische,
komplexwertige Mittambel m
(m)
, m = 1 : : :K
m
. Die Mittambeln haben jeweils eine
L

ange von L
m
Elementen, wobei die zeitliche Dauer eines Elementes der zeitlichen
Dauer eines Chips der Datenbl

ocke entspricht. Die ben

otigten K
m
verschiedenen Mit-
tambeln werden von einem gemeinsamen Mittambelgrundcode der L

ange K
mmax
W
abgeleitet. K
mmax
ist maximale vorkommende Anzahl ben

otigter Mittambeln K
m
,
und W ist die maximale zul

assige L

ange der zu sch

atzenden Kanalimpulsantworten in
Elementen, was der Anzahl zu sch

atzender Abtastwerte (engl. Taps) jeder Kanalimpul-
santwort entspricht. Die benutzerspezischen Mittambeln m
(m)
erh

alt man aus dem
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Bild 3.9. Blockschaltbild des Empf

angers
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Mittambelgrundcode
m
P
= (m
1
; m
2
; : : : ; m
P
)
T
; P = K
mmax
W (3.1)
durch zyklisches Rotieren um W  (m   1) Elemente und periodisches Fortsetzen der
rotierten Mittambel bis zu der L

ange der Mittambeln von
L
m
 (K
mmax
+ 1)W   1 (3.2)
Elementen. Dadurch, da die verschiedenen Sender zeitversetzte Versionen der gleichen
Mittambel senden, wird das Problem der gemeinsamen Kanalsch

atzung vieler kurzer
Kanalimpulsantworten auf das Problem des Sch

atzens einer l

angeren Kanalimpulsant-
wort zur

uckgef

uhrt. Diese l

angere Kanalimpulsantwort enth

alt zeitlich hintereinander
die zu sch

atzenden Kanalimpulsantworten
h
(m)
=

h
(m)
1
; h
(m)
2
; : : : ; h
(m)
W

T
; m = 1 : : :K
m
(3.3)
der K
m
einzelnen Sender. Im Empf

anger wird nur der Teil des Empfangssignals, der
ausschlielich von den gesendeten Mittambeln m
(m)
resultiert, also keine Interferenz
von den benachbarten Datenbl

ocken enth

alt, zum Kanalsch

atzen verwendet. Dieser
Teil des Empfangssignals wird im folgenden mit dem Vektor e
m
bezeichnet. Wenn
dieser Abschnitt des Empfangssignals e
m
, was im folgenden angenommen werden soll,
genau
L = K
mmax
W = P (3.4)
Elemente lang ist, ergibt sich ein besonders einfacher Kanalsch

atzer. Das Empfangssi-
gnal e
m
ergibt sich mit dem Vektor aller Kanalimpulsantworten
h =

h
(1)
T
;h
(2)
T
; : : : ;h
(K
m
)
T

T
; (3.5)
der die gesendeten Mittambeln enthaltenden, quadratischen, rechtszirkulanten L L-
Matrix
G =
0
B
B
B
B
B
B
B
@
m
P
m
P 1
   m
2
m
1
m
1
m
P 1
   m
3
m
2
.
.
.
.
.
.
.
.
.
.
.
.
m
P 2
m
P 3
   m
P
m
P 1
m
P 1
m
P 2
   m
1
m
P
1
C
C
C
C
C
C
C
A
(3.6)
und dem Rauschvektor n
m
zu
e
m
= G  h+ n
m
: (3.7)
Eine erwartungstreue Sch

atzung
^
h der Kanalimpulsantworten h mit minimaler Varianz
ist f

ur den Fall, da das Rauschen n
m
wei ist, durch
^
h =

G
T
G

 1
G
T
e
m
= G
 1
e
m
(3.8)
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gegeben. Die Sch

atzung nach (3.8) wird auch als Gau-Sch

atzung bezeichnet
[Kay93, Fel94]. Da die Inverse einer rechtszirkulanten Matrix ebenfalls rechtszir-
kulant ist, entspricht das Bilden des Produktes G
 1
e
m
einer zyklischen Korrelation
[SJ93, SB93, SJ94, Ste95]. Die zyklische Korrelation kann eÆzient im Frequenzbereich
durchgef

uhrt werden [Rup93]. Hierzu sind folgende Rechenschritte erforderlich:
 Diskrete Fouriertransformation des Mittambelgrundcodes und Bilden der Diago-
nalmatrix
 = Diag (DFT (m
P
)) (3.9)
sowie Inversion der Diagonalmatrix

 1
= (Diag (DFT (m
P
)))
 1
: (3.10)
Diese Berechnung braucht nur einmal vor Inbetriebnahme des Systems durch-
gef

uhrt zu werden, da der Mittambelgrundcode zum Zeitpunkt der Systemkon-
struktion festgelegt wird und sich im Betrieb nicht mehr

andert.
 Berechnen der diskreten Fouriertransformierten DFT (e
m
) des Empfangssignals
e
m
.
 Elementeweises Multiplizieren der Fouriertransformation des Empfangssignals
mit den im ersten Schritt berechneten KoeÆzienten 
 1
DFT(e
m
).
 Berechnen der Sch

atzungen der Kanalimpulsantworten
^
h im Zeitbereich durch
Anwenden der inversen diskreten Fouriertransformation auf das Ergebnis der ele-
menteweisen Multiplikation
^
h = IDFT


 1
DFT(e
m
)

: (3.11)
Nat

urlich wird man die Fouriertransformationen mit dem Algorithmus der schnellen
Fouriertransformation realisieren [CT65]. Der Einsatz der schnellen Fouriertransfor-
mation wurde f

ur den Sonderfall, da die Anzahl der Elemente L des Vektors e
m
eine
Zweierpotenz ist, bereits in [SB93, SJ94, Ste95] vorgeschlagen. Wenn die Anzahl der
Elemente L des Vektors e
m
keine Zweierpotenz ist, kann die schnelle Fouriertransfor-
mation nicht direkt angewendet werden. Man mu die schnelle Fouriertransformation
im allgemeinen vielmehr auf Folgen der L

ange
N
FFT
 2L (3.12)
anwenden, wobei N
FFT
eine Zweierpotenz ist. Der zu transformierende Mittambel-
grundcode wird hierbei zuvor bis zur einer L

ange von N
FFT
Elementen periodisch
fortgesetzt, w

ahrend der Vektor e
m
mit Nullen bis zur L

ange N
FFT
aufgef

ullt wird.
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3.2.3 Gemeinsame Datensch

atzung
Die gemeinsame Datensch

atzung wird zun

achst f

ur einen isoliert

ubertragenen Da-
tenblock diskutiert. Anschlieend werden die bei der Burst

ubertragung zus

atzlich zu
ber

ucksichtigenden Aspekte beschrieben. Die in dem JD-CDMA-Mobilfunksystem ein-
gesetzte gemeinsame Datensch

atzung wurde umfassend in [KB92, KB93, BFKM93,
JBB93, KKKB94, FKB94, JB95, KKKB96, Kle96] beschrieben. Das Ziel der folgen-
den Darstellung ist das Zusammenfassen der wichtigsten vorhandenen Ergebnisse zur
gemeinsamen Datensch

atzung und die Identikation der in einem Experimentalsystem
zu implementierenden Algorithmen. Die folgenden Betrachtungen erfolgen wieder im

aquivalenten zeitdiskreten Tiefpabereich. In dem betrachteten Datenblock werden
f

ur die K aktiven Ressourcen jeweils N komplexe Datensymbole

ubertragen. Die N
Datensymbole der K Ressourcen werden zu den Datenvektoren
d
(k)
=

d
(k)
1
; d
(k)
2
; : : : ; d
(k)
N

T
; k = 1; : : : ; K (3.13)
zusammengefat. Aus den Datensymbolen aller K aktiven Ressourcen wird der kom-
binierte Datenvektor
d =

d
(1)
1
; d
(2)
1
; : : : ; d
(K)
1
; d
(1)
2
; d
(2)
2
; : : : ; d
(K)
2
; : : : ; d
(1)
N
; d
(2)
N
; : : : ; d
(K)
N

T
(3.14)
gebildet. Im Sender werden die Datensymbole mit den ressourcenspezischen Spreiz-
codes
c
(k)
=

c
(k)
1
; c
(k)
2
; : : : ; c
(k)
Q

)
T
; k = 1; : : : ; K (3.15)
mit einer L

ange von Q Elementen spektral gespreizt. Anschlieend werden die Sende-
signale

uber im allgemeinen K verschiedene Kan

ale zum Empf

anger

ubertragen. Das
heit, jeder Ressource kann eine Kanalimpulsantwort
h
(k)
=

h
(k)
1
; h
(k)
2
; : : : ; h
(k)
W
;

T
; k = 1; : : : ; K (3.16)
mit einer L

ange von W Elementen zugeordnet werden. Neben den Eekten der Mehr-
wegeausbreitung beinhaltet diese Kanalimpulsantwort h
(k)
auch die Impulsantwort des
Grundimpulslters im Sender. Diese Modellierung schliet auch den Sonderfall mit ein,
in dem die Signale mehrerer Ressourcen bereits im Sender aufsummiert werden. Dann
sind die Kanalimpulsantworten dieser Ressourcen gleich. Die kombinierten Kanalim-
pulsantworten b
(k)
, k = 1; : : : ; K der L

ange Q+W  1 sind durch das Faltungsprodukt
b
(k)
=

b
(k)
1
; b
(k)
2
; : : : ; b
(k)
Q+W 1

)
T
= c
(k)
 h
(k)
(3.17)
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deniert. Das Empfangssignal e eines Datenblocks ergibt sich nun mit der (N  Q +
W   1) (K N)-Systemmatrix
A =
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
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B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
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welche die kombinierten Kanalimpulsantworten b
(k)
enth

alt, und dem Rauschvektor n
zu [KB92, BFKM93, KB93, Kle96]
e = Ad+ n: (3.19)
Speziell mit der hier gew

ahlten Anordnung der Datensymbole im kombinierten Da-
tenvektor d ist die Systemmatrix eine d

unn besetzte Bandmatrix. Diese Struktur der
Systemmatrix kann, wie in diesem Abschnitt 3.2.3 noch gezeigt wird, zum Reduzieren
der Algorithmenkomplexit

at ausgenutzt werden [Sch99].
In der Regel ist es wegen des Rauschens n nicht m

oglich, von dem Empfangssignal e
wieder exakt auf die gesendeten Symbole d zu schlieen. Man versucht vielmehr, eine
m

oglichst gute Sch

atzung
^
d der Symbole d zu ermitteln. Je nach Optimierungskrite-
rium ergeben sich viele verschiedene Sch

atzalgorithmen. F

ur das Experimentalsystem
des JD-CDMA-Mobilfunksystems wurde ein Sch

atzalgorithmus verwendet, der ohne
Ber

ucksichtigen der Quantisierung der Datensymbole eine erwartungstreue Sch

atzung
3.2 JD-CDMA-Algorithmen 69
^
d der Datensymbole mit einem unter Annahme von weiem Rauschen n minimalem
mittleren quadratischen Fehler


e A
^
d



2
=

e A
^
d

T

e A
^
d

(3.20)
berechnet. Die Sch

atzung ergibt sich ausgehend vom Optimierungskriterium (3.20) zu
^
d =

A
T
A

 1
A
T
e: (3.21)
Dieser durch (3.21) denierte Sch

atzer eliminiert { aufgrund seiner Erwartungstreue {
alle systematischen Fehler wie Vielfachzugrisinterferenz und Intersymbolinterferenz.
In der Literatur ist das hier beschriebene Sch

atzverfahren auch als Zero Forcing Block
Linear Equalizer (ZF-BLE) oder als Gau-Sch

atzung bekannt [Kay93, Fel94]. In der nu-
merischen Mathematik wird das beschriebene Rechenverfahren in der Ausgleichsrech-
nung zum L

osen

uberbestimmter linearer Gleichungssysteme eingesetzt [Sch88, Sto89].
e = A
^
d (3.22)
ist ein im allgemeinen nicht exakt l

osbares

uberbestimmtes lineares Gleichungssystem
f

ur
^
d. Die Pseudol

osung mit dem minimalen mittleren quadratischen Fehler erh

alt
man aus dem bestimmten linearen Gleichungssystem der Normalgleichungen

A
T
A

^
d = A
T
e; (3.23)
das direkt aus (3.21) durch Multiplikation mit A
T
A folgt. Das Bilden des Produktes
A
T
e entspricht aufgrund der speziellen Struktur der Matrix A einer signalangepaten
Filterung [Tur60] des Empfangssignals e mit den kombinierten Kanalimpulsantworten
b
(k)
.
Aus der Literatur sind eine Vielzahl von Algorithmen zum n

aherungsweisen L

osen

uberbestimmter linearer Gleichungssysteme bekannt:
 Man kann zum Beispiel mit dem Householder-Verfahren [Sch88, Sto89, PTVF92]
eine Sch

atzung der Datensymbole direkt aus dem

uberbestimmten linearen Glei-
chungssystem (3.22) berechnen.
 Alternativ kann man das

uberbestimmte lineare Gleichungssystem (3.22) in das
bestimmte lineare Gleichungssystem (3.23)

uberf

uhren und hierauf einen der
vielen bekannten Algorithmen zum L

osen linearer Gleichungssysteme anwen-
den. Beispiele von Algorithmen zum L

osen linearer Gleichungssysteme sind
der Gau-Algorithmus, das Cholesky-Verfahren oder auch iterative Verfahren
[Sch88, Sto89, GVL86, PTVF92].
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In dem hier diskutierten Experimentalsystem wird das

uberbestimmte lineare Glei-
chungssystem (3.22) zun

achst in das bestimmte lineare Gleichungssystem (3.23)

uberf

uhrt, und dieses wird dann mit einem approximativen Cholesky-Verfahren gel

ost.
Da die Matrix A
T
A hermitsch ist, kann sie mittels des Cholesky-Verfahrens in ein
Produkt einer oberen Dreiecksmatrix H und einer unteren Dreiecksmatrix H
T
zerlegt
werden:
A
T
A = H
T
H (3.24)
Nun reduziert sich das L

osen des linearen Gleichungssystems (3.23) auf das L

osen
zweier linearer Gleichungssysteme in Dreiecksform
H
T
z = A
T
e (3.25)
und
H
^
d = z (3.26)
durch Vorw

artssubstitution und R

uckw

artssubstitution. Es sollte noch erw

ahnt wer-
den, da, obwohl je zwei lineare Gleichungssysteme (3.25) und (3.26) f

ur die beiden Da-
tenbl

ocke eines Bursts gel

ost werden m

ussen, die Cholesky-Zerlegung der MatrixA
T
A
nur einmal durchgef

uhrt werden mu. Die Matrix A
T
A h

angt n

amlich nur von den
kombinierten Kanalimpulsantworten b
(k)
ab, die f

ur beide Datenbl

ocke gleich sind. Die
kombinierten Kanalimpulsantworten b
(k)
sind dem Empf

anger mit dem Datensch

atzer
nat

urlich nicht a priori bekannt, sondern m

ussen aus den bekannten Spreizcodes c
(k)
und den zuvor aus dem Mittambelempfangssignal e
m
gesch

atzten Kanalimpulsantwor-
ten
^
h
(k)
berechnet werden.
Bislang wurde nur der Empfang eines isolierten Datenblocks betrachtet. Wenn die
Datenbl

ocke jedoch wie im realen System direkt an die Mittambel grenzen, so kommt
es infolge der Mehrwegeausbreitung zu Interferenzen zwischen den Empfangssignalen
der Datenbl

ocke und der Mittambel. Zur Kanalsch

atzung wird, wie bereits diskutiert,
nur der interferenzfreie Teil des Mittambelempfangssignals e
m
verwendet. Mit Hilfe
der gesch

atzten Kanalimpulsantworten
^
h
(m)
und den K
m
bekannten Mittambelsende-
signalen m
(m)
kann der Empf

anger nun die von der Mittambel ausgehende Interferenz
rekonstruieren und von dem Empfangssignal abziehen. So erh

alt man wie im Fall der
isolierten

Ubertragung der Datenbl

ocke ein mittambelinterferenzfreies Empfangssignal
e der Datenbl

ocke.
Essentiell zum Reduzieren des Rechenaufwands der Datensch

atzung ist die M

oglich-
keit, eine hinreichend genaue approximative Cholesky-Zerlegung zu verwenden. Dies
erst erm

oglicht die Implementierung eines JD-CDMA-Mobilfunksystems mit heutigen
Mikroprozessoren. Bild 3.10 zeigt das Prinzip der approximativen Cholesky-Zerlegung.
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Bild 3.10. Approximative Cholesky-Zerlegung
Die Matrix A
T
A hat eine Block-Toeplitz-Struktur und besteht nur aus L
I
verschie-
denen, nicht verschwindenden Bl

ocken der Gr

oe K K. L
I
ist hierbei die L

ange der
Intersymbolinterferenz, das heit die Anzahl an Symbolen,

uber die sich das von ei-
nem gesendeten Symbol stammende Empfangssignal infolge der Mehrwegeausbreitung
erstreckt. In dem hier betrachteten Experimentalsystem folgt aus der Symboll

ange
Q = 14 Elemente und der maximalen Kanalimpulsantwortl

ange W = 27 Elemente,
da
L
I
 3 (3.27)
ist. Da die Matrix A
T
A ein Block-Toeplitz-Block-Bandmatrix ist, ist auch die Matrix
H n

aherungsweise eine Block-Toeplitz-Block-Bandmatrix [Kle96, KA98]. Der im fol-
genden verwendete Parameter  bezeichnet die Anzahl Blockspalten beziehungsweise
Blockzeilen, f

ur die eine exakte Choleskyzerlegung durchgef

uhrt wird. Zum Berech-
nen der approximativen Cholesky-Zerlegung wird die Cholesky-Zerlegung nur f

ur die
quadratische Untermatrix mit den ersten K   Spalten und Zeilen von A
T
A berech-
net. Danach wird die Matrix H durch periodisches Kopieren der -ten Blockspalte
aufgef

ullt. Der Sonderfall  = N entspricht der exakten Cholesky-Zerlegung. Simula-
tionen f

ur typische Mobilfunkszenarien haben gezeigt, da die infolge der approxima-
tiven Cholesky-Zerlegung entstehenden Fehler im Vergleich zu den durch die St

orung
n verursachten Fehlern vernachl

assigbar sind, falls   L
I
gew

ahlt wird [Sch99]. Im
Experimentalsystem f

ur das JD-CDMA-Mobilfunksystem wurde  = 4 gew

ahlt. Der
Rechenaufwand der Cholesky-Zerlegung konnte so im Vergleich zur exakten Cholesky-
Zerlegung ungef

ahr um den Faktor 10 reduziert werden.
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3.3 Modellierung auf Systemebene
Die in diesem Abschnitt vorgestellten Modelle dienen als Aufgabenstellung f

ur die im
folgenden Kapitel 4 diskutierte Implementierung eines Experimentalsystems f

ur das
JD-CDMA-Mobilfunksystem. Charakteristisch f

ur die Modellierung auf Systemebene
ist, da Algorithmen als elementare Bausteine angesehen werden. Wie bereits erl

autert,
wird zun

achst von einem vereinfachten System ausgegangen, in dem auf allenK
max
Res-
sourcen kontinuierlich als einziger logischer Kanal ein TCH/S mit einem Faltungscode
zur Kanalcodierung und einer Verschachtelung

uber vier Rahmen

ubertragen wird.
Dann k

onnen die sich aus den zu verarbeitenden Daten ergebenden Abh

angigkeiten
der Algorithmen untereinander mit einem Datenumodell modelliert werden. Im fol-
genden werden die Datenumodelle f

ur das Experimentalsystem in Petrinetznotation
dargestellt. Dies reduziert einerseits die Vielfalt an verwendeten Modellierungstechni-
ken und erlaubt es andererseits, sp

ater zum Beispiel die sich aus den in Abschnitt 3.1.2
diskutierten Multirahmenstrukturen ergebenden, zu Datenabh

angigkeiten der Signal-
verarbeitung f

uhrenden Aspekte durch Erweitern des Modells zu ber

ucksichtigen.
Bild 3.11 zeigt eine Petrinetzmodellierung der digitalen Signalverarbeitung des Sen-
ders. Zun

achst sind nur die K
max
Transitionen schaltbereit, die die Kanalcodierung,
Verschachtelung und Modulation der Informationen der K
max
aktiven Ressourcen mo-
dellieren. Diese Algorithmen werden auch unter der Bezeichnung Sendersignalvorver-
arbeitung zusammengefat. Das Generieren modulierter Daten d
(k)
einer Ressource k
f

ur eine Verschachtelungsperiode von I
D
= 4 Rahmen wird durch das einmalige Schal-
ten der entsprechenden Transitionen modelliert. Wie im Bild 3.11 angedeutet, werden
beim Schalten einer Transition mit Kanalcodierung, Verschachtelung und Modulation
vier Marken erzeugt, das heit, modulierte Daten f

ur vier Bursts generiert. Nachdem
alle K
max
die Kanalcodierung, Verschachtelung und Modulation modellierenden Tran-
sitionen einmal geschaltet haben, kann die Transition f

ur Spreizung, Summierung und
Burstbildung viermal schalten, was dem Generieren von vier Bursts entspricht. Nach
jedem Schalten der Transition f

ur Spreizung, Summierung und Burstbildung kann die
die Grundimpulslterung modellierende Transition einmal Schalten. Die eigentlichen
Datenabh

angigkeiten der Signalverarbeitung werden mit dem durchgezogen gezeichne-
ten Teil des Petrinetzes nach Bild 3.11 vollst

andig modelliert. In einem realen System
m

ussen jedoch noch folgende Aspekte ber

ucksichtigt werden:
 Auf jeder Stelle darf sich nur eine maximale Anzahl von Marken ansammeln
k

onnen. Jede auf einer Stelle liegende Marke modelliert zu speichernde Daten,
f

ur die in einer Systemimplementierung Speicherplatz vorgesehen werden mu.
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Bild 3.11. Petrinetzmodellierung des Senders
Da man nur eine begrenzte Speicherkapazit

at vorsehen kann, m

ussen die Mar-
kenanzahlen auf den Stellen beschr

ankt sein. Dies kann man durch Angabe von
Kapazit

aten der Stellen oder besser, da man als Ausgang vieler Syntheseverfah-
ren ein sicher markiertes Petrinetz ben

otigt, durch Einf

uhren komplement

arer
Stellen erreichen.
 Bei dem realen System handelt es sich um ein Echtzeitsystem. Auch wenn
zun

achst die Modellierung mit zeitfreien Petrinetzen betrachtet wird, so folgt aus
der Echtzeitforderung ebenfalls die Forderung, da sich auf jeder Stelle nur eine
begrenzte Anzahl an Marken ansammeln darf, da die Zwischenpuerung groer
Datenmengen auch zu langen Verarbeitungsdauern f

uhrt. Bezogen auf die Sen-
dersignalverarbeitung bedeutet die Echtzeitbedingung, da die zu codierenden
Daten erst eine gewisse Zeit vor dem Sendezeitpunkt zur Verf

ugung stehen.
Um die Anzahl der im Petrinetz umlaufenden Marken zu beschr

anken, wurden zus

atz-
lich die in Bild 3.11 gestrichelt gezeichneten Stellen und Kanten eingef

uhrt. Diese
zus

atzlichen Stellen wurden mit acht statt der minimal f

ur ein lebendiges Petrinetz
erforderlichen vier Marken anfangsmarkiert, damit immer Daten f

ur eine Verschachte-
lungsperiode im voraus codiert, verschachtelt und moduliert werden k

onnen. W

ahrend
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der vier zum Senden der Daten einer Verschachtelungsperiode erforderlichen Rahmen
k

onnen dann schon wieder die Daten der n

achsten Verschachtelungsperiode codiert,
verschachtelt und moduliert werden. Dies reduziert die erforderlichen Ausf

uhrungs-
geschwindigkeiten f

ur Codierer, Verschachteler und Modulator erheblich im Vergleich
zu dem Fall, da die Stellen nur mit vier Marken anfangsmarkiert w

aren. Schlielich
soll erw

ahnt werden, da aus dem Petrinetz nach Bild 3.11 erst durch Ber

ucksichtigen
der gestrichelt gezeichneten Stellen und Kanten ein Datenumodell entsprechend der
Denition in Abschnitt 2.6 wird.
Bild 3.12 zeigt eine Petrinetzmodellierung der digitalen Empf

angersignalverarbeitung.
Auch hier wurde wieder zum Begrenzen der Anzahl im Petrinetz umlaufender Marken
und entsprechend der erforderlichen Speicherkapazit

at einer Implementierung im Ein-
klang mit der Echtzeitforderung eine keinem realen Datenu entsprechende Erg

anzung
des Petrinetzes um die gestrichelt gezeichneten Stellen und Kanten vorgenommen. Man
kann f

unf Gruppen von Empf

angersignalverarbeitungsalgorithmen unterscheiden:
 Die Tiefpalterung, der vor allen anderen Algorithmen zum Filtern der Daten
eines Bursts aktiv werden mu.
 Die pro Burst einmal auszuf

uhrenden Algorithmen Kanalsch

atzung, Matrixgene-
rierung, Matrizenmultiplikation 1, Matrizenmultiplikation 2, Matrizenmultiplika-
tion 3 und Cholesky-Zerlegung, aus denen die Verarbeitung des Mittambelsignals
besteht.
 Die Algorithmen Interferenzelimination 1, signalangepate Filterung 1, Glei-
chungssystem A L

osen 1 und Gleichungssystem B L

osen 1 zum Verarbeiten der
Daten des ersten Datenblocks vor der Mittambel eines Bursts.
 Die Algorithmen Interferenzelimination 2, signalangepate Filterung 2, Glei-
chungssystem A L

osen 2 und Gleichungssystem B L

osen 2 zum Verarbeiten der
Daten des zweiten Datenblocks hinter der Mittambel eines Bursts.
 Die Algorithmen zum Verarbeiten der nach Ressourcen getrennten Daten. Dies
sind die K
max
Demodulationen, Entschachtelungen und Kanaldecodierungen.
Diese Algorithmen werden auch unter dem Begri Empf

angersignalnachverar-
beitung zusammengefat. Im Gegensatz zu den

ubrigen Algorithmen sind sie
nicht f

ur jeden Burst, sondern immer nur einmal f

ur eine vier Bursts umfassende
Verschachtelungsstruktur auszuf

uhren.
Der Matrixgenerator berechnet aus den gesch

atzten Kanalimpulsantworten
^
h und den
bekannten Spreizcodes c
(k)
die Matrix A. Die drei Matrizenmultiplizierer berechnen
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die bei der Parametrisierung des Experimentalsystems mit Q = 14 Elementen und
W = 27 Elementen auftretenden L
I
= 3 verschiedenen Bl

ocke der Matrix A
T
A. Jeder
der drei Matrizenmultiplizierer berechnet einen der drei Bl

ocke. Der Cholesky-Zerleger
berechnet die Cholesky-Zerlegung nach Gleichung (3.24). Die Interferenzeliminierer
entfernen unter Verwendung der gesch

atzten Kanalimpulsantworten die Interferenz
der Mittambeln in den Datenbl

ocken. Die signalangepaten Filter f

uhren die Matrix-
VektormultiplikationA
T
e durch. Die Gleichungssysteml

oser A l

osen das erste lineare
Gleichungssystem (3.25) durch Vorw

artssubstitution, und die Gleichungssysteml

oser B
l

osen das zweite lineare Gleichungssystem (3.26) durch R

uckw

artssubstitution.
Ein f

ur den Entwurf einer digitalen Signalverarbeitung wichtige Eigenschaft der Signal-
verarbeitungsalgorithmen ist der ben

otigte Rechenaufwand. Tabelle 3.2 enth

alt eine

Ubersicht der gesch

atzten Rechenaufw

ande der digitalen Signalverarbeitung f

ur einen
Sender und einen Empf

anger eines JD-CDMA-Mobilfunksystems. Die Rechenaufw

ande
wurden f

ur einen einzigen genutzten physikalischen Kanal und mit den Parametern aus
Tabelle 3.1 berechnet. Insbesondere folgt aus diesen Parametern, da die L

ange der
Intersymbolinterferenz L
I
drei Symbole betr

agt. Beim Berechnen der Rechenaufw

ande
wurde angenommen, daK = K
max
= 8 Ressourcen undK
m
= K
mmax
= 8 Mittambeln
gleichzeitig genutzt werden, was unter allen denkbaren Ressourcenbelegungen zu dem
gr

otm

oglichen Rechenaufwand f

ur die Signalverarbeitung eines physikalischen Kanals
f

uhrt. Insbesondere wird bei dieser Belegung aller Ressourcen f

ur jede Ressource eine
eigene Mittambel verwendet. Die Anzahl der KoeÆzienten des Grundimpulslters und
des Tiefpasses sind jeweils k
CI
= k
TP
= 16. Die Gr

oe der f

ur die Kanalsch

atzung
ben

otigten schnellen Fouriertransformation und inversen schnellen Fouriertransforma-
tion, siehe (3.12), ist N
FFT
= 512. Typische Werte f

ur die zum Berechnen einer
Division und einer Quadratwurzel ben

otigten Taktzyklen auf digitalen Signalprozes-
soren sind N
DIV
= N
SQR
= 32. Die Rechenaufw

ande werden in MIPS (engl. Million
Instructions per Second) angegeben. Beim Absch

atzen der Rechenaufw

ande wird da-
von ausgegangen, da parallel zu einer Multiplikation noch eine Addition und ein Da-
tentransfer ausgef

uhrt werden k

onnen. Dies gilt f

ur typische Architekturen digitaler
Signalprozessoren und f

uhrt dazu, da in der Regel allein die Anzahl ben

otigter Multi-
plikationen eines Algorithmus den Rechenaufwand bestimmt. H

aug werden Rechen-
aufw

ande auch in MOPS (engl. Million Operations per Second) angegeben. Dann wer-
den alle Operationen wie Multiplikationen, Additionen oder Datentransfers getrennt
gez

ahlt. Die Rechenleistung in MOPS l

at sich so weitgehend unabh

angig von der
Architektur der verwendeten Prozessoren angeben, ber

ucksichtigt aber auch nicht die
algorithmenabh

angige parallele Ausf

uhrbarkeit von Multiplikationen, Additionen und
Datentransfers auf bestimmten Prozessorarchitekturen.
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Bild 3.12. Petrinetzmodellierung des Empf

angers
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Tabelle 3.2. Gesch

atzte Rechenaufw

ande eines JD-CDMA-Senders und -Empf

angers
[Sch99]
Algorithmus Anzahl der Instruktionen je
Aufruf
mittlere
Anzahl
von
Aufru-
fen je
Burst
gesamter
Rechen-
auf-
wand in
MIPS
Kanalcodierung, Verschachte-
lung und Modulation
4N  I
D
= 132  I
D
K=I
D
0.23
Spreizung, Summierung und
Burstbildung
8KNQ = 29568 1 6.41
Grundimpulslterung 2k
CI
(2NQ + L
m
) = 37344 1 8.09
Tiefpalterung k
TP
(2NQ + L
m
) = 18672 1 4.05
signalangepate Filterung 4NK(Q +W   1) = 42240 2 18.30
Mittambelinterferenzelimina-
tion
2W (W   1)K
m
= 11232 2 4.87
Kanalsch

atzung 4N
FFT
log
2
(N
FFT
) +
4K
mmax
W = 19296
1 4.18
Matrixgenerierung 4KWQ = 12096 1 2.62
Matrizenmultiplikation 2K
2
(5W  Q  5) = 14848 1 3.22
approximative Cholesky-
Zerlegung
(
38
3
 20)K
3
+(10 12)K
2
 
8
3
K + K(N
DIV
+ N
SQR
) =
19456
1 4.22
Gleichungssystem A L

osen 2(5N   6)K
2
= 20352 2 8.82
Gleichungssystem B L

osen 2(5N   6)K
2
= 20352 2 8.82
Demodulation, Entschachte-
lung und Kanaldecodierung
12N2
L
c
 1
 I
D
= 6336  I
D
K=I
D
11.10
Gesamtaufwand 85.04
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3.4 Parallelisierbarkeit f

ur Multiprozessorsysteme
Beim Beurteilen der Parallelisierbarkeit von Algorithmen sind immer die beiden Aspek-
te
 parallele Berechenbarkeit der Algorithmen und
 erforderlicher zus

atzlicher Aufwand zur Synchronisation der nebenl

augen Teil-
berechnungen
zu ber

ucksichtigen. Hieraus ergeben sich als wichtige Kenngr

oen die erzielbare Re-
chenzeitverk

urzung durch Parallelisierung und der als Preis hierf

ur zu zahlende zus

atz-
liche Hardwareaufwand.
F

ur die in der digitalen Signalverarbeitung

ublichen Multiprozessorsysteme, die zum
Beispiel aus mehreren handels

ublichen digitalen Signalprozessoren zusammengesetzt
sind, kommt nur eine Parallelisierung auf Systemebene, das heit, die parallele
Ausf

uhrung verschiedener Algorithmen in Frage. Eine Parallelisierung der Algorithmen
selbst w

urde, da in der Regel in Abst

anden von wenigen elementaren Instruktionen wie
Multiplikationen oder Additionen eine Synchronisation erforderlich ist, einen viel zu
hohen Interprozessorkommunikationsaufwand erfordern. Ein wesentlicher Anteil der
Rechenleistung des Multiprozessorsystems w

are f

ur die Synchronisation der Prozesso-
ren aufzuwenden, so da der erh

ohte Hardwareaufwand nur schlecht genutzt w

urde
und keine wesentliche Verk

urzung der Rechenzeiten m

oglich w

are.
Eine wichtige Kenngr

oe f

ur die Parallelisierbarkeit auf Systemebene ist der Ne-
benl

augkeitsgrad der die Datenabh

angigkeiten der Signalverarbeitung modellierenden
Petrinetze. Der Nebenl

augkeitsgrad beschreibt die maximale, gleichzeitig ausf

uhrbare
Anzahl an Algorithmen. F

ur das die Sendersignalverarbeitung modellierende Petrinetz
in Bild 3.11 ist der Nebenl

augkeitsgrad beispielsweise 10 und f

ur das die Empf

angersi-
gnalverarbeitung modellierende Petrinetz in Bild 3.12 ist der Nebenl

augkeitsgrad 20,
wenn man von K
max
= 8 gleichzeitig genutzten Ressourcen ausgeht. Wenn man mehr
Prozessoren zur Signalverarbeitung vorsieht, als der Nebenl

augkeitsgrad vorgibt, so
kann man keine weitere Geschwindigkeitssteigerung erzielen. In dem hier betrachteten
Experimentalsystem wird man jedoch deutlich weniger Prozessoren als durch den Ne-
benl

augkeitsgrad vorgegeben einsetzen. Einerseits ist der Nebenl

augkeitsgrad nur
eine Obergrenze f

ur die Parallelisierbarkeit, die nie w

ahrend der gesamten Dauer der
Signalverarbeitung erreicht werden kann, was zu einer schlechten Auslastung der Pro-
zessoren f

uhrt, andererseits sind auch gar nicht so viele Prozessoren erforderlich, um
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die f

ur den Echtzeitbetrieb erforderliche Verarbeitungsleistung zu erreichen. Um den
Interprozessorkommunikationsaufwand zu minimieren, hat es sich als sinnvoll herausge-
stellt, nicht die zu einem einzelnen Burst geh

orende Signalverarbeitung mit ihren vielen
erforderlichen Synchronisationspunkten zu parallelisieren, sondern die Signalverarbei-
tung aufeinanderfolgender Bursts parallel auszuf

uhren. Dies wird im folgenden Kapitel
4 noch genauer diskutiert.
Zum Abschlu dieses Kapitels soll noch auf eine interessante M

oglichkeit der Paralle-
lisierung der JD-CDMA-Algorithmen durch geeignete Konstruktion des Rechenwerks
eines Prozessors hingewiesen werden. Es wurde bereits erw

ahnt, da in typischen di-
gitalen Signalprozessoren in einer Instruktion mehrere Operationen ausgef

uhrt werden
k

onnen. Entsprechend der typischen Signalverarbeitungsalgorithmen ist es m

oglich,
in einer Operation eine Multiplizier- und Akkumulier-Operation auszuf

uhren (engl.
Multiply-Accumulate, MAC). Zum Berechnen der in Faltungsproduken, Korrelations-
produktion oder auch Matrizenmultiplikationen vorkommenden Summen von Produk-
ten der Form
P
i;j
x
i
 y
j
ist dann nur eine Operation je Summand notwendig. Bild 3.13
zeigt eine hierzu geeignete Architektur des Rechenwerks eines digitalen Signalprozes-
sors. Es gibt zwei Register X und Y sowie Datenbusse zum parallelen Einlesen der
beiden Multiplikanden, einen Multiplizierer zum Bilden des Produktes und einen Ad-
dierer zum Aufsummieren des Ergebnisses in einen Akkumulator A. Neben dem schnel-
len Berechnen von Multiplizier- und Akkumulier-Operationen war zumindest in fr

uhen
digitalen Signalprozessoren eine wesentliche Motivation f

ur eine derartige Hardwarear-
chitektur die damit m

ogliche gute Auslastung des Multiplizierers, der typischerweise
einen Groteil der Chip

ache einnahm.
Die diskutierte klassische Architektur des Rechenwerks nach Bild 3.13 eines digitalen
Signalprozessors ist f

ur Multiplizier- und Akkumulier-Operationen mit reellen Zahlen
optimiert. In den JD-CDMA-Algorithmen und generell in Algorithmen zur digitalen
Signalverarbeitung im

aquivalenten Tiefpabereich ist es jedoch erforderlich, Summen
von Produkten komplexer Zahlen zu berechnen. Hieraus ergibt sich die M

oglichkeit,
ein Rechenwerk f

ur komplexwertige Operationen zu konstruieren. Bild 3.14 zeigt die
Architektur eines solchen Rechenwerks. Zum Vergleich des Hardwareaufwandes mit
dem des konventionellen Rechenwerks nach Bild 3.13 ist folgendes zu beachten:
 Die Register und Datenbusse haben doppelte Breite und erfordern somit doppel-
ten Hardwareaufwand, da nun Real- und Imagin

arteil zusammengefat werden.
Da Real- und Imagin

arteil gemeinsam adressiert werden k

onnen, ist kein zus

atz-
licher Adressierungsaufwand erforderlich.
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Bild 3.13. Konventionelles Rechenwerk
 Statt eines einzigen Multiplizierers werden vier Multiplizierer ben

otigt, was den
Hardwareaufwand f

ur Multiplizierer vervierfacht.
 Ebenso werden vier statt einem Addierer ben

otigt, was den Hardwareaufwand
f

ur Addierer vervierfacht.
Man ben

otigt also insgesamt nicht ganz den vierfachen Hardwareaufwand gegen

uber
einem konventionellen Rechenwerk. Dem erh

ohten Hardwareaufwand steht jedoch
auch eine Verk

urzung der Rechenzeit durch die Parallelisierung auf Operationsebe-
ne gegen

uber. Wenn die auszuf

uhrenden Algorithmen

uberwiegend aus komplexen
Multiplizier- und Akkumulier-Operationen bestehen, was bei JD-CDMA und generell
bei der Verarbeitung komplexer

aquivalenter Tiefpasignale in Funksystemen der Fall
ist, ist ungef

ahr eine Verk

urzung der Rechenzeiten um den Faktor vier zu erwarten.
Wollte man mit einem konventionellen Rechenwerk zwei komplexe Zahlen miteinander
Multiplizieren, so w

urde man hierf

ur vier Instruktionen zum getrennten Multiplizieren
der Real- und Imagin

arteile miteinander ben

otigen.
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Bild 3.14. Rechenwerk f

ur komplexwertiges Rechnen
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Kapitel 4
Realisierung eines Experimentalsystems
f

ur das JD-CDMA-Mobilfunksystem
4.1

Uberblick
In diesem Kapitel werden die vom Autor dieser Arbeit entwickelten Konzepte zur
Signalverarbeitung in Mobilfunksystemen der dritten Generation am Beispiel eines
Experimentalsystems f

ur das JD-CDMA-Mobilfunksystem vorgestellt. Wie bereits in
Kapitel 1 erl

autert, werden in zuk

unftigen Mobilfunksystemen zunehmend bisher mit
analoger Schaltungstechnik realisierte Aufgaben durch digitale Signalverarbeitung er-
setzt [Har98, HF99]. Weiterhin verwenden zuk

unftige Mobilfunksysteme komplexere
Vielfachzugrisverfahren [BJK96]. Zusammen mit den gr

oeren verwendeten Band-
breiten und den h

oheren m

oglichen Datenraten f

uhrt dies zu einem starken Ansteigen
der zum Durchf

uhren der digitalen Signalverarbeitung erforderlichen Rechenleistun-
gen, siehe Abschnitt 1.1. Dieser steigende Bedarf an Rechenleistung kann durch den
Einsatz von Multiprozessorsystemen befriedigt werden. In Abschnitt 4.2 werden daher
zun

achst die zum Realisieren zuk

unftiger Mobilfunksysteme in Betracht kommenden
Multiprozessorarchitekturen beschrieben. Insbesondere wird auf die im Experimental-
system verwendete Hardwarearchitektur eingegangen. Es handelt sich hierbei um das
TMS320C80-Multiprozessorsystem von Texas Instruments [GGuA92]. Dieses Multi-
prozessorsystem besteht aus einem Zentralprozessor und vier auch als Parallelprozes-
soren bezeichneten digitalen Signalprozessoren. Zum Erstellen der Software f

ur ein
derartig komplexes Multiprozessorsystem wird ein Programmiermodell ben

otigt. Die-
ses Programmiermodell soll nur die f

ur den Programmierer relevanten Aspekte der
Hardwarearchitektur beinhalten. Ein gutes Programmiermodell zeichnet sich daher
dadurch aus, da
 f

ur die Programmierung irrelevante Details der Hardwarearchitektur nicht ent-
halten sind,
 die in dem konkreten zu erstellendem System nicht genutzten Hardwaredetails
ebenfalls nicht enthalten sind,
 die konkrete Nutzung bestimmter Hardwarekomponenten ber

ucksichtigt wird
und nicht die unn

otig komplexe universellere Architektur modelliert wird und
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 wom

oglich sogar von der konkreten Hardwarearchitektur abstrahiert wird und
vielmehr die dem Programmierer sichtbare, zum Beispiel mit einem Betriebssy-
stem realisierte virtuelle Architektur modelliert wird.
F

ur Programmiermodelle auf Multiprozessorsystemen realisierter digitaler Signalver-
arbeitungssysteme haben sich, wie im folgenden noch gezeigt wird, Steuerkreismodelle
als besonders vorteilhaft erwiesen. Insbesondere wenn sich die Signalverarbeitungs-
aufgabe nicht durch ein reines Datenumodell beschreiben l

at, ist die Aufteilung in
signalverarbeitende Instanzen im Operationswerk und steuernde Instanzen im Steuer-
werk sehr vorteilhaft. In Abschnitt 4.3 werden unterschiedlich detaillierte Steuerkreis-
modelle f

ur das Experimentalsystem vorgestellt. Die zum Realisieren einer digitalen
Signalverarbeitung mit einem Steuerkreis oder auch einem Verbund aus Steuerkrei-
sen erforderlichen grunds

atzlichen Entwurfsschritte werden in Abschnitt 4.4 diskutiert.
Neben den schon von der Synthese von Signalverarbeitungssystemen aus Datenugra-
phen bekannten Entwurfsschritten Ablaufplanung, Allokation und Bindung sind hier
noch der Entwurf des Operationswerks und der Entwurf eines Steuerwerks, das mit-
tels des Operationswerks den Ablaufplan ausf

uhrt, erforderlich. In den drei folgenden
Abschnitten 4.5, 4.6 und 4.7 werden die Entwurfstechniken f

ur Operationswerk und
Steuerwerk diskutiert. Die Entwurfstechniken f

ur Operationswerk und Steuerwerk un-
terscheiden sich grunds

atzlich. Der Entwurf des Operationswerks kann in einfacher
Weise auf die heute gut beherrschte Programmierung einzelner Signalverarbeitungsal-
gorithmen zur

uckgef

uhrt werden [ES96]. Der Entwurf des Steuerwerks erfordert neue
Techniken. Hier m

ussen auch solche Verfahren ber

ucksichtigt werden, in denen Ablauf-
planung und Bindung zumindest teilweise zur Laufzeit vom Steuerwerk durchgef

uhrt
werden. Dies ist erforderlich, da
 beim Entwurf auf Systemebene die Ausf

uhrungsdauern der einzelnen Signalver-
arbeitungsalgorithmen nicht exakt vorhersagbar sind und
 auch nicht vollst

andig mit einem Datenumodell beschreibbare Aufgabenstel-
lungen existieren.
Im Abschnitt 4.6 wird die Realisierung des Steuerwerks mit einen Petrinetzabwickler
vorgestellt. Bei dieser Realisierung erfolgen Ablaufplanung und Bindung dynamisch
zur Laufzeit. Im Abschnitt 4.7 wird eine eÆziente, auf einer statischen Ablaufpla-
nung und Bindung basierende Realisierung des Steuerwerks vorgestellt. Schlielich
m

ussen die verschiedenen Realisierungsvarianten des Steuerwerks verglichen werden,
um eine f

ur die jeweilige Aufgabenstellung g

unstigste Variante ausw

ahlen zu k

onnen.
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In Abschnitt 4.8 werden geeignete Kriterien vorgestellt und der Vergleich am Bei-
spiel des Experimentalsystems durchgef

uhrt. Es zeigt sich, da nur auf statischer Ab-
laufplanung basierende Steuerwerke zum Realisieren der digitalen Signalverarbeitung
des JD-CDMA-Experimentalsystems auf einem TMS320C80-Multiprozessorsystem im
Echtzeitbetrieb geeignet sind.
4.2 Hardwarearchitektur
4.2.1 Parallelrechnerarchitekturen
Bild 4.1 zeigt zwei grunds

atzliche Varianten, wie aus mehreren Prozessoren ein Multi-
prozessorsystem aufgebaut werden kann [Pir96]. Die zum parallelen Ausf

uhren der Si-
gnalverarbeitungsaufgabe verwendeten Prozessoren werden auch als Prozessorelemente
(PE) bezeichnet. Diese Bezeichnung deutet an, da es auch m

oglich w

are, zur Signal-
verarbeitung keine universellen Prozessoren, sondern f

ur eine spezielle Signalverarbei-
tungsaufgabe entworfene Schaltwerke einzusetzen. Die links gezeigte Variante besteht
aus einem Zentralprozessor und vielen Prozessorelementen. Die Prozessorelemente
k

onnen nur mit dem Zentralprozessor, nicht jedoch direkt miteinander kommunizieren.
Der Zentralprozessor hat in einer solchen Architektur die Aufgabe, die Signalverarbei-
tungsaufgaben an die Prozessorelemente zu verteilen und die Ergebnisse einzusammeln.
Dem Vorteil einer zentralisierten Steuerung steht je nach Aufgabenstellung m

oglicher-
weise der Nachteil gegen

uber, da der Zentralprozessor mit den Steuerungsaufgaben

uberlastet wird. In der Regel wird man mit einem Zentralprozessor nur eine rela-
tiv kleine Anzahl an Prozessorelementen steuern k

onnen. Das im Experimentalsystem
eingesetzte TMS320C80-Multiprozessorsystem ist ein derartiges Multiprozessorsystem,
bestehend aus einem Zentralprozessor und vier Prozessorelementen [GGuA92].
Rechts in Bild 4.1 ist ein als zweidimensionales Gitter aufgebautes Netz gleichartiger
Prozessorelemente dargestellt. Neben dieser zweidimensionalen Verkn

upfungsstruktur
sind auch andere, regelm

aige oder auch unregelm

aige, zum Beispiel an die im zu
realisierenden Signalverarbeitungssystem vorkommenden Daten

usse angepate Ver-
kn

upfungsstrukturen denkbar. Ein bekanntes Beispiel f

ur Multiprozessorsysteme aus
gleichartigen Prozessorelementen mit einer regelm

aigen Verkn

upfungsstruktur sind
systolische Arrays [MMU87, Pet89, Nau90]. Es w

are auch denkbar, ein Datenu-
modell direkt auf ein Multiprozessorsystem mit unregelm

aiger Verkn

upfungsstruktur
abzubilden, wobei jeder Knoten einem Prozessor und jede Kante einem Datenpfad
entspricht. Wenn die einzelnen Operationen des Datenumodells nun nicht zuf

allig
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Bild 4.1. Architekturen von Multiprozessorsystemen
genau die von den Prozessoren zur Verf

ugung gestellten Rechenleistungen ben

otigen,
resultiert aus dem direkten Abbilden eines Datenumodells auf eine Multiprozessorar-
chitektur eine

Uberlastung einzelner Prozessoren oder auch eine schlechte Auslastung
anderer Prozessoren. Es ist beim direkten Abbilden eines Datenumodells auf ei-
ne Multiprozessorarchitektur nicht m

oglich, Operationen, die mehr Rechenleistung als
die von einem einzelnen Prozessor erbringbare ben

otigen, auf mehrere Prozessoren zu
verteilen, und es ist ebenfalls nicht m

oglich, mehrere Operationen mit geringem Re-
chenaufwand von einem einzigen Prozessor ausf

uhren zu lassen. Das Entwurfsprinzip
des direkten Abbildens eines Datenusses auf eine Multiprozessorarchitektur ist zwar
verlockend einfach, kommt aus EÆzienzgr

unden in der Regel jedoch nicht in Betracht.
Ein weiteres prinzipielles Problem beim Verzicht auf einen Zentralprozessor f

ur Steue-
rungsaufgaben ist die dann erforderliche dezentrale Steuerung. Eine solche dezentrale
Steuerung kommt nach Meinung des Autors nur dann in Betracht, wenn die Steue-
rungsaufgabe sehr einfach ist. Dies ist zum Beispiel dann der Fall, wenn sich die
Aufgabenstellung mit einem Datenumodell beschreiben l

at und die Multiprozes-
sorarchitekur direkt dem Datenumodell entspricht. Dann ergibt sich eine triviale
dezentrale Steuerung, bei der die Aktionen jedes Prozessorelements allein durch die
Verf

ugbarkeit von Daten an seinen Schnittstellen gesteuert werden [Ung93].
Die Gr

unde f

ur den Einsatz eines Multiprozessorsystems mit einem Zentralprozessor
in dem Experimentalsystem sind die folgenden:
 Aufgrund der mit einem Datenumodell nicht vollst

andig beschreibbaren Auf-
gabenstellung ist eine komplexe Steuerung erforderlich, die am einfachsten auf
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einem Zentralprozessor mit einem Multitaskingbetriebssystem realisiert werden
kann. Zum Ausf

uhren der Signalverarbeitungsalgorithmen werden speziell opti-
mierte digitale Signalprozessoren ben

otigt, so da ein Aufbau des Multiprozes-
sorsystems aus gleichartigen Prozessoren nicht in Betracht kommt.
 Die zentrale Steuerung erlaubt es, die Signalverarbeitungsaufgaben gleichm

aig
auf die Prozessoren zu verteilen und so die verf

ugbaren Rechenleistungen optimal
auszunutzen.
 Die Rechenleistung eines Zentralprozessors reicht zum Bew

altigen der anfallenden
Steuerungsaufgaben aus.
 Multiprozessorsysteme mit einem Zentralprozessor sind auf einem einzigen Chip
integriert verf

ugbar [GGuA92]. Dies erm

oglicht einen sehr einfachen und kom-
pakten Hardwareaufbau des Experimentalsystems.
4.2.2 Hardwarearchitektur des Experimentalsystems
Die digitale Signalverarbeitung des Experimentalsystems basiert, wie bereits fr

uher
gesagt, auf dem Multiprozessorsystem TMS320C80 von Texas Instruments [GGuA92].
Bild 4.2 zeigt den internen Aufbau dieses Multiprozessorsystems. Das Multiprozessor-
system enth

alt folgende Komponenten:
 Einen Zentralprozessor (engl. Master Processor, MP). Der Zentralprozessor ist
ein universell einsetzbarer Prozessor mit einem Fliekommarechenwerk zum eÆ-
zienten Rechnen mit Fliekommazahlen. Der Zentralprozessor kann als einziger
Prozessor des TMS320C80 auf externe Interrupts reagieren.
 Vier auch als Parallelprozessoren (engl. Parallel Processor, PP) bezeichnete di-
gitale Signalprozessoren. Die einzelnen digitalen Signalprozessoren werden mit
DSP1, DSP2, DSP3 und DSP4 bezeichnet. Das Rechenwerk der digitalen Signal-
prozessoren ist zum Verarbeiten von Festkommazahlen ausgelegt.
 Eine Datentransfersteuerung. Die Datentransfersteuerung stellt die Verbindung
zwischen internem und externem Speicher her. Datentransfers k

onnen automa-
tisch initiiert werden, um Cachespeicher zu laden oder zur

uckzuschreiben, impli-
zit beim Zugri auf eine Adresse im externen Speicher erfolgen oder explizit als
Blocktransfers mit komplizierten Adreberechnungen aufgesetzt werden.
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 Ein internen Speicher. Jedem digitalen Signalprozessor sind 8 kByte interner
Speicher zugeordnet. Je 2 kByte dieses internen Speichers, die auch als Parame-
terspeicher bezeichnet werden, enthalten Datenstrukturen zur Kommunikation
mit dem Zentralprozessor und der Datentransfersteuerung. Auch dem Zentral-
prozessor sind f

ur Kommunikationszwecke 2 kByte Parameterspeicher zugeord-
net.
 Einen Kreuzschienenverteiler.

Uber den Kreuzschienenverteiler k

onnen die Pro-
zessoren und die Datentransfersteuerung auf den internen Speicher zugreifen.
Die Prozessoren k

onnen

uber den Kreuzschienenverteiler und die Datentrans-
fersteuerung auch auf den externen Speicher zugreifen. Das Vorhandensein des
Kreuzschienenverteilers ist ein wesentlicher Vorteil des TMS320C80 gegen

uber
Multiprozessorsystemen, die aus mehreren, auf getrennten Chips untergebrach-
ten Einzelprozessoren aufgebaut sind. Ein Kreuzschienenverteiler l

at sich wegen
der enormen Anzahl an Schnittstellensignalen nur in einem auf einem einzigen
Chip realisierten Multiprozessorsystem wirtschaftlich einsetzen.
 Verwendung eines Teils des internen Speichers als Cachespeicher. Jeder digitaler
Signalprozessor hat 2 kByte Cachespeicher f

ur Befehle. Der Zentralprozessor
hat insgesamt 4 kByte Cachespeicher f

ur Befehle und 4 kByte Cachespeicher f

ur
Daten.
Der TMS320C80 wurde speziell f

ur Aufgaben der digitalen Bildverarbeitung wie Vide-
odatenkompression, Bildbearbeitung und Objekterkennung optimiert [GGuA92] und
wird auch als MVP (engl. Multimedia Video Processor) bezeichnet. Diese Optimierun-
gen

auern sich in folgenden Architekturmerkmalen:
 Es gibt spezielle Instruktionen f

ur Bit- und Pixeloperationen.
 Mit dem Zentralprozessor wird ein Fliekommaprozessor und mit den digitalen Si-
gnalprozessoren werden vier Festkommaprozessoren zur Verf

ugung gestellt. Diese
Aufteilung orientiert sich an dem Anteil an Fliekommaoperationen in typischen
Bildverarbeitungsalgorithmen,
 Die digitalen Signalprozessoren haben einem hohen Grad an Parallelverarbeitung.
Die 32 Bit Rechenwerke sind in zwei 16 Bit oder vier 8 Bit Rechenwerke aufteilbar.
 Bildverarbeitungsalgorithmen wenden typischerweise relativ rechenintensive Al-
gorithmen auf einen kleinen Ausschnitt des gesamten Bildes an. Der interne
Speicher des TMS320C80 ist so dimensioniert, da jeder Prozessor den von ihm
gerade bearbeiteten Bildausschnitt in den ihm zugeordneten internen Speicher
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Bild 4.2. Aufbau des TMS320C80-Multiprozessorsystems [Tex95b, GGuA92, Pir96]
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laden kann. Nur zum Laden und Zur

uckschreiben dieses Bildausschnitts sind
dann noch externe Speicherzugrie notwendig. Aufgrund der wenigen erforder-
lichen externen Speicherzugrie ist die Wahrscheinlichkeit, da Speicherzugrie
verschiedener Prozessoren auf dem gemeinsamen externen Speicherbus kollidie-
ren und dadurch verz

ogert werden, relativ gering. Weiterhin kann man, w

ahrend
noch der letzte Bildausschnitt bearbeitet wird, parallel dazu schon mit der Daten-
transfersteuerung den n

achsten Bildausschnitt laden, so da die externen Spei-
cherzugrie bei rechenintensiven Algorithmen keinen Einu auf die Rechenzeiten
haben.
 Zum Erzielen einer hohen Datentransferrate werden viele kleine statt wenige
groe interne Speicherbl

ocke verwendet.
Im folgenden wird gezeigt, da sich der TMS320C80 auch zum Realisieren der digitalen
Signalverarbeitung eines Mobilfunksystems eignet.
Aus der Hardwarearchitektur des TMS320C80 folgen direkt einige wesentliche Merk-
male der einzusetzenden Softwarearchitekturen. Der Zentralprozessor dient dem Ver-
teilen von Aufgaben an die digitalen Signalprozessoren. Er ist als zentrale Steuer-
instanz besonders geeignet, weil er mit jedem anderen Prozessor und aufgrund der
Interrupteing

ange auch mit der Umgebung des Multiprozessorsystems kommunizieren
kann. Weiterhin kann auf dem Zentralprozessor ein Multitaskingbetriebssystem, wie
zum Beispiel das TiMEx (engl. Texas Instruments Multitasking Executive) von Te-
xas Instruments, eingesetzt werden, und Software kann eÆzient in h

oheren Program-
miersprachen wie C programmiert werden [Tex95a]. Dies ist ein groer Vorteil bei
der Programmierung der strukturell relativ komplexen Ablaufsteuerungssoftware auf
dem Zentralprozessor. Von den digitalen Signalprozessoren werden die eigentlichen Si-
gnalverarbeitungsalgorithmen ausgef

uhrt. Der Zentralprozessor vergibt Auftr

age zum
Ausf

uhren der Signalverarbeitungsalgorithmen an die digitalen Signalprozessoren. Die
Auftr

age k

onnen in je einer Auftragswarteschlange je digitalem Signalprozessor zwi-
schengepuert werden. Wenn ein digitaler Signalprozessor mit dem Abarbeiten eines
Auftrags fertig ist, so sendet er mittels eines Interrupts eine Endemeldung an den Zen-
tralprozessor. Da die digitalen Signalprozessoren nur Festkommarechenwerke haben,
kann es sinnvoll sein, Signalverarbeitungsalgorithmen, die viele Fliekommaoperatio-
nen enthalten, auf den Zentralprozessor auszulagern.
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4.3 Steuerkreismodell
Grundvoraussetzung f

ur einen erfolgreichen Softwareentwurf ist ein geeignetes Pro-
grammiermodell der Hardwarearchitektur. Im Rahmen dieser Arbeit wird insbesondere
der Softwareentwurf auf Systemebene betrachtet. Algorithmen sind bei der Betrach-
tung auf Systemebene als elementare Operationen anzusehen. Prozessoren oder auch
Tasks bei Einsatz eines Multitaskingbetriebssystems, die diese elementaren Operatio-
nen ausf

uhren, sind folglich die kleinsten interessierenden Instanzen in einem Program-
miermodell f

ur den Softwareentwurf auf Systemebene. Aus diesen

Uberlegungen folgt,
da das in Bild 4.2 gezeigte Blockschaltbild des TMS320C80-Multiprozessorsystems
f

ur den Softwareentwurf auf Systemebene zu viele Details des Bussystems und der
Speicheraufteilung enth

alt. Andererseits ist es jedoch auch denkbar, bei Einsatz eines
Multitaskingsystems statt eines Zentralprozessors mehrere virtuelle Abwickler, die im
Multiplexbetrieb mit dem Zentralprozessor realisiert werden, in dem Programmiermo-
dell vorzusehen. In diesem Falle w

are das Blockschaltbild nicht hinreichend detailliert.
Weiterhin fehlt auch noch die f

ur den Softwareentwurf auf Systemebene relevante HF-
Ankopplung.
Bild 4.3 zeigt eine auf der in Bild 1.1 gezeigten Grundstruktur eines Software Radios
basierende Steuerkreismodellierung der digitalen Signalverarbeitung. Die wesentlichen
Unterschiede zu der Struktur des Software Radios aus Bild 1.1 sind
 die Verwendung der Instanzennetznotation anstelle der Blockschaltbilddarstel-
lung,
 das Weglassen der Bedienelemente und des Festnetzanschlusses und
 die Aufteilung des Werkes zur digitalen Signalverarbeitung in Operationswerk
und Steuerwerk.
Die Schnittstellen der digitalen Signalverarbeitung zu den Bedienelementen und zum
Festnetz k

onnen im Rahmen der folgenden grundlegenden Betrachtungen zur Realisie-
rung der digitalen Signalverarbeitung vereinfachend weggelassen werden. Die Schnitt-
stellen zu den Bedienelementen und zum Festnetz arbeiten mit vergleichsweise geringen
Datenraten und sind deshalb beim Entwurf der prinzipiellen Softwarearchitektur ver-
nachl

assigbar.
Eigentlich kann man in Bild 4.3 zwei Steuerkreise erkennen. Der erste Steuerkreis be-
steht aus der HF-Ankopplung, die das Operationswerk darstellt, und des Werkes zur di-
gitalen Signalverarbeitung, das als Steuerwerk angesehen werden kann. Der Funkkanal
4.3 Steuerkreismodell 91



I
C
C

 
%
+	
%
#E
6E
( )
%
(.( ).)#
Bild 4.3. Steuerkreismodellierung der digitalen Signalverarbeitung
stellt die Umgebung dar. Diese Sichtweise f

uhrt jedoch zu keinen f

ur den Entwurf der
digitalen Signalverarbeitung hilfreichen Erkenntnissen, da keine f

ur den Entwurf rele-
vante R

uckkopplung von den Schnittstellenvariablen Y
HF
auf die Schnittstellenvariablen
X
HF
in der HF-Ankopplung erfolgt. Die ebenfalls dargestellte Zerlegung des digitalen
Signalverarbeitungwerkes in Operationswerk und Steuerwerk hat sich jedoch als sehr
sinnvoll erwiesen. Das Operationswerk f

uhrt die eigentlichen Signalverarbeitungsalgo-
rithmen aus. Das Steuerwerk bestimmt, wann welcher Signalverarbeitungsalgorithmus
mit welchen Parametern ausgef

uhrt werden mu. Die Aufgabe des Steuerwerks kann
folglich auch als Ablaufsteuerung bezeichnet werden. Die Schnittstellenvariablen X
und Y zwischen Operationswerk und Steuerwerk kann man jeweils in zwei Tupel auf-
teilen:
X
S
enth

alt die nichttriggernden Eingabevariablen des Steuerwerks. Das Steuerwerk
kann diese Variablen abtasten.
X
T
enth

alt die triggernden Eingabevariablen des Steuerwerks. Die hier beobachtbaren
Ereignisse k

onnen Zustandswechsel im Steuerwerk ausl

osen.
Y
D
enth

alt nichttriggernde Ausgabevariablen des Steuerwerks, die vomOperationswerk
abgetastet werden.
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Y
T
enth

alt triggernde Ausgabevariablen des Steuerwerks, die im Operationswerks Zu-
standswechsel ausl

osen k

onnen.
Bei den im Rahmen dieser Arbeit verwendeten Steuerkreismodellen gibt es im Ideal-
fall nur triggernde Schnittstellenvariablen zwischen Operationswerk und Steuerwerk.
Das Steuerwerk kann

uber die Schnittstellenvariablen Y
T
das Ausf

uhren von Signalver-
arbeitungsalgorithmen im Operationswerk anstoen. Die Parameter der im Operati-
onswerk auszuf

uhrenden Algorithmen seien Bestandteil des vom Steuerwerk ausgege-
benen Startereignisses.

Uber die Schnittstellenvariablen X
T
bekommt das Steuerwerk
vom Operationswerk eine R

uckmeldung, wenn die Ausf

uhrung eines Algorithmus abge-
schlossen ist. Falls die auszuf

uhrenden Algorithmen von Ergebnissen zuvor ausgef

uhr-
ter Algorithmen abh

angen, so mu das Steuerwerk auf diese Informationen zugreifen
k

onnen. Dies k

onnte

uber die Schnittstellenvariablen X
S
geschehen. Das Verwenden
der Schnittstellenvariablen X
S
erfordert aber das Ber

ucksichtigen von G

ultigkeitsinter-
vallen der dort sichtbaren Werte, da die Variablen ja irgendwann von nachfolgenden
Algorithmen wieder

uberschrieben werden. Die Erfahrungen aus der Implementierung
des Experimentalsystems haben gezeigt, da das Ber

ucksichtigen von G

ultigkeitsinter-
vallen in derart komplexen, aus nebenl

augen Teilsystemen bestehenden Systemen zu
unbeherrschbaren Problemen f

uhrt. Die gleiche Argumentation spricht

ubrigens auch
gegen das Verwenden der Schnittstellenvariablen Y
D
zur

Ubergabe von Parametern
an die Signalverarbeitungsalgorithmen. Es ist deshalb g

unstiger, die f

ur das Steuer-
werk relevanten Ergebnisse eines Algorithmus als Bestandteil des

uber X
T
mitgeteilten
Endeereignisses anzusehen. Neben den Endeereignissen m

ussen vom Operationswerk
auch noch einige von der HF-Ankopplung stammende Ereignisse an das Steuerwerk
weitergeleitet werden. Dies geschieht ebenfalls

uber die Schnittstellenvariablen X
T
. In
einer realen Implementierung wird man bei der

Ubergabe von Parametern an das Ope-
rationswerk, die ja auch die zu verarbeitenden Daten beinhalten, und der R

uckgabe
der Ergebnisse nicht die gesamten Daten kopieren wollen. Bei Verwenden eines Multi-
prozessorsystems ist es vielmehr m

oglich, die umfangreichen Daten in einem gemeinsa-
men Speicherbereich von Operationswerk und Steuerwerk abzulegen und nur noch die
Speicheradressen zu

ubergeben. Aufgrund der ausschlielichen Ereigniskommunikation
zwischen Operationswerk und Steuerwerk kann man die Steuerkreismodellierung auch
als Trennung von Datenu und Kontrollu ansehen.
Beim Vergleich der aus den Anforderungen der digitalen Signalverarbeitung zuk

unf-
tiger Mobilfunksysteme abgeleiteten Steuerkreismodellierung nach Bild 4.3 und der
im vorherigen Abschnitt 4.2 beschriebenen Hardwarearchitektur des TMS320C80-
Multiprozessorsystems stellt man weitgehende

Ubereinstimmungen fest. Der Zentral-
prozessor entspricht dem Steuerwerk, und die digitalen Signalprozessoren entsprechen
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dem Operationswerk. Der Autor der vorliegenden Arbeit ist deshalb der Meinung, da
sich Multiprozessorsysteme mit einem Zentralprozessor besonders zum Realisieren der
digitalen Signalverarbeitung in zuk

unftigen Mobilfunksystemen eignen.
Bild 4.4 zeigt eine an die Hardwarearchitektur des TMS320C80-Multiprozessorsystems
angepate Steuerkreismodellierung der digitalen Signalverarbeitung. Jeder der digi-
talen Signalprozessoren im Operationswerk kann als ein Automat angesehen werden.
Ein Zustands

ubergang eines solchen, einen digitalen Signalprozessor modellierenden
Automaten wird auch als Operationsschritt bezeichnet. Jeder Signalverarbeitungsal-
gorithmus entspricht einem m

oglichen Operationsschritt. Bei der Betrachtung auf der
Systemebene interessiert es nicht, da zum Durchf

uhren eines Operationsschritts eine
groe Anzahl interner Zustands

uberg

ange im digitalen Signalprozessor erforderlich ist.
Die daraus resultierende Rechenzeit wird auf der Systemebene als Zustands

ubergangs-
intervall des den digitalen Signalprozessor modellierenden Automaten angesehen. Eine
wichtige Erkenntnis ist, da die Dauer dieser Zustands

ubergangsintervalle nicht exakt
vorhersagbar ist. Die Rechenzeit eines Algorithmus h

angt von folgenden, praktisch
nicht vorhersagbaren Faktoren ab:
 Bei modernen Prozessoren ist die Anzahl ben

otigter Taktzyklen f

ur einzelne Be-
fehle aufgrund der Fliebandverarbeitung und fehlender Herstellerangaben oft
nicht bekannt.
 Es ist praktisch nicht vorhersagbar, wann Cachespeicher nachgeladen oder
zur

uckgeschrieben werden m

ussen.
 Speziell beim TMS320C80 wird die Rechenzeit aufgrund des gemeinsamen ex-
ternen Busses aller Prozessoren stark durch die parallel auf anderen Prozessoren
ablaufenden Programme beeinut.
Eine wesentliche Konsequenz aus der Aufteilung des Operationswerks auf mehrere ne-
benl

aug arbeitende Automaten ist, da das Steuerwerk nun auf nebenl

auge Einga-
beereignisse reagieren k

onnen mu, also nicht ein einziger Automat sein kann. Hier hilft
auch nicht weiter, da der als Steuerwerk verwendete Zentralprozessor als getaktetes
Schaltwerk realisiert ist und m

oglicherweise nebenl

auge Eingaben durch Flipops mit
dem Takt des Prozessors synchronisiert werden, also nur nacheinander oder gleichzeitig
f

ur den Prozessor sichtbar werden. Auf der Systemebene mu man die Eingabeereig-
nisse in der Regel trotzdem als nebenl

aug ansehen, da das Erzeugen der Reaktion
auf ein Eingabeereignis in der Regel viele Takte dauert. Der Zentralprozessor mu in
Reaktion auf ein Eingabeereignis bestimmen, welche Operationsschritte nun gestartet
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Bild 4.4. Operationswerk aus mehreren Automaten
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werden m

ussen und die entsprechenden Ausgabeereignisse erzeugen. Dies erfordert in
der Regel eine l

angere Programmsequenz. Es gibt mehrere prinzipielle L

osungsans

atze
zum Realisieren des Steuerwerks:
 Man kann das Steuerwerk als aufgabenspezisches Automatennetz modellieren,
wobei jeder Automat nur nebenl

augkeitsfreie Eingaben erh

alt. Dies erfordert
nicht zwingend den Einsatz mehrerer Prozessoren zum Realisieren des Steuer-
werks. Man kann vielmehr mit einem Multitaskingbetriebssystem mehrere virtu-
elle Abwickler realisieren und jeden Steuerautomaten mit einem solchen virtuellen
Abwickler realisieren.
 Man kann die Eingabeereignisse zwangssequenzialisieren, also mit speziellen Er-
eignisf

angerautomaten daf

ur sorgen, da die Eingabeereignisse aus der Sicht ei-
nes zentralen Steuerautomaten nur noch gleichzeitig oder nacheinander auftre-
ten. Ereignisf

angerautomaten und zentraler Steuerautomat k

onnen entweder mit
mehreren virtuellen Abwicklern, die von einem Multitaskingbetriebssystem zur
Verf

ugung gestellt werden k

onnen, oder ohne Einsatz eines Multitaskingbetriebs-
systems mit einem Programm f

ur den zentralen Steuerautomaten und Interrup-
troutinen f

ur die Ereignisf

angerautomaten realisiert werden.
Im folgenden werden einige ausgesuchte Realisierungsvarianten f

ur das Steuerwerk noch
genauer untersucht. Eine wesentliche Erfahrung aus der Realisierung des Experimen-
talsystems ist, da die Modularisierung des Steuerwerks unter Einsatz eines Multitas-
kingbetriebssystems aus Gr

unden der Projektdurchf

uhrung fast unumg

anglich ist. Nur
durch Verwenden der standardisierten Schnittstellen eines Multitaskingbetriebssystems
gelingt es, von verschiedenen Entwicklern programmierte Module sp

ater mit einem
ertr

aglichen Integrationsaufwand zu einem System zusammenzuf

ugen. Ein wesentli-
cher Nachteil eines auf einem Multitaskingbetriebssystem basierenden Steuerwerks ist
der nicht unerhebliche, durch Taskwechsel und Intertaskkommunikation verursachte
zus

atzliche Rechenaufwand. Dann besteht die Gefahr, da das Steuerwerk nicht hin-
reichend schnell auf eintreende Ereignisse reagiert. Ein Vorteil bei Einsatz eines Mul-
titaskingbetriebssystems ist, da nun auch noch die zum Realisieren der h

oheren Proto-
kollschichten, zur Medatengewinnung und Medatenaufzeichnung und zur Bedienung
erforderlichen Programme auf dem Zentralprozessor ausgef

uhrt werden k

onnen. Es ist
also kein zus

atzlicher Prozessor erforderlich.
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4.4 Entwurfsschritte beim Softwareentwurf
Basierend auf der im vorherigen Abschnitt 4.3 beschriebenen Steuerkreismodellierung
der Hardwarearchitektur werden in diesem Abschnitt die prinzipiellen Entwurfsschrit-
te f

ur die Software diskutiert. Im Bereich des Prozerechnens oder der Realisierung
komplexer Schaltwerke werden ebenfalls Steuerkreismodelle eingesetzt [Neu88, Wen74].
Die aus diesen Anwendungsgebieten bekannten Entwurfstechniken k

onnen jedoch beim
Entwurf digitaler Signalverarbeitungssysteme nicht direkt angewendet werden. Bei
Prozerechnern ist nur das Steuerwerk zu entwerfen, da das Operationswerk die zu steu-
ernde Strecke ist. Beim Entwurf von Prozerechnern liegt mit der Aufgabenstellung
bereits eine vollst

andige Spezikation des gew

unschten Steuerwerksverhaltens vor. Die
Aufgabenstellung kann hier beispielsweise in Form eines Petrinetzes dargestellt werden.
Beim Entwurf komplexer Schaltwerke kann die Aufgabenstellung beispielsweise als ge-
taktetes Ablaufdiagramm vorliegen [Wen74]. Die im Operationswerk zu realisierenden
Operationsschritte und das Automatenmodell des Steuerwerks sind somit wiederum
vorgegeben. Im Gegensatz dazu liegt beim Entwurf von Signalverarbeitungssystemen
in der Regel nur eine Spezikation der zu realisierenden Signalverarbeitungsaufgabe,
zum Beispiel in Form eines Datenumodells, vor. Die tats

achlichen Abl

aufe im Signal-
verarbeitungssystem und folglich auch die Aufgabenstellung f

ur den Steuerwerksent-
wurf sind somit noch nicht speziziert. Ein erstes Ziel beim Entwurf eines Signalverar-
beitungssystems mu daher sein, einen m

oglichst g

unstigen Ablauf zum Realisieren der
gew

unschten Signalverarbeitungsaufgabe zu nden. Hierbei ben

otigt man zum Beurtei-
len alternativer m

oglicher Abl

aufe eine Kostenfunktion. Da bei dem im Rahmen dieser
Arbeit diskutierten Entwurfsproze des Experimentalsystems die Hardwarearchitektur
in Form des TMS320C80-Multiprozessorsystems vorgegeben ist, k

onnte eine geeignete
Kostenfunktion zum Beispiel die mit den vorgegebenen Signalverarbeitungsressourcen
erzielbare Zyklusdauer bei einer zyklischen Signalverarbeitungsaufgabe sein. Das Ziel
ist dann, eine m

oglichst kleine Zyklusdauer zu erreichen.
Da es durchaus sinnvoll ist, nach g

unstigen Abl

aufen zu suchen, zeigt das folgen-
de Beispiel. Bild 4.5 zeigt die diesem Beispiel zugrundeliegende Aufgabenstellung in
Form eines Datenumodells. Diese zyklische Signalverarbeitungsaufgabe soll mit ei-
nem Operationswerk, das zwei gleiche Prozessoren enth

alt, realisiert werden. In dem
Beispiel wurde angenommen, da das Ausf

uhren der Operationsschritte A, D und C
je eine Zeiteinheit dauert, das Ausf

uhren des Operationsschritts B zwei Zeiteinheiten
und das Ausf

uhren des Operationsschritts E drei Zeiteinheiten.
Bild 4.6 zeigt den Ablaufplan, der entsteht, wenn das Steuerwerk Operationsschritte
so schnell wie m

oglich startet. Direkt zu Beginn k

onnen beispielsweise die Operati-
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Bild 4.5. Beispiel eines Datenumodells
onsschritte A und B auf den beiden Prozessoren gestartet werden. Ausgehend von der
Strategie, Operationsschritte so schnell wie m

oglich, das heit, direkt nach Verf

ugbar-
werden der Eingangsdaten und eines freien Prozessors zu starten, ergibt sich im Beispiel
ein nicht

uberlappender Ablaufplan mit einer Periodendauer von sechs Zeiteinheiten.
Bei genauer Analyse stellt man jedoch fest, da es zum Realisieren dieser Signalver-
arbeitungsaufgabe mit zwei Prozessoren auch g

unstigere, nicht

uberlappende Ablauf-
pl

ane mit einer Periodendauer von f

unf Zeiteinheiten gibt. Bild 4.7 zeigt einen sol-
chen Ablaufplan. Zum Erreichen einer kurzen Zyklusdauer ist es im vorliegenden Bei-
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Bild 4.6. Ablaufplan mit schnellstm

oglichen Starten von Operationsschritten
98 Kapitel 4: Realisierung eines Experimentalsystems
-
8*
!0
!1
09 1 2 : ; < = > ? 09 00 01

&
4
#

&
 4
#

Bild 4.7. Optimierter Ablaufplan
spiel g

unstig, den relativ langen Operationsschritt E so fr

uh wie m

oglich zu starten.
Man setzt deshalb alle verf

ugbaren Signalverarbeitungsressourcen zun

achst dazu ein,
m

oglichst schnell die Vorbedingungen zum Start des Operationsschritts E zu erf

ullen,
also die Operationsschritte A, C und D auszuf

uhren. Der Operationsschritt B kann
dann sp

ater immer noch parallel zum Operationsschritt E ausgef

uhrt werden, ohne die
gesamte Periodendauer zu beeinussen.
Verfahren zum algorithmischen Konstruieren solcher optimaler Ablaufpl

ane f

ur Auf-
gabenstellungen, die mit Datenumodellen beschreibbarer sind, wurden schon umfas-
send untersucht und sind nicht Gegenstand der vorliegenden Arbeit [Tei97]. Einige
wichtige Ergebnisse der Theorie der Ablaufplanung seien hier genannt:
 Bei unbegrenzten Signalverarbeitungsressourcen, oder wenn die Anzahl der Si-
gnalverarbeitungsressourcen mindestens so gro wie der Nebenl

augkeitsgrad des
Datenumodells ist, f

uhrt das fr

uhestm

ogliche Starten der Operationen zu ei-
ner k

urzestm

oglichen Periodendauer, ist also bez

uglich dieses Kriteriums optimal.
Das fr

uhestm

ogliche Starten von Operationen bei unbegrenzten Signalverarbei-
tungsressourcen wird auch als ASAP-Strategie (engl. As Soon As Possible) be-
zeichnet [Tei97].
 Das Finden optimaler Ablaufpl

ane bei begrenzten Signalverarbeitungsressourcen
ist sehr rechenaufwendig. Dies bedeutet, da es bei nichttrivialen Aufgaben-
stellungen praktisch unm

oglich ist, einen optimalen Ablaufplan bei begrenzten
Signalverarbeitungsressourcen zu nden. Jedoch wurden eine Vielzahl heuristi-
scher, in der Regel zu guten Resultaten f

uhrender Algorithmen zur Konstruktion
von Ablaufpl

anen entwickelt [Tei97].
Zusammenfassend sind zum Realisieren eines Signalverarbeitungssystems auf einem
Steuerkreis die drei wesentlichen Entwurfsschritte
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 Entwurf des Operationswerks,
 Erstellen eines Ablaufplans und
 Entwurf des zugeh

origen Steuerwerks
erforderlich. Wie im folgenden Abschnitt 4.5 gezeigt wird, ist das Realisieren des Ope-
rationswerks ausgehend von den aus der Aufgabenstellung bekannten ben

otigten Ope-
rationsschritten in relativ einfacher Weise m

oglich. Wie in diesem Abschnitt gezeigt
wurde, ist zum Erzielen einer m

oglichst schnellen Signalverarbeitung eine sorgf

altige
Ablaufplanung notwendig. Eine solche Ablaufplanung ist jedoch nur m

oglich, wenn
die Aufgabenstellung der digitalen Signalverarbeitung in Form eines Datenumodells
vorliegt oder zumindest durch Verwenden von Platzhaltern in ein Datenumodell

uberf

uhrt werden kann. Weiterhin stellt sich die Frage, ob man nicht dazu bereit ist,
f

ur einen vereinfachten Entwurfsproze eine etwas l

angere Periodendauer in Kauf zu
nehmen. Beim Entwurf auf Systemebene mu man auch noch ber

ucksichtigen, da
die exakten Rechenzeiten des Operationswerks, wie bereits erl

autert, nicht exakt be-
kannt sind. Zur Ablaufplanung auf Systemebene bieten sich daher die beiden folgenden
Konzepte an:
 Man verzichtet auf den Entwurf eines optimierten Ablaufplans. Das Steuerwerk
stellt nun zur Laufzeit sicher, da die Datenabh

angigkeiten der Algorithmen ein-
gehalten werden und die Signalverarbeitungsressourcen koordiniert vergeben wer-
den. Das Steuerwerk entspricht dann einem Petrinetzabwickler. Der sich im Be-
trieb ergebende Ablauf entspricht, wenn das Steuerwerk immer schnellstm

oglich
reagiert, dem fr

uhestm

oglichen Starten von Operationsschritten. Ein groer Vor-
teil dieses Entwurfsprinzips ist, da es sich auch zum Realisieren aufgrund ent-
haltener, zur Laufzeit zu l

osender Konikte nur mit allgemeinen Petrinetzen mo-
dellierbarer Aufgabenstellungen eignet. Die Steuerwerksaufgabe ergibt sich aus
der urspr

unglichen Aufgabenstellung der digitalen Signalverarbeitung durch Hin-
zuf

ugen der Signalverarbeitungsressourcenvergabe. Diese Vorgehensweise, bei der
Ablaufplanung und Bindung zur Laufzeit erfolgen, wird in der Literatur auch als
volldynamische Ablaufsteuerung bezeichnet [LH89].
 Man erstellt zur Zeit der Systemkonstruktion einen f

ur die mittleren zu erwar-
tenden Rechenzeiten der Operationsschrittprozeduren optimierten statischen Ab-
laufplan. Dieser Ablaufplan legt jedoch nur fest, in welcher Reihenfolge die Al-
gorithmen auf den einzelnen Signalverarbeitungsressourcen ausgef

uhrt werden,
und an welchen Stellen Algorithmen von den Ergebnissen auf anderen Signal-
verarbeitungsressourcen ausgef

uhrter Algorithmen abh

angen, also eine explizite
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Synchronisation erforderlich ist. Die exakten Startzeitpunkte und Endezeitpunk-
te k

onnen wegen der nicht exakt vorhersagbaren Rechenzeiten ja nicht speziziert
werden. Die Aufgabe des Steuerwerks ist es nun, zur Laufzeit diesen statischen
Ablaufplan auszuf

uhren. Wegen der zeitfreien Ereignissteuerung werden der-
artige Ablaufsteuerungen auch als selbsttaktende Ablaufsteuerungen bezeichnet
[LH89].
Aus der Ablaufplanung ergibt sich folglich die Aufgabenstellung des Steuerwerks. Beim
Entwurf des Steuerwerks mu noch eine der in Abschnitt 4.3 vorgestellten Strategi-
en zum Handhaben der Nebenl

augkeit von Eingabeereignissen des Steuerwerks aus-
gew

ahlt werden. Ein auf volldynamischer Ablaufsteuerung basierender Steuerwerksent-
wurf f

ur das Experimentalsystem wird in Abschnitt 4.6 vorgestellt, und ein auf selbst-
taktender Ablaufsteuerung basierender Steuerwerksentwurf wird in Abschnitt 4.7.
4.5 Realisierung des Operationswerks
Das Operationswerk des hier betrachteten Experimentalsystems besteht aus mehreren
programmierten Instanzen. Diese digitalen Signalprozessoren m

ussen auf Anforderung
des Steuerwerks Operationsschritte ausf

uhren. Das Repertoire der Operationsschritte
ist begrenzt und entspricht der Gesamtheit der in der Aufgabenstellung der digitalen
Signalverarbeitung vorkommenden elementaren Operationen. Im Fall des JD-CDMA-
Experimentalsystems umfat das Repertoire der Operationsschritte unter anderem die
in Tabelle 3.2 aufgez

ahlten Algorithmen.
Das Verhalten jedes einzelnen digitalen Signalprozessors kann mit einem Automaten-
modell beschrieben werden. Bild 4.8 zeigt das zugeh

orige Ablaufdiagramm. Nach
der Initialisierung wird immer wieder eine Schleife, bestehend aus dem Warten auf
ein Startereignis des Steuerwerks, Ausf

uhren des gew

unschten Operationsschritts und
einer Endemeldung an das Steuerwerk, durchlaufen. Bei der Realisierung des Ex-
perimentalsystems muten nur noch die Operationsschrittprozeduren programmiert
werden, da die Programmschleife zum Warten auf die Startereignisse, Selektieren der
Operationsschrittprozeduren und Ausgeben der Endemeldung bereits Bestandteil des
von Texas Instruments f

ur den TMS320C80 zur Verf

ugung gestellten Betriebssystems
TiMEx ist [Tex95a]. Die Arbeiten zum Realisieren des Operationswerks bestehen folg-
lich nur noch im Programmieren der Signalverarbeitungsalgorithmen als aufrufbare
4.5 Realisierung des Operationswerks 101
3

C
I
*+

!0
J+
I
*+

!I
J+

%
I
*+0CJ*+ I
*+ICJ*+
Bild 4.8. Verhaltensmodell der Operationswerksautomaten
Prozeduren. Wichtig f

ur die korrekte

Ubergabe der Parameter an die Signalverarbei-
tungsalgorithmen und die korrekte R

uckgabe der Ergebnisse ist, da diese Schnitt-
stelle zwischen Operationswerk und Steuerwerk exakt speziziert wird. Weitere Spe-
zikationen bez

uglich des Operationswerks sind im Prinzip nur f

ur eventuelle sp

atere
Fehlersuchen und zur Dokumentation, nicht aber zur Kommunikation zwischen den
an der Implementierung des Experimentalsystems beteiligten Entwicklern erforder-
lich. Zusammenfassend kann man sagen, da die Programmierung der Operations-
schrittprozeduren weitgehend unabh

angig von anderen Programmierarbeiten erfolgen
kann. Der Programmierer ben

otigt keinen

Uberblick

uber das Gesamtsystem und mu
sich auch nicht um Aspekte der Interprozessorkommunikation und der Parallelisierung
k

ummern. Dies erlaubt es, die Programmierung der Signalverarbeitungsalgorithmen
von Entwicklern ausf

uhren zu lassen, die sich prim

ar mit dem Entwurf der Algorith-
men selbst besch

aftigen. Speziell im universit

aren Umfeld ist es auch m

oglich, die
Implementierung von Signalverarbeitungsalgorithmen im Rahmen von Studien- und
Diplomarbeiten durchf

uhren zu lassen.
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4.6 Realisierung des Steuerwerks mittels Petrinetz-
abwickler
4.6.1 Grundkonzept
Die Idee bei der Implementierung des Steuerwerks mittels eines allgemeinen Petrinetz-
abwicklers besteht darin, das Datenumodell der Aufgabenstellung um eine Signal-
verarbeitungsressourcenverwaltung zu erweitern und dieses Petrinetz direkt als Steuer-
werksaufgabe zu verwenden. Bild 4.9 zeigt ein Petrinetz, das aus dem Datenumodell
nach Bild 2.7 durch Hinzuf

ugen einer die begrenzte Signalverarbeitungsressourcenan-
zahl modellierenden Stelle S5 und der zugeh

origen Kanten entstanden ist. Die die
Signalverarbeitungsressourcenverwaltung modellierenden Teile des Petrinetzes sind in
Bild 4.9 gestrichelt gezeichnet. Jede Marke auf der Stelle S5 repr

asentiert eine mo-
mentan freie Signalverarbeitungsressource. Im Beispiel wird der Sonderfall betrach-
tet, da es insgesamt nur eine Signalverarbeitungsressource gibt. Zum Starten eines
Signalverarbeitungsalgorithmus wird eine Signalverarbeitungsressource ben

otigt. Die
Starttransitionen entnehmen daher der die Signalverarbeitungsressourcenverwaltung
modellierenden Stelle S5 eine Marke. Wenn der Signalverarbeitungsalgorithmus ab-
geschlossen ist, wird die Signalverarbeitungsressource wieder freigegeben. Im Modell
entspricht diese dem Legen einer Marke auf die die Signalverarbeitungsressourcenver-
waltung modellierenden Stelle S5 durch die Endetransitionen.
Durch Hinzuf

ugen der Signalverarbeitungsressourcenverwaltung ist aus dem Daten-
umodell ein Petrinetz mit Konikten entstanden. Allgemein kann man sagen, da
diese Konikte beim Erweitern eines Datenumodells um eine Signalverarbeitungsres-
sourcenverwaltung immer dann auftreten, wenn die Anzahl der Signalverarbeitungsres-
sourcen kleiner als der Nebenl

augkeitsgrad des urspr

unglichen Datenumodells ist.
Das Besondere an diesen Konikten ist, da das Ergebnis der Signalverarbeitung un-
abh

angig davon ist, wie die Konikte beim Durchf

uhren der Signalverarbeitung gel

ost
werden. Die Konikte d

urfen folglich willk

urlich gel

ost werden. Je nachdem, wie
die Konikte gel

ost werden, ergeben sich unterschiedliche Abl

aufe. Diese k

onnen sich
beispielsweise auch in der erforderlichen Periodendauer bei einer zyklischen Signalver-
arbeitungsaufgabe unterscheiden. Allein mit dem Petrinetzmodell ist es jedoch nicht
m

oglich, die Konikte so zu l

osen, da eine k

urzestm

ogliche Periodendauer erreicht
wird. Hierzu m

ute man auch die Rechenzeiten zuk

unftig noch auszuf

uhrender Signal-
verarbeitungsalgorithmen kennen. Dar

uber hinaus m

ute man die Abl

aufe auch f

ur
die Zukunft planen. Das Konzept der Steuerwerksimplementierung als Petrinetzab-
wickler verzichtet auf eine solche Ablaufplanung und l

ost die Konikte willk

urlich, in
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Bild 4.9. Um Signalverarbeitungsressourcenvergabe erweitertes Modell
der Honung, da der so entstehende Ablauf zwar nicht unbedingt optimal ist, aber
immer noch zu einer akzeptablen Periodendauer f

uhrt. Signalverarbeitungsalgorith-
men werden immer schnellstm

oglich gestartet, sobald die Eingangsdaten und die Si-
gnalverarbeitungsressource zum Ausf

uhren der Signalverarbeitung verf

ugbar sind. Ein
groer Vorteil der Steuerwerksimplementierung als Petrinetzabwickler besteht darin,
da der Anwendungsbereich nicht auf Aufgabenstellung beschr

ankt ist, die mit Daten-
umodellen darstellbar sind. Wenn das die Aufgabenstellung beschreibende Petrinetz
bereits datenabh

angig zu l

osende Konikte enth

alt, so ist es problemlos m

oglich, diese
Konikte zur Laufzeit vom Petrinetzabwickler l

osen zu lassen. Wenn die Aufgaben-
stellung datenabh

angig, das heit, nicht willk

urlich l

osbare Konikte enth

alt, so ist es
im allgemeinen nicht mehr m

oglich, im voraus einen optimalen Ablaufplan zu erstellen.
Man kann dann erst nach Durchf

uhren der Signalverarbeitung sagen, welcher Ablauf-
plan zum Beispiel zu einer insgesamt k

urzeren Verarbeitungsdauer gef

uhrt h

atte. Bei
Aufgabenstellungen mit Datenabh

angigkeiten der auszuf

uhrenden Algorithmen ist es
folglich nicht m

oglich, bereits im voraus zum Zeitpunkt der Systemkonstruktion einen
optimalen Ablaufplan zu entwerfen.
Nachdem nun ein Verfahren beschrieben wurde, mit dem sich durch Erg

anzen einer
Signalverarbeitungsressourcenverwaltung aus dem urspr

unglichen Petrinetz der Aufga-
benstellung ein Petrinetz gewinnen l

at, das die Steuerwerksaufgabe modelliert, stellt
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sich nur noch die Frage, wie das Steuerwerk realisiert werden kann. Es bieten sich zwei
prinzipielle M

oglichkeiten zur Steuerwerksrealisierung an:
 Zwangssequenzialisierung der Eingabeereignisse durch Ereignisf

anger und das
Verwenden eines dem Markierungs

ubergangsgraphen entsprechenden zentralen
Automaten als Steuerwerksaufgabe oder
 Realisierung der Transitionen der Steuerwerksaufgabe als nebenl

auge, kommu-
nizierende Tasks mit einem Multitaskingbetriebssystem
Bild 4.10 zeigt eine Petrinetzmodellierung eines mit Zwangssequenzialisierung der Ein-
gabeereignisse und einem zentralen Automaten arbeitenden Steuerwerks. Die Ereig-
nisf

anger werden hier als Interruptroutinen realisiert. In dem Steuerwerk gibt es eine
zentrale Datenstruktur, die Ereigniswarteschlange. Die Interruptroutinen tragen die
Ereignisse in die Ereigniswarteschlange ein, und der zentrale Automat entnimmt die
Ereignisse wieder sequentiell. F

ur den zentralen Automaten treten die Ereignisse also
scheinbar nacheinander und immer erst nach Abschlu des vorherigen

Ubergangsin-
tervalls auf. Der zentrale Automat erzeugt die im Petrinetz spezizierten Reaktionen
auf die Ereignisse. Auf die Ereigniswarteschlange darf, um Inkonsistenzen zu vermei-
den, immer nur von einer Interruptroutine oder dem zentralen Automaten gleichzei-
tig zugegrien werden. Dies wird dadurch sichergestellt, da die Interrupts w

ahrend
des Zugris auf die Ereigniswarteschlange gesperrt werden. Interruptroutinen und die
Ereigniswarteschlange lassen sich noch universell, das heit, unabh

angig von der kon-
kreten Steuerwerksaufgabe programmieren. Die eigentliche Entwurfsaufgabe besteht
im Spezizieren und Programmieren der Zustands

ubergangsfunktion und der Ausga-
befunktion des zentralen Automaten. Leider ist es nur sehr schwer m

oglich, die Rea-
lisierung des zentralen Automaten in unabh

angige Teilaufgaben aufzuteilen, die von
verschiedenen Entwicklern bearbeitet werden k

onnten.
Wegen der einfacheren Modularisierung bietet sich bei umfangreicheren Projekten wie
der Realisierung der digitalen Signalverarbeitung eines Mobilfunksystems die Reali-
sierung des Petrinetzabwicklers als kommunizierende Tasks an. Hierzu mu das Petri-
netz, das die Steuerwerksaufgabe beschreibt, zun

achst in nebenl

augkeitsfreie Teilnetze
zerschnitten werden. Hierbei d

urfen nur Stellen durchgeschnitten werden. Jedes die-
ser Teilnetze wird sp

ater durch eine nebenl

augkeitsfreie Task, deren Verhalten sich
mit einem Automatenmodell darstellen l

at, realisiert. Man mu beachten, da nicht
willk

urlich l

osbare Konikte innerhalb der Teilnetze liegen, also von einem einzigen
Automaten gel

ost werden. Falls die urspr

ungliche Signalverarbeitungsaufgabe keine
4.6 Realisierung des Steuerwerks mittels Petrinetzabwickler 105
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Bild 4.10. Verhaltensmodell des Steuerwerks
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Konikte enthielt, also als Datenumodell darstellbar war, so gibt es in der Steuer-
werksaufgabe nur die aus der Signalverarbeitungsressourcenverwaltung resultierenden
willk

urlich entscheidbaren Konikte. Das Zerschneiden des Petrinetzes, das die Steuer-
werksaufgabe modelliert, erfolgt dann allein nach dem Kriterium der nebenl

augkeits-
freien Teilnetze. Im Extremfall w

are es m

oglich, jede Transition in ein eigenes Teilnetz
zu legen. Dies w

urde jedoch zu sehr vielen Teilnetzen und entsprechend sehr vielen
zu implementierenden Automaten f

uhren, was sehr un

ubersichtlich ist. Eine die An-
zahl der Automaten reduzierende, universelle Vorgehensweise besteht darin, jeweils die
zu einem Signalverarbeitungsalgorithmus geh

orende Sequenz aus Starttransition und
Endetransition einem Teilnetz zuzuordnen. Man erh

alt also je Signalverarbeitungs-
algorithmus eine Task, die im folgenden auch als Rahmentask bezeichnet wird. Der
Markenu

uber die durchgeschnittenen Stellen mu als Intertaskkommunikation reali-
siert werden. Es bietet sich an, hierzu die in den meisten Multitaskingbetriebssystemen
vorhandenen Semaphore zu verwenden. Ein Semaphor S entspricht im Prinzip direkt
einer Stelle unbegrenzter Kapazit

at. Die

ublicherweise mit P(S) bezeichnete Funktion
wartet, bis mindestens eine Marke auf dem Semaphor S liegt, und nimmt dann eine
Marke vom Semaphor weg. Die mit V(S) bezeichnete Funktion legt eine Marke auf
das Semaphor S. Die Bezeichnungen P(S) und V(S) gehen auf Dijkstra zur

uck, der
die Semaphore als Intertaskkommunikationsmechanismus entwickelte [Tan87]. Falls
die durchgeschnittene Stelle eine begrenzte Kapazit

at hatte, mu sie durch Hinzunah-
me einer komplement

aren Stelle mit zwei Stellen unbegrenzter Kapazit

at modelliert
werden. Von auen kommende Ereignisse, wie die Endemeldungen der Operations-
werksautomaten, k

onnen von den Interruptroutinen ebenfalls in Semaphoroperationen
umgesetzt werden. Bild 4.11 zeigt die Programme der drei zur Realisierung der Steu-
erwerksaufgabe aus Bild 4.9 erforderlichen Rahmentasks in symbolischer Schreibweise.
4.6.2 Anwendung im Experimentalsystem
Die Steuerwerksaufgabe f

ur das Experimentalsystem wird aus den in Bild 3.11 und
3.12 gezeigten Datenumodellen durch Erg

anzen einer Signalverarbeitungsressour-
cenverwaltung konstruiert. Die beiden Datenumodelle zusammen stellen die ge-
samte Signalverarbeitungsaufgabe dar und k

onnen formal als ein Petrinetzmodell mit
einem nicht zusammenh

angenden Graphen angesehen werden. In den Datenumo-
dellen sind die Transitionen nicht mehr als Starttransition und Endetransition ver-
feinert dargestellt. Diese Verfeinerung k

onnte man jedoch problemlos durchf

uhren,
was aber nicht erforderlich ist, da man ja bereits wei, wie die Rahmentasks aufge-
baut sind. Die vier digitalen Signalprozessoren des Operationswerks stellen vier gleich-
4.6 Realisierung des Steuerwerks mittels Petrinetzabwickler 107
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Bild 4.11. Steuerwerkstasks
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wertige Signalverarbeitungsressourcen dar. Wenn man sich nur f

ur die Verf

ugbarkeit
der Signalverarbeitungsressourcen interessiert, so kann man die Signalverarbeitungsres-
sourcenverwaltung mit einer zus

atzlichen Stelle, die mit vier Marken anfangsmarkiert
ist, modellieren. Bei einer Realisierung mu jedoch von den Rahmentasks nicht nur
sichergestellt werden, da eine Signalverarbeitungsressource zum Ausf

uhren des Signal-
verarbeitungsalgorithmus reserviert wird, sondern die Rahmentask mu auch wissen,
welche Signalverarbeitungsressource reserviert wurde, um den Signalverarbeitungsal-
gorithmus auf dem richtigen digitalen Signalprozessor zu starten. Eine solche Signal-
verarbeitungsressourcenverwaltung mit unterscheidbaren Signalverarbeitungsressour-
cen erfordert es, die Marken auf der Stelle, die die Signalverarbeitungsressourcenver-
waltung modelliert, als vier verschiedene Individuen anzusehen, die die vier digitalen
Signalprozessoren repr

asentieren. Eine M

oglichkeit der Realisierung einer Stelle mit
unterscheidbaren Marken besteht im Verwenden des in den meisten Multitaskingbe-
triebssystemen vorhanden Nachrichtenversandmechanismus [Tan87]. Die Stelle wird
als Nachrichtenwarteschlange realisiert. In dieser Warteschlange stehen zu Beginn vier
Nachrichten, wobei jede Nachricht nur die Nummer des digitalen Signalprozessors, den
sie repr

asentiert, enth

alt. Wenn eine Rahmentask eine Signalverarbeitungsressource
allokieren m

ochte, so entnimmt sie dieser Nachrichtenwarteschlange die n

achste Nach-
richt. Falls die Nachrichtenwarteschlange leer ist, mu nat

urlich gewartet werden, bis
wieder eine Nachricht verf

ugbar ist. Die Rahmentask entnimmt nun der empfangenen
Nachricht die Information, welchen digitalen Signalprozessor sie verwenden darf. Wenn
der Signalverarbeitungsalgorithmus beendet ist, schickt die Rahmentask eine Nach-
richt mit der Nummer der nun wieder freigegebenen Signalverarbeitungsressource an
die Nachrichtenwarteschlange. Wenn mehrere Rahmentasks gleichzeitig Signalverarbei-
tungsressourcen anfordern, so entscheidet das Betriebssystem, in welcher Reihenfolge
die Rahmentasks bedient werden.
Ein weiterer Aspekt der Realisierung des Steuerwerks als Petrinetzabwickler betrit die
Datenpuerung. Im allgemeinen kommt es vor, da auf den Stellen des Datenumo-
dells mehr Marken liegen k

onnen als durch einmaliges Schalten der Vorg

angertransitio-
nen erzeugt werden oder durch Schalten der Nachfolgertransitionen verbraucht werden.
Das heit, da Ausgangsdaten beziehungsweise Eingangsdaten mehrerer Aufrufe eines
Signalverarbeitungsalgorithmus zwischengespeichert werden m

ussen. Bei Realisierung
des Steuerwerks als Petrinetzabwickler ist es sinnvoll, diese Datenspeicher als FIFO-
Speicher zu organisieren. Das heit, die zuerst berechneten Daten werden auch als erste
wieder weiterverarbeitet. Da man von jeder Stelle wei, wieviele Marken maximal auf
ihr liegen k

onnen, kann man die FIFO-Speicher als Ringpuer begrenzter Kapazit

at
organisieren.
F

ur das Experimentalsystem wurde ein auf dem hier beschriebenen Konzept des Petri-
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netzabwicklers basierendes Steuerwerk implementiert. Hierbei wurde von einer Petri-
netzmodellierung der Aufgabenstellung ausgegangen, die bereits die in Abschnitt 3.1.2
beschriebenen Multirahmenstrukturen sowie die durch die Signalisierung gesteuerte Si-
gnalverarbeitungsressourcenvergabe ber

ucksichtigt. Neben den in dieser Arbeit prim

ar
betrachteten gewidmeten Kan

alen wurde nat

urlich auch die digitale Signalverarbei-
tung f

ur die nicht gewidmeten Kan

ale modelliert. Schlielich waren 36 verschiedene
Operationsschrittprozeduren und 75 Rahmentasks zu programmieren.
4.7 EÆziente Realisierung des Steuerwerks durch
statische Ablaufplanung
4.7.1 Grundkonzept
Die Realisierung des Steuerwerks durch statische Ablaufplanung kommt nur dann in
Betracht, wenn die urspr

ungliche Aufgabenstellung als Datenumodell darstellbar ist
oder durch Einf

uhren von Platzhaltern f

ur alternativ auszuf

uhrende Signalverarbei-
tungsalgorithmen in ein Datenumodell

uberf

uhrt werden kann. Dann liegen die aus-
zuf

uhrenden Signalverarbeitungsalgorithmen und deren Abh

angigkeiten a priori fest,
und es ist m

oglich, zum Zeitpunkt der Systemkonstruktion einen statischen Ablaufplan
festzulegen. Ein statischer Ablaufplan besteht im Prinzip darin, da man die durch
Hinzuf

ugen der Signalverarbeitungsressourcenverwaltung zum urspr

unglichen Daten-
umodell entstandenen Konikte auf eine zum Zeitpunkt der Systemkonstruktion
festgelegte Art und Weise l

ost.
Bei einer zyklischen Signalverarbeitungsaufgabe kann das urspr

ungliche Datenumo-
dell genau ein unendlich langes Folgengeecht erzeugen, das sich aus der periodischen
Wiederholung eines Abschnitts ergibt. Wenn man das urspr

ungliche Datenumo-
dell um die Signalverarbeitungsressourcenvergabe erweitert, so entstehen in der Regel
Konikte. Das die Signalverarbeitungsressourcenvergabe ber

ucksichtigende Petrinetz
kann daher im allgemeinen unendlich viele verschiedene Folgengeechte erzeugen. Alle
diese Folgengeechte entsprechen gleichermaen g

ultigen Abl

aufen zum Durchf

uhren
der Signalverarbeitungsaufgabe. Zum Realisieren des Steuerwerks durch statische Ab-
laufplanung w

ahlt man unter allen diesen zul

assigen Folgengeechten das nach einer
vorgegebenen Kostenfunktion am g

unstigsten zu realisierende Folgengeecht aus. Man
realisiert dann ein Steuerwerk, das nur den diesem g

unstigsten Folgengeecht entspre-
chenden Ablauf hervorbringt.
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Bild 4.13. Ablaufplan
Bild 4.12 zeigt beispielsweise ein mit dem Petrinetz nach Bild 4.9 erzeugbares Fol-
gengeecht. In dem abgebildeten Folgengeecht ist der

Ubersichtlichkeit halber die
Verfeinerung der Transitionen in eine Sequenz aus Starttransition und Endetransition
nicht ber

ucksichtigt. Nach Schalten der Transition Ende A besteht hier ein Konikt
zwischen den Transitionen Start B und Start C, die wegen der nur einen vorhande-
nen Signalverarbeitungsressource nicht mehr nebenl

aug zueinander geschaltet werden
k

onnen. Der Konikt kann entweder so gel

ost werden, da Start B vor Start C oder
da Start C vor Start B schaltet. Die mit dem Petrinetz nach Bild 4.9 erzeugbaren
Folgengeechte setzen sich aus zwei verschiedenen Abschnitten zusammen, die auf be-
liebige Art und Weise zu einer unendlich langen Kette verbunden werden. Im Beispiel
sind alle erzeugbaren Folgengeechte und die diesen Folgengeechten entsprechenden
Ablaufpl

ane in Bezug auf die erzielbare Periodendauer gleich gut.
Man wird daher f

ur die Realisierung ein besonders einfaches Folgengeecht, zum Bei-
spiel das Folgengeecht, das sich aus der periodischen Wiederholung des Abschnitts
A{B{C zusammensetzt, ausw

ahlen. Dieser Abschnitt entspricht dem Fall, da der
Konikt zwischen den Transitionen Start B und Start C so gel

ost wird, da die Tran-
sition Start B immer zuerst schaltet. Bild 4.13 zeigt den diesem ausgew

ahlten Fol-
gengeecht entsprechenden Ablaufplan. Es wurden wieder die gleichen Rechenzeiten
von zwei Zeiteinheiten f

ur die Operation A, einer Zeiteinheit f

ur die Operation B und
drei Zeiteinheiten f

ur die Operation C wie im urspr

unglichen Beispiel in Kapitel 2
angenommen.
4.7 EÆziente Realisierung des Steuerwerks durch statische Ablaufplanung 111
   
   '
+   	  '
   
   
+   	  
   
   ,
+   	  ,
'
 ,
Bild 4.14. Um Ablaufplanung und Signalverarbeitungsressourcenvergabe erweitertes
Modell
Nachdem man sich f

ur einen statischen Ablaufplan entschieden hat, mu man die
Steuerwerksaufgabe formulieren. Dies kann entweder dadurch geschehen, da man die
Steuerwerksaufgabe ausgehend vom Ablaufplan v

ollig neu formuliert, oder da man
das bereits um die Signalverarbeitungsressourcenverwaltung erweiterte urspr

ungliche
Datenumodell nun noch um die Koniktentscheidungsregeln, die dem ausgew

ahlten
Ablaufplan zugrunde liegen, erg

anzt. Bild 4.14 zeigt diese Erg

anzung des Petrinetzes
um die Koniktentscheidungsregeln f

ur das Beispiel. Durch Erg

anzen der gestrichelt
gezeichneten Petrinetzteile wird erzwungen, da die Operation B immer vor der Opera-
tion C ausgef

uhrt wird. Das Petrinetz enth

alt nun keine Konikte mehr und kann daher
genau ein Folgengeecht generieren, das dem ausgew

ahlten Ablaufplan entspricht.
Das Petrinetz nach Bild 4.14 enth

alt noch einige redundante, das heit, das generier-
bare Folgengeecht nicht beeinussende Stellen und Kanten. Diese Stellen und Kanten
k

onnen weggelassen werden. Bild 4.15 zeigt das so erhaltene vereinfachte Petrinetz.
Dieses Petrinetz beschreibt die Steuerwerksaufgabe. Man stellt fest, da diese Aufga-
be im hier betrachteten Beispiel nebenl

augkeitsfrei ist, das Steuerwerk also als ein
Automat modelliert werden kann. Dies ist so, weil die einzigen Ereignisse im Beispiel
der Start und das Ende eines Operationsschritts auf der einen vorhanden Signalverar-
beitungsressource sind. Start und Ende von Operationsschritten auf einer Signalverar-
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Bild 4.15. Vereinfachtes Modell
beitungsressource k

onnen nat

urlich nie nebenl

aug zueinander auftreten. Wenn man
mehrere Signalverarbeitungsressourcen zum Realisieren einer Signalverarbeitungsauf-
gabe einsetzt, und es auer dem Start und Ende von Operationsschritten keine weiteren
externen, vom Operationswerk an das Steuerwerk durchgereichten Ereignisse gibt, so
entspricht der Nebenl

augkeitsgrad der Steuerwerksaufgabe maximal der Anzahl der
Signalverarbeitungsressourcen. Im allgemeinen ist der Nebenl

augkeitsgrad der Steuer-
werksaufgabe bei der Implementierung des Steuerwerks mit statischer Ablaufplanung
wesentlich kleiner als der Nebenl

augkeitsgrad des urspr

unglichen Datenumodells
ohne die Signalverarbeitungsressourcenvergabe.
Bild 4.16 zeigt schlielich noch das Programm zum Realisieren des Steuerwerks des hier
diskutierten Beispiels auf einem Prozessor. Das Steuerwerk arbeitet ereignisgetrieben,
das heit, die Signalverarbeitungsalgorithmen werden nicht zu einem bestimmten Zeit-
punkt, sondern in Reaktion auf andere Ereignisse gestartet. Dies ist auch erforderlich,
da die exakten Rechenzeiten nicht bekannt sind und f

ur die Optimierung des Ablauf-
plans nur typische Rechenzeiten verwendet werden.
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Bild 4.16. Steuerwerksautomat
4.7.2 Anwendung im Experimentalsystem
F

ur das Experimentalsystem wurde alternativ zu dem in Abschnitt 4.6.2 beschriebenen,
auf einem Petrinetzabwickler f

ur das um die Signalverarbeitungsressourcenverwaltung
erg

anzte Datenumodell basierenden Steuerwerk ein Steuerwerk mit statischer Ab-
laufplanung entworfen. Die urspr

ungliche Aufgabenstellung ist die durch die Datenu-
modelle nach Bild 3.11 und Bild 3.12 modellierte Signalverarbeitungsaufgabe. F

ur diese
Aufgabe wurde der in Bild 4.17 gezeigte Ablaufplan mit vier Signalverarbeitungsres-
sourcen entworfen. Der Ablaufplan basiert auf zuvor gemessenen typischen Rechenzei-
ten der Operationsschrittprozeduren. Diese gemessenen Rechenzeiten entsprechen mit
wenigen Ausnahmen relativ genau den in Tabelle 3.2 zusammengestellten Absch

atzun-
gen der Rechenaufw

ande. Die realen Rechenzeiten von Grundimpulslter und Tiefpa
resultieren nicht aus dem Signalverarbeitungsaufwand, sondern aus den Datentransfers.
Grundimpuls- und Tiefpalterung m

ussen w

ahrend der Sende- beziehungsweise Emp-
fangszeitschlitze ausgef

uhrt werden, da der Puerspeicher der HF-Ankopplung nicht
ausreicht, um die Sende- beziehungsweise Empfangsrohdaten eines kompletten Zeit-
schlitzes aufzunehmen. Es ist vielmehr erforderlich, diese Daten w

ahrend des Sende-
beziehungsweise Empfangsvorgangs aus dem beziehungsweise in den Arbeitsspeicher
des Multiprozessorsystems zu transferieren. Damit Grundimpuls- und Tiefpalterung
auch mit Sicherheit w

ahrend des Sende- beziehungsweise Empfangszeitschlitzes aus-
gef

uhrt werden k

onnen, wurde f

ur diese beiden Signalverarbeitungsalgorithmen der
digitale Signalprozessor DSP 1 reserviert. Die

ubrige Aufgabenverteilung auf die di-
gitalen Signalprozessoren wurde so optimiert, da an m

oglichst wenigen Stellen eine
Synchronisation der Signalverarbeitung auf den einzelnen digitalen Signalprozessoren
erforderlich ist. Die Synchronisation der Signalverarbeitung auf verschiedenen digitalen
Signalprozessoren erfordert Intertaskkommunikation. Da die Intertaskkommunikation
relativ rechenaufwendig ist, erh

oht sie die Reaktionszeit des Steuerwerks. Die Reakti-
onszeiten des Steuerwerks f

uhren dazu, da die Signalverarbeitungsalgorithmen nicht
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wie im Ablaufplan vorgesehen direkt hintereinander, sondern mit einer kurzen Pause
zwischen den einzelnen Signalverarbeitungsalgorithmen ausgef

uhrt werden. In dieser
Pause wartet der digitale Signalprozessor auf das n

achste Startereignis und kann keine
sinnvolle Aufgabe ausf

uhren. Zum Reduzieren der H

augkeit von notwendigen Syn-
chronisationen der Signalverarbeitung auf verschiedenen digitalen Signalprozessoren ist
es sinnvoll, die Signalverarbeitung der Daten eines Bursts auf einem einzigen digita-
len Signalprozessor sequentiell durchzuf

uhren. Im Fall der Sendesignalverarbeitung ist
dies kein Problem, da die Rechenleistung eines einzigen der digitalen Signalprozessoren
ausreicht, um die digitale Signalverarbeitung des Senders innerhalb eines Rahmens aus-
zuf

uhren. F

ur die ohne das Grundimpulslter verbleibende Sendersignalverarbeitung
wurde im Ablaufplan der digitale Signalprozessor DSP 4 reserviert. Eine Besonder-
heit ist noch bei der Sendersignalvorverarbeitung zu beachten. Im Mittel m

ussen alle
vier Rahmen acht Sendersignalvorverarbeitungen f

ur die acht gleichzeitig belegten Si-
gnalverarbeitungsressourcen gestartet werden. Durch Datenpuerung kann man errei-
chen, da je Rahmen zwei Sendersignalvorverarbeitungen ausgef

uhrt werden m

ussen.
So kann man erreichen, da der Rechenaufwand gleichm

aig auf die Rahmen verteilt
wird. Ein einziger digitaler Signalprozessor ben

otigt zum Ausf

uhren der ohne den Tief-
pa verbleibenden Empf

angersignalverarbeitung f

ur einen Burst eine Zeit von knapp
zwei Rahmen. Deshalb wurden f

ur die Empf

angersignalverarbeitung die beiden digi-
talen Signalprozessoren DSP 2 und DSP 3 reserviert, die abwechselnd die dem Tiefpa
folgende Empf

angersignalverarbeitung durchf

uhren. Die Empf

angersignalnachverar-
beitung wurde analog zur Sendersignalvorverarbeitung so auf die pro Burst anfallende
Empf

angersignalverarbeitungen verteilt, da je Burst zwei Empf

angersignalnachverar-
beitungen ausgef

uhrt werden. Zusammenfassend kann man sagen, da der in Bild 4.17
gezeigte Ablaufplan so optimiert ist, da
 die Signalverarbeitung in Echtzeit, das heit, mit der vorgegebenen Rahmendauer
m

oglich ist, und weiterhin
 der Synchronisationsaufwand der Signalverarbeitungen auf verschiedenen digita-
len Signalprozessoren m

oglichst gering ist.
Der Ablaufplan ist also nicht auf eine k

urzestm

ogliche Rahmendauer optimiert.
Die Steuerwerksaufgabe besteht nun darin, auf dem jeweiligen digitalen Signalprozes-
sor die in Bild 4.17 festgelegten Operationsschrittsequenzen durchzuf

uhren. Im Prinzip
ist eine Synchronisation der Signalverarbeitung auf den verschiedenen digitalen Signal-
prozessoren erforderlich, um sicherzustellen da
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Bild 4.17. Ablaufplan f

ur das Experimentalsystem
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 die Tiefpalterung erst nach der zugeh

origen Spreizung, Summiererung und
Burstbildung ausgef

uhrt wird,
 die Kanalsch

atzung erst nach der Tiefpalterung ausgef

uhrt wird, und
 Demodulation, Entschachtelung und Kanaldecodierung erst dann ausgef

uhrt wer-
den, wenn auch die Empfangssignalverarbeitung auf dem jeweils anderen, eben-
falls Empfangssignalverarbeitungen durchf

uhrenden digitalen Signalprozessor ih-
ren Anteil an den ben

otigten Eingangsdaten berechnet hat.
Da die digitale Signalverarbeitung jedoch in Echtzeit arbeiten mu, kann auch vor-
ausgesetzt werden, da bestimmte Signalverarbeitungsaufgaben zu bestimmten Zeit-
punkten mit Sicherheit abgeschlossen sind. So mu man voraussetzen, da die Da-
ten des Grundimpulslters rechtzeitig von Spreizer, Summierer und Burstbildner zur
Verf

ugung gestellt werden, da der Sendezeitpunkt ja nicht verschoben werden kann. Ei-
ne explizite Synchronisation von Tiefpalter mit Spreizer, Summierer und Burstbild-
ner ist also nicht sinnvoll. Da die f

ur Demodulator, Entschachteler und Kanaldecodierer
ben

otigten, vom jeweils anderen digitalen Signalprozessor berechneten Daten bereits
einen Rahmen zuvor zur Verf

ugung stehen sollten, ist auch hier keine explizite Synchro-
nisation mehr erforderlich. Allein zum Start der dem Tiefpa folgenden Empfangssi-
gnalverarbeitung auf einem anderen Signalprozessor ist noch eine Synchronisation der
Signalverarbeitungen auf verschiedenen digitalen Signalprozessoren erforderlich. Man
k

onnte die Empfangssignalverarbeitung auf den digitalen Signalprozessoren DSP 2 und
DSP 3 nat

urlich auch ohne explizite Synchronisation in sicherem zeitlichen Abstand,
zum Beispiel erst im n

achsten Rahmen, starten. Dann ist jedoch eine Synchronisation
mit der den Rahmentakt vorgebenden Uhr in der HF-Ankopplung erforderlich, was
letztlich keinen Rechenaufwand einspart.
Wegen der minimalen erforderlichen expliziten, nicht bereits durch Zeitbedingungen
sichergestellten Synchronisationen der digitalen Signalverarbeitungen auf den verschie-
denen digitalen Signalprozessoren liegt es nahe, das Steuerwerk in je ein Teilsteuerwerk
je digitalem Signalprozessor zu zerlegen. Bild 4.18 zeigt das sich ergebende Aufbaumo-
dell der digitalen Signalverarbeitung des Experimentalsystems. Man kann die digitale
Signalverarbeitung nun als Verbund von Steuerkreisen ansehen, wobei jeder Steuerkreis
aus einem digitalen Signalprozessor und einem zugeh

origen Steuerwerk besteht. Der
Steuerkreis 1 f

uhrt Grundimpulslterung und Tiefpalterung aus. Das Steuerwerk
bekommt

uber die Ereignisvariablen X
T;HF
von der HF-Ankopplung mitgeteilt, wann
es ein Grundimpulslter oder ein Tiefpalter starten soll. Auf ein Triggerereignis von
der HF-Ankopplung folgt ein Startereignis an das Operationswerk und schlielich ein
Endeereignis vom Operationswerk. Da durch Zeitbedingungen sichergestellt ist, da
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das n

achste Triggerereignis von der HF-Ankopplung erst nach dem Endeereignis des
Operationswerks eintrit, sieht das Steuerwerk nur nebenl

augkeitsfreie Eingaben und
kann als Steuerautomat modelliert werden. F

ur die

ubrigen drei Steuerwerke gelten
analoge

Uberlegungen. Im Fall der Empf

angersignalverarbeitungen in Steuerkreis 2
und Steuerkreis 3 wird eine Signalverarbeitung durch das Ereignis angestoen, das der
Steuerkreis 1 im Anschlu an die Tiefpalterung ausgibt. Hierauf folgt dann eine
Sequenz von zwischen Steuerwerk und Operationswerk ausgetauschten Startereignis-
sen und Endeereignissen, die abgeschlossen ist, bevor das n

achste Triggerereignis von
Steuerkreis 1 eintrit. Die Sendersignalverarbeitung in Steuerkreis 4 wird von der
HF-Ankopplung im Rahmentakt angestoen. Zusammenfassend kann man sagen, da
alle Steuerwerke als Steuerautomaten modelliert werden k

onnen und folglich auch mit
einem Multitaskingbetriebssystem als Steuertasks auf einem einzigen Zentralprozessor
realisiert werden k

onnen. Die hier gezeigte Zerlegung der digitalen Signalverarbei-
tung in einen Verbund aus Steuerkreisen ist im Prinzip aufgabenspezisch. Der Autor
der vorliegenden Arbeit ist jedoch der Meinung, da sich vergleichbare L

osungen auch
f

ur viele andere Mobilfunksysteme nden lassen. Wenn eine Zeitmultiplexkomponente
vorhanden ist, ist es auf jeden Fall m

oglich, die digitale Signalverarbeitung burstweise
durchzuf

uhren. Aber auch in vielen ohne Zeitmultiplexkomponente arbeitenden Mo-
bilfunksystemen kann man den Datenstrom zur Signalverarbeitung in Bl

ocke zerlegen.
Dann kann die zur Realisierung auf einem Multiprozessorsystem erforderliche Paralle-
lisierung dadurch erfolgen, da man die Signalverarbeitung zyklisch auf verschiedene
Prozessoren verteilt. In der Regel resultiert aus diesem Konzept ein sehr geringer Syn-
chronisationsaufwand der Signalverarbeitungen auf verschiedenen Prozessoren. Eine
g

unstige Realisierungsstrategie besteht dann darin, je digitalem Signalprozessor je-
weils ein Steuerwerk vorzusehen. Im allgemeinen mu man damit rechnen, da die zur
Kommunikation mit den anderen Steuerkreisen und der HF-Ankopplung dienenden
Ereignisse nebenl

aug zueinander und nebenl

aug zu den vom jeweiligen Operations-
werk stammenden Endeereignissen eintreen. Diese Ereignisse kann man aber zwangs-
sequenzialisieren, und somit kann man die Steuerwerke immer als Steuerautomaten
modellieren.
In der Realisierung eines JD-CDMA-Experimentalsystems m

ussen nat

urlich auch noch
die in Abschnitt 3.1.2 beschriebenen Multirahmenstrukturen ber

ucksichtigt werden.
Unterschiede der digitalen Signalverarbeitung der gewidmeten Kan

ale ergeben sich
nur bei der Sendersignalvorverarbeitung und der Empf

angersignalnachverarbeitung.
Jedoch stellt man fest, da es auch bei Ber

ucksichtigen der Multirahmenstrukturen
immer noch m

oglich ist, die Daten so zwischenzupuern, da im Mittel maximal zwei
Sendersignalvorverarbeitungen und Empf

angersignalnachverarbeitungen je Burst an-
fallen. Die im Ablaufplan f

ur Sendersignalvorverarbeitung und Empf

angersignalnach-
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Bild 4.18. Modellierung als aufgabenspezisches Netz von Steuerkreisen
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verarbeitung reservierte Rechenzeit reicht also immer noch aus. Weiterhin mu auch
noch die Signalverarbeitung f

ur die nicht gewidmeten Kan

ale realisiert werden. Die-
se Signalverarbeitung erfordert jedoch nur geringe Rechenzeiten. Die notwendigen
Grundimpuls- und Tiefpalterungen k

onnen noch auf DSP 1 ausgef

uhrt werden, und
die restliche Signalverarbeitung der nicht gewidmeten Kan

ale kann man zus

atzlich zu
der Sendersignalverarbeitung auf DSP 4 abwickeln.
4.8 Analyse und Vergleich der vorgestellten Soft-
warearchitekturen
4.8.1 Echtzeitbetrieb
Die fundamentale Frage ist, ob eine bestimmte Softwarearchitektur in der Lage ist, die
Signalverarbeitungsaufgabe mit der vorgegebenen Hardware in Echtzeit auszuf

uhren.
Wenn der Echtzeitbetrieb nicht m

oglich ist, dann stellt das System keine L

osung
der Aufgabenstellung dar. Andererseits ist es aber auch nicht erforderlich, ein Sy-
stem zu entwerfen, das die Berechnungen schneller als zum Echtzeitbetrieb erforder-
lich ausf

uhrt. Die Rechenleistung w

are dann

uberdimensioniert, und man k

onnte die
Berechnungen auch mit einer langsameren und im allgemeineren billigeren Hardware
ausf

uhren.
An dieser Stelle wird es erforderlich, sich

uber die bei der Signalverarbeitung in einem
Echtzeitsystem auftretenden Zeiten und Prozessorauslastungen Klarheit zu verschaf-
fen. Die Denitionen der Prozessorauslastungen werden zun

achst f

ur ein auf statischer
Ablaufplanung basierendes System eingef

uhrt und sp

ater verallgemeinert. Echtzeitsy-
steme sind dadurch charakterisiert, da sie innerhalb einer maximalen, vorgegebenen
Zeitspanne auf externe Ereignisse reagieren m

ussen [Z

ob87]. Es kommt also nicht dar-
auf an, da das System imMittel schnell arbeitet, vielmehr kommt es auf die maximalen
Bearbeitungszeiten an. Im Fall des Experimentalsystems sind die externen Ereignisse
die periodisch eintreenden Empfangs- und Sendezeitschlitze und Rahmentakte. Im
Fall des Experimentalsystems bedeutet die Echtzeitbedingung, da die Sendedaten
zum physikalischen Sendezeitpunkt verf

ugbar sind, sowie da gewisse Verz

ogerungen
in der Sende- und Empfangssignalverarbeitung nicht

uberschritten werden. Weitere
Bedingungen ergeben sich aus der Systemarchitektur und den begrenzten Signalver-
arbeitungsressourcen. So sind beispielsweise bei der Realisierung mit der in Bild 4.17
gezeigten statischen Ablaufplanung zwei Empf

anger vorgesehen, die wechselweise in
aufeinanderfolgenden Rahmen f

ur die Empfangssignalverarbeitung aktiviert werden.
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Die aus der Systemarchitektur resultierende Echtzeitbedingung lautet also, da eine
Empfangssignalverarbeitung h

ochstens zwei Rahmen dauern darf, denn dann wird der
Empf

anger erneut aktiviert. Eine

Uberlappung zweier Empfangssignalverarbeitungen
auf einem digitalen Signalprozessor ist nicht zul

assig. Beim Beurteilen des Leerlaufs
der digitalen Signalprozessoren sind im Hinblick auf die periodischen Abl

aufe einige
Besonderheiten zu beachten, siehe Bild 4.19. In regelm

aigen zeitlichen Abst

anden,
zum Beispiel alle zwei Rahmen bei einem der Empf

anger, wird eine Signalverarbeitung
gestartet. Der Zentralprozessor mu daraufhin mehrere Auftr

age an den betrachte-
ten digitalen Signalprozessor vergeben, um die gew

unschte Reaktion des Systems zu
erzielen. Die hierzu erforderliche Rechenzeit des digitalen Signalprozessors wird im
folgenden mit t
R
bezeichnet. Die Reaktion des Systems auf den Start einer Signalver-
arbeitung ist zum Zeitpunkt des Endes der Signalverarbeitung verf

ugbar. Es treten
nun zwei Arten von Leerlauf der digitalen Signalprozessoren auf. Zum einen vergeht
zwischen Ende und Start aufeinanderfolgender Signalverarbeitungen eine gewisse Zeit,
in der keine Aufgaben f

ur den digitalen Signalprozessor vorhanden sind. Diese Zeit
wird im folgenden als echter Leerlauf t
Lecht
bezeichnet. Weiterhin kann es passieren,
da die Auftragsvergabe des Zentralprozessors nicht schnell genug arbeitet, und auf
dem digitalen Signalprozessor auch zwischen Start und zugeh

origem Ende einer Signal-
verarbeitung Leerlauf auftritt. Diese Zeit wird im folgenden als sch

adlicher Leerlauf
t
Lschadlich
bezeichnet, da sie die Zeitspanne zwischen Start und Ende einer Signalverar-
beitung verl

angert, also das Risiko erh

oht, da das Ende in einzelnen F

allen nicht vor
dem n

achsten Start erreicht wird. Die Auslastung a
R
des digitalen Signalprozessors
mit Signalverarbeitungsaufgaben
a
R
=
t
R
t
Lschadlich
+ t
Lecht
+ t
R
(4.1)
ist unabh

angig von t
Lschadlich
, da t
Lschadlich
+ t
Lecht
+ t
R
gerade der konstanten, durch
die Startzeitpunkte vorgegebenen Zyklusdauer t
Z
entspricht. Die Auslastung a
R
des
digitalen Signalprozessors mit Signalverarbeitungsaufgaben h

angt also nur von der Zy-
klusdauer t
Z
und der Rechenzeit t
R
ab. Mit a
R
l

at sich nur die EÆzienz der Pro-
grammierung der Signalverarbeitungsalgorithmen auf den digitalen Signalprozessoren
beurteilen, nicht aber die EÆzienz der Auftragsvergabe durch den Zentralprozessor.
Um die EÆzienz der Auftragsvergabe durch den Zentralprozessor zu beurteilen, mu
man den echten Leerlauf betrachten. Die echte Auslastung a, im folgenden als Ausla-
stung bezeichnet, berechnet sich zu
a =
t
R
t
Lecht
+ t
R
: (4.2)
Zum Beurteilen der Reserve bis zum Verletzen der Echtzeitbedingung ist das Minimum
der Auslastung a

uber alle Rahmen relevant.
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Bild 4.19. Leerlauf im Operationswerk
Die Denitionen der Auslastungen sind teilweise auch auf Steuerwerksimplementie-
rungen, die nicht auf statischer Ablaufplanung basieren,

ubertragbar. Unterschiede
ergeben sich, weil sich aufgrund geringer m

oglicher Schwankungen der ben

otigten Re-
chenzeiten f

ur die Signalverarbeitungsalgorithmen von Rahmen zu Rahmen v

ollig un-
terschiedliche Abl

aufe ergeben k

onnen. Man kann die Betrachtungen also nicht mehr
f

ur eine denierte Periodendauer durchf

uhren. Beim Berechnen der Auslastung eines
digitalen Signalprozessors mit Signalverarbeitungsaufgaben mu man im allgemeinen

uber eine sehr lange Zeit mitteln, also

uber eine sehr lange Zeit die Rechenzeiten t
R
aufsummieren und diese Summe durch die Gesamtzeit dividieren. Die Auslastung des
Signalprozessors ist auch hier wieder nur eine Kenngr

oe f

ur die EÆzienz der Pro-
grammierung der Signalverarbeitungsalgorithmen. Eine echte Auslastung in Syste-
men mit dynamischer Ablaufplanung kann man denieren, indem man all diejenigen
Leerlaufzeiten als sch

adlichen Leerlauf deklariert, w

ahrend derer es im Gesamtsystem
mindestens einen sofort ausf

uhrbaren Signalverarbeitungsalgorithmus gibt. Ein so-
fort ausf

uhrbarer Signalverarbeitungsalgorithmus ist ein Signalverarbeitungsalgorith-
mus, dessen Eingangsdaten verf

ugbar sind, und in dessen Ausgangsdatenpuer es noch
Platz zur Aufnahme des Ergebnisses gibt. Beim Berechnen der echten Auslastung mu
man nat

urlich wieder

uber eine lange Zeitspanne mitteln. W

ahrend bei einem System
mit statischer Ablaufplanung durch den Ablaufplan sichergestellt wird, da die Ver-
arbeitungsdauern bei der Signalverarbeitung nicht zu gro werden, k

onnen bei einer
dynamischen Ablaufplanung groe Latenzzeiten auftreten, wenn groe Puerspeicher
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vorgesehen werden. Man mu im allgemeinen also auch noch die Verarbeitungsdauern
der Signalverarbeitung untersuchen.
Im Fall des Experimentalsystems stellte sich heraus, da die im Mittel pro digitalem Si-
gnalprozessor pro Rahmen anfallende Rechenzeit kleiner als die Rahmendauer ist, die
mittlere Auslastung der digitalen Signalprozessoren mit Signalverarbeitungsalgorith-
men also kleiner als eins ist. Es sollte also m

oglich sein, ein Steuerwerk zu entwerfen,
mit dem sich ein Gesamtsystem ergibt, das die Echtzeitbedingung erf

ullt.
Ein als Petrinetzabwickler entworfenes und auf dynamischer Ablaufplanung basierendes
Steuerwerk ist f

ur eine Echtzeitimplementierung nicht geeignet. Die hier erforderlichen
vielen Taskwechsel ben

otigen soviel Rechenzeit, da zwischen dem Ausf

uhren zweier
Signalverarbeitungsalgorithmen auf einem digitalen Signalprozessor zu lange Pausen
entstehen. Das Steuerwerk ist nicht in der Lage, das Operationswerk hinreichend gut
auszulasten, das heit, den sch

adlichen Leerlauf so klein zu halten, da ein Echtzeit-
betrieb m

oglich ist.
Ein optimierter, auf statischer Ablaufplanung basierender Steuerwerksentwurf f

uhrt
jedoch zu einem echtzeittauglichen System. Bild 4.20 zeigt beispielsweise den von der
Anzahl der aktuell genutzten Signalverarbeitungsressourcen abh

angigen, gemessenen
minimalen Abstand zweier Empfangssignalverarbeitungen auf dem digitalen Signalpro-
zessor DSP 2 oder DSP 3. Die Zeiten sind auf die gesamte zur Verf

ugung stehende
Zeit, also zwei Rahmen, bezogen.
Ein groer Vorteil eines auf statischer Ablaufplanung basierenden Steuerwerks ist, da
das Zeitverhalten vorhersagbar ist. Wenn man vereinfachend annimmt, da das Steu-
erwerk verz

ogerungsfrei reagiert, so sind f

ur das Zeitverhalten allein die gut absch

atz-
baren Rechenzeiten des Operationswerks ausschlaggebend. Man kann dann also di-
rekt aus dem Ablaufplan ablesen, ob ein Echtzeitbetrieb m

oglich ist. Es w

are sogar
m

oglich, Reaktionszeiten des Steuerwerks im Ablaufplan zu ber

ucksichtigen, und so
zu einer noch genaueren Absch

atzung zu gelangen. Im Gegensatz dazu liee sich das
Zeitverhalten eines auf dynamischer Ablaufplanung basierenden Steuerwerks wegen der
schwankenden Rechenzeiten nur statistisch untersuchen. Auch nur geringf

ugig variie-
rende Rechenzeiten k

onnen bei dynamischer Ablaufplanung massive Auswirkungen ha-
ben, was bei statischer Ablaufplanung nicht m

oglich ist. Zum Untersuchen einer dyna-
mischen Ablaufplanung m

ute man versuchen, durch Simulationen den ung

unstigsten
auftretenden Fall zu nden. Dies ist sehr aufwendig. Da sich in sehr unwahrscheinlichen
F

allen sehr ung

unstige Abl

aufe ergeben k

onnen, ist es bei dynamischer Ablaufplanung
in der Regel erforderlich, ein System zu konstruieren, das im Mittel wesentlich schneller
als erforderlich arbeitet, dessen Prozessoren also im Mittel schlecht ausgelastet sind.
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Bild 4.20. Echter Leerlauf
4.8.2 Vergleich unter den Gesichtspunkten Realisierungsauf-
wand und Flexibilit

at
Auch wenn sich die dynamische Ablaufplanung nicht zum Realisieren von Echtzeitsy-
stemen eignet, so hat sie doch eine Existenzberechtigung. In fr

uhen Phasen der Reali-
sierung neuer Mobilfunksysteme ist es erforderlich, Signalverarbeitungsalgorithmen zu
testen. Hierzu kann man die Periodendauer, indem man zum Beispiel nur jeden vierten
Rahmen nutzt, so stark vergr

oern, da man auch mit dynamischer Ablaufplanung die
Signalverarbeitungsaufgaben trotz der nicht exakt vorhersagbaren Abl

aufe mit einer
sehr groen Wahrscheinlichkeit in Echtzeit bew

altigen kann. Ein auf einem Petrinetz-
abwickler basierendes Steuerwerk ist relativ einfach zu implementieren, so da sich ein
solches Steuerwerk f

ur erste Tests der Signalverarbeitungsalgorithmen sehr gut eignet.
Insbesondere ist es zum Entwurf eines auf dynamischer Ablaufplanung basierenden
Steuerwerks nicht erforderlich, die Rechenzeiten der Signalverarbeitungsalgorithmen
im voraus zu kennen. Es ist auch relativ einfach m

oglich, Algorithmen auszutauschen
oder sogar weitere Algorithmen hinzuzuf

ugen. Ein auf dynamischer Ablaufplanung
basierendes, als Petrinetzabwickler realisiertes Steuerwerk bietet sich wegen seines ge-
ringen Realisierungsaufwands und seiner hohen Flexibilit

at daher zum Realisieren einer
ersten funktionsf

ahigen Signalverarbeitung an. Bei der Realisierung des Experimen-
talsystems wurden mit einem solchen ersten Steuerwerk sogar erste Experimente mit
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Funk

ubertragung durchgef

uhrt. In einem zweiten Schritt, wenn die Signalverarbei-
tungsalgorithmen und deren Rechenzeiten exakt bekannt sind, kann man dann ein auf
optimierter statischer Ablaufplanung basierendes Steuerwerk realisieren. Mit diesem
Steuerwerk l

at sich die urspr

ungliche Aufgabenstellung dann in Echtzeit erf

ullen.
Das Entwerfen und Programmieren zweier verschiedener Steuerwerke erfordert nur
scheinbar einen sehr hohen Arbeitsaufwand. Die Operationsschrittprozeduren m

ussen
nur einmal programmiert werden. Da diese wegen der erforderlichen guten Ausnut-
zung der Rechenleistung der digitalen Signalprozessoren auch heute noch in der Regel
in Assembler programmiert werden m

ussen, stellt das Programmieren der Operati-
onsschrittprozeduren ohnehin den wesentlichen Programmieraufwand dar. Auch das
Programmieren zweier Steuerwerksvarianten erfordert nicht den doppelten Program-
mieraufwand. Es hat sich herausgestellt, da ein erheblicher Aufwand beim Program-
mieren des Steuerwerks dazu erforderlich ist, sich in die Arbeitsweise des verwendeten
Multitaskingbetriebssystems einzuarbeiten und die Interprozessorkommunikationsme-
chanismen und sonstige Hardwaredetails des TMS320C80 Multiprozessorsystems zu
verstehen. Auch die Aufrufschnittstelle der Operationsschrittprozeduren ist bei allen
Steuerwerksvarianten gleich. Das Programmieren der zweiten Steuerwerksvariante er-
fordert daher nur noch einen Bruchteil des Arbeitsaufwands der Programmierung des
ersten Steuerwerks.
4.8.3 Schlufolgerungen
In diesem Kapitel wurde gezeigt, da sich einzig eine auf statischer Ablaufplanung
basierende Steuerwerksimplementierung f

ur den Echtzeitbetrieb eignet. Ein weiteres
wesentliches Resultat ist, da die Synchronisation der Signalverarbeitung auf verschie-
denen digitalen Signalprozessoren m

oglichst umgangen werden sollte. Synchronisatio-
nen sind sehr rechenaufwendig und verlangsamen das Steuerwerk erheblich. Dies f

uhrt
zu sch

adlichem Leerlauf im Operationswerk und birgt das Risiko, da die Echtzeitbe-
dingung verletzt wird, obwohl die Rechenleistung des Operationswerks zum Bew

altigen
der Signalverarbeitungsaufgabe eigentlich ausreichen sollte. Die Konsequenz aus der
Vermeidung von Synchronisationsaufwand ist, da man nicht versuchen sollte, die digi-
tale Signalverarbeitung eines Bursts auf einem Multiprozessorsystem zu parallelisieren.
Eine g

unstigere Strategie besteht vielmehr darin, die digitale Signalverarbeitung auf-
einanderfolgender Bursts auf verschiedenen digitalen Signalprozessoren durchzuf

uhren.
Dies setzt jedoch voraus, da die so entstehenden l

angeren Verarbeitungsdauern der
digitalen Signalverarbeitung akzeptabel sind. Der in Abschnitt 4.4 diskutierte Eekt
der durch sorgf

altige Ablaufplanung erzielbaren besseren Auslastung des Operations-
werks spielt nach Meinung des Autors nur eine untergeordnete Rolle. Messungen haben
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vielmehr gezeigt, da im wesentlichen der durch zu langsame Reaktion des Steuerwerks
verursachte sch

adliche Leerlauf die erzielbare Auslastung des Operationswerks beein-
ut. Auch bei dynamischer Ablaufplanung kann man eine gute Operationswerksaus-
lastung erzielen, da es in der Regel ja nicht erforderlich ist, die Signalverarbeitung einer
Periode auch in dieser Periode abzuschlieen. Man kann vielmehr Daten puern und
so unter Inkaufnahme einer l

angeren Latenzzeit eine gute Operationswerksauslastung
erzielen.
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Kapitel 5
Dimensionierung der Signalverarbeitung
eines Mobilfunksystems f

ur
paketvermittelte Datendienste
5.1 Einf

uhrung
Ein wesentlicher, bei den bisherigen Betrachtungen zur Implementierung der digitalen
Signalverarbeitung noch nicht ber

ucksichtigter Aspekt ist der Einsatz paketvermittelter
Tr

agerdienste in Mobilfunksystemen der dritten Generation. Bei bisherigen Rechen-
aufwandsabsch

atzungen wurde immer davon ausgegangen, da f

ur jeden Teilnehmer im
Mobilfunksystem periodisch f

ur jeden Rahmen die gleiche Signalverarbeitung durch-
zuf

uhren ist. Dies ist eine typische Annahme f

ur die Analyse von Mobilfunksystemen
mit kanalvermittelten Tr

agerdiensten, wie zum Beispiel GSM, bei denen sich die Res-
sourcenvergabe nur selten beim Verbindungsaufbau oder -abbau

andert. Es zeichnet
sich jedoch schon jetzt ab, da in zuk

unftigen Mobilfunksystemen wie dem UMTS oder
in weiterentwickelten GSM-Systemen paketvermittelte Tr

agerdienste eine bedeutende
Rolle spielen werden [PGLM97, Wal98b]. Bei Telediensten ohne Echtzeitanforderun-
gen mit zeitlich stark schwankender ben

otigter Datenrate, wie Datei

ubertragung, elek-
tronische Zeitungen, elektronische Post und WWW-Surfen, erlauben paketvermittelte
Tr

agerdienste eine eÆzientere Ausnutzung der begrenzten Frequenzb

ander [Tan92].
Im folgenden werden die Auswirkungen des Einsatzes paketvermittelter Tr

agerdienste
am Beispiel des JD-CDMA-Mobilfunksystems diskutiert. F

ur die Nachrichten

ubertra-
gung eines paketvermittelten Tr

agerdienstes werden nicht Ressourcen im herk

ommli-
chen Sinn verwendet, siehe Abschnitt 3.1.1, sondern f

ur jeden Zeitschlitz werden die
zur Verf

ugung stehenden Spreizcodes und Funkkan

ale den Teilnehmern dem aktuel-
len Bedarf entsprechend zugewiesen. Es besteht also insbesondere keine Periodizit

at
im Rahmentakt. Die Kombination aus einem Funkkanal, einem Spreizcode und ei-
nem einzigen Zeitschlitz ist daher die kleinste Verwaltungseinheit bei paketvermittelten
Tr

agerdiensten und wird im folgenden als Paketressource bezeichnet.
Der Einsatz paketvermittelter Tr

agerdienste wirkt sich auch auf die Signalverarbeitung
aus, da nun die Spitzendatenrate weit

uber der mittleren Datenrate liegen kann. Aus
wirtschaftlichen Gr

unden ist es jedoch erstrebenswert, die installierte Rechenleistung
m

oglichst nach der mittleren erforderlichen Rechenleistung zu dimensionieren und so
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eine mittlere Auslastung der Hardware von nahezu eins zu erreichen. Als Auslastung
wird hier das Verh

altnis von genutzter Rechenleistung zu verf

ugbarer Rechenleistung
verstanden. Eine gute Auslastung der Hardware ist insbesondere bei Mobilstationen
wichtig, da diese sehr klein und preiswert sein m

ussen. Da der wesentliche Rechenauf-
wand in einem digitalen Mobilfunksystem typischerweise f

ur den Empf

anger und nicht
f

ur den Sender erforderlich ist, konzentrieren sich die folgenden Betrachtungen auf die
Abw

artsstrecke, bei der der Empf

anger in der Mobilstation ist. Wenn man keine Be-
schr

ankungen in der Paketressourcenvergabe vorsieht, mu man im Extremfall damit
rechnen, da alle Paketressourcen eines Rahmens an eine einzige Mobilstation verge-
ben werden. Die von der Mobilstation zu verarbeitende Spitzendatenrate entspricht
also der von einer voll ausgelasteten Basisstation zu verarbeitenden Datenrate. Zum
direkten Verarbeiten dieser enormen Datenmenge m

ute man in der Mobilstation die
Rechenleistung einer Basisstation vorhalten. Insbesondere wenn die mittlere zu erwar-
tende Datenrate weit unter dieser Spitzendatenrate liegt, erscheint es sinnvoller, die in
der Mobilstation empfangenen Rohdaten direkt hinter dem Analog-Digital-Umsetzer in
einem FIFO-Speicher zwischenzupuern und mit einer niedrigeren zur Verf

ugung ste-
henden Rechenleistung langsam abzuarbeiten. Die hierbei entstehenden, zus

atzlichen
Latenzzeiten sind bei Telediensten ohne Echtzeitanforderungen, und nur solche Dienste
k

onnen paketvermittelte Tr

agerdienste nutzen, in der Regel akzeptabel [ETS97].
Bild 5.1 zeigt ein Beispiel f

ur die Paketressourcenvergabe f

ur eine betrachtete Refe-
renzmobilstation in der Abw

artsstrecke. Die Zeitachse ist in Rahmen und Zeitschlitze
unterteilt. Die zweite Dimension der Paketressourcenvergabe ist die Codemultiplex-
komponente. Weil davon ausgegangen wird, da eine Mobilstation jeweils nur einen
Funkkanal gleichzeitig nutzt, braucht die Frequenzmultiplexkomponente bei der Pake-
tressourcenvergabe f

ur eine Mobilstation nicht ber

ucksichtigt zu werden. Die an die
Referenzmobilstation vergebenen Paketressourcen sind schwarz ausgef

ullt gezeichnet.
In dem Beispiel werden in den betrachteten vier Rahmen insgesamt 32 Paketressour-
cen, die auf insgesamt acht Zeitschlitze verteilt sind, f

ur die Referenzmobilstation ver-
wendet. Das heit, da von der Referenzmobilstation im Mittel zwei Zeitschlitze pro
Rahmen empfangen werden m

ussen, und folglich auch im Mittel zweimal pro Rahmen
eine gemeinsame Datendetektion durchgef

uhrt werden mu. Dies ist ein Viertel der
ebenfalls m

oglichen Nutzung von allen acht Zeitschlitzen eines Rahmens f

ur die Refe-
renzmobilstation. Durch Puerung der Rohdaten w

are es in diesem Beispiel m

oglich,
im Empf

anger der Mobilstation mit einem Viertel der sonst vorzuhaltenden Rechenlei-
stung auszukommen.
Eine exakte Mittelung der Rechenleistung erfordert im allgemeinen eine unendliche
Speicherkapazit

at des FIFO-Speichers und f

uhrt zu unendlichen Latenzzeiten durch
die Zwischenspeicherung. In Mobilfunksystemen kann man jedoch auch FIFO-Speicher
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Bild 5.1. Ressourcenvergabe f

ur eine Referenzmobilstation
endlicher Kapazit

at einsetzen. Wenn Rohdaten eines weiteren empfangenen Zeitschlit-
zes zwischengepuert werden m

uten, obwohl der FIFO-Speicher bereits voll ist, so
gehen diese Rohdaten verloren und die mit den Paketressourcen in diesem Zeitschlitz

ubertragenen Daten gehen damit ebenfalls verloren. Diese Datenverluste sind akzep-
tabel, solange sie gegen

uber den in einem Mobilfunksystem ohnehin auftretenden, un-
vermeidlichen, durch

Ubertragungsfehler verursachten Datenverlusten vernachl

assigbar
sind. Fehlererkennende Protokolle h

oherer Schichten w

urden im Falle eines Datenver-
lustes die wiederholte

Ubertragung der verlorengegangenen Daten anfordern, so da
der Benutzer von den Datenverlusten nichts merkt [GK94, Tan92]. Derartige Proto-
kolle zur Fehlerkorrektur bezeichnet man auch als ARQ-Protokolle (engl. Automatic
Repeat Request).
Eine Alternative zur Rohdatenpuerung in der Mobilstation besteht darin, schon bei
der Paketressourcenvergabe die Signalverarbeitungsleistungen der Mobilstationen zu
ber

ucksichtigen. So ist es m

oglich, f

ur bestimmte Klassen von Mobilstationen maxi-
mal einen Zeitschlitz pro Rahmen zu nutzen. Solche Einschr

ankungen f

uhren jedoch
letztlich zu einer schlechteren Ausnutzung der Paketressourcen, weil bei der Paketres-
sourcenvergabe weniger Freiheitsgrade bestehen. Auch die Datenpuerung wird nur
an einen anderen Ort verschoben. Es gibt haupts

achlich zwei Orte, an denen Da-
ten gepuert werden m

ussen. Zum einen m

ussen die zu sendenden Daten im Sender
gepuert werden, bis Paketressourcen zum

Ubertragen zur Verf

ugung stehen. Zum
anderen m

ussen auch auf der Empf

angerseite empfangene Rohdaten gepuert werden,
bis Rechenleistung zum Auswerten der Daten verf

ugbar ist. Bei einfachen Mobilstatio-
nen, deren Rechenleistung beispielsweise ausreicht, um im Mittel die Datenmenge vom
Empfang eines Zeitschlitzes je Rahmen zu verarbeiten, m

uten die Daten entweder bei
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eingeschr

ankter Paketressourcenvergabe nur im Sender, oder bei uneingeschr

ankter Pa-
ketressourcenvergabe im Empf

anger und im Sender gepuert werden. Im Hinblick auf
die Verz

ogerung durch die Puerungen sind beide Varianten gleichwertig. Das sinn-
vollere Ziel bei der Paketressourcenvergabe ist die Reduktion des Rechenaufwands in
der Mobilstation. Dies kann bei Verwenden von gemeinsamer Datendetektion in der
Mobilstation erreicht werden, indem man die zu

ubertragenden Paketressourcen auf
m

oglichst wenige Zeitschlitze verteilt.
In den folgenden Abschnitten werden die M

oglichkeiten einer Rohdatenpuerung im
Empf

anger einer Mobilstation untersucht. Zun

achst wird das betrachtete Szenario be-
schrieben. Eine wesentliche Voraussetzung zum Erzielen aussagekr

aftiger Ergebnisse
ist eine hinreichend genaue Modellierung der Paketressourcenvergabe f

ur die betrach-
tete Referenzmobilstation. Hierzu werden Verkehrsmodelle f

ur b

uschelartigen Verkehr
ben

otigt. Ein solches Verkehrsmodell wird vorgestellt. Es wird gezeigt, da sich die
folgenden Betrachtungen des Empf

angers mit Rohdatenpuerung auf die B

uschelperi-
oden beschr

anken k

onnen, in denen die Paketressourcenvergabe f

ur die Referenzmobil-
station hinreichend genau durch einen Bernoulliproze beschrieben werden kann. Mit
diesem vereinfachten Verkehrsmodell wird die Empfangssignalverarbeitung modelliert
und anschlieend analysiert. Die Analyse beantwortet die Fragen nach
 der erforderlichen Speicherkapazit

at des FIFO-Speichers,
 den auftretenden Latenzzeiten bei der Empfangssignalverarbeitung,
 der zus

atzlichen, durch die begrenzte FIFO-Speicherkapazit

at verursachten Da-
tenverlustwahrscheinlichkeit und
 der m

oglichen Reduktion der f

ur den Mobilstationsempf

anger erforderlichen Re-
chenleistung im Vergleich zu der ohne Rohdatenpuerung erforderlichen Rechen-
leistung.
Anhand der Ergebnisse der Analyse werden die m

oglichen Gewinne einer Rohdaten-
puerung beurteilt.
5.2 Szenario
Bild 5.2 zeigt das betrachtete Szenario. Es wird eine einzelne Zelle eines Mobilfunknet-
zes betrachtet. Als

Ubertragungsverfahren werde JD-CDMA eingesetzt [JS94, JS95].
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Als Duplexverfahren wird Frequenzduplex verwendet. In der Zelle sind mehrere Mo-
bilstationen. Zum

Ubertragen von Nachrichten zwischen Basis- und Mobilstationen
werden Kapazit

aten auf der Luftschnittstelle ben

otigt. Die gesamte zur Verf

ugung
stehende Kapazit

at ist in Paketressourcen als kleinste Verwaltungseinheit aufgeteilt.
Es wird angenommen, da es in einem Rahmen insgesamt acht Zeitschlitze gibt. In
jedem der Zeitschlitze sollen acht Spreizcodes zur Verf

ugung stehen. Dies sind typische
Werte f

ur ein JD-CDMA-Mobilfunksystem, siehe Tabelle 3.1. Die Basisstation vergibt
die Paketressourcen in der Aufw

artsstrecke wie auch in der Abw

artsstrecke entspre-
chend den aktuellen Anforderungen. Jede Paketressource ist entweder frei oder an eine
bestimmte Mobilstation vergeben.
F

ur die folgenden Betrachtungen ist es sinnvoll, das Mobilfunksystem aus der Sicht
einer als Referenzmobilstation bezeichneten Mobilstation zu betrachten. Die

ubrigen
Mobilstationen beeinussen die Kommunikation der Referenzmobilstation nur noch
indirekt

uber die von ihnen ben

otigten und f

ur die Referenzmobilstation dann nicht
mehr zur Verf

ugung stehenden Paketressourcen. Aus Sicht der Referenzmobilstation
und deren Daten

ubertragung interessiert prim

ar, welche Paketressourcen an die Re-
ferenzmobilstation vergeben sind. Von untergeordnetem Interesse ist, ob die

ubrigen
Paketressourcen frei sind oder an andere Mobilstationen vergeben sind. Nur bei der
Signalverarbeitung mit gemeinsamer Detektion m

ussen solche Informationen noch als
Parameter der Signalverarbeitungsalgorithmen ber

ucksichtigt werden. Das Paketres-
sourcenvergabeschema, in dem nur die an die Referenzmobilstation vergebenen Pake-
tressourcen enthalten sind, wird als Paketressourcenvergabe f

ur die Referenzmobilsta-
tion bezeichnet.
Wenn man den Verkehr in der Zelle, also sowohl die in der Aufw

artsstrecke als auch
in der Abw

artsstrecke

ubertragenen Nachrichtenstr

ome, untersuchen will, so mu man
die Zelle als Bestandteil eines Kommunikationsnetzes betrachten. In dem Kommuni-
kationsnetz gibt es mehrere Teilnehmer, die miteinander kommunizieren. Teilnehmer
k

onnen Mobilstationen, aber auch Stationen im Festnetz sein. Nicht jeder Teilnehmer
mu einen menschlichen Benutzer mit kompliziertem Verhalten beinhalten. So gibt
es beispielsweise Server, die einfach nur auf Anfragen anderer Teilnehmer reagieren.
Im allgemeinen ist es m

oglich, da ein Teilnehmer gleichzeitig mit mehreren anderen
Teilnehmern kommuniziert. Hier sollen jedoch nur solche typischen F

alle betrachtet
werden, in denen ein mobiler Teilnehmer mit genau einem anderen Teilnehmer auf der
Festnetzseite kommuniziert, der seinerseits wiederum mit keinem weiteren Teilnehmer
kommuniziert. Die einzige Beeinussung der Kommunikation durch andere Teilneh-
mer erfolgt also durch die gemeinsam genutzten Paketressourcen der Luftschnittstelle.
Insbesondere wird der Fall betrachtet werden, in dem ein mobiler Teilnehmer auf einen
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Bild 5.2. Szenario
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Server im Festnetz zugreift. Dann wird der gesamte Verkehr sowohl in der Aufw

arts-
strecke als auch in der Abw

artsstrecke durch das Verhalten des Benutzers der Mobil-
station bestimmt. Durch Anfragen niedriger Datenrate in der Aufw

artsstrecke wird
die Daten

ubertragung hoher Datenrate in der Abw

artsstrecke gesteuert.
F

ur statistische Untersuchungen ben

otigt man Modelle der Nachrichtenstr

ome. Ein
solches Modell ist immer auf eine bestimmte Schnittstelle bezogen und beschreibt
den dort beobachtbaren zeitvarianten Nachrichtenstrom.

Ublicherweise betrachtete
Schnittstellen sind die Luftschnittstelle, wobei man hier h

aug nur den Verkehr eines
bestimmten Teilnehmers ber

ucksichtigt, oder die Schnittstelle zur physikalischen Da-
ten

ubertragung, also die Schnittstelle, auf die eine bestimmte Anwendung aufsetzt. Der
urspr

ungliche Nachrichtenstrom einer Quelle, zum Beispiel eines Servers, der Datenpa-
kete verschickt, wird beim Durchlaufen des Kommunikationssystems infolge von Puf-
ferung, Datenverlusten und Verwenden von Protokollen in Nachrichtenstr

ome mit an-
deren statistischen Eigenschaften umgewandelt. Obwohl in der Regel eine Vollduplex-
Kommunikation vorliegt, bei der die Nachrichtenstr

ome in beiden Richtungen aufgrund
der verwendeten Protokolle wom

oglich sogar voneinander abh

angen, betrachtet man
h

aug nur eine der beiden

Ubertragungsrichtungen.
5.3 Modellierung
5.3.1 Verkehrsmodell f

ur b

uschelartige Daten

ubertragung
Obwohl die Entwicklung eines Mobilfunksystems von den zu erwartenden Anforderun-
gen der Benutzer ausgehen sollte, existieren bislang nur wenige Vorschl

age f

ur Ver-
kehrsmodelle in zuk

unftigen Mobilfunksystemen der dritten Generation. Bei den ka-
nalvermittelten Tr

agerdiensten kann man auf Erfahrungen aus Mobilfunknetzen vor-
hergehender Generationen und aus dem Telefonfestnetz zur

uckgreifen [DB96, ETS97],
wohingegen keinerlei Erfahrungen aus dem Betrieb eines groen

oentlichen Mobil-
funksystems mit paketvermittelten Tr

agerdiensten und dem dort zu erwartenden Teil-
nehmerverhalten existieren. Man erwartet, da diese paketvermittelten Tr

agerdienste

uberwiegend zum Realisieren von Netzwerkzug

angen f

ur mobile Arbeitsplatzrechner
verwendet werden. Daher kann man in einem gewissen Mae auf Verkehrsmodelle
des Internets zur

uckgreifen, bei dem die angeschlossenen Rechner ebenfalls mittels
paketvermittelter Tr

agerdienste

uber ein gemeinsames

Ubertragungsmedium auf ein
Netzwerk zugreifen. Auch die derzeit im Internet anzutreenden Datenraten | ty-
pischerweise von 28,8 kbit/s bei Modemverbindungen bis zu 10 Mbit/s bei Ethernet
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[Ste94, Tan92] | entsprechen gr

oenordnungsm

aig den in Mobilfunksystemen der
dritten Generation zur Verf

ugung stehenden Datenraten [ETS97]. Jedoch ist zu er-
warten, da die deutlich h

oheren Geb

uhren bei mobilen Netzwerkverbindungen das
Benutzerverhalten beeinussen werden.
Zum Beurteilen der hier vorgestellten puernden Mobilstationsempf

anger wird ein Ver-
kehrsmodell f

ur paketorientierte Tr

agerdienste ben

otigt. Es wird nur der Verkehr in der
Abw

artsstrecke betrachtet. Das Ziel ist ein Verkehrsmodell f

ur den an einer Referenz-
mobilstation beobachtbaren ankommenden Verkehr. Hierzu mu man jedoch zun

achst
ein Verkehrsmodell f

ur den vom Teilnehmer im Festnetz abgesendeten Verkehr be-
trachten. Aus diesem Verkehr erzeugt die Paketressourcenvergabe in der Basisstation
unter Ber

ucksichtigung des Verkehrs anderer Mobilstationen den an der Referenzmobil-
station ankommenden Verkehr. Die klassischen Verkehrsmodelle f

ur kanalvermittelte
Tr

agerdienste gehen von exponentiell verteilten Verbindungsdauern und exponentiell
verteilten Dauern der Ruhephasen eines Teilnehmers aus [DB96]. Diese stochastischen
Prozesse haben die Eigenschaft der Ged

achtnislosigkeit und sind daher sehr einfach
zu analysieren [TG96]. Ein realistisches Verkehrsmodell f

ur paketvermittelte Tr

ager-
dienste mu hingegen ged

achtnisbehaftet sein, um den f

ur die meisten Anwendungen
paketvermittelter Tr

agerdienste typischen B

uschelcharakter des Verkehrs modellieren
zu k

onnen. In der Regel werden mehrere Datenpakete kurz aufeinanderfolgend abge-
sendet. Zwischen diesen Gruppen von Datenpaketen gibt es l

angere Pausen, in denen
nichts gesendet wird. In [ASPV96, AZ97, ETS97, FM94] werden zum Modellieren
von b

uschelartigem Verkehr in Mobilfunksystemen geeignete Verkehrsmodelle vorge-
stellt. Diese Verkehrsmodelle basieren auf der Modellierung des Teilnehmerverhaltens,
teilweise unter Zuhilfenahme charakteristischer Protokolleigenschaften, zum Beispiel
der im Internet verwendeten TCP/IP (engl. Transmission Control Protocol / Internet
Protocol) Protokollfamilie [Ste94], oder auf der Basis einer bestimmten Anwendung,
zum Beispiel WWW-Surfen. Im folgenden wird ein solches Verkehrsmodell kurz be-
schrieben.
Das hier diskutierte Modell entspricht dem in [ETS97] beschriebenen Modell, das ein
Sonderfall des in [ASPV96] beschriebenen Verkehrsmodells ist. Es wird der Fall be-
trachtet, da ein mobiler Teilnehmer mit einem Server im Festnetz kommuniziert. Der
Verkehr in der Abw

artsstrecke wird dann durch die in der Aufw

artsstrecke

ubertrage-
nen Anfragen des Benutzers der Mobilstation gesteuert. Im einzelnen werden folgende
Aspekte modelliert:
 Es gibt Perioden, in denen der Benutzer der Mobilstation einen paketorientier-
ten Tr

agerdienst in der Abw

artsstrecke nutzt, zum Beispiel mit einem Programm
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zum WWW-Surfen oder einem Programm zum Empfangen elektronischer Post
auf seinem mobilen Arbeitsplatzrechner arbeitet, und solche Perioden, in denen
der Benutzer keinen Tr

agerdienst nutzt, also mit einem anderen Programm arbei-
tet oder seinen Rechner ausgeschaltet hat. Es soll nicht zwischen den k

urzeren
Perioden zwischen der Nutzung zweier verschiedener Anwendungen mit Netz-
werkzugang und den l

angeren Perioden, in denen der Rechner ausgeschaltet ist,
unterschieden werden. Die hier beschriebenen Aktivit

atsperioden werden als Sit-
zungen bezeichnet. Es wird davon ausgegangen, da nur eine einzige Anwendung
gleichzeitig genutzt wird. Um das Modell einfach zu halten, wird im folgenden
davon ausgegangen, da in allen Sitzungen die gleiche Anwendung benutzt wird.
Die sp

ater angegebenen Parameter orientieren sich an den f

ur WWW-Surfen ty-
pischen Werten.
 Eine Sitzung kann weiter in Perioden unterteilt werden, in denen keine Daten-
pakete verschickt werden, weil der Benutzer zum Beispiel die soeben

ubertrage-
ne WWW-Seite liest, und andere Perioden, in denen Daten

ubertragen werden.
Die Daten

ubertragungsperioden werden

ublicherweise als B

uschel und die dazwi-
schenliegenden Zeiten als Lesezeiten bezeichnet.
 In einem B

uschel werden in der Regel mehrere Datenpakete unterschiedlicher
Gr

oe

ubertragen. Wie die zu

ubertragenden Daten in einem B

uschel verteilt
werden, h

angt von vielen Faktoren wie der gerade benutzten Anwendung, den
verwendeten Protokollen, ihrer Implementierung und Parametrisierung und nicht
zuletzt den gerade

ubertragenen Daten ab. Hier spielen beispielsweise auch Ge-
sichtspunkte wie ARQ-Protokolle und Datenusteuerungen h

oherer Protokolle-
benen eine Rolle, die zus

atzliche Pakete mit Signalisierungsdaten erfordern. Es
ist wohl aussichtslos, aber auch

uber

ussig, alle diese Aspekte detailliert model-
lieren zu wollen.
Da f

ur die weitere Untersuchung ein zeit- und wertdiskretes Modell der Verkehrsquellen
ben

otigt wird, wird das Modell von vornherein zeitdiskret im Zeitschlitzraster entwor-
fen. Das Modell beschreibt, wieviel Datenpakete von der Gr

oe einer Paketressource
in jedem Zeitschlitz von dem Teilnehmer im Festnetz an die Basisstation

ubertragen
werden. Bild 5.3 verdeutlicht nochmals die eingef

uhrten Begrie.
Die modellierte Verkehrsquelle kann sich in verschiedenen Zust

anden benden. Bild
5.4 zeigt ein Zustandsdiagramm mit den zugeordneten Zustands

ubergangswahrschein-
lichkeiten. Zwischen zwei Sitzungen ist die Verkehrsquelle in Zustand 1. Es werden
keine Datenpakete gesendet. W

ahrend einer Sitzung bendet sich die Verkehrsquelle
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Bild 5.3. Typischer Verkehr bei paketvermittelten Tr

agerdiensten [ETS97]
in Zustand 2 oder 3, wobei nur in Zustand 2 mit einer gewissen Wahrscheinlichkeit Da-
tenpakete erzeugt werden. W

ahrend eines B

uschels ist die Verkehrsquelle in Zustand
2, und in der Zeit zwischen den B

uscheln einer Sitzung in Zustand 3. Der Abstand
zweier Sitzungen T
idle
, das heit, die Verweilzeit im Zustand 1, ist um eins verschoben
geometrisch gem

a
P fT
idle
= kg = p
11
k 1
 (1  p
11
) ; k = 1; 2; : : : (5.1)
verteilt und hat den Erwartungswert
E fT
idle
g =
1
1  p
11
: (5.2)
Aus einem vorgegebenen Erwartungswert des Abstands zweier Sitzungen kann man
also p
11
und mit der Vollst

andigkeitsrelation
p
12
= 1  p
11
(5.3)
auch p
12
berechnen. Die Verweilzeit in Zustand 3 entspricht dem Abstand zweier
B

uschel, auch Lesezeit genannt. Die Lesezeit ist um eins verschoben geometrisch gem

a
P fT
lese
= kg = p
33
k 1
 (1  p
33
) ; k = 1; 2; : : : (5.4)
verteilt und hat den Erwartungswert
E fT
lese
g =
1
1  p
33
: (5.5)
Aus einem vorgegebenen Erwartungswert f

ur die Lesezeit kann man p
33
und mit der
Vollst

andigkeitsrelation p
32
berechnen. Wenn sich die Verkehrsquelle in Zustand 2
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bendet, so werden mit einer gewissen Wahrscheinlichkeit Datenpakete erzeugt. In
jedem Zeitschlitz soll mit einer Wahrscheinlichkeit von  ein Datenpaket abgesendet
werden. Der Abstand zweier Sendezeitpunkte ist dann um eins verschoben geometrisch
verteilt
P fT
sende
= kg = (1  )
k 1
  ; k = 1; 2; : : : (5.6)
und hat den Erwartungswert
E fT
sende
g =
1

: (5.7)
Die Sendewahrscheinlichkeit  in Zustand 2 ist also durch den Erwartungswert des
Abstands zweier Sendezeitpunkte gegeben. Die Verweilzeit im Zustand 2 entspricht
der B

uscheldauer und ist um eins verschoben geometrisch gem

a
P fT
bu
= kg = p
22
k 1
 (1  p
22
) ; k = 1; 2; : : : (5.8)
verteilt mit dem Erwartungswert
E fT
bu
g =
1
1  p
22
: (5.9)
Die mittlere Anzahl in einem B

uschel gesendeter Datenpakete ist somit
N
sende
=   E fT
bu
g : (5.10)
Mit (5.9) und (5.10) kann man aus der mittleren Anzahl je B

uschel gesendeter Daten-
pakete p
22
berechnen. Wenn der Zustand 2 in Richtung Zustand 1 verlassen wird, so ist
die Sitzung beendet. Die Wahrscheinlichkeit, da der Zustand 2 in Richtung Zustand
1 verlassen wird, ist
P
ende
=
1
X
m=0
p
22
m
 p
21
=
1
1  p
22
 p
21
: (5.11)
Die Verteilung der Anzahl der B

uschel in einer Sitzung ist dann
P fN
bu
= kg = (1  P
ende
)
k 1
 P
ende
; k = 1; 2; : : : (5.12)
und hat den Erwartungswert
E fN
bu
g =
1
P
ende
: (5.13)
Mit dem Erwartungswert der Anzahl der B

uschel einer Sitzung N
bu
und p
22
kann mit
(5.11), (5.12) und (5.13) p
21
berechnet werden. Mit der Vollst

andigkeitsrelation kann
nun auch p
23
berechnet werden.
Schlielich ist noch die Verteilung der Gr

oe der gesendeten Datenpakete zu betrachten.
Hierf

ur wurde in [ETS97] eine zun

achst noch wertkontinuierliche Pareto-Verteilung mit
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Bild 5.4. Zust

ande eines Teilnehmers
den Parametern k und a vorgeschlagen [Cra46]. Im folgenden werden die Parameter
aus Tabelle 5.1 verwendet. Die Zufallsvariable X beschreibt die Datenpaketgr

oe. Die
Pareto-Verteilung ist durch
P fX = xByteg =
a  k
a
x
a+1
; x  k (5.14)
deniert. Die zugeh

orige Verteilungsfunktion ist
P fX  xByteg = 1 
 
k
x
!
a
; x  k (5.15)
und der Erwartungswert ist
E fXg =
k  a
a  1
Byte : (5.16)
Die wertdiskrete Anzahl belegter Paketressourcen ergibt sich, indem man die Paket-
gr

oe durch die Anzahl in einer Paketressource

ubertragbarer Bytes teilt und auf den
n

achsten ganzzahligen Wert aufrundet. Es wird davon ausgegangen, da eine Paket-
ressource 8,25 Byte Nutzdaten aufnehmen kann. Dieser Wert orientiert sich an den
Angaben in Tabelle 3.1. Bei der hier vorgestellten Verteilung treten

uberwiegend re-
lativ kleine Pakete auf. Jedoch haben die wenigen sehr groen Pakete einen starken
Einu auf statistische Kenngr

oen, wie zum Beispiel den Mittelwert, und verursachen
bei den verwendeten Parametern eine unendliche Varianz der Verteilung. Im Hin-
blick auf Simulationen, aber auch im Interesse eines realit

atsn

aheren Modells, wurde
in [ETS97] daher vorgeschlagen, die Paketgr

oe zu begrenzen. Es soll eine maximale
Paketgr

oe von m = 66666Byte, das entspricht 8081 Paketressourcen, angenommen
werden [ETS97]. Die untere Grenze der Paketgr

oe liegt bei 10 Paketressourcen. Bild
5.5 zeigt einen Ausschnitt aus der diskretisierten Verteilung der Paketgr

oen.
In [ETS97] werden Werte f

ur die Parameter mittlere Anzahl der B

uschel je SitzungN
bu
,
mittlere Lesezeit T
lese
, mittlere Anzahl der je B

uschel gesendeten Datenpakete N
sende
138 Kapitel 5: Dimensionierung der Signalverarbeitung
0 5 10 15 20 25 30 35 40 45 50
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
Paketgroesse in Paketressourcen
Au
ftr
itt
sw
ah
rs
ch
ei
nl
ich
ke
it
Bild 5.5. Ausschnitt aus der Verteilung der Datenpaketgr

oen
und mittlerer Abstand zweier Sendezeitpunkte T
sende
sowie Werte f

ur die Parameter
a und k der Verteilung der Datenpaketgr

oe angegeben. Diese werden in einer f

ur
das zeitdiskrete Modell umgerechneten Form in Tabelle 5.1 angegeben. Der Abtastab-
stand entspricht dem Abstand zweier Zeitschlitze und ist T = 10000  T
c
= 4; 615ms.
Der mittlere Abstand zweier Sendezeitpunkte wurde jeweils so dimensioniert, da sich
innerhalb der B

uschel die in der Tabelle angegebenen mittleren B

uscheldatenraten er-
geben. Die mittlere Datenpaketgr

oe unter Ber

ucksichtigung der Beschr

ankung der
Paketgr

oen ergibt sich zu [ETS97]
E fX
begrenzt
g =
k  m

k
m


  1
: (5.17)
Im Mittel werden je Datenpaket, wenn man die Aufrundung auf ein ganzzahliges Viel-
faches der Paketressourcengr

oe vernachl

assigt, 480 Byte

ubertragen. Bei im Mittel 25
Datenpaketen je B

uschel ergibt dies im Mittel 12 kByte je B

uschel, unabh

angig von
der mittleren B

uscheldatenrate. Im Grunde genommen heit dies, da bei diesem Ver-
kehrsmodell schon eine datenratenabh

angige Puerung von Sendedaten in der Quelle
erfolgt. Teilnehmer unterschiedlicher Datenrate unterscheiden sich nur in der mittleren
Datenrate innerhalb eines B

uschels, nicht aber in der im langfristigen Mittel ben

otig-
ten Datenrate. F

ur die

Ubertragung jedes Datenpakets werden im Mittel ungef

ahr
58 Ressourcen ben

otigt, also mindestens 7,3 Zeitschlitze bei acht Paketressourcen je
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genutzter
Teledienst
mittlere
Anzahl
B

uschel
je Sit-
zung
E fN
bu
g
mittlerer
Abstand
der Sit-
zungen
E fT
idle
g in
Zeitschlit-
zen
mittlere
Anzahl je
B

uschel
gesendeter
Daten-
pakete
N
sende
mittlerer Abstand
zweier Sendezeit-
punkte E fT
sende
g
in Zeitschlitzen
Parameter
der Vertei-
lung der
Gr

oe der
Datenpa-
kete
WWW- 5 89274 25 866,7 (8 kbit/s) a = 1,1
Surfen 216,7 (32 kbit/s) k = 81,5
108,3 (64 kbit/s)
48,0 (144 kbit/s)
18,0 (384 kbit/s)
Tabelle 5.1. Verkehrsmodellparameter [ETS97]
Zeitschlitz. Selbst wenn kein weiterer Teilnehmer aktiv ist, ist es daher in der Regel er-
forderlich, die vom Teilnehmer im Festnetz gesendeten Datenpakete in der Basisstation
auf mehrere aufeinanderfolgende Zeitschlitze zu verteilen, also eine Puerung durch-
zuf

uhren. Bild 5.6 zeigt einen mit dem hier beschriebenen Modell simulierten Verkehr.
Hierbei wurden die Parameter f

ur eine mittlere B

uscheldatenrate von 32 kbit/s ver-
wendet. Es ist ein Ausschnitt aus einer Sitzung zu sehen. Man erkennt deutlich die
B

uschel und die Lesezeiten.
Die von der B

uscheldatenrate unabh

angige mittlere, in einem B

uschel zu

ubertragende
Datenmenge f

uhrt dazu, da aus der Sicht des Benutzers eigentlich nur die mittle-
re B

uscheldauer und nicht die Datenraten relevant sind. Um aber die B

uscheldauern
nicht

uberm

aig zu verl

angern, darf die Rohdatenpuerung imMobilstationsempf

anger
nur dazu genutzt werden, eine Mittelung der Datenrate innerhalb der B

uschel zu errei-
chen. Es ist also nicht zul

assig, auch die Lesezeiten zur Empfangssignalverarbeitung zu
nutzen. Der Benutzer m

ochte in den Lesezeiten ja schon die empfangenen Daten aus-
werten k

onnen. Die

ublicherweise in den h

oheren Schichten paketvermittelter Dienste
genutzten Protokolle w

urden es ebenfalls nicht gestatten, die Empfangssignalverarbei-
tung wesentlich

uber die B

uscheldauer hinaus auszudehnen. Viele Protokolle erfordern,
da der korrekte Empfang von Daten best

atigt wird, und diese Best

atigung darf nicht
beliebig lange ausbleiben. Im Hinblick auf die Rohdatenpuerung ist der B

uschelcha-
rakter des Verkehrs bei paketvermittelten Tr

agerdiensten also irrelevant, und es reicht
aus, bei den folgenden Betrachtungen vereinfachend nur noch ein Modell des Verkehrs
innerhalb eines B

uschels zu verwenden. Das diskutierte Verkehrsmodell geht innerhalb
der B

uschel von geometrisch verteilten Abst

anden zwischen zwei eingespeisten Daten-
paketen aus. Die Gr

oe der eingespeisten Datenpakete ist Pareto-verteilt. Da die
Datenpakete in der Regel wesentlich gr

oer sind als die mit den acht Paketressourcen
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Bild 5.6. Simulierter Verkehr
eines Zeitschlitzes

ubertragbare Datenmenge, und weil auch noch der Verkehr ande-
rer Mobilstationen ber

ucksichtigt werden mu, mu die Basisstation aus diesem vom
Teilnehmer im Festnetz eingespeisten Verkehr durch Zwischenpuerung einen anderen,
an der Referenzmobilstation ankommenden Verkehr formen. Da die Paketressourcen-
vergabealgorithmen und die Verkehrsmodelle der anderen Mobilstationen noch nicht
bekannt sind, ist es nach Meinung des Autors der vorliegenden Arbeit gerechtfertigt,
zun

achst von der N

aherung eines Bernoulliprozesses f

ur den an der Referenzmobilsta-
tion ankommenden Verkehr auszugehen. Dieser Bernoulliproze beschreibt den Zwi-
schenankunftsabstand zweier f

ur die Referenzmobilstation genutzter Zeitschlitze. In
jedem dieser Zeitschlitze soll eine mittlere Anzahl von vier Paketressourcen f

ur die Re-
ferenzmobilstation benutzt werden. Der mittlere Zwischenankunftsabstand wird nun
so dimensioniert, da sich die jeweils interessierende B

uscheldatenrate ergibt.
5.3.2 Warteschlangenmodell
Die folgenden Betrachtungen beschr

anken sich auf die Signalverarbeitung im
Empf

anger einer Referenzmobilstation. Die Modellierung der Empfangssignalverarbei-
tung der Mobilstation erfolgt mit einem verkehrstheoretischen Modell [K

uh89]. Bild
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Bild 5.7. Modellierung der Empfangssignalverarbeitung
5.7 zeigt den Aufbau eines Modells der Empfangssignalverarbeitung. Es handelt sich
um ein einstuges Modell. Das Modell besteht aus
 einer Verkehrsquelle,
 einer Warteschlange und
 einer Bedieneinheit.
Die Verkehrsquelle modelliert den an der Referenzmobilstation eintreenden, zu ver-
arbeitenden Nachrichtenstrom, also die Paketressourcenvergabe f

ur die Referenzmobil-
station. Der Zeitverlauf des Nachrichtenstroms mu als zuf

allig angesehen werden. Der
durch die Verkehrsquelle modellierte Ankunftsproze ist daher ein stochastischer Pro-
ze. Die zuf

allige Gr

oe, deren Zeitverlauf betrachtet wird, ist die Anzahl der an die
Referenzmobilstation vergebenen Paketressourcen in jedem Zeitschlitz. Da die Anzahl
vergebener Paketressourcen in einem Zeitschlitz nur diskrete Werte aus dem Intervall
null bis acht entsprechend der Anzahl verf

ugbarer Spreizcodes annehmen kann, han-
delt es sich um einen zustandsdiskreten Ankunftsproze. Auch die Zeitachse wird nur
zu diskreten Zeitpunkten im Zeitschlitzraster betrachtet. Der Ankunftsproze ist da-
her ebenfalls zeitdiskret. Da mehrere Paketressourcen gleichzeitig eintreen k

onnen,
spricht man auch von einem Gruppenankunftsproze. Die Anzahl der in einem Zeit-
schlitz an die betrachtete Mobilstation vergebener Paketressourcen wird als Gruppen-
gr

oe bezeichnet. Da die Rohdaten eines Zeitschlitzes alle gleichzeitig eintreenden
Paketressourcen umfassen, ist es f

ur die folgenden Betrachtungen sinnvoll, den Zwi-
schenankunftsabstand zwischen zwei f

ur die betrachtete Mobilstation genutzten Zeit-
schlitzen und die Gruppengr

oe getrennt zu betrachten.
Der die Zwischenankunftsabst

ande beschreibende Proze ist ein Punktproze. Wie im
vorherigen Abschnitt 5.3.1 bereits begr

undet wurde, soll der die Zwischenankunfts-
abst

ande beschreibende Proze als Bernoulliproze modelliert werden, das heit, in
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Tabelle 5.2. Parameter des Bernoulliankunftsprozesses
mittlere B

uscheldatenrate  mittlerer Zwischenan-
kunftsabstand E fAg
in Zeitschlitzen
8 kbit/s 0,9825 57,14
32 kbit/s 0,9301 14,31
64 kbit/s 0,8602 7,15
144 kbit/s 0,6853 3,18
384 kbit/s 0,1609 1,19
jedem Zeitschlitz tritt mit einer bestimmten vorgegebenen Wahrscheinlichkeit (1  )
unabh

angig von anderen Ankunftsereignissen ein Ankunftsereignis ein. Bei einem Ber-
noulliproze sind aufeinanderfolgende Zwischenankunftsabst

ande daher unabh

angig
und identisch verteilt. Einen solchen Punktproze nennt man Erneuerungsproze. Der
Bernoulliproze ist der einzige Erneuerungsproze mit der Eigenschaft der Ged

acht-
nislosigkeit, das heit, die Vorw

artsrekurrenzzeit, das ist die Zeit von einem zuf

alligen
Beobachtungszeitpunkt zum n

achsten Ankunftsereignis, die R

uckw

artsrekurrenzzeit,
das ist die Zeit vom letzten Ankunftsereignis bis zu einem zuf

alligen Beobachtungs-
zeitpunkt, und die Zwischenankunftsabst

ande sind alle drei gleichartig verteilt [TG96].
Die die Zwischenankunftsabst

ande beschreibende Zufallsvariable A ist bei einem Ber-
noulliproze um eins verschoben geometrisch verteilt (GEOM(1)-verteilt), das heit,
es gilt
P fA = kg = a(k) = (1  )  
k 1
; k = 1; 2; : : : : (5.18)
Ankunftsereignisse in zwei aufeinanderfolgenden Zeitschlitzen haben denitionsgem

a
den Zwischenankunftsabstand eins. Der Erwartungswert des Zwischenankunftsab-
stands ist
E fAg =
1
1  
: (5.19)
Die um eins verschobene geometrische Verteilung hat bei zeitdiskreten Verkehrsmo-
dellen die Bedeutung, die die Poisson-Verteilung bei zeitkontinuierlichen Verkehrsmo-
dellen hat [TG96]. Tabelle 5.2 fat die den verschiedenen zu betrachtenden mittleren
B

uscheldatenraten entsprechenden Parameter des die Zwischenankunftsabst

ande be-
schreibenden Bernoulliprozesses zusammen. Es wurde angenommen, da die mittlere
Gruppengr

oe vier ist.
Der Warteraum modelliert die Puerung der Rohdaten im Empf

anger vor der eigent-
lichen Signalverarbeitung. Der Warteraum ist durch die Bediendisziplin und die War-
teraumbegrenzung charakterisiert.

Ubliche Bediendisziplinen sind FIFO, LIFO (engl.
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Last In First Out), zuf

allige Bedienreihenfolgen oder auch priorit

atsbasierende Verfah-
ren [TG96]. Da bei der Paket

ubertragung die versendeten Daten am Empfangsort in
der Regel wieder in der Sendereihenfolge ben

otigt werden, bietet sich hier die Verwen-
dung der FIFO-Bediendisziplin an. In praktischen Systemen ist der Warteraum stets
durch die verf

ugbare Speicherkapazit

at begrenzt. Maximal k

onnen die Rohdaten von
L empfangenen Zeitschlitzen gespeichert werden. Wenn der Warteraum gef

ullt ist und
weitere Empfangsrohdaten eintreen, so werden diese abgewiesen. Man spricht von ei-
nem Verlustsystem. In einer realen Anwendung w

urden solche Datenverluste von einem
ARQ-Protokoll in einer h

oheren Schicht bemerkt. Es w

urde erneut versucht, die verlo-
rengegangenen Daten zu

ubertragen, wozu nat

urlich weitere Paketressourcen ben

otigt
werden, was m

oglicherweise die

Uberlastsituation, die zum urspr

unglichen Datenverlust
f

uhrte, verschlimmert. Auch die Latenzzeiten der Daten

ubertragung steigen an, da das
ARQ-Protokoll zus

atzliche Zeit f

ur die wiederholten

Ubertragungsversuche ben

otigt.
Man sollte die Warteschlangenkapazit

at L daher so dimensionieren, da in der Regel
keine Verluste auftreten. Speziell in Mobilfunksystemen ist es sinnvoll, die Warte-
schlangenkapazit

at L so zu dimensionieren, da die Verlustwahrscheinlichkeit infolge
eines Warteschlangen

uberlaufs vernachl

assigbar gegen

uber der Verlustwahrscheinlich-
keit infolge nicht korrigierbarer Bitfehler bei der

Ubertragung ist.
Die Empfangssignalverarbeitung wird durch die Bedieneinheit repr

asentiert. Die Be-
dieneinheit verarbeitet die gepuerten Rohdaten. Die Verarbeitung der Rohdaten be-
ginnt schnellstm

oglich. Die auch als Bediendauern bezeichneten Verarbeitungsdauern
der Daten eines Zeitschlitzes werden in der Verkehrstheorie im allgemeinen als stocha-
stischer Bedienproze modelliert. Bei der hier betrachteten Empfangssignalverarbei-
tung sind die Bediendauern jedoch durch die zu verarbeitenden Daten bestimmt. Beim
Einsatz gemeinsamer Datendetektion im Empf

anger haben
 die Anzahl der an die Referenzmobilstation vergebenen Paketressourcen und
 die Gesamtanzahl vergebener Paketressourcen
einen Einu auf die Bediendauer. Die Gesamtanzahl belegter Paketressourcen be-
stimmt den Rechenaufwand f

ur die gemeinsame Datendetektion. Die Demodulation,
Entschachtelung und Kanaldecodierung ist schlielich nur f

ur die an die Referenzmobil-
station vergebenen Ressourcen durchzuf

uhren, und der hier ben

otigte Rechenaufwand
ist daher proportional zur Anzahl der an die Referenzmobilstation vergebenen Ressour-
cen. Zum Ermitteln konkreter Werte der Bediendauern m

ute man eine bestimmte Im-
plementierung des Empf

angers zugrunde legen. F

ur die folgenden grunds

atzlichen, im-
plementierungsunabh

angigen Untersuchungen soll daher die sicher nicht v

ollig falsche
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Bild 5.8. Kendall-Notation
vereinfachende Annahme konstanter Bediendauern gemacht werden. Insbesondere ist
die Gruppengr

oe des Ankunftsprozesses dann irrelevant. Es soll weiterhin vereinfa-
chend davon ausgegangen werden, da die Bediendauern ein ganzzahliges Vielfaches
der Zeitschlitzdauer sind. So erreicht man, da das gesamte Modell zeitdiskret im
Zeitschlitzraster ist. Die Modellierung konstanter Bediendauern ergibt einen ged

acht-
nisbehafteten stochastischen Proze. Die deterministische Verteilung (D-Verteilung)
der die Bediendauern beschreibenden diskreten Zufallsvariablen B ist dann mit der
diskreten Bediendauer 
P fB = kg = b(k) = Æ(k   ) : (5.20)
Der Erwartungswert der Bediendauern ist
E fBg =  : (5.21)
Eine

ubliche Notation zum Bezeichnen einstuger Verkehrsmodelle ist die Kendall-
Notation [TG96], siehe Bild 5.8. Nach dieser Notation handelt es sich beim dem hier
beschriebenen Modell um ein GEOM(1)/D/1-L-Modell, wenn man sich wie beschrieben
f

ur die Gruppengr

oe des Ankunftsprozesses nicht interessiert. F

ur den Sonderfall
unendlicher Warteraumkapazit

at ndet man in der Literatur analytische L

osungen f

ur
viele interessierende Systemeigenschaften [TG96].
5.4 Analytische Untersuchungen
5.4.1 Analyseverfahren
Ziel der Analyse ist es, ausgehend von der im vorherigen Abschnitt 5.3.2 vorgestellten
Modellierung die gegenseitigen Abh

angigkeiten wichtiger Kenngr

oen des Systems wie
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 der Verlustwahrscheinlichkeit P
verlust
,
 der Warteschlangenkapazit

at L,
 der durch die Bediendauer  ausgedr

uckten Rechenleistung und
 des mittleren Zwischenankunftsabstands E fAg =
1
1 
zu untersuchen und basierend hierauf geeignete Parametrisierungen des Systems zu
nden. Prinzipiell w

are es m

oglich, diese Untersuchungen mit Simulationen durch-
zuf

uhren. Die konkreten zufallsabh

angigen Abl

aufe in der Empfangssignalverarbeitung
sind Musterfunktionen eines stochastischen Prozesses. Da jedoch auch Ereignisse sehr
geringer Auftrittswahrscheinlichkeit betrachtet werden m

ussen, w

aren Simulationen
mit einem sehr hohem Rechenaufwand verbunden. Es gibt zwar Ans

atze zur Reduk-
tion des Simulationsaufwands, zum Beispiel durch den Einsatz ereignisgetriebener Si-
mulatoren. Diese ereignisgetriebenen Simulatoren erfordern jedoch einen relativ hohen
Aufwand zum Erstellen des Simulationsprogramms [Leh89]. Bei dem hier betrachteten
relativ einfachen Modell ist es jedoch auch m

oglich, die interessierenden Kenngr

oen
des Systems direkt zu berechnen.
Grundlage der Analyse ist die Wahl einer geeigneten Zustandsvariablen. Diese Zu-
standsvariable mu den Gesamtzustand des Systems vollst

andig beschreiben. Ei-
ne im vorliegenden Fall der Empfangssignalverarbeitung eines zwischenpuernden
Empf

angers zur Analyse geeignete ZustandandsvariableX ist die Restarbeit im System.
Diese Zustandsvariable beschreibt, wieviel Zeitschlitze es noch dauern w

urde, bis die di-
gitale Signalverarbeitung der gepuerten und der sich eventuell gerade in Verarbeitung
bendenden Rohdatenbl

ocke abgeschlossen w

are, wenn keine weiteren Ankunftsereig-
nisse eintr

aten. Der Systemzustand wird durch diese Zustandsvariable X vollst

andig
beschrieben, da zuk

unftige Ankunftsereignisse bei einem Bernoulliankunftsproze in
jedem Zeitschlitz unabh

angig voneinander mit der gleichen Wahrscheinlichkeit auftre-
ten. Die Zustandsvariable X wird im folgenden nur zu den zeitdiskreten Zeitpunkten
direkt nach Beginn eines Zeitschlitzes betrachtet. Da die Bediendauer  ebenfalls ein
ganzzahliges Vielfaches der Zeitschlitzdauer sein soll, kann die Zustandsvariable X nur
ganzzahlige Werte aus dem Intervall 0 bis (L + 1) annehmen. Bild 5.9 zeigt einen
exemplarischen Prozeverlauf der zeit- und wertdiskreten Zustandsvariablen X. F

ur
das Beispiel wurde eine Warteschlangenkapazit

at von L = 2 und eine Bediendauer von
 = 3 angenommen. Die Zustandsvariable X kann also maximal den Wert (L+1) = 9
annehmen. Im Zeitpunkt n = 1 tritt ein Ankunftsereignis ein. Die Zustandsvariable
X springt hier auf drei, da es  = 3 Zeitschlitze dauern wird, bis die digitale Signal-
verarbeitung beendet ist. Wenn sich vor einem Zeitpunkt noch Restarbeit im System
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befand, so wird die Zustandsvariable X, wenn kein weiteres Ankunftsereignis eintritt,
um eins erniedrigt, da ja Restarbeit im Umfang eines Zeitschlitzes abgearbeitet wurde.
Wenn jedoch ein weiteres Ankunftsereignis eintrit, so wird die Zustandsvariable X
 um zwei Einheiten erh

oht, wenn noch genug Platz im FIFO-Speicher ist, oder
 um eins erniedrigt, wenn nicht mehr genug Platz im FIFO-Speicher ist.
Im zweiten Fall tritt ein Verlustereignis ein.
Aus den Wahrscheinlichkeiten
P fX
n
= ig = x(i; n) (5.22)
des Ereignisses, da sich das System in einem bestimmten Zeitpunkt n im Zustand i,
i = 0; : : : (L+ 1) bendet, k

onnen die Wahrscheinlichkeiten
P fX
n+1
= jg = x(j; n+ 1) (5.23)
der Zust

ande zum Zeitpunkt n + 1 berechnet werden. Dieses Zustands

ubergangsver-
halten wird durch die bedingten Wahrscheinlichkeiten
P fX
n+1
= j jX
n
= ig = p
ij
(5.24)
beschrieben. Beim Bestimmen der Zustands

ubergangswahrscheinlichkeiten mu man
drei F

alle unterscheiden:
X
n
= 0: In diesem Fall befand sich keine Restarbeit im System, das heit, das System
war im Leerlauf. Mit der Wahrscheinlichkeit  tritt kein Ankunftsereignis ein,
und das System bleibt im im Zustand X
n+1
= 0, das heit,
p
00
=  : (5.25)
Mit der Wahrscheinlichkeit 1   tritt ein Ankunftsereignis ein, und das System
geht in den Zustand X
n+1
= 

uber, das heit,
p
0
= 1   : (5.26)
Die restlichen Zustands

ubergangswahrscheinlichkeiten p
0j
sind null.
5.4 Analytische Untersuchungen 147
012:;<=>?(

$



J







0
1
2
:
;
<
=
>
?
0
9
0
0
0
1
0
2
0
:
0
;
0
<
0
=
0
>
0
?
1
9
1
0


%




L
P
1

P
2
Bild 5.9. Exemplarischer Prozeverlauf
148 Kapitel 5: Dimensionierung der Signalverarbeitung

0 0
0
0
0
0
0
0





9 0
1
2
:
;
<
=
>
?
 
0
0
Bild 5.10. Exemplarischer Zustandsgraph
0 < (i = X
n
)  L + 1: Wenn ein Ankunftsereignis eintritt, kann kein Verlustereignis
eintreten, da auf jeden Fall genug Platz im FIFO-Speicher ist. Mit der Wahr-
scheinlichkeit  tritt kein Ankunftsereignis ein, und das System geht in den Zu-
stand X
n+1
= i  1

uber, das heit,
p
i(i 1)
=  : (5.27)
Mit der Wahrscheinlichkeit (1 ) tritt ein Ankunftsereignis ein, und das System
geht in den Zustand X
n+1
= i+    1

uber, das heit,
p
i(i+ 1)
= 1   : (5.28)
Die restlichen Zustands

ubergangswahrscheinlichkeiten p
ij
sind null.
(i = X
n
) > L + 1: Wenn jetzt ein Ankunftsereignis eintrit, so tritt ein Verlustereignis
ein. Daher ist der Folgezustand auf jeden Fall X
n+1
= i  1, das heit,
p
i(i 1)
= 1 (5.29)
und die

ubrigen p
ij
sind null.
Die diskutierte Modellierung mit der die Restarbeit im System beschreibenden Zu-
standsvariable X entspricht einem Markovmodell, das in Bild 5.10 f

ur das Beispiel mit
einer Warteschlangenl

ange von L = 2 und einer Bediendauer von  = 3 dargestellt ist.
Die Zust

ande, die jeweils der gleichen Anzahl an Auftr

agen im System entsprechen,
sind jeweils in einer Spalte gezeichnet.
F

ur die weitere Analyse ist es sinnvoll, die Zustands

ubergangswahrscheinlichkeiten in
einer Matrix
P = p
ij
(5.30)
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und die Zustandswahrscheinlichkeiten in einem Zeilenvektor
x
n
= (x(1; n); x(2; n); : : : ; x(j; n); : : :) (5.31)
zusammenzufassen. Die Zustandswahrscheinlichkeiten im darauolgenden Zeitpunkt
ergeben sich mit der allgemeinen Zustandsgleichung [TG96] zu
x
n+1
= x
n
P : (5.32)
Diese Gleichung gilt sowohl f

ur den instation

aren als auch f

ur den station

aren System-
zustand. Ausgehend von anf

anglichen Zustandswahrscheinlichkeiten k

onnen die sich
im Betrieb ergebenden Zustandswahrscheinlichkeiten berechnet werden. Sollte das Sy-
stem einen station

aren Zustand erreichen, so sind die Zustandswahrscheinlichkeiten zu
jedem Zeitpunkt gleich
x = x
n+1
= x
n
: (5.33)
Setzt man diese station

are Zustandswahrscheinlichkeitsverteilung in die allgemeine Zu-
standsgleichung (5.32) ein, so erh

alt man ein Eigenwertproblem
x = x P (5.34)
zum Bestimmen der station

aren Zustandswahrscheinlichkeiten [TG96]. Der gesuchte
Zustandswahrscheinlichkeitsvektor ist der Eigenvektor mit der Norm
kxk = 1 (5.35)
der

Ubergangsmatrix P zum Eigenwert 1. Die Normierung folgt aus der Vollst

andig-
keitsrelation.
Wenn man erst einmal die station

are Zustandswahrscheinlichkeitsverteilung ermittelt
hat, so lassen sich weitere Systemeigenschaften auf einfache Weise berechnen. Die
Verlustwahrscheinlichkeit
P
verlust
= (1  ) 
0
@
(L+1)
X
i=L+2
P fX = ig
1
A
(5.36)
ist die Wahrscheinlichkeit des Ereignisses, da das System in einem Zustand X
n
>
L + 1 ist und ein Ankunftsereignis eintritt. Die Wahrscheinlichkeitsverteilung der
Warteschlangenl

angen l

at sich durch Summieren der Wahrscheinlichkeiten der den je-
weiligen Warteschlangenl

angen entsprechenden Zust

ande berechnen. Die zus

atzlichen
durch die Rohdatenpuerung verursachten Latenzzeiten der digitalen Signalverarbei-
tung sind gem

a einer Wahrscheinlichkeitsverteilung verteilt, die sich direkt aus der
Zustandswahrscheinlichkeitsverteilung berechnen l

at. Die Wahrscheinlichkeit des Er-
eignisses, da keine zus

atzliche Latenzzeit auftritt, entspricht der Summe der Wahr-
scheinlichkeiten der Zust

ande 0 und 1. Die Wahrscheinlichkeit des Ereignisses, da eine
Latenzzeit t > 1 auftritt, entspricht der Wahrscheinlichkeit des Zustands X = t  1.
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5.4.2 Ergebnisse
Wie bereits erl

autert, besteht die Grundidee der Dimensionierung einer puernden
Empfangssignalverarbeitung darin, die durch die begrenzte FIFO-Speicherkapazit

at L
hervorgerufene Verlustwahrscheinlichkeit P
verlust
so gering zu halten, da sie gegen

uber
der durch Bitfehler bei der Funk

ubertragung verursachten Verlustwahrscheinlichkeit
vernachl

assigbar ist. In den Spezikationen zuk

unftiger Mobilfunksysteme wird f

ur
die hier relevanten paketvermittelten Datendienste eine tolerierbare Bitfehlerrate von
typischerweise 10
 6
angegeben [ETS97]. Da ein Datenblock viele Bits enth

alt, ist
die durch Bitfehler verursachte Paketverlustwahrscheinlichkeit deutlich h

oher als 10
 6
.
Es ist daher gerechtfertigt, f

ur die digitale Signalverarbeitung eine Verlustwahrschein-
lichkeit von P
verlust
= 10
 6
zuzulassen. Die Verlustwahrscheinlichkeit h

angt von der
Bediendauer , der Warteschlangenkapazit

at L und dem von der mittleren Datenrate
abh

angigen mittleren Zwischenankunftsabstand ab. In Bild 5.11 sind die erforderlichen
Warteschlangenkapazit

aten L abh

angig von der in Zeitschlitzen gemessenen Bedien-
dauer  mit der mittleren Datenrate als Parameter aufgetragen. Die Kurven n

ahern
sich f

ur groe Warteschlangenkapazit

aten L den ebenfalls eingezeichneten senkrechten
Asymptoten. Diese Asymptoten geben an, welche Bediendauer  selbst bei unendli-
cher Warteschlangenkapazit

at erforderlich w

are. An der Stelle der Asymptoten ist die
Auslastung
 =
E fBg
E fAg
=   (1  ) (5.37)
eines Systems mit unendlicher Warteschlangenkapazit

at  = 1. F

ur die in diesem Bild
nicht dargestellte mittlere Datenrate 384 kbit/s darf die diskrete Bediendauer  ma-
ximal einen Zeitschlitz betragen, so da keine Gewinne durch Puerung der Rohdaten
m

oglich sind.
Als wesentliches Ergebnis entnimmt man dem Bild 5.11, da selbst mit relativ klei-
nen Warteschlangenkapazit

aten von L = 10 schon erhebliche Gewinne m

oglich sind.
Bei einer mittleren Datenrate von 8 kbit/s k

onnte man bei einer Warteschlangenkapa-
zit

at von L = 10 schon mit einer Bediendauer von  = 41 Zeitschlitzen auskommen.
Ohne Rohdatenpuerung w

are eine Bediendauer  von einem Zeitschlitz erforderlich.
Dieser Gewinn entspricht einer Reduktion der erforderlichen Rechenleistung um den
Faktor 41. Ein Zeitschlitz eines Mobilfunksystems mit den Parametern aus Tabelle 3.1
enth

alt 1250 Abtastwerte des Empfangssignals. Wenn man annimmt, da sowohl zum
Speichern des Realteils als auch des Imagin

arteils eines Abtastwertes des komplexen
Bandpasignals je zwei Bytes erforderlich sind, so folgt, da zum Speichern der Rohda-
ten eines Zeitschlitzes 5 kByte Speicherkapazit

at erforderlich sind. Ein FIFO-Speicher
mit einer maximalen Warteschlangenkapazit

at von L = 10 Rohdatenbl

ocken ben

otigt
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Bild 5.11. Zusammenhang zwischen Bediendauer  und erforderlicher Warteschlangen-
kapazit

at L zum Erreichen von P
verlust
 10
 6
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Tabelle 5.3. Dimensionierung f

ur eine zul

assige Verlustwahrscheinlichkeit von P
verlust
=
10
 6
mittlere B

uschelda-
tenrate
8 kbit/s 32 kbit/s 64 kbit/s 144 kbit/s 384 kbit/s
erforderlichen Warte-
schlangenl

ange L
20 20 20 20 0
Bediendauer  in Zeit-
schlitzen
50 12 6 2 1
mittlere zus

atzli-
che Latenzzeit in
Zeitschlitzen
166,9 28,5 13,0 0,8 0
mittlere zus

atzliche
Latenzzeit bezogen
auf den mittleren Zwi-
schenankunftsabstand
2,9 2,0 1,8 0,3 0
Faktor der m

oglichen
Rechenleistungsre-
duktion
50 12 6 2 1
also eine Speicherkapazit

at von 50 kbyte, was nach heutigem Stand der Technik nicht
viel ist und daher auch in Mobilstationen problemlos zu realisieren ist.
Tabelle 5.3 fat die m

oglichen Dimensionierungen der digitalen Signalverarbeitung ei-
nes rohdatenpuernden Empf

angers zusammen. Man erkennt, da die zus

atzlichen La-
tenzzeiten und die erforderlichen Warteschlangenpazit

aten L f

ur den FIFO-Speicher,
also die Nachteile eines zwischenpuernden Empf

angers, gering sind. Die Latenzzeiten
sind hierbei immer in Relation zu den mittleren Zwischenankunftsabst

anden zu sehen.
Dem steht insbesondere bei niedrigen mittleren Datenraten ein groer Gewinn in Form
geringerer erforderlicher Rechenleistung gegen

uber.
5.5 Schlufolgerungen
Es konnte gezeigt werden, da die Rohdatenpuerung in einer Mobilstation ein viel-
versprechender Ansatz zur Reduktion der vorzuhaltenden Rechenleistung ist. Mit rela-
tiv kleinen Speicherkapazit

aten kann man eine fast perfekte Mittelung der Rechenlast
w

ahrend der B

uschelperioden erreichen. Das heit, die Rechenleistung einer Mobilsta-
tion braucht dann nur nach der mittleren B

uscheldatenrate und nicht nach der bei un-
eingeschr

ankter Ressourcenvergabe denkbaren wesentlich h

oheren Spitzendatenrate di-
mensioniert zu werden. Eine Nutzung der Lesezeiten zur Signalverarbeitung ist jedoch
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aufgrund der Anforderungen an das Mobilfunksystem nicht m

oglich, da die detektier-
ten Empfangsdaten kurz nach Abschlu des B

uschels zur Verf

ugung stehen sollen. Dies
heit, da es nicht m

oglich ist, die Rechenleistung einer Mobilstation entsprechend der
sehr viel niedrigeren, im langfristigen Mittel ben

otigten Datenrate zu dimensionieren.
Ein wesentliches Problem beim Einsatz zwischenpuernder Empf

anger in der Mobilsta-
tion sind die zur Paketressourcenvergabe verwendeten Protokolle. Bekannte Verfahren
vergeben die Paketressourcen auch f

ur paketvermittelte Tr

agerdienste periodisch im
Rahmentakt [Ben96]. Es wird gewissermaen kurzzeitig eine Verbindung aufgebaut.
Die zum Abbau dieser kurzzeitigen Verbindung erforderliche Signalisierungsinformati-
on wird zus

atzlich zu den Nutzdaten mit den gleichen Paketressourcen

ubertragen. Es
handelt sich also um eine eingeschr

ankte Ressourcenvergabe. Die m

oglichen Gewin-
ne einer Rechenlastmittelung durch eine zwischenpuernden Empf

anger sind bei einer
solchen eingeschr

ankten Paketressourcenvergabe gering. Weiterhin treten Probleme
auf, weil die Signalisierungsnachrichten Informationen

uber die n

achsten Empfangszeit-
punkte enthalten. Diese Signalisierungsnachrichten m

ussen rechtzeitig zur Verf

ugung
stehen und d

urfen daher in der Regel nicht die in einem zwischenpuernden Empf

anger
auftretenden Latenzzeiten erfahren. Eine Alternative zu diesen konventionellen Pa-
ketressourcenvergabeverfahren, bei denen der Einsatz zwischenpuernder Empf

anger
aufgrund der Protokolle nicht m

oglich ist und auch sonst wohl nur einen geringen Nutz-
eekt ergeben w

urde, w

are der Einsatz von Protokollen zur Paketressourcenvergabe,
bei denen die Signalisierungsnachrichten

uber v

ollig getrennte Kan

ale niedriger Da-
tenrate

ubertragen werden, die in der Mobilstation von einem separatem Empf

anger
empfangen werden. Die wertvollen Paketressourcen zur Nutzdaten

ubertragung k

onn-
ten dann v

ollig uneingeschr

ankt vergeben und somit besser ausgenutzt werden. Da eine
Rechenlastmittelung durch Zwischenpuerung in der Mobilstation m

oglich ist, br

achte
eine solche Paketressourcenvergabe auch keine Nachteile im Hinblick auf die in einer
Mobilstation vorzuhaltende Rechenleistung mit sich.
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Kapitel 6
Projektdurchf

uhrung
Die Untersuchungen der Signalverarbeitungskonzepte f

ur Mobilfunksysteme der drit-
ten Generation erfolgen am Beispiel eines JD-CDMA-Experimentalsystems. Es be-
stehen enge Beziehungen zwischen der gew

ahlten Systemarchitektur und den durch-
zuf

uhrenden Implementierungsarbeiten. So ist es ein wesentliches Ziel beim Entwurf
der Systemarchitektur, klar abgegrenzte Module zu nden, die von verschiedenen Pro-
grammierern implementiert werden k

onnen. Insbesondere ist anzustreben, das System
so zu modularisieren, da der einzelne Entwickler keinen

Uberblick

uber das gesamte
System ben

otigt. Neben der heute schon

ublichen klaren Trennung zwischen Hard-
wareentwurf und Softwareentwurf gelingt es bei der Implementierung des Experimen-
talsystems durch den auf dem Steuerkreismodell basierenden Modularisierungsansatz,
den relativ umfangreichen Softwareentwurf weiter zu untergliedern. So kann jeder
einzelne Signalverarbeitungsalgorithmus als ein eigenst

andiges Modul implementiert
werden. Neben den Signalverarbeitungsalgorithmen mu auch ein Steuerwerk imple-
mentiert werden. Bei der Implementierung des Steuerwerks ist zwar ein

Uberblick

uber
das gesamte System erforderlich, jedoch interessieren auf dieser Ebene die Details der
Signalverarbeitung nicht mehr. Nur die Schnittstelle zu den Signalverarbeitungsal-
gorithmen, die der Schnittstelle zwischen Steuerwerk und Operationswerk entspricht,
braucht noch betrachtet zu werden. Im folgenden soll exemplarisch f

ur das Experi-
mentalsystem die Aufteilung der Implementierungsarbeitsaufw

ande auf die einzelnen
Module diskutiert werden. Der Autor ist der Meinung, da diese prozentuale Auftei-
lung typisch f

ur die Implementierung zuk

unftiger Mobilfunksysteme ist, wenn auch die
absoluten Aufw

ande, zum Beispiel f

ur eine Produktimplementierung, wesentlich h

oher
sein d

urften.
Bild 6.1 zeigt, wie sich der gesamte Arbeitsaufwand von ungef

ahr 35 Mannjahren auf die
einzelnen Aufgabengebiete verteilt. Folgende Aufgabengebiete werden unterschieden:
Projektleitung: Da die Implementierung des Experimentalsystems in drei Jahren
durchgef

uhrt werden mute, der Gesamtarbeitsaufwand aber 35 Mannjahre be-
trug, war es erforderlich, im Mittel mit fast 12 Arbeitskr

aften gleichzeitig an
dem Projekt zu arbeiten. Bei einem solchen Projekt mit vielen Beteiligten ist
eine Projektleitung zur Koordination der Arbeiten und f

ur Verwaltungsaufga-
ben wie Materialbeschaung oder den Erwerb von Testfrequenzlizenzen f

ur das
Funksystem unumg

anglich.
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Hardware digital: Dieses Aufgabengebiet umfat den Entwurf und den Aufbau der
digitalen Hardware, also der in Bild 1.2 gezeigten Komponenten Basisleiterplatte
mit dem Multiprozessorsystem, Steckkarte mit serieller Schnittstelle, Steckkarte
mit HF-Ankopplung und zus

atzlich einer Steckkarte mit SCSI-Schnittstelle zum
Anschlu einer Festplatte zur Medatenaufzeichnung.
Hardware analog, Mechanik: Dieses Aufgabengebiet umfat den Entwurf und den
Aufbau der

ubrigen Hardwarekomponenten, also insbesondere des HF-Teils sowie
der Stromversorgung und eines stabilen, auch f

ur Feldtests geeigneten Geh

auses.
Signalverarbeitungsalgorithmen (Operationswerk): Zu Beginn des Projektes
existierten schon umfangreiche Simulationen zu den zentralen Signalverarbei-
tungsaufgaben Kanalsch

atzung und Datensch

atzung. Zum Realisieren eines Mo-
bilfunksystems ist es jedoch auch erforderlich, Verfahren zur Synchronisation
und Sendeleistungsregelung zu konzipieren. Weiterhin m

ussen implementierungs-
spezische Eekte wie die Auswirkungen der begrenzten Rechengenauigkeit der
Festkommaarithmetik untersucht werden. Schlielich m

ussen die Signalverarbei-
tungsalgorithmen programmiert werden.
Ablaufsteuerung (Steuerwerk): Dieses Aufgabengebiet umfat Entwurf und Pro-
grammierung des Steuerwerks. Da hier nur in geringem Umfang auf Erfahrungen
aus anderen Projekten zur

uckgegrien werden kann, ist die Realisierung des Steu-
erwerks relativ arbeitsaufwendig.
Signalisierung, Benutzerschnittstelle, Medatenaufzeichnung: Neben der in
dieser Arbeit bereits diskutierten luftschnittstellennahen digitalen Signalverar-
beitung der physikalischen Schicht ben

otigt ein reales Mobilfunksystem auch
Protokolle h

oherer Schichten und eine Benutzerschnittstelle. In einem Experi-
mentalsystem ist weiterhin ein umfangreiches System zur Medatengewinnung
und -aufzeichnung erforderlich.
Zusammenfassend kann man sagen, da der Aufwand zum Realisieren der Software
mit 59,7% deutlich h

oher ausf

allt als der Aufwand zum Realisieren der Hardware, der
25,9% des Gesamtarbeitsaufwands ausmacht. Der Realisierungsaufwand der Hardwa-
re h

atte nach Meinung des Autors sogar noch geringer ausfallen k

onnen, wenn man
auf k

auiche Hardwarekomponenten zur

uckgegrien h

atte. Es w

are m

oglich gewesen,
fast die gesamte digitale Hardware aus k

auichen Steckkarten mit standardisierten Bus-
schnittstellen aufzubauen. So h

atte man ungef

ahr 17% des Arbeitsaufwandes einsparen
k

onnen. Der Einsatz k

auicher Hardware h

atte zudem den Vorteil gehabt, da f

ur die
Softwareentwicklung von Anfang an zuverl

assig arbeitende Hardware zur Verf

ugung ge-
standen h

atte, was die Programmierung und Fehlersuche wesentlich vereinfacht h

atte.
156 Kapitel 6: Projektdurchf

uhrung
H
ar
dw
ar
e d
ig
ita
l
17
%
A
bl
au
fs
te
ue
ru
ng
 
(S
teu
erw
erk
)
21
%Pr
oje
ktl
eit
un
g
14
%
H
ar
dw
ar
e a
na
lo
g,
 M
ec
ha
ni
k
9%
Si
gn
al
isi
er
un
g,
 
B
en
ut
ze
rs
ch
ni
tts
te
lle
, 
M
eß
da
te
na
uf
ze
ic
hn
un
g
14
%
Si
gn
al
ve
ra
rb
ei
tu
ng
s-
al
go
rit
hm
en
 
(O
pe
rat
ion
sw
erk
)
25
%
Bild 6.1. Aufteilung der Arbeitsaufw

ande der Implementierung eines Experimentalsy-
stems f

ur das JD-CDMA-Mobilfunksystem
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Auch die Kosten k

auicher Steckkarten mit digitalen Signalprozessoren liegen deut-
lich unter den Kosten der f

ur einen eigenen Entwurf ben

otigten sechs Mannjahre an
Arbeitsaufwand und der anfallenden Materialkosten.
Bei der Implementierung des Experimentalsystems konnte wegen der Vereinfachungen
des Systems, der stark reduzierten Dokumentation und dem Verzicht auf Qualit

atssi-
cherungsmanahmen mit einem relativ geringem Arbeitsaufwand ausgekommen wer-
den. Bei der Implementierung des Experimentalsystems wurde von einem existieren-
den Systemkonzept ausgegangen. Die vorhergehende Entwicklung dieses JD-CDMA-
Mobilfunkkonzepts und dessen simulative Untersuchung erforderte einen Arbeitsauf-
wand von ungef

ahr 43 Mannjahren. Mit dem Experimentalsystem wurden Messun-
gen durchgef

uhrt, deren Konzipierung, Durchf

uhrung und Auswertung einen Arbeits-
aufwand von ungef

ahr drei Mannjahren erforderte. Parallel zu der Implementierung
des Experimentalsystems starteten Aktivit

aten zur Standardisierung des Mobilfunksy-
stems der dritten Generation, in das das JD-CDMA-Mobilfunkkonzept einieen wird.
Die hierzu erforderlichen Arbeitsaufw

ande sind noch nicht absch

atzbar, aber auf jeden
Fall um ein Vielfaches h

oher als die zuvor aufgelisteten Arbeitsaufw

ande. So arbeiten in
groen, auf dem Mobilfunksektor t

atigen Firmen mehrere Abteilungen

uber Jahre hin-
weg an der Standardisierung neuer Mobilfunkkonzepte der dritten Generation. Mit dem
Entwurf von Produkten und der Produktion von Mobilfunksystemen besch

aftigen sich
schlielich ganze Firmenzweige. F

ur Universit

aten ist im Rahmen von Drittmittelfor-
schungsprojekten insbesondere die Mitarbeit in den fr

uhen Entwicklungsphasen eines
Mobilfunksystems interessant. Einerseits sind hier viele neue ingenieurswissenschaftli-
che Aufgaben zu l

osen, und die Besch

aftigung mit solchen Fragen kann auch zu neuen
Erkenntnissen f

uhren. Weiterhin sind, wie bereits diskutiert, die Arbeitsaufw

ande in
diesen fr

uhen Entwicklungsphasen relativ gering, so da auch relativ kleine Arbeits-
gruppen an Universit

aten signikante Beitr

age liefern k

onnen. Auch f

ur Industrie-
unternehmen ist es interessant, in fr

uhen Entwicklungsphasen eng mit Universit

aten
zu kooperieren und Drittmittelforschungsprojekte zu nanzieren. Konzipierungsarbei-
ten sind mit der relativ starren Arbeits- und Projektplanung in Industrieunternehmen
nur schwer vereinbar. Wenn man sich nicht von vornherein auf eine bereits bekannte
Technologie festlegen will, so mu man damit rechnen, da sich im Laufe des Ent-
wurfs eines Mobilfunksystems neue Fragestellungen ergeben oder auch einmal Irrwege
beschritten werden. Im Rahmen von Drittmittelforschungsprojekten sind solche nicht
planbaren Entwicklungsarbeiten besser durchzuf

uhren, da keine langj

ahrigen Verpich-
tungen wie bei der Einstellung von Mitarbeitern in Industrieunternehmen eingegangen
werden m

ussen.
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Zusammenfassung
Sowohl die gesteigerte Komplexit

at der Signalverarbeitungsalgorithmen und das um-
fangreichere Diensteangebot als auch die zum Erzielen der hohen erforderlichen Re-
chenleistungen erforderliche Parallelverarbeitung f

uhren k

unftig zu einer stark anstei-
genden Komplexit

at der digitalen Signalverarbeitung in Mobilfunksystemen. Diese
Komplexit

at ist nur mit einem hierarchischen Modellierungs- und Entwurfsproze be-
herrschbar. W

ahrend die niedrigeren Hierarchieebenen der Programmierung und des
Hardwareentwurfs bereits heute gut beherrscht werden, besteht noch Unklarheit bei
den Entwurfsverfahren auf der h

oheren Systemebene. Die vorliegende Arbeit liefert
einen Beitrag zur Systematisierung des Entwurfs auf h

oheren Hierarchieebenen. Hier-
zu wird der Entwurf eines Experimentalsystems f

ur das JD-CDMA-Mobilfunkkonzept
auf der Systemebene betrachtet. Es wird gezeigt, da das Steuerkreismodell ein ange-
messenes Modell f

ur die digitale Signalverarbeitung in einem Mobilfunksystem auf der
Systemebene ist. Das Steuerkreismodell l

at sich einerseits direkt auf die in zuk

unfti-
gen Mobilfunksystemen einzusetzenden Multiprozessorsysteme abbilden und entspricht
andererseits auch der nachrichtentechnischen Sichtweise der Aufgabenstellung, in der
das Mobilfunksystem durch die auszuf

uhrenden Algorithmen beschrieben wird. Das
Steuerkreismodell ist somit ein geeignetes Bindeglied, um von der Aufgabenstellung zu
einer Implementierung zu gelangen. Weiterhin wird gezeigt, da das Steuerkreismodell
sehr modellierungsm

achtig ist, und sein Einsatz im Gegensatz zu vielen bereits be-
kannten Entwurfsverfahren nicht auf mittels Datenumodellen beschreibbare Systeme
begrenzt ist. Die klassischen, aus der von Datenumodellen ausgehenden Systemsyn-
these bekannten Entwurfsschritte Allokierung, Ablaufplanung und Bindung k

onnen im
Kontext der Steuerkreismodellierung als Verfahren zur Konstruktion der Steuerwerk-
saufgabe verstanden werden. Speziell f

ur das Experimentalsystem werden zwei ver-
schiedene Ablaufsteuerungsstrategien modelliert und untersucht. Die volldynamische
Ablaufsteuerung wird zur Laufzeit durchgef

uhrt und ist daher nicht darauf angewie-
sen, da die auszuf

uhrenden Abl

aufe a priori bekannt sind. Bei der selbsttaktenden
Ablaufsteuerung werden die hier a priori bekannten Abl

aufe zum Zeitpunkt der Sy-
stemkonstruktion fest geplant, und zur Laufzeit wird dieser Plan nur noch ausgef

uhrt.
Schlielich werden noch die Auswirkungen der paketvermittelten burstf

ormigen Nach-
richten

ubertragung auf die digitale Signalverarbeitung in zuk

unftigen Mobilfunksyste-
men untersucht. Es wird gezeigt, da es durch Datenpuerung sehr gut m

oglich ist,
die Rechenlast in einem Mobilfunksystem zu mitteln.
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Kapitel 8
Summary
The increased complexity of the signal processing algorithms and the extensive range
of services as well as the parallel processing required for achieving the high proces-
sing power lead to a strong increase of the complexity of the digital signal processing
in future mobile radio systems. This complexity can only be mastered by hierarchi-
cal modelling and design techniques. The lower hierarchy levels of programming and
hardware design are well understood today, whereas there is a large amount of uncer-
tainty as to the design techniques to be used on the higher system levels. The present
thesis contributes to the systematization of the design process on the higher hierarchy
levels. Towards this goal the design of a hardware demonstrator for the JD-CDMA
mobile radio concept is investigated. It is shown that the decomposition of digital
signal processing into a control unit and a data path unit yields an appropriate system
layer model of digital signal processing in a mobile radio system. On the one hand,
such a decomposition can be directly mapped onto the multiprocessor architectures to
be used in future mobile radio systems and, on the other hand, it also corresponds to
the communications engineering point of view of the signal processing task, which is
characterized by the algorithms to be executed. Thus, the data path plus controler
model is an appropriate link in deriving an implementation from the initial descrip-
tion of the signal processing task. Furthermore, it is shown that said model is very
powerful and, in contrast to many known design techniques, can also be applied to
systems which cannot be described by dataow models. The design steps of allocation,
scheduling and assignment used in classical system synthesis starting from dataow
models can now be understood as techniques for designing the task of the control unit.
For the hardware demonstrator in particular two scheduling techniques are modelled
and investigated. Fully dynamic scheduling is performed at run time and needs no a
priori knowledge of the order of events. In self-timed scheduling the order of events is
known beforehand and is used for planning at compile time, and this plan is execu-
ted at run time. Finally, the implications of packet oriented bursty data transmission
for the digital signal processing in future mobile radio systems are investigated. It is
shown that it is possible to average the processing load in a mobile radio system by
data buering.
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Anhang A
Liste h

aug verwendeter Abk

urzungen und
Formelzeichen
A.1 Abk

urzungen
ACTS Advanced Communications Technologies and Services
AGCH Access Grant Channel
AMPS Advanced Mobile Phone Service
ARQ Automatic Repeat Request
ASAP As Soon As Possible
BCCH Broadcast Control Channels
BS Basisstation
CCCH Common Control Channels
CCH Control Channels
CDMA Code Division Multiple Access
CEPT Conference of European Posts and Telecommunications Administrations
COST European Cooperation in the Field of Scientic and Technical Research
DCCH Dedicated Control Channels
DCS1800 Digital Cellular System 1800
DECT Digital Enhanced Cordless Telecommunications,
Digital European Cordless Telecommunications
DSP Digital Signal Processor
ETSI European Telecommunications Standards Institute
FACCH Fast Associated Control Channel
FCCH Frequency Correction Channel
FDD Frequency Division Duplex
FDMA Frequency Division Multiple Access
FIFO First In First Out
FPLMTS Future Public Land Mobile Telecommunication System
GSM Global System for Mobile Communications
IMT-2000 Integrated Mobile Telecommunications at 2000MHz,
International Mobile Telecommunications after the year 2000
IS-54 Interim Standard 54
ISI Intersymbol Interference
ITU International Telecommunications Union
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JD-CDMA Joint Detection Code Division Multiple Access
LIFO Last In First Out
MAC Multiply-Accumulate
MAI Multiple Access Interference
MIPS Million Instructions per Second
MOPS Million Operations per Second
MS Mobilstation
MVP Multimedia Video Processor
NMT Nordic Mobile Phone
PCH Paging Channel
PDC Personal Digital Cellular System
PHS Personal Handyphone System
RACE Research and Developement in Advanced Communications
Technologies in Europe
RACH Random Access Channel
SACCH Slow Associated Control Channel
SCH Synchronisation Channel
SDMA Space Division Multiple Access
TACS Total Access Communications System
TCH TraÆc Channels
TCH/D TraÆc Channel/Data
TCH/S TraÆc Channel/Speech
TCP/IP Transmission Control Protocol / Internet Protocol
TD-CDMA Time Division / Code Division Multiple Access
TDD Time Division Duplex
TDMA Time Division Multiple Access
TiMEx Texas Instruments Multitasking Executive
UMTS Universal Mobile Telecommunications System
UTRA UMTS Terrestrial Radio Access
WARC World Administrative Radio Conference
W-CDMA Wideband Code Division Multiple Access
A.2 Formelzeichen
A die Zwischenankunftsabst

ande beschreibende Zufallsvariable
A Systemmatrix, beschreibt den Zusammenhang zwischen d und e
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
aug verwendeter Abk

urzungen und Formelzeichen
a echte Auslastung
 Wahrscheinlichkeit, da kein Ankunftsereignis eintritt
a
R
Auslastung mit Signalverarbeitungsaufgaben
B Bandbreite des Teilfrequenzbandes
 Bediendauer
b
(k)
kombinierte Kanalimpulsantwort
B
sys
insgesamt zur Verf

ugung stehende

Ubertragungsbandbreite
c
(k)
Vektor mit ressourcenspezischem Spreizcode
d kombinierter Datenvektor
^
d Vektor mit Sch

atzungen der Sendesymbole
d
(k)
Vektor mit Sendesymbolen einer Ressource
^
d
(k)
Vektor mit Sch

atzungen f

ur die ressourcenspezischen Sendesymbole
e Vektor mit Empfangssignal eines Datenblocks
e
m
Vektor mit dem Mittambelempfangssignal
 Parameter der approximative Cholesky-Zerlegung
G Matrix, die den Zusammenhang zwischen h und e
m
angibt
H obere Dreiecksmatrix der Cholesky-Zerlegung der Matrix A
h Vektor aller Kanalimpulsantworten
^
h Vektor mit Sch

atzungen aller Kanalimpulsantworten
h
(k)
Vektor mit ressourcenspezischer Kanalimpulsantwort
h
(m)
Vektor mit senderspezischer Kanalimpulsantwort
I
D
Verschachtelungstiefe
K Anzahl der benutzten Ressourcen
k
CI
Anzahl der KoeÆzienten des Grundimpulslters
K
m
Anzahl der im selben Frequenz- und Zeitschlitz aktiven Mittambeln
K
max
maximale Anzahl der gleichzeitig nutzbaren Ressourcen
K
mmax
maximale Anzahl der in einem Zeitschlitz aktiven Mittambeln
k
TP
Anzahl der KoeÆzienten des Tiefpasses
L Warteschlangenkapazit

at
L
c
Einul

ange des Faltungscodierers
L
I
L

ange der Intersymbolinterferenz
L
m
Anzahl der Elemente der Mittambeln
m
(m)
Vektor mit senderspezischer Mittambel
m
P
Vektor mit dem Mittambelgrundcode
N Anzahl der Datensymbole eines Datenblocks
n Rauschvektor des Empfangssignals eines Datenblocks
N
DIV
Anzahl der zum Berechnen einer Division ben

otigten Taktzyklen
N
FFT
Gr

oe der schnellen Fouriertransformation
N
fr
Anzahl der Zeitschlitze in einem TDMA-Rahmen
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n
m
Rauschvektor des Mittambelempfangssignals
N
sende
mittlere Anzahl in einem B

uschel gesendeter Datenpakete
N
SQR
Anzahl der zum Berechnen einer Quadratwurzel ben

otigten Taktzyklen
P Matrix mit Zustands

ubergangswahrscheinlichkeiten
P
m
Anzahl der Elemente einer Mittambelperiode
P
verlust
Verlustwahrscheinlichkeit
Q L

ange der teilnehmerspezischen Spreizcodes, Spreizfaktor
R
c
Rate des Faltungscodierers
 Auslastung
T
bu
Burstdauer, B

uscheldauer
T
fr
Dauer eines TDMA-Rahmens
T
gu
Dauer des Schutzintervalls
T
idle
Abstand zweier Sitzungen
t
Lecht
echter Leerlauf
T
lese
Lesezeit
t
Lschadlich
sch

adlicher Leerlauf
t
R
Rechenzeit
T
s
Symboldauer
t
Z
Zyklusdauer
W maximale L

ange der Kanalimpulsantworten
X die Restarbeit im System beschreibende diskrete Zufallsvariable
x Vektor mit station

aren Zustandswahrscheinlichkeiten
X
HF
Eingabevariablen der digitalen Signalverarbeitung
x
n
Vektor mit den Zustandswahrscheinlichkeiten zu einem Zeitpunkt
X
S
enth

alt die nichttriggernden Eingabevariablen des Steuerwerks
X
T
enth

alt die triggernden Eingabevariablen des Steuerwerks
Y
D
enth

alt die nichttriggernden Ausgabevariablen des Steuerwerks
Y
HF
Ausgabevariablen der digitalen Signalverarbeitung
Y
T
enth

alt die triggernden Ausgabevariablen des Steuerwerks
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