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ABSTRACT
We present a novel fitting formula for the halo concentration enhancement in chameleon f (R)
gravity relative to General Relativity (GR). The formula is derived by employing a large set
of N-body simulations of the Hu-Sawicki f (R)model which cover a wide range of model and
cosmological parameters, resolutions and simulation box sizes. The complicated dependence
of the concentration on halo mass M , redshift z, and the f (R) and cosmological parameters
can be combined into a simpler form that depends only on a rescaled mass M/10p2 , with
p2 ≡ 1.5 log10
[| f¯R(z)|/(1 + z)]+21.64 and f¯R(z) the background scalar field at z, irrespective
of the f (R)model parameter. Our fitting formula can describe the concentration enhancement
well for redshifts z ≤ 3, nearly 7 orders of magnitude in M/10p2 and five decades in halo
mass. This is part of a series of works which aims to provide a general framework for self-
consistent and unbiased tests of gravity using present and upcoming galaxy cluster surveys.
The fitting formula, which is the first quantitative model for the concentration enhancement
due to chameleon type modified gravity, is an important part in this framework and will allow
continuous exploration of the parameter space. It can also be used to model other statistics
such as the matter power spectrum.
Key words: cosmology: theory, dark energy – galaxies: clusters: general – methods: numer-
ical
1 INTRODUCTION
Galaxy clusters are the largest-known gravitationally-bound ob-
jects in the Universe and are believed to trace the highest peaks
of the density perturbations that originated in the early Universe.
As a result, the global properties of clusters such as their abun-
dance are highly sensitive to the parameters of cosmological mod-
els and theories of gravitation. They are therefore powerful probes
of modified gravity theories that lead to different histories of large-
scale structure formation than predicted by the standard ΛCDM
paradigm which is based on Einstein’s GR.
Various ongoing and upcoming large galaxy and cluster sur-
veys (e.g., Lawrence et al. 2007; Levi et al. 2013; Laureijs et al.
2011; Ivezic et al. 2008; Jansen et al. 2001; Weisskopf et al. 2000;
Merloni et al. 2012; Ade et al. 2016; Hasselfield et al. 2013) are
providing a wealth of information that is likely to revolutionise our
constraints of these theories. However in order to make the best
possible constraints, it is necessary to prepare a robust theoretical
apparatus that can be combined with this data without inducing sys-
tematic bias. As an example, tests that use the cluster abundance re-
quire a calibration of the halo mass function (HMF) from N-body
simulations that have been run for the model being constrained. Ide-
? E-mail: m.a.mitchell@durham.ac.uk
ally the calibration will have an explicit dependence on the model
parameters and should be in a form in which it may be safely com-
bined with the observational data to constrain these parameters. For
example, the definition of the halo mass which is used in the theo-
retical predictions should be consistent with the method used in the
observational survey to measure the cluster mass.
A self-consistent framework, which is introduced in Mitchell
et al. (2018), is designed to make unbiased constraints of mod-
ified gravity theories using galaxy clusters. Our current focus is
on using the cluster abundance to constrain the present-day back-
ground scalar field of Hu-Sawicki (HS) f (R) gravity (Hu & Saw-
icki 2007), which is a representative example of a large class of
scalar-tensor gravity theories that can pass stringent solar system
tests. The framework is summarised in Fig. 1. This addresses a
number of potential sources of bias. For example, in HS f (R) grav-
ity the total gravitational force that is felt by a massive test particle
can be up to a factor 4/3 stronger than the Newtonian gravitational
force. This means that the dynamical mass of an object can be en-
hanced by up to a factor 4/3 compared to the true mass (Schmidt
2010; Zhao et al. 2011a; Arnold et al. 2014; Gronke et al. 2015,
2016). Therefore a model for the HMF that is calibrated using the
true mass of haloes cannot be directly combined with observational
data that is calibrated using the dynamical mass.
In Mitchell et al. (2018) a general analytical model for the en-
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Figure 1. Flow chart outlining the layout of the framework proposed by Mitchell et al. (2018). This has been updated from the original version, and illustrates
the key steps of the framework to constrain f (R) gravity using the galaxy cluster abundance. Our model for the concentration in f (R) gravity (blue dotted
box), which is discussed in this work, can be used to evaluate conversions between different halo mass overdensities. This can be used to ensure that fitting
formulae for the halo mass function in f (R) gravity (e.g., Cataneo et al. 2016) are evaluated with the same mass overdensity as measurements of the mass
function from observational surveys. Mitchell et al. (2018) calibrated a general model for the enhancement of the dynamical mass of haloes in f (R) gravity
(red dotted box). This can be used to convert observable-mass scaling relations, which have been calibrated in ΛCDM, into the correct form in f (R) gravity,
using the predictions of He & Li (2016). Full-physics hydrodynamical simulations will be used in future work (green dotted box) to further test the effect of
galaxy formation on the accuracy of these predictions. The corrected scaling relations can be used to infer the mass function from observations. This can be
confronted with theoretical predictions to constrain f (R) gravity using Markov chain Monte Carlo methods (brown dotted box).
hancement of the dynamical mass (red dotted box of Fig. 1) was
calibrated, which depends on the true cluster mass, redshift and
the scalar field. This improves on previous studies from the liter-
ature which tend to look for a more qualitative understanding or
only focus on a particular redshift for a single f (R) gravity model
(e.g., Schmidt 2010; Zhao et al. 2011a; Arnold et al. 2014). The
model can be used to predict the dynamical masses of dark matter
haloes in mock catalogues and to convert cluster observable-mass
scaling relations that have been calibrated in Λ-cold-dark-matter
(ΛCDM) into a form that works in f (R) gravity (He & Li 2016).
Another potential application of the model is in tests of f (R) grav-
ity in which the dynamical mass of objects is compared to their
lensing mass. This could, for example, be achieved by comparing
the lensing profiles with the X-ray profiles (Terukina et al. 2014;
Wilcox et al. 2015, 2016; Pizzuti et al. 2017).
Another important aspect of our framework is the ability to
make conversions between halo masses corresponding to differ-
ent overdensities, which in this work are denoted by the symbol ∆.
Note that throughout this paper we define the halo mass M∆ as the
total mass contained within a sphere, of radius R∆, that encloses an
average density of ∆ times the critical density of the Universe. For
example, in order to constrain f (R) gravity using the cluster abun-
dance we require a model-dependent calibration of the HMF, which
quantifies the number density of dark matter haloes per unit mass
interval, dnhalo/dM∆. Our choice of HMF (Cataneo et al. 2016)
has been calibrated for overdensity ∆ = 300ΩM, while overden-
sity ∆ = 500 is more generally used in cluster surveys. Therefore
in order to make constraints using observational data that has been
calibrated for overdensity ∆ = 500, it will be necessary for us to
apply the conversion M300m → M500 to the HMF. Note that the
‘m’ in the subscript here means that the overdensity is multiplied
by ΩM. It is also likely that conversions to other overdensities will
be required. For example ∆ = 2500 is also sometimes used in ob-
servational surveys, and ∆ = 200 is often used in theoretical stud-
ies. Therefore a prediction for the conversion between halo masses
corresponding to arbitrary values of ∆ is essential.
The halo mass measured for different overdensities corre-
sponds to the total mass enclosed by different halo radii R∆, where
R∆ is larger for lower values of ∆. Therefore conversions between
the halo mass at different overdensities can be estimated if the
density profile of dark matter haloes can be predicted. Typically
the universal Navarro-Frenk-White (NFW) density profile (Navarro
et al. 1997) is assumed. This is a 2-parameter profile, but can be
written with one parameter if the mass (or radius) for a particular
overdensity is known. This parameter can be the concentration, and
predicting it in ΛCDM as a function of the cluster mass and red-
shift has been the subject of much work over the two decades since
it was first introduced (e.g., Bullock et al. 2001; Neto et al. 2007;
Duffy et al. 2008; Dutton & Macciò 2014; Ludlow et al. 2014).
In addition to facilitating mass conversions the concentration
is also important in studies of the non-linear matter power spectrum
(e.g., Brax & Valageas 2013; Lombriser et al. 2014; Achitouv et al.
2016; Hu et al. 2018; Cataneo et al. 2018), which, like the cluster
abundance, can also be used to probe dark energy and modified
gravity theories. The large-scale part of the matter power spectrum
can, for example, be predicted using linear perturbation theory by
incorporating the linear halo bias. On the other hand, the small-
scale part of the matter power spectrum can be assembled using the
MNRAS 000, 1–16 (2019)
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HMF and the halo concentration. The concentration is necessary in
order to predict the density profile, which is required, for example,
in order to model the size of haloes.
In f (R) gravity the concentration can become enhanced due
to the effects of the fifth force on the density profile. For example,
for an unscreened halo the in-falling particles experience a greater
acceleration due to the stronger gravitational force, and this can al-
ter the profile such that the density is raised at the inner regions and
lowered at the outer regions. Therefore the ΛCDM predictions of
the concentration are unlikely to apply for lower-mass unscreened
haloes in f (R) gravity. Yet there is no general quantitative model
for the concentration in f (R) gravity that is discussed in the lit-
erature, which instead tends to focus on a more qualitative under-
standing of the effects of the fifth force on the concentration and on
the density profile (e.g., Zhao et al. 2011b; Lombriser et al. 2012;
Shi et al. 2015; Arnold et al. 2016; Arnold et al. 2018). There-
fore a ΛCDM relation for the concentration is often used in the
literature. For example, the modellings of the non-linear matter
power spectrum in HS f (R) gravity by Brax & Valageas (2013);
Hu et al. (2018); Cataneo et al. (2018) use prescriptions for the
concentration-mass relation that have been calibrated in ΛCDM.
Also, due to the large scatter of the concentration-mass relation,
some works (e.g., Cataneo et al. 2015) argue that it is fine to as-
sume a fixed concentration for a sample of clusters that covers a
sufficiently narrow mass range.
In order to prevent potential biases resulting from a simplified
treatment of the concentration, the focus of this paper is to produce
a general model for the concentration in HS f (R) gravity (blue dot-
ted box of Fig. 1) that may be applied in future studies. Rather
than calibrating a relation for the absolute concentration, we de-
cided to focus on finding a universal model for the enhancement
of the concentration as a function of the halo mass and redshift.
This has been achieved using data from a suite of dark-matter-only
N-body simulations run for three models of HS f (R) gravity. Note
that we define the enhancement as the ratio of the f (R) concen-
tration to the concentration in GR. This means that the reader can
select a ΛCDM concentration-mass-redshift relation from the lit-
erature (e.g., Bullock et al. 2001; Neto et al. 2007; Duffy et al.
2008; Dutton & Macciò 2014; Ludlow et al. 2014) that they wish
to use, then this can be converted into a form in HS f (R) grav-
ity. Our model includes a dependence on the cosmological density
parameters ΩM and ΩΛ, so any ΛCDM relation can be used re-
gardless of the values of these parameters. Our model depends on
the particular combination f¯R(z)/(1 + z) where f¯R(z) is the back-
ground scalar field at redshift z, and does not explicitly depend on
the model parameter fR0, i.e., the present-day background scalar
field value, as one would naively expect. This has the implication
that predictions may be made for arbitrary values of fR0 and z (as
long as the above combination is within the range of validity of our
fitting). This generality of our model was achieved by combining
data from the different f (R) gravity models by applying a simple
transformation to the halo mass using the p2 parameter defined by
Mitchell et al. (2018), where M500 = 10p2h−1M can be consid-
ered as the mass above which haloes are screened and below which
haloes are unscreened.
The paper is arranged as follows: Sec. 2 introduces the back-
ground theory that is relevant to this work; Sec. 3 provides an
overview of the dark-matter-only N-body simulations that are used
in this work, along with an outline of the methods used to measure
the concentration and its enhancement; Sec. 4 discusses the results
of this work, including the general model for the concentration en-
hancement; and, finally, Sec. 5 summarises the main conclusions
from this study, and outlines the next steps of our framework.
Throughout this paper we use the unit convention c = 1 where
c is the speed of light. Greek indices run over 0, 1, 2, 3 while Roman
indices run over 1, 2, 3. Unless otherwise stated, an over-bar (x¯)
denotes the mean background value of a quantity while a subscript
‘0’ means the present-day value.
2 THEORY
The theory of f (R) gravity (see, e.g., Sotiriou & Faraoni 2010;
De Felice & Tsujikawa 2010, for reviews) can be considered as a
modification of the Einstein-Hilbert action of GR, whereby a non-
linear scalar function f (R) of the Ricci scalar curvature, R, is added
to the R term in the integrand. This modified action is given by,
S =
∫
d4x
√−g
[
R + f (R)
16piG
+ LM
]
, (1)
where g is the determinant of the metric tensor, G is the universal
gravitational constant and LM is the Lagrangian density of matter
fields. Note that ΛCDM is restored by taking f = −2Λ. Taking the
variation of Eq. (1) with respect to the metric tensor leads to the
modified Einstein field equations:
Gαβ + Xαβ = 8piGTαβ, (2)
where Gαβ is the Einstein tensor and Tαβ is the stress-energy ten-
sor. The modifications to GR are denoted by the term Xαβ :
Xαβ = fRRαβ −
(
f
2
− fR
)
gαβ − ∇α∇β fR, (3)
where  is the d’Alembert operator, Rαβ is the Ricci curvature
and ∇α and ∇β denote the covariant derivatives associated with the
metric gαβ . Eq. (3) also includes an extra scalar degree of free-
dom which is called the scalar field, or "scalaron", and denoted
by fR ≡ d f (R)/dR. This mediates an attractive force, known as the
fifth force, whose physical range is set by the Compton wavelength,
λC, with,
λC = a
−1
(
3
d fR
dR
) 1
2
, (4)
where a is the cosmic scale factor. On scales smaller than λC, if the
fifth force is unscreened (see below) then the gravitational forces
are enhanced by a factor 4/3, which enhances the growth of struc-
ture (Zhao et al. 2011b).
Solar system tests have confirmed GR to a remarkably high
precision in our local neighbourhood (Will 2014). In order to avoid
conflict with these tests, the chameleon screening mechanism (e.g.,
Khoury & Weltman 2004a,b; Mota & Shaw 2007) was proposed
and used to give the scalar field an environment-dependent effec-
tive mass, such that the fifth force is suppressed in deep poten-
tial wells. As a result, in dense regions, such as the inner regions
of galaxy clusters, the modification of GR is suppressed, while in
lower-density regions, such as the outer regions of galaxy clusters,
the fifth force is able to act.
It is essential that the functional form of f (R) is chosen so
that it gives rise to the late-time cosmic acceleration without vio-
lating the solar system constraints (e.g., Li & Barrow 2007; Brax
et al. 2008). One of the most popular of the viable models is the HS
model, which was proposed by Hu & Sawicki (2007):
f (R) = −m2
c1
(
−R/m2
)n
c2
(−R/m2)n + 1, (5)
MNRAS 000, 1–16 (2019)
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where m2 ≡ 8piG ρ¯M,0/3 = H20ΩM. In the latter, ρ¯M,0 is the mean
background matter density, H0 is the Hubble expansion rate today
and ΩM is the matter density parameter. If the background cur-
vature satisfies the inequality −R¯  m2, then we have f (R¯) ≈
−m2c1/c2 which is a constant. We can choose c1/c2 = 6ΩΛ/ΩM,
where ΩΛ ≡ 1 −ΩM, such that,
−R¯ = 3m2
(
a−3 + 4ΩΛ
ΩM
)
≈ 3m2
(
a−3 + 2
3
c1
c2
)
. (6)
This indicates that f (R) gravity behaves like a cosmological con-
stant in background cosmology. Note that for a realistic choice of
cosmological parameters −R¯  m2 is a good approximation.
In the HS model one can simplify the expression for the back-
ground scalar field using the approximation −R¯  m2:
f¯R = − c1
c22
n
(−R¯
m2
)n−1
[(−R¯
m2
)n
+ 1
]2 ≈ −n c1c22
(
m2
−R¯
)n+1
, (7)
in which,
c1
c22
= −1
n
[
3
(
1 + 4
ΩΛ
ΩM
)]n+1
fR0. (8)
Note that fR0 denotes the present-day background value of fR . In
this work we omit the over-bar for fR0 even though this is a back-
ground quantity. Having fixed the value of c1/c2 in the way de-
scribed above, the HS model can then be described in terms of just
two free model parameters, n and fR0. We adopt the values n = 1
and | fR0 | = 10−4, 10−5 or 10−6 (F4, F5 or F6, respectively) for all
numerical simulations used in this work (see Sec. 3.1). Note that
the scalar field drops with increasing redshift, and so the effects of
f (R) gravity are expected to vanish at high redshift.
In Mitchell et al. (2018) the thin-shell model (Khoury & Welt-
man 2004b) was used along with a suite of dark-matter-only N-
body simulations to calibrate a general analytical model for the en-
hancement of the dynamical mass in f (R) gravity:
Mdyn
Mtrue
=
7
6
− 1
6
tanh
(
p1
[
log10 (Mtrue) − p2
] )
, (9)
where Mdyn is the dynamical mass and Mtrue ≡ M500 is the true
mass. Note that, as discussed in Sec. 1, the overdensity 500 here is
with respect to the critical density of the Universe. The reciprocal of
the parameter p1 is proportional to the width of the transition of the
enhancement between values 1 and 4/3, and it was found that this
is approximately constant: p1 = (2.21 ± 0.01). On the other hand,
p2 is defined as the logarithm of the halo mass, log10(M500M−1 h),
at which the enhancement of the dynamical mass is 7/6, which is
half of the maximum possible enhancement. It was found that p2
varies linearly as a function of the logarithm of a combination of
the background scalar field and redshift:
p2 = (1.503 ± 0.006) log10
( | f¯R |
1 + z
)
+ (21.64 ± 0.03). (10)
The dynamical mass is defined as the mass that is felt by a massive
test particle assuming Newtonian gravity, and so the enhancement
of the dynamical mass is actually equivalent to the enhancement of
the total gravitational force (a combination of the Newtonian force
and the fifth force) that is felt by the particle. Therefore M500 =
10p2h−1M can be considered as the halo mass above which the
halo is screened and below which the halo is unscreened.
3 SIMULATIONS AND METHODS
The simulations that we use in this work are presented in Sec. 3.1,
along with the methods that we use to extract their halo data.
Our methods to measure the concentration and its enhancement
and a useful technique of rescaling the halo mass are discussed in
Sec. 3.2.
3.1 Simulations
Our dark-matter-only simulations have been run using the ECOS-
MOG code (Li et al. 2012), which is based on the publicly available
N-body and hydrodynamical code RAMSES (Teyssier 2002), and
the AREPO code (Springel 2010) with its modified gravity solver.
These are efficiently parallelised codes that can be used to run
cosmological N-body simulations for a range of modified gravity
scenarios, including f (R) gravity. Both codes use adaptive mesh
refinement to ensure accuracy of the fifth force solution in high-
density regions.
The cosmological parameters and technical specifications of
the simulations used in this investigation are listed in Table 1. The
three simulations that have been run using the ECOSMOG code are
labelled Crystal, Jade and Diamond in order of increasing resolu-
tion. The AREPO and Diamond simulations both have a mass reso-
lution of Mp = 1.52 × 108h−1M and resolve lower-mass halos.
On the other hand Crystal has a relatively low mass resolution,
but its larger box size allows us to investigate high-mass haloes.
Jade is able to provide overlapping halo masses with Crystal and
the other simulations, allowing haloes with a wide and continuous
range of masses to be studied. This is essential in order to com-
prehensively study the halo concentration across the full transition
between the screened and the unscreened regimes. The AREPO data
is the DM-only subset of the SHYBONE simulation suite (Arnold
et al. 2019) and is particularly useful because it has been run for
all three f (R) gravity models examined in this work. Its low par-
ticle mass allows low-mass, unscreened haloes to be studied in all
three models, ensuring a more detailed exploration of the transition
between the screened and unscreened regimes. In addition to this,
the similar resolutions of the AREPO simulation and Diamond al-
low a consistency test of the ECOSMOG and AREPO simulations,
which is necessary due to the potential disparities between the re-
sults from these two codes which employ different algorithms and
assume different cosmological parameters.
The simulation data covers redshifts up to at least z = 1 for
all simulations, as the results of this work are initially intended to
be used for tests of gravity using the Planck 2015 data (Ade et al.
2016), which covers galaxy clusters with z < 1. However redshifts
z < 2 and z < 3 have been included for AREPO F5 and F4, respec-
tively, as otherwise the data from these models would only cover
the unscreened regime. The dataset consists of 19 snapshots from
Crystal, 33 from Jade and 44 from Diamond. For AREPO there are
46, 37 and 24 snapshots from F4, F5 and F6, respectively.
The halo catalogues that we construct consist of dark matter
haloes identified using the friends-of-friends algorithm (FOF), and
include data on the bound substructures within every FOF group
which have been identified by the SUBFIND code (Springel et al.
2001). In this work, the halo mass M∆ is defined as the total mass
enclosed by a sphere of radius R∆ within which the average density
is equal to ∆ times the critical density of the Universe. This sphere
is centred at the potential minimum of the halo. Two methods that
can be used to calculate the halo concentration (see Sec. 3.2.1) also
require measurements of the maximum circular velocity, Vmax, and
MNRAS 000, 1–16 (2019)
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Parameters and Simulations
models Diamond Jade Crystal AREPO
box size / h−1Mpc 64 450 1024 62
particle number 5123 10243 10243 5123
particle mass / h−1M 1.52 × 108 6.64 × 109 7.78 × 1010 1.52 × 108
ΩM 0.281 0.2819 0.281 0.3089
ΩΛ = 1 −ΩM 0.719 0.7181 0.719 0.6911
h 0.697 0.697 0.697 0.6774
f (R) models F6 F5 F4, F5, F6 F4, F5, F6
Table 1. Specifications of the three ECOSMOG simulations and the AREPO simulation used in this investigation. The ECOSMOG simulations are labelled
Diamond, Jade and Crystal for convenience. All simulations have been run for ΛCDM in addition to the f (R) gravity models listed, where F4, F5, and F6
correspond to present-day scalar field strengths | fR0 | = 10−4, 10−5, 10−6 for Hu-Sawicki f (R) gravity with parameter n = 1. The Hubble constant, H0, is
equal to 100h kms−1Mpc−1 for each simulation.
the corresponding orbital radius, Rmax. The SUBFIND code calcu-
lates these quantities using just the bound particles of the central,
dominant subhalo. To a good approximation, these measurements
can be used to represent the maximum circular velocity and the
corresponding orbital radius for the entire FOF group. We have
checked that within Rmax almost all particles are bound regardless
of whether the fifth force is felt or not.
In order to accurately measure the halo concentration, it is im-
portant that the halo consists of enough particles so that it is well-
resolved at both the inner and outer regions. Therefore in all of our
analyses in this work we only use haloes with more than 1000 par-
ticles contained within R500. This corresponds to minimum halo
masses of M500 = (1.52 × 1011,6.64 × 1012,7.78 × 1013,1.52 ×
1011)h−1M for Diamond, Jade, Crystal and AREPO respectively.
We bin our haloes by M500 (see Sec. 3.2.3), and our model
for the enhancement of the concentration is designed to predict the
concentration in f (R) gravity as a function of M500 (see Sec. 4.2).
The reason for choosing overdensity ∆ = 500 is to be consistent
with Mitchell et al. (2018), in which M500 was used to study the
enhancement of the dynamical mass and, crucially, to define the
parameter p2 (see Sec. 2). As will be discussed later (Sec. 3.2.2),
the halo mass can be rescaled by this parameter in order to combine
data from snapshots with different values of | f¯R |/(1 + z).
Various works in the literature which study the halo evolu-
tion and aim to model the concentration as a function of redshift
and mass often use relaxed samples (e.g., Neto et al. 2007). Haloes
which have undergone recent mergers are unlikely to give reliable
estimates of the concentration. However, we have decided to in-
clude all haloes (that satisfy the above mass criteria) since one of
the applications of our results will include matter power spectrum
predictions, which requires the use of all haloes.
3.2 Methods
In this section we present the three approaches for measuring the
halo concentration that are used in this work (Sec. 3.2.1), a useful
rescaling of the halo mass (Sec. 3.2.2) and our method of binning
the concentration and evaluating its enhancement (Sec. 3.2.3).
3.2.1 Concentration measurement
Three methods were considered for the measurement of the halo
concentration. The most accurate is to directly fit the profiles of the
haloes using the NFW profile (Navarro et al. 1997):
ρ(r) = ρs(r/Rs)(1 + r/Rs)2
, (11)
where ρs is the characteristic density and Rs is the scale radius.
The concentration is defined as c200 = R200/Rs. Note that the con-
vention to define the concentration with respect to overdensity 200
is frequently used by the literature. Therefore we elected to use
this definition, even though our haloes are required to be binned
by M500 (see above). This approach is still consistent because as
long as the concentration can be predicted for one overdensity, it
can also be predicted for overdensity 500.
Radial bins that are equally spaced in logarithmic distance
from the halo centre were used to ensure that both the inner and
outer regions were equally well-fitted. As shown by Neto et al.
(2007), the choice of radial range over which the profile is fitted
can be important. Resolution effects can occur at the outer less-
dense regions of the halo or the innermost regions where, due to
the limited number of particles, the density can be underestimated.
In order to avoid these effects we chose to calculate the densities
of 20 logarithmic radial bins, spanning distances 0.05R200 to R200
from the halo centre, which is consistent with the range used by
Neto et al. (2007). These densities were fitted using the formula,
log10(ρ) = log10(ρs) − log10(xc200) − 2 log10(1 + xc200), (12)
where x = r/R200. This was achieved via unweighted least squares,
where ρs and c200 are allowed to vary independently. The halo con-
centration was set equal to the optimal value of c200.
The concentration was originally defined by Navarro et al.
(1997) as a parameter of the NFW profile. Therefore fitting this
profile to individual haloes is the only means of accurately measur-
ing the concentration in a way that is true to its definition1. Even for
an unscreened halo in f (R) gravity, where the density profile can
in principle deviate from an NFW profile, the concentration should
still be measured in the same way. However there are a number of
simplified methods that have been adopted in the literature, includ-
ing those presented by Prada et al. (2012) (P12) and Springel et al.
(2008) (S08), which we also consider in this work. Both methods
assume that the halo is well-characterised by the NFW profile with-
out performing a direct fitting. This allows the concentration to be
predicted with more limited information, which can save time.
1 We note that for the full NFW fitting one can choose to fit the mass pro-
files instead of the density profiles of haloes (e.g., Kwan et al. 2013). We
consider both cases as full NFW fitting, because they make use of the whole
range of halo radius (neglecting certain regions excluded from the fitting).
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The P12 method uses the relation between Vmax and the circu-
lar velocity at the halo radius R200:
V200 =
(
GM200
R200
)1/2
. (13)
For the NFW profile the ratio Vmax/V200 is directly related to the
halo concentration, c200, by,
Vmax
V200
=
(
0.216c200
f (c200)
)1/2
, (14)
where the function f (c) is given by the following:
f (c) = ln(1 + c) − c(1 + c) . (15)
Using only the measurements of Vmax and R200 (or M200),
Eqs. (13)-(15) can be combined and solved numerically to estimate
the concentration.
One challenge of this method that we encountered was that
for some haloes in our sample V200 > Vmax. Our estimate of Vmax
includes only particles bound to the central, dominant subhalo of
the FOF group, while V200 has been calculated using all particles,
bound or unbound, contained within R200. Therefore it is possible
that some large substructure found in the outer regions of the halo
or some additional unbound particles flying past the halo could re-
sult in this inequality. We did not include P12 measurements of the
concentration for haloes with V200 > Vmax.
Meanwhile the S08 method involves measuring the mean
overdensity within Rmax in units of the present-day critical density,
ρcrit:
δV =
ρ¯(Rmax)
ρcrit
= 2
(
Vmax
H0Rmax
)2
. (16)
The characteristic NFW overdensity, δc, is then calculated using,
δc =
ρs
ρcrit
= 7.213δV, (17)
which is related to c200 as follows:
δc =
200
3
c3200
f (c200)
. (18)
By starting with a measurement of Vmax (or Rmax), the concentra-
tion can be estimated by combining Eqs. (16)-(18). Note that this
method can be used for all haloes in our sample, including haloes
with V200 > Vmax.
The main distinction between these two simplified methods
is that the S08 method can give a more stable result which is in-
dependent of deviations from an NFW profile. This can be useful
for simulations of a low resolution, since the S08 method is only
sensitive to density changes around Rmax and can therefore repro-
duce the density profile without too much noise. On the other hand,
the P12 method uses information at R200 as well as Rmax, so if the
density profile deviates from an NFW profile outside Rmax then this
method can pick up this effect and yield a different result. So the
P12 concentration estimate is expected to be more likely to agree
with a measurement from a full fit of the NFW profile.
Because the density profile is slightly changed by f (R) gravity
for unscreened haloes, the differences between the methods will
prove to be important for the results (see Sec. 4.1).
3.2.2 Rescaled mass
A key aim of this work is to be able to predict how the halo
concentration is affected in the screened and unscreened regimes
of f (R) gravity. The mass of the transition between these two
regimes can be predicted using the p2 parameter, as discussed
in Sec. 2. Therefore it is useful to rescale the mass by the
transformation log10(M500M−1 h) → log10(M500M−1 h) − p2 ≡
log10(M500/10p2 ), such that negative values correspond to the un-
screened regime and positive values correspond to the screened
regime. It is essential to use a halo mass overdensity of 500 here, as
discussed in Sec. 3.1. Note that p2 can be measured using Eq. (10),
together with Eqs. (6)-(8) which are used to evaluate the back-
ground scalar field.
We motivate the rescaling approach in Fig. 2, which shows
the stacked density profiles of the f (R) haloes for four bins of
log10(M500/10p2 ), shown across four panels. The GR data for the
same redshifts is also shown in each panel for a comparison. The
density profile has been scaled by r2 such that it peaks at distance
r = Rs from the halo centre. This allows the concentration to be
easily read off from the peak of the data, given that this is equal to
R200/Rs.
The f (R) data in the panel at the top-left corresponds to
haloes that are partially screened. This is because the values of
log10(M500/10p2 ) used are just slightly above zero, and because
the transition from screened to unscreened is smooth and gradual
these haloes are therefore unscreened in the outer, less-dense re-
gions but still screened in the inner, denser regions. This means
that the particles falling towards the intermediate regions from the
outer regions of the halo feel a stronger gravitational pull. How-
ever, the particle motions in the innermost regions of the halo are
not affected by the fifth force, since this region is still screened.
Therefore in f (R) gravity the density at the outer regions is lower
and the density at the intermediate regions is greater than in GR,
but the density at the innermost regions is unaffected. This can ac-
tually lead to a larger scale radius Rs in f (R) gravity than in GR,
resulting in a lower value of the concentration. However the devi-
ation between the f (R) and GR density profiles in this regime of
log10(M500/10p2 ) is still quite small.
The top-right and bottom-left panels show regimes in which
the entire halo has become unscreened. It is likely that these haloes
have only recently entered the unscreened regime, since the values
of log10(M500/10p2 ) used are negative but still quite close to zero.
Because the entire halo is now unscreened, the particles within both
the inner and outer regions of the halo feel a stronger pull of gravity
and thus fall towards the halo centre with a greater acceleration.
Therefore the density is greater at the inner regions and lower at
the outer regions than in GR. This results in a scale radius Rs that
is smaller in f (R) gravity, and so the concentration is greater than
in GR. This regime of log10(M500/10p2 ) has the greatest deviation
between the f (R) and GR density profiles.
Finally, the bottom-right panel shows data that is deep
within the unscreened regime. This is because the values of
log10(M500/10p2 ) used are negative and much lower than the val-
ues spanned by the top-right and bottom-left panels. Therefore the
haloes in this bin are likely to have been unscreened for a signif-
icant period of time. Interestingly, the density profiles in GR and
f (R) gravity are in reasonable agreement in all regions apart from
the innermost region, in which the GR haloes are more dense. One
possibility is that in f (R) gravity the particles that initially fall into
the halo centre gain a higher velocity during this substantial period
of enhanced gravitational acceleration (Shi et al. 2015), such that
they are unable to settle into orbits at the innermost regions. As a
result the scale radius is larger in f (R) gravity than in GR, such that
the concentration is greater in GR.
From these results, it is clear that the variable
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Figure 2. Stacked density profile, scaled by r2, measured using the median density profile of the haloes found within a particular mass bin. The data is from
the AREPO simulation (see Table 1), run for Hu-Sawicki f (R) gravity with n = 1 (solid line) and GR (dashed line). Each panel corresponds to a particular
value of the present-day scalar field fR0, where F6 and F4 correspond to | fR0 | = 10−6 and | fR0 | = 10−4, respectively, and a particular redshift z. The mass
bins used cover the same range of halo masses, M500, for the f (R) and GR data, and each panel corresponds to a unique range of log10(M500/10p2 ) values
(annotated), where p2 is evaluated with Eq. (10) using the values | fR0 | and z of that panel.
log10(M500/10p2 ) can be a useful measure of the amount of
screening of a halo, and so the model used to predict the en-
hancement of the concentration (Sec. 4.2) has been measured with
respect to this variable. Plotting all results as a function of this
variable also allows the combination of data with different values
of fR0 and z, since these are encapsulated by p2 (see Sec. 4).
3.2.3 Concentration enhancement
The GR data of each simulation has been outputted at snapshots
with the same redshifts as the f (R) data. Therefore the concen-
tration enhancement of the haloes in a particular mass bin can be
evaluated by first computing the median concentrations using the
f (R) and GR data from that bin, and then taking a ratio of these
quantities. The choice of binning, the measurement of the median
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concentration and its error, and the evaluation of the concentration
enhancement and its error is discussed in this section.
In order to evaluate the concentration enhancement for the
haloes of a particular snapshot, the absolute concentrations of all
haloes in f (R) gravity and GR were measured using the methods
discussed in Sec. 3.2.1. The haloes in each model were then binned
by the halo mass M500, with the binning chosen such that all bins
are of equal width when viewed on a logarithmic axis apart from the
highest-mass bin, which was allowed to be wide enough to contain
at least 75 haloes in both f (R) gravity and GR. For a given snapshot
the same bins are used for both the GR and f (R) gravity datasets,
and the number of bins used is the greatest possible number such
that each bin contains at least 75 haloes for both models.
The decision to use a wider highest-mass bin was taken due to
the much smaller halo count at higher masses. The choice of hav-
ing at least 75 haloes in each bin ensured that a balance was found
between having enough bins with which to fit a reliable trend and
keeping the errors low for each bin. This decision followed some
tests which found that a minimum of 50 haloes per bin generates
bins with a scatter that is too large, while a minimum of 100 haloes
per bin results in very few bins, particularly in the AREPO and Dia-
mond data which do not contain as many haloes as the other simu-
lations.
In each bin, the mean logarithm of the halo mass and the me-
dian concentration was measured for both f (R) gravity and GR.
The average of the two mean mass logarithms has been used to rep-
resent the mass of each bin. The error of the median concentration
was evaluated using jackknife resampling, using the method dis-
cussed in Norberg et al. (2009) with 20 resamples. In this method
the haloes of a snapshot are randomly split into 20 sub-volumes,
then 20 resamples are created by systematically removing one sub-
volume at a time. The haloes of each resample are split into the
same set of mass bins as above, then the median concentration is
measured for each bin of each resample. The one standard devia-
tion error of the median concentration is then found by calculating
the square root of the variance of the 20 values for each bin, which
is multiplied by 19 to account for the lack of independence of the
resamples.
Finally, the logarithm of the ratio of the median concentration
values in f (R) gravity and GR, log10
([c/cGR]200) , was evaluated
to obtain the concentration enhancement. The error of the enhance-
ment was measured by combining the median concentration errors
in quadrature to find the error of the ratio, then the error of the log-
arithm of this ratio. Treating the errors as independent is justified
here because the particle positions in collapsed structures are un-
correlated in these two simulations even though they start from the
same initial conditions. This data is shown by the symbols in Figs. 3
and 4 for an arbitrary selection of snapshots and models for each
simulation. Note that the lines plotted in each panel correspond to
predictions from our general model, which is discussed in Sec. 4.2.
For each column the snapshots that are shown span the full range
of available redshifts (see Table 1). For each bin the concentration
enhancement and its error bar has been measured using the meth-
ods discussed above. The use of a wider highest-mass bin in each
snapshot, as discussed above, can also be seen in each panel. Note
that the same GR data is used when measuring the concentration
enhancement for different f (R) gravity models of the same simu-
lation, although the binning scheme that is used may vary slightly.
4 RESULTS
The results shown in Figs. 3 and 4 are plotted against the halo mass
M500. However, as discussed in Sec. 3.2.2, performing the transfor-
mation log10(M500M−1 h) → log10(M500/10p2 ) converts the mass
into a rescaled form in which negative values roughly correspond
to the unscreened regime of halo mass and positive values roughly
correspond to the screened regime. One advantage of this mass
rescaling is that the f (R) gravity model, redshift and cosmological
parameters ΩM and ΩΛ are all encapsulated by the p2 parameter
(Eq. 10), so plotting against this rescaled mass can allow data from
different f (R) gravity models and even from simulations run for
different cosmologies to be combined and plotted together in order
to extract general trends. Note that there is a unique p2 value for
every combination of z, fR0, ΩM and ΩΛ, so, for example, all of
the data in a particular panel of Fig. 3 or 4 would be shifted by the
same amount along the log10(M500M−1 h) axis when applying the
transformation to the mass.
We first used this plotting scheme to look into the three meth-
ods for measuring the concentration (see Sec. 3.2.1) to see how the
choice of measurement can affect the results. This is discussed in
Sec. 4.1. Then, focusing on the data produced from performing di-
rect fitting of the NFW profile to individual haloes, a general model
to describe the enhancement of the halo concentration in f (R) grav-
ity was sought and is discussed in Sec. 4.2.
4.1 Concentration measurement comparison
The concentration of each halo was measured using each of the
three methods presented in Sec. 3.2.1. For each of these measures,
the data was binned for every snapshot of each f (R) model and
the concentration enhancement and its error was measured for each
bin using the method discussed in Sec. 3.2.3. All of this data was
plotted together against log10(M500/10p2 ) to yield Fig. 5, in which
the three panels correspond to the three methods of measuring c200.
The data from each panel follows a similar general trend.
There is approximately zero enhancement of the concentra-
tion in the screened regime, then at lower mass (entering
the unscreened regime) the enhancement rises to a peak at
log10(M500/10p2 ) ≈ −1, before dropping to a negative enhance-
ment at log10(M500/10p2 ) . −3, where the GR concentration
exceeds the f (R) concentration. There is also a small dip in the
concentration enhancement for 0 < log10(M500/10p2 ) < 1. The
stacked profiles of Fig. 2 and the discussion in Sec. 3.2.2 can pro-
vide a physical interpretation of this behaviour.
The most accurate measurement of c200 is by performing a di-
rect fitting of the NFW profile to the halo profiles, so the panel on
the right in Fig. 5 is expected to give the most reliable result. Here,
the three f (R) gravity models all show a similar behaviour and even
peak at the same enhancement, which is approximately 0.15. Only
the F4 data from the Crystal simulation shows any deviation from
this behaviour, as it appears to have a lower concentration enhance-
ment than the rest of the data at log10(M500/10p2 ) ≈ −1. However
the good agreement of most of the data means that a general model
can be fitted using a portion of the data, as discussed in Sec. 4.2.
The P12 data reaches the same maximum enhancement of ap-
proximately 0.15. However, the disparity between the three f (R)
models is now greater, with the models each peaking at a different
enhancement. F6 has the highest peak enhancement and F4 has the
lowest peak. Note that the P12 data has a reduced sample which
excludes all haloes with V200 < Vmax (see Sec. 3.2.1). The S08 data
reaches a greater maximum enhancement of approximately 0.25,
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Figure 3. Ratio of the median concentrations of f (R) gravity and GR as a function of the halo mass, for Hu-Sawicki f (R) gravity with | fR0 | = 10−4 (F4, left
column), 10−5 (F5, middle column) and 10−6 (F6, right column) at various redshifts, z, as annotated. The parameter p2 is evaluated using the values | fR0 | and
z of each panel. Only haloes with mass M500 > 1.52 × 1011h−1M from the modified AREPO simulation (see Table 1), have been plotted. The one standard
deviation error bars are shown. Predictions have been plotted (solid line) for most snapshots, and are measured using the fit of Eq. (19) to the data of Fig. 7.
The optimal parameter values from this fit are given in Table 2. In panels corresponding to data excluded from the fit, predictions are still shown, but in dashed
lines.
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Figure 4. Ratio of the median concentrations of f (R) gravity and GR as a function of the halo mass, for Hu-Sawicki f (R) gravity with | fR0 | = 10−4 (F4, left
column), 10−5 (F5, middle column) and 10−6 (F6, right column) at various redshifts, z, as annotated. The parameter p2 is evaluated using the values | fR0 | and
z of each panel. Only haloes with mass M500 > (7.78 × 1013, 6.64 × 1012, 1.52 × 1011)h−1M have been plotted for the Crystal (left column), Jade (middle
column) and Diamond (right column) modified ECOSMOG simulations respectively, the specifications of which are provided by Table 1. The one standard
deviation error bars are shown. Predictions have been plotted (solid lines) for most snapshots, and are measured using the fit of Eq. (19) to the data of Fig. 7.
The optimal parameter values from this fit are given in Table 2. In panels corresponding to data excluded from the fit, predictions are still shown, but in dashed
lines.
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Figure 5. Ratio of the median concentrations of f (R) gravity and GR as a function of the rescaled mass, log10(M500/10p2 ), for Hu-Sawicki f (R) gravity with
| fR0 | = 10−4 (red), 10−5 (green) and 10−6 (blue) and n = 1. The plotted data is from the simulations summarised by Table 1, sifted so that only haloes with
more than 1000 particles enclosed within R500 are included. The concentration of each halo has been calculated using the methods discussed in Sec. 3.2.1,
namely the methods discussed by P12 (left) and S08 (middle) and by performing a direct fitting of the NFW profile to the halo density profiles (right). The one
standard deviation error bars are shown.
and shows an opposite trend in terms of the order of the models: F4
now has the highest peak enhancement and F6 has the lowest peak.
The difference in the results from the P12 and S08 methods
is not surprising, yet it is significant. As shown in Fig. 2, data at
log10(M500/10p2 ) ≈ −1 has a greater density at the inner regions
of the halo and a lower density at the outer regions compared with
GR, due to the enhanced acceleration of the in-falling particles. The
S08 method only uses data from Rmax to measure c200, whereas the
P12 method uses data from Rmax and R200. Being at a smaller dis-
tance from the halo centre, the mass enclosed by Rmax is more af-
fected by the in-fall of particles than the mass enclosed by R200. So
Vmax is more affected thanV200, with the result that the S08 method
measures a higher f (R) concentration than the other methods. The
P12 method is closer to actually fitting a density profile to the full
extent of the halo, and so it yields a closer result to the full NFW
fitting.
These results indicate that the choice of method for measuring
the concentration can be very important in modified gravity mod-
els. The three methods discussed in this work only agree perfectly
for ideal NFW profiles, and therefore only the direct NFW fitting
should be used for realistic cases. Note that this statement assumes
that the halo density profiles in f (R) gravity can still be well de-
scribed by the NFW profile, which needs to be checked explicitly
(see below). However, even if NFW is no longer valid, approxi-
mate methods such as P12 and S08 should not be used instead of
full NFW fitting either as they are derivatives of the latter. Indeed,
using the S08 method in f (R) gravity could lead to a measurement
of the halo concentration that is up to 26% greater than from per-
forming a fit. We therefore elected to use the direct NFW fitting
method for all other results in this work. Note that in Sec. 4.2 we
include a check of the validity of the NFW profile in f (R) gravity.
4.2 General model for the concentration enhancement
Before applying a fitting formula to the data it was useful to check
whether certain factors could be affecting the shape of the trend,
therefore the data was coloured via various schemes which are
shown in Fig. 6.
The top-left and top-right panels show the colourings by red-
shift and the particle number within each halo, respectively. These
can both be viewed as tests of the effect of the halo resolution.
For example, haloes with fewer particles can be prone to resolu-
tion effects at the innermost and outer regions, where the density
can be underestimated. Haloes are less dense and more diffuse at
higher redshift, which therefore leads to a greater exposure to these
effects. As discussed in Sec. 3.2.1, in an effort to prevent these ef-
fects we restricted the fitting of the NFW profile to the radial range
0.05R200 to R200. Furthermore we only include haloes that contain
at least 1000 particles within R500 in our sample. The coloured data
of Fig. 6 suggests that these measures were sufficient, as it can be
seen that even data at z ≈ 3 agrees with the main trend and every
part of the trend consists of haloes with both low and high particle
numbers. Therefore even for the F4 Crystal data, low resolution is
unlikely to be the reason for any disparity with the main trend.
It is significant that we are able to use redshifts up to z = 3
for the AREPO data. For a given fR0 value, haloes at high z are
more screened than haloes at low z. This is because the magni-
tude of the background scalar field f¯R grows as a function of time,
such that haloes of a given mass will eventually go from being
screened to unscreened. For f (R) gravity models with a stronger
scalar field (greater | fR0 |), haloes at a given redshift are more un-
screened and therefore have a lower log10(M500/10p2 ) value. How-
ever, models that are stronger than F4 are infeasible given current
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Figure 6. Ratio of the median concentrations of f (R) gravity and GR as a function of the rescaled mass, log10(M500/10p2 ), for Hu-Sawicki f (R) gravity
with | fR0 | = 10−4, 10−5 and 10−6 and n = 1. The plotted data is from the simulations summarised by Table 1, sifted so that only haloes with more than 1000
particles enclosed within R500 are included. The one standard deviation error bars are shown. The data is coloured by (clockwise from top left) the redshift, the
mean number of particles within R500, the logarithm of a combination of the scalar field and redshift, | f¯R |/(1+ z), and the fractional difference of chi squared
measures generated by NFW fits of the halo profiles.
constraints on f (R) gravity, and the minimum redshift that is avail-
able is z = 0. Therefore the minimum value of log10(M500/10p2 )
that can be plotted is only limited by the simulation resolution,
as only haloes with lower mass can exist at lower values of this
rescaled mass; similarly, the maximum value of log10(M500/10p2 )
is limited by the box size. For each of the f (R) gravity mod-
els tested in this analysis, the range of redshifts used provides
a range of log10(M500/10p2 ) that extends from the lowest value
that is possible at halo mass M500 = 1.52 × 1011h−1M to val-
ues in the screened regime, at which there is approximately no
enhancement of the concentration compared with GR and so the
concentration is much easier to predict. A weaker model of f (R)
gravity would likely exist close to or within the screened regime
for M500 ≥ 1.52 × 1011h−1M at z = 0. Therefore, given that
all three models tested in this work show excellent agreement for
−0.5 ≤ log10(M500/10p2 ) ≤ 0.0, it seems that a fit of this trend
MNRAS 000, 1–16 (2019)
Halo concentration modelling in f (R) gravity 13
should be general for M500 ≥ 1.52 × 1011h−1M for arbitrary val-
ues of fR0 that are allowed by current constraints.
For every NFW fit we stored the χ2 value, which is measured
by summing the squared residuals of the 20 radial bins. Storing
the median χ2 value for every mass bin, the GR and f (R) values
of the latter were then combined to generate the fractional χ2 dif-
ference. The bottom-left panel of Fig. 6 shows the data coloured
by this measure, and can therefore be seen as a test of the validity
of the NFW profile in f (R) gravity. The colouring shows that the
goodness-of-fit of the NFW profile for most haloes in f (R) grav-
ity is within 20% of the goodness-of-fit in GR. The colour-bar here
shows the full range of fractional differences that were observed
in the data, and we note that only a very small minority of haloes
have a χ2 that is almost 90% higher than in GR. These results are
promising, and imply that systematics induced through the fitting
of the NFW profile are unlikely to impact on the scatter of the halo
concentration in f (R) gravity.
Finally, the data was coloured by the logarithm of | f¯R |/(1+ z),
and this is shown in the bottom-right panel of Fig. 6. In Mitchell
et al. (2018) it was found that complicated f (R) gravity effects,
including screening, can effectively be described by this useful pa-
rameter. It is therefore useful to see how the enhancement of the
halo concentration at screened and unscreened regimes can depend
on this. An interesting observation is that bins with | f¯R |/(1 + z) .
10−4.5 are in excellent agreement with a smooth trend for −4 .
log10(M500/10p2 ) . 3. The F6 data, which reaches a peak en-
hancement at z ≈ 0, shows very good agreement with the F5 data,
and both models agree well with the higher-z F4 data. Therefore if
a cut is made so that only data with | f¯R |/(1+ z) ≤ 10−4.5 is used in
the fitting, then, at least for halo masses M500 ≥ 1.52×1011h−1M ,
a general model can be created that applies to arbitrary fR0 values
provided | f¯R |/(1 + z) ≤ 10−4.5. For models with | fR0 | > 10−4.5
the concentration enhancement does not follow the same trend, and
therefore cannot be described by the universal fitting formula be-
low. However, we note that models with | fR0 | > 10−4.5 have al-
ready been strongly disfavoured by observations.
Cleaning the data to remove bins with | f¯R |/(1 + z) >
10−4.5 and re-plotting yields Fig. 7. This shows a clear trend.
As log10(M500/10p2 ) is reduced from value 3, the concentration
enhancement, which is initially zero, drops slightly to a nega-
tive enhancement. Continuing into the unscreened regime the en-
hancement then rises to a distinct peak with value ≈ 0.15 at
log10(M500/10p2 ) ≈ −1, before dropping down to negative val-
ues again for log10(M500/10p2 ) . −3. From the discussion in
Sec. 3.2.2 and the results in Fig. 2, the above behaviour is phys-
ical and should therefore be fully included in the fitted model.
In selecting a suitable fitting formula, both the screened and
unscreened regimes of the data were considered. The data in the
unscreened part of Fig. 7 shows good agreement with a skewed
Gaussian curve, whose steepness is different on the two sides of
the peak. This requires five parameters: a scaling λ of the height
of the curve, a shift γ along the log10
([c/cGR]200) axis, a width
ωs, a skewness parameter α and a parameter ξs to describe the
location with respect to the log10(M500/10p2 ) axis. As discussed
in Sec. 3.2.2 and from examining the top-left panel of Fig. 2,
there is a physical motivation that the concentration should dip
slightly at halo masses just greater than 10p2h−1M . Therefore the
model would have to include a minimum in this regime. This was
achieved by multiplying the skewed Gaussian with a tanh curve,
which takes value 1 at low values of log10(M500/10p2 ) and drops
to value 0 at high values. This induces a further two parameters:
a location ξt and a width ωt with respect to the log10(M500/10p2 )
axis. The tanh curve also ensures that the model tends to zero at
higher log10(M500/10p2 ). This model would gradually level out at
log10(M500/10p2 ) < −4, however this is not necessarily how the
concentration enhancement would behave in this regime. The only
way to understand this would be to run higher-resolution simula-
tions so that lower-mass haloes can be investigated.
By taking the above considerations into account, we arrive at
a 7-parameter fitting formula, which is given by,
y(x) = 1
2
(
λ
ωs
φ(x′)
[
1 + erf
(
αx′√
2
)]
+ γ
)
(1 − tanh (ωt [x + ξt])) ,
(19)
where y = log10
([c/cGR]200) , x′ = (x − ξs)/ωs and x =
log10(M500/10p2 ). The left-hand bracket of Eq. (19) represents the
skewed Gaussian curve, where φ(x) is the normal distribution:
φ(x) = 1√
2pi
exp
(
− x
2
2
)
. (20)
This also includes a multiplication with the error function erf(x′)
in order to generate a skewed curve. The error function is given by,
erf(x) = 2√
pi
∫ x
0
e−t2 dt. (21)
The fit of Eq. (19) to the data of Fig. 7 was carried out by min-
imising the sum of the squared normalised residuals of the data
points, where the residuals have been normalised by the one stan-
dard deviation error bars shown. The sum is evaluated in a way
that treats different parts of the log10(M500/10p2 ) range equally.
This has been achieved by splitting this range into 13 equal-width
bins. The squared normalised residuals are then weighted by the
reciprocal of the number of data points in the current bin, prior to
minimising the sum through varying the parameters. The optimal
parameters are listed in Table 2 and the corresponding fit is shown
in Fig. 7.
We have also considered a weighted least squares fit which ne-
glects the weighting of the squared normalised residuals described
above. This results in a model that produces nearly identical pre-
dictions to the model shown in Fig. 7. However, neglecting the
weighting of the squared normalised residuals disfavours parts of
the log10(M500/10p2 ) range that contain fewer data points, includ-
ing the AREPO F4 data at log10(M500/10p2 ) . −3. Therefore, we
only include results from the fitting described above.
In order to test our model, its predictions were generated for
the data shown in Figs. 3 and 4. The predictions are shown by the
plotted lines. Solid lines are used in snapshots which were used
to generate the fit in Fig. 7 and dashed lines are used in snapshots
excluded from the fit (snapshots with | f¯R |/(1+z) > 10−4.5). Agree-
ment is generally excellent between the data and the predictions in
both figures. Agreement is reasonable even for the low-z F4 snap-
shots of AREPO that were not used to generate the model, as can
be seen in Fig. 3. Some small disparity exists in the higher-z F5
and F6 snapshots, where the data does not appear to agree with the
predicted minimum in the screened regime. Again, there are prob-
ably some physical effects that result in subtly different trends at
different redshifts. However, given the complexity of the behaviour
of the halo concentration in chameleon f (R) gravity and the sim-
plicity of our modelling, the amount of agreement shown in these
figures is indeed very good.
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Figure 7. Ratio of the median concentrations of f (R) gravity and GR as a function of the rescaled mass, log10(M500/10p2 ), for Hu-Sawicki f (R) gravity with
| fR0 | = 10−4 (red), 10−5 (green) and 10−6 (blue) and n = 1. Only data with | f¯R |/(1+ z) ≤ 10−4.5 has been included and fitted with Eq. (19). This fit is shown
by the trend-line, and the optimised parameter values are listed in Table 2. The plotted data is from the simulations summarised by Table 1, sifted so that all
haloes have at least 1000 particles enclosed within R500. The one standard deviation error bars are shown.
λ ξs ωs α γ ωt ξt
0.55 ± 0.18 −0.27 ± 0.09 1.7 ± 0.4 −6.5 ± 2.4 −0.07 ± 0.04 1.3 ± 1.0 0.1 ± 0.3
Table 2. Optimal parameter values and errors from the fit of Eq. (19) to the data of Fig. 7. The fit is carried out by first splitting the range of log10(M500/10p2 )
into 13 equal-width bins. The squared normalised residuals of the data points are then weighted by the reciprocal of the number of data points in the current
bin. The sum of these is minimised by varying the parameters.
5 SUMMARY, DISCUSSION AND CONCLUSIONS
The global properties of galaxy clusters are sensitive to cosmolog-
ical parameters and gravitational models. For example, the cluster
abundance depends largely on the growth rate of structure, which
in turn is sensitive to the behaviour of the force of gravity over large
scales. Galaxy clusters are therefore a powerful probe of modified
gravity theories on cosmological scales, and the results of the many
ongoing and upcoming high-impact galaxy and cluster surveys are
set to revolutionise the tightness of these constraints. However the
model-dependent theoretical predictions should be in a form that
they can be safely confronted with the observational data without
inducing bias and systematic effects in the final constraints. This is
not so straightforward in tests of modified gravity theories, where
the properties of galaxy clusters can be affected such that vari-
ous ΛCDM results for the cluster observable-mass relations are no
longer valid.
This paper is the second in a series of papers aiming to cre-
ate a general framework which incorporates the various effects
of modified gravity on the properties of galaxy clusters so that
model parameters can be constrained without bias. In the first pa-
per (Mitchell et al. 2018) a general model was calibrated for the
enhancement of the dynamical mass of clusters versus their true
mass in HS f (R) gravity with n = 1. This was probed vigorously
over a continuous range of scalar field values for models span-
ning −6.5 ≤ log10(| fR0 |) ≤ −4.0 using simulation data running
up to z = 1 and covering a wide range of halo masses. Perhaps
most significantly, this model depends on just a single parameter,
which is a combination of the background scalar field and redshift:
| f¯R |/(1 + z). That work also introduced a parameter denoted p2,
which is given by Eq. (10), that can be used to predict the mass,
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M500 = 10p2h−1M , above which haloes are screened and below
which haloes are unscreened. Note that this parameter encapsulates
the values of fR0, z, ΩM and ΩΛ, so that it encodes the cosmology
dependence of chameleon screening, as well as the dependence on
the f (R) gravity parameter. It is a universal description that allows
f (R) models with different fR0 to be studied in a unified way.
In this work, a model has been developed for the enhance-
ment of the halo concentration in HS f (R) gravity with n = 1
using a suite of simulations that are summarised by Table 1. The
model is shown in Fig. 7, and is given by Eq. (19) with the pa-
rameter values listed in Table 2. It has been defined in terms of a
useful rescaling of the halo mass, M500/10p2 , such that data from
three different f (R) gravity models again satisfy a universal de-
scription. These models have log10(| fR0 |) = (−4,−5,−6), and the
fitting was carried out using data from all simulation snapshots with
log10
(| f¯R |/(1 + z)) ≤ −4.5. This universal description is shown to
have very good agreement with simulations for M500/10p2 cover-
ing nearly 7 orders of magnitude, and covering five decades of the
halo mass.
Our model has been tested by comparing its predictions of the
enhancement of the concentration with an arbitrarily chosen set of
snapshots from our simulations, as shown by the lines plotted in
Figs. 3 and 4. These predictions show excellent agreement with
the data for all snapshots, apart from the Crystal snapshots with
log10
(| f¯R |/(1 + z)) > −4.5. This is not surprising given that this
data was not used in the fit of the model. Having a general model
that works for log10
(| f¯R |/(1 + z)) ≤ −4.5 will prove very useful,
particularly given that an analytical theoretical modelling was not
available.
The data of Fig. 7 shows that in the unscreened regime the en-
hancement of the concentration reaches a distinct peak as a function
of the halo mass, but drops to negative values at lower mass, where
the f (R) concentration is less than the GR concentration. As shown
by Fig. 2, such negative enhancement occurs because the innermost
regions of the haloes are less dense in f (R) gravity than in GR. This
could be caused by the velocity gained by particles in haloes, which
makes it difficult for them to settle into orbits at the central regions
of the halo. Meanwhile in the screened regime of Fig. 7 there is a
small dip in the concentration. Fig. 2 suggests that this is caused
by the halo being only partially screened, so that outer particles are
moved further towards the centre of the halo while the inner re-
gions remain screened. The density profile is therefore unaffected
at the innermost regions but is greater at intermediate radii. There-
fore the scale radius becomes greater, and fitting an NFW profile
would then result in an estimate for the concentration that is lower
in f (R) gravity than in GR. All of these effects are incorporated by
the fitted model of Eq. (19).
Some further investigations were carried out which can be use-
ful for further studies of the concentration in f (R) gravity, and in
other similar modified gravity theories. Firstly, in addition to apply-
ing a direct NFW profile fitting to each of the haloes to measure the
concentration, two simplified approaches were also used, namely
the methods that are used by Prada et al. (2012) and Springel et al.
(2008). The resulting enhancement of the concentration from using
these two methods (shown in Fig. 5) shows a difference from di-
rect NFW fitting. This is due to the effects of f (R) gravity on the
internal density profile, which means that the choice of regions of
the halo to use in measuring the concentration becomes important.
The method used by Springel et al. (2008) only requires the mass
enclosed by the orbital radius with the maximum circular velocity.
Being found at the inner regions of a halo, which become more
dense as the halo becomes unscreened, this results in the concen-
tration being overestimated by up to 26%. From this, we conclude
that only the direct NFW fitting should be used in f (R) studies. Sec-
ondly, we looked at the validity of the NFW profile fitting in f (R)
gravity and found that, as shown by the bottom-left panel of Fig. 6,
for most haloes the χ2 measure for the fit is within 20% of the
GR measure, and for some haloes the fit is even better. Therefore
the systematic effects caused by fitting the NFW profile in f (R)
gravity are unlikely to have a significant effect on the scatter of the
concentration measure.
This work shows that the p2 parameter defined by Mitchell
et al. (2018) can indeed be very useful in the description and mod-
elling of complicated effects in f (R) gravity. In addition to its rel-
atively simple one-parameter definition it may also allow the com-
bining of data generated by simulations run for different cosmolog-
ical parameters, as p2 encapsulates the values of ΩM and ΩΛ. In-
deed, the data for the concentration enhancement from AREPO and
Diamond F6 shows excellent agreement (see Fig. 7), even though
these two simulations were run for different cosmological param-
eters and using very different codes. It will be interesting to see
where else p2 can be used in f (R) studies. Of particular interest
would be to see how it can simplify the modelling of the HMF. The
enhancement of the HMF in f (R) gravity peaks at a particular halo
mass which depends on the strength of the scalar field. A stronger
scalar field allows higher-mass haloes to be unscreened, and there-
fore results in an enhancement of the HMF at a higher mass. At
the very least, the mass of the peak enhancement of the HMF can
be expected to be strongly correlated to p2. The enhancement of
the matter power spectrum could also be investigated via a similar
treatment. We are currently working on these and will report the
results in forthcoming works.
This work used data from four different simulations, allow-
ing a wide range of resolutions to be used. However, one poten-
tial drawback is that these are run for dark matter only. It would
therefore be useful to test these results using cluster data from full-
physics hydrodynamical simulations run for f (R) gravity. The re-
quirement of these simulations has already been included in the
general framework, as shown in Fig. 1, where full-physics hydrody-
namical simulations will be used to investigate various observable-
mass scaling relations in f (R) gravity.
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