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The purpose of this paper is to propose a new type of acceptor on a two- 
dimensional tape, called a "two-dimensional multipass on-line tessellation 
acceptor" (denoted by "2-mpota"), and to examine some properties of the 
2-mpota. It is shown that (1) nondeterministic 2-mpota's with the property that 
the sizes of the input and output apes in each pass are the same, are equivalent 
to nondeterministic re tangular array bounded automata, and (2) nondeter- 
ministic 2-mpota's which are permitted to have an enlarged output ape in each 
pass are equivalent to nondeterministic Turing rectangular ray automata. 
1. INTRODUCTION 
Inoue and Nakamura (1977) proposed a new type of acceptor on a two- 
dimensional tape, called the "two-dimensional on-line tessellation acceptor" 
(denoted by "2=ota"), which operates in parallel and on-line. In this paper, 
we introduce another new type of aeceptor, called the "two-dimensional 
multipass on-line tessellation acceptor" (denoted by "2-mpota"), which can be 
considered as an extension of the 2-ota. A 2-mpota is a 2-ota with an output 
function. When an input tape x is presented to the 2-mpota M, M reads the tape 
just as a 2-ota does, and produces a two-dimensional pattern on the output ape. 
After M reads through the input tape, M takes the pattern on the output tape 
as a new input tape, and again reads the tape as a 2-ota does, outputting a pattern, 
which is again taken as a new input tape. Repeating this process, M accepts the 
original input tape x if and only if the cell which reads the last row and the last 
column of the input tape in some pass enters an accepting (final) state. The 
reasons for this new model are the following: 
(i) The 2-mpota is a machine which has much stronger (accepting) 
power than the 2-ota, as will be shown in the paper. 
* This is a paper based on TR-628, Computer Science Center, University of Maryland. 
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(ii) The 2-mpota may be able to do the same work as the 2-ota, with 
fewer states than the 2-ota. 
(iii) The 2-mpota can be considered as an extension of the reset type of 
multipass automaton (Noshita, 1972) to two dimensions, and it is theoretically 
of interest in its own to investigate properties of the 2-mpota. 
(iv) In image processing, designers often proces  an input pattern in 
multi stages on passes. For example, they may apply smoothing techniques to 
an input pattern, in the first stage, and extract features from the smoothed 
pattern, in the second stage, and so on. The 2-mpota seems to be a useful model 
for such designers of image processing algorithms. 
The paper has two sections in addition to this Introduction. In Section 2, 
we give the necessary definitions and establish some fundamental properties of 
2-mpota's. In Section 3, we investigate the relationship between the accepting 
powers of 2-mpota's and other automata on a two-dimensional tape. It is shown 
that 
(1) nondeterministic 2-mpota's with the property that the sizes of the 
input and output tapes in each pass are the same, are equivalent to nondeter- 
ministic rectangular array bounded automata (Milgram and Rosenfeld, 1971). 
(2) nondeterministic 2-mpota's which are permitted to have an enlarged 
output tape in each pass are equivalent to nondeterministic Turing rectangular 
array automata (Milgram and Rosenfeld, 1971); 
In this paper, we assume that the reader is familiar with 2-ota's as defined 
in the literature (Inoue and Nakamura, 1977). 
2. PRELIMINARIES AND FUNDAMENTAL RESULTS 
DEFINITION 2.1. Let 27 be a finite set of symbols. A two-dimensional tape 
over 27 is a two-dimensional rectangular array of elements of 27. The set of all 
two-dimensional tapes over 27 is denoted by 27~). Given a tape x ~ 27~2~, we let 
ll(x ) be the number of rows and 12(x ) be the number of columns. If 1 ~ i ~ l~(x) 
and 1 ~ j ~ 12(x ), x(i, j) denotes the symbol in x with coordinates (i, j). 
Furthermore, we define 
x[(i, j), (i', /')] 
only when 1 ~ i ~ i' ~ /l(X) and 1 ~ j ~ j' ~ 12(x) as the two-dimensional 
tape z which satisfies the following (i) and (ii): 
(i) l~(z) =i ' - - i+  1 andI2(z) : j ' - - j@ 1; 
(ii) for each k, ~(1 ~< k ~< l~(~), 1 ~< ," ~< I~(~)), z(k, '9 = 4 i  + k - -  1, 
/@r - -  1). 
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We now introduce a two-dimenaionsal multipass on-line tessellation acceptor, 
which can be considered as an extension of the 2-ota. 
DEFINITION 2.2. A two-dimensional multipass on-line tessellation acceptor 
(2-mpota) is an infinite array of identical finite-state machines with input and 
output heads in two-dimensional space, and is defined as a 8-tuple M = 
(K, E 2, 27 k3 {.}, A, 6, qe, qo, F), where 
(1) K is a finite set of states; 
(2) E 2 is the set of all 2-tuples of integers; 
(3) Z is a finite set of input symbols, " . "  is the boundary symbol not in 27, 
and A is a finite set of tape symbols, where Z' _C A and • ~ A ; 
(4) 6: K ~ × (A w {.}) ~ 2 s w {{(q, E)} / q~K- -  {q~}}, where S = (K - -  
{q., %}) × {y e A (2~ I/~(y) = r and 12(y ) = s} ("r" and "s" are fixed positive 
integers depending on M), is the cell state-transition and output function; 
(5) qe ~ K is the motive state; 
(6) qo E K is the quiescent s ate; 
(7) F _C K - -  {q~, %} is a set of final states. 
K corresponds to the state set of any one of the finite state machines in the 
array. Each element (i, j) in E 2 can be visualized as the name of the machine 
situated at the lattice point in two-dimensional space indicated by the 2-tuple 
(i, j) and will be referred to as the (i, j)th cell. The cell state-transition a d output 
function 8 prescribes the state transitions and outputs of cells in E 2. Let q(i.j)(t) 
be the state of the (i, j)th cell at time t. Then the state q(i.j)(t + 1) of the (i, j)th 
cell at time t + 1 and the output y(i.jl(t + 1) of the (i,j)th cell at time t 4- 1 
satisfy 
(q(i,j)(t 4- 1), y(i,j)(t 4- 1)) ~ 8(q(id)(t), q(i_l,j)(t), q(~d_l)(t), a), 
where "a" is the symbol read by the input head of the (i, j)th cell. The motive 
state q~ tells M to read an input tape. Each element in K --  {q~, %} is called 
a stable state. 8 must satisfy the following two conditions: For each a E A w {.} 
and eachp i~K(1  ~<i~<3),  
(i) 8 (p l ,p2 ,  Pa, a) --- {(%, e)} if and only if a = "*" or pl = q0 and 
p~ ~ {q~, q0} (i = 2, 3); 
(ii) ifp~ is a stable state and a va . ,  8(p~, P2, P3, a) = {(p~, e)}. 
The neighborhood of the cell (i, j) in E 2 is the set consisting of cells (i, j), 
( i - -  1,j), and ( i , j - -  1). By saying that a tape x in A(21 is presented to M, 
we mean that for each (i, j) ~ R = {(i, j) ~ E 2 I 1 ~< i ~</~(x) and 1 ~< j ~< l~(x)}, 
the symbol x(i, j) is placed on cell (i, j) and the boundary symbol " , "  is placed 
on each cell not in R. (See Figure 1). Condition (i) means that each cell in E z 
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stays in the quiescent state and does not output, if the symbol read by it is 
"*", or if its state is the quiescent state and the states of the other cells in its 
neigborhood are not stable states. (By "4", we shall mean "empty" output.) 
Condition (ii) means that each cell in E 2 stays in a stable state and does not 
output regardless of the state of each cell in its neighborhood and of the symbol 
(except ,) read by it, once it enters a stable state. 
t P . . . . . .  I I 
I . . . .  ; 
1 r . . . . . .  I I I ~ e  t l L _ _ J  I 
t - - - -  I 
the neighbourhood of the (i,j) ~h cell 
FIG. 1. The input of an m × n tape x to a 2-mpota nd the neighborhood of the (i, j )th 
cell (boxed). 
A state configuration c of M is a mapping from E 2into K. The state configuration 
c of M such that c(1, 1) = qe and c(v) = qo for each v (#(1, 1)) in E 2 is called 
the pr imit ive state configuration of M. 
We now give an intuitive explanation of the action of the 2-mpota M = 
(K, E 2, 27 u {.}, A, S, qe, q0, F). Let x ~ 2J ~2) be an input tape to M. First, 
M begins to read the tape x in its primitive state configuration, with a blank 
output tape y such that l l ( y  ) = r × m and 12(y ) = s × n, where m ~- l l (x ) 
and n = 12(x), and r, s are fixed positive integers depending on M which were 
given in (4) of Definition 2.2. M acts synchronously as follows. At time t = 1, 
cell (1, 1) enters a stable state corresponding to the characteristic of x[(1, 1), 
(1, 1)], and outputs an array (of elements of A) of size r × s on the subtape 
y[(1, 1), (r, s)] of the output tape y. Generally, at time t = k(k  >~ 1), each 
cell ( i , j )  such that ( i -  1) + ( j -  1) = h -- 1 enters a stable state (corre- 
sponding to the characteristic of x[(1, 1), (i, j)]) which depends on the stable 
states memorized in cells (i --  1, j) and (i, j - -  1) and on the symbol read by it, 
and outputs an array (of elements of A) of size r × s on the subtapey[ ( r ( i  - -  1) + 
1, s ( j  - -  1) + 1), (ri, sj)] of the output tape y. (Until time t = h, each cell 
( i , j )  such that ( i - -  1 )+( j - -  1) =k- -  1 stays in the quiescent state and 
does not output. At time t = k, it enters a stable state and outputs an array 
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for the first time, and after time t = k, it stays in a stable state and does not 
output.) After M has read through the tape x, i.e., after cell (m, n) has entered 
a stable state, M is reset in the primitive state configuration, and the output 
array with r × m rows and s × n columns is presented as the new input tape 
to M. Again, M reads the input tape and outputs an array (~A (2)) with r 2 × m 
rows and s 2 × n columns in the manner mentioned above. Repeating this 
process, M accepts the original input tape x if and only if the cell which reads 
the last row and the last column of the input tape in some pass enters a final 
state. (We shall call a "pass" the process during which an input tape is presented 
to M in the primitive state configuration, M reads through the input tape, and 
outputs an array.) 
We now give a formal definition of the set of tapes accepted by a 2-mpota. 
DEFINITION 2.3. Let M = (K, E 2, X W {*}, A, 5, q~, qo, F) be a 2-mpota 
and let x be in A (2). A run of M on x is a two-dimensional tape z over K --  {q, , %} 
which satisfies the following two conditions: 
(i) Ii(z ) = ll(x ) and l~(z) = /~(x); 
(ii) z(1, 1) ~ {q ] ~y ~ A(~)[(q, y) ~ 8(q,, %, qo, x(1, 1))]} and for each (i, j) 
(5(1,  1)) (1 ~< i ~< /~(z), 1 ~< j <~ 12(z)), z(i, j )  ~ {q I 3y ~ A())[(q, y) E 8(q o , 
z(i  --  1,j), z ( i , j  --  1), x(i,j))]}, where z(O,j)  = z(i, O) ~- qo. 
DEFINITION 2.4. Let M = (K, E 2, 2 W {*}, A, 3, q~, q0, F) be a 2-mpota, 
and let x be in A (2). An output tape (or output array) of M on x is a two-dimen- 
sional tape y over A which satisfies the following two conditions: 
(i) / I (Y )=r  × ll(x ) and 12(y ) =s  × lz(x), where r and s are fixed 
positive integers depending on M which were given in (4) of Definition 2.2; 
(ii) For some run z of M on x, 
(a) y[(1, 1), (r, s)] ~{w ] (z(1, 1), w) ~ S(qe, %, qo, x(1, 1))}, and 
(b) y[ ( r ( i - -  1) + 1, s ( j - -  1) + 1), (ri, sj)] e {w [ (z( i , j ) ,  w) ~ ~(qo, 
z(i  --  1,j), z ( i , j  - -  1), x(i , j ))} for each ( i , j )  (5(1,  1)) (1 <~ i ~ l~(x), 1 ~ j <~ 
12(x)) , where z(O, j )  = z(i, O) = %.  
We denote the set of all runs of a 2-mpota M on x by "RM(x)"  , and the set of 
all output tapes of M on x by "M(x)". 
DEFINITION 2.5. T(M) ,  i.e., the set of all two-dimensional tapes accepted 
by a 2-mpota M = (K, E 2, 2: k) {.}, A, 3, q,, q0, F), is defined as 
T(M)  = {x ~ X (2) I (3n, Yo, Yl ,-.., Y~-I, z)[n >~ 1 & x = Yo & (Vi) 
[0 ~< i ~ n --  2 => Yi+l ~ M(yi)] & z ~ RM(y~_I) & z(ll(z), 12(z)) ~F]}. 
643/4I]3-5 
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For each x ~ T(M), PM(X) denotes the smallest integer n in the definition of 
"x ~ T(M)", and is called the number of passes of M for x. 
Let M = (K, E ~, 27 t_) {.}, A, 5, q~, q0, F) be a 2-mpota. M is called deter- 
ministic if the image under ~ of every element in K s × (A • {.}) is a singleton; 
otherwise, nondeterministic. In particular, if the integers r and s (depending on M) 
which are given in (4) of Definition 2.2 are both 1, M is called "area-preserving". 
An area-preserving 2-mpota is denoted by "2-apmpota". Below, we denote 
a deterministic 2-mpota (resp. deterministic 2-apmpota) by "2-dmpota" 
(resp. "2-dapmpota"), and a nondeterministic 2-mpota (resp. nondeterministic 
2-apmpota) by "2-mpota" (resp. "2-apmpota"). Furthermore, we denote, for 
example, the class of sets of two-dimensional tapes accepted by 2-dmpota's by 
"~°(2-dmpota)". 
Remark 2.1. We note that a 2-mpota (resp. 2-apmpota) can be considered 
as an extension of the reset type of nondeterministic multipass automaton 
(resp. nondeterministic length-preserving multipass automaton) introduced in 
(Noshita, 1972). 
Clearly, 2-mpota's (resp. 2-dmpota's) whose numbers of passes are restricted 
to 1 are equivalent to 2-ota's (resp. 2-dota~s), where "2-ota" (resp. "2-dota") 
denotes a nondeterministic two-dimensional on-line tessellation aeceptor 
(resp. deterministic two-dimensional on-line tessellation acceptor) (Inoue and 
Nakamura, 1977). The following theorem implies that 2-mpota's (resp. 
2-dmpota's) whose numbers of passes are restricted to some fixed finite integer 
are also equivalent to 2-ota's (resp. 2-dota's). 
THEOREM 2.1. Let M be a 2-mpota (resp. 2-dmpota). I f for some fixed integer 
k >/ 1 the following statement (a) holds, then T(M)~ ~(2-ota) (resp. T(M) 
5e(Z-dota)). 
(A): PM(X) ~ k for any x E T(M). 
Proof. We prove the theorem for the 2-dapmpota. (A similar argument 
is applicable to the other cases.) Let M = (K, E 2, Z'U {.}, A, 5, q~, q0, F) 
be a 2-dapmpota satisfying (A). 
From M, we construct the following 2-dota M' = (K', E 2, Z' u {.}, 3', Q~, 
Q0, y'). 
(1) K'  = {Q,, Q0} w (K -- {q,, qo}) e, where 
h k 
Q, = [ ~ ]  and Q0 = [ ~ ] .  
(2) F' = {[ql, q2 ,.-., qk] 13i(1 <~ i <~ k)[q~ eF]}. 
(3) For any a e Z and any [Pa, P2 ,.-., Pk], [ql, q2 ,..., qk] ~ K' -- {Q~), 
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(i) 3'(Q~, Qo, Q0, a) • [rl,  r 2,..., re] 1, where for each i (1 ~ i ~ k) 
ri = hl(~(q~, qo, %,  ai)), al = a, and ai = ha(3(qe, qo, qo, a~_l)) (where 
h l :K  × A-+K and ha :K  × A--->A are mappings such that for any s = 
(q, b) ~ K × A, hl(s ) ~- q and ha(s ) = b); 
(ii) ~'(Q0, [P~, P2,...,Pk], [ql, q2 ,..-, qk], a) = Q0 if [px, p2 ,..., plJ = 
[ql, q2 ,..., qk] = Qo, = )1 ,  s2 ,..., sk] ... otherwise, where for each i 
(1 <~ i <~ k)s~ = hl(3(q0,p~, qt, at)), al = a, and at = h2(S(qo, Pt-~, q~-a, 
Intuitively, M'  simulates, in one pass, the actions of M in k passes. Suppose 
that an input tape x (in X (2)) with m rows and n columns is presented to M'. For 
each r (1 ~ r ~ k) and each (i, j) (1 ~< i ~< m, 1 ~<j ~< n), the rth component 
"qr" in the state [qa ,..., qe] (~K' - -  {Q~, Qo}) which the (i, j)th cell of M '  
enters, represents the stable state which the (i, j)th cell of M enters in the rth 
pass when x is presented to M. From the construction of M',  it will be obvious 
that M'  accepts the same set as M. Q.E.D. 
The following theorem implies that 2-apmpota's (resp. 2-dapmpota's) whose 
numbers of passes are not restricted are more powerful than 2-ota's (resp. 
2-dota's). 
THEOREM 2.2. (1) 5e(2-ota) C ~(2-apmpota), and (2) ~f(2-dota) C ~(2-  
dapmpota). 
Proof. Let L = {wcw I w E {a, b}+}, where for any set S, S + denotes the set 
of all (one-dimensional) sequences of elements of S excluding the empty tape. 
As easily seen, the set of all the tapes with just one row accepted by a 2-ota is 
a regular set (Hoperoft and Ullman, 1969). ThereforeL ¢ 5¢(2-ota). On the other 
hand, L is accepted by the 2-dapmpota M which acts as follows. Suppose that 
an input tape 
wlcw2, where wl,  w 2 ~ {a, b} +, 
is presented to M. (Input tapes in different form from the above can easily be 
rejected by M.) In thejth pass (1 <~ j ~ 12(wl) ), M picks up the symbol wl(1, j), 
transmitts it to the right, compares it with the symbol w2(1 , j), and accepts the 
tape wlcw 2 if and only if this comparison is successful for each j. (Of course, 
M must check that 12(wl) = lz(w2). This check can easily be done by M. The 
details are left to the reader.) This completes the proof of the theorem. Q.E.D. 
We now show that 5q(2-dapmpota) is a Boolean algebra. 
THEOREM 2.3. 5¢'(2-dapmpota) is closed under union, intersection, and 
complementation. 
1 For brevity, we shall omit the braces and represent these singletons by their sole 
elements. 
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Proof. Union: The ordinary "direct product" method can be applied. 
Complementation: Let M be a 2-dapmpota nd 27 be the set of input symbols 
of M. The complement of T(M) is accepted by the 2-dapmpota M '  which acts 
as follows. Suppose that an input tape (in Z (m) with m rows and n columns is 
presented to M'.  The (m, n)th cell of M '  enters a final state if and only if when 
simulating the action of the (m, n)th cell of M, it finds out that 
(i) the (m, n)th cell of M has never entered a final state in the previous 
passes, and 
(ii) the (m, n)th cell of M will not enter a final state in the subsequent 
passes either (i.e., it has entered a loop). 
Evidently, the above (i) is easily found by the (m, n)th cell of M' .  The (m, n)th 
cell of M '  can also find out the above (ii) by making M '  do two different simula- 
tions as follows. M '  divides each square of the input tapes into two subsquares, 
and directly simulates the action of M on the first subsquares. Furthermore, 
on the second subsquares, M '  simulates one pass of M every two passes of M' .  
(That is, 7p/' reads through the second subsquares without doing anything, 
during one of the two passes.) Note that if M enters a loop at all, the patterns on 
the first and second subsquares must be identical at some pass. Therefore, the 
(m, n)th cell of M '  can find out that M (i.e., the (m, n)th cell of M) has entered 
a loop, by checking that the patterns on the first and second subsquares are 
identical at some step. 
Intersection: The result follows from the fact that ~a(2-dapmpota) is closed 
under union and complementation. Q.E.D. 
We conclude this section by giving two operations on two-dimensional tapes 
which will be used later. 
DEFINITION 2.6. Let 271, 273 be finite sets of symbols. A projection is a 
mapping ~: Z~ 2) -+ 27~2) obtained by extending a mapping ,: 27~ -+ Z 2 as follows: 
¢(x) = x '¢> (i) lk(x ) = lT~(x' ) for each k = 1, 2, and (ii) r(x( i , j ) )= x'(i,j) 
for each (i, j) ~ {(i, j) ] 1 ~i~la(x )  and 1 ~ j  ~<lz(x)}. If  T_C27~ ), we let 
-~(T) = {'?(x) ] x e T}. 
DEFINITION 2.7. Let 27 be a finite set of symbols and let x be in 27 (21. Then, 
if ll(x ) >/2, Ell(x) and E12(x) denote the tapes x[(2, 1), (ll(x), l~(x))] and 
x[(1, 1), (ll(x) - -  1, 12(x))], respectively. Furthermore, if 12(x ) >/2, E21(x) and 
E22(x) denote the tapes x[(1, 2), (ll(x), 12(x)) ] and x[(1, 1), (ll(x), 12(x ) -- 1)], 
respectively. Let T be a subset of 27(21. Then for each i, j (1 ~ i, j ~ 2), E j (T )  = 
{EiJ(x) L x ~ T}. 
By using similar techniques to those in the proofs of Theorems 3.4 and 3.6 in 
(Inoue and Nakamura, 1977), we can easily prove the following lemma. The 
proof is omitted here. 
LEMMA 2.1. Y(2-apmpota) is closed under projection and E j(1 ~ i, j ~ 2). 
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3. RELATION TO OTHER AUTOMATA ON A Two-DIMENSIONAL TAPE 
In this section, we examine the relationship between the accepting powers of 
2-apmpota's (or 2-mpota's) and other automata on a two-dimensional tape. It is 
shown that 2-apmpota's are equivalent o nondeterministic rectangular array 
bounded automata, and 2-mpota's are equivalent o nondeterministic Turing 
rectangular array automata. Furthermore, a normal-form theorem for 2-mpota's 
is given. 
DEFINITION 3.1. A Turing rectangular array automaton (denoted by 
"TRAA")  is a 6-tuple M = (K, Z, F, 3, %, F )  2, where 
(1) K is a finite set of states (of the finite control); 
(2) /" is a finite set of tape symbols which includes the special symbol "#"  
called the blank symbol; 
(3) Z', a subset of/~ not including #,  is a set of input symbols; 
(4) 3: K X A -+ 2 ~cxrx~ is the control function, where A ~ {L, R, U, D} 
can be thought of as a set of directions ("left", "right", "up",  "down"); 
(5) q0 ~ K is the initial state; 
(6) F C K is a set of final states. 
The TRAA M has a finite control, a two-dimensional infinite tape which is 
divided into cells (or squares), and a tape head which scans one cell of the tape 
at a time. Two dimensional coordinates (i, j )  ~ Z 2 ( I  is the set of all integers) are 
assigned, in the usual way, to each cell of the tape. By saying that a two-dimen- 
sional tape x ~ Z (2~ is presented to M, we mean that for each (i, j )E  R = 
{(i, j) ~ I ~ r 1 <~ i <~ ll(X) and 1 ~< j ~< 12(x)}, the symbol x(i, j) is written on 
the cell with coordinates (i, j), and the blank symbol "#"  is written on each 
cell with coordinates not in R. 
S(q, a) ~ (p, A, d) means that if M reads the symbol a in state q, it can enter 
state p, write symbol A, and move in direction d. M is called deterministic f the 
image under S of every pair in K × /" is a singleton; otherwise, nondeterministic. 
When an input tape x ~ Z (21 is presented to M, M starts in the initial state q0 
on the cell with coordinates (1, 1). We say that M accepts the tape x if M ever 
enters a final state. (Note that M can go into cells on which the blank symbols 
are written.) The set of all two-dimensional tapes over Z' accepted by M is 
denoted by T(M). 
We next introduce a rectangular array bounded automaton which can be 
considered as an extension of a linear bounded automaton (Hopcroft and 
Ullman, 1969) to two dimensions. 
2 Turing rectangular ray automata re Turing array acceptors (Milgram and Rosen- 
feld, 1971) whose input tapes are required to be rectangular. 
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A rectangular array bounded automaton (denoted by "RABA") is a TRAA 
which never leaves those cells on which the input was placed. Formally, a RABA 
is denoted by M = (K, Z, P, 3, q0, F). The symbols have essentially the same 
meanings as for the TRAA of Definition 3.1. In the RABA, the blank symbols # 
are intially on the edges of the input, and their function is to prevent he tape 
head from leaving the region of tape upon which the input appears. Determinism 
or nondeterminism of the RABA, and acceptance by it, are defined in the same 
way as for the TRAA. 
Below, we denote a deterministic TRAA (resp. deterministic RABA) by 
"DTRAA"  (resp. "DRABA"), and a nondeterministic TRAA (resp. non- 
deterministic RABA) by "TRAA"  (resp. "RABA") .  As usual, o~q(TRAA), for 
example, denotes the class of sets accepted by TRAA's. 
Noshita (1972) showed that the class of sets accepted by nondeterministic 
length-preserving multipass automata is equal to the class of sets accepted by 
nondeterministic linear bounded automata. The following theorem can be 
considered as a natural extension of this result to two dimensions. 
THEOREM 3.1. 5f(2-apmpota) = ~(RABA) .  
Proof. It is easy to see that 5¢(2-apmpota) is contained in ~°(RABA); the 
proof is omitted here. We will now show that the converse is also true. Let 
M = (K, Z , / ' ,  3, q0, F) be a RABA accepting a set T C ZI 2). A two-dimensional 
tape c ~ (/" t3 K × /-)12) which has one and only one element of K × 2' is called 
a "configuration" of M. The element of K × P in a configuration c of M is 
denoted by "(c) s''. ("(c) s = (q, a)" means that M is going to read the symbol a 
in state q on the cell where the symbol (q, a) is written.) For a two-dimensional 
tape x ~ Z 12), the configuration of M which is shown in Figure 2 is called the 
"initial configuration" of M on x. 
I# # # . . . .  # # 
(qO,x( l , l ) )  x( l ,2)  . . . .  x( l ,n)  # 
' x(2,1)  x(2,2)  . . . . . .  x(2,n)  # £1(x) = m 
#~ " I . . . . .  ~2  (x )  = n 
, x(m,2) . . . .  x(m,n) # qo : the  in i t ia l  x(m,l)  # . . . .  
# # # s ta te  of M 
FIG. 2. The init ia l  conf igurat ion  of  M on  x. 
We define the relation "~---m" between two configurations c, c' of M as follows. 
C ~M C' -4:~ 
(i) ll(c ) = ll(C') and L.(c) = 12(c'), and 
(ii) for somei, j (1  ~i~l~(c ) ,  1 ~ j  ~ 12(c)) and some (q, a) ~ K X /', 
c(i, j) = (q, a), and one of the following four conditions holds: 
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(1) 3(q, a) ~ (p, A, R), c'(i, j)  = A, c'(i, j + 1) : (p, c(i, j - /  1)), and 
c(k, r) = c'(k, r) for each (k, r) other than (i, j)  and (i, j + 1); 
(2) 8(q, a) a (p ,  A ,L ) ,  e'(i, j) = A, c ' ( i , j - -  1) = (p, c ( i , j - -  1)), and 
c(k, r) = c'(k, r) for each (k, r) other than ( i , j)  and (i, j --  1); 
(3) 3(q, a) a (p, A, U), c'(i, j)  = _/t, c'(i - -  1, j)  = (p, c(i --  1, j)), and 
c(k, r) = c'(k, r) for each (k, r) other than (i , j) and (i - -  1,j); 
(4) ~(q, a) a (p, A,  D), c'(i , j) = A, c'(i + 1, j )  = (p, c(i + 1, j)), and 
c(k, r) = e'(k, r) for each (k, r) other than (i, j) and (i + 1, j). 
For example, let c and c' be the two configurations of M shown in Figure 3(a) 
and Figure 3(b), respectively. Then c ~--M c' if 3(q, a) ~ (p, A, R). An initial 
configuration c of M is called satisfiable if for some t />  1 we have 
c : q ~---M ca ~---M "'" ~---M C, and (c,) 8 EF  × P. 
# (q,a) b # q ,pEK # A (p.b) # 
# e d # a,b ,e,cl,A 6 r # e d # 
[# # # # # # # # 
(a) (b) 
Fro. 3. (a) c, (b) c'. 
Let Ts(M ) be the set of all satisfiable initial configurations of M. Then it is 
obvious that 
T(M)  = T =- E~(E~2(E2~(E~(.~(T,(M)))))), 
where e is the projection obtained by extending the mapping r: E ~3 K × / '--+/1 
such that r(s) = s for each se / '  and r(q, a) = a for each (q, a) e K × P. 
Therefore, in order to show that ~a(RABA) _C ~a(2-apmpota), by Lemma 2.1, 
it is sufficient o show that there exists a 2-apmpota that accepts T,(M).  We 
consider the 2-apmpota M'  which acts as follows. When an input tape q 
(P k )K  × /-)l~) is presented to M',  in the first pass, M '  checks that c 1 is an 
initial configuration of M, and outputs a configuration c 2of M such that q ~--M c.~. 
Subsequently, in the kth pass (k /> 2), M '  outputs a configuration %+1 of M 
such that c~: ~---M c~+1, where c~ is the configuration that was output in the 
(k --  l)st pass. If, in some pass, M'  outputs a configuration c of M such that 
(c) ~ e F × P, the cell (of M')  which reads the last row and the last column of 
the input tape in the pass enters a final state. It is obvious that T(M' )  = T~(M). 
It is easy but very tedious to construct M '  formally, and so the construction is
omitted here. We note that M '  must be nondeterministic because of the following 
two factors: 
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(a) M is  nondeterministic; 
(b) From the configuration cs: which was output in the (k -  1)st pass, 
M'  must in the hth pass output a configuration ce+l of M such that c k ~---M ck+~ 
according to one of the above conditions (2) and (3). Q.E.D. 
Smith (1971) showed that 5¢(RABA) is equal to the class of sets accepted by 
nondeterministic rectangular array bounded cellular spaces (RBCS's). (See the 
literature (Smith, 1971) for the RBCS.) This and Theorem 3.1 show that 
~(2-apmpota) is equal to the class £°(RBCS) of sets accepted by RBCS's. 
A RBCS M is called "unilateral", and is denoted by "URBCS",  if the 
neighborhood ofeach cell (i, j) of M is restricted to the set of cells {(i,j), (i --  1,j), 
( i , j - -1 )} .  Inoue (1977) showed that ~(2-apmpota) is equal to the class 
~(URBCS)  of sets accepted by URBCS's. a Thus, we have the following 
theorem: 
THEOREM 3.2. 5('(2-apmpota) = X ' (RABA)  = ~ ' (RBCS)  = =LP(URBCS). 
Let ~(DURBCS)  be the class of sets accepted by deterministic URBCS's. 
Inoue (1977) showed that ~cP(2-dapmpota) is equal to ~°(DURBCS). This and 
Theorem 2.3 show that ~°(DURBCS) is closed under union, intersection, and 
complementation. For the deterministic ase, it is unknown whether a relation 
similar to Theorem 3.2 holds (except hat LC'(2-dapmpota) = ~(DURBCS)  and 
~q°(DRABA) = ~(DRBCS)  (Smith, 1971)). 
We conclude this section by showing that ~(2-mpota) is equal to £°(TRAA). 
Similar techniques to those in the proof of Theorem 3.1 can be applied to prove 
this. However, we must note that a TRAA can go into cells on which blank 
symbols # are written. 
THEOREM 3.3. •(2-mpota) = -L~( TRAA) .  
Proof. It is easy to see that ~L~°(2-mpota) is contained in Y(TRAA);  the 
proof is omitted here. We will now show that the converse is also true. Let 
M = (K, Z', 1", 3, q0, F) be a TRAA. A two-dimensional tape c (ll(c) = m, 
12(c ) = n) over 1" ~ K × 1" kJ {¢, $} which satisfies the following four conditions 
is called an extended configuration of M, where ¢ and $ are new symbols: 
(i) c(m, r) = $ for each 1 ~ r ~< n, and c(k, n) = $ for each 1 ~ k ~ m; 
(ii) c[(m--  1,1), (m -- l , n - -1)]  m {#, ¢}(2), c[(1, n -1 ) , (m- l ,n -1 ) ]~ 
{#, ¢}% c(m - 1, 1) = c(1, n - 1) = #,  and c[(1, 1), (m -- 2, n --  2)] 
(F U K × /" W {¢})(2); 
In the literature (Inoue, 1977), the rightmost cell in the lowermost row of an input 
pattern in a RBCS (or URBCS) M is called the accept cell for that input pattern in M. 
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(iii) There is one an only one element of K × / '  in c[(1, 1), (m- -  2, 
n - 2 ) ] ;  
(iv) For each(ia,j~), (i 2,j2) (1 <~ i a , i  2 ~ m- -  1, 1 <~j~,j2 <~ n- -  1), 
if both c(ia, Ja) and c(i2, j2) are in /~ u K × /1, then both c(ia, J2) and c(i2, Ja) 
are in 2' w K × f'. 
For each x ~ X (2), the extended configuration c of M which satisfies the 
following two conditions is called the initial extended configuration of M on x: 
(i) h(c) = 4m and 12(c ) = 4n, where m = h(x) and n = le(x); 
(ii) c(1, 1) =(%,x(1 ,  1)) &c(4( i - -  1 )+ 1, 4 ( j - -  1 )+ 1) =x( i , j )  for 
each (i, j) (~=(I, 1))(1 ~ i<~m, 1 ~ j  <~n) & c(4m-- 1 ,4 ( j - -  1)+ 1) 
c(4( i - -  1) + 1, 4n - -  1) = c(4m-- 1, 4n- -  1) = # for each (i,j) (1 ~< i < m, 
1 <~j<n)&c( i , j )  = ¢ for all other (i, j )  (1 ~<i~4m--  1,1 ~<j~<4n- -  1). 
Figure 4(a) shows the initial extended configuration of M on the tape x which 
is given in Figure 4(b). 
(qo,a) ¢ ¢ ¢ b ¢ # $ 
¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
¢ ¢ ¢ ~ ¢ ¢ ¢ $ 
e ¢ ¢. ¢ d ¢ # $ 
¢ ¢ ¢~¢ ¢ ¢ ¢ S 
# ¢ ¢ 1 ¢ # ¢ # $ $ S $ $ $ $ $ $ 
(a) 
FIG. 4. 
a,b ,d,e 6 Z 
(b) 
(a) The initial extended configuration of M on x. (b) x. 
We define the relation "~--M" between two extended configurations c, c' of M 
as follows: 
C ~-M Ct -<~ 
(i) la(c' ) - -  2m and 12(c' ) = 2n, where m = la(c ) and n = 12(c), and 
(ii) for some ia, Ja c(ia, ]'1) = (q, a) e K × /', and 
(1) e'[(2i -- 1, 2j - -  1), (2i, 2]')] = ¢ ~ for each (i,j) such that c(i,j) = ¢, 
and 
(2) one of the following six conditions holds: 
1. [~(q, a) ~ (p, A, U)] & [i 1 = l] & [c'[(1, 2jl - -  1), (2, 2jl)] = (~)¢¢] & 
[c'[(1, 2]" - -  1), (2, 2j)] = e ¢ for each j  such that c(1 j) 6 / ' ]  & [c'[(2i -- 1, o(1j) 
2j - -  1), (2i, 2j)] = ~(~'J' ~ for each (i,j) (2 ~< i ~< m - -  1, 1 ~<j ~ n - -  1)]; 
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2. [a(q, a) 9 (p,  A, U)] & [i 1 @ 1] & [c'[(2il - -  1, 2jl - -  1), (2i 1 , 2jl)] =¢~]&A 
[c'[(2i2 - -  1, 2]'1 - -  1), (2i2,2]'1/] = (~,~(~,~1)) ~] & [c'[(2i - -  1, 2]" - -  1), (2i, 2]')] = 
c(~,j) ¢¢ for each (i,j) (=/=(i 1 ,Ja), (i2 ,Jl)) such that c(i,j) ~ $], where  i 2 is the 
largest integer less than i 1 such that c(iz, Ja) e/~;  
3. [3(q, a) 9 (p,  A,  L)] & [ J l  = 1] & [c'[(2i~ - -  1, 1), (2i~, 2)] = (~;e) ~] & 
[c'[(2i - -  I, 1), (2i, 2)] = ~ e<~,l) for each i such that c(i, 1) e / ' ]  & [c'[(2i - -  1, 
2]" - -  1), (2i, 2j)] = *(~'J) ¢¢ for each (i,j) (1 ~< i ~< m - -  1, 2 ~<j  ~< n - -  1)]; 
4. [~(q, a) ~ (p, A,L)] & [j~ ~ 1] & [c'[(2i~ - -  1, 2j~ - -  1), (2i~, 2jl)] = A ¢ ¢¢] & 
[C'[(2i~ - -  1, 2/'2 - -  1), (2ia, 2jz)] = (v'*(c~'J~)) ~] & [C'[(2i - -  1, 2]' - -  1), (2i, 2j)] = 
*(~'J) ~ for each (i,j) (@(i~, Jl), (ia , J2)) such that c(i, j) =/= $], where  j2 is the 
largest integer less than ]'1 such that  c(il, J2) E F; 
5. IS(q, a) 9 (p, A,  D)] & [c'[(2ia - -  1, 2jl - -  1), (2i~, 2j~)] = ~ ¢¢] & [c'[(2i~ - -  
- -1 ,  2jl - -  1), (2i3,2]'1)] = ("~(~'~'1)) ¢~] & [c'[(2i - -  1, 2/" - -  1), (2i, 2j)] = ~(~¢'J) ¢
for each (i, j) (~( i l  ,Ja), (is , J l ) )  such that c(i,j) ~ $], where  i~ is the smal lest  
integer greater than i 1 such that c(i3, Jl) ~ I'; 
6. [3(q, a) 9 (p,  A,  R)] & [c'[(2i~ - -  1, 2ja - -  1), (2i~, 2j~)] _ A ¢ 2] & [c'[(2i~ - -  
1, 2j3 - -  1), (2 i l ,  2j3)] = (v,c(~,J~)) ¢¢] & [c'[(2i - -  1, 2]" - -  1), (2i, 2]')] = ~(~'~)¢ ¢ 
for each (i, j) ( @(i 1 , j~), (i~ ,.]3)) such that c(i, j) ~ $], where  ]'3 is the smal lest  
integer greater than ]'1 such that c(i~, is) e 1". 
b ¢ (q,a) ¢ # $ 
¢ ¢ ¢ ¢ ¢ $ 
e ¢ d ¢ # $ 
¢ ¢ ¢ ¢ ¢ $ 
# ¢ # ¢ # $ 
$ $ $ $ $ $ 
FIC. 5. c l .  
e ¢ b ¢ # $ 
¢ ¢ ¢ ¢ ¢ $ 
(q,a) ¢ d ¢ # $ 
¢ ¢ ¢ ¢ ¢ $ 
# ¢ # ¢ # $ 
$ $ $ $ $ $ 
FIG. 6. c~. 
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# ¢ ¢ ¢ (p,#) ¢ ¢ ¢ # ¢ i# $ 
b ¢ ¢ ¢ A ¢ ¢ ¢ # ¢]# $ 
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢]¢ $ 
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢¢  ¢ $ 
e ¢ ¢ ¢ d ¢ ¢ ¢ # ¢ # $ 
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
¢ ¢ ¢¢  ¢ ¢ ¢ ¢ ¢~¢ ¢ $ 
¢ ¢ ¢¢  ¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
#¢ ¢ ¢ # ¢ ¢ ¢#[¢  # $ 
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
# ¢ ¢ ¢ # ¢ ¢ ¢ i#¢# $ 
$S$S $ $ $ $ $ $ $ $  
FIo. 7. c3. 
(p,e) ¢ ¢ ¢ b ¢ ¢'¢ # ¢ # $ 
¢ ¢ ¢ ¢ ¢¢  ¢ ¢ ¢ ¢ ¢$  
¢ ¢ ¢ ¢ ¢ ¢ ¢¢  ¢¢  ¢$  
¢ ¢ ¢;¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
A ¢ ¢ ¢ d]¢ ¢ ¢ # ¢ # $ 
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
¢ ¢ ¢ ¢ ¢I¢ ¢ ¢ ¢ ¢ ¢ $ 
¢ ¢ ¢ ¢ ¢]¢ ¢ ¢ ¢ ¢ ¢ $ 
# ¢i~¢ ¢ #i¢ ¢ ¢ # ¢ # $ 
¢ ¢ ¢ ¢i¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
# ¢¢¢ #¢¢¢# ¢ #$ 
$ $$$$ $ $ $ $$  $$  
Fro. 8. c4. 
For example, let q ,..., c s be extended configurations of M which are given 
in Figure 5,..., Figure 12, respectively. Then 
cl ~ ca and c~ W c~ if 8(q, a) ~ (p, A, U), and 
c2 ~-M C5 and q ~-M C6 if 3(q, a) ~ (p, A, L), and 
q ~-~ c 7 if 3(q, a) ~ (p, A, D), and 
q ~-~ c s if 3(q, a) ~ (p, A, R). 













¢ ¢ i¢¢  
¢¢ I¢¢¢¢ 
¢ ¢ ¢ ¢ ¢ ¢  
¢ ¢ d ¢ ¢ ¢  
¢ ¢ ¢ ¢ ¢ ¢  
¢ ¢ ¢ ¢ ¢ ¢  
¢ ¢ ¢ ¢ ¢ ¢ ¢  
# ¢ ¢ # ¢ ¢ ¢  
¢ ¢ ¢ ¢ ¢ ¢ ¢  
# ¢ ¢ # ¢ ¢ ¢  
$ $ $ $ $ $ S  
FIo. 9. c5. 
#¢ #$ 
¢ ¢ ¢ $ 
¢ ¢ ¢ $ 
¢ ¢ ¢ $ 
#¢ #$ 
¢ ¢ ¢ $ 
¢ ¢ ¢ $ 
¢ ¢ ¢ $ 
# ¢ #$ 
¢ ¢ ¢ $ 
(p,b) ¢ ¢ ¢ A ¢ ¢ ¢ # ¢ # $ 
¢ ¢¢  ¢ ¢ ¢¢¢¢¢ ¢$  
¢ ¢¢  ¢ ¢ ¢¢¢¢ ¢¢$  
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢¢  ¢ $ 
e ¢ ¢ ¢ d ¢ ¢ ¢ # ¢ # $ 
¢ ¢ ¢ ¢¢¢:¢¢  ¢ ¢¢$  
¢ ¢ ¢ ¢ ¢¢¢¢¢ ¢¢$ 
¢ ¢ ¢ ¢i¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
# ¢ ¢ ¢ #i¢ ¢¢  #¢ #$ 
¢ ~¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢i¢ ¢ $ 
# ¢ ¢ ¢ #!¢¢  ¢ #¢ #$ 
$ $ $ $ $ $ $ $ $ $ $ $  
FIo. 10. c6. 
We now consider the 2-mpota M '  which acts as follows. When an input tape 
x e 27 (2) is presented to M', M'  outputs in the first pass the tape c 1 e (27 u {¢, $})(2) 
which satisfies the following conditions. (We call this tape ci the "extended tape" 
of x.) 
(i) la(q) = 2m and 12(q) = 2n, where m = l~(x) and n =/2(x ) ;  
(ii) For  each (i, j )  (1 ~ i~m--  1, 1 ~ j~n- -  1), 
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q[ (2 i  - -  1, 27" - -  1), (2i, 2]')] : x(i,j) ¢ 
¢ ¢ 
& q[ (2m - -  1, 2 ] ' - -  1), (2m, 2]')] = x(m,j) ¢ 
$ $ 
& q[ (2 i  - -  1, 2n - -  1), (2i, 2n)] : x(i, n) $ 
¢ $ 
& q[ (2m- -  1, 2n - -  1), (2m, 2n)] : x(m, n) $ $ $" 
b ¢ ¢ ¢ A 
¢ ¢ ¢ ¢ ¢ 
¢ ¢ ¢ ¢ ¢ 
~ ¢ ¢ ¢ ¢ 
e ¢ ¢ ¢ (p,d) 
¢i¢ ¢ ¢ ¢ 
m 
¢ ¢ ¢ ¢ ¢ 
¢ ¢ ¢ ¢ ¢ 
# ¢ ¢ ¢ # 
¢ ¢ ¢ ¢ ¢ 
#¢ ¢ ¢ # 
$ $ $ $ $ 
¢ ¢ ¢ #¢ #$ 
¢ ¢ ¢ ¢ ¢ ¢ $ 
¢ ¢ ¢ ¢ ¢ ¢ $ 
¢ ¢ ¢ ¢ ¢ ¢ $ 
¢ ¢ ¢ # ¢ # $ 
¢ ¢ ¢ ¢ ¢ ¢ $ 
)¢ ¢ ¢ ¢ ¢ ¢~$ 
¢ ¢ ¢ ¢ ¢ ¢ $ 
¢ ¢ ¢ #¢ # $ 
¢ ¢ ¢ ¢ ¢ ¢ $ 
¢ ¢ ¢ #¢ #$ 
S)$ S $ $ $ $ 
FIG. l l .  c~. 
b ¢ ¢ ¢ A ¢ ¢ ¢ (p,#) ¢ # $ 
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ S 
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
e ¢ ¢ ¢ d ¢ ¢ ¢ # ¢ # $ 
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ m¢ ¢!$ 
# ¢ ¢ ¢ # ¢ ¢ ¢ ~ ¢ # $ 
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ $ 
# ¢ ¢ ¢ # ¢ ¢ ¢ # ¢ # $ 
$ $ $15 $ $ $ $ $ S $ $ 
FIo. 12. Cs. 





¢ b $ 
¢ ¢ $ 
¢ d $ a b I 
J $ $ $j  e d 
(a) (b) 
Fic. 13. (a) The extended tape of x. (b) x. 
(For example, Figure 13(a) shows the extended tape of the tape x shown in 
Figure 13(b).) 
In the second pass, M '  outputs the initial extended configuration c 2 of M 
on x, from the extended tape q of x. After that, in the kth pass (k /> 3), M '  
outputs an extended configuration ce of M such that %-1 ~--M ck where cj~_ 1
is the extended configuration that was output in the (k - -  1)st pass. If, in some 
pass, M' outputs an extended configuration c of M such that c has one element 
o f f  × /', the cell (of M') which reads the last row and the last column of the 
input tape in the pass enters a final state. It is obvious that T(M') = T(M). 
It is easy but very tedious to construct M' formally, and so the construction 
is omitted here. We note that M '  must be nondeterministic because of the 
following three factors: 
(a) M is nondeterministic. 
(b) In the first pass, M '  must guess the last row and the last column of 
an input tape x when it outputs the extended tape c 1 of x. (After the first pass, 
M '  can know the last rows and the last columns of input tapes by reading the 
symbols "$".) 
(c) From the extended configuration ck-1 which was output in the 
(k --  1)st pass (k ~ 3), M '  must in the kth pass output an extended configuration 
ck of M such that %-a ~---M ce according to one of the above conditions (1-4). 
Q.E.D. 
Noting that each cell of the 2-mpota M '  in the proof of Theorem 3.3 outputs 
an array with two rows and two columns, we get the following normal-form 
theorem for 2-mpota's: 
THEOREM 3.4 (Normal-form theorem). For any 2 mpota M, there exists a 
2-mpota M' such that (i) T(M') = T(M) and (ii) each cell of M'  outputs an array 
with two rows and two columns. 
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4. CONCLUSION 
We conclude this paper by mentioning several open problems. 
(1) What is the relationship between ~(2-dapmpota) nd ~cP(2-ota)? 
(2) Is ~(2-dapmpota) C ~(2-apmpota) ? 
(3) Is ~(2-dmpota) ~ ~(2-mpota) ? 
(4) Is ~(2-dapmpota) C ~(DRABA)  C ~°(RABA) ? 
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