Survival models incorporating random effects to account for unmeasured heterogeneity are being increasingly used in biostatistical and applied research. Specifically, unmeasured covariates whose lack of inclusion in the model would lead to biased, inefficient results are commonly modelled by including a subject-specific (or clusterspecific) frailty term that follows a given distribution (e.g. Gamma or log-Normal).
INTRODUCTION
The standard, most common approach in medical research when dealing with time to event data consists in fitting a Cox proportional hazards model, where the baseline hazard is left unspecified and relative effect estimates are frequently reported as arXiv:1810.08140v1 [stat.ME] 18 Oct 2018 the main quantities of interest. However, it is often of interest to obtain absolute measures of risk: in that context, modelling the baseline hazard has favorable properties, and it can be achieved, for example, by using standard parametric survival models with a simple parametric distribution (such as the exponential, Weibull, or Gompertz distribution) or by using the flexible parametric modelling approach of Royston and Parmar 1 to better capture the shape of complex hazard functions. The latter approach requires choosing the number of degrees of freedom for the spline term used to approximate the baseline hazard: in practice, sensitivity analyses and information criteria (AIC, BIC) have been used to select the best model. Recently, Rutherford et al. 2 showed via simulation studies that, assuming a sufficient number of degrees of freedom is used, the approximated hazard function given by restricted cubic splines fits well for a number of complex hazard shapes and the hazard ratios estimation is insensitive to the correct specification of the baseline hazard.
Moreover, it is common to encounter clustered survival data where the overall study population can be divided into heterogeneous clusters of homogeneous observations. Examples are multi-centre clinical trial data, individual-patient data meta-analysis, and observational data with geographical clusters. With such data, the outcome variable is generally recorded at the lowest hierarchical level while covariates can be measured on units at any level of the hierarchy. As a consequence, survival times of individuals within a cluster are likely to be correlated and need to be analysed as such. Analogously, correlated data may emerge as a consequence of recurrent events, i.e. events that may occur repeatedly within the same study subject. Unfortunately, covariates that contribute to explaining the heterogeneity between clusters are often not measured, e.g. for economic reasons. Hence, the frailty approach aims to account for the unobserved heterogeneity by including a random effect that acts multiplicatively on the baseline hazard and can be shared within a cluster.
Univariate frailty models have been first proposed by Vaupel et al. 3 and Lancaster 4 , and further discussed by Hougaard 5, 6 with specific focus on the frailty distribution. The Gamma distribution is widely used, being mathematically very convenient; the inverse Gaussian distribution is also common. A main difference between the two is that a Gamma frailty yields a timeindependent heterogeneity, while an inverse Gaussian frailty yields heterogeneity that decay over time, making the population more homogeneous as time goes by; in general, the relative shapes of the individual and population hazard functions could differ greatly because of the frailty effect. Additionally, Hougaard presents a family of distributions with infinite mean, such as the reciprocal Gamma distribution and the positive stable distribution. It is possible to use log-Normal frailty as well; however, that leads to analytically intractable formulae and additional computational complexity (e.g. requiring numerical quadrature or stochastic integration). Hougaard also extended the univariate frailty approach to accommodate frailty terms shared within cluster 7, 8 , which results more attractive when considering repeated event-times or clustered data that are conditionally independent given the frailty 9 . Rondeau et al. further extended the shared frailty model allowing for hierarchical clustering of the data by including two nested frailty terms 10 , by allowing to study both heterogeneity across trials and treatment-by-trial heterogeneity via additive frailty models 11 , and by jointly modelling recurrent events and a dependent terminal event to jointly study the evolution of the two processes or account for violations of the proportional hazard assumption 12, 13, 14 . Most of these methods assume independence of the frailty terms; Ha et al. 15 relaxed that assumption by developing frailty models that can incorporate correlated frailty effects and/or individual-specific frailty terms within the h-likelihood framework. Crowther et al. 16 generalised the frailty approach by allowing for the inclusion of any number of random effects in a parametric or flexible parametric survival model; under that framework, a survival model with a shared log-Normal frailty term can be seen as a survival model with a random intercept, shared between individuals that belong to the same cluster. It follows that, under a more general formulation, a mixed effects survival model can include not only a random intercept (in which case it is equivalent to a model with a log-Normal frailty) but multiple and potentially correlated random effects as well. The semiparametric Cox model can be extended to accommodate multilevel hierarchical structures as well; more information and comparisons between different methods are presented in a recent review by Austin 17 .
As mentioned before, flexible parametric survival models are a robust alternative to standard parametric survival models when the shape of the hazard function is complex; using a sufficient number of degrees of freedom, e.g. 2 or more, the splinebased approach is able to capture the underlying shape of the hazard function with minimal bias. AIC and BIC can guide the choice of the best fitting model, but they tend to agree to within 1 or 2 degrees of freedom in practice 2 . Analogously, the impact of the choice of a particular parametric frailty distribution on the estimation and testing of regression coefficients is minimal.
Pickles and Crouchley 18 showed how the estimated values and the distribution of the likelihood ratio test statistic do not differ much comparing a variety of models such as the Weibull survival model with a Gamma or log-Normal frailty. They conclude by arguing that convenience and generality of the baseline hazard would seem more important that generality of the frailty distribution when fitting a frailty model. Glidden and Vittinghoff reached the same conclusions, highlighting how different frailty distributions can lead to appreciably different association structures despite not greatly affecting the estimation of regression coefficients 19 . Lee and Thompson 20 showed how violations of the normality assumption for random effects in hierarchical models do not affect fixed effects substantially while having a substantial impact on inference regarding the random effects. Thus, they advocate the use of more flexible distributions such as the t or the skewed t for the random effects when the distribution of the random effects is of interest -e.g. in the context of meta-analysis -despite the increased complexity. Liu et al. 21 showed that flexible parametric survival models perform well, both in terms of estimating the regression coefficients and the variance of the frailty; in comparison, semiparametric frailty models with a log-Normal frailty underestimated the variance of the frailty. Liu et al. 21 also showed that model misspecification could lead to an inflated estimated variance of the frailty and a biased estimated survival function. In conclusion, the small impact of misspecifying the frailty distribution on regression coefficients seems to be well established in the literature, with some evidence pointing towards biased absolute measures of risk. However, little is know about the impact of misspecifying the baseline hazard in survival models with frailty terms. With this work, we aim therefore to assess the impact of misspecifying the baseline hazard, the distribution of the frailty, or both on measures of relative (regression coefficients) and absolute (loss in life expectancy 22 ) risk, and on heterogeneity measures such as the estimated variance of the frailty component. We compare a large set of models under different data generating mechanisms: semiparametric and fully parametric survival models with frailties, models with flexible baseline hazard, and models with flexible baseline hazard and a penalty for the complexity of the spline. Duchateau et al. 23 showed via simulation studies that the number of centres and the number of patients per centre influence the quality of the estimates, and they argue (in the context of multi-centre clinical trials) the importance of making sure that a trial is sufficiently large for the estimated heterogeneity parameter to actually describe the true heterogeneity between centres and not just random variability. Our data-generating mechanisms will include this complexity and will cover multiple combinations of number of clusters and number of individuals per cluster. In addition to that, we use readily available, open source software that practitioners and applied biostatisticians can use in their analyses.
The models included in this comparison are fit to two applied settings. First, we use a dataset consisting of a random sample of high-risk patients from the Diabetic Retinopathy Study [DRS] 24, 25 to illustrate our findings. The DRS was a randomised, controlled clinical trial involving 15 clinical centres, with a total of 1,758 patients enrolled between 1972 and 1975 and follow-up until 1979. Each patient had one eye randomised to laser treatment, while the other eye received no treatment. A failure occurred when visual acuity dropped to below 5/200. The study outcome was time between treatment and blindness, and censoring was caused by death, dropout, or end of the study. Second, we use a subset of patients from a full dataset of patients with bladder cancer constructed by Sylvester et al. 26 by aggregating data from 7 trials organised by the European Organization for Research and Treatment of Cancer (EORTC). The trials compared several prophylactic treatments in bladder cancer patients that we dichotomise for simplicity in chemotherapy vs no chemotherapy; the outcome of interest, in this case, is time to recurrence of bladder cancer after randomisation to treatment.
The rest of this manuscript is laid out as follows. In Section 2, we introduce the simulation study and its aims, data-generating mechanisms, estimands, methods, and performance measures employed. In Section 3, we present the results of our simulations.
In Sections 4 and 5 we compare the different models using real data from a study on diabetic retinopathy and a study on bladder cancer, respectively. Finally, we conclude the paper in Section 6 with a discussion.
A SIMULATION STUDY

Aims
The impact of misspecifying the baseline hazard or the frailty distribution in survival models with shared frailty is not fully understood. The primary aim of this simulation study consists in assessing the consequences of such misspecification on estimates of risk, both relative and absolute. This is particularly relevant as parametric survival models are being increasingly used We simulate clustered survival data that we deemed clinically plausible, as we aimed to mimic real data scenarios with each data-generating mechanism: clustered studies such as multi-centre clinical trials, individual patient data meta-analysis, paired organ studies, twin studies, and so on.
Data-generating mechanisms
We simulated data under five different baseline hazard functions using the inversion method 28 and its extension to accommodate complex distributions with turning points 29 ; specifically, we chose the exponential, Weibull, Gompertz hazard functions, and two different two-components Weibull-Weibull mixture distribution ( Figure 1 , Table 1 ). Then, for each baseline hazard function, we simulated clustered data for 750 clusters of 2 individuals each, 100 clusters of 10 individuals each, 50 clusters of 50 individuals each, and 15 clusters of 250 individuals each. We included a binary treatment variable simulated from a Bernoulli random variable with probability = 0.50 and an associated log-hazard ratio of −0.50 and cluster-specific frailty terms following either a Gamma or a log-Normal distribution with variance , ∈ {0.25, 0.75, 1.25}. Finally, we generated an event indicator variable by applying administrative censoring at 5 years. In conclusion, we simulated clustered survival data for 4 different sample sizes (number of individuals and clusters), 2 possible distribution of the frailty component, 3 frailty variances, and 5 baseline hazard functions: this adds up to 120 different data-generating mechanisms. Baseline hazard function Parameters Exponential = 0.5 Weibull = 0.5, = 0.8 Gompertz = 0.5, = 0.2 Weibull-Weibull (1) 1 = 0.3, 2 = 0.5, 1 = 1.5, 2 = 2.5, = 0.7 Weibull-Weibull (2) 1 = 0.5, 2 = 0.5, 1 = 1.3, 2 = 0.7, = 0.5
Estimands
The estimands of interest are estimates of relative risk, absolute risk, and heterogeneity. In addition, we monitor and report on convergence rates of each model as well.
Relative risk
The relative risk estimate of interest is the regression coefficient associated with the binary treatment; this coefficient can be interpreted as the log-treatment effect, conditional on the unobserved value of the frailty term. It is important to bear in mind therefore that the hazard ratio in a frailty model carries the usual interpretation only when comparing two hazards conditional on a given frailty; unconditionally, at a population level, the proportionality of hazards is not guaranteed to hold even under the proportional hazards parametrisation. For most frailty distributions (including the Gamma and log-Normal) the conditional hazard ratio is a true hazard ratio only at time = 0, as the effect of the covariates on the hazard varies over time depending on the actual distribution of the frailty 6, 8 .
Absolute risk
The absolute risk estimate of interest is the 5-years loss in life expectancy [LLE] (associated with the treatment of interest), defined as the difference in life expectancy between exposed and non-exposed individuals. The marginal 5-years life expectancy
[LE] for exposed individuals ( = 1) is defined as
where is the domain of the frailty and ( ) its density function. Consequently, the LLE associated with not being exposed ( = 0) compared with being exposed is defined as
The inner integral in LE (i.e. ( | = 1)) has a closed form when the frailty follows a Gamma distribution; with a log-Normal frailty, numerical integration is required. We use the quadinf function from the pracma package in R to perform numerical integration, which implements the double exponential method for fast numerical integration of smooth real functions on finite intervals 30 . For infinite intervals, the tanh-sinh quadrature scheme is applied 31 . The outer integral in LE, however, is approximated using spline-based integration as follows. We first estimate LE over 1,000 values of between the minimum and the maximum observed survival times; then, we fit an interpolating natural splines over the 1,000 LE estimates from step (1), which we finally integrate between 0 and 5 (years) using the double exponential method of quadinf. LLE follows by computing the difference between the two integrals. Finally, we computed the standard error of the estimated LLE using the numerical delta method (as implemented in the predictnl function from the rstpm2 R package).
Heterogeneity
With this simulation study we mainly focus on estimates of risk. Regardless, measures of heterogeneity are sometimes used to quantify dependence between clustered observations. Therefore, we reported the results of our simulations regarding the frailty variance in the Supporting Web Material only.
Methods
A general shared frailty model, assuming proportional hazards, has the form ℎ( | ) = ℎ 0 ( ) exp( ) when assuming a Gamma-distributed frailty with mean 1 and variance . indexes the cluster and indexes the individual. and are the survival time and covariates of the th individual, th cluster, respectively; ℎ(⋅) is the hazard function, ℎ 0 (⋅) is the baseline hazard function, is a vector of regression coefficients, and represent the frailty term. The frailty term is assumed to be independent of covariates. Conversely, with a log-Normal frailty, a general shared frailty model has the form
with exp( ) = . is assumed to have a mean of 0 and a variance of 2 . The latter model has a convenient interpretation:
can be thought of as a random, cluster-specific, intercept.
The conditional survival function from a frailty model is
In this setting, the cluster-specific contribution to the likelihood is obtained by calculating the cluster-specific likelihood conditional on the frailty, consequently integrating out the frailty itself:
with ( ) the cluster-specific contribution to the likelihood, conditional on the frailty. The cluster-specific contribution to the likelihood is
. A closed form formula for can be obtained when the frailty follows a Gamma distribution, with further details provided elsewhere 8 . Otherwise, assuming a log-Normal frailty, the likelihood is analytically intractable and requires numerical integration to be performed (using method such as adaptive Gauss-Hermite quadrature 32 ). Consequently, it is important to bear in mind then that the performance of the model fitting procedure will depend on the quality of the approximation.
For instance: methods that rely on Gaussian quadrature will require an adequate number of integration points to provide an accurate approximation, while Laplace approximation performs poorly with a small number of clusters.
We compare a variety of different shared frailty models within this simulation study. First, we fit semiparametric shared frailty models by leaving the baseline hazard function ℎ 0 ( ) unspecified and assuming either a Gamma or a log-Normal frailty (Model 1-2, denoted by Cox in plots). Second, we fit fully parametric survival models by assuming that the baseline hazard function follows an exponential, Weibull, or Gompertz distribution; we fit each of the three models assuming both a Gamma and a log-Normal frailty distribution (Model 3-8, denoted by Exp, Wei, and Gom). As a comparison, we fit the Weibull model with both
Gamma and log-Normal frailties using the R package frailtypack as well (models denoted by FP(W)). Third, we fit Royston-Parmar flexible parametric survival models generalised by Liu et al. to account for clustered and correlated survival data 1, 33, 21 .
Using the generalised survival model formulation, the model is formulated as
with (⋅) = −1 (⋅) an inverse link function and (⋅) a linear predictor function of time and covariates. Choosing the log-log link function, the model is a proportional hazards model; modelling the log of time with natural splines, we obtain a Royston-Parmar model whose parameters can be fit using fully parametric maximum likelihood. We assume 3, 5, or 9 degrees of freedom for the natural spline of time and fit models using both Gamma and log-Normal shared frailties (Model 9-14, denoted by RP(df) where df is the number of degrees of freedom). In order to avoid choosing the number of degrees of freedom for the spline term, we estimate the same Royston-Parmar model with shared frailties using penalised likelihood 21 and either a Gamma or log-Normal frailty (Model 15-16, denoted by RP(P)). The penalty term accounts for the complexity of the smoother of time to avoid overfitting the data; however, additional computational complexity is required to select the smoothing parameter (or parameters). More details on the penalised marginal likelihood estimation procedure are provided in Liu et al. 21 . Finally, we fit shared frailty models where the baseline hazard function is approximated by cubic M-splines on the hazard scale 34 ; such models are fitted using penalised likelihood, and we fix the smoothing parameter to the value 10 and 10000 as in the simulations of Liu et al. 21 (Model 17-20, denoted by FP(k=kappa), with kappa the smoothing parameter ).
Performance measures
The first performance measure of interest is bias, quantifying whether an estimator targets the true value on average. Formally, it is defined as (̂ ) − , witĥ estimates of the parameter . Second, we are interested in coverage, i.e. the proportion of times MSE is the sum of the squared bias and variance of̂ and represents a natural way to integrate both performance measures into one. However, the relative influence of bias and variance of̂ varies with the number of simulations making generalising results difficult. Further details on the performance measures of interest are given in Burton et al. 35 and Morris et al. 36 . We also report on convergence rates for each model, and we include Monte Carlo standard errors for bias, coverage, and MSE to quantify the uncertainty in estimating such performance measures 36, 37 .
In order to avoid over-or underinflating summary statistics caused by software spuriously declaring convergence, we manually declared as non-converged all the model fits that returned standardised point estimates or standardised standard errors larger than 10 in absolute value. We standardised values using median and inter-quartile range for robustness.
Number of simulations
We generate 1, 000 simulated data sets for each scenario; with 1, 000 replications, assuming a variance of 0.1 for the estimated bias, we expect a Monte Carlo standard error of 0.01 for the estimated bias. Being bias the key performance measure of interest, we deemed this acceptable. Additionally, Monte Carlo standard error for coverage is maximised when coverage is 50%; with 1, 000 replications, the expected Monte Carlo standard error for coverage would be 1.58%. Should coverage be optimal at 95%, the expected Monte Carlo standard error would be 0.68%. We deemed the expected Monte Carlo standard error for coverage to be acceptable too.
Software
All models included and compared in this simulation study can be fitted using R and standard, freely available user-written packages. Furthermore, we did not tweak any of the convergence parameters utilised for declaring convergence of the estimation algorithm. The semiparametric shared frailty models can be fitted using the frailtyEM and coxme packages for a Gamma and log-Normal frailty, respectively. frailtyEM fits a Gamma frailty model using the expectation-maximisation [EM] algorithm 38 , while coxme relies on penalised likelihood 39 . A comparison of R packages for fitting semiparametric frailty models is given in Hirsch and Wienke, 2012 40 . The fully parametric shared frailty models can be fitted using the parfm package for either a Gamma or a log-Normal frailty; models are fit using full likelihood, and Laplace integration is used when required 41 . The Weibull shared frailty model is also fit using the R package frailtypack for comparison (denoted by FP(W)). The flexible parametric models on the log-cumulative hazard scale with shared frailties can be fitted using the rstpm2 package. When specifying the number of degrees of freedom for modelling the baseline hazard full likelihood is used, otherwise rstpm2 relies on penalised likelihood estimation. The models with the baseline hazard function approximated by cubic M-splines on the hazard scale are fitted using the R package frailtypack.
All packages but coxme returned a standard error for the estimated frailty variance; therefore, when fitting a semiparametric shared frailty model with a log-Normal frailty, we bootstrapped the standard error of the frailty variance using 1,000 bootstrap replications and resampling at the cluster level to preserve the within-cluster correlation.
Finally, only frailtyEM, rstpm2, and frailtypack provided a function to predict marginal survival; for coxme and parfm, we manually wrote R functions to estimate marginal survival, using numerical integration when required.
All the R code utilised to simulate clustered survival data and fit each model from this simulation study is freely available online on Github: https://github.com/ellessenne/frailtymcsim.
RESULTS
Among the 120 simulated scenarios, we select a subset of them to focus on for conciseness; specifically, we select all scenarios with 50 clusters of 50 individuals each, with a true frailty variance of 1.25. These scenarios mimic a clustered study in which there is great heterogeneity between clusters.
The full results of the simulation study and the summary statistics can be downloaded from the aforementioned GitHub 
Weibull−Weibull (2) Model baseline 
Selected results
Convergence rates of models compared in the scenarios we analyse are presented in Figure 2 . Convergence rates are approximately 90% or higher for all models except the Gompertz model with either a Gamma or a log-Normal frailty, which had much lower convergence rates of 24-74%. 
Bias
Weibull−Weibull (1) Weibull−Weibull (2) Exponential Weibull Gompertz Weibull−Weibull (1) Weibull−Weibull (2) Model baseline irrespectively of the frailty distribution and the smoothing parameter . Coverage was optimal for all models producing unbiased estimates; however, coverage dropped considerably for models that yielded biased estimates with coverage values as low as 14% for models showing the largest bias. Interestingly, misspecification of the frailty distribution did not affect the pattern of results, which was consistent across well-and ill-specified frailty distributions. Finally, the models that showed the lowest MSE were the semiparametric models, the flexible parametric models, and the models using M-splines -irrespectively of the true baseline hazard and distribution of the frailty. The exponential and Gompertz parametric models showed a larger MSE -up to 10-fold larger -when the baseline hazard was misspecified, with the Gompertz model showing an MSE larger than semiparametric and flexible parametric models even when well specified. observed that all models generally underestimated the 5-years LLE with bias ranging between -0.1228 and -0.0083. Consequently, coverage was generally good for models with a correctly specified frailty distribution and suboptimal for models with a misspecified frailty. Mean squared error was similar across all scenarios with minimal variability and a notable exception: models fitted using M-splines for the baseline hazard and a log-Normal frailty had a much higher MSE -approximately 10 times larger -when the true baseline hazard followed a Weibull-Weibull (1) distribution. Finally, the empirical standard error (the standard deviation of the estimated LLE) was systematically larger than the mean of the standard errors for LLE obtained using the numerical delta method (results included in the Supporting Web Material; we can conclude that the numerical delta method used to obtain a standard error for LLE underestimates the standard error.
Summary of results
Summarising the results from the Monte Carlo simulation study in brief: 3. Results for the 5-years LLE are similar to results for the regression coefficient: misspecifying the baseline hazard has a greater impact than misspecifying the frailty distribution in terms of bias and coverage, although we showed that scenarios with a misspecified frailty yielded underestimated results;
4. Across all scenarios, the flexible parametric models performed best in terms of bias and coverage of the regression coefficient, yielding the lowest amount of scenarios where bias was statistically significant (using Z tests based on Monte Carlo standard errors, Supporting Web Material Figure 1 ). The semiparametric models and the models using M-splines on the hazard scale followed, with parametric models performing worst;
5. The distribution of bias for treatment effect across all scenarios was symmetric for all models, except for models using Msplines on the hazard scale where the distribution was skewed towards underestimated results (Supporting Web Material 
APPLICATION TO DIABETIC RETINOPHATY DATA
In this section, we apply the models included in our simulation study to a dataset from the Diabetic Retinopathy Study. The outcome of interest here is time to blindness, and we include laser treatment as a binary covariate. Laser treatment is the main exposure of interest, and we do not include other covariates for simplicity. We define the subject ID as the cluster indicator variable to account for correlation between eyes of a given individual, and we aim to present estimates of treatment effect and five-years LLE. The model we fit is a model of the kind: We first fit all the models without including any other covariate than the exposure to treatment; results are presented in Figure   9 and Table 2 . The log-treatment effect varied between -0.9882 and -0.8974, corresponding to hazard ratios of 0.3723 to 0.4076, respectively. Analogously, the estimates of 5-years LLE ranged between 10.3863 and 11.3468 months for non-exposed compared to exposed. LLE can be interpreted as follows: on average, individuals not treated with laser experienced blindness approximately 11 months before individuals that received the treatment. The difference in estimated risk (relative and absolute) appears to be relevant, highlighting once again the importance of choosing an appropriate functional form of the baseline hazard.
In Table 3 we present AIC and BIC for the models fitted using full likelihood on DRS data; the best model according to each criterion is highlighted in bold. We do not include models fitted using either partial or penalised likelihood in this comparison.
The best model according to both the AIC and the BIC is the model with a log-Normal frailty and an exponential baseline hazard;
however, a non-parametrical estimate of the hazard function using a kernel-based method (Figure 10 , R package bshazard) seems to suggest against assuming an exponential baseline hazard function. Therefore, we select the second best model in terms of AIC as the model we focus on, that is, the flexible parametric model with the baseline hazard modelled via a restricted cubic spline with 9 degrees of freedom and a log-Normal frailty. The penalised model with a flexible parametric baseline hazard and Using the flexible parametric approach, it is straightforward to model the baseline hazard function in continuous time and it is possible to obtain smooth predictions. It is also straightforward to accommodate time-varying covariates effects (and therefore assess the proportional hazards assumption), as we demonstrate next.
We include in flexible parametric model identified by the AIC as the second best an interaction between treatment and the natural logarithm of time, modelled using a natural spline:
with the treatment variable is interacted with a spline function of log-time with associated coefficient vector and knots vector 0 . Flexible parametric models have been showed to be insensitive to the number of knots utilised to model time-varying effects, therefore we choose to use 3 degrees of freedom for simplicity 43 . The difference between the marginal hazard ratio estimated using the model with a time-dependent treatment effect and the model without is depicted in Figure 11 , panel A.
The difference seems to be larger early on in the study, attenuating as time goes by. As a comparison, we also include the (Figure 11 , panel B) . Finally, testing for the significancy of the time-treatment interaction using the likelihood ratio test, we obtain a 2 test statistic of 2.87 and a p-value of 0.41: this suggest that there is not enough evidence to support the presence of a time-dependent treatment effect.
APPLICATION TO BLADDER CANCER DATA
We also apply the same models from our simulation study to a dataset constructed by pooling 7 trials on bladder cancer comparing chemotherapy against no chemotherapy. The outcome of interest is time from randomisation to cancer relapse, in years;
patients still alive and without recurrence were censored at the date of the last available follow-up cystoscopy. We then compare estimates of relative and absolute risk; specifically, we compare the hazard ratio and the 1-year LLE of chemotherapy against no chemotherapy, respectively. Estimates values from each model fitted to the bladder trial data are presented in Table 4 and Figure 12 . The estimated treatment effect obtained from the semiparametric models and the flexible parametric models are practically overlapping, with an hazard ratio of approximately 0.50 (range: 0.4983 to 0.5056). Conversely, the parametric models returned different results:
the estimated relative risk was 2 − 4% lower (e.g. hinting towards a greater benefit of chemotherapy). Finally, the penalised model fitted using the frailtypack package returned quite different results depending on the penalisation parameter , with hazard ratios ranging between 0.4760 and 0.5339 (approximately 6% risk difference), highlighting the importance of choosing an appropriate smoothing parameter. Analogously, the estimates of 1-year LLE were pretty consistent with each other and the semiparametric and flexible model estimates were the most similar. Among parametric models, the model with a Weibull baseline hazard seemed the most similar to semiparametric and flexible parametric models; the exponential and Gompertz models differed more, while penalised models from frailtypack returned estimates close to those of flexible parametric models (especially when assuming a log-Normal distribution for the frailty). Overall, the 1-year LLE comparing unexposed and exposed individuals varied between 0.1118 and 0.1279: practically speaking, on average, individuals not exposed to chemotherapy experienced recurrence of bladder cancer 1-1.5 months earlier during the first year of follow-up.
Comparing model fit using AIC and BIC, the model with a flexible baseline hazard provided the best fit according to both AIC and BIC. Specifically, the model with 5 degrees of freedom for modelling the baseline hazard and a log-Normal frailty was selected as the best model by BIC. The penalised model with a flexible parametric baseline hazard and a log-Normal frailty selected an effective number of degrees of freedom of 11.75. Utilising this model to predict the marginal hazard, we obtained Figure 13 : first, individuals not exposed to chemotherapy showed a higher hazard; second, we observed that the hazard spiked early on and then decayed over time. --Finally, analogously as the diabetic retinopathy applied example, it is possible to test for a time-dependent effect of chemotherapy. We utilise once again a natural spline with 3 degrees of freedom to model the interaction between the logarithm of time and chemotherapy. The estimated marginal hazard ratio and survival difference with and without assuming a time-dependent treatment effect are presented in Figure 14 . The lines with estimated hazard ratios cross at approximately 6 months of follow up: this showed a greater estimated benefit of chemotherapy early on that lowers over time until it converges to a risk reduc- 
DISCUSSION
In observational studies and clinical trials with survival outcomes and an intrinsic hierarchical structure, survival models with shared frailty terms and/or random effects have moved from being a speciality rarely used that requires ad hoc software to being mainstream methods that can be utilised in any general purpose statistical software such as R and Stata. Compared to a marginal approach (i.e. accounting for clustering by using a robust estimator of the variance-covariance matrix of the estimated coefficients), the frailty approach allows focussing on inference within the clusters and quantifying the amount of heterogeneity between clusters by directly modelling it. Additionally, the frailty approach can be used to model recurrent events data, assuming that the recurrent event times are independent conditional on the covariates and random effects 44, 45 . Consequently, the adoption and use of such models have been steadily increasing in all fields of application: for instance, psychiatry 46 , orthodontia 47 , diabetes 48 , healthcare research 49 , leukaemia 50 . It is also increasingly common to encounter survival data with some sort of hierarchical structure; for instance, multi-centre clinical trials and individuals patient data meta-analysis, twin studies, paired organs studies, and observational studies with geographical clustering. Another relevant source of hierarchical data is electronic health records, where individuals can be clustered within e.g. primary care practice.
Glidden and Vittinghoff 19 showed the benefit of using frailty models instead of models with fixed effects only or stratified approaches in the setting of multi-centre clinical trials, which may have driven adoption and use. Despite the increasing use of such methods, however, there has been little research on the impact of violating modelling assumptions -especially about the shape of the baseline hazard. Much research has focussed on misspecification of the frailty distribution, and the consensus is that relative risk estimates are largely unaffected by it 18, 19, 20, 21 . However, little is known about the impact of misspecifying the frailty on measures of absolute risk. With this simulation study, we aimed to shed further light on the topic and ultimately provide additional guidance to applied researchers.
We simulated clustered survival data under a variety of clinically plausible scenarios, assuming different shapes for the baseline hazard function and different distributions for the shared frailty. We varied the amount of heterogeneity in the data we simulated, and we also varied sample size, both in terms of number of clusters and number of individuals per cluster. We then fitted a large variety of survival models with shared frailty terms: assuming standard parametric distributions for the baseline hazard, modelling the baseline hazard in a flexible way via restricted cubic splines, and also leaving the baseline hazard unspecified.
Each model was fit assuming both a Gamma and a log-Normal distribution for the frailty, arguably the most common choices in literature: the Gamma frailty has convenient mathematical features and it is analytically tractable, while the log-Normal frailty has a direct interpretation as a random intercept in a multilevel mixed-effects survival model. To the best of our knowledge, this is the most extensive simulation study on the impact of misspecifying the baseline hazard, the frailty distribution, or both in shared frailty survival models: Rutherford et al. only studied the robustness of flexible parametric models and did not consider frailty terms, while Pickles and Crouchley, Glidden and Vittinghoff, and Lee and Thompson only studied misspecification of the random effects distribution 2, 18, 19, 20 . Liu et al. focussed on generalised survival model 21 .
The results of our extensive simulations confirm the robustness of regression coefficients to misspecification of the frailty distribution, irrespectively of sample size and amount of heterogeneity in the data. However, our results also show the importance of modelling the baseline hazard in a satisfactory way. For instance, as we showed in Section 3, the bias induced by assuming a standard parametric distribution with a true complex baseline hazard is clinically relevant. In practical terms, this means that just by failing to model the baseline hazard we are largely overestimating (or underestimating) the effect of interest. In the applied example of Section 5 on bladder cancer, if we assume a simple exponential baseline hazard we would overestimate the relative risk by approximately 5% compared to a Cox model or a Royston-Parmar model that can capture the complex shape of the true baseline hazard appropriately. We showed that absolute measures of risk such as the loss in expectation of life are affected by misspecification of both the baseline hazard and the frailty distribution: assuming a baseline hazard that is too simple or misspecifying the frailty distribution yields biased estimates and larger mean squared errors compared to well-specified models.
This highlights once again the necessity of using models that are flexible enough and the importance of assessing model fit regarding the distribution of the frailty by using information criteria such as the AIC and the BIC if no previous biological knowledge is available.
Comparing semiparametric Cox models and flexible parametric models, they produce unbiased relative risk estimates under any of the scenarios explored with this simulation study. However, the necessity of estimating the baseline hazard (e.g. by using the Breslow estimator) heavily affects the usage of semiparametric models when absolute risk measures are of interest. The Cox model is, de facto, the standard model fitted by applied researchers when dealing with time to event data; despite that, Sir David
Cox himself argued in favour of parametric models 51 , especially when interested in predicting the outcome for a given individual;
parametric models are indeed known to have desirable features in terms of prediction, extrapolation, quantification of absolute risk measures. Flexible parametric models represent an attractive alternative to semiparametric and fully parametric survival models: they retain both the robustness to misspecification of the baseline hazard and the appealing advantages of parametric models for prediction, extrapolation, quantification. Since their introduction by Royston and Parmar 1 in 2002, flexible parametric models have entered the statistical mainstream and have been extended to accommodate (among other) relative survival 52 , random effects 16, 21 , and generalised link functions 33 . The advantage given to flexible parametric models versus semiparametric models by modelling the baseline hazard is particularly noteworthy: this allows translating relative risk measures on the absolute scale, aiding interpretation. With the two applications in Sections 4 and 5 we illustrate in practice the importance of choosing the right model, and how results are affected when that does not happen -with clinically relevant differences in risk estimates.
Flexible parametric models produced consistent estimates, irrespectively of the number of degrees of freedom used to model the baseline hazard; this is consistent with previous results 2, 43 and it is a key feature of this class of models.
We mentioned in Section 2.2 that we simulated and explored 120 distinct data-generating mechanisms: this wide variety is one of the advantages of this simulation study. Other advantages are: we included the most common frailty distributions (Gamma and log-Normal), and we simulated survival data under many different and clinically plausible baseline hazards. For instance, should we only simulate from a Weibull model, we would be assuming a baseline hazard that increases or decreased monotonically. While such an assumption could be reasonable in some settings, sometimes fully parametric distributions are just not flexible enough to capture complex baseline hazards with turning points that are often observed in clinical datasets 2, 29 .
This simulation study has also some limitations. First, we only simulated clusters of equal size and we did not include all the frailty distributions that have been proposed in the literature. Second, we simulated only right censored survival data; settings with delayed entry or interval censoring require further investigation. Third, all methods use maximum likelihood which returns negatively biased estimates of the variance components; such bias decreases as the number of clusters increases. The restricted maximum likelihood method could be used with a small number of clusters to obtain unbiased estimates of the variance components 53 . However, but the comparison between maximum likelihood and restricted maximum likelihood is outside of the scope of this manuscript. Finally, we heavily rely on the performances and R implementation of the models we fit and compare; Hirsch and Wienke 40 compared several implementations of the semiparametric Cox model with frailty terms and found coxme (our R package of choice for a semiparametric log-Normal frailty model) to be among the most robust. Regardless, all the packages we chose are well established and utilised in practice, and we mimicked applied research by applying these methods as they are intended to be used, i.e. without modifying convergence criteria and/or starting values of the estimation procedure.
