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SURVEY. 
This paper presents the results of research undertaken 
in order to examine two major subjects in the field of syntactic 
theory with application to English. 
The one subject concerns problems of procedure which have 
arisen from recent publications in analysing and presenting the 
syntax of English and 	other natural languages. The other 
concerns the relationship of certain artificial languages of 
symbolic logic with the syntax of English, and ensuing general 
implications concerning the nature of the artificial languages, 
Both studies were undertaken with the aim of clarifying 
procedures for the classification of morphemes into class variables 
and constants, and of clarifying formation and transformation rules 
which can be applied to then. It is hoped that the results will 
provide not only knowledge of the structure of Fhg]iah, but some 
information upon syntactic theory in general. It Is also hoped 
that they will provide some preliminry resolution of problems in 
the development of a calculus of English for machine use. 
It should be understood, however, that stress has been 
placed upon informative or referential statement and that emotive 
aspects of language use have been set aside. Thus all discussion 
2. 
of equivalence of meaning concerns referential material only. 
Again, sound features have been set aside and emphasis laid upon 
'written material. Justification for this will be made. 
Iii The two subjects 'which constitute the field of 
investigation have been treated through the works of particular 
authors, first taking those 'which concern the syntax of English, and 
then those 'which concern languages of symbolic logic. 
Works by Harris on natural language have been chosen because 
of his significant historical position in presenting methods of 
structural analysis. He has presented the most important approach 
in English syntax study since Jespersen and Bloomfield. Fries has 
been se].eOted to accompany him because "The Structure of English" 
foreshadows Harris' methods, and because it also introduces some 
problems of meaning in syntax. 'which before and after Harris' first 
work on distributional procedures have plagued linguistic research. 
Although Fries' meaning analysis is not of the same stature as 
Jespersen' a his book can be used to arouse important discussion. 
The value of the studies made by Harris is considerable, but 
in order to confine the paper to possible resolution of existing 
problems, points of criticism have received the lion's share of 
treatment. This last remark also applies to the lesser work of Fries. 
Our vier of this paper as a 'whole is largely that it is a refinement 
3 . 
of basic ideas from Harris and symbolic logic, particularly Carnap. 
Criticism of the two linguists is based primarily upon their 
osin theories, and a knowledge of the works referred to is required. 
In addition, the syntax notation which we have used in the following 
• 	chapters requires some small attention. (See 11) 
• 	 I:ii In both Fries and Harris some major problems of 
formal analysis vhich require resolution may be treated. Firstly, 
there has been a certain amount of confusion in the setting up of 
classes. A precise method is required because if any member does 
not satisfy the characteristics of a class, any formation nCLe 
which operate on the classes and are to hold for all values, will 
immediately be invalid. It is claimed that for English, study of 
words according to the bound forms they take, must be separated from 
the study of words in positional or distributional relationship with 
other words. A confusion of the two will lead to the establishment 
of classes whose defining characteristics are not clearly limited 
and whose members do not all have the same features. Again, the 
necessity to give exact specification of the environmental limits 
which characterize the classes needs to be stressed. This has not 
always been done. 
Such theory is a direct result of criticism upon the 
establishment of classes in Harris and Fries, and may be found useful 
for more languages than English (e.g., for the Indo-European group). 
4. 
Secondly, while Harris does not give any special attention 
to constants, Fries offers some doubtful opinions. But the 
definition of a logical constant is fundamentally required in order 
to be able to sspax'ate a syntactic or logical. element from a semantic 
one, that is, from a value of . a class variable vthIch is, part of the 
object language, and. does not belong to syntax at all. It is hoped 
that a useful definition has been supplied as a result of study in 
symbolic logic, particularly Carnap, and as a. result of theory. 
-: - 	presented in "Axiomatic Syntax" by F.W. Harwood. 
If so, it vd.l1 be helpful in the analysis of both artificial 
and natural laiiguages.• For example, it will enable a, definition of 
what 'transformations for a. language are to be considered syntactic, 
and what semantic, a feature which has not always been clear. 
I: iii It , is evident that the classification of morphemes 
and of . words in this paper is based on distributions]. criteria., 
There is no desire, however, to negate the value of meaning studies. 
But it is held they should not arise in English as initial matters. 
In the extreme case, to draw on meaning alone as a characteristic 
of .a class is to say that a meaning exists in ,a language where there 
is no form either of sound or writing. correlated with it as. its sign. 
The work of Harris and others has. been remarkable in the 
impetus, given to purely formal studies.. . While it will be seen that 
with formal units consisting of morpheme class sequences, Harris has 
allowed the establishment of units which have no meaning significance 
S. 
to an individual at all, and vthich therefore do not represent how 
a language is used, it is also true that objections to other 
arbitrary features of "Methods in Structural Linguistics" can be 
dismissed. (See "Phoneme toMorpheme" and later sections of this 
paper on establishment of word classes.) The sequential problems 
do not invalidate distributional method. Harris has done much in 
helping to show that if syntax meanings are to be clear, we ,mist 
state the forms that carry then. 
I:iv Another major problem concerns the establishment of 
formation rules. Once the bound form classes and the constants of 
English have been given, inspection of the sentences of the language 
vill provide rules for their arrangements. Rules may be given for 
the generation of sentences as a whole unit, or they may be given for 
the sentences as broken up into units usually called immediate 
constituents. Fries and Harris have both chosen methods comparable 
with the second. Fries examines structural patterns of sentences, 
taubjects,' objects, 'modifiers..' etc. Harris presents a series 
of rules for the substitution of word classes by sequences of word 
classes and vice versa. (See Chapter 10), 
However, the rules VJtuich they supply are not accurate, those 
of Fries being rather loose and inadequate, and those of Harris being 
deficient in rigorous refinement of formal analysis. For example, 
Harris incorrectly allows a syntactic sequence to occur where a class 
6• 
occurs and generates invalidity because' the class does not altiaya 
take the same environments as the sequence. The eradication of 
such errors is an important feature of the use of the units vbich 
result from IC transformation rules. The eradication becomes so 
complicated in Harris that another method of stating the sequence 
substitutions is preferable. 
One of the most important ideas for the correct statement of 
formation rules is presented in "Axiomatic Syntax" by F.W. Harwood, 1 
vihere it is said that syntactic symbols should be numbered serially 
for each sentence form. Development of this theory will bhow that 
the treatment of sentences as arrangements of immediate constituents 
is not necessary, though it may at times be more convenient. We 
may compare this point of viev with the claim that the transformation 
rule of substitution in Carnap's "Logical Syntax of Language" may be 
altered to become a formation rule. 2 In other words, because 
substitution procedures permit us to generate new sentence forms from 
old, allowing, for example, sequences of symbols to occur where 
previously only one occurred, we may treat the rule of sii°bstitution . 
as a form of immediate constituent analysis,, ihich In turn may be 
discarded in favour of formation rules vhich generate sentences 
directly from the syntactic symbols without putting them into units 
first. 
7. 
I:v The statement of the IC's of English has been a 
problem for some considerable time. It is claimed here that a 
basic approach to a resolution may be gained through the analysis 
of syntactic transformation rules. These rules supply a statement 
of that formulas the users of a language consider to have the same 
referential content, and consequently involve 'meaning' as well as 
positions], or formal analysis. They till show that sequences of 
Gynbols can never be broken apart, but tibich irnist be treated as 
single IG wilts in order to have transformation equivalences,, or 
implications, A second basic approach comes with the study of the 
possible occurrence of sentence boundaries, An IC is any sequence 
ihich cannot be broken apart by the use of the period. This analysis 
does not involve meaning material, and it is interesting that the 
units so established appear to link with those found from 
transformations. 
Study of Harris will show that a distributional analysis of 
sentences, without considering transformations and boundaries, allows. 
an arbitrary analysis of IC's, Consequently, the statement of the 
formation rules for English v1hen IC's are used, may also be given in 
a variety of ways. If an investigation of transformation rules and 
sentence boundaries is made, the IC's t'ihich people actually use might 
be more closely approximated. As a result, the arbitrary assignment 
of meaning values to the units might also be overcome. 
8 . 
I:vi As a result of study both on the authors above and 
on logical authors, there has been an attempt to provide a guide 
to the analysis and presentation of English syntax which may also 
have bearing on other languages. Starting from bound form classes, 
formation rules concerning the positional arrangements of the words 
as free forms in combination with the bound forms they take may 
proceed. (Such a study would compare with Fries' analysis of the 
'positions' words may enter in test frames, though here, we would 
insist on the examination of more sentences than the ones he gives). 
Then transformation rules may be supplied which provide IC' and offer 
some opportuxity for assignment of meanings to the IC's. This 
principle of transformation rules providing a way of defining meanings 
for syntactic u±rLta is drawn directly from Carnap' a theory in 9The 
Logical Syntax of Langaage.n 2 
II,, The second subject, concerning the relationship of certain 
languages of symbolic logic with the syntax of English, has been 
approached from three different angles. 
fl:i Some logicians and linguists have made claims that 
symbolic logic can offer a calculus by which natural language should 
be measured, and thus a representation of English syntax. Examination 
of this has been centred upon Reichenbach's treatment of conversational 
language in "Elements of Symbolic Logic," 3 with some further work 
on Carnap's "The Logical Syntax of Language. 112  The languages 
of both authors shoT! that the claims are not true. 
One major reason for the opinion is that the symbols of the 
systems examined represent both syntactic and semantic features of 
English. In other Tmrds ., semantic features of the object language 
of English are made formal in the artificial systems. Therefore the 
systems must be considered different languages from English, because 
its semantic values now become indispensable positionsl features of 
their formation rules, and may be considered. comparable to grammatical 
categories. English has its on syntax, its oun logic. 
Another major reason is that though there is an attempt to 
formalize certain features of English syntax, as maybe seen by the 
cxamination of the tests we are expected to use when attempting to 
fox]ize parts of sentences as arguments, functions, or higher 
functions, for example, the forms given are inadequate for presenting 
the diversity of English sentence types. In the calculi of the one 
and multi place and higher functions, the forms act as a frame into 
vthich all English sentence types are classified, This means that they 
have multiple syntactic interpretations, and the forms themselves do 
not tell us which one to choose. A very important consequence follows. 
The forms of the symbolic system are incomprehensible and useless, 
unless we first knoTT bow to select an interpretation for them. In 
fact, it is necessary to know v2hat is the English sentence form that 
10. 
is formalized., in order to understand the formula. 
Thitnie also because semantic material is included and 
forrn.1i zed ambiguously. It in an objectionable characteristic of the 
logic formulas provided by Reichenbach, Carnap and others that 
individual values of the logical class variables of English, that is 
the object terms of English, are not only kept in the metalanguage, 
but kept there with multiple interpretations. 
It is hoped that detail in sia1ysis of Reichenbach and of 
Carnap will illustrate the far-reaching extent of confusion in logical 
procedures in relation to natural language structure. Not only is 
there a one - many relationship as above, but there also can be a 
marry - one. Thus two or more formulas can be found for one type of 
English sequence. 
At another time, incidentally, it may even be found that 'a 
formula of logic in Reichenbach has no,correspondence in. English, and 
that it is yet held to represent an English syntactic expression. 
But far more frequent and certdly more important, is the discovery 
that the definitions of the terms of the functional calculi are very 
often not precise enough to enable decision on what English syntactic 
features are to satisfy them. , Again, the separation, of one English' 
syntax unit into two logical ones provides further criticism. 
This state of affairs appears ,o be . largely due to the fact 
that logicians, while being aware of syntactic forms bearing upon 
U' 
their analysis have never adeajiate]y dealt with them. This is 
because they have begun with meaning concepts and followed with the 
attempt to find expressions which contain them. Thus symbols and 
expressions can sometimes be defined by meaning concepts only, and 
at others by features of English syntax. Many logical discussions 
seem to push English into formal systems by way of only loose rules 
of analysis. The definitions of argument, function and higher 
function, can tend at times to impose meanings which may not always 
necessarily apply. Logicians can also show a tendency to select only 
those features of English which satisfy their particular demands for 
an artificial language and condemn others which do not. In this they 
fail to recognize the internal validity of the natural language, 
fl:ii Because it became clear during vork on II:i that 
the syntax of functional logic demands an understanding of English or 
of another natural language for its comprehension, we approached it 
with a view to establishing its dependence upon the structure of 
English. (Support for this comes independently from the history of 
the development of logic.) 
A conclusion was reached that functional logic may generally 
be considered a kind of superstructure erected upon a natural language 
after both semantic and syntactic knowledge has been discovered. It 
is therefore translational in nature and not structural, because 
English information is simply re-expressed. If it were representative 
12. 
of forEl or structure, then it t1d contain syntactic elements only. 
Its dependence upon a knowledge of the syntax of 1151ish 
(or another natural language) can hold thether vie consider it with a 
natural language interpretation or not. Even if functional logic is 
not used with a natural language supplying its object terms the claim 
can still be true. For example, it can be seen that the values in 
use of the comma, brackets and symbol order can change, and that these 
supposedly constant symbols and their arrangements can have in fact a 
variable nature, There must be some means of. deciding how they are 
to be interpreted and this means is at present provided through a 
knowledge of a natural language syntax. Otheriise it appears that 
various individual words (or mathematical concepts for example) have to 
be held constant in the metalanguage so that their syntactic nature 
can point out the values of the constants just mentioned. (See 20.31). 
In fact, however, the functional languages have been used a 
great deal as formalizations of information provided in natural 
language expressions. So there is justification for the vie,, that a 
full statement of the syntax of a natural language could profitably 
replace existing logical systems as a basic frame for formal deduction. 
Thus we rould introduce present logical concepts into the syntax frame. 
If symbolic logic is ever a £ornlization of natural language, then the 
syntax of natural language till also provide a foxi{zatión  tihich 
enables semantic elements to enter then required, and it may replace 
the artificial language for deductive purposes. 
13. 
Distributional analysis can provide the variables and 
constants of the language and formation rules will follow. 
Transformation rules of a syntactic kind can then be given and 
calculus style deduction proceed. But it may be convenient to tuni 
from a syntactic calculus in order to make deductions from individual 
values of variables. Those semantic values of English which feature 
fundamentally in logic may be held constant and used within the 
syntax calculus (for example *, w, 3C, etc.) 
Thus the simple calculus of functions and the class calculus 
may be considered sub-units of an English syntax where all except the 
semantic values which are made constant is still expressed through the 
distributional symbols of English. The sub-units will provide the 
same results as Russeflian logic systems, but will not use all their 
symbols. In the calculus of simple functions for example, the 
symbo1,.a will be retained as a constant which is not a feature of 
English syntax; but expressions using f and x will be excluded because 
they may be replaced by those combinations of positional class variables 
and constants which they represent, or by values of such classes if 
necessary to represent certain English expressions considered important 
in logic. 
Other sub-units, keeping other values of variables constant, 
can be set up. The calculus of modalities for example could be set up 
within distributional syntax. According to what object language terms 
are kept constant, a variety of deductive systems is possible, 
]J4. 
greater than the variety now existing in symbolic logic. Consider a 
calculus using various prepositions as constants. Various deductions 
in scientific subjects can also be made by the use of sub-units rhich 
include empiric laws. It is suggested that these vould be preferable 
to instances of the use of This sellian logic such as Woodger' a 
formulation of a calculus for biology. 
Rosser' has pointed out that deductive thinking proceeds 
intuitively through the use of natural language regardless of any of 
the usual symbolic logic languages. It is suggested in the present 
paper that such thinking automatically uses basic formal structure 
as part of its deductive equipment, just as an ordinary language 
speaker follows prescribed rules. If the structure can be defined 
and made axiomatic, then the processes of reasoning may perhaps be 
made simpler because forms and transforms are easier to recognize. 
Reichonbach claims for logic that it does make deductive processes 
easier. But unless functional logic reconstitutes its definitions 
of symbols so that what structure of the natural language each 
formalizes is clear and precise, this does not appear quite true. 
This is not to say that an artificial language may not be 
constructed which dispenses with natural language syntax completely. 
It is possible that a system could be established using so many 
individual values of natural language variables, and ignoring so many 
natural language constants, that natural language syntax does not 
15. 
bear upon it. It would be entirely independent. 
What has been said on the dependence of the functional languages 
upon a knowledge of English syntax applies also to Carnap' a co-ordinate 
languages I and 11. 2 Even in the arithmetical formalization of the 
syntax of, Language I, dependence can be found. Language I is not 
formalized within itself. But the co-ordinate languages appear to be 
too complex in replacing natural language for purposes of communication 
in any case. 
II: iii The third approach centred upon what use could be 
made of certain principles concerning the structure of languages which 
are to be found in work upon symbolic logic. Some indication of the 
results of this study which have been found useful for the analysis 
of English has already been given in the first section. 7 It is hoped 
that further understanding of the nature of syntax as opposed to 
semantic or factual truth, and the definition of logical or syntactic 
terms as opposed to semantic ones, has been given. Thus the 
introduction of semantic transformations within a framework of syntactic 
ones, can be compared with the introduction of empiric laws into a 
deductive calculus. These matters are of considerable importance. 
The whole section on the statement of the logical symbols of 
English in Reichsnbach 'a work needs restating in the light of the 
definition now supplied of a logical symbol. Similar work needs to be 
done for the artificial languages as In Carnap etc. A meaning of 
16. 
a syntactic structure can be similar to a combination of values of 
certain class variables. It is then easy to confuse syntactic and 
synthetic material as happens with Reichenbach and others. 
* 
	
	The division of logical torus into semantic, pragmatic and 
syntactic appears to be of little use, and we would prefer to say that 
• 	logical terms may be approached in two different ways, the emotive and 
• 	the referential. 8 
Theory about transformation rules has been supplied with 
suggestions for use in discovering IC's. In addition, it is held 
that these rules do not necessarily, as Carnap has held, determine 
the logical symbols of a language. They can be discovered within 
• the formation rules alone., Finally, farther emphasis has been given 
to the need for positional numbering of syntactic elements in order to 
state formation rules. 
As a result of (3) it becomes clear that logic and syntax are 
not identical terms, and that some differences with Carnap about the 
nature of logical variables and constants arise. 
II:iv The detailed investigations of particular works, 
especially Reichenbach' a, demand that we measure then against a 
background analysis of English similar to the one suggested in 1.1 and 
23.52. A knowledge of English syntax as discovered by linguistic 
eerts  is assumed. 
-I 
17. 
Some of the criticism ziiade concerning the imprecise use of 
symbols and formulas is specific to Reichenbach's language, but on 
the whole, genera], application can be made to the calculi of both 
simple and higher functions. 
Because of the one - many, many - one nature of functional 
formalization of English, it is not considered that it would be 
useful for machine use. Invalidity and incomprehensibility would 
follow, Nevertheless, Reichenbach must be considered a pioneer in 
attempting to express the relationship between functional logic and 
English grammar.? 
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9 (a)  It may be noticed that although such works as that by Harris, 
Ze].lig S, "Co-occurrence and Transformation in Linguistic Structure" 
Language, 33 (1957) p. 283 LoU. and Choiasky, Noam, Syntactic 
Structur,The Hague, Houton and Co., 1957) have some bearing 
upon the natural language sections of this paper, there is no 
reference to them. This is because the line of research 
undertaken was began and virtually completed before their publication. 
In order to retain individuality, I have deliberately set then 
aside, but they may be useful for correction or development of 
some ideas presented. 
(b) I tou1d also like to express rrr thanks for the help gained 
from discussions with the supervisor of ny research, Mr. F.W. 
Harwood. Some of the points he made have been uritten into the 
body of the text, pith or ithout direct recognition. 
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PART I. 
MT INVESTIGATION OF "THE STRUCTURE OF ENGLISH" 
BY CHARLES CARPENTER FRIES. 
CHAPTER :i.. 
INTRODUCTION. 
1.0 Survey 
1.01 The fundamental conception at the base of the 
work done by Fries in "The Structure of &iglish", is that 
form should provide the means of establishing and differ-
entiating syntactic characteristics. Meaning as a tool of 
analysis is to be used only in so far as a speaker of a 
language records whether "a particular aspect of meaning is 
'same' or 'different' in a given utterance ($.E. p.8.). 1 
In this we find agreement with other scholars such as 
Zellig S. Harris, However, the most serious fault of the 
book is that formal analysis is not carried far enough, 
and does not achieve sufficient rigour. 
Fries slides into discussions of "structural meaning" 
which tend to place his work with that of others who stand 
half way between Jespersen on the one hand s where analysis 
of syntax is undertaken according to categories of meaning, 
20. 
and Harris on the other, where distributional analysis 
provides syntactic information. 
The arbitrary nature of some moaning decisions 
links back to similar error in traditional grammar. In 
immediate constituent analysis for instance, a meaning unit 
may be assumed which links together certain morph-ems 
not necessarily considered as a group by the users of .a 
language. Resulting structural systems may then provide 
an imposition of ideas and forms without proper reflection 
of the actual syntax. 
The development of English structural studies in 
this century, shows not only a major growth in ideas, but 
also and incidentally, how easy it is to slip into pre-
conceived notions whether of form or meaning. Because of 
a familiarity through use of the language, strict study of 
the precise means of conveying information can tend to be 
obliterated. This is also repeatedly evident in the work 
of prominent 1gicians, whose desire to make natural 
language fit a logical norm has led them into overlooking 
the formal rules of English itself. 
1hat is needed is a calculus which records the word-
order, inflectional, and other formal signs of the terms 
in the object language, so that it becomes clear firstly, 
what syntactic rules the language observes, and secondly, 
for what meaning reasons these rules exist. 
21. 
It is a contention of this paper that the second 
can profitably be approached through the first. 
1.02 Distributional studies which discover what 
free and bound morphieis can occur in what sentences each 
ofa given number of morpheme positions, can provide a 
strictly disciplined procedure. This record of the 
number of morpheme positions in each sentence provides 
several advantages. It gives us a control over the com-
parison of one sentence with another, so that similarities 
and differences can be conveniently treated. It enables 
us to state exactly what individual structures certain 
word classes enter, and to note how the classes vary in 
membership according to the different sentence structures 
In which they appear. It presents a 'way of observing 
how structural ambiguity can be eliminated by placing 
certain logical class and constant symbols in certain 
positions. it also enables us to realize the difference 
between the semantic and syntactic or logical uses of words, 
by testing out substitution possibilities for each numbered 
position. 	(See 7.+). 	Finally, it is useful in recording 
exactly what changes occur when conversions and transfor-
mations are made for the purposes of studying structural 
meaning equivalences. 
Zeilig S. Harris in "Methods in Structural Linguis- 
2 
tics" does use a system of numbering (p. 33 foil.) , but 
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its full power is not reelizednor discussed in major pro-
cedural sections. Fi±os does not use it in his work at 
all, although a classification of the uses of words 
demands that individual sentence types be tre'ted• as formal 
frames for the entry of values of classes.. 	Mchenbach's 
failure to give precisely the forms which define his 
argument and function classes, could be treated by making 
use of this practice. 
1.03 Syntactic errors then, can be eliminated from 
Fries' work. 	:However, he places some appropriate 
emphasis on meaning which is not out of place at the 
present stage of structural linguistics. 
His insistence that form carries meaning, that the 
two are inseparably united, is of value in view of some 
recent tendencies to consider meaning as of no importance 
at all to the descriptive linguist. Although It is true 
that the linguist must approach structural linguistics 
with no preconceived notions as to what meanings certain 
forms may have, and must not limit his analysis by an 
attempt to push varying forms into a meaning category 
which may or may not apply, it is also true that once formal 
analysis has been made, there is legitimate scope for 
enquiring why these forms exist and what their meaning 
values are. A most useful way of doing this is to study 
distributional relationships in sentences where the same 
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values of variables in different patterns have the same 
referential content. 	(See 2. Z). 	The idea of , 
structural meaning can then perhaps be reduced 10 defini-
tions of what syntactic conversions certain logical classes 
and constants will take. Eg, n 3 v * .d 
v 	d by 	. However there may be limits to the use of 
this procedure which are at present uncertain. 
In view of these ideas, it is fundamentally correct 
to take as a principle that the analysis of a language 
I 	 from a description of the formal devices that 'are 
present and the patterns that make them significant and 
arrives at the structural meanings as a result of the 
analysis", (S.E. p.7). Even though Fries does not always 
follow the principle in practice, he is far more aware of 
the necessity to examine further the empirical nature of 
English than logicians such as Rélehenbach. 
They tend to overlook the signs that a linguist 
would attempt to record. Such cases of structural 
ambiguity as Ship sails today where the formal framework 
is not fully determined, rightly receive attention from 
Fries (S.E. p.62). But the fact that it is only certain 
signals which eliminate other alternative meaning inter-
pretations Is not always recognized by Russell, 	ichenbac} 
and others. 3 
Fries aptly points out 9e have assumed In our 
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approach here that the signals of all structural meanings 
are formal matters that can be described in-terms of.. form 
and arrangement.". . (3.E. p.611). 
1.04 This leads him into stating structural. signals 
of. English by setting up words as parts of speech. in 
formulas. 	"We should be able, than, to express. our des- 
criptions of the patterns that signal structural meanings 
in terms of formulas with the various parts of speech as 
the units." (S.E. p.69). 
Such a metalanguage demands that each formula 
must have a consistent Interpretation. If there are 
various interpretations for a single formula, or if there 
are various mutual formalizations. for two or. more sentences, 
then the calculus will beome rather useless. Although 
Fries makes some serious errors in defining the features of 
his metalanguage, he does get nearer to an interpretable 
system for English than Réichenbach. Neither, hOwever, is 
satisfactory. 
Fries Is to be criticised mostly for the confusion of 
Ideas on how to classify words into parts of speech. There 
Is certainly serious error hare. His treatment of function 
words, and his definition of the sentence. can also be 
refined. The I C analysis and the discussion of basic 
sentence types are both of only moderate value, because 
insufficient formal analysis is incorporated. 
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1005 However, we may conclude with one very 
significant remark made in a footnote (S.E. p.56, footnote 
3): The borderline between lexical meanings and 
structural meanings in a language like English that uses 
'function' words is not always sharp and c1eaz...... 
More importentl perhaps, is the fact that meanings which 
in one language are signalled by patterns of form and 
arrangement, in another language may depend upon the 
choice of vocabulary items." 
Logicians have not given sufficient attention to 
these matters when trying to formalize English in terms of 
logic. Although Fries does not himself achieve a clear 
separation of syntactic and lexical material, nor think 
that one is easy, he does provide some introductory hints 
about logical terms in his treatment of function words. 
It Is essential and possible to find out when a signAl Is 
a syntactic element, and when It is a vocabulary item. 
It is then possible to sat about finding the struc- tural 
 differences between languages. Per example, 
Rèjchenbach' s language apparently demands that any English 
noun that refers to an existing object, must be split into 
argument plus function form. Eg. 	(ix). b(x). 
No such formal representation of existence is required in 
English. 
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Richenbach also repeatedly takes various other 
synthetic features of English and names them syntactically 
In logic without observing the change he has made. One 
example of this is his treatment of the word implies. 
In logic this becomes a formal constant, a symbol in the 
metalanguage, but in English it is one of a series of 
values of the verb variable and belongs solely to the 
object language. 	It is hoped that this claim will be 
shown valid later by way of comment made on the work of 
Fries. 
1.1 Aax Notation. 
In order to discuss Fries and the authors to follow 
It will be useful to have a syntax notation which can be 
applied in all chapters. 	It is not considered that the 
symbols satisfy the definitions of logical classes and 
constants given later (see +.3 and 7)4), because methods of 
analysis to find them have not been used. 	Objections that 
some classes and constants have been overlooked could be 
made, and some of the constants accepted below might be 
shown to be values of small class variables. Again, the 
class symbols stand for words and not just single morpbein.es, 
and so the rogulations for textual examination provided In 
7.4 are altered to a slight extent along the lines of 3.1. 
The main purpose, however, Is to provide a conven- 
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lent notation which is accurate enough for co=on English 
word classes and constants to onable comparison of 
sontonoes and authors to be tado with some validity. 
Bound foris involved in word formation, nexus and so on, 
have been neglected in order to simplify. 4 
Classes 
n : 	words which combine with the inflections I.O #s, 
+'3, +s. (The s symbols covor vowel change with 
absence of inflection and so on.) 
ñ : 	proper r=es. These usually occur only in the 
s1rglar or else only in the plural. 
nth : 	like n j but have a time or place or manner 
reference. 	(See Fries S.E. p.180 0 p.194.) 
nsG 
	
	like n, but need not occur with +s or .ps'. For 
example, mass nouns like coal, cheese, etc. which 
also occur without t in cases where a would 
demand t. 
nPl 	like n, but never occur without +s, and do not 
occur with +0 OP +3. For example, news, clothes. 
All of those classes will be called n indiscriminately 
whore convenient.. 
v : 	words which combine with the inflections +0, +a, 
, 	, and which are transitive. 	(Again, 
the inflection symbols cover variant forms; e.g. 
+n can' be useful in replacing +o when a past 
participle Occur-s without inflection.) 
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vb,1,vd, 	sub-classes of according to Harris' 
v6 ,v ,v,. 
: definitions in M.U. p.167. We make vb 
equivalent to the predicative intransitive 
class 2b noted by Fries in "The Structure 
ofEnglish" (p.13 9 p.189). 	The ver:b 
to be is excluded. 
v* n' 	: those words which do not occur in the form 
of Vp 0 1 V45  7 v4ing and L± d. 	Eg. 
hearted, uniforme d , etc. 
vs ing 	i have special subdivisions. 	Eg. those 
words which take +s and/or 	. 
The v subdivisions wilI be called v indiscriminately 
where convenient. 
a 	: words which take tg% IIX. They may also 
take +or/est, and be preceded by 
most. 
Some words usually called adjectives do not take 	, e.g. 
yun, 	 They are included in the 
adjective class :?or convenience though they properly 
require separation. Although some might appear in 
positions they are not to be called ! because they do not 
take its range of inflections. 
n/a, n/v 9 	Those words which take the range of 
a/v9 n/v/a.: 
Inflections of the classes Involved. 
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in1 	t 	I, we, he, she, you, they. 
in2 me,us, 	,her, L21!, them :. 
in3 my,our, his, her,your, their. 
• 	mine, ours, his , hers, yours, theirs. 
i' 	 "auxiliaries", not including will. 
p 	 "prepositions". Careful syntactic sub- 
division is necessary, but we merely accept 
Harris' pb and P c (M U p. 168) and set up 
another small class p(ltd) for work on his 
sentence types. 
Pb 	 "Propositions" which can occur in the next 
position after certain v. 
PC 	I "prepositions" vhich are replaced by zero in 
certain occurrences. Eg. They gave a dog to 
the children. They gave the children a dog. 
P(ltd) : 	these p  b can combine with certain v and 
in such an order as I'll knock Your orn)onent 
d:2 	(M.U. p. 173). 
The p. class will be simply called where convenient. 
i 	"interogatives". 11here, 	when, howi who, 
who, whic q what.. (Supplied by Fries in 
&.E. p.167). rote also whom. The words 
have other uses. 
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"determiners", which not only occur in the 
position preceding a, but which can also 
occupy the position before a verb in order to 
make a sentence. Eg. Both are on the table. 
t 	: 	"determiners" which can not precede a verb 
as t values do, but which occur in the same 
place before n. 
Both of these last classes Will be called I where con-
venient, and marked singular and plural where required. 
Thus 	 Further classification is demanded, but 
ignored here until full investigation is made. Eg. this 
does not occur in the same way as all in al] of the men. 
C 	: 	conjunctions" which join two finite verb 
sequences.. They include Fries' sequence 
signals except for moreover, besides and also: 
however, yet, nevertheless, likewise, other-
wise, therefore, thus, consequently, accor- - 
din4y, while, if, when, before, since. (8.E. 
P.250). Note also although, j, because, 
though. 
: "conjunctions" which can occur between two 
classes of words of the same kind, as well as 
between full finite verb sequences in the same 
way as . 	Eg. and, .1a.t, or, then. 
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C 
	 "conjvnctions which can occur directly 
• 	after ! to take phrases occurring at the and 
or beginning of :z e.. 
"adverbs". They can occur in the place of 
a + ii before a + o, Eg. 
fairly, rathet l . still. 	(See Fries S.E. 
pf23). 
ds 	: 	"adverbs" which act ns sequence signals and 
an occur where a * ]y occurs at the beginning 
of a sentence or after or before.v.g. earlier , 
later, afterwards, then, pleantime, mew1e, 
Deforl, slang. (See Priós S.R. p.2+9 foil.) 
We include also moreover, bsdes enc1 also. 
It can easily be found that the non-inflected 
classes are not accurately defined, and that according to. 
7.+ their values need re-sorting. For instance, we noed to 
collect those words which appear in more than one of the 
existing clesses, and re-group according to exactly where 
each one occurs, in order to satisfy tho requirement that 
If in any class any morpheme or group of !nQrpImOs Is found 
to have one or more exclusive sentence circumstances, it is 
to be separated from the already established class. Thus 
before is to be separated from because it occurs in 	, 
and is to be separated from because It occurs in ao 
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We need to put it in a new class. Similarly, the other 
uses of values of the existing classes need to be examined. 
But the present classification is accepted because the same 
errors would Only occur again in another system which does 
not draw on an extensive examination of texts. 
Constants (Tentative) 
BE 
E) 
Q) 
HAVE) 
that 
there 
it 
its 
not 
as 
than 
to 
Each form of 
these verbs 
more 
most 
of 
will 
such 
just 
so 
+ self 
+3 
+ ts 
+3 . 
4ir1 
Numerical subscripts will be used in the notation to 
denote where necessary that a value of a class is not 
repeated. 	Thus n, n , 11 , ', etc. 
Z is a special symbol signifying that class of 
sequences which contain a finite verb or a finite verb 
phrase demanded by a full sentence, 
Fries, Charles Carpenter, The Structure of Zaiish (New York, 
Harcourt Brace and Co., 1952). nS.E. 4 win be used throughout for 
convenient reference. 
2 Harris Zellig S., Methods in Structural Linguistici. (Chicago, 
University of Chicago Press, 1951). 
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see for examples (a) 	4e, V.V.O., Methods of Loiq 
(Idon, Rege andKegm P1, 1924 p.. 
(b) Russell, Bertrand, pntdxy into 1ean4ngand Truth, 
(London, G. Allen and Urwin, 190). Various passages can be 
extracted. 
For cord foinattcm see flarood, FJ.., and aright, Alison L, 
Statiatical Sthr of ig1ieh Word Formationt, Lanuae 
32 (196), p..260 foil. 
For more infonnation on world classes, for example the 0.0 
and v classes, and the personal pronouns, see Harsood, F.W. and 
th1gbt, Alison ti,, Inflections of the Bngllah Veat, Noun and 
Pronoun", Thsmz3nian Iducat, IX (l9SL), p.68 foU. 	sc also 
Harwood* F.tT., "g1ieh word classes", Tasmanian education. X 
(l%) • aoferzces to Harris and Fries are given at appropriate 
points and acknow1edgnat should be made of acme details 
Included 'from unpublished material by F.17. Haz'vood. Other details 
have resulted from personal but only preliminary research. 
(o) 4, although it is called an inflection, is on3y a recording 
device in this paper, and is not to be counted as a morph me 
poettion. See 7.44 and 23,12. 
(4) Underlining of all metalanguage terns .throughout the paper is 
largeV for the purpose of differontiating them from the text-  
However., Harris' lettering has not been underlined in order to 
keep to his strle. 
j- ww A,0 	1.,p4.i..s.4- to 	 by  
2.iUir15. 	Cti-, tcc)  f17&/.((. 
CHAPTER 2. 
SENTENCES 
2.0 Introduction. 
The work done by Fries on the sentence shows a 
handling of new concepts, but also some error resulting from 
difficulties in doing so. 
While offering current views on its definition, he 
fails to stress that the sentence must be a form capable 
of eliciting a response; while recognizing both minimum 
and expanded sentence types, he fails to identify the 
minimum kind, and does not give sufficient theoretical 
reference to the sentence building importance of function 
words within them. 
Nevertheless, he has done very useful work in 
pointing out that sentence forms may be classified according 
to the typesof response which follow them; and he has given 
some intere sting comments on how to treat the meaning of a 
sentence, disagreement though there might be. 
In all, the treatment of the sentence provides a 
suitable point at which to begin, because it enables the 
framework (or system of sentences as formulaic patterns) 
in which word classes as variables occur, to be developed 
in a preliminary way. 
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2.1 Sentence Boundary and Definition. 
2.11 The. attacks which are made by Fries upon older 
definitions of the sentence show their inadequacy, and he 
provides a pertinent starting point for his own theory and 
that presented here, by taking Bloomfield's definition. 
(S.E. p.2].)* 
l*....each sentence is an independent linguistic form not 
included by virtue of any grammatical construction in any 
larger linguistic form."1 
But his claim that he provides a meant of finding the 
sentences in a given text whereas Bloomfield does not, 
cannot be fully supported. 	(S.E. p. 21 foil., p.29). 
Though the theory of seeking recurrent partials (S.E. p.36 
foil.) can be developed directly from Bloomfield, it is not 
complete as a method. 
In order to show this, the definition quoted above 
may perhaps be amplified by saying that a sentence is an 
independent form capable of eliciting a response. Thus we 
may identify a sentence by seeing whether certain arrange-
ments of word classes and constants can make a commtnication 
to a person,when individual members of the word classes are 
used. The person should not have to enquire for a further 
structural sequence In order to understand what the 
arrangements mean. 
For example, if someone says, What is that noise? 
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and the reply is The barking d (t v+in n+o) or 
The dog barkinR t,ni-o V sing) these two last sequences 
form complete units of communication and may arouse a 
response from a listener. 	It is necessary to consider all 
formal characteristics when listing sentence types, and 
consequently the ones above would have to be differentiated 
from others where there is no previous utterance. 	(See 
S.E. p.165 for remarks relative to this.) 
One of the advantages of the definition of the 
sentence given, is that such expressions as those which are 
formally complete when used as responses to certain forms, 
but which are not independent when used as initial utter-
ances, can be considered sentences in the response positions. 
Another and more important one, is that it excludes the 
possibility of such repeatedly occurring units as the 
barking dog, being made diagnostic of sentences in all 
sequences, because they have at times occurred as indepen-
dent units. It is hard to follow how Fries' theory of 
seeking recurrent partials, if not his actual work on 
sentences, overcomes this possibility. (S.E.pp.39-+0). 
Even a study of intonation in dependent and independent 
units would not necessarily exclude it. 	(See also S.E. 
p.26 1 p.36 9 p.285). 
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2.12 These remarks and those to follow s primarily 
concern written, language, and not spoken. Intonation 
patterns, for instance, are not given very much attention, 
even though it is not denied that intonation is a very impor-
tant formal feature that may be indicated by punctuation and 
etc. The reason for stress on written language, not only 
in this chapter but in the whole of the thesis, is largely 
because of limitation to the solution of some problems in 
written language which are very important if machine handling 
of language is to be achieved. In addition written lan-
guage does not necessarily provide substitutes for the 
formal. sound features. Thus Vandenb'urgreports open forum 
may be on-ambiguous in spoken language as SIedd 2 points 
out. 	But in written language it remains so. However., 
there is not full, agreement with $ledd that 
"Bluntly, the neglect of phonology made it certain 
that Fries would have difficulty in defining the 
sentence, that some of his form-classes would be hope-
lessly heterogeneous, that his discussion of certain 
structures such as modification would be misleading, 
and that he would invite the very confusion of speech 
with writing which he exhorts his readers to avoid." 
(p.339). 
A great deal can be done without intonation, stress, 
and other sound studies. In any case, we must make some 
approach to written language pending a full Investigation 
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of dust what sound signals are and are not indicated in 
written material* 
2.13 The old concept of a sentence as a complete unit 
of thought, may be replaced by the concept of it as a complete 
unit of form. For example, in discussion of what have been 
called abbreviated sentnces it may be held that such saquen 
ces of word classes are intelligible to the hearer and formally 
completl, because form may be supplid,by the hearer in order 
to make a sequence Which is accepted as one of the sentences 
of the language.. Ego Train- -ache ule altered (The train, 
;bedaAa jias been altere-d). Consequently, although for 
instance Fries maintains that additional words are not 'under-
stood' in abbreviated sequences, it is held by us that if tbes 
sequences are formally intelligible to a listener, then they 
may always be expanded into a form which contains the con-
ventional structure. The important feature to be observed 
here, is that their forms are capable of carrying lexical 
content as they individually occur 1 Others such as 
.t A+,2 	are not. 
Formal definition of sentences is necessary in 
English, but these definitions Will not be absolute. In a 
long, running sequence as Fries shows (S.E.pp.lO-fl), the 
division of the words into sentences allows a wide choice. 
Differences in punctuation are permitted in English, and 
very often it is of little formal importance whether we use 
I.. 
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a comma, a colon, a semi-colon or a stop. Here again, it 
may be noted that form has meaning, and that differences in 
punctuation allow for differences in emphasis as the writer 
wishes. So the old idea of units of thouEht in sentences, 
has some value after all • k full stop is the symbol of a 
more decisive break in the flow of words than a comma, for 
example. If a person uses many periods as opposed to 
another who uses only one for the same sequence of words, 
it may be held that he wishes to mark off his flow of speech; 
the passage of his thought, with a different emphasis. 
There is no formal obstruction to this, and it'is. a feature 
of English that form is sufficiently flexible through the 
uses of comma, period etc., to allow for choice in style. 
Not only formal considerations, then, but those of meaning 
also, will determine the writer's use of sentence type. 
If we wanted 'to build a machine that would operate 
on a set of sentences, our rules for forming these sentences 
could be based on the use of the period, to the exclusion of 
the comma in certain circumstances, and the complete exclu-
sion of the colon and semi-colon. This would lower the 
number of rules required otherwise. 
The signals of a sentence, i.e. the formal rules for 
the construction of a sentence are not fixed, but imposed 
with some element of choice. This of course holds for 
spoken as well as written language. 
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2.2 
Os. 
2.21 It is said in a footnote (S.E. p.36 1 footnote 
12) that intonation and pause patterns were found unfruit-
ful in trying to establish the forms of English sentences. 
So, 
"... .vo needed to find a workable method of identi-
fying and extracting from the recorded conversations 
the single free utterances that occurred there 
workable In the sense that there should be no uncer- 
tainty In the criteria-used and that others taking 
the same set of criteria would arrive-at the same 
results." 	(6.E. p.36.) 
This is not in agreement with previous remarks - here, 
nor with Fries' on comment on the possibility of alter-
native sentence subdivisions in a paragraph. 	(S.E. p.10). 
It Is possible to arrive at different analyses, in some. 
sequences at least. Form does not prevent other arrange-
ments, for example those using commas. However, since we 
hold that commas as well as stops, may mark off Fries' 
minimum free utterances, we have in one sense, got a single 
analysis. It is punctuation which provides an element of 
choice. The only way to get a completely unique analysis 
would be to mark off as a sentence every single utterance 
capable of being used independently, and then note the 
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exp:osions which could never be used on their own.3 
2.22 A more important problem in the book concerns 
the lack of clarity in the means of establishing a minimum 
free utterance in the first place. A passage (S.E. p.39) 
describes the method used: 
by a long process of comparing each utterance 
unit with many of the others, seeking recurrent 
partial s , it was possible to separate those that con-
sisted of single free utterances from those that con-
sisted of sequences of free utterances." 
It also said (S.E. p.0) that the same process was 
used to find the forms which built expanded free utterances 
from minimum ones. 
These remarks complete the description of the basis 
of analysis. As a theory, it is not adequate to show why, 
- 
	
	for example, single word expressions such as one1, Heret, 
Got and etc. might not be considered minimum s since they 
occur as independent expressions as well as recurrent 
partials. 
As 2.11 has claimed, such a method can not extract 
free utterances without reference to whether the forms are 
capable of eliciting a response. There are many occur-
rences of word arrangements in English which do not form 
sentences. 	Even if a frequency study is used, It is 
Inadequate when used alone. 
4?.. 
Although Fries does not say so in the quote above, 
he obviously, must moan the examination to turn on the 
study of those recurrent partials which can stand inde-
pendently of other forms. 	In other sections he is also 
aware that certain expressions, such as those which are 
sentences only in response utterances, can not be defined as 
sentences unless we also consider under what conditions 
they are capable of eliciting a response. But neither Of 
these points is made sufficientIr clear in the basic Ideas 
of analysis. 	•e 
2.23 Turning now to the actual minimum sentence 
types given, we may find some confusion in the lists of 
expressions which are held to satisfy this heading. We 
are told on the one hand (S.E. p.88,pp.105-6), that function 
words occur only infrequently In minimum free sentences 
such as those used In finding the parts of speech in 
Chapter V. Function words, it Is said, belong primarily 
to expanded sentences. On the other hands we find a 
number of these words In the sentence patterns of Chapter 
VIII, which IS said (S..pp.+O-l) to deal with basic 
sentence types and minimum free sentences of both the situ-
ation and response kind. So exactly what to permit and 
that not to permit as minimum remains obscure. (Perhaps 
the function words In questions at least, help to provide 
minimum patterns. 	See S.E. p.172). 
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Another important obscurity concerns the fact that 
vhile Chapter V uses the four parts of speech in minimum 
sentences, Chapter VIII (e.g. S.E. p.])++, p.148, p.17 2) 
and other parts of the book (e.g. S.E. p.88,pp.105-6 1 
D,263) suggest minimum sentences should be described in 
terms of classes 1 and 2. Why the structural frames in 
Chapter V are not considered. expanded, 'is exceedingly 
obscure, if - provides the single basic and necessary 
pattern in statements. 	(Did Fries find, perhaps, three 
major verb types which remain unstated, but which yet pro-
vide him with basic frames?) 
Perhaps a statistical approach was taken in treating 
the material. 	ttThe important fact here is that the four 
parts of speech indicated above account for practially all 
the positions In these minimum free utterances (i.e. 
situation utterance units). 	(S.E. p.88). 	Some basis for 
the view that the three structural frames of Chapter V are 
minimum and opposed to sentences using function words, may 
have been found in the statistical results of S.E.pp.101+'a6. 
Nevertheless, although Fries again holds that all utterances 
consisted primarily of the arrangements of classes 1 to 4 
It must also be noted that function words formed one third 
of the total mass of the material when repetitions were 
included (S.E. p.86). 
Why then, should these function words be excluded so 
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much from minimum free sentences? Why cannot such a 
sentence as n v P t n be considered minimum when n V there 
(frame C) is considered so? 	(For both p and there (a 
member of class +) are treated as modifiers). What are 
the upper and lower limits of the term? 
In any case it is very difficult to believe that, as 
stated (S.E. p.88), function words occurred so little in 
situation utterance units, that is, the units used to 
extract minimum sentences. 	Examples given (S.E.pp.38-.9) 
certainly do not suggest the claim is correct. 
2.24 Finally, a full statement of the most common 
sentence types would probably agree largely with Fries' 
selection, though there might be some difference of opinion, 
as to what is to be called minimum. The last matter is 
really one of what sentences should be held as an initial 
sot, and supplied with formation rules in order to generate 
the-rest. 	In this there may be an element of choice, 
though it is likely that arrangements of n.-v, with 
essential function words such as the, should be considered 
minimum in biglish, for both classes are necessary to have 
a sentence at all. Even in abbreviated or sub-minimum 
sentences, if one or both classes are missing, they may be 
supplied. 
On the other hand, arrangements which include more 
than n - v, may be considered common sentence types if they 
are found frequently enough. 
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2.3 Situation and Resonse Units. 
2.31 As a means of classifying the sentences of 
English, Fries again draws upon Bloomfield's th8ories 5 this 
time about language as a means of communication between two 
nervous systems, and as a result divides sentences into 
those which occur without previous utterance, i.e. situation 
units, and those which follow utterance, i.e. response wilts 
(Chapter III). 	1'hI1e there Is basic agreement with the 
division thus made, some comment may be of advantage. 
Firstly, one may observe that the distinction between 
situation and response utterances is not so much psycholo-
gical as formal, the feature which Fries discusses most. 
The real difference between situation and response utter 
ances Is that for the response utterance, language has been 
one stimulus among others, and that it produces character-
istic language effects absent from utterances without 
previous speech. Verbal responses to both situation and 
speech stimuli are obviously dependent upon a totality of 
complicated psychological factors, which the diagram and 
comments on the working of language (S.E. p•310 permit for 
consideration. 	(This is true for those who hold a 
mechanistic view of the activity of the human mind, and for 
those who like the present writer do not). On the formal 
level the speech act does elicit one of a range of forms in 
response, but the semantic values of the form chosen, why 
one form is chosen in preference to another, for example, 
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are matters not solely dependent on the original speech 
act. 
With this in mind we may understand the fol1oing 
statement. 	"We can proceed on the assumption that if a 
particular response regularly occurs after a speech form or 
& language pattern then this pattern or form 'means' this 
response" (S.E. p.36). 	(It is necessary first to accept 
that a 'response' consists of both formal and lexical 
elements. Fries refers to formal elements in the original 
utterance, but it is not certain whether he refers to both 
in the response. However, we will treat an utterance and 
a. response as a unit of both for the time being.) 
If it is held that an utterance 'means' a certain 
response or certain respoflses, it is important to realize 
that the situation - psychological factors i - speech, i.e. 
all the stimuli handled by the hearer, are assigned to its 
meaning. When the response is called the 'meaning' of the 
original utterance, the original utterance stimulus must be 
given the 'meanings' of the stimuli other than language as 
well. 	it is not certain whether this is a wise practice. 
It seems that the term 'meaning' is a rather confusing one. 
For example, even though many might say that Yes I havo is 
the meaning of Have you been? bacause it is a regular 
response, they would not say that Have you been? is the 
meaning of Yes I have, whereas in the 	definitions 
of words a pwrn means a Young - dop, and a young dog moans 
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a pupry. Perhaps implies in the sentence cases and equals 
in the word cases would be better. 
It is true that the purely linguistic result of an 
utterance, i.e. its response, may be so common as to warrant 
a definition of the meaning of the original utterance in terms 
of the other, while realizing the nature of what is being 
done. But we would still have to permit that on the 
semantic level sentences allow for the use of a wide range 
of lexical items in the comparatively limited number of 
forms which may be used in reply to them. For example, 
Yes I saw the insurance company, is just one of a great 
variety of sentences which can occur in reply to Did you go 
to town Yesterday? 
It is primarily the variety of lexical items per-
mitted in responses (and utterances) which enables language 
to function as a means of giving expression to the enormous 
range of stimulation which a human being encounters. 
However, on the syntactic side j  it may be eventually found 
that some forms such as questions, when compared with 
others such as statements, show a greater tendency to eliminate 
verbal response to stimuli outside those of language in'; 
the semantic items they call forth. For instance, Fries 
has remarked on the frequent use of yes and no in replies 
to questions. 	(S.E. p.165). 
In dealing with the formal nature of responses, 
(which attracts most of Fries' attention) we recognize that 
given syntactic patterns allow for only limited numbers of 
forms to occur in reply. The types which occur most fre-
quently can be listed. But we do not add that these 
express the syntactic or structural meanings of the original, 
• The structural meaning of a sentence has been understood in 
this paper to be defined by those forms which will carry 
exactly the same referential information as the given 
sentence, by using the same values of the same classes in a 
different arrangement. Thus we could define the structural 
meaning of an active form in terms of a passive. I C units 
could be similarly treated for meaning value and a given 
sequence defined by its equivalent form in another construction, 
For example The bi boy / likes / the little kittens 
• - The little kittens / are liked by / the big boy 
2.32 While it is true that limits are placed upon 
what forms people may use in any language, the response 
patterns may not be quite so predictable and regular as 
there is sometimes the tendency to maintain. It is a 
valuable observation that a language may be defined as 
certain sounds which "elicit regular, predictable responses!' 
(S.E. p.35). But some qualification may be needed to the 
following remark: 
"..'if language is to fulfil its function of providing 
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the' means of social co-operatic; then individual A 
must be able to predict with considerable accuracy 
the practical response which particular sounds will 
elicit in individual B." 	(S-E- p35). 
It is claimed later in the book, that the response 
units in English showed great diversity of pattern (S.E. 
P-53) and answers to questions could illustrate almost any 
acceptable linguistic form ($.E. p.165) , 	There must also 
be a great variety of forms permitted in the answers 'to 
'requests' (not discussed in S.E. Chapter VIII) such as 
Get me an 	Further, the variety of lexical material 
used in responses does not suggest that an individual A 
need always be able to predict the response of individual B 
with considerable accuracy for language to fulfil its social 
task. 	On the other hand, in syntactic matters, if there 
is complete freedom of choice in form, then 'intelligibility 
between speakers is greatly lowered, since meaning reduces 
to single vocabulary items with relations between them 
obscure. Vo language works in this way. 
2. 	Classification of Sentences. 
The classification which is developed from the 
general distinction of the two kinds of sentences may also 
offer a few points for discussion s  The basic practice of 
separating sentences according to their most frequent types 
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of response can be firmly supported, and indeed some of the 
most valuable sections of the book occur in Chapters III 
and VIII. Ue are provided with three major kinds in the 
situation group, various types in the response group, and 
the knowledge that situation sentences may also occur in 
rasDonse utterances. 	(Chapter XI provides some fresh 
Information on the differences between sentences occurring 
initially and those which follow. But internal structure 
Is studied there, and so It does not rightfully enter into 
this section.) Nevertheless, we may meet with some 
difficulties in attempting to apply the method to a sample 
which includes more than telephone conversations. The 
following notes could perhaps increase in importance. 
(I) The class of sentences called 'statements' which 
elicit signs of attention may also elicit con- 
tinuous discourse. Consequently, when the fre- 
responses 
quency of discourse/becomes high, it may be 
confused with the class of 'questions' which arouse 
oral responses. Study of the internal construction 
of sentences as well, could then become Important, 
although 'questions' would rarely arouse signs of 
attention, and the difficulty might he overcome 
without it. 
0 
It is also not always certain that 'statements' are 
separated from 'requests' merely by a consideration 
of response. Away from the phone they could 
arouse agood deal of action. 
Some structures of the 'question' form can signal 
'requests", or, in other words, elicit action 
responses instead of oral ones, or indeed, give 
rise to both types of response at the same time. 
The following examples (taken from S.E. p.150) are 
capable of arousing both types. 
May I speak with -- please? 
Can you come over soon? 
Will you talk to Miss M -- 	out it and let me 
know? 
Fries observes ambiguity of response in the last 'polite' 
example, but not in the previous two (S.E. p.160. 
Again, we may compare: 
Gototon tomorrow. (reenact) 
Will you go to town tomorrow (request or 
question) 
As with Get me an apple a wide range of oral as well as 
action responses can be imagined, despite the note that 
"one of a narrow range of oral responses may accompany the 
'action' response. 	It is however the regularity of the 
'action' response that constitutes the pattern here." 
($.E. p.1+O). 
52. 
Though the sample of telephone conversations did 
not show the features deoribód, it may be that other 
samples will do so. 
Finally, as Fries stated (S.E. p O,pp.l6+-), a 
study of responses shows a class of sentences which have 
the seine form in both situation and response situations. 
These may become so frequent in some samples that the 
method of clessification is of little value'. This by no 
means makes the tapproach invalid, as clear differences 
between major types of sentences have . been established in 
the chapters mentioned. 	(Although the Class 2 td 
concord to Class 1 formula should be dismissed in favour 
of the more common 'question' forms noted by Fries,) 
But even in the material which was examined, 
'statements' formed the greater part (S.E. p.l), and we 
expect to find these both as response and situation units. 
The method would be more valuable for spoken language ,.than 
for that kind of written Informative literature where the 
flow of material does not depend on question and response. 
Internal analysis of 'statement' type sentences would then 
provide the basic means of classification. 
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1 Bloomfield, Leonard, Language, (New York, Henry Holt and Co., 1933), 
p.170, 
2 Sledd, James, in a review of S.L.. Language, 31 (195), p.3131. 
3 F.W. Harwood has pointed out In discussion the English feature of 
choice in use of comma,, semi-colon., colon, Lu].l stop and etc., 
which has been developed here. 
Harwood, F.W. "Axiomatic Syntax, Language, 31 (1955), 
pages 409 - 1313. 
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WORD CLASSES. 
3.0 Introduction. 
The attempt by Fries to handle parts of speech as 
structural meaning units into which word, classes enter s 
shows an attempt to deal with too many features of English 
at the one time. Although it may be seen that be was 
aiming t3 present the diversity of free form patternings 
in which words with certain bound form ranges can occur, 
the result has provided suggestions for future research, 
rather than a clear statement of the formal characteristics 
of English words. The definitive criteria for the parts 
of speech are not precise, and there is also a tendency 
to proceed from meaning assumptions to form, instead of 
from form to meaning by way of strict descriptive analysis. 
Without firmly established word classes, any 
statement of the rules for creating sentences, or any 
analysis of sentence structure, will be incomplete. 
Consequently the parts of speech have here been treated 
at grater length than some other aspects of Fries' work. 
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3.1 Fundamental Claims. 
3qtln preparation for discussion which will amplify 
and support the criticism just made, some basic ideas for 
the analysis and presentation of English word classes may 
be stated. 
Distributional studies will show that it is often 
valuable to keep the study of the classification of words 
according to the bound forms they may take, separate from 
one which describes the words as free forms in positional 
arrangements with each other. hthe two activities are 
confused it can be easy to create classes that do not have 
consistent and clear cut characteristics. 	(See 7.3 and 
7.4). Here we use 'word' as a term for a free form which 
may contain inflection or word formation1 , as well as for 
one which contains no bound forms at all. 
It is a feature of English that a class of words 
capable of using a specific range of Inflectional endings, 
may enter a free form structural sequence in the same 
position as one or more classes capable of being charac-
terized by different inflectional endings. Thus the 
position need not be a unique marker of one class and can 
not be used to describe It in this way. 
On the one hand the Inflections, of words may be 
grouped to define and characterize parts of speech, and on 
the other, the positions which one or more of these parts 
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of speech can enter, maybe stated separately in order to 
describe their behaviour. Perhaps a re-definition of the 
constructed classes may follow for various purposes. 
There would be subdivisions, for example, within an inflec-
tional group because boyf-s but not boy.-'s, will appear in 
The - walked over the bridge. There would also be new 
groupings because a variety of inflection classes will fit 
such frames as the - , or the n*o v+ s-. 
It has happened more than once in descriptive studies 
of English, that tdng words with the same free form 
positions have been held to be t4e onts: 	 the 
same inflectional endings. But it is not possible to say 
that both types of frames consistently provide the same 
types of classes. They do not. The tendency to place 
the free form positional frames in which word classes with 
certain inflections may occur, as characteristics of these 
same classes, has not always been discriminate. 
3.12 A method of analysing a text recommended in this 
paper, is to set up classes of words which all take the 
same setof inflections, and then to examine where these 
inflections occur In positional sequence. Thus tLI occurs 
on a single morpheme word of the noun Inflection class in 
The boy's coat Is on the hook, while the other inflections 
are excluded. A formation rule can be introduced to this 
effect. 
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Where we find a member of a class which takes more 
than one sot of the inflections which mark out an already 
defined class, ih a /v o 	'a, the following procedure 
can be adopted. We state, for example, that the members 
are to be noted as either nouns or verbs, but not both, 
according to the, particular inflection (not j2)  used in the 
given frame, and according to whether a member of the 
exclusive noun or verb class will occur in the same position. 
Thus in The bo hits the ball hits can not be treated as 
because, no member of the exclusive a class ever appears 
in such a frame. Again, in The men worked hard 	and 
the position of work in relation to the rest of the sentence 
makes work a verb and never a noun. 
In other cases we may find words which take more than 
one sot of inflections-(with each set capable of charac-
terizing a separate class) occurring with a zero bound form. 
In these circumstances the test of whether a member of one 
of the unique classes can appear, will again determine the 
symbol which is to be used to denote the form of the word 
in question. Thus in He likes the amenities and the work, 
and The aim of snort is to improve the body, but that of 
study is to imrovc the mind, work, aim, snt, study and 
mind must all be marked as n because only members of the 
exclusive A  class will appear in these positions. In a 
similar way verb and adjective overlap can be treated: the 
mature philosoDhy. 	Again, V-rfl and v + d, can, be used to. 
denote the function of V'+!O in The children hit 'by the ball 
and The children hit the ball and etc. 
k preliminary analysis of -the.  frames which distin-
guish one class of words with a particular sat' of inflec-: 
tions and not another, or which distinguish a class with one 
particular inflection and not another, has shown that in 
some cases the overlap can not be eliminated. For example, 
take We discussed _the - problems as products of the atoms 
grouped in different ways. Here goued is either 
or v_ti,, and the sentence has an ambiguous meaning. But 
such cases were quite infrequent. They require further 
research, especialry in view of recent suggestion that 
ambiguities of structure are common 2 2 and again in view of 
recent stress laid upon the need to analyse sound features  
- of spoken language 3 . These last may eliminate ambiguities. 
One point, however, is clear: n/a overlap remains 
in left expansions of nouns. In the vigorous intellectual 
effort, and the material world, intellectual and material 
can be treated as either nouns or adjectives, because they 
take the , ,plural, and the Lly inflections, and because 
the +o . forms of both classes occur as here in these 
positions. But this overlap is not so important in 
questions of ambiguity. It could be treated as a feature 
of English which enables us to set up a separate class 
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with certain positional characteristics. 
We thus see how positional oharaôteristics can' be 
combined with inflectional ones, either to define' word 
classes, or else to provide formation rules for classes' 
defined already by the inflections and other bound forms. 
In either case, we may conveniently choose to hold 
a positional sequence as :a feature of one or more classes, 
each class having a unique inflectional range. There is no 
need in these circumstances to re-arrange the separate 
classes already set up, and to create .j,y groupings etc. 
The special position can be treated as selective of a 
class with a unique inflectional range, which therefore 
makes the members of overlap classes in this position 
members of a unique class. (Subdivisions of the classes 
according to the occurrence of each of the inflections' 
belonging to the unique range - og. ts opposed to 	- 
would, however, remain). But there will be other cases, 
where a position is not selective of one unique set, as we 
have seen. 
3.13 As a result of these considerations, and 
because of the variation in syntactic content and length of 
the position sequences which are capable of determining 
that, one and only one class will occur in instances of 
formal ambiguity, the following is maintained. It is 
necessary to examine in turn sequences which may be, sentence 
long, in order to find out what exactly can occur before 
and after what class symbols. For example, only one 
class will occur in Then s o v + s to 	him, but more than 
one will occur in He went to - . It may be that a large 
number of morpheme positions needs to be examined in some 
cases before the can be found to be determined for one 
and only one class. 
If it is wished to make positions diagnostic of a 
class in a fixed fashion, then formation rules must show 
the sentence patterns under which the defining features do 
or do not hold. 	(See 7. )+2). 
In other words, it is usóful in English to examine any 
individual word class or word constant position in relation to 
each of the possible combinations of the classes and constants 
in each of the sentence types with free and bound form pos- 
itions marked 1 ...... xi. 	Thus, for example, in The 	are a+o 
we can learn that xi +s, a i o and V4- n will occur, but in 
- , V+ a a +0 9 we can learn that V4- n will not occur, and that 
a+o will do so only in some idiomatic phrases (eg. Good 
makes good). 
The need for such exact positional studies has not 
been adequately realized by Fries nor by Harris, whose works 
have been so important in leading us to distributional 
studies in the first place. However, it can be seen that 
Fries edged towards a recognition of the problem in his 
theory of diversity of strike. Harris also approached it 
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from the side in his difficulties over approximation 
techniques, and in his discussion whether long or short 
selected environments should be made diagnostic of the 
same class. 	(See 7.12, 7.13, 7.31 9  7.32). 
3.I4 It should be clear by now that it is not 
suggested that bound form characteristics provide the only 
means of class definition, although they may be the most 
convenient. We could distinguish classes by using a set 
of free constants, or position after another large class, 
or concord, (in this case we would use a bound form 
belonging to a word which is not a value of the defined 
class), or etc. Other features could then become parts of 
the formation rules. But the system outlined is probably 
the simplest to manipulate. 	(sea 7. for further dis- 
cussion about the nature of word classes. The analysis 
of a text could proceed on slightly different lines which 
are indicated there.) 
It is evident that when we are setting up classes of 
single morphemes in a more precise analysis of a text, that 
is, when we are finding the exact minimal syntactic units 
of It according to 7)4, the same procedure of taking 
sentences In turn Is to be adopted. Once we have developed 
word classes, we can treat sequences of their positional 
combinations, and if we like, consider their structural 
meanings. Such combinations would be characterized by 
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(1) the word classes and constants which may enter them, 
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and (2) the positional arrangements of these word classes 
with each bound and free form position; numbered serially. 
They would correspond to the 'structural patterns' defined 
by Fries (S.E. p.257), and clarify the limits of the 
structures 'modification', 'subjects' and ' objects' • etc0 
which he treats.. 
3.2 The 4ethods of Analysis which Fries claims to use. 
321The  initial methods by which Fries claims to have 
established the parts of speech or word classes are given 
as follows: 
"We have assumed here that all words that could 
occupy the same 'set of positions' in the patterns 
of English single free utterances must belong to the 
same part of speech. We assumed then that if we took 
first our ,  minimum free utterances as test frames we 
could find all the words from our materials that would 
fit into each sinificant position without a change of 
the structural meaning." 	(S•E. p.?+). 
'After using the minimum free utterances we tested 
the resulting lists rof wordil in the 'positions' that 
appeared in the single free utterances that were not 
minimum but expanded in various ways." (S.E.pp. 7+-5). 
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It is important to realize that except in one 
instance ($.E. p.78) the 'positions' referred to by Fries 
in the test frames consist only of the positions of words 
as free forms in relation to one another. 	(See also S.E. 
p.l+l). 	(This contrasts with work done by Harris where 
the relationships of bound forms to free forms are also 
initially considered). The term 'positions' will con-
sequently always be used in the section on Fries to - refer 
to free form,occurrences. 
The basic features of the procedure then, may be 
pointed out in this way: (1) all words which occupy the 
same set of positions in diagnostic frames will belong to 
the same part of speech; (2) all members of a part of 
speech will have the same structural meaning; (3) tests for 
both characteristics are to be carried out on minimum free 
utterances; (10  resulting lists of words are to be tested 
in positions in expanded utterances, 
3.22 However, there is a fundamental modification 
due to the theory of 'diversity of strike' presented 
earlier and later in the book: 
"There is no single characteristic that all the 
examples of one ,art of speech must have in the 
utterances of English. All the instances of one 
part of speech are the 'same' only in the sense that 
in the structural patterns of English each has the 
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same functional significance." 	(8.E. p.73). 
We understand that this means that a part of speech 
varies in its use of a. limited range of formal devices, 
according to the structural pattern in which it occurs. 
These varied patterns are united however, in exhibiting a 
unit -of structural meaning which correlates with the one 
part of speech. 	(See S.E.pp.69-70). 
Consequently basic qualifications are introduced to 
the method of discovery described. The remarks indicate 
for one thing, that words with the same set of positions, 
that is those words all having a characteristic in common, 
need not belong to the same part of speech. Yet Fries is 
not clear that a contradiction in procedure has been made, 
for he later claims to have used the assumption that words 
found in the same set of positions will belong to the same 
part of speech. (S.E. p.110)0 
3.23 We are really left with a feature of pro-
cedure thich will be discussed again. A habit of choosing 
one or more positions as diagnostic of a particular 
structural meaning appears to have developed at least partly 
because of the theory of meaning just described, and it 
conflicts with attempting to find words with all the same 
sets of positions. It has been hard to decide whether (1) 
is to be followed exclusively or whether other character-
istics are to be used. 
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In any case 'diversity of strike' makes it essential 
for us to rely on feature (2) as the means of defining the 
classes. 	It will be seen, however, that even this means 
is not consistently used, and that the whole method .of 
classification becomes quite confused.. As Fries himself 
holds, a control of meaning to the extent of discovering 
either through responses or an informer, what forms have 
the same structural meaning, is essential to his work. 
(S.E. p.8 1 p.7451 p.79 footnote 13). 	But he does not 
realize that in theory at least, 'diversity of strike' 
makes'ineaning' the only real defining characteristic for a 
part of speech; that it Is only through structural meaning 
that we can bring the different formal features together 
as characteristics of a single class. 	For example, 
"our analysis starts from a description of the 
formal devices that are present and the patterns 
that make them significant and arrives at the strucw 
turaLjneaninEs as a result of the analysis." 
(S-E- p.57). 
This appears to be incorrect. (See also S.E. p.203). 
Meaning decisions must be made initially. 
3.24 The method of discovery first described is 
also qualified by remarks in various places concerning the 
value of bound forms in defining classes, and by the lists 
of these forms given in Chapter VII. They are said to be 
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discovered through the positional tests in diagnostic 
frames (S.E. p.79), and are to be separated as markers 
from the positions themselves (S.E. p.l+l). 	(Although 
diagnostic frames for Class 1 Include ). Both are con-
sistently held to mark out the same classes (S-E. p.74 7  
p.110-1 1 p.112), and we may see that Fries can attempt to 
establish this claim through the theory of 'diversity of 
strike'. 	For he recognizes that Inflections, as charac- 
teristics in isolation, can provide word classes which 
conflict in membership with the classes of words marked 
constantly by positions. 
ft 	certain formal matters outrank others in 
determining the class of a function unit In any 
particular utterance. In general 'position' markers 
in any particular sentence supercede morphological or 
form markers." 	(8.E. p.1+1). 
But we will see that in practice Inflectional ending 
frequently takes precedence, and that there is Indeed a 
firm dependence on inflection not only for the description 
of classes, but also as a means for their discovery. It 
Is greater than Fries Is awara and probably due to the 
fact that there are bound forms which may be made absolutely, 
diagnostic of word classes. 
3.25 In summary then of discussion so far, we tend 
to find that Fries has actually discovered his parts of 
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speech by selecting meanings which seem to have a trad-
itional basis, and by classifying words according to 
inflections and word formative-s (with which the meanings 
have been associated). Both features may account for the 
choice of certain of the positions as diagnostic, because 
a frequency count may show that the word classes thus 
established occur very commonly or else exclusively in 
some of the frames. 
We may now see from the previous paragraphs that 
the theory of 'diversity of strike' has been an attempt to 
overcome the opposition between positions and bound forms: 
described in 3.1. But we can hope for its success only 
if a clear knowledge of the structural meaning for each 
part of speech is known in order to keep it distinct from 
others, and, it is highly probable, only if one structural 
meaning is permitted to define it. The theory presents 
us with a number of problems. We shall see that in 
practice Fries satisfies neither criterion. 
An attempt to follow out his method of discovery is 
further confused by the fact that we can not be clear as to 
what "a part of speech" means. The reader may have already 
noticed that 3.2 began by using the expression "parts of 
speech or word classes". 	It has also been convenient to 
describe a part of speech as a "unit of function", or "a 
class of words with the same structural meaning", without 
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any attention to looseness of definition. This is because 
Fries himself at times describes a part of speech as . a 
functional meaning unit, while at other times he accepts it 
as a class of words, As a unit of function it permits. 
words to enter more than one part of speech, and satisfies 
the claim that we are not to list words in classes. with 
constant features, because of 'diversity of strike'. 	In 
this case, as we have seen, both positional and bound form 
frames may be able to define the one part of speech, 
as a unit which lists words with characteristics in isola-
tion from their occurrences, the part of speech exhibits 
the opposition to which we have referred. 
With all these remarks now in mind we may proceed to 
a more detailed study of the confusions in the establishment 
and description of the classes presented in the work, 
3.3 Meaning Poblein,s. 
3.3]. One of the first which comes to mind is the 
fact that the dependence on structural meaning which Fries 
accepts (6.E. footnotes p.8, p.7+u.5), has permitted the 
introduction of dubious uses of 'meaning' • For example, it 
is frequently assumed that some unstated structural meaning 
belongs to a particular part of speech, though whether it 
exists or not is never really shown. It may be possible to 
set up somewhat different structural meaning units from 
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those usually, accepted, with consequent slight change at 
least in the parts of speech established. 
In any case, a concept of structural meaning is 
never defined In relation to any particular class, and 
always remains an obscure notion behind each one.. For 
example, when the class Ids are divided into three sub-
groups by the test of which one of the substitutes he, 
or it may be used in their place (n.E. p.121), we are told 
that this activity provides identifying characteristics for 
Important structural meanings discussed In Chapter IX. 
But the way In which the different meanings are linked into 
a group to satisfy class 1 is not explained. Again, we 
are provided with the old subject and object positions for 
class 1, as well as the frames the -, and 	in frame A. 
In what way are their structual meanings the same or diff-
erent, and how do they link up others, and so on? 
In some cases we may even find  primary dependence 
on meaning in order to pick out a position as diagnostic. 
A list of class + words will Illustrate this point. (S.E. 
P-139 (d.)). 	it covers a wide, variety of words, and in 
fact, footnotes 16 and 17 on the same page make it clear 
that a meaning assumption, and not positional analysis of 
the oocurronces of the words, is the means by which they 
are grouped together. 
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Consider We went, down 
The chair is down the garden 
The man down the sot 
What is it that picks out one of these positions as diag-
nostic for class 14 What is it that picks out one Of the 
meanings as important for class +? Perhaps a statistical 
study could supply some answer. But it does seem' that a 
structural meaning is here first assumed for a position, and 
that It is set apart. It need not necessarily apply to 
other uses of the same words.  
While a study of structural meanings is quite 
legitimate, it can not be arbitrary, and precise methods 
for their discovery need' to be used. 
3.32 A second major problem, and one which is 
recognized by Fries ME. footnote p.6), is the difficulty 
of separating lexical from structural meaning. Just how 
are we to determine through 'responses' and our knowledge of 
a language, a control of structural meaning as opposed to 
lexical? Later sections of this research may provide some 
answer, and show that a decision on the question is funda-
mental in any study of syntax. 
The question of how we may overcome semantic combi-
nations of words in distributional studies in order to 
establish a syntactic analysis Is very important, if we 
base our classification system on the view that all words 
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which occupy the same set of positions belong to the same 
part of speech. This is a problem which relates not only 
to Fries' work but also to that of Harris. 
A study of individual words in distributional 
relation to one another will not necessarily show that 
they belong to one form class. The point is that semantic 
differences may exclude many words from fitting positions 
in sequences taken as frames for the descriptive study of 
word occurrences. 	In the frames 
The cars - smoothl  
The fires -- brightly 
how are we to know that a collection of words which fills 
the blank in the first is the same formally as that which 
fills the second? What is to unite the two different 
semantic groups into one form class? 
What is required is a procedure which is proofed 
against generating semantic combinations in mistake for 
syntactic ones. The stress by Fries on free form 
positional and meaning analysis does not give one, and the 
work by Harris on pure distributional analysis is not 
complete. 
It is not meant here that large numbers of semantic 
groupings would not be valid as descriptive analyses if 
they could be brought under control. They could be useful 
if formation rules could be given which would develop them 
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into valid sentences of 1iglish. But we must be able to 
recognize that they do not supply the syntactic nature of 
the language. Some means is required of showing that 
words which do not occur in the same sentences are yet 
formally the same. 
3.33 In 7.1+ a method is presented which it is 
hoped refines both Fries and Earris in their theories of 
how to discover syntactic features. It is linked with the 
definitions of syntactic classes and constants in +.3 of 
the next chapter. 
Here, for example, a syntactic constant is a single 
morpfreme which must be used in a particular position in 
any one of the varied sentences with inorphe positions 
	
I .... n, in order to make the sequence a sentence. 	That 
is, no other morphte at all will substitute for it in this 
Particular sequence in order to create the sentence. 
Thus in The children -- the--is run aulck--., 	is 
the only form which can fill the last blank, while a very 
large class can fill the second, and a small class casd ..p. 
(or similar) can fill the first. We may consequently 
call tlyasyntactic constant, while the free forms are 
called object language or semantic members of two very 
different syntactic variables. By this theory syntactic 
elements can be separated from semantic ones. 
It will be seen also that it allows morphemes which 
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can be treated as members of one class In some sentences, 
to be subdivided into different classes in others, For 
example some of the members of the class .p just referred to 
will have different occurrences to others. Thus kX and 
wth will occur In passive constructions, but other Values 
will riot, Again those words which appear without any 
inflectional ending in constructions like tbeo can be 
subdivided into verbs and nouns in cases where they take 
one of these inflectional forms. And again, a and zed 
can be considered members of one class in such sentences as 
The wound— are here, whereas they can not be treated in 
this way in other sentences. How to differentiate the 
nature of such classes will be described more fully in 7)+ 
to follow. 
When we come to setting up word classes in Fries' 
manner, instead of morpheme classes in the manner above, we 
can treat the analysis of the substitutions of more than 
one lorphenie at a time s as a speciaLcase of study, of 
sequence substitution. 
For example., combinations of morphemes like v. fl 
and n.s can be treated as members of one class because 
they can be found in frames like the -, but in others they 
will not substitute for one another In order to create any 
kind of sentence. That is, they will occur in eclueiv.e 
positions. It is possible to define words as a class in 
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relation to free forms for one particular kind of sentence, 
and then re-define them in relation to bound forms for 
other kinds of sentences. 
It is interesting to observe that when small classes 
such as I define a class, we may be able to set up struc-_  
tural meaning units which differ from those Fries would 
possibly provide. 
This brings us to the final point of discussion 
about meaning. Because of the previous theories it is 
held that the two useful meaning conceptions are "lexical" 
and 	and that the Introduction of "social" 
meaning by Fries is invalid (S.E. pp. 29+-). 
It is really a part of lexical meaning or semantics. 
Rip's sentence In the first case given by Fries, would convey 
the social,meanings of his time through the emotive or 
referential values of the words, that is, through their 
lexicon. Communication breaks doun in the second case 
because while Rip uses one lexicon, his audience of another 
period uses another. There Is no need to set up a basic 
idea of 'social meaning'; instead we may state the lexicon 
for any given time or place. 
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3)+ Significant Positions. 
3.41 Reference has already been made to the 
question of whether Fries desires to classify words 
according to selected diagnostic positions in which they 
occur s or whether he desires to put them in one class if 
they all occupy the same positions in both minimum and 
expanded sentences. In either case, question may also be 
raised concerning 'the claim that all members of a part of 
speech will display the same structural meaning. It will 
be found that in treating the three different points Fries 
has created sowe confusion. 
3.+2 Classificatory theory (.E.pp.74-80, par-
ticularly pages 75 and 78), leads to the belief that 
cer,tain positions are to be held diagnostic for a class, 
while others are to be considered less important. 	Thus 
for class 1, test frame A seems to be diagnostic, while 
for class 2 three test frames are diagnostic (S.E.pp.80-1). 
It may immediately be asked why the minimum free 
utterances (in sentences) chosen as frames, hold signifi-
cant structural positions and meanings for words over and 
above their other uses. It may be that firstly the 
sentences themselves are of high frequency, and can be 
selected to establish parts of speech on this basis alone. 
But a precise statistical study might make us enquire why 
other commonly found sentences such as The boy is in the 
0 
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ZILden of the trpe t n.o i s pt n*o, are not also 
selected. 
Secondly it may have been realized that there are 
certain common sentence frames in English which are diag-
nostic of a particular range of inflections. As Fries 
uses inflections to describe the parts of speech in Chapter 
VII, we may suggest that a link between the positional use 
of a word and its inflectional range was attempted. Thus 
in the frame The concert -- S~jod, only the range of class 2 
inflections can appear. But in other frames, The 	was 
food and The clerk remembered , words of the form v+ 
a~o or a+ly, and ni-swill occur. These are never 
grouped together in one class. 	(Though a + o, and n + o 
are recognized as able to occur in the one structural unit 
(S.E. p.118)). 	The frames for Fries remain diagnostic of 
certain ranges of inflections only and the others are 
ignored. It is a pity that he failed to pick out frames 
which were always diagnostic of the inflectional classes he 
uses in Chapter VII. As it has been pointed out, a fall 
study of the arrangements of classes and constants in 
sentences of varying lengths will probably show that there 
are a large number of long sequences capable of determining 
the occurrence of one and only one class symbol in a given 
sentence pattern. 
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3)+3 However, as the work of Fries now stands, we 
must immediately recognize that the selection of diagnostic 
positions is rather arbitrary, and cuts right across the 
classification of words according to the characteristic 
that they all occupy the same set of positions. This may 
also be seen in the fact that no class of words similar to 
or 	is ever established, (although It Is true that 
'diversity of strike' enables a slightly different recog- 
nition of such features at times.) 	(See S.E. p.118). 	Again, 
note that the diversity of. positions a class + word may 
occupy are not made clear. For instance, often will 
appear before went in frame C. 	(S.E.pp.83-5). 	(There 
may be some general realization of its patternings in 
Chapter X, although it is difficult to assess Fries' mind 
here). 
In short, classification of words according to their 
same set of positions can not be reconciled either with 
the use of selected diagnostic frames, or with classifica-
tion according to their same sets of inflections. 
Nevertheless, it must be pointed out that Fries does 
consider that the variety of positions a word may occupy 
are not to be disregarded. 
In an attempt to discover what Importance the other 
positions have in relation to the diagnostic positions we 
may suggest the following. If a word which appears In the 
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diagnostic position or, oitions of a class appears in 
other positions also, then it will still belong to its 
diagnostic class no matter what structural moanlngc belong 
to those other posit-ions, so long as none of them is one 
of the diaPnostie positions of another class. For Ozample, 
Fries hitweif superfiIaily establishes class 1 as a set 
'those MMIbars all aoer in freme A t an.1 uiioh may appear 
in other frames as sub-groups as well. 	(S.E. p.78). 
Although such a proctice does give us some explana-
tion of how Fries treats the variety of positions In which 
uors may occur, it certainly shows that he does not 
satisfy the cleii that words which occupy the sare positions 
will be classed together. 
The proccduremight work If the original selected 
diagnostic positions for a class alWeY$ exhibited the 
occurrence of a range of inflections which oorresponds 
with the range of inflections which are later nzed to 
define the same class, 	e have seam that this is not the 
cases So although It seems to approach Fries' habits, 
confusion still remains. Xt becomee apparent at this 
stage that there is really no consItnt method used at all. 
3.44 The procedure that lass just been described 
also cuts across the cheroeto'itIo of so!naness of struc-
tural meaning, as previously observed. 
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In order to make the use of diagnostic positions 
reconcile rith the test of same structural meaning, we can 
ask whether the 'significant' position can be said to carry 
a structural meaning which Is more important than others, 
or which words in other positions exhibit. If so, then we 
must hold erroneously that different positions do not carry 
different structural meanings. A class 1 word for 
example, in modifier position, will surely not have the 
same structural meaning as one in head position. But it 
is still found as class 1. 	(S.E. Chapter X). 	(Possibly 
this is because it will not fit both diagnostic positions 
for class 3, although a v + n form- will fit both frames for 
class 3, and is still treated as a class 2 word in the 
modifier frame). 
It has to be admitted that the use of diagnostic 
positions confuses quite arbitrarily with the use of other 
characteristics. 	It has also to be admitted that in fact 
no one structural meaning is correlated with a single part 
of speech. Various examples may be found where this is so. 
It would be very hard to ostablish a sameness of structural 
meaning for all the class 3 words listed (S.E. p.83 2  footnoti 
and another for all class 1+ words in frame C (S.E. p.8 1+) 
unless they were each of the traditional kind vaguely 
called modifier of a noun and modifier of a verb. 	It is 
to be noted that Fries himself describes variations - 
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of meaning for words in modifier and other positions. 
(S.E. p.203). 
Even if the view is taken that the structural 
meanings in the diagnostic positions alone are important, 
while the rest are to be considered of minor value, it is 
clear that varying meanings are permitted in the one class. 
Test positions in the diagnostic frames provide different 
structural meanings regardless of what happens in expanded 
sentence structures. The position of class I before a 
transitive verb, for example, can not be said to have the 
same meaning as the position after. 
Fries is well aware that a position will vary as to 
structural meaning, for instance in his theory of diversity 
of strike, and does recognize that different inflectional 
form classes used in the same positions will provide 
different structural meanings. But he has failed to make 
such recognitions in presenting the use of diagnostic 
positions. Thus the whole method is inconsistent, and 
fails to satisfy his requirements. (S.E. p.8, footnote 6, 
P-79, footnote  13). 
3.4 	In summary then, we have not been able to 
find that a formal and not an arbitrary procedure has been 
fo1loied. Certain positions, along with their structural 
meanings have been picked out in preference to others for 
an unstated reason. Same sets of positions and se 
structural meaning in all positions have both been dis-
carded. This could be due to traditional, meaning assump-
tions, or it could be based upon statistical studies of 
occurrence, or could be allied with the occurrence of 
certain ranges of Inflections. 
We shall see later that the given positional 
analysis Is In fact made subsidiary to a primary inflec-
tional classification. 
3.5 
S 
3.51 It will be convenient now to amplify pre-
vious remarks concerning this heading, and to enquire how 
much Fries holds the study of bound form inflectional 
occurrence to be Important in the initial establishment of 
the parts of speech. 
We may begin by taking some quotations from 
Chapter V. We may then proceed to deal with other 
groups of remarks, 
A. "It is not enough for our purpose to say that a Class 
1 word is any word that can fill certain positions in 
the structure of our sentences, even if we enumerate 
all these positions. We want to know what the 
special characteristics of these words are that make 
them recognizably different from the words used in 
other positions. 	(5.E. p.79). 
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Again: "In chapter VII we shall enumerate and describe 
the various contrasts which we have found to 
mark the parts of speech in nglish'. In the rest 
of this chapter we shall sketch the procedure used 
here in the attempt to discover inductively from. 
the recorded materials 'what these various contrasts 
were." 	(S.E. p.7)+). 
Apparently then, the main use of inflectional 
studies is in description of classes already established 
by positional means. 
L However, remarks-made later in the book tend to 
modify this point of ,view.  
The first occurs in a summary remark upon the 
identification of function words 
"The procedure hero. -ëinployed was the same as in 
the chapter for the setting up of parts of speech. 
In both we took from our materials single free 
utterances as test frames and, by the process of 
substitution, tried to find, the words which, with 
the marks they had in their original utterances, 
could be used in the test frames without a change 
in the structural meaning." 	(S.E. p.lO+) 
It is a little disturbing to find this statement some 
time after the method of analysis by positions has been. 
presented. It may be seen that an attempt is made hero to 
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show that both bound forms and free forms mark out the 
same cia see s • We assume that "the marks" include inflec-
tions, and find that the claim will unite into one class 
some words which Fries treats in separate classes. 	For 
example v* n, a t o, n + o may be taken from their original 
occurrences and found. to fit the diagnostic frame The 
nto. We may also find that at least one class which 
Fries recognizes, has members which do not satisfy the 
claim. 	For example, if boy 0 s , which occurs in The, boy' 
hatIs is placed in frame B for class 1, it will be found 
that it can not occur here, although it is a word which 
belongs to class 1. 	(S.E. p.118). 
The second attempt to show that both inflections and 
positions have the same diagnostic value is made a little 
later: 	/ 
DOur procedure for finding these identifying charac- 
teristics was a study of the contrasts between the 
forms of the items in our lists for each of the four 
classes in the frames by which they were tested. 
This examination gave us not only contrasts in the 
forms themselves but also contrasts in the formal marks 
of the various I nosit ions' in which each of the 
classes could appear. 	Our identifying characteristics, 
therefore, are of both kinds. We are not concerned 
here with classifying words in isolation but solely 
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with these items as they occur in live utterances 
carrying on conversations - with the practical 
functioning of language." 	(S.E.pp.111-.2). 
Now it has already been maintained that such a general 
practice can only hold if a single structural meaning is 
established for each part of speech, because Inflections and 
positions may mark out different classes of words. Words 
capable of using entirely different inflectional sets will 
appear in the same free form frames. For example 
The fireman catcho auick].y , shows a set of words which may 
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occupy the same positions but which are not ever capable of 
all using the same inflections. Failure to recognize this 
is repeated. 
The important feature of the last quotation is the 
statement that words are not to be classed In Isolation from 
their positional uses, by taking account only of contrasts in 
the forms of the words themselves. 	(Compare S.E.pp.139-1)+0). 
C. In other places thispears to be modified, if not 
contradicted, and indeed, it will be found that the 
following set of references is at odds with the tenor of 
the previous two quotations. Here we find a major tendency 
to rely on bound forms alone as the means of distinguishing  
word classes. The remarks occur in the description of 
classes already established by positional means, and have 
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not been used by Fries in presenting methods of analysis, 
but nevertheless show a recogn1si1on of the diagnostic 
importance of bound forms. 
Some comments (8.E. pages 122, 126 and 132) do 
indeed contrast rather curiously with the repeated claims 
that parts of speech are to be set up according to the 
positions that the word members occupy. 
"The distinctive positions of class 2 words in 
recognized structures provide some of the clues 
by which to idóntify the units in utterances that 
belong to this . p art of speech." 	(S.E. p.126). 
Positions have now become no more important than other 
features. in diagnosis, and elsewhere (t3.. pp. 122 and 132) 
It Is actually said that they are .less significant. Again, 
It is even pointed out that classes 3 and + can occupy the 
same diagnostic frame and be differentiated only by study of 
the forms of the words themselves (S.E.pp.135-7). 	Classi- 
fication by position is set aside, 
3.52 If A t B, and C are compared, it is easily 
seen that the theoretical diagnostic value of Inflections 
and other bound forms is quite obscure. Despite the 
theory that parts of speech are defined by finding words 
with the same set of positions and with the same structural 
meaning, the actual description of the characteristics of 
the classes continually suggests that it is inadequate. 
Frio s'.aiternates between the use of position and the use 
of inflection and this can not be explained by any theory 
of diversity of strike, that some one structural meaning 
enables such a fluctuation to happen. 
For instance, although he makes the rule that when 
positions and other markers conflict, the positional 
markers are in general to take precedence (S.E.pp.112-3, 
p.]+l), and although he follc'is this out in some cases 
(8.E.p4ll8,(ee-tnote, p. 125,(4)ootnobe) there are many in 
which he does not. It is the aim now to show that in 
actual practice the method by which the four parts of 
speech have been set up has been primarily through analysis 
of inflections. 	(And it may be remembered, that even in 
this case, an inflectional range, or any list of bound 
forms as in S.E.Chapter VII, need not mark out a single 
structural meaning. Eg. 	and 1W . mark out class 1 in 
Chapter VII.) 
3.3 Firstly, even in the diagnostic frames it is 
evident that some words which are given the same class 
head, will fit one frame but not another. What is it 
that enables them to be brought together in such a way? 
A similar question may be asked concerning 'structures' 
when we read: 
It ... the names 'subject', 'predicative', 'nominative', 
!apposite', 'direct object', "indirect object', 'object 
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complement', 'adverbial object', 'noun adjunct' are 
the names of structures in which class 1 words 
appear." 	(S.E. p.210) 
Again, what is it that puts a limit on the positions a 
word of a class may occupy, and the meanings it may use? 
Fries might agree that the estimates of the 
positional occurrences of words are only of an introductory 
kind,. But it may be added that the choice of certain 
positions as diagnostic leads to oversight in recording the 
diversity of positions in which a word may occur. If we 
are going to find parts of speech by listing the words 
which appear in the same set of positions, then it is 
necessary, for example, to recognize the group of words 
which appear in both class 1 and class 2 positions. The 
use of words with the past tense inflection, or of words 
which in the present can not also be used as class 1, .in. 
the test frames for class 2 (8.E.pp.80-1), tends to make us 
forget this feature of English. For example, a word like 
t1ajjtt may occur not only in frame C for class 2 0 but in 
frames A and B for class 1 as well. 
It may be held that Fries is not really attempting 
to set up lists of words, but to establish structural 
meaning units which may show the use of the same words in 
different ways. This may be true in some places (e.g. 
8.E. p.  62, p. 118), but it is not his stated practice 
when he discusses the use of test frames. 
It must be observed then, that words are not simply 
listed according to the positions they occupy. 
3.54 Some clear examples of the classification of 
words according to inflection may now be given by dis-
cussing features of the four parts of speech themselves. 
S.E. Chapter X is impó;tant here. A reading will, show that 
there is a realization that words with different endings 
will enter the same positions and that when this occurs 
inflection becomes the obvious means of class identification. 
(For example, &.Ei p.208 1 p.218 1 p.23l). 
"The 'modification' stuotures with class. 1 words 
.s heads may be formed of any of the four parts of speech 
or all of them together." 	(S.E. p.210). 	Such 'a statement 
permits words which enter this and the second diagnostic 
position for class 3, to retain their class names according 
to their inflectional characteristics. Position is quite 
discarded as a marker. 
We can find that such words as the following in the 
diagnostic frame A position for class 3-can frequently 
occur. 
Frame A sequences: hospital gardens 
elephant zoo, 
rich workers 
, gas lights etc. etc. 
There is no marker evident here which enables us to 
separate eleihant and gas from rich, and there is no reason 
provided in the book why we should. Yet practices in S.E. 
Ghàpter X make it evident that we ought to do so. Is 
'rich' to be separated because of its use in positions 
which the other words will not enter? In that case, it 
would 'seea that 'the theory of diversity of strike, with its 
insistence that wilts of structural meaning have varying 
formal patterns,.would have to be discarded. 
There is neither a positional nor a meaning reason 
why 'rich' should be called class 3 and the other two words 
class 1, for these last, like other words, will' also appear 
after the verb in frame B. 
He was elephant enough to break It. 
It was gag. 
Charity is love. 
He r name is 'd. 
Their bones are dust. 
The Lair was fun. 
He x-mg friend and enemy both, 
Language is thought. 
His words were law. 
One virtue Is faith. 
The conclusion Is that the separation Is made 
because rich is capable of taking a range of inflections 
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elsewhere, which the other two words are not. The same 
applies when a word with the inflection Os appears in the 
diagnostic frames for class 3 but is still called class 1. 
(It may be remarked that n 's is also considered a group A 
word. (S.E. p.89). Structural meaning must have been 
totally set aside here). 
The conclusion also applies when words such as 
in.iured, clean, worn (which occur in class 2 positions) 
appear in the modifier frame for class 3. Because of their 
'modifier' meaning and positional characteristics, words 
of this kind should no longer be considered class 2 at all. 
(Yet see S.E. p.208 for contradictory practice). 	It is of 
interest,again, that although words of classes 1, 2 and 3 
may all appear in the one meaning and positional unit, each 
is differentiated from the other, 
The absence of recognition of positional character-
istics can not be explained by any meaning theory; one, 
for example, which would claim that v+ n in class 3 
positions has a different structural meaning from other 
types of words. The variety of words, and of inflectional 
and word-formative characteristics that are listed (8.E. 
P. 83, footnote 15) in class 1+, does not suggest a moaning 
problem is posed. It appears that Fries' ideas on when a 
structural meaning is changed, and when it remains the same 
are.not clear, or not even always studied. 
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Turning now to class +, we may note that the naming 
of its members is said to depend on the ability of words to 
fill a position before or after the verb in order to 
modify it, as wefl as the position before a class 3  word, 
where they also have some sort of modification meaning. 
They may also occupy some other positions. Consequently, 
they appear to have a number of structural m3anings. 
Now all these features seem to be permitted, because 
the class 4 words, except for a few, are alwayscharac-
terized by Q. 	(See S.E. p.235, p.228). 	For those 
which are not, the reason why they are considered class + 
is not at all clear. Again, how class 3 is separated 
from class 1+  is not explained in examples. 	(S.E.135-6). 
It is true that Fries is aware that there are 
unsolved problems concerning class + (S.E. p.227 1 footnote 
18), but we may link tho tendency to confusion with the 
following general assessment. Neither position, nor 
meaning, nor even inflection at times, can consistently tell 
us what part of speech a word belongs to, even though there 
is an inclination towards an acceptance of Inflection. 
For a final example of incoherent practice, it can 
be seen that not only class I words will appear after 
group F(S.E.p,U, but members of other groups and classes 
will do so as well. How are we to toll that the words 
after the Group F value are or are not class 1? For 
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example, when a word appears after the sequence consisting 
of a member of class 2 followed by a member of Group F, 
how are we to tell whether it Is class 1, 3 or #, for all 
these classes will appear in these circumstances. When 
there are no inflectional marks existing on such a word, 
we can not try to find a positional answer, since words of 
the three classes will also enter more than the picked sets 
of positions ascribed to each ólass as defining charac-
teristics. 
Again, how do we know that the structural meaning 
of the position after F is to belong to any particular 
class, especially if it is one that is different to any 
previously ascribed to a class. When we come to cases 
like the men at fault, the men on high, by air, hZ 
committee, we do not know whether the last words are class 
1 or class 3, unles_ve consider what ranges of inflections 
they are capable of taking In any other circumstances. 
3.55 In conclusion, it may be seen that a series 
of contradictions to the claim that words are classified 
according to the same set of positions has been given. 
Fries' descriptions of the classes show that there must 
have been a most frequent, If perhaps intuitive, reliance 
in the first instance upon knowledge of inflections and 
other bound forms in order to establish them, with study 
of positions and meanings, or certain chosen positions and 
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meanings, in a place of lesser importance. 
In fact, the diagnostic positions chosen as a basis 
for analysis may be linked with traditional meaning assump-
tions, which are in turn linked with specific ranges of 
inflections. Words are certainly classified in isolation 
from their positional patterns of usage. 
3.6 Diversity of Strike and Parts of Speech. 
306]..It is difficult to understand what exactly 'a part 
of speech' moans in Fries' system of analysis. On the one 
hand it is treated as a unit of structural meaning charac-
terized by varied patterns of formal markers satisfying 
the theory of diversity of strike, and on the other as a 
lass of words all isolated by their regular use of certain 
formal features. We have just seen instances of the last 
case. 
The confusion created by the attempt to deal with a 
part of speech in both ways underlies problems we have 
previously dealt with, and failure in the chapters on the 
classes to present useful procedures. For example in 
frame A tor class 1, a. structural meaning unit is marked 
out by the appearance of a certain group of inflections in 
the positional frame before the verb. But at the same time 
a class of words is created which may not only have this 
particular positional marker (and range of inflections) but 
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others as well. Some of the vords which can occur here 
can also occur in the verb position or after the verb. 
Consequently, finding the devices that signal structural 
meaning is not kept clear as a single activity.. 
There is no doubt that a word class can not be 
correlated with a single structural meaning. For we have 
seen that Fries shows an aim to classify words according 
to the positions they occupy. 	(S.E. p. 61+, p.71+, p.7 
footnote 8, and various footnotes giving lists of class 
words, etc.). This means that because different positions 
have different structural meanings, various structural 
meanings will exist within a class. 
Yet he insists that there is no characteristic which 
all members of a part of speech have in common, except 
the sameness of structural meaning (8.E. p.6,p.73). 	The 
parts of speech exhibit a certain range of formal features 
which are used selectively according to the pattern, i.e. 
the functional or structural meaning unit In which their 
members occur. This is the theory of diversity of strike 
(S.Lpp. 9-61. 	See also p.  11+1). 
It clearly invalidates any aim to classify words as 
parts of speech according to the same set of positions in 
which they occur (since common characteristics have been 
ruled out), and cuts across the theory described In 3.2 
of this paper. 
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It maintains that parts of speech do not treat words 
as separate morphological form classes, but that "Our words 
with particular markings within an utterance become the 
significant members of structural patterns, each of which 
signals a structural meaning." 	(S.E. p.l+l). 
3.62 Such a remark leads into a second type of 
contradiction. For despite the suggestion that words are 
not to be classified in isolation from structures, it has 
been seen in the last section (3.5) that there is 	con- 
siderable dependence upon inflectional characteristics in 
order to define them, and that it has been made without a 
consideration of the positions in which words occur. 
It may be held that the use of both free forms and 
bound forms indicates in actual practice, a habit of listing 
words regardless of units of meaning, and in isolation from 
units of function with required patterns of formal features. 
For example j+ d, nt's and n-o retain their class names 
in a variety of different meaning structures. Thus boy 
in the boy's hate is treated by Fries as class 1 1 even 
though it is different in meaning from boy as class 1 in 
The boy hit the ball, and occupies the same position as 
many other words in the .- room (8.E. p.118). A strict 
classification of formal features according to a single 
structural meaning would have to reclassify bound forms 
under different heads from those given in Chapter VII, 
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Some practice like the one Fries uses or the one 
suggested, is absolutely necessary to replace the invalid 
fabrication of the whole system. If more than one meaning 
is permitted for a part of speech in Fries' theory, then 
there is nothing left by which to define a class at all. 
For a functioning unit is not correlated uniquely 'With one 
or certain meanings, nor with certain regular formal 
features. 	In order to achieve some clarity we would have 
to select certain positions and meanings and discard the 
rest which the part of speech can use. 	(See 3.+). 
3.63 The same practice would also eliminate remarks 
about words having the same 'shape' in different positions, 
because the 'shapes' would then just become words with 
t LI ass ;f..I1CL.YiA fly --(,. 	 &., 3çL!k,'I6. 
varying formal USSSA "These markers,to be olcooifio-d 
ac.00rdngly -o-g- 	v/n, o3-c O..e. free form function 
word markers) identify the functioning form-class of those 
words that have the same shape in two or more parts of 
speech." 	(S.E. p.118. 	See alsopp.111-2). 	P part of. 
speech in this sense Is quite different to a part of speech 
which in Fries' theory, should be established by seeking 
words which occupy the same set of positions. The 
positional paflt of speech would cover more than one meaning 
part of speech. 
However, although Fries may recognize well enough 
the differences of meaning in different positions, dis- 
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cussion of contradictions can be concluded with an example 
of failure to see that positional and meaning analysis can 
not be combined., 
"In the preceding two chapters .... we have trie7 
to classify the words of Lu7 materials in func- 
tioning units - in parts of speech. In that 
attempt we have assumed that all words that could 
occupy the same 'set of positions' in our utterances 
belong to the same part of speech." 	(S.E. P. 1100 
See also P-71+2 PP. isosIi,pp.l39-1+l). 
3.61+ The question may be asked at this point, just 
what Fries was trying to do with the theory of diversity 
of strike. One explanation is that he tried to deal with 
the fact that words with the characteristic inflections of 
one class may enter the positional frames of another. 
Slipping between a study of the positional frames and the 
morphological features of words, he tried to overcome their 
opposition to one another by establishing functional units, 
or structural patterns, whose formal markers are diverse. 
As a result, the previous sections of this chapter 
have shown the theory to allow the characteristics of the 
classes to fluctuate in an arbitrary fashion. For 
example, how are we to tell the limits of formal variation 
in a test frame? Practice (S.E.pp.78.9) may show that 
structural meaning is altered, but theory (S.E. P. 77,p,75 
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footnote 13)  says that it should not be. 
The analysis of a single position as - a marker of a 
particular structural meaning is confused with the analysis 
of classes of words which can occupy a number of positions 
and have certain ranges of bound fO1flSe The attempt to 
establish different units of structural moaning as. charac-
ter.zed by formal markers of free and bound forms in 
various patterns contrasts with the analysis of positional 
and bound form similarities in order to denote a class of 
words, not a feature of structure with a single structural 
meaning at all. The habit of wavering between these 
different approaches does not make the presentation of 
syntactic elements in English sentences clear. 
3.65 The solution to the series of difficulties 
which have been examined in this chapter, reduces to 
separating the use of bound and of free form characteristics 
as markers of grammatical features. Firstly, the full 
inflectional range may serve to establish classes of words 
with constantly definitive characteristics. Then the 
positions which one or more of these parts of speech can 
enter may be stated separately. . re-definition of the 
classes can follow if required, but can not be confused with 
the first procedure. 
What structural meaning or meanings each position 
has when filled by one of the word classes may then be 
99* 
studied finally, 
A system like this would dispense with the theory 
of diversity of strike, and re-present the material that 
Fries handles in a rather different manner. Diversity of 
strike does have some value in that it reó'ognizes that 
words with suitable bound forms can enter a variety of 
Positions, or functioning units (S.E. p. 62,pp.111-2, p.118) 
It may be treated as an attempt to describe these features. 
3.7 Conclusion. 
3.71 A short summary of inconsistencies among the 
criteria used by Fries for finding and describing the 
parts of speech may be convenient. 
It has been seen that 
The theory of selecting rords according to the same 
set of positions which they occupy contrasts with the 
selection of a limited number of frames, combined with 
their meanings, as diagnostic for a class, 
Neither of these features satisfies the insistence on 
a sameness of structural meaning for a part of speech. 
Nor does the use of inflectional characteristics in 
conjunction with any positional features, link with a 
sameness of structural meaning. Consequently the 
theory of diversity of strike falls, because its primary 
feature, a single structural meaning unit, is absent. 
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One unique diagnostic positional meaning (or perhaps 
more) as the defining feature of a part of speech, 
becomes overlaid by the acceptance of various meanings. 
The classification of words according to their inflec-
tional ranges contrasts with their grouping according 
to either selected diagnostic positions, or to the 
complete range of positions which the words may enter. 
The treatment of a part of speech as a class of words 
with consistent features but varying meaning values, 
contrasts with the treatment of it as a single meaning 
or functional unit which more than one class of words 
can enter. The term "part of speech" describes the 
results of two different activities. 
(C) The actual means by which the word classes are estab-
lished, depends largely upon study of their inflectional 
ranges. This contrasts with the descriptions of the 
methods used initially to find the parts of speech. 
It also enables us to recognize word classes despite 
the confusing criteria., and the variable uses of 
meaning, position, or inflection as markers of a class. 
(g) The assumptions about units of structural meaning 
apparently link with traditional assumptions about the 
classes of specific inflectional ranges, but show an 
arbitrariness in their selection. They also seem to 
have provided a means by which diagnostic frames were 
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selected, for these are not always definitive of one 
inflectional class. 	This contrasts with Fries' view 
that he proceeds from form to meaning ME. p.57, p.203) 
and not meaning to form, 
3.72 Answers to these inconsistencies have been 
suggested. However, the formal oppositions could be 
permitted if a part of speech wore a single meaning unit, 
consequently able to link together varied patternings of 
bound and free forms. Nevertheless, we have seen a number 
of difficulties in beginning syntactic analysis through 
meaning and not form. It may also, be remembered that the 
theory of diversity of strike makes an attempt to handle the 
variety of sequences which bound form classes may enter. 
The view that word classes defined by inflections may be 
given their rules as to positional occurrence in any of the 
patterns of classes and constants in each of the sentences 
p 1 •,.... 11, may be treated as a clarification of it. 
It is true 'that, under certain conditions, both 
positional and inflectional characteristics may be allied 
in order to define word classes. The positions in various 
sentence sequences which permit only one inflectional class 
to enter, could also be used to define the class, even 
though its members could appear in other positions which 
allow the entry of members of other classes. We could 
apply to their occurrence in these last circumstances, a 
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test as to whether they will appear also in the uniquely 
diagnostic test frames.. 	It is unfortunate that Fries 
diagnostic positions do not always characterize uniquely 
the bound form classes he establishes. 
The method used in this research however, is to 
describe word classes only through inflections, and to let 
thir positional arrangements form part of the formation 
rules. 
1 For explanation of vthat is meant by "Word Formation" see Harwood, 
F.W. and Wright, Alison M., "Statistical Study of English Word 
Formation", Language, 32 (1956) 0 p.260 foil. 
2 (a) Jos, Martin in a review 'of "Machine Translation of Languages: 
Fourteen Essays" by Locke, William N., and Booth, A. Donald, 
(Cambridge, Mass., The Technology Press of the Massachusetts Institute 
of Technology; New York: John Wiley and Sons, 1955), Languages 
32 (1956) 0 p. 293 foil. 
(b) Sledd, James, in his review of S.L, Langug, 31 (1955). 
3 See Joos, Martin in a review of "Machine Translation of Languages: 
Fourteen Essays" ed. by Locke, W.N., and Booth, A.D., (New York, 
Technology Press of M.I.T.: John Wiley and Sons), Language, 
32 (1956). See especia].]y p. 298. 
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CHAPTER_!±. 
FtmcTIoN WORDS  
.O Introduction. 
Mach of the general criticism which has been made 
concerning the establshment of the classes, also applies 
to the methods of seiting up the groups of function words. 
There can be no doubt that procedure is again hampered by 
inconsistencies. The reliance upon meaning Is too great, 
while the analysis of\dlstrlbutiofl too limited, and both 
provide somewhat uneasy criteria. 
However, the attempt to tret the non-Inflectional 
words of English has aptly stressed their syntactic impor-
tance. It would be preferable to replace the concept of 
function words by that of logical constants and that of 
small logical classes with limited membership. 
.l Analytic ProcoLuM. 
)+. 11 Two major views provide Fries with a basis 
for treatment and grouping, and may be aptly presented 
through quotation. 
there are no formal contrasts by 
which we can identify the words of these lists. They must 
10 41- * 
be remembered as items." M.E. P. 109). 	It must be 
assumed that formal contrasts do not include positional 
contrasts, for secondly, it is claimed that the placing 
of the function. words .in groups depends upon studies of 
occurrence and meaning. 
Thus words which substitute for one another in test 
frames without a change in structural meaning (S.E. p,10+) 
and words which occupy the same set of positions (S.E. 
p.110), belong to the same group. 	In order to find the 
/ sets a particular procedure is adopted, 
t9J shall proceed simply to gather examples of the 
various kinds of words that operate in 'positions' 
other than those explored in the preceding chapter, 
giving identifying letters to each of the different 
groups as we go; 	'1 	(S.E. p.88).  
"tTe begin with the test frames used above and 
explore positions that the expanded. free utterances 
show are possible in these test frames. 	(S.E. p.88). 
It may immediately be seen that it is consequenitly 
not quite true to say that for each word "the structural 
signal comes only through the word itself as a special 
item," 	p.111). 	It is a fundamental feature of the 
groupings that their members should show a sameness of 
structural meaning. If function words may be put into 
small classes because they can be substituted for one 
103. 
other in a joav ticulav position tiithotiit a chenge in 
tructtL oocminr y it is diifie'zi1t to koi vat M& on 
thou itcoo to be 	 inividm11y. It cn also be 
pointed out that it is thQ poitiofl2l croangemonts of 
viois oiaoc and groupe uhicL% poit 00 ociudo other 
e1sscs e2id groups. Thus .....A 	 pormits F but 
not I nd - A pormits V but not 20 
Motbo' modification of the proccme is 	o ihon 
it is said: 
ht tjords of tho sane sh-apc have other uses is  
not s.tgniicnt in the discussion of this chapter. 
Hero tre are concerned solely with those iors in the 
~Zunction-word Spooitionst. ft 	($oE. p.109, footnote .3), 
hi.s now means that the groupings dapenG upon a selection 
of positions (alonig with thoiv moonimS) v t'bile others are 
ignored, an in tile ect iablish-aent of the parts of ajoeech, 
Pop oxple in the di souzoion of group A _ ve 	oa1; 
ho fact that eoo of those Words 	may also 
appotp in tho potions of class 1 vords aws not 
cocozn us 	nor d000 the fact that 	n1 both 
&onbss of group a MY occur befoo 	(S.E. 
P.89). 
10 0. 
+.12 As on previous occasions, we may fifld in 
this collection of quotations a confusion of two different 
activities: the attempt to classify words in lists as 
members of a part of speech according to the positions 
they occupy, and in contrast, the attempt to group words 
according to the meaning units they enter, so that their 
varied positional uses become diagnostic of not one, but 
various parts of speech, 
c may also find that in any case, there is further 
evidence that the notion that the structural meaning of 
function words resides only in the words themselves, in 
ot true. If the function words in themselves carry 
structural meaning, then no matter what positions they 
occur in, they will still have that meaning and be treated 
as function words. 
Fries' own obscure outlook is evident when we 
extract two remarks from the one page. 
"The expression who came signals a question not 
because of a difference of arrangement, but solely 
because the signal of question Is in the word who 
as a word," (S.E..p.107), 
This may be contrasted with 
".... in the sentence who came one must be able to 
recognize this special word who and he must know that 
this word In Itself In that position signals a 
question ...." (8.E. p.107). 
ioi, 
The phrase in that Dosition makes it clear that for 
structural meaning is not carried wholly within itself. 
It may now be remarked that the functIon words 
will occur in positions which are not those of the selected 
diagnostic test frames in expanded sentences. The class 1 
to )+ words will also occur in positions, other than their 
diagnostic frames. 	Since the occurrences of both in other 
expanded sentences are not clearly analysed, what other 
positions are and are not function word positions can only 
be assumed, though probably not entirely, by a study of 
the inflectional differences of the class words. 	Inflec- 
tional studies again must bb-come a basic feature in pro-
cedure. 
Finally, even the selection of certain positions 
as diagnostic for a group, no matter what the other 
positions may be In which Its members occur, does not give 
us clearly defined classes. We will see that it Is 
unfortunate that the positions chosen by Fries as diagnostic 
for particular groups may allow members of other groups or 
classes to enter them. They cease then to be definitive 
for any one of the given selections of words. 
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+.2 EKOPles of Arbitrary Non-Descriptive Grouping. 
Some. Comment. 
1+.21 In the course of investigation many examples 
of confusion in method were gathered. Those below pro-
vide a selection, and firstly emphasisethe major use of 
primary meaning assumptions instead of the results of 
distributional studies. The extent of arbitrary decision 
may be seen by discussing each group In turn. 
Group . "Group A consists of all the words that 
can occupy the position of the In this particular test 
frame." ME. p.89) , Thus the one position Is selected 
as diagnostic from among all the positions which the 
listed members may occupy. For example 9 though It Is 
claimed that group A words appear only with class I words 
(S.E, p.89) 9 we know that some can appear In the class 1 
position. But the assumption of a sameness of structural 
meaning for all members which justifies the selection Is 
exceedingly difficult to accept. Words like John and 
the cardinals are united with words like the and an. It 
becomes even more difficult to accent when we notice that 
yj In the same position is elsewhere called class 1. 
(S.E. p.115). 
GrouR B.  This has been well treated by James Sledd 
In his review of S.E? He has pointed out the variety of 
words which may enter the frame provided and which are yet 
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not given the s&w group name. 
Arbitrariness of selection is further iflustrted 
by the fact that the frame 
A 	.1 	 2 
	
The - move 
had to 
did 
will not include other words of the sano group (, vas p  
, 	and that It will include a + . Fries should 
make i1 clear that it is inflectional characteri.sties 
which basically exclude 	ly from group B, and that the 
studies of the positional uses of the words are here 
incidental. 
Other cases of empirical error are apparently caused 
more by haste than by any fundamental dichotomy of views. 
Thus should is treated as a class 2 word ($..pp.162-3) and 
also as a function word, MX. p.150, p.166), in the one 
position* Mhe same applies to 	and who as class 1 
(saL p.214), and Which as group 3 
QQndE. Though a structural meaning 
difference could justify the Separation of not  as in C 
from other usa, the frame for group D allows it to occur 
in exactly the same position as for L This could easily 
be altered. 
It is more serious that in group B not and but for 
oxairnle will  not enter all the positions given for cI. 
I 10. 
Why they should all be grouped together is explained 
neither by meaning analysis nor by positional tests. It 
would have been praThrable to select a diagnostic frame in 
which it is true that for all members "they stand between 
words of the same part.-of-speeeh.class of subgroup". (3.E.p.9). 
Group D. We may be provided here with some major 
illustrations, 
Since "ost of these same words also fill a similar 
position;: for class + words" (S.E. P.93), the differentiation 
of D from must rely upon a meaning characteristic.' 
"All these words of Group D are attached to Class 3 
words and in spite of differences between them and 
without any connection with their lexical meanings 
in other positions, all signal some degree or 
quantity of the 'quality' for which the Class 3 
word stands." (S.L p.93). 
But when we come to examine class + we find that 
words like singly or sufficiently satisfy the same meaning 
demand. An investigation of group D and class by Paul 
Roberts2 suggests a re-classification based on his more 
thorough distributional analysis. Frios himself is aware 
that more work needs to be done (S.E. p.91, footnote )+), 
Put does not fully appreciate that even introductory 
analysis will show that group D is not well founded. 
Roberts can permit subdivision and variation within 
a group of words linked by a common environment because he 
III. 
considers that the structural meanings of words in unique 
positions carry over into the positions where they 6ommonly 
occur. 	This tends of course to suggest a denial of a 
structur'l moaning value for the position in which words 
occur commonly (e.g. 	in The -- v + othe n t o .) Dut 	it is 
of value in pointing out that words which occupy unique 
positions and which also occur in common positions ; may 
have different transformations in the last ease, and that 
this difference in meaning is structural and not lexical. 
(See 5.33 on transformations). 
iowevsr, as Fries' group D now stands, there is some 
opportunity for saying that the words listed as members 
do not necessarily satisfy a structural meaning character-
istic, but a. lexical one. 	For instance, always, later, 
and sometimes , may occupy the test for group D words, and 
are yet excluded by a meaning criterion which it is 
difficult to call structural. (On the other hand away 
is permitted as a group D word, though it does not have 
the meaning required (S.E. p.93)). 
The analysis of positional distribution may again be 
showxi at fault, when it is noted that much and rather are 
made members of one group. We may read much-coal but 
never rather coal, I rather hope that but not I much hope 
that. 	If these differences are to be treated as sub- 
divisions of group D, then they should be recorded, for 
they frequently occur. 
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Group _F. The members are automatically given a 
sameness of structurel meaning which it is not always easy 
to find. Though the positional arrangements In the next 
two examples are the same, (a) the non of the castle, 
(b) the men at the cast, the structural meanings seem 
different 'because (a) can be translated the castle men 
whereas (b) can not. It is very difficult to decide 
where the limits of "sameness' and 'difference' begin and 
end.. 
As a further example, we may note that words the 
same as those In group F can be called class + or group F 
after v In ..... 	.A 1 ($.E. p. 84 9  P. 1392 p.268) but 
only group F after Bj In ..... are - A 1 (S.E. P. 95). 
Again, what are the members of group F to be called 
when they appear as follows: after walking, in thinking, 
through writing, without sta ing , *etc. 
jroM 	Though do is selected as the unique member, 
it must be recognized that will, shall, have and the old 
"auxiliaries" will occur In the same frames. Yet once 
again there, Is no reason for the isolation except some kind 
of moaning assumption. 
Group. The following quote makes it clear that 
the generally claimed positional analysis is set aside In 
favour of inflectional and meaning considerations. 
(Similar remarks apply to group H.) 
113. 
"In the positions shown above, in single free 
utterance units, they LThe member7 operate as 
signals of question sentences. 	Some of them 
which, 	occur also in the positions of 
class 1 words., In the positions of class 2. words 
their signal of 'question sentence' supercedos that 
of the form-class arrangement." 	(S.E. p.99). 
On the positional, level, it is also difficult to 
understand why who , which and where are put in group I, 
without any sub-classification, for they occupy positions 
which are structurally very different from the other 
members, that is, when they help to form expansions of a 
noun or a noun sequence. 
These remarks provide a good illustration of the 
view that it is not true to say that words which occupy 
the some set of positions belong to the same part of 
speech. 
Group J. The procedures used to establish group 3 
may be conveniently compared with procedures elsewhere, as 
a final example of inconsistency. 
Group 3 isa name for words such as and, when, but, 
because, although, in one selected position. 	'Ihen 	some of 
these words appear in other positions they may be given a 
different title. For example and and but appear as 
group E, where and, wheh as group I. Consequently they 
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are members of different classes, depending on the positions 
they occupy. 
Class 1 on the other hand is a. name for words which 
may enter not only a limited range of selected diagnostic 
positions, but as we have seen, a number of others as well. 
The positions here cease to be indicative of individual 
parts of speech or structural wilts, and are grouped 
together. The reason for the change in practice should be 
justified by some kind of meaning decision but none is 
given. 
.22 The whole situation has apparently developed 
because the positional uses of words have been bound up 
with inflectional. There is a class of words similar to 
class 1 which is defined by a certain range of inflections 
which appear In a variety of positions with different 
structural meanings. The function words, however, are 
not characterized by any inflectional range, and must be 
listed solely according to the positions they occupy. 	The 
treatment of their positional uses by Fries can be considered 
as a series of suggestions for empirical research. 
The basic feature of the work is that the rules of 
occurrence for not n • v. a words have been examined in a 
cursory way for only a limited number of their positions 
in a limited number of the sentences p1 ..... n. 	It is 
true that the selected positions account for uses which are 
II3 
statistically very frequent, and may help in the estab-
lishment of'formation rules for basic sentence types. 	It 
is also true that Fries considers his work introductory. 
But we have scon.that the failure to record other occur-
rences has led to a considerable degree of descriptive 
error. 
In many sentences we may come across instances 
where it is difficult to give a syntactic name to some 
words because their non-test frame positions have been 
given insufficient attention. These may also be of 
statistically high frequency.. For example, if we replace 
in the test frame for group D ($.E. p.92) by v+ inr 
or even n-r o, we will find, that only some of the group D 
words will fit here. 	Is this sub-group still to be called 
group D, or are we to consider that the frame is entirely 
different from the original? Consider also It was not 
rea. I believe him r,eaUZ. He slept aifl1y. Are the 
last words in these sentences to be treated as group D, or, 
as Roberts has suggested, should they be re-classified? 
If members of group F can be called class when 
they appear in a class 3 diagnostic position, as in. the  
above discussion (S.E. p. 216, footnote 11) there seems 
little hope of arriving at a solution. 
Compare also the following practices: 
It really can't be that small (S.E. p.  231+). 
1 	3 
The non-underlined words are treated as group F in 
the following cases, where they do not appear in F 
test frames, but in positions which include diagnos-
tic frames for class 1+. 
In many ways Bob is very much like his brother. 
The materials will be ready along about February. 
The path was planned to go right betroen the posts. 
(Compare The men went down rapidly often. The 
last three words are all class 1+ on page 85). 
Our paper had fallen just over the wail. 
That vine has grown rapidly right up the side of 
• 	 ____ 
life used t plow 	 a7imost to the fence. 
(AU from page 238) 
His footprint s were very clear directly beneath 
the window. 
Mr. F - built not far up the road from us 
(Both from S.E. P. 239) 
Again, compare the refusal to accept the bound form 
characteristics of chapter VII as necessary for the 
definition of a class in 
MY 	 ossor spent his holiday that wai .(S.E. p.191+). 
II?. 
All these examples make it very difficult for us to 
know how to treat the non-underlined words in sentences 
like the following: 
Lve heri to the boy (where her is in a class 1 
position). 
The children's constant deafeningecket kept the 
ounmer 	from 	ectin. (S.E. p.211). 
The men listed in the order shet were all they needed. 
The men 1ij,d in the order sheOt all they needed. 
The students nominated forthe committee were all 
their friends. 	 (All from fl.E. p.210. 
That amount , is ju st about what we flured. (S. E.p . 2#6). 
It is preferable to state the rules of occurrence 
for each of the positions of the sentences p1 ...., 
difficult though this might be without the assistance of 
maghine methods of analysis. However, the number of 
function words or small class positions must be limited, 
end the number of individual words to be treated is limited 
to a comparatively small set. 
ti- 
• )+.3 Alternative Theory about Function Words. 
•31 The problem of the difference between the 
function words and the members of the classes may be 
linked with the problem of the difference in logic between 
a syntactic constant or logical sign, and w member of a 
variable. 
Fries maintains that the distinctive feature of a 
function word is that it carries struetural meaning within 
itself, Isolated from any formal appendage. But this is 
not exclusive to function words, for it is true of many 
words which are members of either the noun or verb class 
eg, that they can be listed in isolation as either ni-o or 
v+o, and will be recognizable as members of their syntactic 
classes. 	For example, woman, cardig 	ectacl; 
behave l  .Qlerate. 
Logicians, however, have also tended merely to list 
the logical signs ulthout being able to solve how they are 
different from the values of the variables. 3 
It may be put forward that the essential character-
istic of the function words is that they are limited groups 
of individual Tree forms for which no other outside words 
can substitute to create a particular arrangement of syntac-
tic units for a sentence of a given positional length. 	It 
may be that in other types of sentences they will not even 
TT \ 
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substitute for one another, but must be listed separately. 
Put in another way, a morpheme or group of morphemes may 
be considered a logical constant or logical class, if the 
substitution of any other morphemes will break the rules 
of sentence formation in at least one instance. 
l'eme.y define as logical any symbol i-&ich represents 
R class of single morphe.me elements (which may be a class 
of one member and thus a constant) which all have one or 
more positional features in common in order to create a 
sentence, 	(See 7.+). 
4 .32 The theory would demand a sat of function 
word groups somewhat different from the ones Fries estab-
lishes. Not all the subdivisions of the 154 words he 
recognizes, for example, in the particular se?itence types 
examined, exclude substitution of their values by words 
outside of each group. Nevertheless, since it will be 
found that for various frames various re-groupings will 
have to be made, or that some words which are at one time 
special values of a class, will be constants at others, 
there is at least a good deal of truth in his remark that 
the function words must be remembered as items. 	(See 7)+). 
The classes 1 to 1+, or the variables 2, , , ate, on the 
other hand, allow of a wide variety of substitutions; that 
is, they have very large numbers of values which do not 
have to be held in mind in relation to structures. 
12: O. 
Althouh function orcis can be put into Fries' 
Groups, individual members of a group may occur only with 
eertair lexical items. 	For eample 9 , vCrlous prepositions, 
or the pronouns who and which, are linked with different 
meaning ranges of the nouns. The subdivisions of a group 
which may consequently be created will be called serantic 
if it is true that when any of the members is used in 
any given frame, it does not alter the occurrence of the 
syntactic elements, but relatesonly to the.values of the 
variables. Thus in 
The n - 	v -t-d the n - i-c -- 	s 	a-i- ly 
who and which will fill the same syntactic frame; whereas 
the and some, than and , must be treeted either as four 
separate constants or values of four separate groups 
(depending on fuller study) because we find 
Come v + o a ly 	but not The v + o a 4- l 
and The 	n+-o is a+er  then -p-c 
but not 	The 	n+ a Is 	a + or 	as the ni- o 
4.33 It is now possible to treat Fries view that 
"In the words of our fifteen groups It is usually difficult 
if not impossible to indicate a lexical meaning' apart from 
the structural meaning which these words signal." (S.E. 
p. 106). 
It may be said that if the words belong to a group 
then they will at least have the meaning characteristics of 
1C 	 rr 2. 
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CHAPTER 5. 
BASIC SENTENCE TYPES AND IMMEDIATE 
CONSTITUENTS. 
5.0 Introduction. 
Some ideas will be developed here upon how 
to define, and also how to discover, immediate consti-
tuents, which are rather different to those of Fries 
and other linguists. This is because we require 
answers to some important problems which have been 
difficult to handle. It is hoped that the theories 
below will be of use in setting up formation rules, 
or in other words, a series of I C's to be used on basic 
sentence types in order to generate other sentences. 
The study of equivalences and of sentence 
boundary has been stressed, and reference has been 
made to the problem of dealing with structures which 
have more than one meaning interpretation. The 
suggestion is made that structureal meanings of I C's 
can be defined by equivalent forms, although the 
various possible analyses of I C's have also been 
pointed out. 
In the work of Fries the identification of 
particular I C sequences is not always clear; and 
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although he gives some valuable information about 
sequence sentences, he does not take quite the same 
view as here of basic sentence types as an initial set 
for the development of a strict calculus. Consequently 
it is a little difficult to follow what sentences he 
would like us to use initially. 	- 
5.1 Basis for the Review. 
5.11 Once the word classes and constants of a 
language have been established, it is possible to examine 
their arrangements in sentences and find bhe rules of 
occurrence which are not part of their defining 
characteristics. Thus formation rules for the various 
sentences may be stated and the sentence types of the 
language recorded. It Is also possible to find out 
what syntactic sequences will substitute for one or more 
syntactic elements in any given sentence frame, so that, 
with suitable rules of substitution, we may state a 
basic set of sentences from which the others may be 
generated. 
This last type of analysis turns upon the study 
of sentences when broken up into sequential units 
generally known as immediate constituents. it is a 
commonly used method of providing the structure of 
English, and links with the treatment of certain 
sequences as groups whose structural relationships with 
other parts of a sentence are defined by the group only 
as a whole, with one word acting as the diagnostic head. 
5.12 However, the diversity of Substitution 
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units which may be selected in written language has 
not been very well realized, nor has .it been more than 
rarely considered that there may be a consequent varia-
tion in the types of sentences which are selected as 
basic. For example, if a sentence is always to be 
cut into two units as in Fries' system of I C analysis, 
we will have a different set of initial sentences and 
formation rules to one which accepts a three-part.. 
or even four part cut for some sentences, and consequent-
ly1éllots sentence types previously generated by the 
rules to be placed among the initial set, 
But it is always essential either through the 
rules or the initial set, to provide a means of 
establishing at least the most commonly found sentences. 
Thus it is useful to accept in the initial set at 
least the three different basic sentence types 
recorded by Fries (question, request and statement), 
rather than to try to generate one from the other in 
a complex and unwieldy fashion. It may also be useful 
to record quite a lot more, depending on the complexity 
of the rules which would be necessary to generate the 
rest. Some frequently found sentences, though basic 
in the sense that they are very common, may not be so 
useful as others, because rules for the development of 
the remainder from them may become confused, due to 
requirements of switching word order and so on. For 
example, in spoken utterances some sentences without 
either the usual..Ôr v may be frequent, but they 
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may not be useful as basic sentence types. 
It may be found that there is a particular set 
of I C rules which may be selected from the possibilitiesT 
of substitution which are the ones which the speakers 
of a language use. Intonation and stress patterns, 
meaning transformation rules, the occurrence of 
possible sentence boundaries within a sentence, and 
so on, may provide the means by which we determine what - 
set most fully reflects the structural arrangements of 
the language in use. But the meaning assumption of a 
two part cut for all sentences and all I C's, as in 
Fries and others, which probably follows on tradition-
ally from the older subject + predicate analysis, is 
not necessarily correct. 
These remarks may be considered as an introduc-
tion to the more particular study of Fries which 
follows. 	Immediate constituents will receive closer 
attention in a later section. 
5.2 Subjects and Objects. 
5.21 These are treated as I C's whose members 
are recognizable as single word units in basic sentence 
types or as sequences in expanded sentence types. 
(S.E. p.175ff, p4267ff). Traditional meaning defini-
tions are dismissed, and the claim is made that "we 
have tried here first to find formal characteristics by 
which to identify each functioning unit and structure..." 
(S.E.p , 175). 	This holds fairly true for the differen- 
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tiation of subjects and objects as single words from 
other structural wilts, but it is not always true for 
the subdivisions within the two I C's,flor, as it will 
be seen in the section on modifiers, for. : the units 
as sequences. 
Extensive use is made of the princiiLeof 
analysing by 'same' or 'different' meaning response, 
•o that in practical results there Is very little 
difference between this method, and one of assuming some 
meaning characteristic for a unit as in traditional grammar, 
and then supplying forms whlôh carry the meaning. The 
units which are, considered by Fries to have the same 
or different meaning need not always be considered go 
by others. 
.2:2 The subdivision of the structural unit 
called 'subject' into five different meaning categories, 
allied to five different forms, provides a deal of 
criticism. It may easily be seen that the formal 
differentiations are inadequate and that meaning 
problems result. 
The confusions of meaning may be taken first: 
(a) In the form given in the example One diffi-
culty - i the size of the trees, the 'subject', i.e. the 
noun phrase preceding the verb, is called 'that which 
is identified' • But this same meaning will apply to 
the noun phrase after the verb (as Fries would possibly 
admit). 
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Done of the five meanings seem to fit the 
'subject' of the following two sentences taken froLl 
examples S.E.p.176: 	- 
"The giving of the money to the boy by the 
man occurred yesterday." 
"Yesterday was the time of the giving of the 
money to the boy by the man." 
Consider also: "The examination takes a 
full two hours." (S.Lp.179). The form of this 
example is supposed to indicate the meaning of 
'Performer' for the 'subject.' The same is claimed 
for "The material you sent won't do at all." Llhy can 
it not .be considered that material is 'described,' and 
will therefore fit another meaning category? 
The meanings which are provided for structural 
units do not necessarily apply. 
More important theoretically are the differ-
entiations of the five categories of 'subject' according 
to form. The following points of criticism arise: 
(a) The formal characteristics of the meaning 
class 'that to or for which the action is performed' 
as in, e.g., The boy was iven the bat by John are not clear. 
For example, is the subject of The bat was used by John 
a nemnber of this class? 
(Lv) The division between (b) and (c) categories 
(S-B- p.179) also appears arbitrary. For example, 
the sentence lie is the man in the garden formally 
satisfies both. (And on the meaning level, the%tibject' 
can be said to be both 'identified' and described'). 
(c) The sentences of S.E. p.135 may be 
compared with (c) category ('that which is described'). 
They have the formal characteristics of (c), but have 
some similarity with (a) examples on S.E. p.179, where 
the 'subject' is 'performer'. The (a) sentence 
Some bread toasts better than others also has all the 
formal characteristics of W. 
(A major cause of confusion is that Fries is 
not clear about what constitutes the class of 2B 
verbs (S.E. p.189).) 
(a) Finally, some examples of ambiguity of 
meaning are remarked(S.E. pages 180 foil.). However, 
for these forms, only one verb, give, is supplied. 
0---- was elected Sheriff and The laundry was taken off 
the line are both unambiguous, though with the same 
form as examples of ambiguity listed by Fries. It is 
consequently suggested that the ambiguity occurs only 
with the one or few verbs. 
5.23 For the identification of an object 
structure, we are provided with clear enough examples 
in commonly found sentences (S.E.pp.192-3). But gener-
a]1 characteristics for the definition of 'object' or 
any of its subdivisions are not adequate. F.J.Uarwood 
in unpublished material has considered that a direct 
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object structure can be defined by its ability to 
take a certain passive conversion. It can be added 
that definitions of indirect object may also draw 
upon other formal features of the passive conversion 
and have done so in the past. 
For example: The boy gave] the man / the money. 
= The money was given / to the man / by the 
Such considerations would appear to be of 
greater value than a mere listing of acceptable 
sentence types. This is especially true because the 
meaning which Fries applies to the examples of indirect 
object forms is 'that to or for which an action is 
performed.' (S.E. p.185) It will also apply to 
other structures, as he would be ready to admit. For 
example, I made it to put on the box, I made it for 
my dress. 
A footnote .(s.E. p.185) insists that the 
indirect object occurs in the form The man gave the 'boy 
the money, and not in The man gave the money to the boy. 
Nevertheless, they both take the conversion The boy was' 
given the money by the man, which indicates a structural 
similarity. To insist on a distinction between them 
is rather like insisting that a noun before a passive 
verb construction is not a subject, because of the 
use of the auxiliary was or is. 
IN. 
Conversion possibilities are also important 
because they can differentiate objects, adverbial 
objects, and etc. from indirect forms. 
For example: The man gave the money to the boy. 
= The man gave the boy the money. 
= The boy was given the money by the ma 
etc. 
But, 	The man led the horse to the hill 
The dog knocked the vase with the flowers 
The boys made the race six miles 
do not have the same equivalences. 
Another type of confu'sion may occur as a result 
of the lack of information about adverbial objects in 
Fries' work. So 'far as it is possible to tell, their 
selection depends only upon meaning characteristics 
(S.E. p.186). 	And these meanings do not exclude 
such diverse forms as The men approved the suggestion I 
S .E. as social, (compare examples/p.194) and The matter 
ended / the week (compare The matter will probably 
come up / this week on S.E. p.186). However the use 
of the substitute groups as meaning characteristics 
for various objects (S.E. p.194 foil.) could be 
justified formally if we could consider them as 
syntactic constants, occurring in particular positions 
and forcing subdivisions upon the class of n. 
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Finally the treatment of the non-object 
constructions after the verb (S.E.pp. 187-8) overlooks 
some necessary formal features in description of the 
examples in order to keep them as a separate group. 
For instance, the noun adjunct construction needs to 
have its differences from an indirect + direct object 
construction recorded, and a predicative nominative 
needs to be distinguished by its use of a particular 
class of verbs. 
5.3 Modifiers. 
5.31 In the chapter on modifiers 
"We must begin with the understanding that 
'modification' is a structure and that, like 
all structures, it must be described in terms 
of the formal units of which it is composed and 
the characteristic arrangements of these 
units." (S.E.p.204) 
We see that there is a large variety of forms 
which are called 'modifiers' in the chapter which 
follows. 	A. definition applicable to all is provided 
(8.E. p.227): it is a construction which can be placed 
as a whole, where its part the 'het'd' may be placed. 
Nevertheless, this is not complete, because we have to 
be able to identify a 'head'. For example, would it be 
considered that because in John came to town quickly we 
can place quickly for an appointment in the position of 
quickly , that the phrase includes modification? This is 
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left open. 	The test of sameness or difference of 
response is scarcely helpful. Just how we can tell, 
or how an informant can tell us that The tall dark man 
in the green suit was here, is structurally equivalent 
on a meaning base to The man was here, while the 
questionable substitution above will not have the same 
structural meaning as quickly is not at all clear. 
The problem of how to recognize a 'head' 
becomes even more acute when it is observed that 
structures listed (S.E. p.229) do not seem to fit the 
definition at all, but seem to have obscure meaning 
bases for their inclusion. When it is said that 
objects may by choice be considered modifiers of a 
verb or otherwise (S.E. p.228) there is really an 
admission of some formal confusion. However, the 
inclusion or exclusion of objects as modifiers of a 
very is serious for I C's. 
Now, "The meanings in the structure of 
modification ... vary widely, but the specific 
differences of meaning in this variety are on 
the whole tied to the formal make-up of the 
modification structure." (S.E. p.239) 
Since the identification of modification is to be 'on 
the whole' through formal make-up, and since formal 
make-up appears to be the characteristic that a sequence 
of morphemes may be substituted for one of its parts, 
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how far should this last characteristic be allowed to 
run across the language? Should it extend to include 
'objects' for instance or not? Should it extend to 
other structures? It is possible to consider all 
structures longer than the basic class 1 + class 2 
sentences as structures of modification of these two 
word, classes? 
As Fries mentions no other meaning characteris-
tic than the one based on 'head', this activity can not 
be excluded and the meanins for specific cases may be 
replaced by otb 	Consequently there is no reason 
why the stroke enclosed sections in the following 
examples from the book cannot replace the words that, 
how and dinner as their respective heads. 
In / the layout of the bed I think that / you 
should stay away from the willow tree. 
/HowJ_. got elected to that job / none of us 
ever found out. 
/Whatever you decide to do about the dinner / wi].l 
be alright with us. 
Features of spoken language can of course put 
limits on what sort of units we will select for some 
sentences. But they need, not always apply in a 
written text, and in any case may be discarded if the 
resulting substitution system has a good fit. 
(See 9.2 foil.)' 
I 
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5.32 In summary then, the reason for the 
inclusion of some forms as modifiers and the exclusion 
of others is not at all clear, and practice appears 
to be based on arbitrary ruling. 
Some difficulties of practical analysis arising 
from Fries' definition of a modifier construction are 
now to be considered. The first concerns class 1. 
The second begins with class 1 but is found to extend 
furtUer and to have considerable importance. 
It is said that a class 1 word together 
with any type of modifier construction "can be substi-
tuted in any 'position' in which a class 1 word alone 
can appear." (S.E.p.213) Because a class 1 word can 
appear within a modifier, for instance as a noun 
adjunct, this general statement is scarcely true. 
(See examples SE.p.211 and p.212) 	Z. S. Harris, indeed, 
found it necessary to try to restrict the positions 
In which a head + modifier could replace a head word. 2 
Difficulties which are of more general 
significance begin with combinations of group F. and 
class 1. 	It is claimed (S.E. p.211) that when an 
F + 1 appears after another class 1 9' the group modifies 
this word. But there are a large number of occasions 
when the theory does not hold. 
Let us take a sentence with an indirect object: 
He gave, the book to the boy. Even if, like Fries, we 
I! 
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do not permit to the bo't as an indirect object, there 
is no reason *y we should call it a modifieri It 
may be better not to ccli it a modifier either of 
a noun or a verb at all, but to keep It as a separate 
I C, besase of the indirect,  object conversions ihere 
it is manipulated into various positioriS. 
• 	•,33 The biggest problems arise hotever, 'when 
we take some other constructions of prepositions alter 
the verb, It is considered bFries that sequences Of 
the kind 	oiior the milkrian, a don-In. the next 
aatment, g, raan_, Lr-Pm the Z'Bil9l, reetions for the now 
all include modifiers of the first class 1 words. 
But this is not always the case.. Some exaMP1 0 S..Srs pro-
vided below. whore the eobination of a preposition and a. 
noun may create a modifier of eithev , a noun or a verb, or 
be ambiguous, or have yet other features about it, 
Verb modifiers; HO RILt,Jhe_do5 / in tjarc1erLL 
Ho ulaced the razor / to hi a  face 
Te bi.an the conferencejt- th 
noun modifioss The youianid the voluntarZ wor./ of 
tic yi1 findthe boq/ from the librar,J 
1iç the child / vith ,  the fair hairL 
( probably provides noun modifiers 
in this construction consistently) 
137. 
Cases of ambiguous 
modifier meaning: 	I rode the horse / on the hill / 
I worked the tractor L from the bard 
We h pe& the man --with the case / 
I like, the do / in the next 
apartment / 
Ambiguous cases !where 
no difference in 
meaning relation- 
ship results: 	 1 found the_children! on the iawn / 
• 
 
saw. a_doLl in the nQxt aDartment I 
Ambiguous ease where 
the F-i-i sequence may 
not only modify either 
the verb or the noun 
but also be treated in 
a way,rather similar to 
an indirect object: 	I left the money / for the milkman I 
This can take tines different 
conversions; 
I left the. milkman the money 
The monev 	the milkman was left.  
behind) b 
L1efttbe money for 	to 20 
Alh themi1kmax, 
The conversions of the ambiguous cases are unknown, 
and it must be admitted that the sentences provide insuf-
ficient meaning knowledge. This may be considered due to 
the structure, or to the unidentified range of meanings of 
individual prepositions, or perhaps nouns and verbs as wall 
or it may be considered due to both lexical and structural 
features. It is hard to sr at present itthet' Us amtddtes and 
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non-ambiguities are due to syntax or semantics, but 
with adequate investigation of distribution it may be 
possible to decide this question. 
We hope that by keeping the definitions of 
a logical class and a logical constant in mind there 
viill be opportunity for future studies to recti2y 
existing ignorance. Thus for example when we meet a 
sentence where we have apparently one syntactic class 
whose values have different meaning conversions, we can 
ask whether it can really be broken up into more. If 
we take (a) We liked the child With the brown hair 
and (b) We helped the man with the brown ease 
it may be thought that help and like belong to the same 
syntactic wait. But if an examination of their 
occurrences in other sentences is made, it could perhaps 
be shown that the classification is not correct, 
Consider (a) 
(1) The child with the brown hair was 
liked by us 
and X(2) The child was liked with the brown 
hair by us 
(b) 
= (1) Tje man with the brown case was 
/helped by us 
or = (2) The man was helped with the brown 
case by us 
This could mean that because of the difference 
in occurrence of help and like before mith, the two 
1390 
vorbs bolona to to different syntactic elciQsO3, QIL1 that 
con oqw)ntly (ci) ci (b) can not bo ciio to be oscicly the 
0X1O In structure. Thofr sequon000 which Pr-leo cciu1i 
naodIfior vioul1 have to be dIffonticitod by dIt1butIci1 
cItoIci. 
The fcict that z:eCaAng oçjuIvci1onoa VJOrO u001 to 
Illustrate tho pOint Io Irrolov=t x  boi 	oo1y ci rmttcr  
of convojorico 	Tho 0m, a point about pouaiblo diffoxono 
In atuctuio could bo illuotrcitod by tnUxW, Otho 
t1oh aro not oqivcilont. 
But no deoit3ion cain be rado that ci diffororzo in 
ooeurrono Is syntactic, until ve 000 put into p!cictIco 
the procedures outlinod in 7,4. It could be smiantic.  
Lyn oxliciuotivo amlyola of the poBItlorl Occurromo of 
icrhooL3 in tho G.1van santemos Pay mor-oly indiouto ci 
difforonco in the ucicw of O1C13 Vci].UOL3e' 
3,&4 In oithcz ccico, 17hothoz tho diffoonoo Is 
uoiantIc or ayntcietic, It Is elmlood that dIati'Ibationl 
cincilyolu ja Mt to  bO aViUCIOOd 9'Ov ovor1ooLin ocinin 
Patton. It can Pr0000d quite validly In ozdor to find 
cm ciocuato Orecord of the Dont0=0 ordera of BX151iuh. 
UO can uhoti cia In the previous oxcplc, trhothor 2ontox00 
ich appoc to in1ud0 tho cio StrUettWaj olozionta, do 
not, corolT by oimn other zontoncoo. 
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If it is found that questions of ambiguity 
and non-ambiguity are semantic, then no criticism 
of distribution for ignoring meaning can apply. It 
could be that the problem of what modifies what in 
some examples in 5.33 is independent of syntax. If 
on the other hand the ambiguity or otherwise is found 
to be syntactic then all that we need do is admit it 
as a feature of the structure of the language, and 
includer it in the rules. 
When information is desired of a syntactic 
meaning kind about howanoun relates tO' a verb when 
it occurs before the verb or after, or about the 
relationship of a class of prepositions to a class of 
nouns and so on, we can combine our knowledge of 
distributionally defined minimal units with studies 
of equivalence. Meaning relationships can be dis-
covered when we wish. It will be seen how this 
combined study might enable us to provide a means of 
cutting sentences into sequential units or I C's so 
that the meaning structure of the language at a 
higher level is retained. For although a purely 
distributional analysis of sequential units of classes 
and constants can provide accurate rules for structuring 
a language, it need not reflect the I C meanings the 
users accept. This is the limitation of it. 
So, taking the two sentences 
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(a) The man/gave/the money/to the children 
and (b) The man/put/the razor/to his face 
it could firstly be found that 
The man/gave/the children/the money 
will occur, while 
The man/put/his face/the razor will not. 
It is likely that we would then find that put and gave 
belong to two different syntactic classes. Then 
secondly, it could be found that (a) and (c) are 
equivalent, and that (b) is equivalent to 
The razor/was put/to his face/by the man 
The I O's(indicated by the line cute) follow, with their 
meanings expressed through the equivalences. 
5.35 With regard to the structure of the, 
examples in 5.33, particular attention needs to be 
given to the occurrences of prepositions, and how these 
relate to ambiguities when certain verbs are involved, 
or when certain nouns are involved after the verbs 
and prepositions, and so on. Investigation might 
show that varying lexical meanings are more important 
for some cases than for others. Thus for and to would 
have to be considered especially in sequences similar 
to direct objects. 
I fixed the reception for the members 
= (a) I fixed the members with the reception 
or =(b) The reception for the members was fixed by me 
In other sequences, when for example for occurs with 
left as in I left the money for the mil1inan, the meaning 
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of the verb may be important. 
Fries himself does not consider that his own 
work is any more than a broad outline, and says that 
all problems are not solved. (S.E.p.217, fn.12). 	It 
may be seen now that his discussion of modifiers 
really provides him with formation rules or I C's to 
create longer sentences out of smaller (S.E. p.241), 
or to reduce larger sentences to basic types. (S.E. 
Chapter VIII. See pages 267-8) But it leaves us with 
difficulty in applying the rules in either case. 
Consequently there has been emphasis upon the formal 
analysis of the modifiers, with no attention paid to 
the meanings he supplies for them. Meaning study 
has been considered subsidiary because no positional 
meaning can be conveyed unless there are positions to 
convey it. 
5.4 The Immediate Constituent System. 
In the Chapter headed "Immediate Constituents" 
a fuller system for the subdivision of sentences is 
developed, drawing upon the units which have just been 
discussed here. 
Rules for the subdivision of sentences into 
groups of word classes and constants are treated first. 
Then these units are themselves broken up layer after 
layer to show the possibilities of substitution 
within them. ,A system of rules is consequently 
Ji? 
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level than which is thorough, and to why the students Is 
given a laval coinon to an oral examination. An (S.E.p.266) 
Is also on a level different to D in the formula for rule 8 
(S .E. p.270). Although the procedure rule numbered 8 is 
applied on S.D. p.270, for some reason it is not used on 
the example on S.I. p.266. 
Again, in problems of subdivision of verb expansions, 
It is hard to know for instance in the last illustration 
S.E.p.266,.why here is not on the same level as aay, 
since both words can be treated as ones which affect the 
whole sequence. 
5.+2 The formal clues for the particular cuts used 
are not clearly supplied' and so we may turn to the 
following principle t 
"In general, the basic procedure of arriving at and 
testing significant features of structural grouping 
has been that of systematic substitution with 
enough control of meaning to decide whether any two 
arrangements were the 'same' or 'different', 1.6. 
whether the 'response' of the native speaker was the 
'same' or 'different'." 	(S.E. p.263 
But what is the difference of structural meaning 
between 	
thi 
	J 
dark Io 
and 	the I Jdark I __ Itree 
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Why should rule 8 (S.E.pp.267-8 and p.270) be 
applied without any further explanation? The position 
of a modifier after the and before a second modifier 
should, if each sub-unit has a structural meaning, have 
a structural meaning which is different from that of 
the position of the second modifier. But in this case 
it has not. Both modifiers modify the head word but 
not one another. 
However, in the very dark night there is a 
difference between the 
of class 1 - not because of position itself, but because 
of word classes chosen to fill these positions. Rule 8 
should not be applied consistently. 
Some further difficulties are as follows: 
S.E.p.269: It is not shown how we know 
that the group F words in formula 2 are 
tied to the following class 1 words. We 
have seen in 5.33 above that group F words 
may refer back to a class 2 word, and 
consequently ask how it is that we know 
that the last group F word in the formula 
modifies the following class 1 and not the 
preceding class 2. 
S.E.p.270: The cuts separating the 
modifiers of the class 2 word in formula 9 
are perhaps the most pronouiTced example of 
arbitrary ruling. 
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The break up of the units within the ftIll 
attention of the students who stay in to, 
is different to that of the similar con-
struction an examination of the students who 
are 	
tJI. fl*'. fl 	 flLflam p rinn urn 
re now on S.E. p.2640 
(c) S.E. p.272: !Jhat determines that salary should 
be on the same level as staff and on a lower 
level than for? The analysis could be right, 
but no reasons are given for it. .Why are the 
two the in The sa.larcheque s for the staff 
on two different levels? 
The rules of procedure do not justify the 
variation. 
5.+3 It becomes apparent that it is incorrect to 
say: 
"In all of these various layers of structure 
the determination of the direction-of the modifi-
cation, the grasp of the precise units that form 
the immediate constituents of each structure, come 
as an automatic response to those who know the 
language. 	These groupings are not vague, but 
precise and sharp. 	<S.E. p.272) 
It is true that the limits of some units commonly 
accepted by linguists, for instance subjects and their 
expansions, may be formally supplied. But linguists 
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also disagree whether the sequences which follow a verb 
as in cases like came slowly into the garden or 
knocked the chair, should be considered within the verb 
unit or not. This disagreement arises from (1) different 
theories of meaning, which lead to the establishment of 
different units, or (2) different formal rules of substi-
tution, i.e. formation rules of the language, which vary 
according to the length of word groupings which a 
linguist allows to occur as substitution values of any 
word class or sequence. For example, The men came slowly 
down may match to The men/came, or to The men/came/slowly, 
as we wish. 
It may be that a study of the transformation 
1 rules of the language could resolve some of the arbitrary 
nature of. I C cutting. It could show the freedom or 
rigidity of manipulation of word groups, and reflect 
the meaning units to which users of a language are 
habituated. 
For example: 
The very old man came slowly into the garden 
Into the garden / slowly / came / the very old ma 
Slowly / into the garden / came / the very old man 
The very old tan / came / into the garden / slowly 
Slowly - / the very old man / came / into the gardex 
= Slowly / into the garden / the very old, man / came 
etc. 
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In this example, all equivalences show that certain 
word groups must always be treated as single units. 
Consequently the primary I C cutting of the original 
sentence is: 
The very old man / - came / slowly .Jinto the garden 
Its basic sentence type will consist of four units. 
In other sentence forms we may get a different 
type of cutting. For example - 
The old man/ ranjp/ie woman/in the morning 
The woman/was rung up/by the old man/in the morning 
= The woman/was rungp/in the morningfbyjhe old. man 
= In the morning/the woman/was rung uD,'bythe old man 
Here y2 can not be separated from rang in the 
passive forms, although there is an equivalent active 
form where the words occur apart. 
The old man/rang/he woman/(up)/in the morning 
11 
	 Because thii.s case still demands rang and 
together in the passive, 	can be treated as a sub-unit 
of rang and marked as above. (it may be that a special 
sub-class of verbs which combine inseparably with prepo-
sitions in the passive needs to be established). 
Transforznatjinn rules may thus mark out what 
single classes (or constants) or combinations of classes 
and constants, may be manipulated into other positions 
to form a new sentence which will be referentially 
equivalent to the one in which they originally occurred. 
IIs. 
Procedures like this may assist in stating 
the units which the users of a language do recognize, 
and then the structural iieanins of these units iaay be 
supplied. 
5.44 Another method for discovering the I C's 
recognized by speakers may be based on the knowledge 
that when larger sentences are developed from shialler, 
only certain groups of words will operate within the 
sentence to provide a new sentence boundary. 
There is a matter in the introductory material 
on the formation rules of English 	£ 5 •53 ) which 
may have an interesting relation to the purely 
linguistic transformation rules of ing1ish. It is 
possible to consider that the line cuts given in the 
introduction mark out major units of I C analysis 
because they mark out what units have to combine in 
order to form sentences. For example, a line cut after 
which would denote the end of a possible sentence, and 
would therefore be incorrect. It has to combine with 
other words which follow it, In order to form a new 
sentence from the one which precedes it. 
Where relevant the cuts provided by transforma-
tion rules appear to compare closely with these. Al-
tbouh knowledge at present can not be fully certain 
because more detailed descriptive study is required, 
it is strongly sug-ested that both methods of cutting 
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could be used to set up basic I C's which may be 
less arbitrary than some of those previously used. 
They could provide units which are never set up through 
any outside theoretical imposition, whether of form 
or meaning, but which arise freely out of the form of 
the language itself. That would mean that many 
objections to previous I C analyses as invalid, because 
they do not reflect the way people use language, could 
be dismissed. 
5.45 Once the actual formal units of the 
language structure are established, then there is a far 
better chance of establishing correct I C meanings. 
Indeed "structural meanings" may be considered 
definable through transformations of the equivalence 
and implication kind. (Problems on S.E.pp.217-9 may 
perhaps be eventually cleared with 'the help of this 
view.) 
Thus some new interpretation can be given to 
the remark that "all substitution procedures demand 
for their use the control of certain aspects of 
meaning. One cannot determine whether one item is 
substitutable for another in any frame without in some 
way knowing whether the result is 'same' or 'different." 
(S.E. p.294) 
Despite this, when we are concerned solely 
with what groups of classes and constants will fill a 
given frame in order to make it a sentence, then no 
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meaning knowledge is required, and I C divisions may 
be made anywhere 30 long as the substitution theory 
which results creates acceptable sentence forms. 
If, however, we are concerned with what meaning 
relationships certain groups have.to other groups, then 
the study of equivalences is irnport7E4n order to 
exclude error. For this, meaning must enter to the 
extent of knowing what sentence forms are considered by 
the users of a language to be equivalent in referential 
content. Otherwise, none of the manipulations of the 
examples above may be considered. 
The nature of syntactic transformations will be 
given closer attention later. It is more important now 
to state more precisely the nature of immediate 
constituents. 
5.46 An I C may be defined for two cases, 
It is any syntactic constant or word class or 
seauence of such units which will substitute for another 
syntactic constant or word class or sequence of such 
units in a given frame which is a partial sentence form, 
so that a complete sentence form is developed. 
It is any syntactic constant or word class or 
seuence of such units which will substitute for zero 
in a given frame which is a cornplete sentence form, so 
that a new sentence form is developed. 
These instances of sentence types will illustrate: 
I 
The hungr children from the school / -drank the milk 
The- tra  cats 	 / 
Dogs 	 / 
Zh2Z / 
We held an ex.__nation / which was thorough 
/ for the children 
/ ysterda 
It may be seen that a variety of I C subdivisions 
can be permitted, depending upon what substitution pos-
sibilities are selected. 	Sentence boundary, intonation 
patterns, stress and etc. could be used to limit them, 
and require full analysis. Transformation rules also may 
be used to modify the definition and enable us to choose 
one kind of subdivision rather than another through equiva-
lent meanings. It may indeed be necessary to do so, in 
order to get a better fit than a non-meaning choice permits. 
(See 5.32 (b)). 
Thus the structural meaning of which was thorough 
in the sentence - 
Ue hold an examination which was thorough  
may be expressed through the equivalence 
We held a thorough examination 
Fries' definition of a modifier (6.E.pp.227-8) 
compares with the definition of an I C given hore 
but there is an important point to be observed. It is 
insisted above that substitution possibilities are to 
be defined for each type of frame, whereas Fries tends 
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at times to suggest that a statement of Substitution 
can be made for a head in any of its occurrences 
(8.E.pp.208-9, p.213). Nevertheless it is not certain 
that he holds this view (S.E. p.227). His meaning 
theories of 'sameness' or 'difference' of response could 
also include it in theory if not in practice. But it 
is fundamental not to omit the specification of the 
full envonment in which the I C's hold as substitutes 
for one another. Harris has tended to give insufficient 
notice to this.. 
When the definition given in this paper is 
modified by the transformation theory, it may be compared 
with Fries' discussion of the nature of I C's (i3.Epp.2578) 
He likens them to units enclosed by brackets in 
mathematical formulas (3 + 4) x 6 	42 
but 31'(4E6) = t27 
However, it is possible to vary I C groupings 
in English sentence types without any change of 
structural meaning in many cases. We have permitted 
various sub-divisions of the same syntactic orders above. 
Change of meaning comes frequently, not through varia-
tion in grouping or bracketing, but through shifting 
one group of symbols from one position to another, 
Thus The men/came by/in the -car/yesterday  
Yesterday/the men/came by/ in the car 
but neither equals The men/in the car/came by/yesterday 
The definition of sentenco I C's may easily 
/ 	be adapted to treat I C's within I C's, until the 
individual morphemic units of sentences are reached. 
5.5 Appendix: The Basic Sentence Types. 
The basic sentences which can be considered 
members of an initial set on which formation rules are 
to operate are not fully clear (see 2.23), but the list 
below may be treated as a fair selection. One of the 
main purposes for their inclusion is to compare them 
later withtL.ose used by &e.ichenbach, in order to see 
whether logician and linguist differ and to find, out who 
offers the most useful structural set. 
Although there may be some points of obscurity 
in Fries' treatment of basic sentence types, he does 
present commonly found English sentences. 
Those to be considered primarily are the three 
kinds of arrangement of Class 2 and Class 1, discovered 
through study of the types of response they elicit 
6A' 
class 1 f* class 2 = statement 
class 2 	class 1 = question 
class 2 (class 1) 	= request (S.E. p.1 118) 
Some comment immediately needs to be made. The 
statement type is far more frequent in written informa-
tive discourse, than the other two, and question is 
more frequent than request in similar material. Requests 
will consequently receive no further attention here. 
The formalization of the three sentence types and 
remarks such as the following, call for some difference 
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in approach: 
"...the four classes first identified account 
for all the significant positions of our minimum 
utterances. In fact classes .1 and 2 alone appear in 
many minimum free utterances. On the other hand the 
words of our fifteen groups appear most frequently in 
expanded single free utterances. As we shall see later,. it is arrangements of class 1 and class 2 words that 
form the basic signals of our sentences. Only 'response' 
utterances not 'situation' utterances can have words 
from the fifteen groups of function words alone - without 
the words from the four classes." (S.E.pp. 105-6) 
It needs to be remarked that function words are 
very important as structural signals in basic sentence 
types, as Fries' cases of ambiguity when they do not occur 
clearly show. (S.E.pp.62-3). Whey cannot be ignored in 
the initial set, unless of course they are immediately 
placed in the formation rules. Fries has a tendency, 
however, to overlook thtir structural importance in 
general. A similar emphasis must be placed upon the 
/1 structural importance of in1e'Iftions as constants or 
small bound form groups. 
Thus t n + o v+sa+o n+s' can be 
compared with n + s v + o t a + o n + o 
The various kinds of statement type sentence 
which Fries considers important now follow. 'te begin 
with the ten formulas which identify subjects as well as 
objects and other sequences which appear after the finite 
verb unit (S.E. p.191 foil.) Tae notation provided in 
1.1 is used. Some slight modification of Fries' word 
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classes necowarily results. The raised letter as 
a , and 	in ctoti the rcferoat oI te 1io 
words rc Vie 
v + a 	ly 
Th- c Z;1i 	iiecTL 
BE 	Z a +S V +0 
t n+o Vb+ 	t 
i 	li_ toaeer 
	
fl+s 	 Ifl fl+O 
tn+o 	v + d 	ta2 +s 
The ido du 	tha hole$ 
1fl+ S 	IT+O 	Z3 !1+S 
(4.) 	t 	 V+S 	t fl2+O t 
Thchoc.l urnichc 	e tuit tiio 1cros2020. 
V+O 	zr' 11+3 	' 11+5 
() 	t 111+0 	V+) 	't; 	 C 	t 113 +0 
Tte 	 100 	Th13 	Co 	i. the lap 
v+6 M3 11a 	3 
t n1  o 	v+s t n+o t 	+o 
ThIM pr ttCQ3k3 the boy 
It now become iocessary to include 	os' 
iic.tor of nibstitut F,, roups 	 foIl., p.190) 
in Order to precnt h13 2entozlco tyocs. 
. +5 	 t 	fl + S 	 S 
t 	n.1.. + o 	v + ci 	12 	r + o 	t 	+ o 
) 
he/it 	 it 	th 
Thii student 'benn his vzctton thiu ornin 
n + a 
(8) tn+o 
he 
t3 	+-s 	nn+o M n2 +0v+dt 3 +c't fl+s 
he it it 
1 5 U10  
The student Syssistant brouht the papers and the 
grades 
m3nth+s t 	11 - i-s 	1nn+o 	m3 n+o t nto m n2 + o v+dtn3 +se'tn4 +s 
th 	he it 	it 
This morning my assistant brought the papers and the 
grades 
x 
In
-, 	
fl +8 	 111" 11+0 	113/11+0 t n1 +o n2 + o v + d t n+ a c t n4 + a 
it 	he it it 
The library assistant brouht the papers and the GradeE 
The 'subjects of the (c) and (d) type (.i.pp.17q.-180) 
appear to have been omitted. Therefore (II) and (12) 
are added below. (Noun adjuncts (3.E.p.188) have been 
completely overlooked, by Pries as basic units, although 
S.E.p.190 says they are included) 
+8  vb in, n
4~s 
	are 
t n1 +o is 	a+o 
The dinner 	is 	huge 
Vb+ S 
Vk+O n + s 	aie 	in" 11+8 t 	111+ 0 	18 	V+fl 	t 
The child 	vas ____ .Given the book 
j 59, 
It will be noticed above and below that not all 
alternate infCtci.ns ih any position are listed. 
This is because only those alternate ones ich Fries' 
formulas permit have been included. Thus, for example, 
when a Dast tense is used, Fries does not mark up the 
possibility of a present tense as well. 
Taether the use of only three of these formulas as 
test frame for the diagnosis of word classes (S.E.p.75) 
and the I C theory that all sentences should be divided 
into two parts, make the rest expansions of 
class l( )class 2 is not clear, but they may at least 
be accepted as commonly found sentence patterns. 
Further examples of statement types are given in 
S.E. chapter VIII. 	These are apparently to be consider- 
ed. basic (S,E. p.0, p.53 fn.27), although they include 
much more than arrangements of class 1 and class 2, and 
some of them are said to be infrequent. (On the other 
hand, the ten formulas just listed are not described 
as basic sentence types.) 
Three important forms have been added here, even 
though they may be held to be either special idiomatic 
constructions, or structures which vary little from 
those above (Eg. there in There is t n +s). As special 
forms they require further study in order to enable 
the words which appear in their positions to be classi-
fied into accurate classes and constants. 
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ml 
ds 	BE* (m3)n4o vis (not) ally HAVE (t) n4s ylo. . ..,.eic. •($.E. p.159). DO 
Not often 	does 	he work..... 
* The words with capital letters stand for all the\variant forms 
of these verbs which can be selected for the particular case. 
(m3) n4s 
There BE (t) n4o. 
There are the children 	(S.E. p.160) 
were 	Ml 	 v4o 
(C) 	r 	(t) n3o v&s 	Z (3.E. p.163) 
(m3) rile 
Should 	arrive we will have some food, 
Next come the special. responses to tutterthices 'which differ 
from any situation utterances which can also occur as responses 
O.E. p.165). They are mostly answers to questions and mainly occur 
in spoken language. But they are listed here very briefly because 
they could be extremely frequent in dialogue, and their forms have been 
quite rightly shown to be linked, with those of preceding utterances 
(S.E. p.172). They have received insufficient attention in the past, 
and require more in the future. Reichenbach for example has given 
some attention to answers to questions which can be compared with 
Fries' work, and further developed. (See 17.71). 
1, "For all questions in which the signal of the question 
is the 'reversal' of the basic class 1 and class 2 words, 
the answer usually contains the forms yes or no." (S.E.p.165). 
IG. 
A few other words with positive or negative meaning 
also occur here. All are frequently followed by 
substitutes as in 
Yes it 
no mr v+S 
But other forms normally incomplete as sentences also 
occur 
e.g. yes 
no 	a-+ 
2. "For questions with the function words who, which, what, whose, how, where, when, 	the answers may consist of practically any linguistic form of the single form-class fitting the particular type of question." (See S.E. p.167 fll. for the various 
answer forms which include sentence types not 
otherwise acceptable.) 
The forms of questions now briefly follow. (See 
S.E. pages 96, 146 foll.): 
mi 	d6 (t) 	n + s 	a + o BE 	n + o 	fl+o? 
Were the teachers here? 
(t) 	n + s 
1)0/ t 	n+o 	v + o ? 
Does the boy 	work? 
62. 
t n + o 3. HAVE (t) n1-.-s 	v + n ? 
Has the customer paid? 
1. Use of a united list of words in the initial 
Position followed by sentence pattera which vary 
a little from the usual staeinent types; 
would, can, shou1, gould, ahall, ¶111 9 	, must (S.. p.150) 
will (t) 	n + S 	V + 0 	(t) n + S Et r 	t n1 -f 0 	V + S 	t 111+ 0 	a + ly in - 	 in 
Should the men 	build the 	house here? 
5. Use of who, which, what, whose, initially as in 
v+ S 
v+o  — .... etc. 
Who works? 
(For questions,. Fries recognizes the importance 
of function words, S.E. p.172). 
Two more kinds of statements are 'sequence' sentences 
which occur after a speaker's or writer's initial sentence, 
and 'included' sentences. (S.E. p.241 foil.) 	The first 
differ from initial sentences in their use of certain 
function words, anch as 'determiners' and 'adverbs' 
(and substitutes for class 1) (S.L p.241). 	The included 
sentences make use of certain function words and particu-
lar features of word order (S.Lpp.252-3). 
The two kinds would be reducible to basic sentence 
16 , 
types, but their special characteristics would have to 
be also recognized. Pries has done some valuable work 
in pointing them out in 'sequences'. 
There are some notable exclusions of certain 
commonly. found sentence types from the completed list. 
Statements of the kind which use the infinitive verb in 
conjunction with the finite verb, and those which use 
arrangei!teLlts of verbs, nouns and propositions, as in 
some of the examples of modification problems we have 
discussed (5.33),ntcs to be recognized either in an 
initial set or else through formation rules. The uses 
of the infinitive are not given any treatment in the 
book and occurrences of prepositions require further 
analysis. 
1 See also Harwood, F.W. "Axiomatic Syntax", Langua, 31 (1955), 
pages 109-J3. 
2 Harris, Zeilig S., Methods in Structural Liuguieti, (Chicago, 
University of Chicago Press, 191), Chapter 16. 
3 Compare Harris 16.33 in the 	2. 
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PART II. 
AN ANALYSIS OF WORK 
Y ZELLIG S. HARRIS . 
CHAPTER-60 
INTRODUCTION 
6.0 Introduction. 
6.01 This part deals largely with "Morpheme to 
Utternce" and sections of "Methods in Structural 
Linguistics" 2 . 	The chapters in methods essentially 
involved are 1, and 1-20, because we are concerned only 
with classification of morphemes into syntactic units and 
with the sentence patterns of the units. 	(Chapters 12, 
13 and l+ offer some reference.) However, the articled 
"From Phoneme to Morpheme", "Discourse Analysis", and 
"Discourse inalysis: A Sample Text" are related to the 
central discussion. 
Methods and M.U. have been used to provide material 
for specific attention because they offered on publication 
original and highly important theories about language 
analysis. In the syntactic field they provided us with 
the opportunity of developing a rigorous and consistent 
discipline which has been the most Important for English 
I65 
since the uorisof Jespersen and Bloomfield. 
They are considerably more important than the 
theories of Fries, because they strike more deeply and 
brilliantly into distributional prob1ems and because they 
are more fully aware of syntax as a strict metalanguage 
ciculus. While it is true that the procedures outlined 
by Harris contain difficulties and inconsistencies, it is 
maintained that they can be largely overcome by developing 
further the distributional style of analysis and the 
calculus style of presentation which be recommends. 	It 
is for this reason that the work is of such importance. 
It is easier to find solutions to problems which arise in 
his work than it is to find them for problems which arise 
in the work of Fries or Richenbach. 
6.02 It is a humbling thought that the answer to 
criticisms about morphene classification not only in Harris 
but also In Fries, follows along lines of formal distribu 
tion analysis. Thus, as a result of numbering morpheme 
positions, and examining substitution possibilities in 
each sentence of English with n position nnbers, we can 
develop a way of separating syntactic materiel from 
semantic. 	In the same way, we can present a refined 
method of classifying morphomes into syntactic units which 
applies to any language and not only Lnglish. 
1664, 
It is true that Harris does not present the system 
of position numbcring outlined here, but it can be easily 
developed from the distributional methods he presents. 
(For example see p. 353 lethods.) 	it is very interesting 
that in the independent field of the logical languages 
the seme system of numbering follows directly out of 
Carnep's theories. 	(See o•iof this paper). 	It would 
consequently appear that general procedures for the 
analysis of both artificial and natural languages have 
been established, and that more could follow. 
The particular procedure under discussion would be 
of considerable advantage in clearing up problems in 
Discourse analysis" 3 where transformation material is 
neither clearly syntactic nor semantic, and whore it is 
difficult to know just what manipulations are being made 
upon any text. 	.gain, in Methods, Harris gives practical] 
no attention to syntactic constants, although asFries 
was well aware, they are of considerable importance. 	It 
is hoped that the application of the procedure drawn from 
Carnap will give them definition. 
The sa-me procedure can also lead us into under-
standing that the prosenttion of syntactic Information 
about classes and constants can be arbitrary. For example 
we can set up classes of syntactic classes, or classes of 
syntactic constants in various ways and know that they are 
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merely convenient manipulations. But at the same time, 
because of the rigorous nature of the examination of 
morphemos for the original identification of syntactic 
elements, we do not hold that it will allow these last to 
have alternatives. It is insisted that the procedures 
will always supply the some minimal syntactic units for 
any two investigators so long as the morphemes of a text 
have been identified by both in the same way. It is only 
the presentation of them which can differ. 	$o we do not 
agree with critics who maintain that distributional 
analysis creates merely a structural imposition upon a 
language. 	Classification of morphemes into syntactic 
elements is non-arbitrary in this system. 
6.03 However, it is not true for thr sequence 
analysis that alternative units can not occur. Perhaps 
further anlysis of formal signs such as sentence boundary 
and other features which occur in spoken language and 
bear upon written texts may one day be used. to eliminate 
these. But the type of sequence substitution or immediate 
constituent cutting selected at present is not exclusive 
unless we Impose restrictions which lie outside studies 
of distribution. 
One restriction arises when we choose a set of 
basic sentence types to whose classes sequences in other 
sentences are always to be matched. 	(See 9.- and 9.6). 
i6& 
Another arises when we use syntactic moaning equivalences 
by whici to find sequences whose members are inseparable. 
(see z.sçc), 
It can be soon that Harris actually imposes a 
restriction of the first kind, and that how sentences are 
cut up into sequences is based on a decision to accept 
only one basic formula. Distribution studies may show 
that this one, N V, is essential in order to have an 
English sentence at all (cp. 2.1), and therefore it can 
be held that all other sentences may be compared with or 
reduced to it. 	But this is a decision which is not a 
necessary one in sctting up the initial structures of a 
calculus upon. which F s are to operate. 
Without a basic formula decision, and without a 
study of structural equivalences, n--any of the results of 
the application of Harris' theory about the substitution 
analysis of sequences need not be traditional. 	(This 
view contrasts with his own, Methods p.363). For many 
Purposes, sffch arbitrary results, so long as consistent, 
may be all that is required. As an equivalence study 
draws on meaning as well as distribution, it goes beyond 
the style of procedures Harris puts forwerd. 
For ,  although he is varied in statement about what 
place meaning has In his methods, it becomes clear that his 
aim is to analyse both morpheme classes and class sequences 
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by distrlbutional means alone. We have held that 
objections to this can be countered by the claim that 
distributional analysis of both classes and sequences. 
can produce a usefti record of the order patterns of 
syntactic units in a language. 	It is true that sequen- 
tial neaning patterns can ha overlooked (see 5.3 in the 
analysis of Fries), but this does not alter its value as 
an activity in its own right. In the establishment of 
logical classes end. constants we can dismiss meaning 
objections completely because we hold that the procedures 
of 7.+ enable us to set up minimal syntactic units no 
matter whether we meet problems of equivalence or not. 
In sequeitial analysts of the units, however, a system 
which combines their distributional imformatlon with 
studies of syntactic equivalence is recommended because of 
tha fuller knowledge it gives. 
Some of the ideas about I C analysis in this paper 
will, it is hoped, be of use in solving difficulties about 
it. 	(See Methods, pages 272, 278-80 7 306 and 363). 	For 
example, when Harris is faced with problems of ambiguity. 
he answers them in a way not acceptable here. 	(See 8.+ 
and 5.3). 	It will be Interesting to read his forthcoming 
publication on transformations which ma.y make these 
comments obsolete. 
I 7:I. 
6.0+ In prsontation of the atriai resulting 
fro nnelysis, Herriohe.s, ctrriod ftwthr tiw 1to. found 
in 3conerson, Pries -nnd others, of creating an rtifici1 
laniagc to epe 	ynta. Uhat be does is to neke it 
more evident thct the artificial liio can be a 
calculus rith basic sentence types ton which formation 
owl transformation riALes can operate by naripuIntion of 
the elements involved, Chgeb a motel guao is Tonartienlerly 
valuable in view of possible machine uses of lenuage for 
loical deduction, tnansiation, rrr] other purposes. 
r-t while we Pro provided with original ideas and 
while the attoipt to set up a calculus for 2, tgjjsh in 
1ethods and 14.U.is of greet importance, the practice does 
not succeed. A iain criticism Is that the raised nwbar 
flOiEtIofl systeri incorporates ferttion rules which are 
inaccurate, An other, Is that the actual symbols con-
sisting of the letters with the raised riambcre, are so 
Unwieldy and coploz that we can say they are ovloadec 
in interpretation. Althouih Harris points out that his 
notalanguege is skotchy and needs ro finement it can also 
be hold that it is too inaccurate to he useful *  One of 
thO major reasons for its failure is a theoretical tendency 
to overlook the variations in environment uhich memborc of 
a list of sequences can exhibit, 
ioucver, although the rorma.tionfrtie s are Inadequate, 
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a Harris type approach is preferable to a Reichenbach one. 
A Harris approach attempts to record distributional 
features extracted by rigorous methods; a Reichonbach 
approach is not sufficiently cognisant of syntactic 
material. 
As remarked in the Survey of this paper (i: Iv), 
it need not be necessary to present syntactic information 
in the way Harris does. We do not have to provide 
formation rules for sentences as broken into immediate 
constituents. 	Instead of choosing a set of basic sentence 
types which can be expanded through rules of sequence 
substitution into other sentences, we can simply set up 
a series of symbols and apply formation rules to them to 
create sentences as whole individual units. This may be 
more unwieldy than the first method, but useful for some 
purposes. Perhaps tests as to its accuracy could shoe 
that the statement of the syntactic order of elements In 
English is not dependent upon sequential cutting. 	(See 
5.3, 7.+, 9.3 Loll., and 2I'l 
Harris, Zellig S.., "U.U." will be used throughout for convenient 
reference to "From Morpheme to Utterance", Language, 22 (1946) 
p. 76 foll. 
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2 	Zeilig S., Methods in Structural Linguistics, 
(Chicago, University of Chicago Press, 1951). "Methods" wiU 
be used throughout for convenient reference. 
3 Harris, Ze].lig S., "From Phoneme to Morpheme". Lage, 
31 (1955), p.190 toll. 
"Discourse Analysis", Language 23 (1952) 0  
p.1 toll. 
"Discourse Analysiss A Sample Text", 
Langua, 28 (1952), p.74 toll. 
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CHAPTER 7. 
SETTING-UP MORPHB4E CLASSES: 
$04E RE-CONSIDERATIONS 
7.0 Introduction. 
Although Harris presents theory on how to classify 
morphemes into classes which has had a considerable effect 
upon the development of structural studies, there are 
refinements needed which may eliminate some objections to 
it. This analysis  of his work in Methods and DIX, aims 
to show that errors in theory and procedure can be elimi- 
nated largely by f011owing along the lines of distributional 
analysis he suggests. 
As a result, it is hoped that we may overcome a 
confusion of syntactic features with semantic, and that we 
may also provide a means of analysing the identified 
morphemes of a given text into classes in a more strictly 
distributional fashion. 
Other problems arise from the tendency to retain 
the desire to classify together all morphemes which have 
the same total range of environments. A major effect is 
to lead Harris into theory about establishing classes with 
values whose defining environments are only approximately 
the same (Methods, 15.2, 15.5). 	It would have been better 
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to adhere consistently to the criterion in LU. +.l "that 
for each class there are particular sentence positions 
which can be filled by any number of that class and by 
those alone." 
Finally it will be found that bound forms, rather 
than free forms, actually provide Harris as well as Fries, 
with the criteria for defining the classes he establishes. 
It needs to be noted for the discussion, that 
Harris, unlike Fries, uses bound forms among the environ-
ments which are to be used initially in setting up classes. 
The term 'environment' will consequently refer to a frame 
which includes either bound or free forms or both. 	It 
also needs to he remarked, that when reference is made to 
'a range of inflections' or similar, the range includes 
a zero element. 
7.1 	 3- 
. 
7.11 In both Methods (Chapter 15) and M.U. it i's 
pointed out that the members of a class are to be found 
through their ability to substitute for one another in 
certain given environments. Thus the environments become 
the defining characteristics of the classes. 
This procedure is to replace any attempt to find 
groups of morphemes which all enter exactly the same range 
V5. 
of environments because such cases ai'c not frequent 
0.21 3 foil. otbo1s). Consequonly Harris nnintnins that 
vs should establish a general class where the aorphoos 
have certain environments in coon, eri1 also sub-.classes 
of the general class uhore it will be seen that sal-nations 
of the seio orphoos enter environnonts different to other 
selections. 	(Chapter 1, etbods). 
hough a class is to be defined by a 11mitod not of 
onviroents uhich hold for all mcabora (othod, p020, 
N.U. p. 167), in fact this is not mlaye so. In L.U. lu 
is a general class uhich is said to occur t'boforo plural 
or its altornants, or after the or adjoetivess hotel, 
hutto, rain, 	, 	(p.167). Ue can see houovor 
/ that this is not quite correct, for classes saparated by 
Harris from R can also be found after = od adjectives. 
(For ezslo, other adjectives). Consequently . is left 
as its wiquc characteristic. 
Ve ban Oeduce that for a class to be sot up, it 
must contain at least one environnoWo into Mich all its 
members ay enter.-All the class symbols wy be treated 
as Ganeral classes established in such a iay; various 
subdivisions of 2 and etc., iay foilcv. 
7.12 In accapting this general pFacoduro, it is 
U50fal for us to stress the flood to reject any tatpting 
lists of orheos as noobors of a class ihon not all of 
176. 
thei satisfy its environment. 	There is no necessity to 
include then if the sub-classes are adequately recognized, 
as it is believed they ,  must be; and if a contrary prin-
ciple were carried out to any extentit could unneces-
sarily confuse a syntactic calculus. 
So thorc i disagreement with the general. tenor of 
some remarks in Methods (Chapter lu), 	For instance: 
"In particular we could form for morphological 
analysis general classes containing all those 
classes which have a large part of their environ-
ments in common tog. the general class 1 7 
containing not on'ly the morphemes which occur In 
vi-rill -- but also the other morphemes of these 
classes)." 	(p. 21). 
This snd other references to approximation techniques 
(3g. Methods 15.2, 	really involve a side issue not 
well related to fundsmental procedures for syntactic 
erialysis. 	Harris is a little confused because he has 
not differentiated semantic distribution from syntactic. 
In disregarding sub-groups he is really concerned with 
overcoming the differences in distribution of semantic 
groups of morphemes in order to show that syntactically 
they belong to the same class, and he offersvarious reasons 
why the sentic divisions should h Ignored in order to 
arrive at the structure of sentences. At least it may be 
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supposed that he need not necessarily mean that syntactic 
sub-groups are to be disregarded. 
It will be seen in 7.1+ that syntactic description 
may be precise, and that there are reasons for con-
sidering semantic distribution quite separately, 
7.13 A second type of confusion arises because 
Harris does not fully dismiss the initially discussed 
notion of seeking to establish classes which will show 
the same total range of environments for each morpheme. 
(Methods p.243- 1 M.I.T. 3.2). 
This is not only evident in the desire to establish 
general classes by using approximation techniques. 	It is 
evident in the failure to give sufficient stress to the 
basic process of analysing the occurrence of morphemes in 
relation to individual sentence structures (as 
while comparison of the occurrences of morphemes in 
various different sentences is favoured. The essential 
point is that according to whet is hold constant as a 
frame for substitution, the morpheme list will vary, and 
although it is true that some morphemes which differ in 
relation to particular environments will all be the sane 
in relation to another, this can not permit us to estab-
lish a class which overlooks their differences in other 
sentences. Thus cut, blue and garden will all fit in 
the -- flower, but will not all fit in The boy- the 
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The boy is in the --, The boy is 	Other 
morphemes may fit the same free form sentence frames but 
not take the same sets of inflections. 
Certainly, Harris does not recommend that we should 
ignore sub-classes and says that the differences may be 
important (Methods p.251). But it will be seen that one 
or two blind spots occur in procedural recommendations. 
7.2 	arger and More Useful Classes. Alternative 
Anals 
7.21 This section deals with Harris' views on 
what environments among those in which morphemes occur 
are to be held diagnostic of class membership. 
"The element which occurs in a given class position 
Lre. in a given environmen7 may be a morpheme which 
occurs also in various other class positions. We 
merely select tho;e positions in which many morphemes 
occur and in terms of which we get the most con-
vonient total description." 	(M.U. 6.1)9 
In Methods we are to aim for "the larger and morphologi-
cally more useful class" (p.20) rather than r the small 
class with varied environments.. 
Yet certain small classes of morphemes are recog-
nised which may occupy an environment common to a large 
number of -morphemes. P and R for examplo (as defined in 
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M.U. +.i) are given separate status though they may have'  
an environment common with.morpheios classified differ-
ently. The general class G is also discarded in favour 
of N and'V In iethods (p.257 for 27,  p.296 for 70). 
Consider the morphemes which substitute for one 
another in the following, when using the type of analysis 
réconniended in Methods, appendix to 150+: 
The boy Is t here 
L 	L4near 
H 	H U 	red 
• tt 	H fl___ open 
H 	Hti 	I fast 
H 	H H 	Bill 
There seems at first sight a traditional or meaning 
basis for the setting up of P which is outside any of the 
distributional procedures. 	Nevertheless, themay be 
formal reasons for recognizing P which are not pointed out 
In theory by Harris. 	(The fact that they do not occur in 
inflectional environments, and also that they have unique 
distributions in other important sentences may be signi-
ficant). • 
7.22 At present we may study the point that, as 
Harris ha said himself, the distributional studies he 
recommends allow for alternative enelyses. 	(Methods p.2) 
It. is suggested in this paper that alternative analyses 
IM. 
can satisfy his standards for class establishment equally 
as well as his own. Not that this makes his own invalid, 
but it may serve to show, just what method he has followed. 
It is said in 'Methods' that the result of the 
analysis is to set up morphemes in classes such that Hall 
the .morphemes in a class substitute for each other in 
approximately every environment of that class." (p.251) 
Therefore we can understand, by keeping other remarks in 
mind, that we. have a certain limited number of environ-
ments correlated with, a general class such that approxi-
mately all members of the class will enter them. And 
"Each class occurs in a range of environments 
(itself stated insofar as possible in terms of 
morpheme classes) which is at least partially 
different from that of any other class." (Methods 
p.251)  
Now with these quotations in view, further examples 
may be examined where the members of the classes -differ-
entiated by Harris overlap and when treated as one large 
class, satisfy the above conditions. 
P 
Eg. He came V (v - oas in 
D 
I like the good 	 cheese 
V (v i.  
V 	 - 
Some N men are in the garden 
A 
I 62. 
There is no reason why a purely distributional 
study should not establish new general classes for these 
environments. Very large numbers of morphemes will fit 
such frames. 
The conclusion follows that Harris has picked out 
one or more environments as the markers of a class in 
preference to others, and that these particular environ-
ments rather than the absolute distributional procedures 
described in N.U. and Methods (Chapter 15) have determined 
what classes he establishes. 	Such features of occurence 
as those noticed here for N, V, A q P, R and D, become 
included in the formation rules (Ia. rules for morpheme 
sequence substitution) and the classes are defined by 
other means. 	The element of choice is quite permissible,  
If the resulting system has a good fit on the language. 
7.3 
	 eristics Used 
7.31 It is possible now to turn to Harris' 
selection of morpheme environments for the definition of 
classes, and to show that in actual fact, if not in theory, 
bound forms play a primary part. Definitions of the 
class symbols, various entries and footnotes in Methods 
and h.U., and chapters 17 and 18 inPlethods, make it clear 
that inflections and other bound forms are most important 
183. 
in the description of the morpheme groups which he 
establishes. 
In support of these claims we may draw not only 
upon 7.2, but upon an examination of Particular passages 
taken from Methods (P1425-6). 	They may be treated as 
parts of .a blind spot which is elsewhere not apparent, and 
which may even be 'clarified by' the help of remarks which 
Harris makes himself, and by some new ideas to be 
presented. 
It is said in these passages that the common 
linguistic practice of matching morphemes according to 
environments, shorter than the full sentence is not 
adequate. 	This is of course true, to a great extent at 
least. For example it is only when we examine certain 
sequences (which may often be a full sentence) that it 
becomes clear whether a particular rnopheme belongs to 
the noun or verb class. 	D5g. in The road cut.,cut 
may be 	, X.±j or n+ o, depending on what follows. 
(It may be added hei'e that Fries' theory of diversity of 
strike attempted to present such information). 
But Harris totally rejects short environthonts, which 
turn out to be bound forms and certain immediate free 
forms, for the following reasons. 
"If we select -ig as a diagnostic environment, 
we would get a class containing do , ve, 2111 etc., 
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but not certain. 	If we select Un- as the environ- 
ment, we obtain a class with do, certein, etc., but 
not heve 4 and with see only if -en or 	follow. 
Ile could obtain many different classifications of 
the same morphemes. It 	(p.26) 
We may hold that such arguments are not valid 
because 'Harris' own system permits the very same rind, of 
features, that is, an environment which is common to a. 
large number of morphemes, with subdivisions of that 
environmental class. 11hat is even more remarkable is 
that the class symbols in i1ethods and M.U. generally 
exemplify a short environment classificatory system. 
The text goes on (p.26): 
"These different classifications 	groupings 
according to bound forms and short environments7 
are merely exoressions of the relation between the 
particular environments in question, and the various 
morphemes which occur next to them, or the like. 
Relations of this kind are not to be disregarded, 
and are discussed in Chapter 17; but often they do 
not correlate with other relations, so that classi-
fying morphemes on this basis would not necessarily 
load to a simpler set of new elements." 
The last remark is rather out of place, for no set 
of elements will be adequately accurate and simple IL it 
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overlooks the important grouolngs according to inflec-
tions. 	A feature of the English language is that large 
nunbers of morphemes will apear with one of a limited 
series of inflections, -s-o ....,..+n, in any sentence 
whatsoever (Methods 17.33). 
Later, in Chapters 17 and 18, Harris recognizes 
the bound form distributions more fully, and brings then 
into the analytic system (p.356-7). 	But he maintains 
they have no necessary significance as markers of large 
morpheme groups, which are to receive separate status 
apart from the general classes theoretically established 
through Chapter 1. There may be a note of uneasiness 
(p.333, footnote 18), but the inflection classes are 
rejected for not only Chapter l, but also for Chapter 16 
where the 'sequence patterns are developed. 	(p.280 7  
p.299 9 p.333 footnote 18, p0366). 
As we have already remarked, it i.s interesting 
that the classes defined in M.U. and Methods do not easily 
exhibit procedures- provided in Chapter l. 	Indeed, they 
satisfy more closely an alternative type of analysis 
which is contrasted with accepted method in a footnote 
(Methods, p.299): 
"Whereas Chapter 16 covered primarily what is 
called syntax, Chapters 17 and 18 parallel most of 
what is usually considered morphology proper. This 
186. 
order of treatment was most convenient for the 
methods developed here. 	It is also possible, 
however, to treat the morphemic relations within 
whole-utterance environment (syntax) after the 
relations within smaller domains (morphology proper).V 
If we were to disregard short environments and 
consider morphemes only in relation to longer free form 
Pattcr, "wepu1d have to disregard the possible use of 
on house as a- marker of its class 9 and observe that it 
enters the frame 	-- is here, just as large which can 
not take 	and' cut which can also occur as +d will do. 
Again, we would have to disregard the bound forms which 
mark out different classes in a frame like I walked , 
and make in, home and here for example members of one 
class. As we have seen, this procedure is in fact not 
followed. 
7.32 In brief, both long and short environments 
are needed for a statement of the occurrences of morphemes. 
This is because certain long environments can be found to 
determine the occurrence of one and only one class defined 
by a brief environment, while other long environments 
permit more than one brief environment class. a+ s - t 	 t t'n+o contrasts in this way with ' n+ o v• s - , and 
can be considered diagnostic of v along with the verb 
inflections. The second frame may be considered diagnostic 
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of a general class which can be subdivided by studying 
the occurrences of its members in other places. 	It is 
quite certain, as Harris has pointed out in the quotation 
above, , that long and short frames need not mark out the 
same groups of morphemes. Thus ts and 	can select two 
unique classes, while t-. v+d can select the 	forms of 
both of these plus adjectives as well. 
The method adopted by Harris is to select classes 
according to bound forms and other short environments and 
to let long ones become part of the formation rules. 
7.33 Further reasons for the rejection of bound 
form analysis may now be dealt with. 
"Furthermore, the syntactic analysis of Chapter 16 
would in any case require the setting up of 
morpheme classes based on similarity of distribu- 
tion in respect to the total utterance environments. 
In many cases such classes would cut across the 
various classes set up in respect to short environ- 
ments, so that the work of classification would 
have to be repeated independently." 	(p.256) 
It may be said that unless it is recognized some-
where that morphemes classified by total utterance 
environment, may be grouped differently by bound form 
environment, then any system will be inaccurate. A 
main point of previous discussion is that when zero 
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inflection forms occur in common environments, they are 
to be classified according to the examples of other 
inflections that enter there and which they use elsewhere. 
(3.12). 
Harris Is fully aware of this in many places, 
including sections of the chapter in whiáh these quoted 
theories occur, but for some reason he tends tooverlook 
it. 
/ "We might plan to satisfy all considerations by 
/ classifying the morphemes on the basis of their 
short (usually Immediate) environments, while using 
the utterance - long position as a criterion on the 
basis of which we would decide which immediate 
environment to regard as diagnostic. this would 
be useful If the diagnostic position permitted no 
morphemes but those In a particular bound form class 
to ente7. But in many cases even this will not 
work out. 	For example, If we decided that 'the 
position before 	was important In respect to 
utterance position, we would obtain a class con- 
taming not,on].y large, clear, true, but also man 
(in manly), In terms of Immediate environment, we 
would have no way of rejecting man, because the only 
straightforward way of separating the =12 of largely 
from the of manly, go2AIy Is based on the 
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position of these two in respect to the whole 
utterance," (p.256). 
Such an argument scarcely carries any weight, 
because, for a fill description of the occurrence of the 
morphemes Man, gand so on, we need a full statement 
of their relations to free forms in sequence and . of 
their relations to bound forms in sequence. One study 
of occurrence need not cancel out the other. If we 
study what precedes and what follows manly and largely 
they can be differentiated, while the fact remains that 
they both use the same bound form. 
"Similarly the environment the- admits very large, 
etc., as well as man , auto. And the environment 
the large admits and beautiful as well as man, auto; 
and many morphemes which we might wish, on utterance 
position grounds, to include in the class of man 
may not occur after 	 (p.256). 
Quite so. But if, for instance, we include large 
and very in the class of man, we need not and can not 
ignore that they occur separately in other longer environ-
ments, and that they belong to different inflection 
environment classes of major importance. 
It is of interest that despite these comments 
Harris uses 1he - as a diagnostic frame for N. (M.U. p.167) 
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Whether it may be used alone and therefore.aflow A, or 
whether it should be used in conjunction with Is is not 
clear. 	Again, the - n is considered the diagnostic frame 
for A, although n+o ando may also appear here. 
(M.U. p.168). 	It is apparent that an even shorter 
environment, ±11 must be used to separate A.from N. 
7.31+ In surimary, the prsoding passages maybe 
treated as an important instance of confusion which may 
be overcome by taking intoaccount Harris remarks con-
cerning the necessity for recognizing sub-classes of 
general classes, bound forms and so on in both Methods 
(Chapters 1 2  17 and 18) and M.U. This i s true even 
though there are other passages where the results of the 
types of distributional study recommended are not fully 
understood by him, 	(See 7.0. 
It is to be regretted that he did not thoroughly 
follow up for English. classes his remark that 
"We often find a number of morphemes or sub-classes 
each of which occur in a different utterance environ-
ment, but all of which occur always with some one 
other class. This is seen most generally in what 
are called noun case-endings, or tense and person 
conjugations for verbs," 	(Methods, p.306, 
Chapter 17). 
7.Lf 
7,+1 Since we begin distribution studios on a, 
corpus where the morphemes only are identified, we have 
to determine whether us are going to formalize all 
variations in their occurrence or not. For example, if 
we take a particular sentence 1111 make the sandwiches 
with meat and compare it with I'll make the chair with 
cedar, us find that chair will not occur in exactly the 
same sequence as sandwich does. Variations like these 
may be dismissed as semantic in favour of other distrib-
butional features which we call syntactic because of the 
following reasons. 
The analysis of the occurrence of morphemes may 
begin by examining their relationships with other indi-
vidual morphemes,. in the sequential order of a single given. 
sentence. Here we hold all morphemes in the sentence con-
stant except one, and test out what other morphemes will 
fill the position of this one. We may then define a class 
of morphemes which will fill this particular frame, and say 
it has the frame as a constant feature. Thus The boy --a 
the doa will characterize a particular list called 2i. 
We may then free the morpheme in the position 
preceding the blank, and sea what occurs hero in relation 
to the rest of the original sentence which now includes 
the morphomo previously omitted. Thus The-- likes the 
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. 1-ye may call the resulting class y.. 	It is then 
possible to try to free the position of 	and examine 
all the possibilities of morpheme occurrence here, again 
in relation to the original sentence. 	The process is 
repeated for each morpheme position until the last one is 
analysed. In some sentences it may be found that the 
position can not be freed for substitution beceilse only 
the original morpheme will occur here. For example, 	, 
I in rn' v+ s to V+ 0 tt 
The next step Is to re-examine each of the classes 
now created, and to see what other morphemes will sub-
stitute in a given position when any of the individual 
members of each class are selected and held constant in 
their positions to make a new sentence with the same 
sequential order. In this way we may keep enlarging the 
classes until all possibilities of occurrence in this 
particular sentence order are exhausted. 
Thus if we take a simple arrangement of classes 
such as the following 1w 	/x 	/y 	/ / a...d/ a ... g/ a...i/ a...!,' 
and select /wa  /x1 / - /z / as c frame, we may find 
that y 
	
	will occur. Then using each of the members g . . • 
of the classes in turn in continual re-examinations of 
each position, a point may be reached where no more sub-
stitutions will either be necessary (since we flood only 
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- examine commonly found words for some large classes) or 
will occur. We can now finally number the position of 
each class in sequence. 
7)+2 The classes then, are established only for 
this typo of sentence and for no other, and their 
definitions are sentence long. 	But in some cases we can 
later discard the full sentence. 	For, as knowledge 
grows it can be found that a partial sentence is. 
sufficient to determine that one and only one class will 
occur in a given position. 	(Cp. 3.13). 	. 
Examination of other sentences may show, similar-
ities of distribution or differences, and compact state-
ments of morpheme occurrence may develop with re-dëfmnj. 
tion, ie. subdivision or enlargement, of already 
established classes. 
It may be found that certain large classes of 
morphemes which appear with a small class consisting of 
just one or two other morphemes in a position of one 
particular sentence type, will also appear with a class 
of one or perhaps two other morphemes in another position 
in another particular sentence type, and so on. Similar 
results may appear for lists of words. The limited 
series with which the large lists occur may consist of 
bound forms of the kind known as inflections. So it 
can be useful to define the class of the large lists in 
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relation to a selected group of inflections as a whole, 
and to ignore conditions where only one member of the 
inflectional range will occur. 	Such condi'tions'may then 
become part of subsequently developed formation rules 
used on the classes in order to create sentence patterns. 
However, it is not necessary, though very probably 
more useful, to define a word class by an inf1eót1Onj 
'range. 	We could also make certain free forms fixedly.' 
diagnostic of a large class consisting of more than one 
syntactic class, and then put in rules to show where any 
individual member occurs. For example we could se' lect 
the, v o and to as free forms which are each capable of 
defining the word classes which immediately follow them. 
It may be that we can make an arbitrary' choice whether it 
is more convenient to select bound or free forms to 
provide such compact statements. 
7)43 A class constructed from other classes (or 
constants) though convenient, does not satisfy the' • 
definition of a. syntactic class which can now be given. 
[ A syntactic class consi-sts of single morpheme values which 
all occur where any one occurs in at least one given 
position of a sentence. No member or sub-group of a 
syntactic class ever occupies one or more exclusive 
sentence positions. Any morpheme or sub-group of 
morphemes which does is a syntactic element in its own 
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right. 	(Cp. the definition of a logical constant p.117). 
It is obvious that each of the noun, verb and 
adjective inflections for example, has unique uses. So 
if an inflection range is accepted in this paper as a single 
class, it is necessary to realize that it is conveniently 
constructed out of syntactic units. Others of a 
different kind can be established. Again, it is to be 
noted that in accepting word classes, we allow sequences 
of morphemes of word length to obscure,-,the syntactic 
classes of the individual morphemes. contained In them. 
(Eg, word formatius like -able, -ize and so on. 
Compare 3.1). 
The value of erecting the inflection classes 
(which include 	to denote when no inflection appears) 
is to have as a record that In all sentences certain 
lists of word length morphemes will always appear with 
one member of such a class. Other pieces of syntactic 
Information could also be compactly arranged, and combined 
with formation rules In order to describe the language. 
7.41+ The outlined processes for extracting the 
syntactic elements from a text would be most easily 
bandied by machines. They offer, of course, a re-
statement of distributional procedures put forward by 
Harris. The main difference Is that the possibilities 
of morpheme substitution are exhausted for each sentence 
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in turn, and that several sentences are not examined at 
once, as recommended in U.U. and TIethods (Appendix to 15.+). 
The change provides some distinct advantages.. 
Firstly, it may be held that when we have exhausted 
• ' the possibilities of occurrence for any one position in. 
relation to the possibilities of occurrence for the other 
positions, we may say that the syntax of the sentence has 
been discovered, and may be expressed through a series of 
symbols which each represent the classes (which may have 
one member) in their order. 	A definition of syntax based 
on these views may be generally applicable to all languages. 
When we test out what fills a position in relation 
to the class order, we are testing out the syntactic 
occurrence of morphemes. When we examine a position in 
relation to any member of one or more classes we are 
examining the semantic occurrence of morphemes. Thus 
enables us to define the distribution of 
morphemes in relation to the particular value, boy, in a 
particular kind of sentence. 
We would also be able to hold that tq and 	are 
in this sentence members of a- class. 	But it is not 
necessary, and it is thought erroneous, to call them 
semantic members of the class. Both will appear elsewhere 
as logical constants. For example rfl IS irreplaceable In 
tn+s are' vjngtn.s vFflp tfl+oendin 
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nrvdt 	n 	s  HAVE vt- n (The 	chilc'ren are eating  
the ales stored in the shad; 	I rayed thn men who have 
worked). 	Although  an adjective will appear in the same 
position as the value of v+n, it supplies a substitution 
for two morphemes and not one. 	The use Of a4-o to 
represent the absence of inflection is for purposes of. 
recording convenience, and 	can not be counted as a 
morpheme position. This leaves 	as a logical constant. 
?. 	It can be taken as a definition that if a 
morpheme appears once as a logical constant, then it can 
always be treated as a syntactic unit, even though it. may 
be replaceable in other sentence forms. Though we have 
seen that in this last case it can be treated as a value 
of a variable, it is a value of a special kind. A 
treatment which accepted it merely as a semantic unit, 
would overlook the fact that it supplies a meaning value 
Which is indispensable in the over-all working of the 
1 anguage. 	In other words, it would ignore its partiu- 
lar nature as a grarnmatica]. category. 
It may be that some positionally dispensable 
morphemes are so frequent that their semantic value 
becomes of great importance in the language. But this 
does not justify their confusion with genuine syntactic 
terms. 
The definition is of use in those oases when 
1901.  
various inflections, or again, different word classes 
become mutually substitutble in certain frames. For 
example let us take The wounded require treatment and 
free -n for substitution. We find then that 	will 
occur. Then, if we free 'wound in relation to the two 
iembor class which results, we can get both nouns and 
verbs occurring in the sme position - 	 'tire, 
faligM end so on. 
We do not wish to say the members of the second 
class thus set up have the same relation to either • 
or s, as values of other classes have to one another 
when no logical constants are involved. For example 
take the tall man, the bright liht, Ihe smooth iath. 
Here we need to show that the differences of occurrence 
among the values of a-o in relation to those of n+-o 
are of a purely semantic kind. 
7)+6 One of the values of the whole procedure is 
that it enables us to realize that semantic rules may vary 
from one field of Imowlodge to another, but that the 
syntax of the language will be valid for any one of them. 
It could also dee.l with distributional features 
such as the splitting of nouns according to their he or 
she substitutions (p.303 Methods), end according to their 
con, bInat ions' with propositions. 	(Methods p.312 footnote 
14 where it has not always been easy to decide whether 
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the subdivisions are syntactic or semantic. 
The outline method has been developed here in order 
1 
	
	to make it clearer how to overcome the vest range of 
semantic combinations of morphemes in order to present 
syntactic rules. Harris is not particularly clear on 
this point. 	Thus, 
,•,• x and y orphome7 are included in the same 
element A Lie. clas17 if the distribution of x 
relative to the other elements B, C etc., is in some 
sense the same as the distribution of y. 	Since this 
assumes that the other elements B, C etc., are 
recognized at the time when the definition of A is 
being determined, this operation can be carried out 
without some arbitrary point of departure only if it 
is carried out for all the elements simultaneously.tt 
(Methods p.7). 
A clarification is required of what is meant by 
"in some sense", and by the establishment of all class 
elements simultaneously. 	It is hoped that this has been 
done, and that the procedure described may be compared 
with the discussion below on some methods recommended by 
Harris for establishing classes.t 
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7.5 Errors in Procedures Recommended by Harris. 
7.51 It may be argued that Harris has erred in both 
I.U. (3.2) and Methods (Appendix to 15)+) by examining 
the occurrences of morphemes in varieties of individual 
sentences, so that what constant features the classes may 
be defined by, need not be clear. 	It is true that the 
frame They ll 	for instance, is picked out in the 
appendix as one which is common to all the words which 
fit in a selected variety of other positions, (although 
it will permit another word, it, to occur as well) • 	But 
what thô constant features of these other positions are 
in what types of sentences, remains obscure, and semantic 
restrictions appear to be included. 	Since one sentence 
is compared with another of different morpheme order, 
differences in total utterance environment may be lost 
when we compare specific features within them. 
In K.U. (3.2 and footnotes) an example of how to 
begin analysis of morphemes into classes is presented. 
It is made clear that because house and poem can both 
appear in That's a beautiful_ they are to be put into 
one class. Even  thouph p2em will alone appear in 
writ-in 	 the class is to hold 
generally and not for the particular sentence containing 
beautifti, because house alone will apear in a comparable 
sentence, I'm wiring a whole house this time. 
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morphemes having slightly different dis-
tributions are grouped together into one class if 
the distributional differences between their 
environments correspond to the distributional 
differences between the morphenies. 	That is if 
poem and house differ distributionally only in the 
fact that poem occurs with 	te, and house with 
wire, and in comparable differences, we put poem 
in one class with huse, and simultaneously put 
wito in one class with wire." 	(M-TT. p,16)+). 
The essential question is how we 1moir that write 
and wire may be called comparable environments for house 
and poeM, without any further information. If a 
decision apparently as arbitrary as this is made, then 
we may also make a great variety of morphemes comparable. 
Takes The boy likes the meal hot 
The boy likes-the  Du  
Since meal and public will both occur in They do not like 
it may be said that in the above examples the 
words provide the same environments for hot and 
They may consequently be classed together (a) because of 
similarity of environment and (b) because of their sub-
stitution for one another in at least one other environ-
ment such as The - tap is here. 
- 
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!f tie nxclufla the (b) Con6ition, thon othcT types 
of e1.rif1ct1on till also ho por1tte. 
Tske: I will fir, the o-n 1tte tonoryon 
I.lfio tiith tire 
incc tonorrotr c-nd u1'o both occur in It 
• 	 - 	 - 
be 	and !iincJ ppam and hou,a till occur in hat Is , a 
• bitifil-.- (that is q since both groups eeh have an 
onvi'on!lent in coion) Doom and howe consbituto one 
morpheme clang enviroimen, tor.orx'ou and trir'e 
&nothor, Conqtxont1 	nd with iay be pit into one 
elaso becauso they occur in btcan the ao classes. 
That is, their distributiongl 61fforencag aro cospon 
clont, no it would bo fairly siplo to find "coparahlc 
iforonce&'. 
It rnar be seen that all sorts of substitutions 
eould be pevittcd, and a tremendous number of suall 
claoeos could be set u, 6nc to the co.,nDlexitico or 
arrngeent of individwl morphemos in a particular corpao.  
7,52 It is easy to indorctcnd, nevortlocs, tth 
UnrZric took this approach. Uc kneu not certain riaor-
phones till appear tith icibcirs of cortin liiitcd 
classes (in thc inctancas inflections, and no tic auct 
include to as a istl hound fom momber) in eny sontoncos 
tatsoovc. Thus to may clss1fy thain toothr' in 
c1ati0 to those mnf1oction, end iciis the 
2 . 
of the sentences as definitive features. We may then 
consider other groups of morphemes in relation to these 
classes, to find out whet else occurs with them, that is, 
what surrounding circumstances determine which of these 
classes will appear in a given frame. 	If more than one 
will occur, then it may be possible to set up a new class. 
Thus we could accept hot and garden as members of one 
class in certain kinds of sentences (or perhaps sequences, 
as they may be sufficient to determine occurrence) but 
not in others, while Doem and house could be defined as 
members of one class for all sentences. 
It is sometimes confusing that Harris has not 
given sufficient emphasis to the study of the regular 
occurrencd of inflections and other bound forms when he 
describes the initial procedures to be followed in setting 
up classes. 	It is true that in Methods, Chapters 17 and 
18 9  and sections of Chapters 15 and 20 7  as well as in 
sections of M.U., he is well aware of the importance of 
their recognition. But when describing how we are to 
start out analysing the occurrences of morphemes for 
establishing classes, (eg. Methods, Appendix to 1)+ and 
M.U. 3.2) he tends to suggest a kind of analysis which 
would produce results different from those he elsewhere 
accepts. 	(For instance despite the environments des- 
cribed here for write and wire, occurrence after 11 is not 
( I 
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listed as a mark7,/of 11 in the definition of V in .U.) 
It is aiso confusing to find no differentiation 
between the semantic and syntactic occurrences of mor-
phemes in Methods. (p.2 1i-3 foil.) so that approximation 
techniques are suggested. 	If the positional analysis 
outlined in 7.4 is followed, then approximation techniques 
in syntax are not required. 	Precise rules may be 
supplied for each sentence type. 
7.3 Whether we gather together those features of 
occurrence for certain morphemes which are present in all 
or a specific number of sentences, and define the class 
by them, or whether we use separate symbols for any 
environmental occurrence of a morpheme class (eg. use 
and d,for the blank in sentences of the type Tom came -- ) 
is rather a matter of choice. The facts of occurrence 
however will remain the same. So long as the rules of 
of English 
distribution in each of the various sentences/with varying 
numbers of morpheme positions are in some way presented, 
we will actually find the same morpheme classes, no matter 
whether general classes with sub-classes, or a series of 
separate classes are used. 	The same appliesto the 
element of choice in making a feature of distribution a 
defining characteristic of a class or a part of the 
formation rules. Again, whether we choose free or bound 
forms by which to define the classes is immaterial, though 
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one may be more convenient than the other. The type 
which is not chosen will be considered by some other 
means, and the same results will be gained. 
The major point is to establish rules which state 
each acceptable positional use of various lists of 
morphemes. One positional pattern may be more important 
then another if it accounts for more morphemes in 
relation to it. Other sentence positions however may 
account for less morphemes, but be very important because 
they recur frequently., 	(Eg. consider some of the 
positional patterns which permit the use of Hrr1s' 
class P). 
In 341 the writer selected inflectional forms in 
order to define not morpheme classes but word classes. 
This was because the inflections are capable of charac-
terizing large lists of words which each consistently 
appear in other positions with one of the members of the 
limited range of their inflectional or form class. 
7 . 54 If the limits of an environmental frame 
used for defining classes are not made clear for each 
sentence of a given positional length, we may start with 
a type of analysis like the following where the morphemes 
appearing before over are collected together: 
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The plane came doun(nd/over 
The child fell/slowly/oven 
The plane was slow as it/came/over 
We came home when the play/was/over 
Can and, 	 all be listed as members of one 
class? 
Such a question may appear foolish. But in a less 
obvious case, when we merely examine what occurs before 
in any sentence, we might lump together nouns and verbs 
indiscriminately. 	So this example can serve to provide 
the answer that they can not, If we state anenvironment 
longer than over for them, and even more definitely not 
If we consider what substitutes for each of the morphemes 
when each sentence in which they occur is treated as a.. 
separate kind of substitution frame in relation to which 
they are defined. 
Harris' views that short environments are of less 
value than long ones are probably based on considerations 
such as these, and it is to be noted that in the appendix 
to l+ (Methods) he defines the resulting class in 
relation to a full sentence, Zh ey 	Here it may 
be remarked that his comparison of variously shaped mor-
phemes in sentences of various lengths and in various 
orders, thus really becomes subsidiary to the selection of 
sofltonco5 in turn in order to examine them individually. 
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7.55 The fundamental fact is that there is no way of knowing 
distributionally that different individual aorphesea In a variety of 
sentences provide the ease class tress (i.e. syntax tress) as others, 
unless we first begin by eThmtiug  their positional relationships to on. 
another In individual set.nces. (Compare the great variety of sorphei.ee 
In a series of six positional sentences). 
For example, it Is only when this is donw that we can classify 
morphemes by a feature which in con to all or a great naber of sentences. 
When each kind of sentence is ezssinsd the knowledge can be gained that now  
sorphGLOB always occur with one of a range of another kind either always, 
or under conditions which sq be stated. 
Unless we exhaust the anbstituion possibilities for each sentence 
before uudertiHng their casparison, we may be In danger of setting up 
semantic restrictions of occurrence which may not be either accurate or 
useful for a qates,  perhaps required in a sachine, which needs a 
syntactic structure on the one hn4,  and freed for the introductian. 
of special aesantie rules on the other. This is one of the man reasons 
for an insistence upon the distinction between syntax and semantics. 
86e sesautic rules say not be valid in one system, while they are In 
another, but the syntax will be valid always. 
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Harris' diagram (iIethods, p.353) could be altered 
to present the rules of morpheme occurrence in sentences 
as well as in wards. 	It may be remarked that the 
positional numbering of elements used here for words 
compares with that ii x "Axiomatic Syntc-;0 1 by Harwood for 
sentences.2.  
7.6 
The type of analysis recommended for setting up 
morpheme classes in this paper may be compared with 
Harris' differentiation of morphemes in "From Phoneme to 
Morphem&13, to the extent that each sentence is treated 
individually for substitution possibilities. 
In another direction procedure may be used to see 
whether the methods recommended by him in "Discourse 
Analysis"may be altered in the light of a sound differ-
entiation between semantic and syntactic content, so that 
features of personal style may be more adequately presented, 
and so that syntactic and semantic equivalences need not 
be confused. 
Finally, it is hard for the writer to see that the 
types of analysis put forward by Harris in L1.U. 3.2, and 
in Methods appendix to 15.1+, can not allow semantic 
analyses of morpheme distribution which can compare closely 
with the results of procedures recommended in "Discourse 
20, 90 
&ialysls". 2 ir we were to proceed with an rnalysis of 
what particuler morphemes aper with what other particu-
lar iiorphomes,. where no morpheme freie is held constant 
(as in classes I - 6 of the appendix) it appears that 'a 
kind of discourse analysis could result. 
It is also hoped that it will answer some points made by 
McQucmn and Fowler in the articles of footnote 1, Chapter 8 below. 
2 Harwood, PeW., "Axiomatic Syntax", Language, 31 (1955), 
pages 409 143. 
'3 Harris, Zellig S., "From Phoneme to Moi'phem&!, 	guage, 
31 (1955), p.190 foil. 
Harris, Zel].ig 3., "Discourse Ane giuh., 28'(192), 
p.1 £011. 
L. 
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WING PROBLEMS. 
8.0 Introduction. 
Despite varied statements by Harris about 
meaning as related to distribution, it becomes evident 
that he aiis to 'analyse  both morpheme classes and 
class sequences on distributional material alone. 
There has been some objection to this by recent 
writers1 but it can be shown that the activity is valid 
and can be most useful in recording the signal rules 
of a language. When alternative analyses result for 
a language such as English, the same structural facts 
eacJ of order can still be recorded for Asentence form. 
The activity recognizes its own limitations: 
that it does not deal with the meaning values of either 
classes or class sequences. 	If there is a desire to 
analyse the structure meanings of sequences, then a 
study of equivalences can link both distribution and 
meaning features, The chapter concludes with dis-
cussion of some current vious in light of the previous 
sections. 
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8.1 The Place of Meaning in a Harris Analysj, 
8.11 It is difficult to tel]. in "Methods" 
just to what extent sameness or difference of response 
"which is the only meaning characteristic permitted, is 
allowed to bear upon the inclusion or exclusion of 
morphemes in relation to a.particular morpheme class, 
or later, upon the inclusion or exclusion of sequences 
of morpheme classes in relation toa particular word 
class. 
A major question is whether different 
inflectional and non-inflectional classes like , 
and a can be classed together if they substitute for 
one another in certain sentences like 
Tom will be eating / cheese / - by Mazy 
ft 	• 	/ here / 	" 	It 
It 	It 	U 	•/ cut/ II 	It (i.e. socially) 
If sameness and-difference of response are to be 
considered, then, as in Fries' work, they can not be 
grouped into one unit. 
Moaning of any sort is entirely exciused 
from discussion in M.U., so that previous criticism 
remains unaltered in regard to this article. We will 
consider some of the statements about the use of 
meaning in 'Methods'. 
.- -.-'-- 
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8.12 "In principle, meaning need be involved 
only to the extent of determining what is repetition. 
If we know that life and rife are not entirely 
repetitions of each other, we will then discover 
that they differ in distribution (and/hence in 'meaning') 
It may be presumed that any two morphemes A and B 
having different meanings also differ somewhere in 
distribution: there are some environments in which 
one occurs and the other does not. Hence the 
phonemes or sound-features which occur in A but not 
B differ in distribution at least to that extent 
from those which occur in B but not A." (rilethods, 
P-7, fn.Li). This principle is to be considered for 
all the elements, which include morpheme classes (at a 
different level). 
However, the statement is rather confusing. It 
would lead us to suppose that not even knowledge of 
repetition is necessary, since different distributions 
alone may be investigated in order to establish 
differences of meaning. (And on p.8, footnote 7 proceeds 
without it). 
The same kind of confusion may be seen in the 
following collection of remarks on how the morphemes 
of a language are established. 
"Since meaning was not used as a criterion in 
setting up the morphemic segments, the segments result-
ing from 12.2 will not always be identical with those 
M*  
which might be desired from the point of view of meaning 
analysis." (Methods, p. 173). 	(These remarks may 	inci- 
dentally be corrected in light of the later article by 
Harris "From Phoneme to Morphome 1l2). 
This contrasts with: 
"For the purposes of descriptive linguistics proper, 
when it is desirable to connect its utterances and 
elements with social situations, it suffices to define 
'meaning' (more exactly 'difference in meaning') in 
such a way that utterances which differ In morphemic 
constituency trill be considered as differing in meaning, 
and that this difference in meaning is assumed to 
indicate differences in the social situations in which 
these utterances occur." 	(Mothods,pp.189-90). 
And both remarks contrast with: 
"..,. the. morpheme s are not distinguished directly on 
the basis of their meanings or meaning differences, but 
by the result of distributional operations upon the 
data of linguistics (this data including the meaning- 
like distinction between utterances which are not 
repetitions of each other." 	(Methods, p.363). 
And again, compare a similar remark: for discovering 
phonological and morphological elements (at least), it Is 
inescapable that besides data about. sounds "we require data 
about the hearer's response". That is, we need to know 
whether one element elicits the same response as another 
or not. 	(Methods, p.20). 
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Reference is made to this principle throughout the 
section on establishing phonemes, and it is also 
considered for utterance - long elements such as tone 
or stress; yet as we have seen, it is elsewhere dis-
carded in theories about setting up morphemes. 
8.13 We now have a series of opposed points 
of view and desire a.clarification of them, because the 
general method by which morphemes are established 
will beer upon an understanding of what method is to 
be used in setting up morpheme classes. A solution may 
perhaps be found in Harris' final survey, where it is 
made quite clear that for both the distinction of 
morphemes and of their classes, distribution only, 
with not even the use of repetition as a meaning 
characteristic, is the basis for analysis. There may 
be some difficulties, but distribution alone will be 
adequate (Methods, p.365, fn.6; p.372). 
In particular, the chapter on morpheme classes 
in fact proceeds on a purely distributional basis. 
There are merely references to meaning which hold that 
a common meaning may be established for a class as 
an additional but not, necessary characteristic. 
(Methods, p.252, fn.21; p.311 9 fn.21) 
In summary then, we may contrast Harris with 
Fries, and permit what Fries calls differences of 
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structural meaning to occur within a class, so that 
prepoitions, nouns and past participles (of the 
zero inflection kind) may be grouped together. 
Since the chapter on morpheme sequences is 
also held to be purely distributional (1ethods p.263, 
p.271) there will be no meaning limitation upon the 
systems developed later (Piethods, Chapter 10) which 
are alternative to those put forward by Harris. 
"AN = N does not indicate that the meaning of good boy 
is the same as that of boy, but only that when we. find 
one of those we can substitute the other for it and 
still have an English utterance." (ethods, p.281, fn.43) 
8.2 Comment. 
8.21 There has been considerable discussion 
since Harris published 'PElethods' on whether the 
refusal to use differentiation of meaning according to 
sameness or difference of response is useful. It is 
possible, as Harris himself has pointed out (Methods, 
p.173), that if we neglect meaning we may impose on 
a language one of a series of alternative analyses 
which does not agree with the meaning units people 
use. In that case, the system is as much an imposition 
as older semantic ones, in which for exauple a single 
hypothetical moaning unit has been imposed on several 
langauges at once without truly reflecting their 
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structure. If one type of distributional analysis 
were imposed on varying languages so that individual 
differences of meaning and structure became patterned 
out, either to a small or a large extent, this kind 
of criticism could apply. (See M.U.7.8 for similar 
remarks). 
An interesting idea, however, is that speakers 
of a language might also systematize in more than one 
way. Another and quite different point is that 
variations in distributional analysis may one day be 
reduced due to study of occurrences of sound signals 
(These could be important for example in examining the 
three sentences we have given on page 134.). 
Apart from such questions, the criticism that 
distribtional analysis can overlook the way people 
use a language and the way it relates to their culture 
has been strong, But meaning analysis could possibly 
be of a similar nature. Only a very thorough examina- 
tion could show whether Bertrand Russell in his analysis 
of English structure in "An Inquiry Into Meaning and 
Truth" uses meaning concepts which are fully correct. 
It has been said of Kenneth L. Pike that he 
insists on handling language units in relation to 
human response, and not as a series of "arbitrary 
constructs" derived from distribution studies for 
electronic computers.3 
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8.22 It is true that some systems may result 
from distributional studies for which these general 
claims are valid. For example in the following 
chapter it can be seen that it is possible to set up 
sequence substitution units (longer than the word) 
of various kinds which may depend on purely 
arbitrary selection. 
Despite this, other studies of distribution 
such as the examination of equivalences and implications 
as in 	-- may help is to eliminate 
arbitrary selection and establish those immediate 
constituents and structural meanings which English 
users accept. Meaning in sequence analysis is at 
this point considered for the first time, to the 
extent of studying the sameness or difference of 
referential content in sentence types whose class 
values are the same. But the procedure can not be 
attempted without distributional analysis. From the 
previous discussions on syntax, the view may be 
developed that actual facts about logical order may 
also be preserved when meaning analysis is quite 
disregarded. 
As far as classes are concerned,that there 
are various ways of presenting the occurrences of 
morphemes may only tell us that the human mind, is 
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capable of handling language material in more than 
one way, and does in fact do so. This amounts to 
saying that there can be more than one way of record-
ing the same facts accurately discovered through 
distribution. The essential point is that morphemes 
are arranged in srialr order, and that for the rules 
of a language system to be developed, their arrangements 
must be listed. If there is class meaning overlap in 
one position, then the structure is either ambiguous 
or else the uses of morphemes in other sentence patterns 
enable us to establish more than one class, for this 
position. Thus 11 can be separated from a, n separated 
from v and from a, and so on. 
Further, distributional studies need not cancel 
out meaning analysis. On the other hand they may be 
of great use. Formal conventions exist in order to 
carry meaning, otherwise there is no reason for their 
existence, and if the forms of a language are fully 
understood, then such vague structural meanings as 
some of those psviously accepted may either be rejected 
as unrelated to the facts, or else given precise 
definition. Distributional differences do show 
differences in forms and can thus lead to differentiations 
of meaning. It is insisted that distributional analysis 
can handle languagein relation to human response. We 
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may even add that the precise information it gives 
us may help in answering such a problem as the one 
whether languages express concepts of a universal kind 
or not. ' 
8.3 Two Current Opinions. 
8.31 There are two more current views which 
require separate attention.. 
One is that even though distributional studies 
may provide rules which will generate the sentences of 
a language system, they are unnecessarily complicated, 
and that meaning studies through questioning an 
informant and so on will provide us with the same 
knowledge more easily. It is possible for this to 
be so, but as yet the method has not been successful 
in syntax. It could be that it is easier for an 
informant to tell us that + has a number as well as 
a tense meaning, than to find out that there must be 
two different meanings from distributional studies. 
On the other hand there has been a great deal of 
effort made by grammarians and logicians to discover 
just what it is that certain syntactic units do 
mean. 
Even if some direct or indirect means of 
extracting from speakers just what structural units 
they usually accept in a background automatic fashion, 
were to be developed, distributional studies would 
still be necessary, to analyse the forms of the units, 
' '-,- 
(, 	 J. 
aeter written or crnoken.. A otwly of a luae 
is inadequate without knoled,e of its iizi nd 
distributional cotbodQ provide us with tci eria1 
order, a basic feature of any la 	counicatiãn. 
.32 The second current view coreon3 
iziodiato constituent anQlysiQ. 	. . el1o, or 
ezarnplo, Maintains in "Immediate Contites that 
it can be carried out only up to a certain point 
without a consideration of moaning. (4Q30) 5 
"Very oimly, it is necesesry because there 
ore Many tnstanco of sequence which in soro 
occurrences has one moazinc r, and in other 
occurrence3 has anothor, snd whiôh, ocovor, 
has different analyses into IC's accordizly. 
Au ozatplo is the oequenco old aen 	tioon. 
In one zioanin this is nearly cynonymejua with 
old men and old woien; in mn0ther1 With woion ad 
old.uien. Oao of the prime functions of analysis 
into IC's is to revoal a formal difcrance 
correlated tith the semantic one. In the former 
onin', the sequence is old/eon and 020n, in 
the latter, olden/nd/wojn," ( 4o) 5 
NOW such roarkc tuy only servo to coruoe 
V10 issues invo1vd. It oay be hold no ü priery 
idea that the form of such sequences j:  Itself ambiguous 
and that in any syntactic representation of them we must 
admit this to be true. Thus 
a+o n + s 	c' n + s 	n+s 	of a+ a , n+ s ,  
1 2 2 1 
or (exclusively) a o n+ a c' 	a+ 0 fl S 
2 
No studies of the meanings in the original sequence will 
tell us which equivalence will hold. The meaning 
ambiguity Is tied into the serial order of the words. 
Any grammatical i.e. syntactic analysis of 
English will have to record the ambiguity as a feature. 
Consequently we reject Well's claim, that tithe  grammarian 
must Include among his data something more than morphemes 
and their sequences. Grammatical 'order' is something 
more than more sequence." ( 31). 
The suggestion that there is something outside 
the form of the sentences that carries their formal 
meaning is Incorrect. Actually, in the pages follow. 
lug this remark, Wells seems to mean that such 
ambiguous word orders may be matched to more than one 
formal sentence type, with their corresponding meanings. 
(Compare the use of equivalences later to determine 
IC's). As a result it may be said that it is impossible 
toa$cribe one IC cut In preference to another, unless 
there is a particular environment, intonation pattern, 
or other formal characteristic, to denote one in prefer-
once to another. Because of this theory, Harris' 
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equivalences for solution of an ambiguity in Methods, p. 
272, are rejected as semantic. The ambiguity should be 
recorded in the syntax. 
8.4 Views on the Nature of Syntax. 
A criticism may arise at this point that the writer 
is arguing about the mere matter of the definition of the 
terms figrammara and "form", that if hells' understanding 
of "grammar" were to be accepted, then the difference of 
opinion would not arise. This is not correct, for it is 
held that the form of a language can not be established 
without restricting "gremmar" or "syntax" to the concept 
previously established, and that UsUs' outlook tends to 
confuse a study of the values of variables (i.e. object 
language terms) with a study of metalanguage units. For 
instance some relationships of the values for each of the 
variables in a. p-p flts 	c' 	n+ s will eliminate 
ambiguity and some will not, as in .hot drinks and ices. 
They have nothing whatever to do with the structure of the 
sequence and should not be taken out of the object language. 
There are two ways of denoting morpheme meanings 
through the sequential order of the signs, 
through the signs as individual units. The 
first may be called formal and syntactic, the second 
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semantic; it is not useful to confuse one with the 
other. Formal conventions are observed in a language 
to carry meanings. If they are inadequate for some 
meanings, then we must admit this to be so, and point 
out that semantic values make the forms intelligible. 
However, it may not be necessary to agree 
with 11[artin Joos that "As a usual thing, we can be 
sure, it is the semantic implausibility and little 
else that operates to block wrong readings, ,6 
Future researchers will prove whether such a claim 
is correct or not, though the writer is of the view 
that at least for basic sentence types it is quite 
exaggerated (see5.5 and 10.5). 	In any case, as 
Joos himself suggests, further know]ge of the formal 
features of spoken language may perhaps be introduced 
into such ambiguous written forms to enable a machine 
to develop unambiguous patterns for itself. 
1 (a) Haugan, Einar, "Directions in Modern Linguistics", Language, 
27 (1951), p.219 (3.6) foil. 
McQuo'vn, Norman A., a review of Methods,. Language, 28 (1952), 
pages 500.1. 
Fow].er, Murray, a review of Methods, Language 28 (1952). 
(ci) Fries, Charles C., "Meaning and Linguistic Analysis", Language, 
30 (19514), p.57 foil. 
2214. 
1 (e) See also Hatcher, Anna G., "Syntax and the Sentence". 
Word, 12 (1956) p.236 foil, where such criticism is implicit. 
Firth, J.R., "General Linguistics and Descriptive Grammar", 
Transactions of the Philological Society, .82 (1951). On page 82 
he suggests that 14u meaning is excluded7 then it follows that 
the ideas of doncept and mind are also excluded. I have never 
been able to see this and hope this paper shows otherwise. 
Hoijer, Harry, Language in Culture, (Chicago, University of 
Chicago Press, 19514). The discussion "The Cultural Content of 
Language Materialg" raises questions %thch relate to Harris' claims 
on the syntactic level. 
Pike, LL., Language in Relation to a Unified Theory of the 
Structure of Human Behaviour, Pt. 1, (Preliminary edition, Glendale, 
Cal.: Summer Institute of Linguistics 195141 On page 22 he 
accuses American linguists of "concealing data" of a cultural kind 
by way, of their scientific rigidity. Harris style syntactic 
method, however, need not conceal meaning data at all, but rather 
provide a starting point for its elucidation. If meaning is set aside to work on forual distribation, then this can be m'eiy an 
attitude, not a fault so inherent in the system that it toal1y 
precludes meaning study. 
2 Harris, Zeuig S., "From Phoneme to Morpheme", Languag, 31 (1955) 9  
P.190 foil. 
3 Hoijer, Harry, in a review of "Language in Relation to a Unified Theory of the Structàe of Human Behaviour", Part Ii, (Chaps. 8-10) by 
Kenneth L. Pike (preliminary edition, Glendale, Cal., Sunnier Institute 
of Linguistics, 1950 1, Language, 32 (1956)., p.1477 foil. 
For example, see Longacre, H. E., in a review of "Language and Reality" 
(New York, Maclilian, 1939, 2nd impression 1951) by W.L Urban; and 
In a review of "Four Aiticles on Met1inguistic&', (Washington, 
Foreign SeiviCe Institute, Dept. of State, 1949) by Benjamin Lee Whorf, 
Language, 32 (1956), p.298 foil. 
wells, Rulon S., "Immediate Constituents", Language, 
23 (19147), p.81 foU. 
6 Joos, Martin, in a review of 'Machine Translation of Languages: 
Fourteen Essays", by Locke, William, N. and Booth, A. Donald, 
•3 (Cambridge, Mass., The Technolo Press of the Massachusetts 
Institute of Technology; New S Iork; John Wilei7 and Sons, 1955), 
Languago, 32 (1956) 2 P.293 foil. 
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CHAPTER 9. 
MORPHEME SEQUENCES AS SUBSTITUTION UNITS. 
9.0 Introduction. 
Although Harris begins this section with 
the initial idea that sequences can be listed as 
substitutions of one another only if they have all 
the same environments, he shortly alters this view 
because of the few instances when a sequence will 
have the same total range of environments as another. 
He then holds that those individual cases in which 
substitution can take place are to be recorded. 
Nevertheless the original idea is not discarded in 
all work and leads to some error. 
The modified theory of substitution classi-
fication allows alternative analyses of sequence 
relationships to be made in a given text. It will be 
seen that it can give rise to various I C cuttings, 
and that if a consistent system is to be developed 
on any occasion, then specification must be made of 
the out to be adopted. 
Existing distributional analysis alone need 
not produce results comparable to traditional ones, 
for there are a number of reasons why choice in I C 
cutting (i.e. specification of domain) is possible. 
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However, we will see that if a statement is required 
of how the users of the language structuralize sequences, 
then:distrlbutional study of features of spoken 
language, syntactic equivalence and sentence boundary, 
will limit the range of choice, and even perhaps make 
only one or two types of analysis possible. 
However, the following discussion does not 
bear upon the absence or presence of alternative 
analysts among morpheme sequences, which merely make 
up individual words.. Attention is centred upon units 
which consist of sequences?t least word length. Con-
sequently we use the term "word classes" instead of 
"morpheme class sequences" where required, and match 
sequences of word classes to them. Since the word 
classes clearly contain values or single morpheme 
length, we follow Harris in saying that a sequence may 
consist of a single morpheme. (Methods, p.263, fn.2) 
9.1 The - Pocedures Claimed and Used by Harris. 
The aim of the chapter on morpheme sequences 
in Methods is to "set up syntactic form classes which 
indicate what morpheme sequences have identical syntactic 
function, i.e. occur in identical environments in the 
utterance." (Methods, p.262) 
"VYeetuate any two sequences of classes if 
one of them is substitutable for the other in all 
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utterances in which either occurs." (Lethods, p.263. 
For otlw quotations reinforcing this view see 10.4 
following). 
Hwever a direct contradiction occurs in another 
series of remarks. For example: "Some sequences prove 
to be substitutable for a given morpheme class in parti- 
cular environments and not In others." (ethods, p.265) 
"In many cases substitution occurs only in 
the environment of some particular class or 
sequence. E.g. one member of A is replaceable by 
two, but only if a member of N follows: flue is 
replaceable by flue young in They are fine men, 
but not in They are fine. Instead of saying that 
AA = A but only before N, we avoid the extra 
comment outside the equation by writing LAN = AN 
(or simply AN = N, from which this can be derived). 
This equation provides only for the substitution 
which occurs, and leaves no basis for replacing A 
by AA elsewhere. The technique here is to include 
the limiting environment in the equation itself...." 
(Uethods, p.265, fn.11. See also pp.283-5, p.296) 
Raised numbers which have a similar effect are 
also commonly used, and so we may say that the first 
series of views receives a general and not just a 
specific contradiction. 
9.2 Views About Alternative Analyses. 
9.21 The theory and practice leaves open the 
opportunity for the clovelopmcnt of many a1tenative 
modes of sequence substitution 	But before giving them 
individual attention, we may examine Harris' reasons 
for the rejection of a particular alternative substitu-
tion in U.U. 	(He of course admits the possibility of 
alternative systems (Llothods P.2, and M.U. p.181) but 
does not give word class sequences adequate attention.) 
In M.U. he considers the problem of whether the 
system 'may become too general to produce useful results" 
and rejects the substitution of (b) certain for (a) 
know John in the frame I --- was In, largely because 
there is the possibility of a difference of intonation 
between the two resulting sentences. 	(a) can be given 
the intonation of two sentences while (b) can not 	(LI.U. 
p.166) 
However, this same argument could apply to some 
of the substitutions ho accepts. For example "V N4 V4 
(all under one sentence intonation) 	V2 N4 a  V2 " (LI.U. 
• 	p.173) 	 d 	0 
A second reason for the rejection of the substi-
tution is that an (a) and (b) equation "conceals the fact 
that certainlY may also occur in another part of the 
sentence". 	W.U. p.166) 
If this possibility excludes equation, ion 
since a • iy movoo very freely in all COtOaQL, we may 
ask teor the substitutions .thieh rris h-as thoeon 
to erit for 	rove just as freely. If they do 
not, thon thoy 81hould also be excluded, 1 for instneo 
D à2 = L2 (Li U. p.172) ohould not be porittod because 
we ay compare ut'c a / coplete1y !also I tateont 
Tht' a I 	false 	/ o tot erent 
with 	That's a sttoont / coniplotoly false 
That's a dtatonontLfaloo 
The aotanco of I112 = A2 does not satisfy 
the deuszid concernin; certainly "that bt.ition of 
sequences be so carried out as to satisfy all manipula-
tions of that etvironzont tmich for.na the frizo of the 
substitution." (.U. p.16) 	In any case tiis is a 
very vauo etundar of practice, 	iat are the 1iits 
to the manipulation of an onvironaent? If for exaiilo 
we ctai'o the intonation, then aew nossibilitios of 
substitution are to be rejected because the onvironicnt 
is no longer the sac as in the ozaiplo above* 
l'urtier, there is the opposed point of view, 
poincd out hare in 9.1, and also in the £o1lowin: 
"If, hovevr, it proves iposoiblo to oubotituto the 
auiva1ents of a synbol for that eyibol in soo of its 
occurrences, wo diotincuioh those occirrouces by ivi 
cyibol a distinctive raiced nuube." (.U.p,170) 
?bis prits tas to link toctior coriilr and know John 
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if they both fit one environment, no matter what 
happens in others. 
It also permits us to reject as invalid 
Harris' final argument: The substitution of certainly 
"conceals the concord of was with John: for if we 
substituted we for I, we would still have was in 
We know John was here, but were in tie certainly were here 
(11. U. p.166) 
Elsewhere Harris does accept concord changes 
for singular and plural nouns, so that we may have 
I know (the men were in = the man was in) (LU. 2.2 1 
2.3, 2.4) 
Consequently the three arguments about intonation, 
manipulation of environment, and concord, so far provide 
no reason for excluding the substitution. 
9.22 It may be asked just why is it that 
Harris wants to avoid it in favour of others. The real 
answer will be found to lie In his choice of basic 
formulas to which sentences are to be matched. (9.) 
Another answer may also eventually be found 
perhaps in his references to sound features such as 
intonation patterns and etc. They may be treated in 
this paper as constants, or else members of saftch small 
syntactic classes (if more than one pattern will occur 
with one sentence type) which are therefore significant 
differentially as formal signs. Although Harris might 
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ignore them in some of his formulas, he generally 
holds intonation stress and etc. in theory to be 
features which require observation. (Methods, p.281-2, 
MU. p.179) 
In this way we may try to link the sequence. 
units that he selects with those that the users of the 
language accept, and say that his use of one type of 
analysis rather than another, draws upon his knowledge 
as an English speaker. However, it must be acknowledged 
that what influence features of spoken language have 
upon written symbols is not yet well analysed.. Such 
an explanation in answer to w7n + o.for example ) and 
not a+ 0 is chosen as the class to which the sequence 
+ o n +ois matched in study of a sentence type 
t such as t' a + o n + 0 v + d, is not satisfactory. 
It may be that spoken features will play an 
important part in reducing the possibilities of alterna-
tive analyses, and that along with other studies, such 
as recording of equivalences, they may help us to 
establish a unique system of I C's. 
Whether this is true or not, it will be seen 
that if distributional analysis is applied only to the 
signs used in written texts (as tends to be the case 
in Methods) alternative analyses may be comparatively 
varied. Since it may also be useful for machine 
purposes to generate what occurs in written referential 
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statement without considering spoken language influence, 
it may now be useful to discuss alternative analyses 
a little further. Reasons for thtir occurrence will be 
taken in turn, 
9.3 Alternatives due to the Nature of the Classes. 
The word classes theoretically (and in some cases 
practically, as an examination, of the formulas in M.U. 
will show) do not enter environments exclusive to each 
class. Two or xriore word classes may all enter one or 
more free form environments, so that a sequence which 
occupies any one of these frames can be correlated with 
any one of the classes. 
For example: 	Harris' Notation. 
I hit /quickly D (A + lD) 
I hit /the dog TN 
I hit /Tom 	 N 
I hit /in anger P N 
lain/warm A 
lain/here 	 D 
I am /tlking V - ing 
I am I by the window 	P T N 
The president shut the window/as he came in. B I V P 
/slowly 	D(A+IrD) 
	
" /by the door 	P T N 
" 	t' 	
" /then 	B 
I 
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The question of what word classes to choose as the 
ones to which the sequences are to be matched is not 
at present clarified by consideration of features of 
spoken language. 
9.4. Alternn,ives Due to Choice in Basic Formulas 
used for Matching. 
It is clear from the substitutions Harris uses, 
that when a word class sequence is reduced to the 
environmental status of a word class, the practice of 
matching to one class rather than another is due to the 
set of classes retained to provide the basic formula on 
which formation rules are to operate. Thus all sequences 
are matched to N and V, because N V is the one initial 
formula he accepts. Other classes could have been 
retained and a series of basic formulas used instead 
of one. 
(A Harris can refuse to accept the out in the series 
for example, because his N V matching would demand a 
cut after I. This practice may be linked with our 
knowledge that all English sentences have to contain a 
noun and a verb or else be capable of containing them, 
except for a very few brief calls such as John! or 
answers such as Yes! 	Other word classes are dispenèable. 
For this reason an N V analysis may be considered 
important. 
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Many alternative possibilites are indicated, not 
because environmental distribution theory will not be 
satisfied, but because an N V matching has been chosen 
for all sentences. 	In other words, the selection of 
the one basic formula, N V, necessitates that the 
domain of a sequence permits an N and a V if a sentence 
to be retained separately as two classes. So for this 
reason alone the substitution of certainly for know John 
in H.U. (11.2) could be rejected. 
The type of distributional analysis developed by 
Harris therefore depends on a decision in favour of an 
I C cut which is prior to any analysis. If we permitted 
more than one basic formula, if we chose a different I C 
cutting system, then our distributional analysis would 
follow this system and an N V cut would not be accepted. 
The members of the (A), (B) and (C) series could each 
be broken into three I C's and provide a number of 
different patterns. If the type of I C cutting to be 
adopted is not specified, then procedures when applied 
to a given text may provide inconsistent results, tkough 
making one type of analysis at one time and another at 
another, according as the classes present themselves. 
It is even possible within an N V cut to provide 
an alternative analysis due to the possibilities of 
variation in sub-cuts. Consider the following: 
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n the field 
who was dethroned / is / outsido Paris 
fell 
of 1ngndJs / here- 
eledted pidont I should take office / a 
fell (over) 
walked into town  
Here, what are usually called the right expansions 
of a noun' are included in the verb phrase. 	(In the 
second set note that the preposition is also included 
with the verb.) Intonation patterns may make such cuts 
invalid. But intonation does not bear upon the possible 
usc of a three part cut instead of a two in the basic 
examples of the (A), (B) and (C) series. 
The place of a footnote remark by Harris towards 
the and of i.Iothcds will now be obvious 
' 3 an important factor in the compact statement of 
relation among elements is the specification of the 
domain over which the relation occurs, cmth is the 
specification of the I C cut to be uee7 within the 
domain, we state not only the occurring together or 
the substitution of elements but also their relative 
order, and any variation in these which depends upon 
the outer onroront0 	(othods, p.369 9 fn.11) 
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The specification of domain is of fundamental 
importance, and once prescribed can provide a coherent 
standard of practice. It should be made a prime con-
sideration for any distributional analysis. 
9.5 Alternatives When No Sentence Type Results from 
the Equation of Sequences to Classes in a Basic 
Formula. 
In the preceding section the term "formula" and 
not "basic sentence type" has been used, because it is 
tevident that N V stands for class patterns which do 
not occur, (See 10.3) Thus Cat miaws (It is valid 
howewrwhen mass nouns and proper names are used). We 
would have to shOw thatit represents The cat miaws, 
Cats miaw, and The cats miaw, before calling it a B S T 
(or a series of B S T's). (Harris has made an interest-
ing attempt to do this.) 
Whether the basic formula is a sentence type or 
not, the choice of analysis due to choice In specification 
of domain remains. But when the rule Is not made that 
the classes to which sequences are reduced must always 
be capable of forming a sentence pattern, then many 
alternatives of substitution are opened up. 
very 
Take: The/big-white house is situated high on 
the hill which is to the right of the town. 
Beginning with The very big white house as the 
domain of very, we may equate the whole sequence to D. 
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But then we may treat it as the cicain of white (A), or 
Of The (T), or finally as i7arris does, of house (). 
Sir2ilarly is situatejigon t hill may be 
treated as the domain of on, or of any word of the 
sequence and equate-2 at will. 
The situation ay beorie even roro complicated. 
since we may find the class D or the sequence A + ly 
Instead of A in the aae enviroont as 	in 13UitULtod 
high on the hill , the whole sequence could be equated to 
a word olass or sequence which does not occur in this 
particular instance. (The 8LO sort of alternative is 
evident when Harris remarks that the fr=o the la 
'admits and beautiful as well as man and auto". (-'ethods, 
P.256)). 
All the alternatives under discussion here, however, 
take place without any consideration-of the effects of 
spoken lanuaco features on the written text. 
9.6 Alternatives '.henUord Class Sequences Can be 
Equated toOtho7or Class equonoes. 
Since Harris permits morphoe sequences to be 
equated to sequences and not only to zorphero classes 
(Jethoda, p.263, p.264), it rny be useful to consider 
the alternative 1irid3 of I C cutting which rocult. 
The t1presidont of the sod 
requires a sense of,justice 
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The boy 	elected as treasurer works hard. 
The young woman elected 	leader needs a secretary. A 	B. 
There are three ways of dividing these utterances 
where all sequences in each column are interchangeable: 
according to A, to B. or to both. 
Without the consideration of the influence of 
spoken features, we can analyse texts not only in such 
a way as this, but also in ways like the following: 
The children know / cats are animals. 
Big brown 	1. cats are animals. 
Here: NVaAAin .... . .. NVN 
The dog saw / cats are in the garden. 
Very small / cats are in the garden. 
Here: NVDAjn ....... NVPN 
Consider also: 
A 	X 	A.].y The tall / man knocked / at the front door 
Y 	X 	D 	A+ly When I he came / inside / he asked to see mother 
X 	A + ly (Z X A) 
Z 	X 	A He wanted / to see if / the new house was /worth buying 
X 	A+ly 	Y 	x Mother slowly showed / him around / because / she - was , / 
very reluctant to sell 
X My father / on the other hand / was eager 
2-3-90 
This sketchily shows that we can arbitrarily 
set up units which give us pattern types for many 
sentences. Thus A X A.Ly represents the pattern of 
the first sentence ave. The analysis seems odd, but 
it is quite correct according to the substitution theory 
put forward by Harris, if we do not equate sequences 
to single word classes. i the frame ef the riinal 
Be4UOnOc-. 
97 Final Remarks. 
It may be seen that distributional analysis alone! -  
need not "yield many of the results traditionally sought 
in....syntax." (Methods, p.363). Harris' choice of an 
N V cut makes his own work traditional. 
Again, since a number of alternative domains may 
be treated as units, a number of non—traditional structural 
meanings could be set up, so that not even meaning need 
necessarily enable us to decide what units are preferable. 
It is insisted that if one domain is held to be more 
correct than another, it should be becausd the forms 
of the language make it so. For example equivalences 
and spoken patterns may show what sequences to keep or 
not to keep as I C units with meaning signiIicance .t 
1 The relationship of this claim to relevant works mentioned in this 
paper is obvious. For instance, compare &mour, C., "Immediate 
Constituents and EVanalon Ana3ysi",. Word U (195), p.377. 
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CHAPTER 10. 
THE SYMBOLIC SYSTEM USED BY HARRIS FOR 
REPRESENTING SUBSTITUTION POSSIBILITIES. 
10.0 Introduction. 
The desire by Harris to provide a precise 
system for stating the ways in which substitutions of 
morpheme sequences can develop one sentence out of 
another, has stirred active interest in his work. But 
the particulars of the type of calculus he sets up can 
receive Some important criticisms. 
Through a series of equations using raised 
numbers on morpeme class letters, he attempts to record 
the restrictions of the environments in which substitutions 
of sequences will hold. But the method becomes excessive-
ly complex, the symbols have clumsy interpretations and 
make it difficult to know exactly what .substitutions 
are permitted and where. A greater variety of symbols 
could provide more intellectual ease in equational 
manipulation. 
In addition, inaccuracies of substitution can 
be generated by the operation of the equations. These 
are so frequent that a general revision is required. If 
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the system is treated as providing, basic sentence 
types on which formation rules are to operate, it will 
be seen that invalid sentence forms can be created. 
Again, if it is treated asa means of reducing larger 
sentences to basic forms, then invalid basic forms will 
also be created. 
These weaknesses may be linked with the tendency 
to retain the idea pointed out in 9.1 that substitutions 
can be stated which, hold in the total range of environ-
ments for the sequences involved. This overlooks the 
necessity to create a system in which the variation 
and complexity of substitutions in various environments 
of any given sequence can be expressed with ease. 
A list of correct common sentence types which 
the system aims to generate has been included in an 
appendix, for purposes of comparison later with the 
common sentence types echinback records. 
10.1 The Introduction and Effects of Raised Numbers. 
10.11.Since morpheme class sequences will substitute. 
for one another under certain, circumstances but not 
under others, it is necessary to examine how Harris 
records these limitations. He makes use of two methods 
in order to state the environment, or environments, in 
which an equation holds. 
Firstly, such an equation as AAA (meaning 
that AA can occur where A occurs in all circumstances) 
is discarded in favour of AAN = AN, or better AN = N, 
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from which AAN = AN can be derived by substituting 
AN for N. In this way, we are told that AA = A only 
when it occurs before N. The environmental restriction 
is expressed in the equation itself. (Methods p.265, fn.11 
The sequence and the class, however, are 
still held to substitute for one another vverywhere 
(Method.s1pp.263..4,pp.265_6; PiL.U. p.170). For other 
equations this claim is rejected and further restrictions 
are introduced. 
The second means of stating the environments  
in which an equation holds, does not add more classes 
or sequences to the original equation so that new and 
longer expressions develop, but uses a system of number-
ing the symbols. 
10,12 It is necessary to quote at length the 
rules for their introduction and interpretation because 
they give rise to some discussion. Their effects are 
of a complicated kind and not always easy to understand 
immediately. 
"We assign raised1  to each class symbol, say H. when it first occurs in an equation. Next time the class N occurs, in a new equation, we check to see if 
the equivalents of N as stated in thjs new equation are substitutable for the previous N 	If they are substitutable, we mark the new N as NI ;  if they are not we mark the new IT as F. This checking Is carried 
out for the N of each new equation. Bach time we test to see if the equ1vlent of the new N is subtitutable for all preceding N , or for all preceding F. If it is Substitutable only for the F. we mark it as such. If in some equation (including the new equation itself, if it contains more than oe N),,the new N is not substitutable for either N or r, we mark it as and so on." (Methods, p.266) 
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This procedure has tuo effects. (1) Within any given equation. 
A class or a sequence in an environment can create a second sequence 
thich substitutes for that class or sequence, but not in the second 
sequence itself. Thus N1 g • N2 means that N - 	- can not 
replace N in N - a. So also T N2= N3  prevents T T N from occurring. 
(Methods, p.266; H.U. p.170). 	(2) Both t7ithin and uithout the 
equation. It tolls us when classes and sequences substitute for one 
another, and does not permit them to be imitua12y sustitutab1e in all 
instances there one occurs, in contrast to the case of A N a N. 
A class or a sequence or a series of these can substitute for 
one another, but only in certain environments of one or more of these 
expressions. Take T N2 : N3. This means first that N and N - a 
substitute for one another only in the environment T-. The 
restriction occurs within the sequence of the equation, thich is still 
free as a thole to enter .l the enter aU-the ent4 all the environ-
ments indicated by N3 . 
Now, since no restriction is placed upon the environments which 
the nsi element N3 may enter, it may be asked vihat it signifies in the 
equation. It means, (a), that given any of the environments there T N 
or T N - a occur, ue may substitute one for the other, and also 
substitute N - a or N for either. It also means, (b),. that given an 
occurrence of N or N - a, no substitution of T N or T N s can take 
place, unless the environment for N or N - a is also one for both T N 
and T 0 - a. Thus (a) and (b) both together state that No N - a, T N 
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and T N - a, all substitute for one another in any of the environments 
ofTNandTN - s; butTN.andTN - scsnnotoccurinthe 
environments where N or N - a occur alone. Thus we have a rule 
applying to sequences not included in the equation itself. 
10.13 This interpretation of the effects of the numbers 
results from the following: 
"Each higher numbered symbol represents all lower numbered 
identical symbols but not vice versa. Therefore, the higher 
numbered symbols have a more inclusive representation, and are 
of greater importance in any compact classification of the 
morpheme sequences of a corpus." (Methods, p. 267). 
"1!e therefore write NL8  z XT2 and state that wherever N2 occurs 
we can substitute for it any Ml or another w2  C(a)  results 
while for N1 we can substitute any member of N1 (never N2)." 
C(b) result7. (.U. p.170). 
"On the left hand side of the equations, each raised 
number wil]. be understood to include all lower raised numbers 
(unless otherriise noted). Thus in T 142=143 we have not only 
the men (N2) equalling N3 bat also the man (Nl). Any 14 can be 
substituted for the N2 on the loft side." (M.U. p.170). 
This last is a case of W. Given the occurrence YA in an 
environment, w2 can replace N1 because it also occurs in this 
particular environment chosen for use in the equation. 
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I0.I4 It can be seen that the amount of Information 
contained in. thriunibered symbols makes them unwieldy. For 
example 	stands for 
(I) The environments of 1' N2, and T N'. 
(2) The sequences K I.  N 2 which enter the environment; T—, 
(.3) The series of secien.ces (N 1 N 2 T N' P N 2  ) which 
are all permitted to substitute for one another in the 
environments of P 1T2 and P 91 
For N4, (I), (2) and (3) become more c.omplioabed. The-
effect which the introduction of a new number creates is no 
always. immediately understandable. It Is felt that symbols 
with a more limited range of meanings would be preferable. 
10.15 We may now expand the (a) and (b) interprations 
of equations using N with raised numbers for purposes of 
understanding and contrasting the section (10.2) to follow. 
(a) We have seen that the occurenoe of the sequences 
which define N4 implies the occurrence (or substitution4 of 
any of the. sequences represented by N N2, and N in any of 
the environments ot N 4 . The occurrence of the sequences 
which define 17 implies the occurrence (or substitution) of 
any of the sequences represented by N 2 and N in any of the 
environments of N3 . And so on. 
Therefore the general rule is that. given N2 and 
0 J.as symbols standing only for the sequences that define them, 
and given any environmental occurrence of any one, each 
will always imply the.occureno of the lower numbered 
symbols. Thus N 	N' a N 	N 
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N3 : TN-s 	T 	N 
The novels/you mentioned are on/the shelf 
N-s 	N-s 	-. 
Novels! " 	 V shelves 
N N 
Novel! " 	is IV shelf 
(b) Was have just seen the substitution possibilities when 
longer sequences are reduced to shorterJ It remains to find out what 
is substitutable when shorter ones are expanded. The previous 
quotations make it clear that given 1A, N, N3 and N4 as symbols 
standing only for the sequences which define them, the occurrence of 
any one in an environment where a higher numbered symbol can occur, 
implies the substitution not only of the higher numbered symbol, but 
also of any other lower numbered symbol. 
Thus the occurrence of N1 in an environment which is common to 
N2 implies the substitution of N2. The occurrence of N1 in an 
environment which is common to N3 implies the substitution not only of 
N3, but N2 as well. And so on. This is because N3 on the right side 
represents all lower numbered symbols. (Methods, p.267). Thus N1 in 
In an environment of N2 . implies N2. N1 in an environment of N3 implies 
N2, N3 ; N1 in an environment of N4 implies N2. , N3, N; etc. 
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143 V14 P N1 (&- in an environment of N14): 
.3 	v14 	p Ni 
The teacher/rang/up/mother 
V14 P 112 : 	The teachers/rang/up/mothers 
N3 V4 	P 300 P N3 : 	The teacher/rang/up/the mothers 
the mother 
In (a) ww of the environments of the higher numbered symbols 
allow the substitution of lower. This leaves the way open for 
inaccuracies (as we have seen). For example, the environments of the 
longest sequence ivhich defines N1 do not necessarily permit the 
occurrence of the series of sequences for uhich it stands. In (b), 
inaccuracies could possibly be generated, but it is likely that Harris 
has overcome them. Further treatment of inaccuracies will be given 
In 10.3. 
The next section, however, will present viewpoints contrary 
to both (a) and W. 
10.2. Alternative Interpretations. 
10.21 ' The main difficulty in accepting the previous 
interpretations arises because a comment occurs in M.U. i&ich appears 
to contradict them, and because the meaning of the occasional use of 
two raised numbers on a letter is not fully clear. The comment is not 
included in Methods, and since Methods is the later publication we 
may perhaps finally dismiss it. 
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"On the right hand side...f the equatio ns  7 
each number indicates itself alone: N3 on the right 
can only substitute for another N and w1 ' 2 for an 
N1 or an N2 ." (LU. p.170). This may be taken in 
association with the use of such formulas as A1 ' 2 ' 3 
= N19293 (Methods, p.285) and V4 PN = V3' (M-U- p.173) 
whore the right hand expressions contrast with the use... 
of only one number in other formulas. Are we to. under-
stand that when only one number is used on the right, 
lower numbers are not represented? 
The comment certainly means that any of the 
environments of N3 do not imply the occurrence of N2 
and N1 . Only those environments of N 3 selected for use 
on the left hand sides of the equations will now permit 
the occurrence of lower raised numbers. Thtts N2 implies 
N1  only in T - and any other environment of N which 
occurs on the left hand side of an equation. We have 
a view opposed to (a). Again, if N 3 does not repzsent 
142 and N1  on the rtghtside, (b) must be modified. In 
this case, N' implies N2 , etc., only in those selected 
environments which appear on the left sides of the 
equations. 
As a result, all raised numbers are mutually 
substitutable in the environments which are used on the 
left hand sides. Outside of these environments, substi-
tution is permitted only in the environments of those 
sequences which define the right band symbols with raised numbers, 
Thus 113 P 	0 means that & .3 P N1 •4 all occur in 
the same environments as T N 1 and T 	l and N2, however, do 
not do so Again N4 N3 N2 j1  and 	2 > N3 N4 only,  in N3 P -, 
R -. V2, V2d , Vt g - 0 1 etc.; that is, only in sequences 
selected for use on the left band sides of the equations. Elsewhere, 
(i) the environments of N4 etc. do not imply the occurrence of 
any other class or sequence with a lower number. Elsewhere, (2) 
the environments of N1 etc. do not imply the occurrence of any 
other class or sequence with a higher number. 
10.22 It can be seen that since (2) alters (b) we may 
escape inaccuracies possibly permitted by allowing N 2 for example 
to occur when N 1 occurs in an environment of N3. However, the 
extent of inaccuracy (b) would cause depends upon the 'difference 
in occurrence of N 1 and N2 in environments of N3 . This may be 
little. Given N1 in an environment of N3, N2 might usually occur, 
and so on for the other symbols with raised numbers. The 
environments of higher numbezsymbols which Harris selected for 
Use on the left hand sides of the equations probably cover most 
of those cases where the lower numbered symbols also ocàur. 
But it will be seen that they also cover environments of the 
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higher symbols where lower numbered symbols do not 
occur. (10.3+this paper) 
This allows inaccuracies to be developed from 
rule (a) whether it is modified by (1) or not. 
(1) could reduce the inaccuracies permitted by (a) 
since it allows higher numbered symbols to be replaced 
by lower only in certain given environments of the 
higher numbered symbols, and not in all. But if Harris 
has included most of the environments of the higher 
numbered symbols on the left hand sides, then whether 
we accept (a) or (a) modified by (1) does not matter a 
great deal. 
10.23 There is a feature of the use of raised 
numbers, however, which makes 10.1 more acceptable. 
Since all English sentences are reduced to one formula 
"e.g. N5, V, D and several contours" (Methods, P.274), 
all lower numbered N and V must be included, in this 
formula. Thus N' to N 5 are mutually substitutable in 
the frame 	(0 is optional in the formula) And 
1 4 5 V to V are mutually substitutable in the frame N -. 
A31 ,Harris' use of the equations (LU. p.171 foil.) 
shows that the environments of the right hand symbols 
such as N and N3, must be free to permit lower numbered 
symbols to occur. For instance, he takes 
L. N A P N = N and says that strawberries fresh from 
the field (N'1 A2P t) as well as hope (N') will occur in 
2 i 
It was only -. that Fpt Do 
most inclusive elononts, those to vthicTa the 
retost ntither of difforont norphei3o-alass souencoa 
can be equated are represented by the hichost nwibered 
onbOl8 of each class. P.C. as between 1.72 anü Z3 the 
latter represents uore sequences (all those of 2  and 
others besides) anLl would therefore be ta1en hero as 
the new morpholoeical element, roplaoiri the I(fl 1 )." 
(Liethoclo, p.273. $oo also 11.U. p.165, 3.6) 
10.3 Inaocux'aeios which Result from, the Sbolio ysten. 
Uith the acceptance of 10.1 the following list 
of inaccuracies will be soon to arise in four ways. 
iihen higher nberod sabols are replaced 
by lower in a left hand sequence of a Given equation. 
Uhon lower nubored symbols are replaced by 
higher in a left hand sequence of an equation. 
Vthen a hihor nwiiborcd synbol or a lower 
nwborcd symbol substitutes for the other in any onviron-
aont of the higher nuiborsd symbol. This practice 
results not only from (a) and (b) of 10.1, but also fz'or2 the 
use of N5V4 (or siiiar) to represent all 2"n1ish sentences, 
The single £orula probably covers most oriviroronto of the 
classes, 
() In eLklition, when tho raised nuubero for a class 
are the scio on both sides of on equation and one side is 
replaced by the other anywhere. 
The OZ5)1e3 do not claim to be oxhauatio but will 
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serve to show that the syatei ls , GUfficiently Inaccurate 
to require chance. They concern only those souences of 
torpbenes which are at ioat word length, èxcopt for 
ox&iples (1G) ox1 (17). The equations used are those 
given by Uarii.s (tI.U. p.171, foil.) The first sentence 
of each numbered series is to be ux1erstood as the given 
utterance, and the sentences Which follow those which 
result fron the operation of the equations. 
 thin is_areaeoinrture 
L1act man ii a reaEIng creature 
A2 Nl 	N1 (4) 
 Tho old Maki ls1dent 
II 	1T 	1b 	 dent 
2 N1 	N1 (4) 
 heold man is 12resident 
The oiRr !prosidnt 
A2 U1 =  
(4) That is a statement conploeJale 
1) A2z 	f2 (4) 
 The noza 	here 
Len 	are 	here 
Is 	11Cr3 
T 42 	N3 	also that all the oonteces 
reduce to I 	V4 so that in the (3) 
envirorient of $, U 1 can occur) 
A nUor 3tUdy is the novel 
A major 	 tnovel8 
T"12 u' 	 (2) 
He is atiart 
He is a rnen 
TN2 a NO 	 (2) 
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ives close to the door. 
. put tue DOOK on tue sneives 
I put books 	on shelves 
I put book on shelf 
N3PN4=N3 	 (1) 
This formula also permits 
I put books 
I put book 	 - 	 (3) 
the old men in the beautiful gardens 
the old man in the beautiful zarden 
old men in beautiful gardens 
old man in beautiful garden 
the men in the gardens 
the man in the garden 
men 	in 	gardens man 	in garden 
These are all instances of N3 P N which 
equals N3 . They may all consequently 
substitute for N3 or N in the sequences of 
N3 4 = N 4 P = N 	(1) 
• 	 v Thus: I will show you/the men/the children/line 
can be altered by replacing not only the men (N3) and 
the children (N3 ) , but also you (N4 ), by any instances of 
sequences with the same form as above. 	(1)(3) 
We can then write: 
I will show/old woman at new home/old man in 
beautiful gardepjchildren of slum/like 
An instance of N3 t 4 P can also be treated in 
the same way. Thus I will shot7 you the house he slept in 
will change into similar invFi'd forms. 
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(io) I will show you men children Ilk. 
I will show ya men N.N .. ..n children )ike 
N2 N2 = N1 ,2 
This equation permits the repetition of N 1 or N2 in an 
N2 N2 sequence without limit. campere the example in series (3) 	(4) 
(ii) I will lend vou the clock he fixed 
I viii lend you clock man fixed 
N' N4  v4 = N4 	 (i) 
I will lend you clock fixed. 
N2 N2 = N1,2 	 (i) 
(The i'eaaits in K.U. rejecting possibilities such as the last are 
invalid, because raised numbers on the left permit all lower numbers 
at will.) 
(12) 1 think we will jmake Mg-ding President when we vote tMorrOw* 
I think we will make President when we vote tomorrow. 
V2 N4 N4 = V2; N2 N2 = N2 can operate within 
f 	 e 	 the first sequence. 	(i) 
(i) we ate cheese 
We ate countries chease 
N2 N2 = N1 ,2 	 (1) 
We'll, make him vote 
Me!fl make elector vote 
VIN4V3 =v3 	 (i) g 
Did you see I the car red with the paint he 	used uip 
Did You see 	 N4 	 N4 	used no 
Did you see V3 - ing V3—ing used up 
V3 ..jag = N4 	 (3) 
03 - ing could also be placed invalidly in 
Previous cases of N4) 
(21) t.4c 4 sWujivned 6, 1j4 4es *t.iet v.,'Ae7 .1 
tAt (v', any 	Ye$ s,.) 	Aas *o,ope4 wov4s7 
No d 	aisafo,s is me 	*pWi.. 
CIbt 
M.(I. 	 - 	- 
• .• 	 •• ' 
I 	 • 	 J... 	 •. 
	
.2 	 • 	 •• 	•_....J 	 ,14 
2 ._I 	•..•.• 	- -._ 	- 	'..•••-. . 	 . 	 - 
I. 	 • 	 -. 	 • 
• 	 • 	 • 
255. 
(16) I eat it 
I have eaten it 
I am have eaten-in. it 
I have been have eaten-ink it 
5 v4 symbolizes I eat it 	 (3) 
V 1 V2 in any position of V4 	 (3) 
IMve  
V1 v2.. ing = kiave V1 en V2 - 	V2 
C 	 C 
1Jhen the V2 of each of the (b) sequences are replaced 
by %1te dothiivig sequence for V2 in (a) the invalid 
forms above result. 
(u), `Wi use of - ing after V2 allows many inaccuracies because 
2 is defined by sequences which do not combine with -_1nrr. 
Thus R VI =R=V2 
(All iou) 
and V 	34 = V (naice 	 = V) 
We will bake the cake 
We will 	the cake 
R.V1 =R=V2 	 () 
We tried to escape 
We tried to have escaped. 
have V1 - en V and can therefore be used 
-tj 	 (i) 
viv 
.j know/ he I is pAy 
1] know! he / is slowly now 
(a) V4D = V3 ,4 . This operates in the first sequence of 
(b)vu4 v4 = v2 n4= v2. And 
d 
(c)V4 D implies V2 D 	 (i) 
* 	 p.70. 
Although it i is said in both Uethods (p.268, fn.19) 
and P.U. (p.178, p.180) that the equations are sketchy 
and need refinement because they will generate what 
does not occur, it appears that they are at present not 
accurate enough to be of any great use. It may be that 
with examination of the more complex sentences of 
written texts the system will be shown to be of even 
less value. 	Just one of the problems is how to 
prevent repetitions as in series (3) and series (10) 
without making the symbols and numbers highly complex 
and clumsy to interpret. It appears that a greater 
variety of symbols for various purposes would be easier 
to control. 
Besides generating sequences that do not occur, 
the formulas also do not generate some that we would 
expect to find. (This is noted in M.U. p.166 1 3.8). 
The omissions noted in 10.5 are common enough to 
warrant inclusion. However we could expect more compli-
cations with possibilities of inaccuracy if they were 
gathered into Y. V or D expressions. For example, 
tV must be prevented from occurring in some positions 
of N. 
10.4. Conclusion. 
The opinion may be taken that Harris developed 
these errors because of a tendency to overlook the 
2 7, 
variations in environment which members of a list of 
sequences (including morpheme classes) can exhibit, 
even though they might have one or more environments 
in common. 	wnile he does recognize the necessity to 
show the particular environments in which sequenc'es 
will occur, on the other hand, for example, he assesses 
the results of the use of raised numbers in a misleading 
fashion. 
tVje  now have new morphological elements, each a 
class of sequences of morpheme classes (including single 
classes) which can substitute for each other in any 
environment whatsoever." (Methods, p.273) 
"R.S.ells terras N (up to its highest raised 
number) the expansion of N 1 , i.e the expansion of a 
morphine class is the class of all sequences which occur 
in its environments." (Methods p.273, fn 28). 
These and other comments noted in 9.1 fail to 
realize the extent to which substitution possibilities 
of sequences will vary according to the environments 
of the individual class to which they are equated. In 
Other words, in supposing that we can get a class of 
sequences which fit all or nearly all environments of 
a single morpheme class such as N, Harris overlooks the 
degree to which the possibilities of substitution vary 
according as N enters one environment or the other. 
259  
As n oou1t, v:hot the rot"' to tieto( o 
9ViiU3 ca iitiO1 cot O OO1tO.00O XO1 which  Oorza-
ation 21O O 	 to caco the Otruetuvo GO the 
v'(' xe ct it to inQoorate. L oteoo ie 
n+oV+S CCfl e13(I'O C0ciUC1OOo VJhiCb Tlo not 000lr.Jt3tr, 
whcn the cyoei1 Ic tectoU co 0 Mcang of reduoi loner ti 
Moro O%1eZ aentezac foras to ohoto OCO ) we ot oimi1r 
ZoEu1t. It io aot aorroetto OQf that: 
wori of o1r1 leads rit ur to otQteeto 
cab1 	rto to cyntheoivo or Prediot utter-mace,  
In tha 11tJcUEO, 2he0e ottc1etc for:i ci (eduotIve 
,rtei with xicntiocUy defined thitiol eleMORt-0 OAd  
with thcore concoming the rolatul=n eon th "a TUo 
fbwl theornnc v].d tadtoci*to the etrotro og the 
-at -10.0ranceo 02 the 1cnc in 	of the y,rooeO.inp pert: 
of the Oystem.. (otho 	pp. 572-3). 
However, ci1thowh thoo io oociderable error in detcil 
d olth ci di eront iUe of notetion 	be iore 
toful, tae cyotcs hic i iorc.ted ctudics with a oauad 
Cotora1 cethod of Qroaoh. 
10,5 	endiz: 2ho M  oto 	onoe 2YICO,  
	
ho a 	iih con-teace fomio r000izcd by Hcoris 
folloco 31noo ho rc000 all contoiaeo to ri V X (thezo 
,oroocaito the elaoo of uttormoo oontouro; coo ethoo 
we 	cio V4 (LIo VoP. X75) CO the 
-eaul€. 	ioL t vc-rg2on.t all tho cuci 
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single formula required to represent all the sequences tthich 
make up commonly found English sentences. (Cf. Llethods, p.274) 
Using the rules of substitution s i.e. the formation rules, 
&hich the formula covers, we may begin with a case of N V and 
expand it so that a sketch of the correct sentence patterns 
which Harris recognizes is presented for comparison later 
with those recognized by Reichenbach and Fries. The sketch 
results from I&U., and although it does not claim to be 
absolutely complete it is nearly so. 
has no special significance. It is clear that Harris must 
S 
consider n + a and t 	foil ouod by r + a as more 
common and therefore more important. The use of i Vill 
be dropped early. 
- N expansions. 
nog 
0 R +0 / V+ 
John 	came 
Cheese ripens 
n + s / v+ 
Krds 	Liz 
n+ S o 	d 3 	
+i v+s
0  
His child plays 
These b2ys jump 
t* n) n+ /v+ 
our trees bloom 	(* Indicates spsciaiàselection) 
260. sg 
a+o 	fi 	v+ 
Brown coal 	ignites 
	
Brilliant plays 	re-open 
a+.o 
This b±'illiant play re-opens 
+iy 	a + o n+ 	/v .I1 
A completely different approach helps 
f 	a + o a +ly a + o n+/ 
Such ridiculous wholly unacceptable ideas fail. 
3 d w a+ly a+ly a + o a+.o 
Avery 	rigidly conservative youngnan spke 
n +' 	n + 	/, v+ 
Some doctors' bills 	remain 
(Both n +' and n + 	can be expanded the same 
as n + 	is expanded in previous formulas) 
3 ' 	lli+O I2+Omn+0 n+ 8 /v+ 9 
Our garden hospital 	scheme succeeded 
(all n expandable as in previous formulas but 
with new restrictions required) 
3 	V 	1140 
a+o 
• The 	red 	gleams The young die 
(13) W 3 q +1y a + o / 	
2G1.
9 
The very 	old 	return 
(14) 	(t) n. + 
(The) Smoke from 	coal smells 
- Friends of animals spoke 
(Both t replaceable by previous N formulas and 
R2  replaceable by following ones. Note that 
Harris nrks this sequence N PN , $.U. p.172) 
(15)
of 	S , of 	+ /v + 
Work by 	men of strength endures. 
(all n replaceable by previous 1V formulas 
but wbetb.er by any followinG is uncertain. 
See L.U. p.172) 
In 	 d '1" fiJ 4. 	n2 + o v + 	/ v + 
	
The man 	he 	selected leaves 
n2 + o ve + 	p / v + 
The shop 	he 	works in 	closed 
(In (16) and (17) n1 is replaceable by all previous 
N formulas and fl) 1ythse and following. E.U. 4.35 
narks the for.au1 W' N ....etc. But new 
restrictions are needed) 
SP 
a + 	p (t fifl / v + 
Faces 	rosy from the fire apeared 
0 
(19) t a + o n + s 	a+o / v+o 
The fastest rate permissiblo alters 
262. 
(The replacement of ,& is limited by Harris to those formulas marked 
N2). 
The forms of the N IC (called N4 by Harris) are now completed 
with the additional infonnation that each whole one can be replaced by 
Harris' class I. called j, , L 	and the constant U by us. 
(See I, LU. p.168 & p.174), and by certa verb forms listed by Harris 
under the head of v3 - ing. (See I1.tl. p.174. V'. — ing = N 4. 
V3 ing includes v+ing,u+v+jngy+jflg N4 V4, 
+ ing N4 to V3, and etc., but not all farms of it are acceptable. 
For, a full statement of what it covers see all equations involving 
V1, y2  and 0  in Lu.) 
N replacements are not confined to the environment of V above, 
but may occur also where a member of the U IC occurs below. 
V E*vansione. 
The IL formulas will now arely be given the heading of N. and 
as will all occur in any formula below. (,t) and 	lv) are dropped 
before i  after (26) but may equally occur in following formulas. 
Statements. 
S d (20) N/ +ly 
We closely 	watch 
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fill 
N /HAVE 	(not) (18+ ly) v + o5 + d when HAVE in use7 DO 
We did(not) (carefu3.lv) watch 
N /HAVE (not) v + n 
The children have eaten 
S 
N / ( + l) v0 + I (not) v + ing 
The children asUp eating 
(For the introduction of a  ds + ja here, see LU. p.171. 
DVI = VI limits it to occurrence before the full 
finite verb). 
8 	BE 
N / aav (not) ( + iy) v0 + n (not) v + ing 
The 	children have 8Ratin 	 - 
(The introduction of 	is presumably correct. See !4.U. p.173 
It not =R) a— a 
	
a 	BE v+n 
N / ( + ly) Vb + o 	a + 
• The milk 	stays 	fresh 
The milk 	comes 	pasteta'ized. 
N / i1l (not) ( + ly) v + o 
The family will go 
a 
 
v + 	Pb 
The men 	came 	in (on) () 
d. 
(v+ 8 replaceable by preCeding V formulas and 
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by the following up to and including (31). ) 
 
 
N / Vd+ 	N 
We 	take 	it 
+replaceable 
sequences using )  
by all preceding V 
N .1 Vd+ 	p(ltd) N 
I 	work 	in 	the office 
(yd-.±i replaceable by preceding yd sequences) 
N / Vd + 	N p (ltd) 
I 	work 	it 	in 
( _+ 	replaceab]eby preceding yd sequences. 
p(ltd) does not necessarily have the same 
membership as in (29)). 
HAVE 
MAKE 
N /Vf + 	N 	N 
The people make men heroes 
(yf_tj and MAKE and HAVE are replaceable by 
only a few preceding V formulas) 
MAKE 
HAVE 
N /Vg + 	N 	v+o 
The voters make him retire 
(v + o and MAKE and HAVE are not replaceable by 
ay preceding formulas except (20) and (21) because Harris marks v g 	g up V • This means (21) 2 is cutout invalidly because it is V • v + o is replaceable by all preceding V formulas, but not 
all are valid) It can also be replaced by formula (32) itself nd by (33) as well as by (34) when it is v5 .See V M.U. p.173). 
HAVE 	(HAVE, 	 2 5. 
11AKEd 
IT / v+ 10 	(vg+o ITv+o) 
The old mon gzko the younc man rnoI)invote 	(32) 
Consider also: The old aen asks the Zggung, aen ivo the boy 
(34) 
D.T.d 
I ui IT / Vb+ SO 	U tov+o 
The voters forcehim to retire 
( (plus BL) is replaceable by cli(plus B) fornulce 
up to (31). 
is replaceable by all V formulas up to (31) plus 
(32), (33) and (34) tthen it is Ve, tiith suitable 
inflection restrictions. Note that a1thou53i force is 
the used by Harris, it docs not secm to satisfy jj as 
	
defined N. U. 4.1 fl/v I N 	 F4 - 
The old pen force theMungme to cause him to leave) 
d 
(4) ii / v + 83 	1 	Pc 	112 
Ile gave tho dress to the girl 
Us made a dress for the girl 
d 
IT/Vd+8 112 	Ni 
L's gave the aiLAress 
10 mr.dc tejiria dress 
Uy is replaceable by all pracoding M formulas, i.e. all 
ozcept (25) and (31 -33). It seems that yd in these sentence 
types should be defined as a special class). 
d 	d 
I 5j U / Vd' CO 	11 v+o 
.12_.__imou 	she cane 
((a) The z=e rt1cs Of substitution foryd as in (34) apply. 
v + 6 epiaceabie by every other V formula. 
IT v + replaceable by N (u U p.173, 404 V4 	V2 t ) 
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/(d) The tole sequenco can replace Xe in foriu1 
Up to and i 1udin (27), Theo are f), 
(3) N / v + 6 to v + o 
/ 	 o 	tried to escape 
rind v+ o replaceable by all 
proceding V formulas, and, by thio one (36). 
Thus: e tr1d to kill 	 to avoid 
rriq 
•,•--tqo 	pjpy+ov i;v+n 
(b) The whole aequo400 can rc?placo 	. in (32) and (33).) 
(37) 	W/Va+ly 
The buses run slowly 
(r 	rth for 311 11 for.iaula) 
(3) 	N / V p 	ill 
They rave the  
The worit is in torm 
( 	is different froujn (29),) 
1uestiorj, 
(7 • 	Y. 
DO 
t7il]. 	(not) I (not) (q s+ ly) v + o ( + ly) ? 
o replaceable by all V ru1a frog (20) to (31). Io all ere Qccura'e) 
ill the boxes fit? 
2570 
HA VD, (not) 	J (not) v + 	? 
Are naay ciiilren conin? 
Have meny children come? 
Tim 
BE 
will 	(not) 	N? 
w ere you with tin? 
Has she? 
(See definition of R,PT.U.M167_8) 
N 	v+o ds  
The milk has been pasteurized? 
(Only V formulas from (20) to 31) inclusive 
are poritted to replace v + 4b . See 1T.0 p.171 
74 N1 V2 ? = iV'—en? 	be 	 114 
Te other V are not notedl in this utterance 
contour anywhere) 
Formulas other than these of N or IT, involvinT, full 
sentence fcim as environment: in (44) to (49) inlsive 
Earns allows vo formulas t appear after & but not in 
Not all of these chances 7ou1d be correct. E (47) 
(4.3) n +s 
Danger 
(All I 
C. N 
as NV/Z 
us as it is, JC Eustgo. 
a+ 
will appear where n+ appears 
V  
If he returns I iill leave 
2G. 
p n+ 	N V / Z 
In the work she does be sees the influence of 
her mother. 
(n + 8 is replaceable by all N formulas from (1) 
6. 
t 
BE 	 o (15) inclusive.) 
MAKE 
1 DO 
N v + Ing v + n / Z 
The men being isolated we'  made capçickl 
(v + ing replaceable by V forulas with +tn 
suitably introduced1 See H.U. p.174, BV =..... 
= N4113—ing = V3—in 	P N4) 
v + ing / Z 
Entering we found another door 
(v+ inj replaceable by V formulas with +in 
suitably introduced) 
NV 	c 	NV 
V 
!e went but returned auicl4y 
We went but we did not 	y 
	
('1-9) 	p U 
a+ly 	 ) 
? 	z 
N3 (ie N 	
) 
formulas from 
(1) to (14) 
In a moment ) 
Slowly 	) 
Here ]p will come 
Some day ) 
(See lIeU. P.M. &LrTjS restricts ths ri Of P 11. It eos 
that a class like nth is required) 
¶ihe sketch Ic rtou completed tith only one reeain.tn 
corticrtt. rLarIs notes that z (i.e. any class) can be 
replaced by L.QL.L. in any foraie. 
Some omissions bCCO2UO apparent. Tho follouing sontences 
TAU illustrate:- 
Question foras are not sufficiently varied. They 
ignore the use of i (included in I by Harris in U.U. 
4.3) in coion pat -.-erns such as 
Uhich ho-ace djcou like? 
_v+ o and expressions of it ar. not included in 11, 
To infer that men r 	is to axT.  
(C) 	 (iith expansion of±Jn) is not included 
in hihor nutibered cribols. (Thou 	= ?3 N 
(I.U. p.174).) 
She fell over iihilo inninr 
tlIX T no is not included in U. (-o in (19) is 
Va (L.U. p.174) ard so a special case.) 
lie jjfl nake rio the invitati --- 	....--. 
The coiprctivo expressions have no representation. 
he erdro1c i as hih as the pictura rai], 
It -is not loss than ton miles to the store 
John is tailor then Lary 
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(1) that uhich who, are not introduced imaediately after 
, as for exemplo in 
The children who came Z 
Does not is not introduced as an expansion of an 
affirmative. The formulas With 'a  (ll.U. p.17$) permit 
not to be introduced only when does already occurs. 
The milk stays fresh 
The milk doesn't stay fresh 
ds a + ly can not occur between the words of the finito 
verb—phrase such as H?V1 v + n,, HAVE v +n v + in?, 
V + 
0 v + ing. etc. 
1e have already stopped oatinj. 
The children are quickly eatii. 
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PART  III. 
HANS RESICIMMACH ON 
LOGIC AD E:GLISH. 
CHPTR 11. 
INTRODUCTION 
11.01 Since the relationship between logic and 
natural language has given rise to discussion amongst both 
logicians and linguists, it is the aim of this section to 
elucidate more exactly what bearing they have upon each 
other 1 . The calculus of functions has been applied 
directly to the analysis of conversational language by 
Hans ioichenbach in "Elements of Symbolic Logic" 2 . This 
will supply material for study. 
He works from the point of view that logic, as 
'aria].ysis of language" in which "logical laws" are the 
"rules of 1ouago", r.aee deductive processes clearer 
and easier because it simplifies language structure. 
".... the symbolism eliminates the specific 
meanings of words and expresses the general 
structure which controls those words, allotting 
to them their places within comprehensive 
relations." 
(E. pp.2-3, cp. also E. p.255) 
r2 - 
if 
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However, it will be found that these claims are 
certainly i'ot satisfied when the functional calculus is 
applied to English. In fact, a groat deal of criticism 
of Roichenbach arisos. 	But while this is so, it is 
realized that he undertook a task about which a great 
deal has not been known. The exact nature of the 
relationship between logic and language has not been 
evident to logicians such as Russell 3 , users of logic 
such as Uoodger, nor to linguists such as Chomsky5 and 
Bar-Hi11e16 . 
One piece of work by Reichonbach, the study of 
tenses, is of stimulating interost, but it does not 
directly concern this section and so has been left aside. 
Concentration is centred upon the metalanguage terms 
which Reichenbach says arc to replace traditional word 
classes. These are arguments, functions and logical 
terms, which will be treated in turn to find out their 
English interpretations. 
11.02 The calculus of functions can be approached 
in two ways. (1) As a ncchnniSMA which expresses the basic 
structure or language rules of Ida-European languages. 
(2) As a mechanism of a deductive kind which constitutes 
a lgac In ts own right, an which has its own 
grcal rules. 	It is ntioly without rollanco on 
27 . 
natural lw.gc in structure, but tay s1iply use or not 
use natural. 11uagoE3 as inttations of it as desirod. 
Both these approaches are prci1n3nt in the work of 
logicians; but neither is satisfacctoTy. 	If we start 
with (1) we can see that the historical associations in 
the dvelop9nt of logic out of Indo-uropeun languages 
have been a cause for such a view. 2hus the calculus is 
commonly used to formalize IndoEuropean sentences. Again, 
consider that the Ino-uropean featuro, the verb, is 
needed to define what Is a sentee In the calculus. 
But it io hoped that the following work on 
argttiients, fntions and logical terms will show that in 
fact, recent logicians have taken only an amateur Interest 
in natural liguage structure and that logic does not 
correctly represent its syntax rules. 
If we then consider (2) vie can find that the 
calculus Is not Independent In nature, for an Indo-
European lmago such as English can be shown to be 
linked into its structuro. This dependence on a source 
language can again be shown to have its cause In histor-
ical development7 . 
¶he following chapters should make It clear that 
the non-constant nature of the calculus formulas demands 
knowledge of English sentences and senteie types before 
Interpretation can take place. 
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11.03 Features of the use of the argument, 
function and logical terms can now be summarized and 
related to previous remarks. 
Firstly, there is not sufficient definition of the 
English syntax characteristics of the terms (nor is there 
always a non-arbitrary use of meaning concepts which 
define them). We can be confused over the differentiation 
of one from another. Thus for instance we seem able to 
find functions where Roichenbach has not necessarily 
specified them, and first type functions are difficult to 
separate from events. 
It becomes fully evident also that Reichenbach 
pays no real attention to finding out whether a meaning 
is expressed only in a syntactic manner or in a semantic 
manner. Thus he includes English object-language material 
in the characteristics of the various terms which are 
supposed to belong to the metalanguage. For example, the 
use of thing-splitting and event-splitting results in two 
structural units in the calculus whore English only has 
one. 	(Occasions when to use either can sometimes be 
difficult to decide as well.) 
A curious practice occurs in the solutions to exer-
cises which Reichenbach supplies. 	Here there is the 
introduction seemingly at will of arguments standing for 
series of words, which can be broken up into other 
7 
ar fion 	i3L Eoct f2cqnt1 aie not 
ioet1 fao CM oi4n1 	tocc, Taut from men.n 1.51 
lonte of P"-Z~to of it 	Tkmls a atructure noed not 
in c. acrtoncc said to be fonlizod. 
Alt.cu Roichonbch ocyo that tinotiono of hiSher 
a not aclwcyo casily, ditiniiebable frog those of 
lot7c 
 
W. p.3C6.p.307), he cLttopt to halo the prob1oi 
is not adoquate. 	ho treatment of the type loyal of 
ad jcetivec and tho ub-diviion of thoiii into different 
Umds Givesrioo to n= ercus doubts. The gonral practice 
of cli covering highor lavol funct ions to thich fit level 
fur,-,. tions balong, simply through carhir1g an1sio of tho 
T-CrdF, t'hich provide tho first level functio, craato 
not olr inaorraet p'tQx anlyis, but u coeoarr com-
plication in tL'io calculus fortu1as as veil0 Tho gynbol 
f Ic ucido ci conotant Inctoad of vaiciblo and no signals 
of this dIffoonco arc clearly outlined 	bIItr in 
Intorprotaton of foru!a3 rooultc. 
LoGIcal terms rccov ace valuable attention frc 
ar rciarkc are cio which 	tIth viotie in this 
paper. Eut 	orttol ho becoee rather ganomlly 
coiced throu 	 nalcoc. 	It Is hoped dIecueelon 
In the foflcving ooctions wi ll be of al ifict.ry Intoret. 
htic for czo It vill be held that brac3t, eomao 
and cboi-ordor In the torulcc arc non-ccnctant c 	that 
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object-language elements are also used. 
The discussion about semantics and pragmatics 
may also arouse further considerations. 
11,04 Faults in the formulas which arise from 
the uses of the terms can be observed. Firstly, more 
than one formula can represent an English sentence type, 
thus creating redundancy. But the really important fault, 
which has been suggested briefly in 11.03, and which 
requires stress, is that one formula can represent more 
than one English sentence type and therefore become Un-
interpretable on any given occasion. 
Uninterpretability is also due to the fact that 
most functions are merely abbreviations of English words 
(not word classes). They are consequently meaningless 
in the calculus without knowledge of the English sentences 
in which they originally occurred. 
Since we thus have object-language elements such 
as t for tall In a calculus formula which also attempts 
to represent the granmiar of English through such concepts 
as argument and function, we can see there is an attempt 
to re-express the information of the object-language in a 
new grammar. This is in the nature of translation. 
Two observations can be made. Reichenbach holds 
that "logistic grammar" (E. p.vi) provides a preferable. 
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means of studying English structure. But if this is so, 
then one can equally hold that French grammar provides a 
method of discovering the structure of English. Secondly, 
the grammatical elements of the logical language such as 
functions and arguments do not even exist in their own 
right as French ones do, because the expressions in which 
they occur are not comprehensible without knowledge of 
English grammar and vocabulary. 
The calculus thus appears as a kind of super-
structure placed on the English language. It is dependent, 
not independent, because its structure is not properly 
established. It can therefore be recommended that logic 
concepts should be framed into English syntax, or else 
that English syntax be framed into logic. The result 
would be much the same - a full knowledge of English 
syntax would be made essential. 
The nature of logical deduction in relation to 
English and other Indo-European languages would also be 
brought out. Since it holds certain semantic values of 
English constant, it provides empiric deduction within 
the structure of the natural language. 
Some logicians might argue at this point that 
English and other natural languages use expressions with 
ambiguous meanings and that it is the task of logic to 
extract the specific meanings and express them exactly 
F) ?7) 
f. 
in formulas which can have no alternative interpretation. 
While it is true that there are expressions of English 
which are ambiguous (since a more precise meaning is not 
here desired) it is also true that these expressions can 
still be turned into others in English where both the 
syntax and the semantics make quite precisely clear what 
any logic expression makes precisely clear. (Compare 
Quist in "From a Logical Point of View", p.106 8 . Note 
that he also says that a natural language provides a 
means of working with logic expressions.) 
However, it may be more convenient at times (i.e. 
less clumsy) to keep the original English expression and 
introduce an extra sign from symbolic logic to denote the 
precise meaning desired. 
11.05 In support of the view that the functional 
calculus is a superstructure, it can be shown how the 
traditional word classes which Reichenbach tends to dismiss 
in logical analysis simply can not be eradicated. (Cp. E. 
pp.vi-vii, 25119 252, 253, 255 2 299, 352.) 	That is, if 
we ask whether his new logical classes are defined without 
any prior consideration of the word class forms of tradi-
tional (or recent descriptive) grammar, the answer is In 
the negative. Consider for example that event-splitting 
Is extremely dependent on knowing whether a word is a 
noun (which ought to be one of a special kind). Numerous 
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direct dependences on wordclass knowledge could be quoted. 
The question consequently arises of how basic the 
concepts of argument and function (and function level) are 
in English. Do they have much meaning apart from the 
syntactic structures such as noun or noun phrase, adjective s 
verb or verb phrase, with which they are correlated? Are 
they concepts which are independent of Indo-European 
language structures? 
The answer appears to be yes if we can say: (1) an 
ument is equated with a thing which can be defined as 
an event considered by a speaker to be perceptible to the 
senses over a given limited space-time range; and (2) a 
predicate is equated with an event which has no specified 
space-time limits. It would therefore include both verbs 
and adjectives. (Cp. E. p.266 foil, on individuals) 
However, there are shadings between these two 
categories, for space-time limits can be partially or 
vaguely given. Logic can then become confused in its use 
of terms. Thus for example They reddened the house with 
clay provides a predicate reddened, but The redness of the 
house was caused by this use of clay appears to offer an 
argument despite the claims of logic that redness Is non-
existential (with which we disagree) and therefore a 
predicate. Again, consider The house was painted with 
a plastic and The painting was done with a plastic, where 
0 
tho us u2 paiiatea awi 2aiaLiAu both seti to provide 
vont conzps. In iuch doubtful csos an arbitrary 
aimlyoio nl&ht hco to be Liade. 
As d1SCUsOn with 	amrwocd has pointed out, - 
it doo :o sc 	ossiblo to have a i'at.ural lanuao at 
all without coce for thins and events. 	hroforo, 
tho loical oonccto of argunont aild funt1on can bo said 
both to be IndepO nt ad also to be basic in inglish. 
ovcrtheloso it can bo iiel1 that their definitions 
have aot boon quite precise enough, nor the stipulationo 
of their use quite proclse enough, to avoid flexibility 
aad non bsolutones in ar.nlysis of English. Their mean-
iu have not alway boon sufficient to dotornine of theil- 
olvoo what soquonoo will and what will not satisfy them. 
:thaps this is bocauoo they are concepts historically 
asociatod with ccparaivoly ur4dovelcped Indo-European 
language cmalysiz, where neither the mcanings of the con-
cct nor the oleonts of the otructuros with which thoy 
have been linked hve boon finely described. 
Considei 3eoperen, Otto, The Fhilogophy of Grsar, 
(London, G.Allen ar Unwin Ltd, 	1924), pp.47-55,.345, 
Reichonbach, Hans, ]ents ofSb 	oic, (New 
York, JacLillan, l9'7). 	t will be coron to refer 
to this book by the initial E. 
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1 . Russell, Bertrand., An Inq4r Into Jeagnd Truth, 
(London, G. Allen Unvin 194T 
tJoodger, J.H., The Axiomatic Liethod in Biolo, 
(Ccxibridgo, University Press, 1937). 
Chomsky, N,, "Logical Syntax and Semantics", 
31 (1955), p.36 foil, 
Bar-Hillel, Y., "Logical Syntax and Semantics", 
Lan MLaae30 (1954), p.230 foil. 
It will be seen from the work of Rosser, J.Barkley, 
Logic for llathematicianz,, (New, York, Li°GrwHili, 1953), 
that a logical calculus could be made independent of 
a mthrai language. Vhi1e no full analysis has been 
made of his language, it yet appears that the functions 
and relations are hero limited to special kinds, and 
that every sign for either can be individually defined. 
Thus, if his language is independent, it Is so because 
variability has been eliminated by the introduction of 
rigidity. 
S. ciuine, t'J.V.O,,, From a Logçal Point of View, (Cambridge, 
Lass., Harvard 	versity Press, 19) 
CEL.PTER 12. 
ARCUUEN. 
12.0 Introduction. 
A beginning will be ado with loss important matters 
and major ones will follow. Iovortholoea, although some 
of the problems concerning "proper names" and "space-tine 
arguments" are not as far-reaching as those concerning 
noun expressions in general, the point that these terms 
rely upon non-syntactic material for their definitions, 
applies also to other terms of the calculus and is of 
general siificanco. 
Uhen we proceed to definite and indefinite des-
criptions, which cover a considerable amount of English 
material, it will be seen that exact syntactic definition 
is not sufficiently given 	Definite descriptions for 
example are not always easily separated from proper names, 
and indefinite descriptions are not always easily separated 
from the ordinsry specialization of a variable. If more 
syntactic information wore gathered, then It would not be 
difficult to straighten out those and other problems to 
provide neat definitions if still required. 
oro far-reaching, are problems concerning thing-
splitting and event-splitting and the argument terms which 
result. These two activities raise questions concerning 
r 
(LJ 
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the syntactic nature of noun expressions as opposed to 
verb expressions, and eonerriing the clear representation 
of the expressions in a calculus, 
1rat1y, once again, thing-splitting and event-
splitting are not purely syntactic activities, since mean-
ings which do not belong necesari1y to any syntactic unit 
(1.c, gronatioal category) are used1 . Thus, for example, 
in thing-splitting, a non-syntactic moaning equipment of a 
single syntactic unit or free form of English is split 
into two parts and given exactly the same notation as a 
genuine word order form. Secondly, the occasions when 
either kind of splitting is to be used are not clear since 
syntactic definition is lacking. And thirdly, the 
formulaic representations of both do not precisely identify 
what particular features of English syntax are to be used 
to provide an Interpretation of a given formula. Invalid-
itios of structure and confusion result. 
12,1 First Exanmies, 
12.11 To begin with, it Is said that a proper 
name, Aj for example, is "a ajibol co-ordinated by 
definition to an individual thing" which must exist (E. 
p.255). 	Fictitious names are to be expressed differently 
(E. p.256), The Insistence on existence thus demands that 
a certain meaning value of words must be formalized even 
though it does not reach tho status of a single grammatical 
2.. 
category in English, and occurs there within the larger 
meaning category of proper nouns. 
On tho other hand, the forms which could show how 
a word signifies an ind.vidual thing are not explored. 
Consider that proper names use capital letters, that they 
are singular nouns, and that, like mass nouns, they do not 
require the use of a member of the t class, such as the or 
a, before thorn. 
12.12 The use of space-time arguments symbolized 
by s and t (or, as in the solutions (E. p.417 foil.), by 
etc.), Is equally dependent on semantic knowledge 
(E. p.259). 	Space-time values occur in syntactic classes 
which contain values with other meanings. 	In addition, 
they occur in a number of different syntactic classes, and 
Reichenbach does not discuss which ones should have the 
argument formalization. For example, in John met Jeanne 
in Hollywood on Tuesday at 8 p.m., space and time are 
indicated by in and on as well as by Holijwood and Tues da  
at 8 p.m. But it is only the two last expressions which 
are treated as arguments. Lastly, whether a word sequence 
such as Tuesday at 8 p.m. is always to be treated as a 
totality is nowhere explained. 
Although the solutions to exercises (E. p.417 foil.) 
on time arguments do not show prepositions fQrmaiized as 
t and s indicators, no knowledge of what particular English 
2Gi. 
forms are to be defined so, results. In fact, the words 
which are treated as time arguments are more diverse. 
12.2 Descriptions. 
12.21 The previous examples have been used as an 
introduction to a more important discussion about definite 
and indefinite descriptions. If we were to compare 
Russell's 2 and Roichenbach's discussions of their nature, 
it would be found that the lack of attention to English 
structure can cause some enquiry, especially as individuals 
occur so frequently. This does not deny, however, that 
Russell's work on definite and indefinite descriptions has 
been of considerable importance in elucidating meaning 
values of English sequences. The following remarks merely 
point out the need for refinement. 
Roichenbach says that every definite description "is 
given by a predicate whose extension is one individual".  
(E. p.257). It is symbolized (ç) f(x) (using the iota 
operator of Russell, E. p.258. See also E. p.261, formula 
1). They are subdivided into two kinds: one, where a 
predicate, or combination of predicates is satisfied by 
only one thing, and another, whore in addition to a predi-
cate, the description contains a proper name through which 
reference is made to another individual. 
C. 
Ex.: The first man who saw a living human retina. 
John's house. 
The ship in which Columbus sailed to America. 
The use of a description is invalid if there is no mdi-
vidual satisfying it. E.g., "King of France" is invalid 
now, and it is said we must not state existence for the 
expression by preceding it with "the". If the is so used, 
then the sentence in which it occurs is to be considered 
false. 
We may also compare with this, Russell's following 
remark: 
ITT iax Loore points out, quite correctly, that the 
theory of descriptions does not apply to such 
sentences as the whale is a mammal. 	For this 
the blame lies on the English language, in which 
the word the is capable of various different 
meanings." 2 (p.690) 
Remarks of this kind illustrate a surprising refusal 
to accept that English rules have nothing to do with 
external standards. The can, for example, as in The Kin 
of France case, precede any existing or non-existing 
individual according to contextual structure, and it is 
loft to semantics to indicate fiction or non-fiction, 
truth or falsity. 
27. 
Again, Reichenbach'3 objection to the minister of 
jch can be dismissed, oven though more 
than one minister of England exists (E. p.258) 	It can 
be perfectly correct, because context usually gives the 
one of its main valid functions i.e., to refer to an 
already identified individual. Reichenbach himself points 
this out in discussing another sentence on the same page. 
The use of a minister of England made a speech, could 
cause failure in communication. 
Although the plurality of the is condemned on 
E. p.258 because the should always exclude the ease of 
more than one satisfying individual, on E. p.263 it is 
contradictorily permitted uhon generality Is expressed. 
The lion lea ferocious animal is said to equal All lions 
are ferocious animals and should be formalized according 
to the second expression. 
But the basic problem of how ue knoni that this last 
use of the Is different from the first is overlooked. 
Indeed, the very some sentence may on occasion refer to a 
particular lion and Is not to be interpreted as a des-
cription of a class. 	Semantic value of context as well 
as structural sequence running over more than One sentence 
Is probably important here,, 
Another Important formal fact is that a definite 
article Is not a17,ays required to provide a definite  
S 
description, as in George 	 king of England, or as in 
appositive phrases. (E. p.258). 	Reichenbach's recognition 
of this provides valuable infornation about the meanings of 
certain syntactic sequences, but also points to the need 
for further exact Isnowledgo. 	As it is, imprecision loads 
into questioning? why, for oxemplo, the use of the before 
river in Pharaoh drearaod that there ccm Lup out of the 
river oevontçn, should not be treated as providing a 
definite description in solution 49 : 4, while the before 
hcinlot in solution 50 : 6 is treated so. (E. p,432). 
Consider also solution 20 : A : 3, whore no definite des-
cription is given for Tho soldiers followed the order of 
the gnsra1, (E. p.427). 
12.22 Another problem concerns the differentiation 
between those expressions identifying one individual which 
are proper names, and thoso which are not. This arises 
because a proper name may consist of more than one symbol. 
"Uny proper nanse are originally descriptions, the 
moaning of which later has been forgotten, such as 
'Loonardo da Vinci', dward the Confessor', Smith', 
The line of demarcation between proper names and 
descriptions can therefore not always be clearly 
drawn." 	(E. p.260) 
(See also eo1uiona to oxercisos E. p.417 foil, where 
proper names consist of more than one term.) 
r- c 
Although an attempt is made to establish a meaning 
difference (E. p.259), it cannot be accepted. 	A proper 
name is said to be the sign of a thing, while a descript-
ion adds to the sign synthetic information which may be 
true or false. 	(Of course, If the information is false, 
then the description Is held to be used improperly.) Since 
a proper name, as a sign of a thing, must necessarily carry 
synthetic information too, no difference Is shown. For 
example, London carries the information that it is the 
capital of 	 lp.nd. 
The constitution of a definite description could 
quite easily be neatened, and it has been pointed out to 
me by F.7. Harwood that It appears to have a close similar-
ity to certain right expansions of nouns. 
12.23 Indefinite descriptions formalized jjjj, 
assert existence but do not supply the uniqueness of 
definite descriptions because they use the indefinite 
article. 	E.g., a man answered Peter. 	However, it is 
difficult to see how to separate them from oxpressions 
which provide an ordinary specialization of a variable. 
(Compare E. p.86 and p.90 (containing formula 5) with 
E. p.264 and p.265 (containing formula 22).) 	So it seems 
that alternate ways of formalizing the sane word sequence 
result. 
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Again, 
"Like the definite article, the indefinite 
article is sometimes applied for the expression 
not of existence but of generality; in this 
meaning it does not represent a description but 
has the meaning of 
Although there is a reference to E.421 to help us find out 
when this is so, the grammatical characteristics remain 
obscure as in the case for definite descriptions. 
12.3 Thing-splitting. 
12.31 More crucial and far-reaching problems now 
arise. These concern the treatment of noun expressions 
in general, and consequently if formalizations here provide 
ambiguous natural language interpretations, then a central 
part of the artificl language falls apart. 
Two main modes of treatment, (1) thing-splitting 
and (2) event-splitting, provide focus. 
12.32 In discussing thing-splitting we first need 
to refer back to Relchenbach's chapter headed "The Simple 
Calculus of Functions". Here the nature of a one place 
function, i.e. a proposition, Is described. 	It consists 
of argument-name plus function-name linked together by 
parenthesis. (E. pp.80-2.) 	In ordinary language, it is 
said, the relation between the two parts is usually given 
29c. 
by riord-order using the verb to be, with the function-ncme 
usually following. (E. p.81.) Thus Aristotle was a Greek 
provides us with a one place function having the form f(4. 
Other sequences however, are also to be described 
as instances of fLxj. (L pp.83, 84 and 251.) They are 
of the form 
Ii 
80 
 
v+s	 (Torn works. The fire burns) 
n 
S 	 V4fl 
a+o 	(The table is round) 
n 
S 	 S 
L) n'o. is (t) n+O (The building is a house) 
But the practice for first attention is the division 
of every traditional noun whose reference is to a physically 
existing object, and whose use in a sentence is of such a 
kind that it can be considered an argument, into two mean-
ing categories. One is thing, receiving argument formal-
ization, andthe othor is poporty of, receiving function 
formalization. 	(E. pp.88-9 and p.425 foil.) 	So for the 
two placo function sentence All men have a father the 
formula provided is 
iLSm(L f(xc)1 
where m stds for nan and f for father. (E. p.100.) 
The solutions to exercises show this splitting of 
nouns Into thing + function form quite consistently. There 
2 92. 
may be an occasional lapse elsewhere (e.g. E. p.99, 
formula 14, where one noun is split and the other is not), 
but it can be understood that wherever x ... n occur, then 
we have formalized a partial meaning of a noun, or else 
reference to an existing thing which can be drawn out of 
an English sentence, (e.g. E. p.431 1 48:5), and not a word 
or morpheme of English which itself entirely provides an 
argument. (Op. 12.11.) 
On the other hand, where xl...nl occur as the 
ar&u.ment terms, we do have nouns, proper nouns and also 
long noun phrases formalized as complete arguments. (See 
E. p.430, 47:2 and 47:6.) 	(The noun phrase need not 
occur in the given sentence  to be formalized, but may be 
an equivalence worked out from it. E.g. E. p.435, defini- 
tion of miin 53:6). 	This is because any x1... n1 is 
simply a term for a fuller expression. 
E.g. x1 	(iz)g(x) (E. pp.90, 413.) 
- (,x).w(x).rf(x,y) (E. p.435.) 
So l, combining thins plus function meanings, can 
only be used when an individual is in some way given 
specification in the natural language, and when an x def-
inition is supplied for it. Bu some special terms, 
propor-names and tokcn-roflexivo" words, can be formalized 
as xj... nj. without definitions. 	(Compare solutions 	17:2 9  
1:B:I and 18:B:2, with solutions 47:6, 47:8 and 51:B foil., 
E. p.425 foil.) 
r 
Clearly, there are illustrations in the last para-
graphs of translation and not formalization. But the main 
question to decide now is whether formulas using x and x1, 
can be interpreted with clarity. Let us take the formula 
(3x)an(x) . 	(E. p.431 0 48:5.) 
representing Some snow falls. The use of the same value 
x twice, indicates (1) that there can be only one noun 
used with a verb, or (2) that there can be only one noun 
used with a verb of a special list, plus an adjective or 
past participle, or (3) that there are two nouns referring 
to the same thing but having different meanings, again 
used with a verb of a special list. 
In (1) we do not know which instance of f(x) provides 
the noun. Vie could establish the rule that the first 
instance is always to do so, and thus arrive at Some snow 
falls when the f of f(x) represents a verb. But without 
such a verb consider 
(Jx)b(x) . g(x) 
standing for Some boxes are green. Some snow is dirty 
could satisfy (2). 	Then again, consider 
g(x) 
standing for Some workmen are grocers. Some snow is ice 
could satisfy (3). 
In other formulas x1 presents similar difficulties, 
because very time 	is defined it uses instances of f(xI. 
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hen It is not, we have a choice between proper nouns and 
"token-reflexive" words. (E.g., E. p.434, 51:B:3.) 
12.4Event-sp1ittIn. 
12.41 An understanding of event-splitting depends 
upon some ideas drawn by Reichonbach from physics. He 
claims that whether a piece of furniture, for example, is 
troatod as one individual thing with a single term for Its 
name, or whether it is broken up into several parts or 
oven Into atoms, with a tonii for each part, is an arbitrary 
convention. Again, It is an arbitrary convention whether, 
as in physics, It is considered a class of events. 
Such event individuals, he says, may become important 
in daily life, and so speech has developed "designations" 
for using them as arguments, that is as individuals. For 
example, it is hold that earthquake, coronation and 
accident are words for events and not things, even though 
speech treats them as arguments. (E. p.266-p.268.) 
Now it Is frequently possible to eliminate 
event arguments. Our first instance 	e coronation 
of George VI took place at 7estminster Abbey7 for 
Instance, can be stated In the equivalent form: 
George VI was crowned at Jestminster Abbey. This 
indicates that there are two ways of formalizing 
a whole sItuatIon as a thingsp1ittIng' or as an 
20 5 , 
'event-splitting'. 	In one, tho situation is 
conceivod as an object with a property, while 
in the other, it is eoncoied as an event with 
a property." 	(E. p.268.) 
Thus f(x1) which denotes George VI is crowned can 
be replaced by g(v1) denoting tho corresponding event 
function. 
f(x 	_g(v.1 ) 
t''denotes adjunctive equivalence, v1 denotes the event, 
and G the event property coronation of George vi which is 
a function of both the argument George VI and the predicate 
is crowned. (E. p.268-p.269.) The functiong may be 
written in the form If 	-A which represents transition 
from thing-splitting to ovent-splitting. 	Then g(ir) is 
replaced by 	 V1 
Consequently an event-word such as coronation is 
split into two meanings with (1) the event as argument 
expressed v 1 and (2) the property of the event, i.e. the 
activity (e.g. coronation), expressed as part of the 
function f. 
"The argument vi... is the name of the event which 
has the property [f(x1)] and which is determined 
if both the predicate is crowned and the argument 
George VI are given. Usually v1 is given by a 
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description, not a proper name. ft (E. p.269.) 
The function [f(x1)J'1 is to be called a fact-function, 
since fact Is considered synonymous with event. 
These procedures appear to be odd because they 
again exemplify translation from English instead of form-
alization of it. Coronation is deprived of its syntactic 
status as a single semantic value of a word class, and is 
turned into quite different semantic and syntactic units. 
It becomes part of V and. part of the fact-function. 	Thus 
Qv) Lf(x1)f (v) 
represents The coronation of George VI took place. (v1 
is omitted In the text E. p.269,) 
12.42 V'0 may now discuss what types of English 
words or word sequences can provide event-arguments (and 
thus fact-functions). 	For this, a brief description of 
an event argument can be conveniently extracted from 
Reichenbach's work (E. pp.266-268 and p.273) and from 12.41. 
(1) It is drawn from any noun or noun expansion that may 
be considered an event which is not a comparatively per-
manent complex of matter (e.g. automobile accident, water 
particle). 	(2) When It occurs In a proposition, the 
proposition can be replaced by one using thing-splitting, 
for f(x1 ) 	 Ef(x) v 1 
(1) may be discussed first. 	It provides that 
impact, event, coronation, etc. are to be held as events, 
I Q 
but loaves ho sDitalization, oicourageraent, duplication etc. 
as questionable eaees, since it is not easy to draw a line 
between a long and a short duration of events. The 
resulting activity e.g. could be either a long or a short 
one. 
The distinction between a definite description and 
an event construction Is therefore brought into question. 
Th11e the coronation of Goore VI is given an event con-
struction, what should be the representations of the 
galizatIonofnumbers, the sum of our activity, the 
suit 	 activity, etc.? 
Syntactic problems also arise. 17hen coronation, 
hospitalization, do true ti on, equalization, enc oug-t, 
etc., occur In constructions providing mass nouns (for 
example -is not desired or - is ovIl),It would appear 
that thoy cease to be events, whereas if they are preceded 
by a determiner they become so. As mass or abstract 
nouns, the references of the words above would also very 
likely be considered fictitious. 	If so, then they would 
rocoive the form of functions used as arguments, for words 
without reference to physically existing objects are never 
to be called arguments of the event type, but must be 
placed at a higher typo level. 
It Is apparent then, that L2OG inspection of the 
words themselves, givoi no sound guide to their formal-
ization. 
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(2) a.". 	 of 	nt 	 Is that te 	y 
be usod in ont-Splittingnoun soquozlzou vihloa hm7a no 
verb ou1vint fOiO Fo xcnpl 
hocoo'0000goVI 
VI as c roticjd 
Htrcin_anacidsrt 
é (d) Up accidante6 
ovr it Is aicl tht it is froquontly but not alas 
possible to cl1uinte ov t 	nt Cr:-' to give thsm tho 
thing-splitting form usod fozz cxmpl in (b) But the  
oquivalano 
— 
Lf(xi)J Yi 
must hold aljays and thoi'soro 	iit (d)0 
To povont Lf(xi)3vi Crou geneithig ixvalidi.es, tho 
tncfouation should 1vo been ostrictod to usos of 
Jposens noxm cri amt nouno, o put In anotho way.,  
to usos of youns 7hIch have tieIz ba;oc uod mo vobs in 
equivalent con tiuetIoi0 
hoo ao also othor fetureo of oveit 
aants thich concczn vha ","Ypoo of L2nlIsh opssicns 
srtIs$' thoii0 (3) UJo hco coon hou the left b-axrl side of 
tho 	iice In (2) can replace 'chD rit0 	But the 
right can aoo olaoo the left y aiC a tnsp1IttIn 
pooctIon can be tunod into an contsplIttIn ons 
Tue tthe verbal or functional part of a tin-splittIn 
can be turned into a noun expression giving rise to a 
fact-function. This can be done whether there is an 
English noun conversion of the verb or not. 
For example xis married turned into the being married 
of x becomes symbolized L(x.y)J ig where rn stands for 
married and v, stands for the person a is married to. 
(E. p.271), 	Again, Peter believes that John was killed 
is formalized by firot taking John was dl1ed as the being 
!lledof John, noting it aa e (i.e. a proposition using 
a fct.function) and then by writing the whole sentence as 
(3v)Lbl(xl,v) . p(v) 
(L stands for logical possibility. E. p.277.) 
And agath, since there is a rule that that introduces 
a sentence as an event (E. p.272), Petersaw that the cat 
jumped down is to receive the formalization of Peter saw 
the ..umpl4tg down of the cat. However, both the last 
sentences mean the some referentially as Peter saw the cat 
jump down, and the first has the some word class and 
constant pattern as Peter said that the cat Ja  down. 
It is by no moans clear whether these last are to be 
treated as containing event-arguments, and problems of 
recognition arise as in (1). 
(4) It is evident from (1) and from succeeding 
sections that finite verbs and finite verb phrases are not 
considered forms providIng event-arguments. This appears 
a little strange, as there seems no reason why verbs such 
as likes in Lary like s this _suy_day, or is tior4 In 
ohrj is work, should not be treated as individual events. 
However, the infinitive in a few of the solutions 
(E. P. 436, 48:3, 48:4, 49:3, 54:3) does provide an event 
or fact formula. Johnny likes to drive his car is 
symbolized 
( V )Ed(x1,y1)J (v) 
12.44 The two preceding sections Illustrate that 
arbitrary choice is included In the decision to call some 
English expressions event arguments, others thing arguments 
and others functions. As Reichenbach shows, a noun end a 
noun phrase can refer either to an event or a thing. So. 
It appears that. as it has been traditional to derive 
arguments from nouns, the event meaning provides an argu-
ment also. But since it has been traditional for verbs 
to provide functions, event-arguments are not derived from 
them although this could be done. The decision whether to 
do so or not is quito arbitrary. 
Ue can loosely distinguish a thing from an event 
In sense data and consequently disagree with Roichanbach 
that the habit of using one term rather than another is 
purely conventional. 	A thing may be described as an 
event which appears to an individual as essentially 
remaining the seine over a given period. An event, however, 
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shows appreciable change. 	(A clearer line could probably 
be drawn between the thing-splitting and event-splitting 
nouns discussed in 12.42 (1), even though dubious cases 
will remain.) 
But the distinction of meaning is only one feature 
to be looked for In putting sentences into the calculus. 
The distinctions of the word classes must also be founi, 
since the rules of formalization are linked with them most 
clearly, and also arbitrarily. 
A minor example can be developed from the following: 
"the impersonal use of it usually indicates reference to 
an event argument, as in it was my tenth birthday." 
(E. p.272.) 	For recognition of when It Is Impersonal, 
we have to examine what other words combine with It to 
make it so.' Then, in formalization, we have to accept 
the rule that such use provides an event argument, for a 
time argument could equally be derived. 
12.45 It Is also apparent from preceding sections 
that because meaning analyses do not eliminate choice in 
formalization of sentences, and because the arbitrary rules 
concerning the word classes have not been worked out fully 
enough to do so, we must enquire whether the selection of 
forms for a given sentence leads to confusion. 
That a many-one relationship holds would not matter 
If it merely meant that the many were exclusive to the one 
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sontono 	 But it has been 33an that a foriu1a 
for one trLe'  of sentence can b used for another or even 
and consoqaontIy altorn ivcsyntactic interpreta 
tions for the foru1a arise. 	Thus, e 
The ran died 
The 
 
of the pan iseiidcd 
Goorge 	is crotmed 
The coronation of Georo VI took place 
The box Is round (Since is a) 
Thurdnsss of the box exists 
7`110 C at 
John is married 
The be Irg. marrie4 of John cxi ste 
He was in an accident 
Ho accidontod 	 etc. 
Interpretation is ix3possible unless we first know the 
senteo heinz fornlizcd, and thus the use of the starred 
foraulaa at all becones of questionable valuo (Coneidor 
also hethor the foulao in 9. p0270,271 are inter 
pretabo v7hon isolated") 
12.5 lAaw Points. 
Other Important pvololo -,-io about arnents are 
concerned with the precise statnent of t711at circurnancs 
d • 
make a noun an argument instead of a function so that it 
can be subject to splitting. But they will arise in the 
following chapter and are not repeated here. 
It is also more convenient to discuss when functions 
are used as arguments in the next chapter too. 
The notion of a grammatical category adopted here is that it is a logical symbol of syntax with a particular 
meaning (or meanings). 
See Schilpp, P.A., The Library of Living Philosophers 
Vol.V. (The Philosophy of Bertrand Russell), (United 
States, Northwestern Iniversity, 1944): the artile by Moore, G.E., "Russell's'Theory of Description"!. It contains not only discussion of the theory, but 
• also references to where it is put forward by Russell. 
Compare also Russell's reply to Moore in thi.s same 
book, p.690 foil. 
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CHAPTER Th. 
/ 
PUWCTIONS 0 
13.0 Introduction, 
13.01 The chapter on functions will follow through 
with some ideas established in the previous chapter. 
(Since Reichonbach's chapter devotod solely to the simple 
calculus of functions is involved, some remarks will be 
drawn from there. It is to be noted that the term 
'function is here used synonymously with Reichenbach's 
terms "function-mm& and"Predicate".) 
For example, one-place functions can be found in 
more syntactic sequences than Reichenbach recognizes. 
Again, although some semantic criteria for the recognition 
of two-place functions ca be eliminated, semantic elements 
still provide a raajor point of criticism, 	iethodology 
becomes confused because syntactic elements are not 
differentiated from them. 
Some new points, however, are made. Examination 
of Roichonbach's formulas shows that most function symbols 
are just abbreviations for English words, and consequently 
meaningless within the logical language unless the English 
words for which they stand are known. This makes the 
logical language dependent, not Independent, and it can be 
said the calculus is just a kind of translation, not a 
¶ 
formalization at all. Certainly, if individual word 
values, and not simply their structural nature is formal-
1zd, it is hard to pin down just what 'logical grammar" 
is or ought to be. 
Then another problem is considered which concerns 
syntax only. If formulas of the calculus are ambiguous 
in interpretation so that the English syntax sequence to 
use on a given occasion is not clear, it can be suggested 
that more knowledge of English syntax can be introduced 
into the formulas to make them non-ambiguous. But if this 
is done, the calculus symbolization will grow closer and 
closer to an English grammatical symbolization. 
Jhother it would be better to turn the concepts of 
the functional calculus into an English -syntax notation, 
or to turn English syntax into the existing notation of 
symbolic logic might be a matter of choice. But something 
needs to be done. Piu.ti-Place functions for instance have 
extremely diverse interpretations, 
13.02 In treating specific features of functions, 
the idea of complexity is taken first. A complex function 
is not described most precisely by Reichenbach. He 
stresses meaning concepts which boar upon recognition and 
provide some syntactic criteria. Another criticism is 
that 1oIchonbach allows a sentence to be treated as con-
taming coplsx or simple functions as the logician wishes. 
6. 
Consequently diversity of IC analysis for any one sentence 
is created. The diversity of Interpretations for both 
f(x) and are also increased, but no further 
aiibiguity is created unless the definitions of the complex 
functions are lost. 
The whole idea of contractions, or complex functIons, 
reduces to some extent the formal Importance of both one 
and multi-place functions. f(x) with definitions Is now 
interchangeable with f(xy ... 4. The definitions unfort-
unately could lead to the finding of meaning equivalences 
for an English sequence, and not to analysis of its 
structure. 
This same problem arises, too, when Reichenbach 
recommends that certain single words which appear to be 
dimple functions (e.g. successful), should be treated as 
complez ones, bocauso they can be riven a meaning analysis 
which shows that other functions or arguments are entailed. 
It will be found that attempts to discover such meaning 
equivalences can lead to absurdity. (Soo 13.22.) 	110 would 
prefer to diloiniss meaning treatments of complex functions 
as they give rise to much arbitrariness. 
ieichonbaeh does, on the whole, avoid complex 
functions in his solutions to examples  of conversational 
language. However, he exhibits the frequent use of 
contractions for arguments. A great variety of syntax 
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sequences are covered by 2SI,yj etc., which seem to be 
introduced at will. Therefore, the possibility of no 
proper record of syntax which is discussed concerning 
contractions of a function kind is here realized for con-
tractions of an argument kind. The definitions of the 
contracted arguments most frequently arise from finding 
meaning equivalences for parts of the original English 
sentences. An f(x) formula can therefore represent a 
sentence which may or may not occur in a given text, and 
structural analysis is neglected. 
The second specific feature of functions discussed 
is their type level. 	Some problems are raised, but the 
bulk of the work on type level is given in the next two 
chapters. 
Firstly, it is hard to separate functions of first 
type from events. English indeed, makes no syntactic 
differentiation between nouns which satisfy these different 
logical concepts. However, if events were to be derived 
solely from nouns which can have a verbal conversion in the 
manner of the nexus and agent-nouns of Jespersen1, then 
analysis would more closely approach correct English 
grammatical description. 
Reichenbach says that with regard to descriptional 
functions it does not matter whether event-arguments are 
confused with them or not. Vie cannot agree, for if this 
O8. 
is accepted, thou more confusion of interpretation is 
addod to already overloaded formulas. Lore syntactic 
distinctions are lost. 
13.1 Basic Views and Criticism. 
13.11 The first functions to be identified are 
those of the one-place kind. They are described as 
usually being nouns or adjectives following uses of the 
verb to be when it is preceded by an argument. (E. p.31, 
P.299.) However, Intransitive verbs following an argu-
ment as in-e.g. fi v.a also belong to then. (E. p.251.) 
In addition, we have seen how thing-splitting and 
event-splitting supply functions; and it will be seen 
later that certain different sequences of morphemes can 
supply complex one-place functions too. 
Some questions will now arise. Consider that 
transitive and intransitive verbs are involved in the 
following stroke-enclosed phrases and that It could be 
suggested they supply one-place functions. (Cp.13.12.) 
I / will ring up/ tomorrow. 
I / am going to call in./ 
/ Will / you / come?! 
We can also recall problems In Chapter 12 about when thing-
splitting and event-splitting can occur to provide functional 
of arguments, and we will see further problems over complex I 
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funstions, type 1e7ol and so on in further work 
13.12 For uu1tip1aco functions descriptions 
taien directly from fleichenhach's book will be appropriate. 
mong the two-place functions verbs dominate, as 
all transitive verbs with one object fall into this 
category, 1ilo sees Z 3 but ma include in the two - 
place functions, also verbs connected with a second 
-' arguont by a preposition, as - 	caks to y ¼ x differs 
frj, which Grammarians classify as intransitive, 
It may appear advisable, though to regard the compound 
expression spoakoto, differs from, as the proposit 
Io1 functions, Adjectives in the comparative 
degree belong to this grot, such as used In the 
function 21s tailor th; however, we also find IM 
hero adjectives In tho positive degree, such as  
similar tog. I\ong nouns belonging to this group 
are the forn±1yrc1ation toms, such as 2 Is the mother 
of 	another noun oznp10 of this group is is an 
antaggakst of 9 	Three-place fwtions are mostly 
verbs, nsae1y, those with two objects, such as occur 
in Peter sends a tologrsm to Paul, where Peter, 
and Paul are the arguments, and sends Is 
the function. £n example with a noun as three-place 
function is the statenent this book is ci present from 
John to Uar, which has the form is a pnt from 
3X0. 
tz to 	AmonS those functions we find also the 
word between, which fr  rarnmar awkwardly classifies 
as a preosition, for 2 Is hot 	 _ancl is a 
throoplace functIon. 	(E pp0251-252.,) 
In this, there is again a mixture of considerations 
of structural aspects of words in sequence patterns, and 
of individual semantic word values. However., the call to 
inspect individual words such as mother and so on to see 
whether they are two-place functions, could probably be 
replaced by a call to exsmi syntactic features instead. 
For example, let us.consider all instances of 
t n. of (t) n 
	
as two-place function descriptions of individuals. 	The 
decision could be an arbitrary one but at least it would 
be consistent. 
The word between need not necessarily be retained 
either, in order, to specify three-place functions. The forms 
(t) n-i-s 	(t n-'s 	(t) n-i-s 
t n+o Bpt n-i-o c t aso 
could very likely be used as general syntactic chaxucteris.cs 
instead. 
Je do not accept the objection to between being 
described as a proposition, for the term position does  
provide an attempt to set up a class of words all char- 
actorlzed by their same positional behaviour. aeichenbach 
on the other hand, attempts to record what he considers 
to be an important meaning of between without considering 
its positional behaviour at all, nor how this positional 
behaviour helps determine the moaning ho describes. 
The possibility of establishing syntactic criteria 
for other instanoos whore meaning characteristics of 
individual words have boon strossod needs attention. How-
ever, in other cases of functions, the Importance of indi-
vidual word moaning values is undeniable. 	7o have dis- 
cussed thing-splitting (existence and non-existence) and 
event-splitting, and will discuss complex functions and 
type level also. 
We maintain that existence and non-existence are not 
to be separated into two different formal units when their 
meanings occur in noun form, because this form in English 
makes them both possible meanings of ond syntactic category. 
13.1$ The one and multi-place function formulas, 
and the fact-function formula (f(x )] 
1(x) and i 	..n)( supply three basic means of represent- 
ing every English sentence typo except for those which arc 
said to Include hlgiior functions. Consequently 
provides one instance of the uso of 1(x), and represents 
one Instance of an English structure such as All cats are 
gui c k. 
represents the form of the sentence, expressed in UnClish 
I 2. 
syntax notation as 
t i fl4SBEa#o 
It follows that the symbolizations" of English 
sentences E. p.429 foil. are consequently not expressions 
of their functional calculus structure (which is to replace 
English grammar) but re-expressions of the actual sentences 
themselves within the functional calculus. The translation 
from one language into another is not Very useful, for the 
now signs (c) and jj in the Instance above cannot be 
understood unless their individual English word values are 
known. Put another way, these signs are meaningless with-
in the logical language, and are merely abbreviations for 
English language words. They do not exist in their own 
right, but depend on English language sentences to be known 
first in order to understand them. (Op. solutions F. 
p.425 foil.) 
In one séne, we might just as well have written 
down the English sentence and ignored the translation. 
The value of the translation lies only In pointing out 
that concepts of argont and function can be extracted 
from the original. Other concepts could equally be 
expressed in soie kind of notation. However, If some 
way could be established of knowing what jal and jj refer 
to uner2bIguously, then the now language could be given 
some support. (Op. 20.31.) 
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But there arc other problews in the calculus of a 
serious kind. It has been en how the calculus foru1as 
f(x) and tf(x)3 are ambiguous in interpretation. So even 
If the question of the meanings of particular functions 
were to be solved, the syntactic interpretation of the 
forms themselves would remain uncertain. The uninterpret-
ability of f(xj could perhaps be eradicated. For example 
V could be used to show that the function of a particular 
argument is an intransitive verb. Then further notation 
could be introduced to show that the function consists of 
a sequence of words, such as x isslooplii or x cemo In 
(each would have to be symbolized differently). 
However, the more exactitude of interpretation 
attained, the more the notation would Include information 
about English word classes and constants, and the more It 
would become an expression in different symbols of the in-
formation conveyed by English syntax symbols such as those 
used In this paper. 
The question will arise whether it Is better to 
incorporate the concepts of the functional calculus into 
an English syntax notation, or to incorporate English syntax 
into the existing notation of symbolic logic. Perhaps one 
Is no better than the other, but It appears at present that 
the first would produce the most Iediate results and 
would make the functional calculus more worablo as a 
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tcins].o.tion 1auae 
Uhat has been sa1c. about abigity coi rnin f(x) 
	
ani If W3 also applies to f(x,y ... zi). 	Thio last forrnula 
covers an oven wider SGIOCUon of arrangements of word 
classes and. constants. 	Consider that 	can be 
interprecd as 
745 	 fl 
t n+o/ 	v+s 	1 	n'o 
ni.  
BE a*or 	than 
BE 1ilo 
D sinilar to 
BE t n4o 	of 
as aeO as 
The bracots stand for the ccc rerizo of the n sequoies 
shown. Co-mpare the further divoraity of sentence struct 
uros formalized as two-place ftuetions in the following 
exercises ard their solutions in E. p.411 fo1l. 	18:A6, 
18A7, 13B:6, 20:A:3 5 etc. 
So, as before, in order to be able to select from 
this array a structure which will satisfy an instance of the 
U30 of the calculus formula, eg. 
2uL 
the original English sontnce has to be knot7. Tho formula 
itself loses contact, and would therefore not be useful in 
machines which require that lezical and structural informa-
tion must be retained in some fashion. 
.L . 
13.2 Kinds of Functions: (a) Complex. 
13.21 These are discussed by Reichenbach under the 
heading "Classification of Functions" (E. p.299 foil.). 
Here also, reference is made to the classification of 
functions withrespect to "place properties". This is 
treated more fully In E.tç22, but the attention given there 
to two-place functions is based on conceptions of meaning 
and not formal study. Thus meanings of individual words 
are examined in order to show what particular kinds of 
relations (i.e. two-place functions) are involved. Formula 
are given to define the meaning concepts, ar1 this allows 
a classification of words and combinations of words • into 
various sub-groups of functions, but It does not analyse 
English structures. 	So "place properties" have been set 
aside in this paper. 
The definition of complex functions as opposed to 
elementary ones, is however, of considerable interest. A 
function is to be called elementary"when the symbol f is 
not reducible to other symbols". 	It is to be called 
complex when it "possesses an inner structure, i.e., 18 
defined in terms of other functions or arguments".(E.p.122). 
This makes it possible to treat a great variety of 
word sequences as complex predicates. For example, son 
of William becomes a one-place function instead of a two-
place function (son of) plus an argument (William). 
3I6 
(x) a ãf(X, y1) 	 (E p.122) 
It is generally permissible to consider a cauibization of 
an argument and a predicate as a now predicate. In Peter 
is taller than Paul e.g.,  is tailor than Paul may be 
treated as a single complex function, And it is equally 
possible to consider a subcctplusverb sequence as a 
predicate of an object. 	Thus in John loves IJa (a tt7o 
place funetion exprósslon) John loves can be treated as 
the function of Uary. (Soo E. pp.253254.) 
These habits virtually mean that every finite verb 
construction which may stand alone as a single sentence 
and which does not include highorfunctions, can be form-
alized as 	with suitable definitions of the function 
and also of the argument if it is an instance of ml. (Soe  
12.32,) 	The multi-place functions are not essential 
except in definitions of the icind above and fact function 
can be converted, or else treated as complex ones. 
Tho diversity of forms vhich f( 	j now cover is 
vory largo, but ambiguity is not increased unless the def- i 
nitions are lost, 	For exsmp10 John  sçp fy to 
the door. Jry li1es / the drive into town. If, however, 
the niu1tiplaco analysis is chosen for these sentences, 
arbitrariness of IC analysis can be shown. Thus Jo1 
Wall' s elo1y to/the door s, or Laryj lios / the drive L 
into town. This will be of intsrst in discussing 
Reichonbach's basic sentence types. 
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1Z.22 I 	i1on to rtoducin ccnp10 f'xtions 
for certain foic Of :cphcs equec, flciconbach clso 
Introduces them for certain iaring valucs, of irdividu&l 
icibo of yntacic claou thich occur wthin these forms. 
In thia case, :io syntctic criteria for identification can 
be astablishod. 
It is said that in x is rnriod we can treat is 
rwirrioci as a coipii predicate bec.us the whole sequence 
iean There is a y such that x is arriod 	The 
eo:2piox predicate & is introduced by the dofinitiorr 
g(x) 	(yj(çj 
df 
The bound variable y is thus an implicit arumont of G(x)- 
Similarly, xdrivos is held to -mean Th3reiy,2,h1chis 
a vehicle, which xdrives, The function drives is thus 
said to have absorbed 	not only a bound variable, but also 
a predicitto, nmoly, VOhiel&', 	(Jo feel that if this is 
so, then thin-splitting should not have been ignored for 
, in xis iited, 	The tot than treats a rolatioiia]. 
prod. 
This term is introduced by the definition 
h(x , r)f(x,) . ar 
Thus 	andfathsr is the relational product of the predicate 
father and Pont. 	iiore also two predicates are oorgod, 
and a bound variable has been absorbod. (bee E. pp.2.22-123 
he activities within this last paragraph are of a 
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rather peculiar nature. It follows that any function 
word or function soquonco can be-regarded as complex and 
thoreforo broon up, if its moaning includes the nocossity 
that some other object (or objects) exists to maIo the 
tiord or sequence neaningful. As this 13 always the case, 
all functions need to be treated as complex ones, if 
Roichenbach's point of view is accepted. 
For instance, talo his treatment of x is successful. 
This is held to moan that For all y, if x aspires y, 
roaches j. 
s(x) 	 (yJy) .(xl 	(E. p.123) f 
"The word successful is therefore a contracted symbol 
standing for a combination of two predicates and a variable 
bound by an all-operator." (E. p.123) But the two pred-
icates, aspires and reaches, could again be broken up in 
order to express their moaning, arid so wo could go on and 
on. 
If this process of treating complex functions were 
carried to the limit then it would be necessary to reduce 
every noun to "a thing", with all the particular charer-
Ictics that define the noun extracted as functions, and 
also to break up verbs and adjectives into their relation-
ships with "things". Then a function would not be called 
elementary until a relationship of some sort with "a thing" 
had been set up. 
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Uhen9 for exciple John walks down the lane is to 
be formalized, it would be necessary to say that the 
moaning is that John is a unique thing such that It has 
two legs (plus every other property of a human being) and 
that It walks on the ground between two lines of demarca-
tion etc. etc. This Is quite absrd 9 but even If the 
theory is not developed to such an extent, It does enable 
us to treat single verbs in simple sentences as contracted 
symbols (i.e. complex functions). Thus the verbs In John 
walks and The baby talks can be treated as contracted 
symbols of twoplaco predicates, because John must walk 
on something, and the baby must be heardby someone for 
the sentence about Its talking to be made. 
The definitions of contractions thus involvO.. n any 
formalization, sentences which do not occur in a given 
text. Unless special signs are put In, it will be im-
possible to recreate the text in its original form. There 
seems little point in altering the sentences Into other 
forms with other values in the first place. 
13.23 But more significant is the fact that the 
whole idea of contractions with definitions allows a wide 
variety of different formulations for one English sentence. 
Functions can thus be turned into functions and arguments 
as well, and so on. And whether a sentence is treated as 
a onoplaco function-argument sequence (l.e f(x)) or as a 
2G. 
multi-place one (i.e. f(x.y...n)), is merely a matter for 
personal decision. (Compare remarks in 13.21.) 
o 	 The result is that one, two, and three-place func- 
tions can really become equivalent formally, while their 
definitions only will differ. So 13.12 and 13.13 are not 
of fundamental importance In "logical grammar". Instead, 
we need to attend to the finding of meaning equivalences 
for purposes of definition without analysis of structure 
as a primary aim. 	(The rules fcr definitions would affect 
procedures. (See E. pp.123-124). The freedom with which 
we may consider a given word or sequence a contracted 
form is limited by the rules for their Introduction, to 
expressions of the form f(xy...), which all the examples 
given here satisfy.) 
13.24 The meaning treatment of a function as 
complex or not gives rise to such arbitrariness that we 
would prefer to dismiss It. It may be from similar views 
that although Reichenbach considers complex functions of a 
meaning kind with regard to the simple calculus of func-
tions, he does not consider them with regard to the formu-
lation of conversational language (an activity which, how-
evr, can scarcely be separated from the functional 
calculus.) 
"We shall regard a function as simple If it is 
expressed by an indepepdent word not Indicating a 
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derivation fCJ otho functions. Thus ro shall 
conceive, for inotanco tho funntion brother always 
as a snplo functions 	It is truc that there is no 
logical i cssit7y to do so. 	hus tie could regard 
tho furtion i is the brotofJ as a cplox 
function of the form theroiaajothat 
. is tho father of 	and V i hc oth of 
(etC.), 	Jo prefor hc:evor, iot to 
make a fona1 use of this dofition 	Uhat o call 
a simple function, theroforo, dopnds on the language 
used; tihon this language po ossee special torn 
for the fution it gill appear convenient to regard 
It as a single function. 	(E0pp.29900.) 
On the other hand the complex functions defined 
through knowledge of English syntax arc still to bo used. 
(E0 p,OO.) 	This iiioans that roarks about the diversity 
of sentence typos sxibolIzod by f(x) plus definitions, and 
roarko about any ono sentence receiving various Ljj uses 
still hold. 
At this point a closer IpoctIon of Roichox,bachs 
solutions to exaplos is conveicnt. 	In fact, not iany 
complex funetlons are used, 	(n Interesting one s d 
occurs in 543, for Its structural justification is obseur) 
The contracted symbols vihicLi require definitions are rost 
frequently arguonts. x1, y1, etc. cover a great variety 
of syntax sequences and seem to be introduced at will. 
Indeed, their definitions most frequently arise 
from finding meaning equivalences for parts of the original 
sentences to be formalized. Structural analysis then is 
subsidiary to moaning study. An f(x) formula can now 
symbolize a sentence which may or may not occur in a given 
text. 
13. 3 LUrds ofncsLjy1. 
13.31 A very important division of functions is 
into simple and higher ones. It has already been seen 
that any argument splitting of a noun or a noun phrase 
occurs only when it refers to a thing which exists. If it 
does not exist, or if it ccnnot be reduced to some sort of 
physical existence (by rules we do not accept), it is to 
be considered a function and is not split up, (See E. 
p.274 foil.) This seems of very little use in any English 
syntax calculus, but it is a method by which symbolic logic 
avoids certain invalid deductions. 
Such functions are to be always considered first 
typo or simple properties, along with all other properties, 
existent or not, postulated about "things". In addition, 
there are higher types of functions, such as a property of 
a property, called a second type function, or a property 
of a second type property, and so on. For the different 
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types, definitions are needed which supply us with more 
information than the meaning distinction of existent as 
opposed to non-existent things, and the definitions for 
simple functions already given. 
13.32 One difficulty is to separate functions of 
first type from events. 	It is pointed out (E. pp.271-2) 
that nouns of an event kind are to be considered of the 
same type as thing arguments; that is, they are to be con- 
sidered zero level. 	It has been seen however in 12.42 
that in certain sequences some nouns considered events in 
some other sequences satisfy the definition of a function 
and are therefore of a different type. 
For example, economy / is a useful property is 
formulated(f1)  (E. p.214), because economy is considered VC 
as a property used as argument, and not as a word with 
"thing" value. So it does not receive an event or a thing 
splitting, even though its syntactic form permits either. 
However, it does have a verb equivalent form. Compare 
John practises economy 
John economizes 
e can transform (b) as f(x1 ) into v[f(x1)J*(v)  which is 
similar to (a). 
But according to E. p.214, (a) should be considered 
a sentence with heterogeneous functions, where the verb 
practises is to be considered one type higher than the 
ibcst lovol of the two arguyients it lmn&e, and the 
ooritonco ahould be fortulatod as 
It is not at all easy to dooldo when e. noun construction 
which Day be turned into a construction using a verb is to 
be considered an ovant or a function. Consider 
 
3hnoetudy4s ever.V morning 
The tree _flowers 
The tree is in flower 
Tho oleo tricio works at night 
The work of the olcctician is at ni ght  
Thoy diecovercd the non with difficulty  
Discovery of the Mon was difficult 
for them 
etc. 
hen 1oichonbach observes that sale is a fact 
funoticn without any co.dorcitions as to whet typo of 
structure it may ontor cofioion is asstrod0 	(Is it also, 
on the eaing level, to be considered a poranent cop1ex 
of matter or not? Soc F. p03010) 
The facto oo that 	lish nakes no formal distinct 
ion between those functions of first typo and ovnts of 
zero typo. They both behave as nouns in similar construct 
ions. Uat it does distIoh hoovor is the 
;00oib1.iity of convorti oco nouno into vorbs and vice 
versa, which has boon treated zioro fully by liniiets like 
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Jespersen. As we have seen in 12.42, event, or fact-
functions could be dismissed altogether and in their place 
a term for a noun which has a corresponding verb form 
could be introduced. The arbitrary nature of Reichenbach' 
work on conversational language is here well illustrated. 
It is easy to see the calculus asa superficial structure 
dependent on basic features of English syntax to enable 
its manipulation. 
13.33 The problem of whether a noun which has a 
corresponding verb form is to be considered a zero event 
or a first level function is treated by Reichenbach when 
he discusses the particular constructions called descript- 
iorial functions. (E. pp.317-318) Here not only the forms 
(t) ns 	(t) fl4.8 t n-o of t nio 
(i.e. noun patterns which therefore include event-nouns) 
but the forms 	11 
(t) n*o t v+ing of t ns 
and infinitive constructions (not discussed) are said to 
provide descriptional functions or event-arguments 
ambiguously. It is considered, however, that "the 
distinction is irrelevant for many purposes". 
But the alternative formulations are not irrelevant, 
as we saw in 12.45, when listing the possible interpretation 
of 	(3v)[ f(x1)] (v) 
2 6. 
To these, we can now add John economizes and John practises 
economy. The last sentence thus makes the variety of fact 
function syntax interpretat&ons confuse with the variety of 
interpretations for , f1 ). 
Any descriptiorial function then, which is formulated 
in event style, can possibly have the form of any one of 
these sentences, and Its original syntactic distinctions 
are lost. For example, Reichenbach Indicates that the 
ran who walks between Peter and Paul * the man walking 
between Peter and Paul (E. p.312.) 	If either Is formal- 
ized In the event manner, then Its interpretation can be In 
the form of any one of the sentence types we have listed 
(and more) so that invalid and nonsensical sentences result. 
Similar remarks apply to the notation f' (x1), for it 
also includes desoriptional function and event expressions 
equally. 	For example, f l (x1 ) for (a) the father of x 
allows x1 fathers, because (b) the dancing of x1 - ( c) 
i dances, and (a), (b) and (c) can all be formulated 
f' (x1) Indl5criminately. 
13.34 In a quite different way, it Is rather 
peculiar that according to the theory of functions and 
higher functions the words of (a) John practises economy 
and (b) John economizes are to be given the following type 
levels. 
(a) 0 2 1, 	(b) 01. 	Why is not (a) 0 1 2? 
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After all, if an adjective plus noun, as in x is a slow 
driver, is considered 21, why cannot a verb plus object 
be considered 12? Why should practises be considered 
a property and not an activity? Does the hwnanmiid react 
to it as such? 
That the calculus imposes arbitrary analyses of 
meaning upon certain syntactic features is fairly evident. 
There seems to be no foundation for believing that the 
language possesses them on the level of structural meaning, 
i.e., as meanings which necessarily occur every time a 
member of a syntactic class is used, or every time a syn-
tactic constant is used. 
1. See Jespersen, Otto, The Philosophy of Grammar, 
(London, G. Allen & Unwin, 1924), various sections. 
7r. - 
CHAPTE,  M. 
TYPES. 
14.0 Introuction 
The attention given by Roichonbach to the separation 
of first and second type levels has warranted more than one 
chapter in discussion of them. His work centres around 
the adverb and the adjective and so they are also central 
here. 
The adverb is always considered by hin to be of 
second type, but the adjective varies according to certain 
conditions. Those, however, are open to discussion and 
criticism. For oxaplo, starting frog Reichenbach's own 
core of ideas, it can be argued that more adjectives than 
he describes can be called second typo.. Again, the type 
of an adjective which will not take an adverbial equival-
ence can sometimes not be resolved. 
The question of the level of nouns which occur in 
loft hand expansions of noun-head words also romaine un-
resolved. 	(The formulas for such sequences are again 
unsatisfactory because they represent entirely different 
syntax sequences as well.) 
Another criticism of the treatment of such noun 
expansions is that it overlooks the various meaning rela-
tionships which the two nouns can have to one another. 
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Allied problems concerning meaning relationships between 
adjectives and nouns also arise. 	It can be seen that 
inadequate attention is given to deciding whether a meaning 
is expressed only in a syntactic manner or in a semantic 
manner. 
14.1 Adjectives, Adverbs and Nouns. 
14.11 Reichenbach's attention centres on what he 
holds to be the variant level of the adjective occurring 
in sentences using the verb to be. The adverb however 
remains for him a second type function anywhere within the 
language. The adjective is always to be considered a first 
type, apparently, unless its root can form an adverb in a 
sentence which is equivalent in meaning to the one In which 
It first occurred. 	In this case, the adjective Is said to 
provide a second type function. 
We are to compare John is a slow driver with Royce 
Hall is a red building. Red is to be called an independ-
ent function and not a modifier of the noun building, 
because we can establish the conversion Royce Hall is a 
building and Royce Hall is red. Slow, on the other hand, 
is a true modifier of a property because it takes the con-
version John drives slowly. 	It will not take the conver- 
sion John is slow and John is a driver. Slow is not a 
general property of John but a property of the property 
driver. It is a second type function while red is a first. 
The omission of treatrnent of the uc of the adjoct.-
lye in noun phrases before or after other verbs can bo 
justified by us, because a conversion to BE sontono 
patterns can be made in these instances. 	For example, 
The little boy found the al l dog can bo ohaned to The 
boy t'hois little found the dog Thioh Is snail, or to The 
ylittle. lie found the dp 	The doG Is snail. The 
equivalences of course, only provide synonymity of iafori-
ative or referential material. It is assumod that the 
adjective oquIvioncoa which Rolobonbach discusses are 
meant to be of the same kind. 
16.12 But the theory which distin6miches 
frci red may be lorroct. Consider whether an adjective 
Is an independent function, not because of the conversion 
given, but because the noun foliot7inZ the adjective states 
a class, or property, to lch the subject bolongs by def-
inition. For cxonple in John Ic a man, man is a property 
of John which is provided by the aning of the word John; 
but driver, in J 	tsadrlvor, provides an extra piece 
of I foation not to be extracted from the word John. 
Ccmparo 
roe 
(i.e. c. capital and a city) 
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The eagle is a lare bird 
My dog is a young animal 
That house is a big building 
But My dog is a young pup 
does take the Independent function equivalence while it 
does not satisfy the conditions just given. 
14.13 Whatever the case, which could be verified 
by more extensive study, more adjective expressions than 
those which take the adverb conversion, can be called 
second type functions. 	For example: 
Rome is on low hills 
Rome is low and Rome is on bills 
(There is a difficulty here in that the use of is on may 
make hills a zero level argument instead of .a property. 
In that case low is a first type. It is hard to know how 
to treat such a use of a preposition. 	Cp. formalizations 
of lprepositions after verbs in Reichenbach's solutions to 
exercizes.) 
Better examples would be: 
The room is a dark green 
The book is a loose leaf one 
So an adverb equivalence is not a necessary part of the 
definition of an adjective modifier. 
On the other hand, since an adverb of the form y 
is always considered second type, any adjective which may 
2. 
ta th coici to an advob, ihon the noun which 
foilos thO 2.dect1ve becoi a vob, iust aiv7ays be seconI 
typo 	This leads to the ceut1on 7hat type is an 
adjctive th!cb vill not tao an adverb equivalence L"ton 
the noun will tn into a verb? 
c1rchicnis 	sub-divisiozi  
Cli 
Roicionbaeh lmo said that verb*propooition should 
be treated as one unit. (This dcs net 1zlude BE patterns.,'  
In that ease diffleult is split into a zero level a,rwienti 
function of a twoplaco verbal relation, subdivIdes_vlth. 
rhat, then, is diffioult in difficult subdivision? Unless 
the adjective is capable of taking ±21Z thoie Is no 
resolution. 
]i.14 This ads into the question of how loft 
hand noun expressions of a noun are to be treatod. 
Concidoro. Thoc lea box roon 
"ho tin Is a dust bin 
The nrc hi ne is a street swoopor  
The nouns prcoodin the iast 70rds of the sentences can 
hardly be treated either as fist or as second typo funct-
ions. 	'Lot,, in discussion of co:iplox futIons k1elchnbach 
Ltes it necosoary to treat both nouns of each sequence as 
Instances of first lovel, (See i, p.09, p.123.,) 
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Thus in x is a door bell, door bell is treated as a 
corplex function of & and defined in this way: 
db(x) 	df b(x) . (3y)d(y) . cn(x , 
db - door bell 
on - connected with, belonging to 
This seems an inadequate formalization of the 
relationships between the nouns here and in the examples 
above. A meaning feature expressed through special word 
ordx' is given the same formalization as other two-place 
functions such as x loves y and x is the father of y. The 
formula need never lead to the use of the morpheme order 
no no at all. 
In addition, the definiens does not hold for all 
instances of the sentence pattern represented by the 
definiendum. Although en, meaning connected with, but 
not belonging to, appears to have some value as a general 
analysis of the meaning relationship between two nouns set 
in a noun phrase, the whole formula fails to express the 
various conversions which the sentence pattern of the 
dofiniendum can take. In other words, it overlooks varied 
meaning relationships. 
All the above sentences can be converted into the form 
xis t n+o for n's 
for n'+o (in the case of the mass noun 
dust, only) 
E.g. The attic is a room for boxes 
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E'jit Ea is 10ry drivor also OQUals He is c driver of 
lorries 
£d so note Tho 	ocospi s a laboratory discovery..  ove
The procous ig a diccovopyjy laboratories 
zho labqKaLOr  
(The con sion The 2rocecs is di scoycry for  
the 
(or alaborto) iht be possible in sciao contoxte.) 
Thithy is a school rard 
by 
= The holidajs a recird from the school(s) 
for 
or 	The holiday I & a revicid to the choo1()- 
This is the e umnation result 
is is the result of thO oxembition 
Y Thio is the result by the cxarnination 
The definlons Ignores such distinctions which 
appear to depend on contot for their selection, 
1'.1S Attention is given to another typo of comple 
function. 
..,. the function tho last Goths is a complex 
function in which last does not have tho character 
of an adjectivo since x Isalast Goth cannot be 
split into the t7o statements x is last =d xiea 
}oth0 	(E. p.09.) 
tiosvor, alow , in John is a glou driver does not fit those 
tJO s tocrts oithor yet it is con3idercC a s000rd type 
function. Uc tould expect last to be of the sao kind. 
33 5c 
1eichenbeh intiii 
Tho word last stands hero as an abbrevi.ation for 
a qualification eayin that there wore no later 
Goths; the qualification could be easily syithol-
Izcd with the help of logical terms. The word 
Last, therefore, oaot be cow. trued as an independent 
fntIon, but iut be regarded as an iicoplete 
symbol which has a moaning only in oombiation 
with ThfltiOfl2e 	(E. q9.) 
VJo ray ask with good reason, why then, does this coiont 
not apply to slow driver .  
Apparently last Goths lo held to be a ccplox 
function wilo slow driver to not, because last is called 
an abbreviation for the idea that there wore no later 
Gotho. Once again this thtroducee a serzant1c ard not a 
syntactic value to be rocogizod cud stated in the symbolic 
calculus. 
1.1(3 One of the difflcultioo concoring the ihole 
treatment of adjectives by Roichanbach in the ways just 
doocribod, is that while recognizing that cota1n loft 
/ 
expansions of nouns have certain cquivalonces while others 
have not, ho doos not oxins why this is so. If thro 
happens to be no syntactic reason why the last Gotho 
irdopeont furntion fora, we oust ait this'relationship 
of last ath Goths to be semantic, and put the 1moriledge 
r 
into the vocabulary classification system of the calculus. 
There has been in the past insufficient recognition 
that no syntactic distinction is made for some semantic 
relationships between the members of a noun phrase (whether 
in a right or a left expansion). That is, the syntax 
provides no differentiation of form for a relationship 
which ultimately depends on words used and their context. 
The syntactic word order has an ambiguity of meaning, that 
IS O  it is capable of expressing more than one type of 
relationship, until the individual words fill the positions. 
This is not true of a sequence,, such as t n+o vid t n+o. 
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this caso tho clasi of 
This Uplitting is US-3d to pcduoo one of the  
definitions of aa'Jjoctives p  ar& not only creates unnecessary 
ieathn analysis. 	It also coatos foal confusion, for 
it is not hotin that f should oeeIvo a Aep to shot7 when 
it is a constant and when a variable. Ile can thus pick 
out tto forulas froii I.Joichanbach vhiob ao similcr ., but 
with P as a constant in one cc1 as a vaziable in the 
othe.(Soo 15.1.) 
A socond definition of the adjective invoiee 
splitting into a iihez popoxtf pavt q not simply as above, 
but thrOugTi holding that the ueaing of the adjoctive 
implies this ',hi gher and quite paate property as v70110 
(See 154) 	TLiis act1vity, and othor considerations, lead 
to the Gu9pobition that sio all properties imply othez 
popoxtios we could go on aalyeing an adjective or other 
function wozds into noo and more properties which 'belong 
to one another, wil an abitray stopping point is made. 
Thus the leind of foiialization given to any sentence uould 
be dependent on this az-bitrary point, and the pdicato 
fouies of a foula tjould not have any ncossary bearing 
upon the actt.al 7cds of a acntonco q with their specific 
and syntactic or.sation. 
The t1r d ition involves the separation of 
nonexelueive froi oxoluslue properties. But it will be 
claimed that the one given is not valid, and consequently 
that the definition provides a pseudo-meaning analysis of 
an adjective, and not a syntactic description. 	Indeed, 
meaning concepts generally, could well be replaced by 
syntactic criteria in the differentiation of exclusiveness 
from non-exclusiveness. 
A major claim in this chapter is that all three 
adjective definitions do not have valid differentiations 
and can be confused with one another. There is one qual-
ification to this howeveri Reichenbach indicates that 
some adjectives can add ±22 while others can not, and this 
could be made a central feature of definition. 
Another important criticism is that, as on other 
occasions, he allows a formula of a given kind to represent 
more than one kind of English syntax expression, and 
curious invalidities and confusion result. Some incid-
ental oddities, such as an instance of the construction of 
a private language, can also be noticed. (See 15.32) 
Some views about adverbs will come under notice as well. 
But it is because of the major criticisms which have 
been made that it is felt the general system of definition 
of adjectives is of little value. 	Incomprehensible 
formulas make the calculus dependent on knowledge of 
original English sentences which might just as well have 
been retained. 
15.02 At the end of this sumary, and with 
previous work on functions, higher functions and arguments 
In mind, it may be useful to make some general conments 
upon their nature. In opening it will be fair to take a 
quotation from Reichenbach. 
we do not wish to say that functions of a 
higher type are always clearly distinguishable 
from functions of the first type. The logistic 
interpretation of conversational language cannot be 
given without certain arbitrary restrictions of mean-
ing. General predicates like colour and motion 
are not always used in strictly the same sense. 
Thus when we say red is a colour, we use colour as e. 
second-type predicate; in the sentence a red thing 
is a coloured thing we use it as a first-type 
predicate." 	(E. pp.306-307.) 
It should thus be said that criticism in 15I0j is to 
be related to Reichenbach's awareness of difficulties. 
Recognition should also be made of his awareness of the 
bearing of syntax upon the level of a function. But the 
reference to "arbitrary restrictions of meaning" is an 
instance of how he can be led away from giving the attention 
to syntax that is required. 
The concepts of argument, function, and function-
level are not syntactically basic in English. They are 
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meaning concepts which are flexible and not absolute in 
this application. Their meanings are not always suffic-
ient to determine of themselves what sequences will, and 
what sequences will not satisfy them. For example note 
the problers which arise in 15.24 concerning adverbs. 
Thus, if the distinction between function levels 
is difficult, and if argument and function words vary 
according to syntactic use, syntactic differences as well 
as meaning analyses must be made clear. 
15.1 Formulas for Higher Functions. 
15,11 One of the basic ideas is that predicates 
are open to narrower specification. Thus x moves does not 
specify speed, but the addition of the adverb slowly, (also 
called a modifier by Reichenbach) indicates more closely 
what the speed is. 
"We may consider the individual motion of x ., 
determined as to speed, direction, and so on, as 
a property f, which we call a specific property; 
the various properties f of this kind then may be 
included in a class or motion-properties repres- 
ented by a function ,u(f). The statementx 1 moves 
tells us that a has one of the motion-properties; 
In symbols, with m(x) for x moves: 
m(x1) 	(f)f(xi) . 1U(f) 
(E. P. 302. 
Th means that the  full definition of a function 
is given only when it is stated as one of a specific group 
Of proporties f here, for oxariple, is a special case of 
a group of motion-properties. The whole procedure can be 
considered redundant, because all that the original sentence 
says is that Z has the property of movement. It does not 
specify any I irthr,and so one nay contrast viith it the 
ronark: "In class torninology, the class Ll co-ordinated 
to n is the disjunct of all the classes F co-ordinated to 
functions I having the property A." (E. p.302.) 	That is, 
LI v .... 
dl 
and the whole class ,. has boon sub-divided into classes of 
We seen to have ccpiicated ourselves to no purpose. 
There appears to be no advantage in using this terminology 
over and above the simple 1(x) form. that has really 
happened now is that a function has been split into a 
specific but unknown property K. which is given its sped- 
ficlation of class membership at a higher level, e.g. byg. 
So moves Is treated In two parts instead of one which would 
be comparable with English, syntax. 
can now introduce the modifier slo. 
7rItIng me 1(x) for x roves slow]. and TSfl for 
I Is slow, we obtain 
,s.k( 1) . o(f) 	. . . (2)." 
dl 
(E. p.303.) 
It ca'i bo observed that the unary complication forces 
us to retain the definition in order to stop si(x) from 
confusing t7ith other cases of f(j whore only funztion of 
first type are involved, and 77hore noro than one letter may 
be used, (See E. p,426, solution 18gA:8), 
Reichonbach holds that it is impossible to symbolize 
x1 moves slowly as n(x 1 ) 	(n), because slow 
does not apply to 	in gonoral. So the specific 
property L must be introduced as In (2). (E. p0303 9 fn0I.) 
The arment however does not hold In vlov of E. p,214 
where uc have the pointer to formalizations like the 
follotth, 
• (3x1 ) 	ta(x1 ) . 
or 	(ii') . (3x3 ) 	n(x) . 
or 	 . 
15.12 Bforo proceeding, a rather strange remark 
about (2) should be quotod 
"This analysis shows vhy adverbs can be constructed 
from adjectives by the addition of a suffix; they 
are predicates, like adjectives, not denoting prop 
ortlos of jh2im BP however, but of properties. 12he 
suffix Az 
	
indicates this usage. 	(E. p.303.) 
A failure to understand the conventional nature of 
language Is to be observed. Natural 1anuage forms could 
neglect to eonstruc adverbs froD adjectives entirely. 
Some of the theory of properties of proportles Is not at 
all undaontal, aG we have previously claimed. In fact 
it has been scan that the terms zero argument, first type 
property, second typo proporty, otc, are not absolute, 
but depend on syntactic iformat1on for their use. Uhat 
Is a property at one time may bcomo an argument at another. 
This need not hold in a language at all. 
15.2 Vi ews onFxclusivcarid lion-Exclusive Pro2 ,ertics. 
15.21 Another point of criticism concerns the 
discussion of eocallod mutually oxciusive properties. 
"The functions - and - used in (2) differ In one 
Important point. Tho properties f comprahond.od In 
aro mutuall exclusive, I.e., If a thing, X], has 
one of these properties, it cannot have one of the 
others. Thus If x1 moves at 30 mllos an hour, it 
cannot move simultaneously at 40 miles an hour. The 
properties f comprised in f, however, are non-exclusive. 
Thus x1 may move slowly and at the sane time eat 
slowly or think slowly." 	(E. p.303.) 
The separation of the properties into different 
classes Is not valid. 	Consider that there are two non- 
exclusive motion-properties In Toms movement was slow and 
cefu1, and similar uses of two adjectives. Consider-
also Tom eats 	 Ono 	a time, where it cannot 
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a great number of specific properties of x, 
belong to o', or that these specific properties 
of xj which belong to a certain function K are 
contained in d . Here K may mean, for instance, 
properties involving a change in time, or at least 
a group of relevant properties of this sort. The 
first-type property then is defined in the form 
~(f) [K(f) . f(x1 )'(f)] 	... (3)." 
df 	 (E. p.303.) 
So the adjective slow is defined as a non-exclusive 
property in the use x 1 is slow represented by 51(x1 ). 
K is of rather dubious redundant value. It seems to rep-
resent eats slowly, walks slowly, thinks slowly, etc. etc., 
that is, everything that can be modified by this particular 
specific property of slowness,. Note also that the defini-
tion, as well as defining the adjective in this construct-
ion, gives an analysis of its semantic value according to 
Reichenbach's theories of meaning (e.g. exclusive or non-
exclusive meaning with K properties introduced or omitted). 
These scarcely seen a syntactic feature of English. 
15.23 The definition also accepts the classific-
atory separation of exclusiveness (moves) and non-exclusive 
(slow) properties just attacked. 	If I say 
(1) (a) John sleeps (a) twice a day 
while he eats 
four times a day  
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only (a) and (e) are exclusive while (b) is not. Similar 
constructions could be made up for moves. 
If I say: (2) John eats / while he sleeps 
John talks / while he sloops etc. 
or 	John talks / sleopy 
John wçJc / !cPi1Y etc. 
the adverbs or adverbial constructions after the verbs are 
probably always non-exclusive in such sentences. 
Raichonbach has apparently hit upon the fact that 
any ±1Z word (not including those instances when n+ly) 
occur in positions of c..o) may occur in relation to a 
variety of verb forms, and has tried to show that this is 
part of the moaning of particular words, which may be 
classified apart from syntactic use, into exclusive and 
non-exclusive classes. But it is a syntactic character-
istic of adverbs in general that they may modify a number 
of verbs, and so each is always non-exclusive in relation 
to the ones with which it can occur. But they may be ex-
clusive in relation to other adverbs, - e.g.,slowly 
excludes Ep2EdilZ. 
We can consider too that adjectives carry the possi-
bility of oxclusivonss. Although x1 is slow Is treated 
by Roichenbach as containing a. non-exclusive property, when 
slow is caSoinod with other adjectives it could be treated 
as exclusive. For example, c. thing which is slow cannot 
at the so time bo fast. 	The vihoio idea of.exclusiveno 
and non-exclusiveness requires more thorough semantic and 
syntactic attention. 
15.24 This is incidentally evident in a passage 
on the Qdverb. (E. pp.305-.) 
"host adverbs represent functions d of the 
non-exclusive type. Thus adverbs like very, 
reol, are of this sort. A man 
may have many specific properties to which the 
modifier yir applies; he may be very intell-
igent, very strong, very helpful. Not always 
does language possess a word for the first-type 
proporty defined in (3). Thus we do not say x 
is very although this expression night be defined 
according to (3). 	Perhaps the term xi is out- 
4i nay be cocoivod as derived from the 
adverb y2cry by (3), when in thic formula d is 
.atorprotod as 
IItly, the reason why jRrj is over to be consid-
ored in formalization as though it wore a first type 
property is scarcely uertcndab1c. The paragraph 
suggocts that all eceoth typo properties could bo formal-
ized as first tyc ones, arid thus the different positional 
or synthetIc ehacteriotIco of the word-classes involved 
could be obscured. But it is impossible to know how the 
-, 
theory could be applied 	tomatically. In any case, if 
any adjective (og out t1ii) similar in meaning to an 
adverb, (cg. ver) can bo derived from that adverb and 
then defined tiroug1' the adverb then we have a semantic 
am- lysis 9 which has no relation whatever to syntax. A 
great deal of confusion in the intoprotation of formulas 
could once more result 
A couple more passages on the traditional adverb 
show arbitrary analysis as vrell0 (See L p0308,) 	In one 
it is claimed that soaie"adverbs" which refer to time and 
space should not be so-called because they really provide 
arguents0 However, it appears to be only a matter of 
accepted convent-ion that such values of a+ and words like 
now, then, etc., are not made functions In the usual manner, 
For special synthetic values of natural language distri-
butional classes are picked out, and given separate formal- 
ization in the calculus 	Other values could be treated In 
a similar manner. 
In a second passage Roichenbach argues that ±1 
words and others which appear after the verb provide 
numerical qualification. They should be considorod not 
sceond level functions but first, because they concern the 
occurrence of objects or events. This however appears 
difficult to prove. Consider Tom seldom works. 
A justification which he mates for his treatment of 
C 
space, time and numerical specifications is that these 
adverbs modify sentences as a whole. This does not really 
appear any more true or false than for adverbs in general. 
Consider now, then and after in Tom works now, Tom worked 
then, and Tom will work after he leaves us. 
In all, there is illustration again of the use of 
both synthetic and syntactic material in the definitions 
of symbols. 
15,3 Second Definition of the Adjective. 
15.31 We are asked to take a statement containing 
two independent properties, such as Royce Hall is a red 
building. (See E. p.304.) 
bl(x1 ) . r(x1 ) 	•... (4). 
As before, each property can be said to include a number 
of specific properties; a building can have many shapes 
and sizes, and red has many shades. So it is said that 
the properties in this sentence can be treated as first-
type specific Ones derived from second-type ones. The 
second definition of an adjective results. 
bl(x1) : 	(3f)f(x1) .1(f) 
ax 
r(x)  
....  df 	 (5). 
The "class of specific sorts of buildings" is expressed 
by A and "the class of shades of red" by 1J5) replaces 
(4) to give 
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dancing, and # tho function consisting of properties of 
beauty. Annettedancos, with a first-typo predicate, Is 
dofii.']able as 
(Forulci (8) ic thc cce as formula (2). 	(8) onits a dot 
after 	in the oilglnc.l, but this so 	to be a printin 
orior, for Rciehonach also considers them the same, (Sea 
15.6). 	(9) Is the sane as (1).) 
But beautiful, as another first-type predicate In 
Annetta isboautfui Is not definable in the way of (0). 
Here, It Is said, beautiful modifies a particular property 
of Annette, her bodily form. So it is defined in 
. . (10) 
df 
. is the function comprehending all individual forms of 
hian bodies such that each belonging to It specifies the 
ihape of the whole body." 	( (10) is the same as (3) and 
(2).) 
This interpretation of the Leaning of beautiful 
(with which we are not agreed) leads to the question why 
rod could not receive the esne treatuont and be defined in 
the seO way. 	floIchenbach 2 s remarks could be copied in 
order to say Uhon we cay xis red tie riean that a particular 
property of x, nemely, its bodily form, is recT. 	It Is 
possible to conceive all adjectives to be like beautiful 
and define thon by (10). 
The e2ars con 	 other coment"O in
10 
previous sc?ction$, also give 1se to another najor critic-
Ion. They suggest that vo ccuiLl 6o On analysing the ran-
ins of adjectives into proportico which be1on to other 
propoiti43s which bolong to ctcr T,-,roporties without any 
explicit oxide 	Thus the 1zin of 	 given  to ar 
sentence depends on what semantic stopping point is arbi-
trarily chosen, and the predicate features of a formula do 
not have any necessary bea2Ang, upon what actually occurs 
semantically in any sentence, nor upon what stricture the 
sentence has. 
15.5 
15.5. 	In suiaryi, the three classes of adjectives 
as given by (3), (5) and (10) are invalid. 	In (10) there 
is a moaning analysis which could apply in (3) and (5) as 
well, and in (3) and (5) there is no reason for supposing 
that adjectives such as slow and red are necessarily 
different, nor that the distinction between exclusiveness 
and non-exclusiveness is useful. It is to be wondered 
whether Roichenbach would consider red to be a non-exclusive 
adjective like slew, if it could be used as an adverb. If 
so, then it is this syntactic feature which must be used to 
define the difference between the two classes. 
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15.6 	Q2a1 Probicmis, 
16.61. Other prob1es arise with formulas which 
are the sauc but which give rise to different kinds of 
sentences. 
(10) for example corresponds to (2): "it can 
be read in the form Annette is beautifully shped." 
(E. p.05.) Consequently the one formula can be read 
(t)n isa, ()n v c.+ 	or (t)nis a*].y v+d. 	(Absence of 
inflection notation indicateE general reference to nouns 
and verbs.) As a result, nonsense could be generated when 
we try to interpret the formula. For The dg is furry we 
could write instead The dog v.+s furrily or The dog furries 
The one formula consequently allows a sentence like 
the first to be held equivalent in meaning to either of the 
other two. This is incorrect, as maintained in 15.4 
concerning Annette is beautiful. 
The one type of formula given in (1), (5) and 
(9), (also (7), E. p.04), represents () n v, (t) n is 
and ... is a n. It is difficult to understand why a full 
finite verb construction is formalized in the same way as 
a noun expansion. Once more, nonsense could be generated 
in interpretation. 
This analysis LT107 explains why, although  
expressions like (2) and (8) are syetr1cal in the 
two functions of hihor order, verb and adverb do 
., 
not occupy s'inrnetrical positions in conversational 
we 
language. Only if/were to use a definition of the 
adjective beautiful corresponding to (9), namely, 
in the form 
bt(x1 ) 	(sf) f(x1) . (f)  
dr 
could we give to (8) a symmetrical interpretation; 
namely, we then could read (8) also In the form 
Annette is beai1tiful dancingly. But although such 
a terminology might not appear Incorrect, it cer- 
tainly does not correspond to actual usage." (E. p.306.) 
}eichenbach seems to be Indicating here that if a 
definition of the kind given in (1), (5), (7), (9) and (11) 
were also used for x1 Is beautiful, the a4o v4lng+ly 
replacement could be allowed for 4 and in (8). The 
definition of the adjective In (10), corresponding to its 
adverbial form in (8), prevents this. 
But since definition (5) or (9) is valid for a 
number of adjectives ,If such an adjective were found to 
have a corresponding adverbial form as in (8), then the 
replacement would be possible. Take xi is soft formalized 
as In (5) or (9). 	Take x, talks softly formalized as in 
(8). Then as Reichenbach has pointed out, (9) can be used 
to Interpret part of (8), and we can generate the Invalid 
sentence x , Is soft talkingly. 
(d) A fimal criticism is that while an atteiapt is 
uado to prevent Anetts Is beautiful dc igj from rosult-
ing in (0), since Annette is bsautifully shaped is allowed 
by (10 . and (10) corresponds to (6), this last is poriiiitte 
(s) 
by (3) also. So from mere inspection of Annette is 
bcautifully damed could result. In fact then, the 
formula's value is only known when we first know what 
sentence it is formalizing. Similar considerations apply 
to (10). 	Since (8) can bo interpreted by n  a+ly so also 
can (10), and vie could get Annette beautifies shapully. 
15.62 That the formulas are only clear when the 
Individual sentences which they represent are first known 
makes the calculus non-formal. A user might just as well 
read the sentences in their original state. 
The system of definitions for adjectives may justi-
fiably be scrapped, but non-formality will nevertheless 
remain as a general charge against the calculus as a whole. 
The line of thought suggested by Reichonbach In 
opposing those adjectives which take ±IX and those which 
do not (see 14.11) 0 is considerably more valuable than his 
conceptual intricacies about function level In formaliza-
tion, and could lead to precise syntactic divisions. 
1' 	- 	-$' 
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DESCRIPTIONAL FUNCIONSO 
13,0 	Iytro1uctIon. 
'Pho rodurancy of formc."I'Lizction in descriptional 
finctIons, c 	the unccepable 	tinctIon bottecn 
hoterogeneous axd hconsou 	arc of sufficiont 
iportcico to reuIro ceiiont. 	11overtholess o the prc.c tics 
of eitcndIn the so of 2ccrIptIon furtIons bcycml  
trie' limits creates the more serious coizsrn. 
The proeeGo of solving In particular is dangerous. 
It involvos turning certain noun sequences into verb 
COUOnCOS which have the sao referential mg ad can 
be criticized In three ways. 	Firstly q sirio the noun need 
not Include the verb base the necessity for a syntactic 
relationship btvioon the two sentences Is not required, 
(Cp. 22,2) Secondly, the process shows that both the verb 
and the noun sequences can be formalized by means of des 
criptional functions. Thirdly, since many verb and noun 
sequences could be submitted to solving the use of de 
erIpIona1 functions Is greatly widened.  
Confusion Is created In (a) English Interpretation 
of the solving formulas ., for they can represent a full or 
a partial sontor&e 9 and in (b) choice of formula for any 
Given English sentence. VJIth regard to (b) 9 an English 
ds .I• 
oie TiiLht nOt7 bo fornalizod In cntle complex 
fuctio s'jie descriptional fuetIon stylo or in one of 
the nodes of 1511 	uostions of fora1ization also arise 
in desciptionai furtions dratn from other sequences vthich 
have equivalences of a finite verbal naturo. But these 
have already been discussed in 133 and reference only is 
mado to thcm 
• 	A vital question arises from roconition of a more 
incidental feature,  the use of doscriptional functions in 
cases of the superlative adjective. It concerns the rcal 
nature of 1?cichcnbachs work on English. (Soo also 2.31.) 
For oxp1e, it appears that the concept of func tion 
boins as a weaning concept for him, but is used in so maay 
diverse vrnye that it can be extracted from almost any 
sequence. 	NoTr some oonvoierAt examples of the formaliza 
tion of comparative and superlative uses of the adjective, 
show that not only do such Notalanguae concepts occur in 
a formula, but that object-language elements do so too. 
This means there is an attempt to re-express the informatioi 
of the objoctianguago in a P-ovi gras 	This constitutes 
translation0 
uo points are to be made. Ono z since Roichonbach 
maintains that logical graar provides a preferable means 
of studying English structure, then one could equally 
maintain that French gramrnar also provides a means of 
studying the stucturo of English. Second the 
gziatica1 elements of the lo1.ca1 language such as 
function ., however, do not exist in tho-ir own right as 
French ones do, for the supposedly iiXomative expressions 
in which they occur are incompTohan-giblo without knowledge 
of English graar and vcbu].ary. 
161 zature 	DqrtI  onal}inction 
16.11 11 dascriptional fuztiori formula really 
provides just another way of fo malioing the word soqune 
called a descrItIon0 Uhen the descriptional function Is 
used properly, that Is when it determines one unique 
individual from a range s It is to be called a functor0 
Tius the father of Is a doocrIptIonl function In the 
soquenco the father of x, The individual so detcrIned 
may be called y1 and so we have the general formula 
whore f' Gymbolizos a doscriptional function, iow this 
equation can bo mitt-on In the form of a proposition, 
So when a wozd sequence occurs which states 
that an Individual equals Its description as in John is 
the father ofTom, any of several modos of formalization 
Is possible. 
(a) 	T] C f 1 (x,) 
(h)(y 2. x1) 
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define the father of x1 , i.e. f'(x1 ) as de(f(x) .(f). 
The introduction of father properties over and above 
father would be just as legitimate as the introduction of 
colour properties over and above colour. The use of higher 
functions at some times and not at others remains equally 
unexplained in the solutions to exercises. (E. p.425 foil.: 
16.2 Extension of Use of Descriptional Functions. 
16.21 Reichenbach does not confine the use of 
descriptional functions to morpheme sequences of the kind 
above. A vulnerable extension is due to the process bf 
solving. The sentence x moves at 50 miles an hour is 
solved In the form 
(7f)f(x .,a(f)  w 50 	 ... (1) 
and the contraction of it, f"(x 1 ) = 50 is held to mean 
the speed of x1 equals 50. (See E. pp. 311, 314.) 
It follows that descriptional notation can be introduced, 
when the referential meaning of one sentence with a numer-
ical assessment of the verb Information, can be put into 
another, where the verb meaning of the original sentence 
is expressed in noun form. Since It is not necessary for 
the noun to use the verb base, a syntactic relationship 
between the two sentences Is not required. 
Reichenbach goes on to say that numerical functors 
of the heterogeneous kind are common in the natural sciences, 
36. 
and simply lists the isolated words veloci, temperature, 
pressure and weip3.t as ax-m -aples. 	This suggests that both 
the noun sentence and the verb senterie can be formalized 
with descriptional notation, and indeed, the process of 
solving rates the practice quite oQdent. Since many 
nouns other than the ones cited can express verbal meanings, 
and since many verbs can be given nzorioal assessment, the 
numbers of verb sentences which can be solved, and the 
nunbers of noun sentences which can be treated as solutions, 
are groat. 
In addition there is no reason for believing that 
sentences with no numerical assessment of the verb inform-
ation cannot receive the same treatment. (See E. p.316 on 
non-numerical functors.) Indeed, Reichenbach goes even 
further in saying that "Descriptional functions determining 
arguments can be constructed from every propositional 
function which can be ictdo univocal with respect to one 
argument." 	(E. p.317.) 
So the two questions of what formula to use for a 
given sentence, and of what interpretation to use for a 
given formula here become unanswerable. For example, Tom 
runs slowly_ can be formalized in the event manner, or as a 
form with a complex function, in the descriptional function 
manner, or as one of the forms of 15.11. Again, van cue 
sentences using nouns such as veloclty, speed, Pressure, 
364. 
or earthgu&e can be treated, e.g., in either event or 
descriptiol function form. Nor can we imovi whether the 
formula fU(x1)  no. stands for a full sentence or for a 
partial sentence such as the speed of x1 at 5C miles an 
	
hour, even when a definition is supplied by (1). 	(1) can 
bo interpreted in a variety of ways. 
It does not appear convenient to use the formulas 
at all if they are interchangoable for different natural 
language sentence or partial sentence forms. (For further 
problems of formalization relating to descriptional func-
tions drawn from sequences which have verb sequence 
equivalences, sec 13.33.) 
16.22 In Reichenbach's treatment of comparative 
adjectives the question of deseriptional functions does 
not arise except in the case of the superlative, which is 
said to provide a comparative description as in the 
tallest man. 
The discussion does however lead to a criticism 
Which links with 13.13. 13e are to formalize (a) Peter 
is as tall as Paul by saying 
we  assurao that all specific properties of tallness 
can be ordered in a linear series, and then assert 
that the specific tallness is the eerie for both 
Peter and Paul. In symbols, with for tall, 
(If)(g)f(x1 ) • g(y1) , y(f) • .y(g) • (ru g ) 	...(l8)" 
365. 
(b) Peter is taller than Paul is treated in a similar way 
and given another comparable "form". (18) can be consid-
ered a definition of the two-place relation as tall as, in 
the form ats(x1, YI)• 	Similarly tlr(x 1 , y1 ) represents 
(b). 	(See E. pp.315-316.) 
Now what exactly does (18) formalize? If it is 
the "form" of all sentences of the kind ft is as a+o as ñ 
then why should the property tall of the object language 
be retained? (18) could only be called an expression of 
the basic structural meaning of the sentence if it applied 
to all senteres of this kind. r would then have to be 
not a symbol for a specified adjective, but a symbol rep-
resenting the adjective class. Criticisms of the same 
kind apply to the shorter expressions which use ats and 
tir. If we are interested in form, then why should the 
functions be based partly on tall as a semantic element 
as well as on features which always denote a comparison 
and which are syntactic? 
It is extremely important to notice that Reichen-
bach has not made clear exactly what he is trying to do 
here or in any other formula. 	(Compare E. p.253 where 
he treats the converse of the two place function taller.) 
Object-language (i.e. semantic) elements are retained in 
the meta-language along with the meta-language elements, 
such as function and argument. Thus a logical formula 
366. 
merely becomes an attempt to re-express the information 
of the object-language in a different kid of gramar (and 
vocabulary, since t e.6. now stc.rs for tall). 	Such a 
translation could be satisfactory if the new grcar and 
vocabulary were adequate and distinct, and the translator 
understood the exact nature of his activity. 
367. 
CHAPTER 17. 
LOGICAL TERLIS. 
17.0 Introduction. 
17.01 Discussion of the correlation of calculus 
symbols to features of English has so far centred on the 
two kinds of variables, arguments and functions. Now 
logical terms or constants will complete it. 
The following study must be understood in the light 
of Reiohenbachs statement that much work remains to be 
done upon them. In particular, he says that praat1c 
logical terms need special attention. 
However, it can firstly be said that his basic 
definition of a logical term is of considerable interest 
and value. He shows that logical terms cannot occur as 
values of a variable, and in study of syntactic aspects 
helps considerably towards disposing of ambiguity in their 
definition. (Thus views in the present paper can be seen 
to link with some of his.) 
Unfortunately however, he allows himself to become 
misled by meaning considerations which cause confusion. 
These will receive a fair amount of attention. For example 
the attempt to separate logical constants from values of a 
variable by way of moaning concepts can be seen to fail. 
A second important point is that his work is made 
-V 
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rieedlcs1y obscure through uses of the terms, denotative 
and logical. These have to be sorted out before neaning 
probleas can be adequately handled, 
Ills discussion of the difficulty of treating some 
words either as denotative (i.e. zxt logical) or express-
lye (i.e. logical), while it does not provide a solution, 
invites interest. 	It leads to linking ezpressIve terms 
with our logical constants, and to showing that a denot-
ative value can be linked with a semantic one. Therefore 
a denotative value cannot of Itself cause a word to be 
called a denotative term, for we hold that a dcnotativo 
value must occur in any logical term. 
Again, colder the case of a value of a variable 
which causes Roichenbach to hesitate over classification 
becatiae he finds there both denotative arid expressive 
slementa. The word he takos is sees Since we hold It 
Is a term of the object language, being in fact a value 
of a distibumional class, It therefore must display the 
syntactic (or expressive) features of the class as well as 
individual semantic (or denotative) content. But it can 
not be celled a logical term because this is a term of the 
mota-languago which denotes the whole class with its 
positional characteristics. 
These ideas le en to a justification of our 
separation of syntactic teanlng frcm senantle. A senantic 
369. 
tora is never to be confused with a syntactic one, but a 
semantic neaning is never oprossod without a syntactic 
one. 	Thus v:e find it preforable to use Carnap's expross- 
ion autpv-uous I to describe both the object language and 
uota.languctge nature of a logical constant. 
17.02 The noanin division of logical tars into 
syntactical, seantica1 and pragiatic which Reichonbach 
makes, causes serious doubts. It necessarily ineludes 
the denial of the validity of our definition of a logical 
constant. Hevertheloss it is hoped that the general 
application of our definition and views about syntat will 
be of some value. 	(Here, syntactic is not identical with 
tactical nor senantic with semantical.) 
Roichnbaeh says for instance that it is a matter 
for open discussion whether syntactical and semantical 
terms should be differentiated, and that praaatic terrns 
need attention. His extraneous logical terms which do 
not belong to any of the three divisions also appear to 
need clarification. 
It t7111 be held here that syntactical and seaantical 
terms are the same because cxc.ples of each are needed in 
tautologies and because both have exactly the same nature 
in a syntactic mota1guago. The meaning definition of 
a smantical ]ogioal term is also hard to separate from a 
pragriatio one. 
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The iportarLt question of whether the whole field 
of PraSaatics can be separated from that of semantics also 
arises. But whatever the case it will be argued that 
pragmatics has little value in English syntax study. The 
structure of the usually accepted pragmatic sentences can 
be expressed in the usual English syntax notation. Words 
like believe can be discussed better in semantic studies 
which may be introduced into the syntax system. Other 
questions about praat1c terms also arise when Re1oheiach 
appears to use meaning analysis in an arbitrary manner. 
We would prefer to replace such meaning distinctions 
as pragmatic and semantioal in syntax study by statements 
of different kinds of metalanguage symbol order. Thus 
statomonts, commands and questions would be of interest 
for they each have distinct characteristics. In meaning 
study, we would also prefer to replace the seine two con-
cepts by those of emotive and referential meaning. It 13 
possible to treat praMatic as a tcxi in the study of 
emotive values of words, and somantical as a term in the 
study of referential values. 
However, a calculus of pragmatics for example could 
still be created (though it would seem better to replace 
atips by another word) by considering a sub-class of 
the values of structural elements. Al logic of coaands 
could also be created by considering only a sub-class of 
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the structural elements theseives. 
17.03 An appendix on basic sentence types has 
been added to this last chapter for purposes of comparison 
with the appendices elsewhere. 
17.1 Reichenbach on Loica1 Tors. 
17.11 First of all, it Is held that logical terms 
are to be distinuIshod from denotative terms, which are 
any of the values of an argument, functional or proposit-
lonal variable. 	A logical ter:i is said to be expressive, 
which ieans that it is not used as a denotative term, and 
It is also said to be indispensable. It Is added that 
some denotative terms may be defined by expressive and 
indispensable toms and so are really logical terms. 
(E. p.319 foil.) 
A most important and valuable part of these theories 
is that an expressive term cannot rightfully occur as a 
value of a variable. There Is a definite advance here in 
understanding the nature of constants. But Reichenbach 
becomes side-tracked into trying unsuccessfully to separ-
ate expressive from denotative terms on a meaning basis,. 
For example, there Is no substantial reason given (2. p.320.) 
why the copula is, or the brackets which in symbolic logic 
translate Is, should merely portray or express a relation 
between variables, whereas the word loves in John loves 
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ary, should denote a relation. 
17.12. e can now start to exine what is meant 
by indispensable. (E. p.320 foil.) '7e begin by noting 
that it is said that a dsnotative tera may be used for an 
expressive one. This actually means that a name for an 
expressive sign may be introduced at a higher level of 
language, that is, in a metalanguage. If the definition 
of this naiie demands that the expressive term itself must 
be used as part of the definition, then the expressive 
term is indispensable and the denotative term is consid-
ered logical. 	(Such denotative terms may be introduced 
as contractions for any logical terms, e.g., see the use 
of un for the all-operator. E. p.324.) 
This test, loading directly in to the definition 
of a logical term (2. p.323), may or may not be of con-
siderable value. But whon we see that in a definition 
of the expressive term is, we are allowed to call has the 
expressive tez corresponding to is, because it is necess-
ary in a definition giving the denotative tern for is, it 
seems that we may extend the term expressive rather arbi-
trarily to any word we like to introduce into a definition. 
Consequently we may or may not call many tezviis indispen-
sable. (See B. pp.321-2.) 
17.13 Purther calls upon :esning do not resolve 
difficulties. 	For eampie, E. p.322 is of no assistance 
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because it allies expressive terLas with n, earAnr,; con-
notations of words which are values of variables, and 
overlooks the fact that an expressive logical term must 
have formal distributional features which are different 
from those of values of variables, if it is to be soper-
atod from then. 
That a logical term is merely connotative or 
expressive and doss not denote is not acceptable. 	It 
denotes if only through its formal meaning value. How-
ever, what ieichsnbach fully means by denotation is not 
really clear. 
17,14 Reichenbach's reference to the impossibility 
of separating the idea of denotative from expressive in 
some terms is of interest (E. p.322). 	Here he attempts 
to show that some words like see cannot be classified 
either as denotative or expressive because they unite both 
concepts. He holds that because see in I see the tower 
has no suffix, that is, exhibits no expressive logical 
sign, we tend to think of it as denotative. But, he says, 
its logical character is novertheloss evident in the fact 
that It belongs to a class of words which are used for 
tense reference. 
tfc would say in our turn that the syntactic 
character of the semantic value see is indicated by the 
fact that it occurs in the same position of a sentence as 
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a class of other semantic values. 	(The occurrence or 
non-occurrence of a suffix is incidental.) Vie can con-
soquontly find a similarity between logical expressive and 
syntactic, and another between denotative and semantic. 
tie would thus follow Roichenbach in holding that 
the order of the arrangements of classes is a logical 
feature of a language, just as certain individual words 
called logical constants are logical features. (See E.. 
P. 322.) 
But vie would also hold that the idea of see as both 
denotative and logical, i.e. both syntactic and semantic, 
is misleading. It is quite true that any value of a 
variable cannot occur without displaying syntactic fea-
tures, but it cannot be called a term of the syntax 
language. See is an object language term whose member-
ship in a syntactic variable is made clear by character-
istics of positional use. Roichenbach calls this syntact-
ic variable a function while we call it a verb. 
The necessity not to confuse syntactic terms with 
semantic ones links with the problem of whether it is 
legitimate to separate syntactic moaning from semantic. 
Uhilo it is evident that no value of a variable (or no 
logical constant) can occur without both syntactic and 
semantic features, it is also evident that in any class, 
all the meanings of its individual values may be die- 
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regarded In order to state what meaning or meanings are 
common to the class. This justifies the term syntactic 
meaning. 
It appears that Reichenbach should have shown that 
a semantic teriu is never to be confused with a syntactic 
one, but that a semantic meaning is never expressed with-
out a syntactic one. (Even for members of classes like 
a limitation upon what syntactic moaning occur In 
these words is a necessary part of then.) 
17.15 It Is not until he attempts to deal with 
syntactic aspects of indispensability in logical terms 
that we get nearer to an adequate definition of them, 
(E. p.324) 	Here he shows that a logical term is ir- 
replaceable in a tautology (that is, it cannot be replaced 
for the sentence to remain true without empirical invest-
igation). V10 note that in contrast, values of variables 
may be replaced by other values and the tautology will 
remain. (See E.pp.323-325 and E. p.130. Iote also 17.31 
below.) 
Although this theory is not completely acceptable, 
because we hold that a logical term is one which is nec-
essary In a sentence, arid not only In tautologies, it makes 
a large advance. As Relchenbach and Carnap have recog- 
nized, szibiguity In definition has been coni:on. (see E. 
p.323.) 
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e1cheabach hinseif holds that his otin definition  
is not fully adequate, the vi'ord indisable being inter-
pretable in different ways, depending on the purpose of' a 
language. 
It is hoped that the definition given in this paper 
will show hoi an indispensable term in one language need 
not be so in anothor. (See 7.4, 3.32.) 
17.2 Syntactical Logical Tome. 
17.21 The logical terms are divided in the book 
into syntactical, semantical and pragmatic. Syntactical 
ones express a relation betticen variables; senantical 
ones concern the truth range of a statement; praiatic 
ones have an instrumental nature. The distinction bettioen 
syntactical and seno.ntical denies the validity of the 
definition we have made of logical terms. But if this 
definition is of value, it in turn makes the distinction 
illustrate the neod for clearer conceptualization of "chat 
a logical torn is. In the following discussion it is to 
be noted that syntactical and siantieal are not equivalent 
to our tome syAtactic and semantic. 
17.22 The syntactical logical terms are divided 
Into sub-classes. 	The first refers to arguments. Here, 
we first find tome indicating the place of the 
variable, including Inflections of nouns, and 
prepositions. Prepositions usually not only have 
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this logical function, but also tafte over a part 
of the m-eaningy of the statement; thus it lies on 
the table and it lies under the table differ as to 
the space indication." 	(E. p.25.) 
Firstly, it is not pointed out that 12 the place of 
the variabl&?  is not indbcatod by any particular inflection 
or term alone, but by the position of the inflection or 
term in relation to the variable. That is, morpheme 
order D whero morphemes may be either bound or free, is of 
prime importance. For example, on supplies no idea of 
the position of the variable unless it occurs in the way 
it does above. 	(Prepositions may also be considered as 
showing the place of functions. ) 
Secondly. in and under do both occur in the same 
position hero, but do they satisfy Rebchonbach's definition 
of an indispensable expressive torn? In order bo say 
whether they satisfy our definition of a logical term re 
would have to gain further empiric knowledge in order to 
see whether they each had unique distributional character-
istics0 Reichenbach appears to hint at such problems 
when he says that some prepositions should be treated like 
the adverbs as functions of higher type, that is, as values 
of a class variable. (E. p.325.) 
17.23 Tho second sub-class comprises terms 
representing variables. 
C' 
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"They are expressive terms according to our 
definition, because only special values of 
variables denote. 	In conversational language 
variables are represented by pronouns. They 
include the personal pronouns ho, she, it, 
relative pronouns and possessive pronouns." (L. p.326.) 
It is not agreed that the personal, relative, and 
possessive pronouns, are logical terms standing for var-
lablos, Their use in English is as symbols for spocial 
values of variables, and none has any informative value 
unless the special value for which it substitutes is tnorin. 
If they were terms representing variables, then any value 
of an argument could be put in their place, and the result-
ing form would still convey information. This is not true 
In contrast, the symbols x and f naming the argument and 
function variables are logical terms. 
17.24 This last section leads to a general 
criticism of the whole unit on logical terms, for the uses 
of 1pZLeal orossivo and denotative are not always 
consistent. It is a disadvantage that denotative has been 
usod to doscribo a value of a variable in the object 
language, and the metalanguage name of a logical constant 
as well. 	Jith respect to this last, see whore un is 
called the denotative torn for the all-operator of the 
object language. (E. p.324.) 
rr 
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The following definitions may be supplied: 
Uhen an expressive indispensable term, called a logical 
term, is an individual term, it occurs as an individual 
term in the object language. 
A value of a variable always occurs in the object 
language. 	It is called denotative. 
(1) and (2) constitute all the symbols of the object 
language. 
But (a): A denotative term for (l)i.o. a nsmo 
for (l),may occur in the notalanguage. (E. pp.320, 323.) 
(b): A name for a variable may also occur in the mete- 
language, but this name is called expressive. (E. pp.325-6.) 
The result is rather confusing as it allows (1) and 
(b) to be mixed up together so that tie do not know whether 
the language under discussion is object language or meta-
language. Reichonbach also has a tendency to call members 
of (2) expressive terms, thus confusing them with (b). 
(See E. p.322.) 
17.25 The third sub-class refers to functions. 
we have terms expressing the converse of a 
function, as the passive voice; furthermore terms 
expressing functional modifiers such as the suffix 
ly and the term in such a,. 	(B. p.326.) 
As a result of preceding theory exception is taken 
to the inclusion of 1n such away" Its true character is 
. 
a caring, description of foiaal syntactic foatuios such 
as 2a, but it Is not in itself a loGIcal tom, in our sonso. 
The r aiin two sub-classes consist of (1) torus 
referrinS to argument and function, and (5) punctuation. 
(E. p.26.) 
iToither of these groups offers any particular 
theoretical development, except that in (4) It is said: 
the indefinite article Is used without the copula, 
It belongs mdyxrS somantico.l tors, since it Indicates an 
existential oporator.' (E. p.326.) 	This is not always 
so, as many sentences occur which are like The sea- serpents 
crc largo (fictitious existence) and e_wha ial 
(universal operator). 
17,3 Logical Toms in a So-imntical 
17.31 Hoichenbach states that 
open discussion whthor they ohould. be  
syntactical logical terms. Preceding 
that they should not and some further 
this view will be presented. 
The first sub-class consists of 
P2QOns. 
it Is a matter for 
separated from 
theory suggests 
oasons for holding 
the positional 
Th regard these operations as sommtIca1 because 
of their definition by moans of the truth tables, 
whioh confers on the-, -j a truth-functional character. 
The somant -Ical nature of the propositional operations 
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is also evident from the fact that we can 
construct true formulas which contain only 
variables and propositional operations." (E. p.27.) 
But nay tie not claim oqually a characteristic of 
semantical truth for the syntactic terms? For example, 
It is on the table could bo defined equivalent to 
It is not P i the table, It is P, the table, 
It 15 not p ,. tho table, if it is hold that on is a logical 
tern. Thus a truth table could be constructed. 
A strong claim could also be nado for considering 
the syntactical terms referring to argument and function 
(e.g., is a) as santic, because they also express a truth 
valuo. For terms for variables, we nay also see that a 
senantical truth value enters when we try to replace one 
logical symbol for a variablo, by another logical symbol 
for a variable: in any true formula this sort of substi-
tution caniot be permitted. 
Apart from theso examples, tie have seen that 
ielchoi-ibach's own viev,s lead us to develop the idea that 
any logical term (including any syntactical one) is a torn 
that cannot be replaced by another logical tern if we want 
an oxpresslon to remain true, independent of further 
empiric knowledge. A denotative or object language term 
on the other hand nay bo replaced by another, and the 
expression will still be tautological. 
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Concerning the propositional operations, Reichenbach 
says that they are expressive (i.e. logical) and not 
denotative because 
"It is clear that when we write a tautology in a 
form that uses the propositional operations as 
functional constants 	.g., or(a,b)J •... it is 
not permissible to replace these constants by 
functional variables since the formula would become 
false." 	(E. p.328.) 
We maintain that syntactical and semantical logical 
terms are the some because examples of both are needed in 
tautologies, and because both have exactly the same nature 
In a syntactic metalanguage. This last follows from the 
theories given in 17.2 as well as in 7.4 and 4.3. 
17.32 Because of our general theory we disagree 
with Reichenbach below. He goes on to consider some 
conjunctions and verbs like imply and mean, and also the 
adjective equivalent, to be propositional operations. 
Imp].y is to be considered a denotative term in the meta-
language for the logical expressive term if .... then, 
because it is definable in terms of if.... then. (E. p.329) 
Now the judgment as to the nature of terms in an 
object language is dependent upon the structure of that 
language itself, no matter whether it is natural or 
artificial. It may be seen that the words imply, mean, 
• •, 
and oQuivalont,in the ruoture of English ay all be 
replaced by other vords in order to form,  sentences. For 
example, in That Z .... that Z where the symbol Z stands 
for any sentence, the blank may be filled by warns, hints, 
sugEgsts,mi to, allovs .9  moan., 1M2Lies .  forbids, 
proventR.., ate. Also, for eplo in Zand Z i/ore _-_' 
the blank may be filled by true, qSLuivalont o contradiet, 
sii4r, etrangp, false, noceosaxy, possible, likely, 
familiar, exRocted., desired, etc. 
Uhile a full study has certainly not been under-
tacn of all sentence rules, unless these verbs, and the 
adjective equivalent, behave differently from other verbs 
and adjectives in the structure of English they must be 
considered as object values of the logical variable sis 
standirZ for all verbs and adjectives. 
This does not dony that they may be hold as con-
stants in a deductive calculus developed from the syntax  
of English and it may be more useful to do so for certain 
purposes* But their use as constants must be distinguished  
from the occurrence of any true logical constants in the 
languao. It is a mistaken tendency of lo1cians to 
consider all the English word interpretations of their 
so-called logical symbols as constants. 
17.33 The second subdivision consists of the 
operators all, some, thcre and is, because they can be 
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considered extensions of the conjunction and disjunction 
operations. The iota-operator is also included, and thus 
loads to calling the and a semantical logical terms as 
well. (E. pp.330-1.) 
The previous objections to this distinction between 
semantical and syntactical also apply here. The state
ment that the plural suffix is a seEmntical logical term-
because "it expresses that there is more than one satisfy-
ing argument" is particularly unsatisfactory. 
Again, we see that Roichenbach's justification for 
calling certain English words logical, is b ased on a study 
of those words as interpretations of symbols occurring in 
an artificial language whose structure is different from 
that of English. If we hold the and a as logical con-
stants it will be for reasons different from those given. 
'734Th0 third subdivision consists of denotative 
semantical terms, "i.e., terms which denote and by logical 
analysis are shown to be reducible to expressive somantical 
terms." (E. p.331.) 
Some of these terms merely illustrate possibilities 
for further criticism along previous lines, but it may be 
pointed out that the individual terms pLqpert  Z and physical 
object may be better treated as universal words (defined 
by Carnap) in relation to the symbols of Relebenbach's 
2 language. 	hi1e they provide the meanings of logical 
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symbols here, they need not be considered universal words 
in relation to BzZlisln, unloso it is found that there are 
loical teras in English 7hich always carry those meanings. 
A final point in this section arises from a dis-
cussion of four different meanings of is: "first, it means 
the relation of class membership; socond, it moans the 
relation of class inclusion; third, it means existence as 
in the phrase there is; fourth, it means identity." 
(E. pp.34-5.) 
But the exact syntactic clues which tell us which 
moaning is to be correlated with which form, are inad-
equately given. How to analyse a given text by its formal 
structure is not clear, and we are required to depend on 
intuition. This is clearly the result of considering the 
structure of the language  to be based on 30-called logical 
norms. Jesporsen provides a more complete account of the 
uses of is. 3 
The fourth subdivision concerns "sign denominative 
symbols" and is of little interest here. 
17.4 Logical Terms in a Praatic Capacit 
17.41 We find it difficult to separate praatics 
from semantics, and we are consequently doubtful of the 
usefulness of setting up this third category of logical 
terms. For example, when It is said prcatics 
W&  
"adds a reference to persons; it therefore 
refers to things, signs and persons. Of this 
kind is the statoicnt: I consider this sentence 
true or this sentence is a law of physics, as the 
latter proposition states that physicists consider 
the sentence true." (E. pp.15-16), 
we believe this holds for any semantic statement, since 
somebody believes it true, or somebody believes it false, 
or neither. In any case, pragmatics has little value in 
the study of English syntax, as the structure of sentences 
like I believe that John is here (often considered prag-
matic), can be stated solely in terms of the constants and 
word classes of English, '.fords like believe more properly 
enter semantic analyses which nay be introduced into the 
syntactic system. 
17,42 It is claimed by Reichonbach that paatio 
logical terms, by making sign combinations instruments of 
a speaker, and therefore by doing this and not saying it, 
are expressive. They are also indispensable as there is 
no other means of making such instruments, Denotative 
terms cannot do so, because they are in the cognitive 
field, and so cannot change an expression into a non-
cognitive oic. (E. p.336) 	The assertion signs, that is 
Vos and no and the period, are than given as members of 
the first sub-class of pra&iatio signs. 
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o find it inpossible to accept the line of thought 
here, and can see no great difference in English between 
the period sign and any other logical constant such as +s 
plural in a sentence of the form 11i48 are a+o. Both are 
equally necessary in order to have a sentence of this 
symbol arrangement at all, and therefore in order to make 
it an "instrument of a speaker". 
The full stop in written language is surely a clear 
cut sign taking the place of intonation in spoken language. 
It may be dispensable in certain symbol arrangements, and 
replaced by a comma or etc., but it is a mark of a sentence 
arrangement wherever it occurs. (Cp. 2.13.) So also is 
the 43 plural where it is indispensable. 
17.43 The statement that the period and all 
assertion signs are pragmatic leads to contraditions 
below. 
The analysis of the assertion sign kp is held to 
show that expressions in which a. pragmatic sign occurs are 
not propositions. They are not true or false because 
they cannot be negated. This appears to us to mean that 
there is no sign which states the negation of the assertion 
sign itself. (E. p.337.) 	Such a view is riaintained by 
Riechenbach despite the fact that it is conventionally 
held that every proposition in symbolic logic which is 
put on a separate line is considered assorted unless 
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otherwise stated. Yet we negate these propositions. 
It seems immaterial that there is no negative sign 
to correspond with an assertion sign. The proposition 
that is asserted can still be true or false. Just how 
the absence of negation of the actual sign of assertion 
itself makes it a pragmatic sign in contrast to other 
logical signs is not disclosed. 
Again, expressions including pragmatic signs are 
said to be "instruments", in an "assertive mood". Such 
a theory would make every proposition in symbolic logic 
and every written sentence of English an instrument and 
not a proposition. 
It can be claimed instead that no proposition or 
sentence can be true or false unless it is asserted. It 
is true that an assertion sign such as the period is not 
itself ever negated, and that in writing down a false 
sentence we still assert the sentence. 	But the possi- 
bility of a sentence being true or false, or the possibility 
of a yes assertion being made a no assertion, depends upon 
the sentence being an assertion in the first place. 
17.44 There is a second group in the assertive 
sub-class. 	This consists of the moods: indicative, sub- 
junctive and conditional. The first expresses assertion, 
and the others "express either absence of assertion or the 
assertion that the clause is false, i.e., the assertion of 
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the negation of the clause". (E. p.338.) 
Because these categories are solely meaning analyses 
of the combinations of certain words, it is better to 
replace them by a full statement of the positions which 
the words may occupy in order to form sentences. For 
example, if we could say that If he be your friend, he 
will help you is a sentence of modern English, it would 
have to be stated in the formation rules of English that 
be is the only term which will fill the blank in a sentence 
of the structure If m - in3 n+o, in will v0 
The "mood" meaning is incidental here, and no more 
pragmatic than any other statement which involves people. 
The same theory and the same tests concerning syntactic 
uniqueness apply to the treatment of other terms such as 
should and would as pragmatic logical terms. (See E. p.338 
foil.) 
17,45 The second sub-class consists of inter-
rogative terms, for example, interrogative pronouns and 
adverbs, and the question mark. 	uestions are held to be 
in a pragmatic mood because they have a determinate aim, a 
desire to gain lçnowledge from a listener. They merely 
express this desire but do not say it, whereas in the cog-
nitive field, their correlates are of the form I wish to 
know the answer to this question. As before, this 
expressive nature is also said to be evident from the fact 
4 
that 	 be .aogcitod. ( 	p.O.) 
retly, it can be said in ansor that all ianiico 
roans of cas?T-yinc, or auquirixw, infoiation is used 
for ci dotoii ate am. 	Q,uostios arc no gore prcigiatic 
in this regard than any other forns. Then as proviously, 
it can öo held that the ahsoo of ncaticn of a question 
3i 15 1Liatorial and doos not define it as praatic. 
And lastly, it can ho elat.od that mntonciticn in 
the spoken laxiiiao the quosion mark in tritton lancjiiage, 
and mntorroativo pronouns ote. in both, ao sine equally 
as capable of denoting as any other sins in the 1anao0 
There is no osontia1 difforence between thei zM, if they 
a.-,o considered not object lanuae o1ns but logical ones, 
it must be for reasons of a distributional nature. 
17.46 Questions are to be subdivided into throe 
kinds, "acuording as o ask for an aront, a function or 
a logical tova in tho answer. (E. p.340.) 	(It is inter- 
osting to firs a subdivision of questions which could bo 
considered against that made by1'rios. Soo appendices 5.5 
and 17.7. 	But because floichofecch does not clearly 
d1etinguis the thvoo kinds of sbo1s his attonpt at 
claification does not fully succood. 	Other problems 
also ari)o. 
Lor oxarplo, what is said to ivo iieo to a function 
ansior, as in 7kiatistho colour cfrhcue?, but it can 
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also cause an argument one as in What is that thing? 
There appears to be no reason either why the answer to 
the question about colour cannot be said to include an 
argument using a second typo function. Again, h ow is 
said to ask for a function, but the answer By car to the 
question How did you go?, seems ambiguously a function or 
an argument. 
However, Reichenbach also points out some interesting 
formal features. For instance, he shows that questions 
of the kind using the verb do in the initial position of 
the sentence, elicit a yes or no answer, For example, 
Did you go?, Did the men want it?, etc. 
17.47 The third sub-class comprises Imperative 
ternis, the imperative mood and words such as shall and 
would, but It offers further evidence of arbitrariness. 
(E. pp.342..3.) 	For example, need and must are considered 
denotative in contrast to shall and would without sufficient 
reason. Nor are the two meanings for permission admiss-
ible, because the remarks about the meaning of the second 
apply also to the first. 
The attention given to various individual words, here 
also makes us enquire why such words are not considered 
denotative. For instance, words like believe, usually 
held to be pragiatic, can also be held to be denotative 
because they belong to the function or verb variable. If 
t. 
2. 
tLiii le tuc, thon theo 	ft2.rthc oaoon for not accept- 
in Reiehonbachs iir.o o? thoiht in 17.42, whore he says 
no pra:atio tor-'a iG donotative 	03e1iovo In euc'_ 	nt- 
oncos co IoliovJo le hero Is not part of a tautology, 
and 30 It ccnict be treated 1Ite the all-operator on E. 
p.3240) 
Abitariness of a different and loss iioportant hind 
is evident in the fourth b-class, vhoro it Is said that 
ouch Is a logical tr1 because thoi it can bo co-
ordinated to the sonteno I have pain. it cannot be negated. 
(. pp.4-4.) 	Hoevor, accodIg to earlier rar&s by 
flolehenbach, I havcpin cannot be negated either, since It 
Is an s sotIon. 
17.5 Goal_ç tions. 
17.51 The t7hoio section cai logical toms conludos 
with the 3te21ent that mush 7or still reicine to bo done 
ad ou Iec only liavo b)on civen. In partIcul, rag-
iatIc tons ao In need of analysis and forlizaticn. As 
a result of the rcodIg details of oriticim eoo General 
suostions Lay be 4ren. 
Uhother a term Is pragiatic seiaanticai or syntact-
ical, is ontIoly Io demtal to whether it is a logical 
coneant (as defined in 4.1) oven If we consider the 
dis'inctIons valid. ato 	IntIon betvion sonantical 
ci yactical can, however, be 	regarded by 17.31, and 
trc wculd prefer to use Carnap's term, autonyrnous sybo1 to 
exp:css both the object language and rietalanguage nature of 
a logical constant. Soiie further attention however may 
be given to praatic and semc.ntical terms. 
17.52 The pra&atic havo been distinguished by 
Roichonbach from the sciaantical on the grounds that prag-
icitic sentences aim to influonec tho listener, and cannot 
be called "true" or "false". 	Semantical sentences on the 
other hand are always tttlruo tl orfa1s&t. (See E. pp.17 ff.) 
It is also hold that sentences in any of the moods 
of Elish are to be called praatic, as we have just seen. 
But since we hold that no sentence in English may occur 
without a sign of assertion, interrogation or cimand, it 
must follow that there are no sentences in English which 
are sernantical. 
wish to reject these views and submit the follow-
ing. There are three major groups of sentences in English 
which each have individual symbol orders in linear sequence, 
They are statements ssortions", or sentences in the 
"imicative mood"), questions ("interrogative mood sent-
onoes") and commands ("sentences of the imperative mood"). 
The symbol orders corresponding to the three groups may be 
stated quite precisely as part of the initial set and 
formation rules of the language, and will be purely 
., .. 
syntactic In natto. 	1i.os d ocior linguistic scholars 
support this. 
Soe sentences of the stateiont form have boon 
chosen b Reichenbach as se:aantical, while others, namely 
those which involve a statenont of a person's emotions or 
ontal attitudes, such as I believe Z, have boon called 
praatie 	This Is just a descriptive meanin d-13tirztion, 
ard not at all formal. English rnakes no differentiation 
of form between the two 1th.s 
Even on the Y-ioaniikj level, the claim that praatic 
statenents caznot be called ttruo  o fcils&1 oarnot be 
held. I believe Z I 2resumo Z. I hope for Z, If I were 
etc., can all be either"true" or "fals&. 
Q.uestione and ccands, however, can be listed as praiatic 
and not semantic because of the 	 iyis that they 
are not 'tiie" or false. 	Tut once more we can claim  
that th.s mennliig dlotinztioz is quite inIdontal to the 
logical etr'.ictuo of the lanuae. 
17.53 	ho clistItion 3ott7con praatic and 
semiantical could perhaps be admittci If the terns corres- 
ondd closely to certain Individual scztonce fems. But 
ao we have seen, sentercs of the etateont fOM arc eco-
tines pramatIc ar scnetines seantioal, and the principle 
ol separatIon Is a racanirs o:-.e. 	iccd, the :arin 
dofi:mItcn of vfht is pa&2atic is rather loose. 	For 
.1_I .i• 
instance, it is said by Reichenbach that "communication 
always represents a form of influencing the listener", yet 
only pragmatic sentences are given this meaning character-
istic. (E. p.17 foil.) 
We would rather accept a differentiation between 
the emotive and referential use of language as provided 
by Ogden and Richards in "The Leaning of L1eaning" 4 and 
by Richards in "The Principles of Literary Crtticism" 
Then we would consider that no sentence is used without 
some sort of emotive significance, even if it is only to 
arouse an attitude of interest in a listener when he hears 
a statement a$serted. 
Those sentences usually considered pragmatic by 
logicians are just one group of sentences whose emotive 
values have been picked out from the whole body of language, 
It is consequently possible to consider pragmatic as a term 
in the study of emotive values of words, and semantical as 
a term in the study of referential values of words. It is 
suggested thet, that we may consider the theory of pragriatic 
and semantical logical terms and sentences of no great 
value in the study of the syntactic structure of a lang-
uage, since pragmatic and sernantical merely describe two 
ways of approaching the meaning of any structures whatso-
ever. 
17.54 It is not denied, however, that a calculus 
u 
C 	ctc 	eouli he fcil rat c as a suL'alulu 
of theluae. 	e valtoe of the 	adjective, and 
verb VaViLblesp a1 of tho sa1l vor clases could be 
lizdtod to thoce v7hich tculd be cone -1dcrd praiatic on a 
iaLng baeis, although it would robah1y be more ueef1 
to replace this torri by another. The constants toui1d, 
hcever, norslly ilv.de non-pragmatic ones. If only 
certain entove forms terc to be used, then thsso could 
bo provided aleo0 
Further, if it tere dired to coidor only 
structure, and not 	 then a calculus could b 
provided which for exsnple tsed only coian. Raichcn 
bach lists a umbci of vioks tthich treat a logic of 
oomna'iz1s, (E, 	 It is possible to imagine such a 
logic, often callod a logic of value judicnts, re-o, gar1zc 
in the ligit f a full ImoulodgO of ecazi syntax in the 
English liguage. 
1 17.G 	trioous Tom s. 
17.61 Reichoxfoach goes on to list terms which do 
not fit the classes of logical terms already given. (E. 
P.364 foil.) 	All the terms so far discussed are said to 
ccur in the object 1a%age (although we have soon that 
this is not the case because sco occur only in the rieta 
ianiago). 	Uouevor, coversat±oxia1 language is said to 
397. 
contain more than one language system. It includes (i) 
terms of the metalanguage, and (2) terms of languages of 
fictitious existence. 
17.62 Some terms of the metalanguage are 
(a) syntactical: sentence, clause, word, speech, no 
letter, preposition; (b) semantical: denote, express ., 
true, false, probable, analytic, synthetic s necessary, 
• possible; (c) pragmatic: assert, assertion, presumably, 
of course, doubtful, meaning, c oimnand, permission. 
On the contrary, we consider that all those words 
belong to the object language of English, for they behave 
the seine way formally as any ether object values of the 
variables to which they belong, and may be classified 
accordingly. 
It is true that many of them refer to features of 
syntax of English, but this does not make them any differ-
exit in character from ordinary object terms as far as their 
use in the language is concerned. They obey exactly the 
seine rules of formation and transformation. Therefore, 
they may be understood as terms with metalanguage reference 
which occur in the object language. 
17.63 The second group of extraneous terms, said 
to occur in languages of fictitious existence, also observe 
exactly the same syntactic rules as any other English 
Object language terms. There is no formal differentiation, 
I , v' 
0 
ie various fictitious la WO3 which. Reichenbaca lists 
are separated fzci the rest of the lniiao on a ieanin 
basis only. 
Uhen It is claimed for many terns of 'fictitious 
e:z!cteno" such as orceivo a.id see a any other terms of 
L enta]. Iind, that they zLiay be reduced to toms of 
pisical oistoncs, that Is, to bodily utatos of the 
object ianuae vie ie1ther arco that thIs I o, nor 
that this has any bearing on the syntax of English. The 
theory just satisfies the claims of loGIcal pocitivlen, 
is totally ILepondent of aij syntactic analysis of 
IlI sh 
17.64 Another objection jmay he iade vihon It Is 
said that 	aIblo, In 	's co 
Interpretation of Peter will possbly 
toi of the object lunguac. Thio I 
because possible makes etor'o coin,-, 
the realm of fictitious oxistene and 
of languao. 
But In avior it can be dained 
Io csib10 as an 
come, is an improper 
hold to be so 
denote an event In 
this shifts the level 
that since the 
l-uae of fictitious oxIstcrso includes arguonts vihi.ch 
ao real (iecessary), possible and ipo3Ible, an thcre-
fore pernits aa argument which is real at one tIo to b 
one which is pessiblo at another, then there is no reason 
why natural lac earnot do tho sse, even though it 
399. 
might do so in a different way. Similar ideas can apply 
to other English words such as necessary and Impossible 
which are held by Reichenbach to be improper. 
That there is not a shift In the level of language 
can be supported by more fundamental views. When the 
meaning of possibility occurs In English, there Is no 
formal sign, no grammatical category, which Is Inescapably 
required in order to present the concept. The term 
possibly, for example, is merely a value of a+ly and 
behaves just like any other value of a.sly. 	Impossible 
and necessary also occur In the same way as any other 
values of a. 	To call them "improper object terms" Is to 
refuse to accept the syntax of English, and to draw upon 
comparisons with symbolic logic calculi so that their 
structural forms are imposed upon It. 
Reichenbach thus goes on to say that the Improper 
use of these terms can be corrected by constructing a cal-
culus which tells us exactly what they do in the object 
language. (E. p.349.) 
We maintain on the contrary that the use of these 
terms in the object language Is quite proper, and that 
their meardng is quite unambiguous. If we say something 
is possible, Impossible or necessary, our meaning cannot 
be mistaken. 	It is not at all necessary that we should 
reconstruct English so as to make these meanings 
ir,diopenoablc fornal f tato or 	atIo1 torIo 
17.7-1PPDZD1X-. Basic  ri 
17.71 The sortenco tyo obøvod by ReiCllonbach 
In ho chapter on convetIon1 nuo.ge and thoie 
forialicd in oltion to uaa::"Cir100 pte III ana YH 
teo e0110ctod, oiboliod, a=1 coiiipaed with the oontcno a 
types i7hich Fried an'i Harzds have coneidored i1poafl 
coaon one 	(Soo appe.cUcoe 5.5 and 10..) In appar 
ontly ran 	faehlon ho has included cito a lot of 
uaterial0 Coverage of the toeoo lo quite detailed. 
At 10at a fti oentonceEl not al1ored in the HariIs 
system are conidercd Thus use of the oaquenceo listed 
in 10,5 under (f) (h) D () an. (o) con be rced0 (See 
achenbach3 solutions to 54=6 59.-1 5O3  and 
545 Ucou of thoro in 547, eo0ae in 	and more 
v+n. In 434 also oceur) Othe nay not be of great 
Interot and 11arrio could have equally noted then In 
di cu @1 on 
But from the 0ta1 array of contomeo v Feichonbaeh 
does not indicate to any oxaet extent an InItial eot 
though ho obviouoly accopte cone fori no boin of coon 
IJoro inportant, he Civos no true onalycie of 
aiy ocntono typo Gioilczity or dIfforore 0 It hao oon 
cequontly boon thought unnecoccary to lict the variety of 
te3O) ho 0)O07OS crr 3O pi'cot OL2iy the ooi1to of 
oompc.iicn with tho lxic cn 	 opedieor. 
Giion whoh he aaicoo fco thoIz 11t cizo 
in.portant hcuoe they a co= on foaao. Uo wr 
to find cxo3p10 of the folloTlinCz rhioh aro in tho F1 
ppdix 	$c 	 10 (s), (9), ( 12 ) oi (c). 	110 o.o oo 
not obewo the ubtitution Uroupo of (7) 1 oUcithg 
his forzm of questions a only 10001y Givon. Sequomeo 
ontono ptn 	e not 	 It i intootLn 
that the three types of oximors to q7acsticmo tAilch h 
recorde (E. p.iO) can be roo1vod into the two 
Givon in the 	appen.ix 
xa-zris cpeitix typos which cold not bz I zi j 
as fo11ot7e 00 	( 7 )D (s), (9), (12), (15) (6), (1), (19), 
(SO), (53), (5), ('27), anL eoe of (9). 	Other ciesion 
come V.0ou of the in2iritIvo, 	pooItIonB,and Modification 
CoquerneG (CG In 
Tho abovo liet oc IiIctive thoz, thon 
oetivo, I o c. fully coth etuy ho not boon felt 
reay 	It Ic chvIcc that iwioc aml Hapzis coont 
iAOZ woablo ei 	torpr table I i!co an they havc hce 
Ivn r.aorc attention. 
772 	ut 6dfferonass bOt7CQn Friec anci 	ric can 
alec be notcd 	-ice elte in the appenIz come 
centonco ty9Qe whIch are q'iito Important ai not developed 
40 0-)
& 
in the Harris system: (2), uses of the substitution groups 
of (7) following, the noun construction of the subject in 
(a), (a) and (b). 	In addition, Harris covers answers to 
questions only briefly (M.U. p.175), 6 and ignores USGS of 
the interrogative words noted by Fries in 2. of the 
appendix. Sequence sentences are included to some extent 
in (49) of the Harris appendix, but not treated thoroughly. 
On the other hand, there are some omissions in the 
Fries appendix which are to be found in the Harris. They 
could mostly be considered expansions through formation 
rules, although Fries does not develop them this far. But 
he does observe many more sentence types in his book than 
recorded in the appendix. An exact comparison with Harris 
has not been made. It can still be maintained, regardless 
of omissions and inclusions, that Harris' system is better 
because of the more exact detailing of the word classes. 
Compare the use of sub-script lettering in Harris with the 
absence of it in Fries. 
These comparisons, and observations elsewhere, serve 
to show that more complete recording needs to be made of 
English sentence types so that enquiry can be made into 
the establishment of initial seta and formation rules. 
Appendix 1-3-5 does record a number of short types but does 
not claim to be complete in coverage of even short common 
40 5. 
forms. It can be compared with the other appendices. 
17.73 	A few random formulas taken from Rejehen.. 
bach's solutions are supplied as examples. English 
syntax notation is Contrasted. Interpretations are 
listed separately and clues to abbreviations such as 
, for drive are omitted so that incomprehensibility is 
shovin. The variation of interpretation forced on the 
supposed constants of brackets, commas and symbol order 
becomes apparent. 	It arises because of tho lack of 
natural language syntax material incorporated. 
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Intepretations: 
18-A-6 : All follot7ers of Oscar t7ilde initated his 
mainers. 
18.-A-7 : All men or women working at the Douglas factory 
are citizens of the United States. 
18-B-6 : Something is rotten in the state of Dennark. 
474 : 	Thomas Hobbes was born in the year of the defeat 
of the Armada. 
47-6 : 	The serpent that stung thy father now wears his 
crown. 
47-7, 	The miserable has nomdioine but hpp. 
48-2 	The destruction of Carthage made Rome the ruler 
of the Llediterranoan. 
48-0 : 	The production of synthetic rubber made the 
United Statos independent of the 'importation 
of natural rubber from the East Indies. 
51-B-7 : Gold is heavier than iron. 
53-2 : 	A burden weied heavilv on his shoulder. 
53-7 : 	Gossip is a vice enjoyed vicariously. 
Compare the two-place functions: 
47-4 : 	d(z 1 , t) e zi Lvlas defeated at] time t 
47-6 : 	vz(y1, z1) = yiLioarsJ z1 
477 	md(y, x) = y[is the medicine,  ofi 
4G. 
52 f(z, y) [r is a function o 	and y 
or x [is related by f to] 	r 
53.7 sp(x, y) x [speaks to] y 
18-A.6 f(x, z = x [is af011ov7or orLzi 
m ( y, 	T) = y [are the uannere O_ 
y) x [mutated] y 
18-B-6 x, xIissituatedmn]y 
Compare also the three place functions 
48-6 mi 1i2 	2J 
A LmadejB 	ixdepexent oil C 
48-2 m (v,, y,, u,) 	v1Lmade7y, u 
51-B-7 : 	x, y, t) = x Vis hevier thani 7 EatJ time  
Further oxenination also shows that style of 
symbolization is not consistent. For example 47-6 could 
provide an event-split because of the use of that,, and 
descriptional notation could be used for the defeat of and 
yeaxof in 47-4 (thus x1 = (x)d(x, i )  etc. ) The 
use or, non-use of arid is not consistent throughout the 
solutions. Although only a small ntmaber of formulas are 
recorded hero they are indicative of the whole set. 
r 
•tid IS 
Ileaidng equivalences for cxaiple, which have to be made 
before formalization as in 18-B-6, are conmion. 
Carnp, H., The Logical Syntax of Langu, (London, 
Kegan Paul, Trench, Trubner & Co., 1937), p.17, p.156. 
Carnap, H., The Logical Syntax of Language. (London, egan Paul, 'ronch, frubner & Co., 1937), p.292 foil. 
See also modification of Carnap's theory in 21.1 below. 
Consider Jespersen, Otto, The Philosophy of Grammar, (London, G.Allen & Unwin, 1924), for example, p.150 r foil. Also by the same author Essentials of English 
Grammar, (London, G.Allen & Unwin, 1933), for example 
5.124 foil. 
Richards, I.A.,and Ogden, O.K., The Neaning of Meaning, 
(6th ed., London, Kegan Paul, Trench, Trubner Co., 
1944). 
Richards, l.A., The Principles of Literary Criticism, 
(London,, egan Paul & Co., 1925). 
For discussion about the exact nature of the differentiation between emotive and referential uses 
of words see also Black, Max, Language and Philosophy, 
(New York, Cornell University Press, 1949)7 Chapter IX. 
Harris, Zellig S., "From Morpheme to Utterance", 
Language, 22 rl946), p.76foll. 
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PART IV. 
CONCLUSION: RUDOLF CARNAP AND GENERAL IDEAS. 
CHAPTER 18. 
INTRODUCTION* 
18.01 It has been seen that an important example of symbolic 
logic is insufficiently familiar with the structure of English to 
provide an adequate mechanism for its formulaic representation. But 
because Carnap has provided some significant developments in logic, 
an examination may be made of the usefulness of some of his theories. 
This does not mean that his philosophical, outlook is accepted. On 
the contrary, logic is treated only as a deductive tool. 
The foesl book for attention is "Logical Syntax of Language", 
and some quotations from it ill be given. Carnap points out-that 
"logistics has taught people how to manipulate iith precision symbols 
and formulae 'bich are similar in their nature to those used in 
mathematics." (L.S. forec-ord p.XIII). But grammarians can now 
claim that such precise manipulation can be developed in linguistics, 
and so Carnap' a further statement below must be rejected. 
"In consequence of the unsystematic and logically 
imperfect structure of the natural word - languages (such as 
German or Latin), the statement of their formal rules of 
formation and transformation could be so complicated that 
it would hardly be feasible in practice." (L. S. p.2) 
411. 
It is not difficult to support the view that if a natural 
language has a basic fonnal system which is only imperfect, it 
cannot work very we].l in practice. The users of a language must 
be agreed to use certain forms and transforms in order to understand 
one another. Although there are idiomatic and colloquial 
expressions etc. which lie outside of its system, there is no reason 
why, with sufficient knowledge, the basic logical structure of English 
can not be stated. 
Soon, the statement that"only in a symbolic language has it 
proved possible to achieve exact formulation and rigid proofs" 
(L.8. p.3), will have to include the symbolic notation for the forms 
of a natural language. 
Again, while there is some truth, as it has been seen, in 
Carnap' a suggestion that syntactic concepts and rules can be of use 
in a general way in analysing word languages (L.S. p.8), there can be 
- 	no agreement with the following: 
"The direct analysis of these (i.e. the word languages, 
which has been prevalent hitherto, must inevitably fail.. 
the syntactical property of a particular word language 
such as English, or of particular sub-languages of a word 
language, is best represented and investigated by comparison 
with a constructed language which serves as a system of 
reference," (L,S. p.8) 
41a. 
18.02 Some attention will be given to Languages I and II 
of L.S. in order to reinforce our contrary views in Part III. For 
it is clear that Carnap intends . them to formalize word language 
sentences. "Languages I and II do not only include mathematics,..., 
above all, they afford the possibility of constructing empirical 
sentences concerning any domain of objects." (L.8.p.11) 
In examining the two languages, important questions will arise 
on the nature of logical variables and constants and allied problems. 
The debt to Carnap, and also to F.W. Harwood, in laying down the 
basis for the views taken of them in this paper, has already been 
recognized. However, differences with Carnap will be brought out. 
For example, it will be held that the syntax of Language I 
is not entirely formalized within that language itself.' More 
importantly, with respect to discussion here, it will be claimed that 
the view of Carnap and others that the differenàe between a syntactic 
and a descriptive element can not be established, is not true. As a 
result, a difference between syntax and logic will be outlined, 
although it will be seen why it has been convenient to treat the 
two as synonymous. 
18.03 Further questions which concern studies in English 
syntax as well as in symbolic logic will also arise. The concepts of 
equivalence and implication will be treated and it will be seen that 
they vary in meaning for various purposes. Interpretations for work 
413. 
in English syntax will be given. 
The uses of semantic and syntactic transformation rules will 
be discussed and they will be differentiated from each other. The 
introduction of the first into a syntactic system can be compared —
in nature with the introduction of empiric laws into a deductive 
system of science. The claim that the syntax of English offers 
scope for the development of varied and not yet developed deductive 
calculi is made. 
Further study of transformation rules will show that Carnap 
can not uphold the statement that they necasariiy determine the 
logical symbols of a language. The logical symbols can be estab].iehed 
from the formation rules alone. 
18.01 Fina]]y, some attention is given to English syntax 
in particular. Reasons why the paper has tended to eliminate 
consideration of the full meaning range of English words and sentences 
will be given. It should be understood that the referential uses 
of words are stressed throughout. 
Brief discussion about machine uses of English syntax is made, 
and the paper ends with an appendix illustrating formation and 
transformation formulas of the language. 
Carnap, Rudolf ., The Logical Syntax of Languag, (London, Kegan Paul, 
Trench, Trubner and Co., 1937). For convenience this work will be 
referred to by L.S.) 
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CHAPTER 19. 
REMARKS ON LANGUAGE I. 
19.0 Introduction. 
It may be argued that because Language I uses positional 
co-ordinates instead of proper names for its objects, an entire 
different symbolization of English from the one offered in the 
simple calculus of functions is put forward, and that this may be 
more useful. Both questions will receive some attention and 
negative answers will be found. 
The junction symbols will, receive some attention in 
relation to a different problem. Carnap has claimed that the 
postulates and rules of inference of a language determine their 
meanings. It will be found necessary to modify this in a way 
which he has not shown in "Introduction to Semantics." 1 
1901 Problems about Positions, Predicates and Functors. 
19.11 First of all "In order to express a property of an 
object, or of a position, or a relation between several objects 
or positions, predicates are used." (L.S. p413). Now we may 
ask when an English Lonu designates positional mi).ya18 and when it 
designates predicate analjsis. Even though objects are dismissed 
in favour of positional co-ordinates, there is still the old problem 
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of how we know when arW given form is a predicate and when it is not. 
'When are we to use a number for a particular English symbol or 
• expression and when are we to use a predicate symbol óiily-? 
We are not given any precise information concerning English 
yntax in the following, where partioular ,  examples of predicates and 
numbers are picked out, but there no overall principle is given: 
"Examples; (1) Let Blue(3) have the meaning: the 
position 3 is blue; in a name-language; Blue(a) is 'the 
object a is blue.' Let Wr() mean: 'the position 3 is 
warmer than the position S'; in a name language Wr(a,b): 'the 
body a is warmer than the body b'; 1a(ab): 'the person a is 
father of the person b' and so on. (3) Let T(0 2 8,1 1 3) mean: 'the 
temperature at the position 0 is as much higher than at the 
position 8 as the temperature at the position 14 is higher than 
at the position 3. 1 " (L.8. p.13) 
Here, also, all the objections to Reichenbach 's use of brackets 
and commas and symbol order for widely varying semantic and syntactic 
values, which do not come under the headings of functions (predicates) 
or arguments (positions), apply to the formulas given. $o we supply 
criticism on to grounds: (1) that we are not told how we are to 
recognize a position or a predicate and (2) we are supplied with 
formulas which are incomprehensible unless the natural language 
sentences they fox1tze are first known. 
416. 
The whole of Language I never clarifies either of these 
aspects. Are predicates and positions to be recognized on the 
meanings of words only, even in sentences? Is there some meaning 
concept which is to be drawn on independently of syntax? (This 
scarcely seems possible, since syntax exists to carry the meaning of 
words in sentences). 
19.12 then the predicates are treated as Lunctors 
criticism (1) arises again. Numerals in serial order are introduced 
as values of a predicate (such as temperature) whose natural language 
name is retained in abbreviation. How do we know when to retain this 
name and when not to? 1hy should temperature in the temperature at 
the position 3 be retained as a funotor, and house in the house at the 
position 3 not be retained in this way? There must be a semantic 
difference here. 
Three important remarks may be made at this point: 
(a) Even if the descriptive funetor were replaced by a numeral, this 
numeral would have to receive different syntactic attention from a 
positional numeral; (b) it is rather interesting that in teWil 5 
given by Carnap as an example of functor use there is no way of telling 
that 5 does not designate a position instead of a value of a descriptive 
functor; (c) because natural language words must be retained as 
functora in Language I, it is not completely numerical, 
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19.13 As ve have seen previously in the study on 
Reichenbach, some words may be treated either as predicates or as 
objects v3ith a predicate split. (Compare house in The house is ne 
and This is a house). So also in Carnap there is nothing to stop 
some cords from being treated either as functors, or else as 
poritiona1 co.ordinates uith predicate or functor values, depending 
upon the positions they occupy in English èntences. That a cord 
may be a property at one time, and an object p':s a property at 
another in a natural language, does not depend solely on the nature 
of the vord itself, hat upon the syntax used. So the syntax of. the 
natural language must be knoin in order to put the information 
contained in that sentence into, artificial language Loin. 
In summary then of the previous sections, as. the symbolic 
languages are now used, the artificial form represents multiple 
features of English syntax, and an expression like tdiff(3,4) = 2 
is undecipherable if we consider the artificial syntax alone. 
Consequently, it is not agreed that logic provides the norm for 
deductive processes in natural language. On the other hand, the 
syntax of natural language could provide a better calculus if it were 
more precisely incorporated into logic. (Descriptive functora and 
not logical functors have been discussed because the last is a name 
for a numerical operation outside of natural language proper.) 
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19.2 More Prob1eiis about Positions and Predicates. 
19.21 - As we have stated, and as may be seen in the 
quotation in 19.11, vhen an object tern is formalized it is split 
into positional co-ordinate plus predicate, But some terms are 
predicate terms only and have to be differentiated. Vie have to have 
some means of knoving why 	in the barking dog supplies an 
individual position (or set of positions. SeeL.S. p.sco), ivhile 
barking does not, since it is treated only as a predicate. This is 
especially important because in another expression such as the loud 
banking in The loud barking grew noisie, barking uould have to 
provide the positional co-ordinate. But how we know this through 
the word-orders of English in combination with the use of the is 
never clarified in uLogical Syntax". 
Carnap sews to suggest that inspection of the mere meanings 
of the words wil.1 tell us when to call a word an object with 
positional co-ordinates and when not to. (Consider for example the 
treatment of tenorature in 19.11). 
Further support for the view that this idea is invalid is 
evident in the examples below. Firstly, without considering syntax 
it is impossible. to tell 'whether both members of an nu sequence such 
as hospital gardens are each split into positional co-ordinate plus 
predicate, or whether one is retained as a predicate only, or whether 
both are. Any word which is 	or 	ambiguous also requires 
syntactic attention. 
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Again, how do we know vthat position azr predicate is 
attached to if we do not Iiow the English syntactic structure which 
attaches it to an object? Tie have to be able to recognize the words 
vith po4tional split in The lawn is green and The greens are in good 
condition or in The grocer is a man and The man is a grocer. In 
Cheese is good for you is cheese to be split into a domain of positions? 
(See L.S. p0]50)0 
19.22 We have to decide from the structure of arr given 
sentence, what term among others is going to supply the position we 
are going to refer to. This may sometimes be done by choosing the 
noun preceded by the. but for example in noun expansions, and in many 
cases tthere a determiner in not used, there Tdll be difficulty. We 
may be provided viith more than one position from which to choose as in 
The vegetable patch in the main street of the country , toin. The use 
of a positional co-ordinate or not could become a matter of intuition. 
.The study of barking in 19.21 shows that the terms predicate and 
positional co-ordinate refer to particular English syntactic structures, 
as wen as to particular semantic values such as temperature opposed 
to house. But as %ith predicates and arguments, their use includes 
too many varied linear sequences of tord classes. Even if Carnap 
told us how to formalize a beautiful uhite dress rith a vide lace hem 
so that a choice of one or more positional co-ordinates became 
unambiguous, then the £oxma].a weuld still be practically useless 
ithout a knowledge of this particular linear sequence in the first 
place. 
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19.3 "Constants" of Lanaua-o-e I. 
19.31 Having discussed the variables we may turn novr to 
the one and tvo termed junction snnbo1s, and see if there is a 
similar dependence hero upon natural language. 
It is said: "In a strictly forma1]y constructed system, 
the meaning of these syrnbo].s ... . arises out of the rules of 
transformation. 	(L.8. p.16) This means that these Eymbols are 
defined tiithin the artiflcial language system, and are quite independent 
of English. Of course, their meanings may be expressed in English, 
since anythihg may be expressed in a natural language uhich has a 
large enough vocabulary,, and a sufficient syntax, but unlike the 
brackets, fo example, these symbols should represent ideas which 
are definab14 in the artif±óial syntax alone, vithout the assistance 
of natural lóiiguage expressions. 
This is the case so long as the seinantical rules of truth 
are included JAm the system to aliovi the truth tables to be developed. 
(L.S. p.20). Uithout the primitive ideas of truth and falsity 
neither the truth tables, nor the transformations would be 
comprehensible. (See "Introduction to Semanttcs"1 for discussion 
relevant to this. E.g. p.vi, p.30 foil.) Uith their inclusion, 
the truth ta1les precisely define the junction symbols. 
421. 
Bomwer, the ecjuivnlciioo di is used not only to Indicate 
identftjy of txutb or falsity between tva seitencee as cied  in the 
thathtahiee. Let uatake 	 ________ 
i. 
Rom we rust interpret fron the, truth tables that the dfl izwal,y 
means that the left side and the right aide of it are both true* 
(L.a,, p. a) • out in aizob  sentences as - 	 C 
J 	. 	I 	.71 
the AM is paxaitted to indicate anaothing nor* • The truth tablos 
show that the two sentences 4th are the parts of t2io eq4valaioe 
have the sane truth distribution. For such a Xorz*)la there is 
equivalenc. of referential or 044ric Meaning cxnitent, as well as 
equivalence of truth or aletty,or  each aide of the ecpivatenoo d., 
flthouz the use of the one qmbol nr be incoiventent, still no 
anbtguitr zeaulta, for inspeeti.cn of the tanor!aat4cn defines vtui 
this second no.Mng occume 
1902 We have ncw dJ.aouaaod all the major Mzbols used t' 
Carnap for languapI anwept, the operators, (i), , and lia, We have 
aeon how the variable* relate both to mWatotic and attc features 
of ftUd4 and bow the brackets and am= in oombdnation th 
variables have variant evatactLa values. Without Airther disenuton, 
It to alco clear that the Junction vjnbcLa axe, as in other lQgie 
T.tane, to be correlated with crn 1ndividual voxd aoen1ns 
(ox' eztic values) in Aiellab# with acne comMostilms of 'words 
(and tIma wnteatic features) entering. ('or annp2e, ace L.1. p.19). 
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In the case of the operators, English expressions and not 
just individual signs are involved in the interpretation of each. 
(L.s. p.21) 1. For example the definition of the limited universal 
operator, Evexy x up to n is .. . o, is a partial sentence. With the 
unlimited universal operator (or free variable) certain syntactic 
features of, English as in n 4 s are a + o are involved. It is only 
when all or every or some can be used as individual terms directly 
correspàndent with the operators, that the question of whether the 
operator concepts are syntactic terms in English can arise. But no 
answer can yet be given. 
The K-operator is like the limited operators, but we disagree 
with Carnap by claiming that it does, in combination with other 
symbols, provide a sentence not a description. A desCription as 
outlined by Russ 2  and others can represent certain kinds of English 
structures which are not sentences. The use of the K-operator 
necessitates a full sentence correspondence, which should not be 
confused with a description, although the limits of what. English 
structures may or, may not be descriptions do not seen to have been 
made clear, even by Ltoore. 2 
19.33 In suinmaiy then, mair of the problna which are met 
in the simple calculus of functions arise again in a language of 
positional co-ordinates, when we try to translate English into either 
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of those systems. It may be considered, however, that a language 
of positional co-ordinates could become independent of English syntax 
and we could rid it of such expressions as T& I. 82 3) 3 where 
English syntax must be known in order to interpret. 
The calculus could possibly- be made essentially a number 
system, a guide in order to refer to space points in the world, and 
natural language words whether nouns, verbs or adjectives, would 
enter only as values of the positions. But as yet it is not clear 
how to deal with forimilas such as the one above, although a solution 
might be possible. One great difficulty which may be insuperable is 
how to formalize relations without drawing on natural language syntax. 
For example, we must know in Tom works the machine that works is a 
relation and also that Toni operates on the machine, while in The works 
are near the town, works is not a relation and there is no transitive 
verb. 
theri the calculus is considered as a formalization of natural 
language, however, all the problems previously stressed have to be 
considered. 
19.4 Other Problems in Understanding the S x1s. 
19.14 There is a further point which requires attention. 
11 	 .1st any postulates and any rules of inference be chosen 
arbitrarily, then this choice, whatever it may be, will determine what 
meaning is to be assigned to the fundamental logical symbols. u  (L.S.p.xv) 
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This has been modified in "Introduction to Semantics" in the sense 
that the syntactic arbitrary rules rAll not supply definitions of the 
symbols tthich are adequate for all semantical systems of object 
languages, #%3'n the sense that the postulates and rules of inference 
have to arise from the semantical rules of a given language. As this 
last is the case for Languages I and II vhdch tre discuss in this paper, 
the quotation still obtains concerning the meanings of their syxnbo].s, 
and is open for discussion bo].ot,-. (See "Introduction to Semantics", 
p.202 foil. and p.246 foil.) 
If the claim about meaning definition were true, then tho 
problems concerning the brackets and comma and symbol order ould not 
arise. The fault may be that in the postulates and rules of inference 
these syntactic features have received no individual attention. No 
postulate or rule of inference, for exsmple, is stated concerning 
either of the brackets. 
The fault may also be that in the postulates and rules of 
inference, the sentences end equivalences force on the brackets, etc., 
a variety of meanings tthith are not easy to grasp. This may be more 
true than the previous supposition. In any case, the transformation 
rules do not provide any meaning definition uhich enables us to interpret 
T(o, 1, 8, 3) = and similar constructions. The dependence on &aglish 
syntax still holds. 
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19.42 Furthermore, although the transformation rules of 
Languages I and II may supply the semantic definitions of the 
jtction syllables, it is obvious that they do not supply the 
interpretation of the variables. The values of the variables r em  
uriknovxn, although the symbols for the variables receive manipulative 
raeni-ng through the rules. Tthat is to constitute a ftmotor, a 
predicate or a positional co-ordinate argument lies entirely outside 
the postulates and rules of inference given, though postulates in 
order to decide could be included. Carziap treats problems related 
to these in L.S. p.78 foil., viere his discussion of physical syntax 
shows that the meanings of calculus symbols are also dependent on 
that they are applied to, outside of the T- rules. (Compare 
"Introduction to Semantics", p.246 foil., p.202 foil., and p.vi). 
The interpretation of the symbols for £unctors (and predicates) 
and positional co-ordinates could be made clearer if argument tormo 
usre to arise only from the splitting of nouns vhich are countables 
into position plus ftnotor features, vthile non-countables were never 
to give rise to positional arguments bat only lVactors. Even so, 
there gould still be some other features of English syntax to be 
considered, since as we have scan, thethor a uord is a countable or 
not can in some instances depend on there it occurs. For example, 
The coals are hoj Coal is a mineral; The room is circular ;  
circulars have been sent out. Uhen Carnap says categorically that 
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an adjective (a property-word) is not a thing - word (which is 
comparable to 'a noun) he appears to overlook this feature and thus 
the 	class. 	(L.a. p.177). 
In any case Carnap does not limit the solitary use of 
predicates and functors to non-countables. It is curious' that at the 
opening of the book it' is the non-countabls such as blue, wanner, etc* 
which are treated as not containing arguments. (L.S. p.13). But 
later, we even have a countable like horse treated as a property with 
no internal positional split. (L.S. p.150). FOr Carnap recommends 
that horse, like most words in English, is a third type predicate, 
i.e., a predicate of a second type p±edicate which detei'nxLnes a 
space-time domain argwnnt. The reason for this point of view is 
not at all easy to understand. 
If most English words are to be treated as third type 
"Properties or relations of domains" (L.S. p.150) then we have few 
second type property words left to determine the domains. (The 
problem of typo level for horse also appears large. Cp. 
L.S. p.13, 	p985 Loll., and L.8. p.150). 
19,13 Another problem in interpretation arises. All 
numerals in a co-ordinate language represent positions which have 
characteristics or properties. Natural language on the other hand 
uses words, about all of which we have to decide whether they can be 
- 
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given a clear cut reference to a position in the world or not. It 
is to be noted that words become indispensable terms, in abbreviation, 
i.e., predicates and functors, in Carnap's co-ordinate languages. 
We have to decide for example, whether green in Green is a 
beautiful colour is to .be correlated with any particular positions in 
the world or not. In the natural language no positional reference is 
required. In the artificial one it may be considered necessary to 
reduce green to all the positions which have been experienced as green 
in the life of any individual, or individuals. It does not seen 
possible that they could ever be found out, and even if they were, 
the set of positional co-ordinates,, plus necessary time references 
would be astronomical. For example: 
year gr , gr gr, .... n 
I I 	 8 
year gr., gr, gr .... n 
2 	3 15 31 
etc, 
Nouns like beauty and colour, are open to the same considerations. 
Other nouns like hors, house and man would be more manageable but 
would still involve great difficulties. 
Despite the, views of L.S. p.lSO, it would seen preferable to 
give such nouns as the last single point expression. These are 
countables, and could be retained as words supplying positional 
reference. But the uses of the other nouns, along with verbs,, 
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adjectives, and non j, ,and a words would have to be distinguished, 
and no inappropriate attempt at positional analysis vou].d then be 
made. The SMen case above would not arise, because it would be 
distinguished from countables in comparable sequences. Nor would 
there be any attempt to find a positional reference for hit in 
The boy hit the ball 'while there would be one for The hit was a good one 
A two-termed predicate would not be confused with a case of class 
s6eisSip. 
We may now revert to the comment that Carnap 'a predicates and 
functors consist of natural language words in abbreviation. It 
appears that in order to use his languages, a knowledge of natural 
language syntax is a pro-requisite. 
19.1414 It was seen in 11.02 that the calculus of functions can 
be approached in two ways. The section above and the remarks to 
follow support the application of the sane ideas to Carnap 's languages 
of positional co-ordinates. It can be shown in an extreme fashion 
that from either point of view failure to give adequate attention to 
natural language syntax can make the use of such a calculus futile. 3 
This is obviously what we would expect, but there may be some need for 
further detail. 
We could begin 'with the primitive ideas of the artificial 
language, position, predicate and funotor. We could then rashly take 
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all the n, , and a words and arbitrarily classify them as members 
of predicate, or position plus predicate, or functor classes, taking 
no account, of the syntactic nature of the words except to separate 
them from the members of non n - V - a. 
Thus there could be the semantic clacs for names of people,. 
and another for terms with respect to the family, and another with 
terms for emotions, and so on with respect to various fields of 
knowledge, including those of sóienoo. Lov, hate, fearful, tears 
etc. could be in the predicate class P and father , family, maternal, 
birth, bear and so on in Q. Then Tom, Jane, Mai Bill etc. could be 
in the position plus predicate class A, and pni,r'zi toms such as 
cat, felin, prowl, prsy, 	otc. could be in the position plus 
predicate class B and so on. The functors would be semantically 
distinguished and sub-grouped also. 
Then (ix) A(x). P(x) would represent for example There is a 
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positional co-ordinate x such that x is Tom and x is love. The 
brackets and symbol order of the logic syntax must be constant and so 
the partial sentence sequence vthich does not include love and Tom would 
have to be used always to interpret any other instance of a formula of 
the sane kind, 
The logic syntax can not vary in interpretation according to 
what words we pick out, if it is to be independent of natural language. 
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The symbol order and, the brackets should have a defined syntactic 
value, which does not alter. (Cp. 20.31). If they do alter 
according to, the syntactic nature of the words we pick out, then the 
logic syntax has certain values not internally but externally defined 
and is therefore incomplete. 
The introduction of such rigidity however makes the calculus 
very limited in structural meanings. And when two and three place 
predicates are represented through the use of brackets and other 
symbols such rigidity creates incomprehensibility. Not only this, 
but for two andthreo termed predicates an arbitrary classification of 
nouns, verbs and adjectives 'would create even more futile 
interpretations than the one given above with Tom and love. 
It appears impossible ever to use the idea of two-termed 
predicates in 'a system of symbolic logic applied to a natural language 
unless we know first, of all that a particular 'word is, for example, a 
transitive verb. (Two-termed predicates could be a part of a 
description etc.) It is always fundamental to know what words 
constitute, predicates, and to acquire this knowledge it is necessary 
first to become familiar with the structure of the language to which 
the words belong. 
1 Carnap; Rudolf, Introduction to Semantic (Cambridge, Mass., 
Harvard University Press, 19142). 
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2 See Schilpp, P.A., The Library of Living Philosophers, Vol. 
(The Philosophy of Bertrand Russell) (United States, Northwestern 
University, 1944) for the'.article by Moore, G.E. "Ib.isseil 's 
'Theory of Descriptions", p47. 
See footnote S in "Suxvey" above. 
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• 	 • APTER2O.. 
ITAX THEORY; OTHER LANGUAGES. 
20.0 Introduction. 
It is Tdshed to stress in this chapter the importance of 
Carnap' a statement on v&at features of a language constitute syntax. 
Some of us theory concerning the formalization of the syntax of 
Language I (and aIw language) vitil be related to the formalization of 
the syntax of English. 
Attention vill be given to his explanation of how to formalize 
the syntax of a language entire]y within that language itself, it 
Will be. foid that he has not achieved the desired result for 
Language I. 
Lanuago II will be treated mora]y to illustrate that previous 
criticisms about lack of independence in symbolic logic still apply. 
Such criticisms will be discussed further by considering 
brief]y a given use of a logical calculus and by considering Carnap 'a 
neutral language. 
20.1 Ideas about Syntax. 
The syntax of a language, says Carnap, is concerned with the 
serial order of its elements. (L. 5. p.6). The elements in our 
definition are morpheinea. But the stay of the serial order of 
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elements in sentences, which provides knowledge of what elements 
fill what positions in each sentence consisting of one or more 
positions, has not always been fully appreciated as the defining 
activity of syntax, although this view arises from Carnap's work. 
For instance, we have seen that Harris is not aware of the 
importance . of differentiating the formation rules of classes of 
morphemes in a two positional sentence for example, from that of a 
three, four, or five positional sentence etc. But Carnap establishes 
a unique number for every series of term numbers, and thus preserves 
both a statement of how many positions occur in a sequence and of what 
fills these positions. (L.S. p.514 Loll.) Each English sentence 
with differing numbers of positions can be provided with separate 
rules which vail1 include statement of what class symbols will combine 
with what others in any one position of any numerically defined 
sequence. (See 3.13). 
Considerations such as these have enabled us to define what is 
a logical or syntactic element of a language. This is one of the 
most important problem in English structure, both in formation rules 
and in transformation rules. For example, depending on what we 
consider a syntactic constant or variable to be, will depend what 
transformations we consider syntactic and what ones we consider 
semantic. (See 22.2) 
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In providing a definition of a syntactic constant we find 
ourselves in more agreement with ideas in "Logical syntax" than in the 
later works "Introduction to Seivantic&'1 'and "Meaning and Necessity." 2 
The differences in point of view 'here and in Carnap will require some 
attention later. 
202 Formalization of the Syntax of Language 'I within Itself. 
20.21 The importance of positional enumeration in studying 
the serial order of, the elements is stressed >by Carnap then he holds 
that it enables the syntax of a language to be stated within that 
language itself without antinomies resulting. (L.S.pp.53-4). In 
stating the syntax, the logical claeses land constants extracted through 
positional stady can. be described by a system of arithmetization. 
(L.S.. p.54 foil.) , Since. such a system does not fully bear upon the 
problem of whether a syntax of a language can be described within that 
language; its use is largely a matter of choice and convenience. 
Again, in a descriptive syntax which does not arithmetize the syntactic 
symbols, i.e. desigute, them by nwubers, it is a matter of choice, 
whether,, the, syntactic symbols themselves may , be used In the 
autonyinous mode of speech, or vthether new primitive terms for them are 
introduced, as for example Var and etc. in Language. I. (L.5. p.Sb). 
20922 'Ve may take the arithmetical formal  zation provided, by 
Carnap and - discuss some of its features* 
Firstly, the term numbers replace not only the syntactic 
symbols for variables of language I, but also defined values of 
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variables. Thus a defined numeral must receive a particular 2 as 
its sign; and to get defined precieates cie must replace particular 
natural language YordB like 	crarm, 	, square etc. by particular 24. 
Uo must do the same to get defined ftnctora, and again must provide 
word correlates in order to have defined numerics], values for theta 
as in 
	
fu 	 ___ 
I 	 2 n 
Thio is clear from the £ofloviing: 
"Since the factorisation of a number into its prime 
factors is unique, the series of tern-numbers in its original 
order may be regained from a series-number, and thereby also 
the language - expression to tthich the series-number is 
correlated." (L.S. p.56). 
The language expression can only be obtained if unique numbers are 
assigucd to every defined value of a variable. 
So there is still the necessity to decide Tbich words of a 
natural language are to be iinctors, predicates, or positionsl co-
ordinates rdth predicate values, vhen we arithnetizo the syntax of 
a language using predicates etc. 
20.23 For amr syntax Carnap gives a list of "general terms" uhich 
enable us to construct the formation and transformation rules in terms 
of arithmetic. All these terms are said to be definable within 
40-6: 0 
Language I (L. S. p.58), and so the syntax of I does not need to draw 
on any primitive symbols outside of itself. This i8 only true if it 
is accepted that definitions I e 6 are all reducible to the primitive 
idea of 'successor" (i.e. the rule of complete induction). (L.S.p.59). 
With prod and sum a question may be asked. Do the definitions 
SUM (o. y) in y and prod (o, y) m o in the regressive definitions 
of sum and prod (1)2 and D3) provide a means of defining ar numerical 
product or sum, and thus of eliminating these 'concepts? The 
definitions quoted relate to null, and it may be asked whether, 
therefore, they do not tell how they .relate to other numbers. If this 
were to be so, then sum and prod would be primitive ideas of 
arithmetic outside of Language I, and consequently the syntax of . 1 
would not be formulated wholly within itself. 
20.24 It is to be observed that the formation and 
transformation rules of the arithmetized syntax of Language I merely 
re-express the symbols and their arrangements, information which has 
already been given. (E.g. L. S. p. 26), On the one hand we are 
provided with the numbers which are to stand for the individual symbols 
(e.g. D25), so that we merely replace a symbol by a number according 
to definition (rp. L.S. p.S); on the other, re are provided with the 
rules of combination and tiansformation. which are exactly equivalent 
to previous statements of rules for the language (e. g. L. S. p.26). 
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This really mans that after the syntactic symbols and rules 
of a language have been found out, ue merely substitute numbers for 
the symbols and state the same rules aain in a different way. As 
before, the interpretations of the symbols are ignored. what is to 
constitute a functor or a predicate is totally obscure and ,previous 
concern about the difficulties of interpreting these at all still holds. 
20.2 	The restatement of the rules iS rather inconsistent, 
In the section on formation rules only certain symbols are defined so 
that a unique number is correlated rrith then, vthile others such as the 
operators and the brackets, are defined as they occur in certain 
combinations of numbers. (Cp. D26 and D23). The i'ulos for the use 
of the comma are never given end we can only 'observ'e its use. The 
reason for this is not clear. 	. 
In the case of the comma and the brackets' a problem arises as 
before.. Since the use of the comma is not stipulated, and since the 
definition of -the use of the two brackets does not supply their 
interpretation,, there are variable meanings for symbol orders vthich 
include theni. For example the interpretation of D6 Frei (a, x, n) 
is entirely different from the interpretation of b45 Verim (x,, y, z). 
D6 • The free variable a occurs at the nth place in x and 
x is ajunction of y and z.. 
Different interpretations are supplied for other instances of 
the brackets and comma. 7e can not tell, from transformation rules, 
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nor from any part of the syntax of Language I, how to understand any 
particular case. The formalization of the syntax is therefore 
incomprehensible until Carnap by choice gives the natural language 
interpretation. Brackets, commas and symbol order have no definable, 
recognizable values wherever they occur. 
20.26 Sections 20.22 following have shown that the syntax 
of Language I is not wholly composed of Language I because all the 
symbols of the syntax language are not reducible to terms of 
Language I. (Cp. L.S. p.58). The need for an understanding of 
natural language syntax makes the artificial language dependent. 
The dependence upon English or any other natural language 
could possibly be eliminated by clear definitions of the values of all 
the symbols and of symbol order, but it would severely limit the sorts 
of expressions which could be formulated. All the variety of 
interpretation for the occurrence of the symbols would have to 
disappear. However, another solution-to the problem could be gained 
by introducing the syntax of a natural language so that variety could 
be retained. 
20.3 Other Examples of Symbolic Dependence. 
20.31 The same general remarks concerning dependence on 
natural language hold for Language II. (L. S. p.83 foIL.) For 
example, it includes predicate and functor expressions as well as 
numerical expressions, and predicate and functor arguments as well as 
numerical arguments. 
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As in Reichenbach. there is also the problem of type level for 
arguinents, predicates and i'unctors, type level depending on the use or 
non-use of positional numerals for words. (L.S. p.814 foil.) In the 
artificial language itself, the method of finding out the type level 
of a symbol is quite clear, as it concerns only the arrangements of the 
numerals and brackets, and is independent. But what is to be 
considered capable of taking positional numerical formalization or not 
in the first instance, depends directly upon the syntax of the natural 
language being formalized. (If there wore no word class overlap in 
a language, then it might be easier to find a means of correlating 
artificial language terms uniquely to each set of words, but when there 
is class cleavage it is not so.) 
Here again there arises not only the question of how the 
functional and higher functional calculi are to be interpreted for 
English, but bow they are to work as independent systems. It may be 
objected that if the symbolic logic calculus is not used as a 
formalization of natural language, then it is an independent mechanism. 
But the discussion of the brackets, commas, and symbol orders should 
make it clear that this is not true at present. 
In addition, the works of Reichenbach, Carnap, Russell, Lewis and 
Langford, Taraki and other prominent logicians, chow that the use of the 
words of a natural language ponsi$tent]yinakes the natural language 
provide the interpretation. 
4. 
4 I 
In view Of these remarks an attempt such as that by Woodger3 
to axiomatize information through symbolic logic, ought to receive 
attention. Although the present writer is not a biologist and 
therefore can not fully examine the field he took, one outstanding 
feature of his system can be distinguished. He provides basic terms 
whose explanations show clear3y that they include not only semantic 
information, but syntactic material of English. These terms are not 
few but many, and enter the system as constants. This occurrence is 
so frequent that there scarcely seems to be a formula without one. 
It can consequently be claimed that they do a great deal to make the 
system interpretable. 
Consider whether the formulas in "The Axiomatic Method in 
Bio].or"3 p.65 toll, would be understandable if the English syntax of 
the primitive signs had not been explained earlier. Note also that 
Tarski in the same book appears to find it necessary to include 
syntactic material when he discusses how certain of such signs are to 
be interpreted. (See "The Axiomatic Method in Biology"., Appendix 
"x P y means that the thing x is a part of the thing z" etc. 
Whether a sign is a noun, or another part of speech, becomes clear.) 
Finally, take the fact that Woodger on p.32 uses two. different signs 
for what are called the. "logical" constants of father of and fathers of. 
It is such exact syntactic as well as semantic representation which 
overcomes variability of interpretation as noted before. 4 (See 19.44, 
paragraph 7. Compare also 20.26). 
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20.32 For the reason that questions which arise in 
Language II have been discussed in Language I and in the study on 
Reichenbach, it will not be given further attention. However, 
although stress has been placed upon the simple calculus of functions 
and to some extent upon the higher calculus, some attention may flaw be 
given to the class calculus. 
It has generally been placed on one side because the recant 
practice of logicians is to consider it included in functional calculi. 
Problems which have been met Concerning them would also arise with the 
class calculus. (Consider "Critical Thinking" by Max Black, p.US 
foil. S) 
But Carnap has maintained that a calculus can be set up which 
covers the calculi of both simple and higher functions and which can 
yet be given either property or class interpretation in a natural 
language. 
• .,we shall indicate how a shorter method of writing 
can be introduced in which arguments and operators can, 
under certain circumstances, be left out. ***..The  result 
of this symbolism can be paraphrased in terms either of 
*propertie or of 'classes', as one wishes." (L.S. p.134). 
This means that a class variable argument expression in the 
artificial language does not necessarily correspond with a noun type  
construction and that a predicate does not necessarily correlate with 
an adjective or verb or any other type of construction. A predicate 
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or argument can be introduced in any case. Thus intorprotation from 
the fori1ae into &81ich t7ould be made more confusing, because even 
greater variety of RA.Tlish syntax structures vould be represented by 
thQ variables. 
Uax Black considers that such a language cou1d not be ucoful0 6 
We Consider alao that unless- such a language somehow became entirely 
independent of natural language structure it vmuld fail. 
Carnap, Rudolf, Introduction to Semantics (Cambridge, Lass., 
Harvard University Press, 19142). 
2 Carnap, Rudolf, Meaning and Necessity. (Chicago, University of 
Chicago Press, 19147). 
3 loodgor, J.H., The Axiomatic Method in Biology, (Cambridge, 
University Press, 1937). 
The use of constants can be compared with Carnap' s suggestions 
about a language of constants in L.S. p.1914. 
Black, L, Critical ULinking (d ed., HGw York, Prentice-Hall, 
19S2). 
6 Black, Max, Carnap' e Seiiiantics", The Philosophical Ravietj 
58 (19149), p.2614. 
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CHAPTER 21. 
SYNTAX, LOGIC1 AND 'DESCRIPTIVE ELEMENTS. 
21.0 Introduction. 
Several problems concerning syntactic activities here arise 
because of past difficulties in separating descriptive from syntactic 
elements in logic. Points made by various authors are discussed or 
given reference. 
Carnap and others have claimed that a difference between 
syntactic and descriptive elements can not be established, but this 
outlook wi].l be repudiated. A statement of the difference can be 
drawn from Carnap's basic view of the nature of syntax quoted in 21.2, 
and from a similar view in the article "Axiomatic Syntax" by 
F.U. Harriood. 1 
Although it will be seen that Carnap nevertheless differs in 
that be accepts as syntactic and logical, the basic statement can be 
used to correct him. In this regard "Introduction to Semantics", 2 
"Meaning and Necessity",3 and "Foundations of Logic and Mathematics"14 
will enter as references. 
As a result of establishing a difference between syntactical 
and descriptive elements, it vii].l be seen that the terms syntax and 
logic (in the usual sense) can not be identified as they are in L.S. 
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• 	 If they äre,then, as various authors have claimed, the distinction 
between what is syntactic and what descriptive is confused. 
The nature of logical or syntactic variables, as well as 
logical or syntactic constants is treated, and Caniap's "universal 
words" are discussed. Here again, disagreements with him are 
recorded concerning the last, and special reference is made to his 
remarks concerning their use in natural language. 
A short clarification of our standing on the claims of the 
"lingu.tstic thesis" in logic is made, and a reference to the place of 
• statistical studies in finding syntactic elements ends the chapter. 
21.1 Srntaotic and Semantic Difference Universal Words. 
21.1]. Criticism about Carnap's distinction of the syntactical 
and analytic from the synthetic or descriptive, has arisen from the 
fact that he permits descriptive primitive sentences or physical laws 
to occur as part of the transformation rules of a language. (L.S. p.186, 
"Problems of Analysis" by Max Black, S p. 275). 
Nevertheless, if it is. insisted that an analytic sentence 
concerns only the positional arrangements of symbols, and that any 
descriptive sentence uses values of a positional (i.e. syntactical) 
class of symbols, not symbols for that positional class itself, the 
distinction may be retained. If a descriptive primitive sentence 
or term is so Introduced into the transformation rules of a language 
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that it requires for its expression only the names or symbols for 
syntactic classes or constants, then only can it be considered 
analytic. Otherwise it mist be considered a fbil or partial 
interpretation. 
For example, when in "Foundations of Logic and Mathematics" 
the law of thermic expansion is introduced (p.36), we see at once that 
it expresses values of argument and predicate variables alrea4y 
established, and that it makes those values a constant feature of the 
transformation rules. As such, they provide an interpretation for 
analytic sentences, and the law of thermic expansion is still 
fundanientaUy descriptive or uynthetic. The same is true for other 
cases chere Carnap introduces pIraica1, laws or terms in applications 
of logical calculi. (Examine L.S.pp.178-9 where a physical law 
because it is general is considered logical, but is not truly so in 
äEnglish.) 
21912 Various statements by Carxiap. support the claims of 
21,11. (See e.g. L.S. p.28 0 p.111, p.182). For instance, in 
0Foundationsu(p.16_p.17) there is a theory put foruard that a formally 
determinate or logical syntactic sentence, and so also an analytic ono, 
is concerned only viith the arrangements of symbols and not vith their 
desiiata. when designata are considered, there is st4r of sentences 
on the descriptive level. And so for a logical syntactic sentence we 
have to use only logical terms, not descriptive ones. 
dp 
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Once the view of the present paper is taken that all logical 
terms are established by stllcbr of the positional arrangements of all 
the descriptive terms of a given language, then some necessary ideas 
follow. 
It is obvious that on the syntactic level a logical constant 
is an alltogyxnoue symbol still capable of retain ing its descriptive 
value. So in "Foundations" we see that the rules of formation for a 
semantical system B — S of a given language (p.8), are the same as 
those for a syntactical system B — C of that same language. (p.18). 
It can be held that in the constants we have a unification of two 
aspects of a language. In any syntactic system and therefore in an 
analytic sentence there will be a certain amount of descriptive 
content whith may be studied or ignored according to convenience, and 
In any semantic system there will be syntactic content which may be 
treated in the same way. 
This last ià true, because for exmp1e, a descriptive content 
may be provided for the class variables also, although this does not 
in any way alter their syntactic nature, nor make the possibility of 
study of the positional arrangement of the signs of a language,. and so 
of analyticity, impossible to separate from descriptive and synthetic 
study. 
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21.13 The view of logical variables (i.e. syntactic classes) 
which follows from the definition of syntax in this paper, can be 
linked directly uith statements made by Carnap. (L.S. p.169-p.170, 
p.161, p.190). But one of the unacceptable features of his work is 
the Inclusion of physical laws (in determinate sentences L.S. p.178, 
and in transformation ni].es L. S. p.190) for their establishment. 
However, despite the fact that Carmap withdraws himself in 
"Introduction to Semantics" 2 (p.2147) from remarks in the section of 
L.S. on general syntax, the definition of a germs there (pp.169-70) 
is of considerable importance and may be compared with the definition 
of a syntactic class given earlier. It must be clear however, that 
the values of the class or genus fosm sentences which may be semantic 
nonsense but which are formally valid. 
21.114 The descriptive content of a syntactic variable 
mentioned above can be expressed in a universal word. (L.S. p.292 foil.: 
Carnap' o comments upon universal words show similarity with views in 
the last two paragraphs of 21.12. For example, thing is a universal 
word if it is a predicate of a genus, that is, of a collection of terms 
which all have the sane syntactic occurrences. 
As "thing" names this class of terms, arr one of its values will 
include this meaning. Thus on the one hand we have the purely 
positional analysis of elements into syntactic classes, and on the other 
F 
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the establishment of a meaning term for all the values of any c]iss. 
The inclusion of the meaning term in a system of transformation rules 
does not alter or oven bear upon the positional or analytic nature of 
the system. 
The meaning term for a variable, or for a constant, is part 
of the syntax of a language as us).l as of its descriptive interpretation 
In previous studies of the syntax of English, for instance thoso made 
by Jespersen, there have been attempts to use universal tixrds as a 
moans of establishing features of syntax. Havrsver, the meanings 
provided have not always been accurate, and a more precise definition 
of the syntax of a language, vihich can lead to statnents of syntactic 
ing1 comes :throui positional analysis. 
Carnap himself is aware of difficulties in stating the 
universal z'ds of a word languageo 
"Since the rules of syntax of the r=d-language 
are not exactly established, and since linguistic usage 
• 	 varies considerably on just this point of the generic 
classification of uords, our examples of universal iords 
must alusys be given vith tho reservation that they are 
valid only for one particular use of language. (L.fJ. p.293), 
Houover, it is not iossiblo for these difficulties to be 
cleared up. For example, thing rAU not apply to all n,, only to 
most. It may be that sinvujar and plural countable is a more 
comprehensive meaning property for the class, though there are still 
some n v.tdch will not take 4s (the mass nouns like honesty, sleep, etc.) 
and others which never occur in the singular (words like economics 
physics, rhythmic, etc.). These, nevertheless, could be classified 
separately. 
21.15 The universal words have to be kept disginguished from 
the semantic values of variables. For example, if thing were a 
generic term in any language the following would be true. In the 
sentence Caro is a thing "L - content is null and it is analytic. If 
in Caro is a thing, Caro is replaced by any other thing - designation, 
the result is again an analytic sentence; but if Caro is replaced by an 
expression which is not a thing - designation, the result is not a 
sentence at all.' (L.s. p. 293). And it may be added, if thing is 
replaced by any thing - designation, the result is not an analytic 
sentence but a descriptive one. 
All thistrue, nevertheless, only if thing is generic. In this 
case it is not, for although Colour is a thing is a false sentence, it 
is one which is permitted by the sDmtactic formation rules. The 
generic torn must apply to all values of a syntactic class. 
The introduction of universal words into a syntactic aystam is 
comparable to the introduction of P-roles, except that a P-rule need 
not necessarily refer to a genus, but may provide for example 
particular values of logical variables as constant features. (For 
example the law of thermic expansion as before. 'Foundations of 
Logic and Mathamatica,"p.36). 
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21.16 Caniap says that in natural language 
"We all use such universal words in our writings 
in almost every sentence, especially in the logic of 
science. That the use of these words is necessary is, 
however, only due to the deficiencies of the word 
languages, i.e. - to their inadequate syntactic structure. 
Every language can be transformed in such a way that 
universal words no longer occur in it, and this without 
any sacrifice either of expressiveness or conciseness." 
(L.8. p.294). 
But why may we not claim the same for word languages, and 
take exception to the sttement that their syntactic structures are 
inadequate. And in the full description of the syntax of any 
language the universal words win still be needed. That English may 
use these syntactical universal words as part of its object language 
proves nothing about the inadequacy of its syntactic structure. 
21.17 Carnap goes on to write about the uses of universal 
words. The one to be discussed here is as an auxiliary grammatical 
symbol, which is held to be sometimes necessary in a word language to 
determine univocally the syntactical genus of an expression and 
sometimes not. "Examples: 1. By means of the process of 
crystallization ..... 	Since crystallization belongs without any 
ambiguity to the genus of the process, one might simply say: By means 
of crystallization ........... Siml-]-ar]y with the following examples. 
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2. The condition of fatigue ..... 3. The number five ....."(L.S.p.291). 
Housu-er, this vier can not be considered correct because process does 
not name a syntactic genus in English, although it might in a scientific 
language of some sort. 
"In the folloing sentences the universal word is 
necessary for univocality. It can be rendered superfluous by 
the use of a suffix (17' and 1 7r') or by introducing various 
explicit expressions in place of the ambiguous one. Lia. 	The 
integer y .... 	b. The real number y .... 	a. The condition 
of friendship .... Sb. The relation of friendship .. . . "(L. S.p. 291L). 
tJhether these examples supply true universal words or not,, it 
may be said that universal words are no more necessary here than they 
are for the interpretation of the symbols of any syntactic calculus 
vhose application is unknovm. Until the interpretation is clear, 
ambiguity holds. 
Carnap next attempts to show the necessity of universal words 
as auxiliary symbols for variables in the universal and existential 
sentences of a natural language. 
"The word-language employs as variables words (, some,  
every, all. wq, and so on) to uhich no particular genus is 
correlated in their realm of values. If, as is usual in the 
symbolic languages, different kinds of variables were used for 
the different genera of substitution - values, the addition of 
a universal word would be superfluous. Accordingly, the 
10 
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universal word here serves to some extent as an index to 
a variable vihich indicates the genus of its substitution 
values." 
"Examples: We YrLU contrast the formulations of the 
word - language with those of the symbolic language of 
logistics. 6a. 	If any number.. .. 1 then.... 	6b. (x) (........) 
(where 'x' is a 3). 7a. There is a number.... 	lb. (3x) (.....) 
(ithere 1x' is a 	). Oa. I know a thing which 
8b. 	(ilx) (......) (here 'x' is a thing - variable)." 
Firstly,, the words arZ .  , 	 , some etc. are not variables 
themselves, but individual object language terms uhich indicate 
semantically that a semantic variable and not a logical one follows. 
Syntactically, they are either constants or values of small syntactic 
- classes. Since Carnap thea not apply a positional analysis to the 
natural language, he does not realize that if these words are called 
variables, then so must be The symbols , ), and K. (Compare 
6 Quine: "Mathematical Logic", P.5, for similar error about pronouns). 
• 	The words given are all capable of occupying a particular 
position in a sequence such as -n v n, and consequently may be 
classed together and perhaps called "quantifiers." (It is to be 
remembered however that such a class may include more than one 
syntactic element.) What they quantify on any occasion - objects 
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such as tables, plants, atoms, or various groups of numbers - 
does not limit their own syntactic meaning nature. 
In summary then, the necessity for universal words as 
auxiliary grmmiutical symbols in English is not established. 
21.2 Differences between Present Theory and other Authors. 
21.21 It. has become evident, that our views of syntax.and, 
logic, and thus of logical symbols as opposed to. descriptive ones,. 
are different to those of Carnap. They can be developed from the 
core of some statements he makes in L. S., and two of them. should be 
quoted. 
(1) "The syntax of a language **** ,*is  concerned, in general, 
with the structures of possible serial orders (of a definite 
kind) of any elements whatsoever," (p.6). 
(2)' 1•• • .we mist take the general replaceability of the 
as the definitive characteristics of. the L- rules." (p.181).. 
(See also L.S.pp.169-70, p.233, and "Introduction to Semantics",pp9-1O). 
But he himself does not develop these ideas in the way we have 
done, and takes views which are expressed in his later works. 
("Introduction to Semantics", pp- 56-59.,- "Meaning and Necessity", 
P-85 foil.) 
Syntax has been identified with logic in this paper, as in 
Carnap s earlier work, L. S., but even so a difference has been noticed. 
(21.11, 21.13, 21.114). Moreover, logic for Carnap concerns not only 
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syntactic symbols, but various individual terms (or variables) which 
may or may not be positional constants (or positional variables) in a 
given language. (L.84 p.178, "Introduction to Semantics", p.7, 
"Meaning and Necessiir",p.86) • This is a usual interpretation of 
'that logic covers, and so we hold that syntax should not be linked 
with it in such a broad sense, even when semantical' rules are included 
as Carnap recommends. (See "Introduction to Semantics, p.161, 
p.246. See also "Problems of Analysis" by Max Black, p.255 Loll. on 
"Carnap on Semantics and Logic.") 
Although we have identified syntax with logic, this logic is 
necessarily different, and consequently it might be more convenient 
if its kind were given 'a different name. However, until the 
syntactic thesis has been round useful by others, it would appear 
unwarranted. 
21.22 The differences in outlook upon logical and descriptive 
symbols are of crucial importance. Carnap maintains that no general 
distinction between the two kinds of signs is knovni, and that for each 
language the logical symbols must be listed and opposed to the 
descriptive ones. ("Introduction to Semantics", p.59) We on the 
other hand state that a logical sign is a syntactic one in the sense 
of 1.3l. We define as logical any sjmbol which represents a class of 
elements (which may be -a.. class with one member and thus a constant) 
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• 	ti1ich all have one or, more 'PO sitional features in common in. order 
to create a sentence* The syntax of the language is thus distinct 
from its semantics. 
Consequently it is not agreed that the sentential coinsctives, 
signs of the universal operator,  (Carnap illustrates vith for every), 
• 	the signs £. and is a, parentheses and commas etc. are necessarily 
• 	logical in the given languages of "Introduction to Semantics", P4 7, 
Some are certainly not in English, and it may be that the universal 
and existentIal, operators are members of a amll class in symbolic 
logic languages. 
Nor is it agreed that 
"\irther, all those signs are regarded as logical 
tthich are definable by those. mentioned; hence, e.g. the sign 
of the existential operator ( 1 3 1 or 'for somet), signs for 
universal and null classes of all type; the sign of identify 
', 	1, 	., 
1 . 	# 
is the sane as!) all signs of the 	th7 
• by Uhitehead• 1isaeU and of nearly all other systems of 
symbolic logic, all signs of mathematics (including arithmetic, 
analysis of real numbers, infinitesimal calculus,, but not 
• geometry) vsith the meaning they have tthen applied in science, 
all logical modalities (e.g., Lsiis' strict implication) (L.5.p.58). 
It is hard to understand t - all the signs of mathematics are 
kept as logical signs, unless an historically conceived idea of vhat 
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constitutes logic is the reason. For even within the language 
of mathematics not all of its signs are syntactical. 
21.23 The previous views also enable a distinction to be 
made between a logical and a descriptive variable Op. 21.13). 
Carnap considered the 'whole question of whether variables were logical 
or descriptive in need of further study. ("Introduction to 
Semantics", p.59). But it is obvious now that a number of 
descriptive variables may be sub-classes of a logical variable. In 
addition the variables of a co-ordinate language are not all logical 
as claimed by Carnap in "Meaning and Necessity" (p.86). 
In &glish for example n v and a are logical variables. Bat 
- - 
all tables, chairs 	colour adjectives, shape adjectives and 
etc. are descriptive values grouped into classes. When Quine for 
instance says any statnent of the form If every - is - and - 
is a - then - is - is 1ogicaflr true, and we construct If every 
man is mortal and Socrates is a man then Socrates is mortal, man and 
mortal are not logical terms. So if we agree with him that the 
second sentence is logical, then it can be seen that what are called 
ana]ytic sentences of customary logic using the universal and 
existential operators do not necessarily contain only logical terms. 
(See "Mathematical Logic", pp. 1 1 28, 55). The sentence with blanks 
also may not be a logical one in the strict syntactic sense, but can 
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be accepted to illustrate the point. It should also be coected to 
Ifevezy -is -and - isa -then - is  -) 
2 	3 	1 	3 	2 
Compare with the above, L.S. p.2 - p.3, where the meaning type 
of individual words has to be known, and where we would replace 
sentences using such descriptive variables by £oznulas of the kind 
na v4o a4Ly-
I 	1 	1 
&o v+s a41 
2 	1 	1, 
+o is a n+o 
2 
Such a deduction would not be valid if ff was not of the same type 2 
as 	for example if 	is the name of a dog and n stands 
for men. 
The basic ideas of this section can be extracted from a 
remark made by Carnap ("Introduction to Semantics", p.14), despite 
his views elsewhere. 
"If a system S is to contain variables, the 
classification of signs, which precedes the formulation 
of rules, has to specify the kinds of variables.' The 
rules of formation refer to these kinds in describing the 
fonna of sentences. Then, in a rule of values related to the 
rules of designation, it is stated for each kind of variable 
which entities are to be values of the variables of that kind. 
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Their class is sometimes called the range of values 
of the variables in question." 
If the rules of formation concern on]y positional 
arrangement then the logical variables are determined. Their values 
can also be given through stwr of the positional uses of identified 
elements and vithout a knowledge of the rules of their designation. 
(Compare Harris on the distributional classification of morphemes.) 
21.214 If the distinction between logical and descriptive 
signs is, as Carnap suggests, the basis for the distinction between 
logical and semantic truth ("Introduction to Semantics", p.vii), then 
it can be seen that Tarski's view that the boundary line between the 
last two concepts is arbitrary is not correct for our senses of 
also logical and syntactic. (8ee'Introduction to Semantics", p.87). 
However his views are right in the normal languages of symbolic logic. 
Thus since Carnap includes non-syntactic elements in his logic, we can 
understand his stress upon semantics in a sense different to the one he 
meant. "The view vii]. here be elained that logic is a special 
branch of semantics, that logical deduoibility and logical truth are 
semantics]. concepts." ("Introduction to Semantics", p.56). 
21.25 Black in "Problems of Analysis" maintains that Carnap's 
more recent linguistic thesis about logic expressed in the last 
quotation and evident in other passages in "Introduction to Semantics" 
(See "Problems of Analysis", p.260) can not be upheld, for the later 
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semantic approach involves the same procedures as those in the 
earlier syntactic one, i e. the stucy of typographical relations. 
(Problems of Analysis", p.287). 
If this is true, and we are inclined to think so, then the 
views of 21.21 have to be accepted and while it may be held that 
Black, Quine, and Tareki are correct in their opinion that there 
exists no clear cut difference between logical and descriptive 
statements as given in the languages of symbolic logic, it is 
incorrect to say that a distinction could not be made between them. 
(Cp, also Chomsky and .Barhillel 7). 
Once the syntax or structure of a language has been worked out 
it is quite possible to hold various descriptive values constant in 
order to make various deductions. This happens in symbolic logic, 
for example in the illustration from Quine above and in sentence (2) 
No bachelor is married in Quine's article "Two DoWnaa of ipiricisin." 8 
Deduction still depends on the syntax of the sentences involved 
but it now includes, specific. values of the structural elements and is 
cons equent3,y no longer purely syntactic. Thus in other sentences 
imp]its and or. might be. descriptive, or else they might be &Qtom5mous 
logical symbols, retaining their meaning. In either case deductions 
using them involve stu of t'po.,rhica1 relations, i.e. of the 
structure of the sentences involved. (Contrast Black, "Problems of 
Analysis", p.271 and p.272.) 
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Such considerations are very important in assessing the merit 
of Black's remarks ("Problems of Analysis", p.273-p.27), when he uses 
pencil cannot be red unless it is coloured as an example of a 
logical sentence. It is not a purely logical sentence at aJi. The 
logical sentence would be 
In3 n4o is not a+o x it is v4d 
(x stands for either a syntactic class or else a syntactic constant 
as the case may be)* 
So we find his following claims, that all sentences are involved 
when logic is said to consist of sentences in certain formal relations, 
to be inaccurate. (Cp. 22.23). A point of view. similar to the one 
upheld here, also enables us to define what formality is accepted as 
involving logical truth, and so to get rid of the confusions Black 
refers to. ("Problems of Analysis",, p.276-p.277). 
21.26 Although syntactic logic thus supports a linguistic 
thesis for logic, it is certainly not considered that the answer 
to the question of the nature of logic as deductive reasoning is by any 
means given. Like Black we "cannot help feeling that if all users of 
the &iglish language except one were taught to assert that N could be 
true while P or -N:. was false, they would be v=ng and he though in a 
minority of one, still right." ("Problems of Analysis", p.277). 
But we can still recognize that 
ag 	x n4o is t 	a4o n 4er 	n4o v4s a4iy 
1 	1 1 	1 
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(there nx indicates the verb of the right side of the implication 
changed into a corresponding noun) is referentially or empirically 
true, and that it involves a purely linguistic deduction which may or 
may not be valid in another language. Thus in contrast with Black 
("Problems of Analysis", p.278-p.279), it can be said that there is a 
social convention here in that follows necessarily. We have a social 
tool. 
However, English and other language users do not in fact 
engage in such contradictions as the one Black points out, and it is 
clear that any language system includes extra - linguistic knowledge. 
This can occur in the syntax as well as in the semantics, and so in 
syntactic primitive sentences as well as in semantic interpretations 
of them. Knowledge does not result just from a linguistic mechanism, 
but from extra mechanistic information with which it eorks. 
21,27 It seems likely that while some may consider the 
formalized structure of a language to consist only of its syntax, 
others may consider that a statistical assessment of the frequency of 
occurrence of symbols, whether they are values of a variable or not, 
may lead to the retention of these symbols as constants if their 
frequency is high. Very frequently occurring symbols could be 
incorporated into an analysis of the structure of English,, since they 
are used so much in sentence structures. This has been pointed out 
to me by Mr. F.W. Harwood. 
However, even though this would support Tareki's view, it is 
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felt that the difference between syntax and semantics outlined 
above still needs to be retained. 
Harwood,, F.W., "Axiomatic Syntax", Language, 31 (1955), 
pages 109 - 413. 
2 Carnap, Rudolf, Introduction to Semantic s 	Mass., 
Harvard University Press, 1942). 
Carnap, Rudolf, Meaning and Necessity, (Chicago, University of 
Chicago Press, 197). 
14 Carnap, Rudolf, Foundations of Logic and Mathematics, 
International Encyclopaedia of Unified Scierice, Vol. Is No. 3, 
(Chicago, The University of Chicago Press, 1939), 
Black, Max, Problems of Ana1ysi, (London, Routledge and Kegan 
Paul, 19514). 
6 Quine, LV.O., Mathematical Logic, (Cambridge, Mass., 
Harvard University Press, 1951). 
See the article named in 6 below. 
See 5 above, for the essay 11Carnap on Semantics and Logic." 
(o) Compare also these articles by linguists: Bar-Hiile1, Y., 
"Logical Syntax and Semantics", Languag, 30 (19514), 
p. 230 foil. 
Chomaky, N., "Logical Syntax and Semantics," Language, 
31 (1955), p.36 foil. 
8 Quine, LV.0., "Two Dogmas of Enipirloisin", The Philosophical Review, 
60 (1951), p.23, sentence (2). (This article is reprinted in Quine's 
From a Logical Point Of Vi, (Cambridge, Mass., Harvard University 
Press, 1953). 
463 
CHAPTER* 22. 
MORE ON SYNTAX. LOGIC, AND SEMANTIC MATERIAL. 
22.0 Introduction. 
This section amplifies the view of Chapter 21 that syntax 
and logicr can not be identified as they axeby Carnap in L.S. 
However, claims, for the establishment of a correct linking of the 
terms are made. It is said that logió is the sticty - of syntactic 
sequences in any given language, by means of certain selected semantic 
concepts such as equivalence and implication, either using or not 
using the descriptive interpretations of the syntactic or logical 
elements - as desired. (See 22.11) 
It will .be considered sufficient if such a claim is merely 
recognized in this paper, because, until it is accepted by others as 
correct, it is convenient to use syntactic and logical as equivalent 
• 	• 	adjectives vhen.  describing elements etc. Nevertheless, it is felt 
that a separation will have to, be made. (See 22.12) 
Some time is spent, in discussing the concepts of equivalence 
and implication to show that they vary in interpretation. 
Interpretations ivill be established for studies in English syntax. 
The uses of semantic as well as syntactic transformation 
roles are then treated. Descriptive (i. c. semantic) constants are 
described, and lead on to remarks on the introduction of empiric 
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laws into the syntactic. system. It is suggested that new kinds of 
deductive calculi could be developed. 
The previous discussion of transformation rules vrLU show 
that Carnap can not uphold the claim that the transformation rules of 
a language provide its logical symbols. (L.8. P.168-p.169). They 
can be established from the formation rules above, 
22.1 Relation between Logic and Syntax. 
22.11 It has already been suggested that the identification 
of syntax with logic may not be useful. 
Black for example differentiates logic from grammar (i.e. 
syntax in thin paper) and says that it deals with different materials 
and different relations: 
"Tihen the materials are propositions or the elements 
out of which propositions are made, and the relations are those 
that determine conditional truth and falsity, we have a case of 
logical form." ("Critical Thinking"1 p.147; see also p.51). 
But the difficulty is that logical form continually exhibits 
a relationship with syntactic form and thus invites the outright 
linking of the two. An obvious case where the relationship is 
evident is carnap's "Logical Syntax of Language", and in Black's 
ovai uork, "Critical Thinking", pages 49, 51, and 116 - 117 may be 
noted. In addition, discussions on tihether there is a difference 
between logical and descriptive elements bring up the question of 
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similarity again. (Consider e.g. Black's article 0Carnap on 
Semantics and Logic." 2) 
If, hotrever, Black's definitions of logic are accepted, other 
ideas must enter. Since "logical form consists of relations 
involving truth and falsity" (C.T. p.51), since "Logic is a study of 
reasoning" (C.T. p.9) and since "Reasoning is an attempt to pass from 
certain items of information (or 'supposed truths') to others for 
which they are evidence" (C.T. p.9), syntax can not be said to 
constitute logic. 
For while it is an essential part of logic - for example 
knowledge of syntax is required in the examples of descriptive 
universal and existential statements above - the means by which logic 
proceeds is by special semantic concepts such as equivalence and 
implication operating on syntactic and non-syntactic material alike. 
Signs for these and other special semantic concepts need not be 
syntactic in a language, and so if tie limit logic to syntax, then 
deduction using then is impossible. 
22.12 As a result Of all these considerations, we could 
define logic as being the study of syntactic sequences in any given 
language, by means of certain semantic concepts such as equivalence 
and iriplication, either using or not using the descriptive 
interpretations of the syntactic or logical elements as desired 
(If equivalence and implication concepts occur in a language as 
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syntactic constants then they are still autonomously semantic.) 
This allows for the introduction of semantic deduction in the 
transformation rules while stressing the need for basic syntactic 
knowledge. It also allows for the view that then logic uses only 
syntactic form on which to operate with its special transformation 
concepts, as in 
Bg 	x a4o i 	a 
then this activity should be differentiated from that when not only 
syntactic material is used. It will be felt sufficient if this 
difference is recognized, and the linking of syntax with logic could 
be discarded, 
22.2 Syntactic Transformations: Equivalence. 
22.21 Special attention needs to be given to transformation 
rules in a logical system,, although they have so far been considered 
little. The concepts of equivalence and implication here become 
crucial, for it will be seen that they are to be defined in relation 
to other concepts in any instance of their use, and that treatment 
of then as absolute is inadequate. If their definitions waxy, then 
so do the transformation rules, and thus so does the concept of 
analyticity. It can be said that that satisfies the concept of 
analyticity varies from one language to another. 
22.22 We may begin by discussing the variant nature of equivalence 
and then proceed to implication. For example on the empiric or 
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semantic and not the purely syntactic level, a man and an animal 
may be defined equivalent or non-equivalent in relation to strength. 
And again, on the same level, equivalences could deal with meaning 
types as in 21.23, or general empiric laws. 
None of these sentences would be analytic for us because 
none of them is purely syntactic. But granted the syntactic nature 
of the sentences with which the equivalence sign ubrks, and thus its 
different nature in this case, it can still vary in meaning. 
The equivalence rules of a language can then concern what 
positional re-arrangements of syntactic elements will provide one 
true (or false) sentence from another, as in the propositional 
calculus, when a sentence ot any form and any semantic content is 
defined equivalent to another of any fom and any semantic content 
when they are both true or both false). (See Lwis and Langford, 
P-79 fofl. 3) 	In another language they might concern only the 
deduction of a true sentence from another whose truth or falsity is 
immaterial. (See Carnap's L.S. p.20 4. 	.' (. v 4). 1 1 
In another, they might even concern what true sentences result from 
sentences which are true only in one half of their values, or one. 
third, etc., (Compare Reichenbach E. p.180). 
Similarly, on the syntactic level, two sentences may be 
defined equivalent when their forms provide the same empiric, semantic, 
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or referential content, as in some of the fornxulas of, the calculus 
of simple ftnctiona. . 
	
E.g. Cx) C-f (x). .g Cx) 7. 	Cx) f Cx). (x) g (x) 
A similar kind of equivalence was sIicn in 19.31 for 
1, 	.2 	.1 	2. 
In English an ,example occurs in 
sg 
40 v4d t 	n4otoffo 
1 	1 	.1 
sg 
o vd 14o t n4o 
3. 	1 	2 
(The verb class is a small syntactic one including ELvebut is left 
unspecified). The truth or falsity of either sentence is of. no 
primary concern. If one is false then the other will be also.. In 
other cases there may be the possibility of the sentence being 
sometimes false, This will also be unimportant. For example In 
P'. .. 	are b zi+s were 	= t n4s were) a4 
11 
Consequently it is seen that there will be different kinds of 
logic for the one syntax. It is also obvious that what satisfies the 
concept of analyticity wifl vary, even though it is limited to syntactic 
material. This however does not deny that an analytic sentence can be 
separated from a syntactic or descriptive one, despite the contra- 17 
views of such logicians as Quine and Black. (Compare also Chomsky). 
The syntactic restriction ensures the difference.lq- 
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22.23 The kind of equivalence transformation rule thich 
tiill be adequate in syntactic studies of ]ig1ish and other natural 
languages needs to be defined. There seems little value for present 
purposes in the kind taken from the propositional calculus. It would 
appi,y to the syntax of axw language so long as true and false sentences 
occurred In it. 
Mat Seems useful is the definition of equivalence thich will 
concern any tro syntactic sentences so that truth or falsity is 
immaterial, but so that both have the sane referential content. 
Hociever, to ensure restriction of the equivalence to syntax, and to 
prevent the introduction of semantic material, further stipulation is 
needed, Us want to be able to separate 
The man found the young dog 
The male human discovered the puppy (a semantic equivalence) 
from The man found the young clog 
= The young dog was found by the man (a iUntactic equivalence). 
A stipulation ensuring such a distinction concerns not only equivalence 
but all transformation rules. 
22.24 Consequently it is stated that In any case of a 
syntactic transformation, a given value of a logical variable in one 
sentence mat also occur in the other. The mention of values of 
variables does not alter the syntactic nature of the transformation, 
for the value need not be specified. All that is insisted, is that 
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since a value of a variable occurs in one sentence, then this same 
value is to occur in the other. 
change of sentences. 
This ensures a purely structural 
The logical constants can vary, i.e. they can occur in one 
sentence but not in the others, whereas the descriptive constants can 
not. Thus in the illustration in 22.23, by is a logical constant, 
but you na is descriptive. The syntactic transformation can be 
expressed in this manner 
t n4o vid t a4o no 
1 1 1 1 1 2 
sg 	 sg t a4o n4o was v4n by t n+o 
11 	2 	1 	11 
But where there is no ambiguity In identity of values, the numerals 
may be dropped as in 
t n4.O V4d t a4o n4o etc. 
1 	2 
22.25 The only non-syntactic information that enters these 
transformations of equivalence and implication is that the users of 
the language are agreed that the first sentences do contain the same 
referential (or empiric, factually %r(rifiable) Information as the 
second, or else that the first sentences allow an implication which is 
referentially true from the first. If one side is false then the 
other will be also, and if one is true then the other is also, 
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concerning any referential or empiric data which may LUl the variables. 
They are therefore analytic, since an analytic sentence is defined as 
one which is always true independent of empiric investigation about 
truth or falsity. (See Reichenbach E. p.36). 
22,3 Relations between Syntactic and Semantic Transformations. 
22.31 These purely linguistic transformations, of which there 
are a large quantity, could reduce the number of formation rules we 
need establish for a machine to handle referential material. For 
example take 
tb 	1 
nfo m v+d tn+o to tn+s I 	2 
1 th 
= m v4.d tn4o to tn4s no 
1 	 2 
1 th = m 	nov..d tn.o to tn.s 1 	U 
etco  
and interpret the first sentence as yesterday he gave the book to the 
children. 
Here, only one of the forms which are all equivalent is 
required to convey the referential material they contain, and 
formation rules for the others may be dismissed. The purely 
linguistic transformation rules need never occur in a machine system 
at. all. However, if the machine is to formal ze any given text of a 
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language chore formal equivalences occur, they tiifl be necessary in 
order to interpret the text and deduce logically fron it. 
Deduction, hocevor, siU also proceed through semantic 
transformations, and for the first type of machine handling ohere no 
given text is formalized, it vuld be the only kind. 
We could begin by holding certain values of a small logical 
class constant and subdivide for ale the nouns, according to tthich 
one of the constant values they could combine vith. (Individual 
prepositions could break up nouns in this uy.) The practice could be 
extended and more and more of the small classes could be held constant 
in order to manipulate the members of the large classes. 
22.32 Considering the frequency of usage found by Thoz'ndyke-
Lorge,S 
 
Fries, and others for the members of the small classes, it may 
be most convenient to do so. It may also be considered that as 
constants tiith high frequency, subdividing the nouns, verbs, 
adjectives, and etc. according to their meaning, they should be treated 
as part of the syntax of the language. 
Thit there is a desire to retain the definition of syntax given, 
because of the value of a purely positional analysis of a language in 
providing possibilities of formalization, and because of the gauge tthith 
it provides for understanding the nature of an analysis of a language. 
The artificial languages, for instance, provide cases there the nature 
of their logic is obscure, 
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If a member of a small class in English is held constant it 
wi].l be called a descriptive constant. Thus if words like all and 
some are held as descriptive constants, it can be seen that 
transformation rules for English foritnij.as can be developed which wi].]. 
be like those of the calculus of simple functions. 
2203 Mr other kinds of calculi using descriptive 
constants could be developed also. ]npiric laws could be introduced 
by holding sub-classes of the large variable classes constant; for 
example words for dogs, animals, man tables etc. Deductions could 
be made from Iron is heavier than water, and so on. 
it is a feature of some small classes that if members are 
held constant, various manipulations with the large class syntactic 
variables, or values of them, can be performed, new kinds of calculi 
could develop. Consider the prepositions and the quantiierJas well 
as the conjunctions. New relationships between semantic variables 
could be expressed and deduction proceed. Specific items of 
information could also be held constant in a transformation rule of 
the kind The man in the garden 	the man who lives next door. 
(Coim,are Carnap's descriptive concrete sentences, L.S. p.316). 
22.34 It can now be clearly seen that the transformation 
rules of a language do not necessarily distinguish its logical constants. 
(Compare Caruap L.S. p.168). Members of small logical classes may- be 
held constant to form certain transforms. 
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All the logical constants of a langLzae can be established 
through study of its formation rules, through study of the distribution 
of the elements and without any knowledge of that sentence forms are 
eqiivalent to others, i.e., without any knowledge of uhat forms provide 
the same meaning equivalences. This has bocone evident in previous 
examples. (See also 7.1). Con eqixent].y we disagree with Caruap 
(L.S. p.163-p.169), then ho esys that the transformation rules of a 
language provide us with its logical symbols. 
22.h Syntactic Transformations: implication. 
As we have shon for equivalence, the definition of implication0 
can also be shown to be not absolute,, but definable in relation to 
other concepts. Logicians distinguish material and strict implication 
for instance. 
Itkcises necessary to define for English that sorb of 
implication will be used in stating the transformation rules of a 
pure3y syntactic kind. On the analor of the rule of substitution 
RI I (L.5. p.32) the following could be accepted, 
nk 
a4o 
Via a4o a t vii 
n4o 	
v4ing) 
) 
a+o ) a+o 
t v4in 	no 	n4o vs a4o etc. 
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Such a rule could replace formation rules. However for purposes of 
deduction the concept of implication 'which concerns referential 
content needs to be set up. 
For example n4.s v40 a417 might always inip]y 
n.o v4s a+1Z. Gazelles run quickly A gazelle nine quickly 
where both sentences are true,, and Gazelles run slowly A gazelle runs 
slowly where both are false. 
Further inquiiy into the use of the implication sign in the 
purely syntactic transformations of English is needed. 
It might be found that the change of some active forms into 
passive ones should be expressed as implications and not as 
equivalences, because although (in 
(by 
t n+o was v4.n (with t n4e 
1. 	2 
shows the same logical form for the three prepositions, The man was 
hit in the eyes does not take the active conversion The eyes hit the 
man. Thus an active form of the kind t n4s v4d t no only 
implies the passive, for the passive does not always imply the active 
and thus prevents equivalence. 
On the other band it may well be that in can not be called the 
same logical, element as with and by because of its different 
occurrence in other sentences. The same might be this of with in 
relation to in and b  Zo A syntactic equivalence could then be stated 
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the Cetivo paeivo co'svoroicno wiw oLy,jE,. For inotco 
thoo cenvoriono or 	occui, 02-ICYO BOOLI to 
hold aoi 
40 V+S n40 	n40 io v+n 	R40 
2 2 
hoo ic frCEa 02 ceuroo to tc.ice ilicatic  
root a 	3atic (or ctrict cpirie 12u if 	 toU w 
upon sintotic ctiicttra, Thoco aro doccrtptivo impliotion. 
Forem---plc 
Al]. non are raortal) 
) 2 Socmtcs in Mrtn2 
Socrates ic a nn ) 
Both of the loft hand eentcicc E1Ct be to for the right hand one 
to be eorcot, 12 one on the left beml ic £&.eo, then the rit 
tiU be z1c. If &I1 izuc out to be a 1oicc1 contnt, and if 
al]. the docriptivo valiwe of thooc neatcncoo arc eliminated,, then the 
oyntcctic or 1oioa1 rle on Ih thie Instance o:01 iiplication roato 
can be ox,roc ted. 
Al]. n40 are .4o ) 
) 	+o io C30 
) 	 - Ic t n+o 	) 
.(L'. 21.23) 
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CHAPTER 23. 
PRESENTATICI AND USE OF ENGLISH SYNTAX. 
23.0 Introduction, 
The point has been reached where it is possible to give a 
few concluding ideas about the presentation and use of English syntax. 
More statistical and factual knowledge is required than possessed at 
present in order to state what language material is exactly included, 
but it is hoped that the following remarks will provide some basis for 
development. 
Stress throughout the paper has been upon theoretical problems 
whose settlement will allow the accumulation of empiric data in the 
language to follow. Justification for the exclusion of emotive as 
opposed to referential problems will be made. 
23.1 Formation Rules of English. 
23.11 The methods by which we can present the formation rules 
of a sample text can be varied, once the minimal syntactic elements 
have been discovered as in 7.4. (This has been remarked in 3 .]J.&, 
7.42 and 7.43). 
The method of presentation chosen in this paper begins by 
placing syntactic elements hi word classes which are defined by 
examination of the occurrence of bound forms, that is, inflections 
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and word formatives. Here we deel no longer with syntactic classes 
but compact statements about them, (See 3.12 and 7J2). 
The free forms vhich take no inflections are listed separate3y 
in appropriate classes rAich might well remain syntactic. In an 
unpublished supplement to 8A Statistical Study of English Word 
Formation by Harwood and Vlright, 1 it has been shovn that words which 
can not be classed as nouns, verbs ox' adjectives are quite limited. 
23.12 Once those classes have been set up through study of a 
sample of the language, every word of a given text can be treated as 
a position in a sentence having so mare word positions. (Contrast 
7.141 mhore every syntactic element is a position). The formation 
rules would now be developed to cover the possible occurrences of 
words a 
For example, by studying the occurrence of v.ing and n4o, 
we could record then a free form plus a bound form can be replaced by 
a single free form.. It is clear than, that the zero element has only 
notational significance and is not to be considered on the same level 
as an inflection. (Cp.7.414). The formation rules would also have to 
show when one syntactic element of a class and not another can occur. 
For example, it would have to contrast tGg no V48 with 
'40.. 
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Again, the formation rules would eliminate ambiguous word 
classes such as 	etc. from a, ,twt. 
Consider: Her care (n4o, v4o) for her mother; their rich (ao, n4o) 
Broduce (n4,, y4). The foriation rules v.mill not permit 'do to 
occur, but till have to allow that rich remains ambiguous, since it 
can occur olsehere with Llz  or 1. Some words uill also be 
initially found ambigaaas as to the inflections they possess, and again, 
the formation, rules til]. be able to c1ariir.. For exomple: 
The wounded (y, 	) anima. (Cp. 3.12). 
The table of rules thus tells that in certain arrangements of 
certain symbols in certain positional lengths, only one word class or 
inflection can occur. The table vmiil have been discovered from the 
sale of the language than setting up the minimal syntactic elements. 
(See 7.1). But it may be that they t'il3. sometimes not apply to the 
work of a given author. An exact measure of his variation from the 
standard in. syntax can then be made. 
23.2 Guide to a S2MIe Syntax of lgUch. 
Given only the constructed c].aasos and the formation rules, 
an abstract caziplo description of &glieh syntax can be developed 
systematically. The system would begin with the uses of the rtoun,and 
other word variables or constants such as v4in,g a4o and individual 
prnms,before uses of the verb,, because  auch a verb conethaction. 
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with as few other syntactic elements as possible, is the smallest 
structure to which we can match any contracted sentence. 
If a noun or a verb is missing in a contracted sentence it 
can always be supplied. From the verb construction base a list of 
sentences which include more elements than those necessary to have a 
sentence at all can be developed and combinations up to any given 
number of positions can be considered. 
This view of what constitutes a minimum  English sentence may 
be considered arbitrary, but at least there is statistical evidence to 
show that the vast majority of &iglish sentences require at least both 
a verb and another word unit such as a noun before it. 
Structures of a longer kind could then be introduced, and very 
Of complex ones included if desired. Straight listingthe formulas, of 
course, could be replaced by rules stated in the word language to apply 
to an initial set. (This might consist only of minimum ii and v 
constructions). 
The degree of sentence length and variety to be described will 
depend upon the purposes for which the syntax is stated. (kie system 
may wish to cover the most frequently occurring sentences in the 
language, and another may wish to be exhaustive. Short but 
infrequently occurring sentences may occur in the last but not in the 
first. 
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23.3 Uses of Syntax Systems. 
23.31 If a. system is required for use in a machine mhich 
Lil build sentences out of morphemes fox the purpose of conveying 
referential information, then the number of positions and arrangements 
of the symbols should be adequate to convey any such Information 
desired from using a list of cozonly occurring morphemes. 
The machine could then use a particular style of sentence 
construction, and it could be found convenient to eliminate other 
styles because of the limitation of space In the machine. A brief 
syntax would be better than a superfluous one. 
One minimal test for its adequacy would have to be that it 
enabled every morpheme from the list (e.g. the first twenty thousand 
words of Thorn4ke-Lorge) 2 to enter sentence patterns. Thus there 
would be no exclusion of the possible use of important words like 
thoudh and if In the small classes. A test for superfluity could 
include assessment as to whether a complex sentence can be broken into 
two or more elementary ones of a commonly occurring kind sithout any 
loss of referential meaning 'caLue. Another useful test could be to 
see v2hether one sentence pattern is referential]y equivalent to another 
to enable the elimination of one of then. Such a system would of 
course be static, and the formulas would permit only possible 
arrangements of the symbols according to past usage, 
23.32 The machine system would not include Inow1edge of an 
emotive kind on the syntactic level. It could not deal with 
evocative arranrenent of clauses etc. in complex sentences, nor with 
subItios of non referential moaning due to placement of sentences, 
use of the active or the passive Lena and etc. It waid not be 
can-able of representing the individual structural style of different 
authors. 
It would however, be capable of using the values of the 
variabios emotively as well as çuite ncnsensicafly, as no rules have 
so for been included to limit random selection. A Harris system is 
comparable, since it allows a sentence like The green rose lifted 
the mantelpiece. This would be sensible only in on inab1ative 
fantasy or similar, 
If we are formalizing information in a particular scientific 
field it is necessary to prevent what is not ezxirical]y possible from 
occurring. Thus the empiric laws of a field such as botany, or a 
sub-unit of thcsiotiy or physics etc., have to e introduced. 
It would be necessary to sub-class the ..ubors of the logical 
variables and provide rules for what sub-classes may combine vith others,  
and with that logical and descriptive constants. 
This cub-classing is analogous to the introduction of a theory 
of t'pcs as given by fluccell and others. Lmpirie laws tell us what 
combinations of words are possible and what are impossible. Thus, 
4L. 0 
(1) Chciri cre zot so12 zmviuf~ xe 	Id be an eIpir1C rule and 
over £ele. It could ucor poinit (2) The chairs are walking, bat 
tould allot (3) The cheire are oniaU. The third smtence is a 
poibility (Uthez, trzo or Lalee) tndor the rilos, Iilo the second 
iu not. 	(riotcneo is assitied). 
It is cloar that if en e rco1y iU list of rules were 
included, them cvc sntoeoo like John is tall would either be 
alwcys tro as Ono of the crpiric r&1oc, or clse al-c.Wa itipossiblo. 
In the orio case, no false sentences woald occur. 3 
Ob7io113r non-aapiric data is hero ozeluded. With is 
Imar1ccIp.  the rules zar have to be alteed to c1loi that was previously 
impossible to occur. A 	cud s niu]r contradictory discovery of 
science will have to be incorporated. 
23,33 A tachino thicii ie desired to o lie the infoiation 
in a givm scicritific tot, and test its deductions or develop than  
further, will require a wider range of sentence patterns than the 
previous. It will med at least cll the coiy found otricturos 
inoludlnZ the ntaotio eielcnos and impliction. In addition, 
like tho previous machine :Lt will rciro trmofor=tion rules which 
are nt just syntanctic. Both rc&nos wld operate in a 1OiCOfl 
dostivo mcrnor, cnJ it is £olt be proforcblo to saolinoo uoin 
embolic logic in the wcr which follows for oziiple from the work 
of Woodgor. 
4e5. 
23.34 FJ. Harwood h!s briefly pointed out in discussion 
that the style of &ialysia earlier outlined for finding the syntactic 
elements of a given text, mayprovide the means of stating transition 
tbles beteen the members of the morpheme classes 	For each position 
in a sentence fornula we could list that morphemes will occur in it 
hon the other positions are filled by other individual morphemes. 
It can be added that the introduction of transition tables 
ould be similar to the introduction of empiric roles for a scientific 
subject, only in this case, we would expect to find emotive as uU as 
referential uses of words. For example consider Your hands are icy, 
Where factusl possibility is not important. Such a study, as others, 
would be best tackled by machine methods. 
23.1 Emotive Problems. 
23-41 Throuout the paper the ftll moaning range of the 
language has not been explored. Neither on the semantic nor on the 
syntactic level have subeties of emotive meaning been considered 
other than incidentally. As the overall sin is to deel with syntax, 
then on this level some explanation in needed. 
It cm ho said firstly, that it is felt artificial to separate 
the raferitie1 or informative aspects of a language from the emotive, 
They operto toethor. Tint that there are tvo such aspecta is usually 
agreed upon, cvan if there is some incidental difference of opinion 
about their definitione.b 
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Now it is scarcely feasible at the present time to delve 
into the complexLtiea of formalizing the emotive uses of structures 
(or words) when the referential or scientific uses of them are not 
clear. It, is also more feasible to suppose that a system for a 
machine to handle merely scientific information, can be developed 
sooner than one which handles the full meaning range of a language. 
For example, syntactic transformations of a referential kind are much 
easier to extract than emotive ones. 
In any case, the major point is that it is in the established 
structures that both referential and emotive combinations of words 
operate. Without knowledge of what the basic structures IM apart 
from their meaninT ramifications, emotive analysis would cane to a halt. 
23.12 It should be understood that all the transformations 
in this paper do not claim to be anything other than referential, by 
definition. We could vary the kinds of transformations included by 
varying the definitions of the concepts of equivalence and implication. 
Then we could analyse a text for different knowledge. In a Cull study 
of English structure this would be necessary. 
If emotive equivalences are held to be a necessary part of 
syntax study, then so also are referential ones, and a beginning must 
be made. The study of the manner in which factual data open to 
verification, is conveyed, can be primary. 
467. 
In order to find emotive equivalences, more thorough study 
has to be made of contexts than appears to be required to find 
referential ones. Marry problems about the definitions of contexts 
and etc. would become involved. 
23,13 The facts remain however that ntactic emotive values 
require research. For example, particular experiential effects can 
be created when common structures are disturbed. 
Again, there has been discussion about machine use of 
structures. But if it is held that a machine can use then to create 
actual sentences in textual form, it can not be held that it can do so 
by pulling the structures out of a hat. 
What structure is selected does not depend only on (1) the 
word values it is desired to use,. but also upon (2) the possibilities 
of what structures can follow what others. These possibilities 
have not yet been discovered, but could be found by using 
distributional methods only. 
Nevertheless, that different structures of (2) having the 
same referential meanings, have different emotive ones is clear. 
Consider 
When I came in I saw him. 
I saw his when I came in. 
Tom slowly walked down. 
Ton walked slowly down. 
Tom walked clown slowly. 
Differences of emphasis and factors of rhythm and style would be 
involved in their textual use. 
23.5 4ppondix: Illustration of Basic Sentence Types and IC's. 
23.1 In this brief appendix some examples of acceptable 
sentence structures are given. They are merely selected illustrations, 
although the sentence types within the first boundary are fairly well 
covered for present tense, when noun expansions are excluded. The 
line breaks occurring after groups of symbols indicate the IC units, 
according to thq theory that an IC can possibly be specified by 
considering the.-e a sentence boundary could occur within a longer 
sentence, 
These groups can be compared with those groups marked off in 
some few examples of transformations, whore the composition of a group 
is determined by the possibility of sentence re-arrangement in 
syntactically equivalent referential statement. Meaning analyses of 
such structural units could be undertaken. 
The numbers at the left of the formulas indicate the number 
of morpheme positions in each one. 
23.52 Some Sentence Types of the Statement Kind. 
(2) t'Pl v10 	 Some break 
m'P1 V4 	 They come 
n4. (a) no Men work 	(Note: (a) indicates 
vowel change from sing.) 
4C9. 
This DullS 
She comes 
His flies 
Their's go 
Cheese melts 
Red glares 
Horses race 
Cats' shine 
The weak fall 
The men iork 
It plays 
It is strong 
Some are thin 
She is mean 
His are round 
Mice are small 
Coal is black 
(Note: m represents his only, 
because it is considered 
the only rn4 thich is a 
single morpheme.) 
(3) t'C v48 
jIsg v4s 
v4a 
v4o 
sg 
a•OV48 
nl.s v40 
ni's' v40 
tpl alo v4o 
t.pl ii(s) no 
It 14  
It BE a4o 
t' BE a4o 
m' BE aio 
BE ai.o 
n.&(s) BE  ako 
sg 13E ao 
4900 
	
(4) t°€ nio v.e 	 The BE -valjm 
tPl n+a v+o 	 These bore iliaD 
9 1 n+s v+p 	 Thaaw cats' &ie 
tag 910 = 	 The ].arge breaks 
V+jflg 	 Talkinar aya 
to 	 To go hurts 
0+0 BE a+o 	 Roses are red 
al l Im 5+0 	 Li(ms' are hugs 
v+jng BE p+g 	 Littix*g is herd 
v+n BE +Q 	 Washed are soft 
to i*o BE a+o 	 Tolisisbad 
t a+o BE 5+0 	 The new are fresh 
t0 o BE a+p 	 A xm is pals 
It BE v+in& It is wo*iiig 
It BE _It __i• WAM  
BE v+ing He is playing 
Be v+n They are ruined 
4 BE 	+ing His is twirling 
a4 BE His is broken 
!L1tL H.z 	starts 
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IA 
wrpi1_I 
(5) 	4 B Ir!j are tr1n 
BI 	V+fl IIei'aiebrckin 
M v+ing r+s This 	d1dthR so 
tP1 	*ingse Y+o Ran.y drawings fail 
The cured walks 
tP] 	n+s The cakes are nice 
tP1 n'8' 	BE a+o Some home' are hug. 
t v4na+o 
tog ,sing 	ao 
The wslddars fizz 
The ra4ing is clear 
tn+o 10 
t n+o 
I 
The akirt i&floi6n 
The Mau iatak,n 
g BE v+n 
nag BE V+iflR 
n+o BE v4n 
n.ta B v+ink 
mis' BE v+n 
n+s' BE y+jg  
Much cheese is 
Furtr sentence patterns can be added to those given which 
occur before the first sentence boundary. For exanip3e a lot of sentence 
types can be changed into ones using y±4,. In addition, there has been 
an attempt to use no word formatives, but these morphemes could occur 
in the patterns above, and would have to be given position numbers in a 
syntax statement. (E.g, consider r&nsn.. snthetic materialize etc.) 
Again, some x occur only 'with following, and these have been ignored. 
The given sentence types occurring before the first sentence 
boundary can be taken as nth%4ImI Noun and verb expansions will arise 
below. 
23.53 Sentence types which run beyond the first sentence 
boundary can next be developed. The examples below merely serve to 
show other sentence boundaries and do not exhaust combinatorial possibilities 
The brackets show what can be included in a column if desired, without 
necessitating a new sentence boundary. In order to find out the values 
0 
of IC unito for rirw ono oantonce typo ., it v'eUd 
hold a viio eatcint in avory IC co1iin oot oao. Tho viueo 
of tho G=Cptod co]i tu1d thx be oxczined cmd lioted. (For 
fU].].Qr o1aatioi of such proecduro coo 7.4). 
4
1
4
. 
ii
d
ia
l 
o 40 
a
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 4 
I I I I I 
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Aj foila in mW eoln abince tith ciU,  cent cmoo eroatcft 
frou uco ol? the previouc coltno, cecpt Thom the i2origental line 
oocurod. Thio just choo that the 2oxalce bolotr coibine only 1th 
oiio another, and the ones above do the ecie. Lir frcula crioing 
fro-2 either oldo of the line can otill cino irith eny arioin3 
fron the previcuo colunno. Other forlao arc obviouo3r poodrlblo,, 
but it lo felt ohrlicity for i luotration ia roqucd. 
Thue (a) The nan chou / tho wood] to help / the i-,arlqjJelthou 
(b) The nan cIiop / the vood / 2xn the bioh / -jlth an cno /that 
i 
It is also obvious that the vorbo need subdividing and pgroator 
roflnt of ior1 claceificatton le'ciircd. 
23.4 A Eau tranofo m-ationo renin to be ivcn. Capital 
lottore iricicato the colwio in 23.3. 
A 	 X 	B 
lb 	 Vf 3/ 	- 	 o v4 
t3C1icLiC'h9 
U12, IV40 I t !± 44 	ctaonan, subavldeo A) 
A 	 A 
trl3 n4ev4o / d d / t° nk v4 
The ran t'or'c hero = bra the nan 
(t4o 	 again oubividcc A) 
A 	 C 	 C 	 Al 	u12 
tOS a4Dv4eJt 	oa+on4o 	c4a a9jJ 30 vj2n3o 
The nazi V.Drllro the rich bron 	The rich brn v.ucd ic rcz 
JO
I ,"- 't 	, 
D 
A 	 C 	 (vling 
, tg n4o v4s / tsg a4o alo r4o / (to v3o 
I 
(standing 
The man wants the rich dark wood (to stand 
C 	 A1 	Dv4in 
 
tg ak, a4o n4o / Be v4n / v3n g, 
	sg n4o 
I 	 I 
The rich dark wood is wanted (to stand by the 
A 	 C 
S. tsg r4,  V+s / tsg n4o / p 	tg nlo 
The man works the wood with the plane 
C 	Al 	D 	A2 
• t8g n4o / BE vfn / p tBg n+o / P 
The wood is worked with the plane by the man 
1). 
6 A 	 C 	to V40 
• 8g 1140 v4s / sg n4o I vfing / t69 n1 
2 	 3 
to touch/ 
The man wants! the wood/touchin/the floor 
C'Al 	A2 	 tovioE 
tg ri4o / Be v4n 	t,59 nlo / v4ing / t n4o 
to touch 
= The wood is wanted by the man touching the floor 
7. 	n4o V40 	 eL - 
The ni write the 	d zith the p]rnio i the shc1 
A1 	A2 	D 	 E 
M t n4Jj3E will tC n4ojtC3nj1 p t-91; U 0  
a The td is rorked by the c tith the p.ano in the shed. 
A 	 1) 
• T no !±L 	n4o / to v4oj top, n40 Lo it DEa4o 
The LI!a t7z'nt the r,00d to touea the floeif it ie reac. 
C 	Al 	A2 	D 	E e it BE c40 J tOg n4o I BE vt3 	I to v10 I t n4o 2 	 1 
a If it ic roary, thosood is teitc1 by the nzm to touch tho floor. 
oo reoe.reh th000 1ieo v1d very liko]y be fruitful. 
1or?hilo, it ic hoped to draci cttcatlon to tho nortnco of the cute. 
(5, 6, 7, circ7 8 hevo other oquivc1cce. 1. 5. The vood lo roelced 
gjth 
1 &rtood F.U., end tJriht, Alicom LI., UStctjotico1 St'dy of EliDh 
Uórd Fo atjcC Lm— ,22g3 32 (1956) p.20 ffl• 
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2 Thorndike, E.L., and Lorge, I, The Teacher's Word Book of 
30,000 Words (New York, Bureau of Publications, Teacher's College, 
Columbia University, 1944). 
3 (a) The views here may be compared with those expressed in Lewis, 
C.I., and Langford, C.H., Symbolic Logic, (New York, The Century Co., 
1932) p.90. It appears to us that nonsensical sentences are to be 
identified with impossible ones under the rules, or else possible 
ones which are false and seen like nonsense. The second are to be 
differentiated from the first. 
(b) See also Russell. Bertrand, Introduction to Mathatical 
Philosophy (London, G. Alien & UnwLn, 1919) p.135-p137, p.]S, 
p.162; and his collected essays, Logic and Know1e4g (London, 
G. Allen & Unwin, 1956) p.IS. 
See Black, Max, Language and Philosophy, (New York, Cornell 
University Press, 19)49) Chapter IX. 
