Abstract. Nonequilibrium localized stationary structures of submicrometre and nanometre sizes can spontaneously develop under reaction conditions on a catalytic surface. These self-organized structures emerge because of the coupling between the reaction and a structural phase transition in the substrate. Depending on the reaction conditions they can either correspond to densely covered spots (islands), inside which the reaction predominantly proceeds, or local depletions (holes) in a dense adsorbate layer with a very small reactive output in comparison to the surroundings. The stationary localized solutions are constructed using the singular perturbation approximation. These results are compared with numerical simulations, where special adaptive grid algorithms and numerical continuation of stationary profiles are used. Numerical investigations beyond the singular perturbation limit are also presented.
61.2
Introduction
The interplay of nonequilibrium reactions and diffusion of adsorbed particles can lead to a rich variety of dissipative concentration patterns in catalytic surface reactions [1, 2] . When free random diffusive motion of adsorbed molecules is the only transport process involved, the smallest characteristic dimension of the patterns is set by the diffusion length which is simply the mean distance passed by a molecule until it undergoes a reaction. This length is large in comparison to the atomic scale and often lies in the micrometre range. Indeed, the characteristic wavelength of rotating spiral waves and other waves imaged by photoemission electron microscopy (PEEM) is in the range of tens of micrometres [3, 4] . However, scanning tunnelling microscopy (STM) and field ion emission microscopy experiments show that surface chemical reactions may also be accompanied by the formation of nonequilibrium structures on much shorter, nanometre scales [5, 6] . Travelling atomic strings on solid surfaces in the presence of a phase transition were observed using atomic force microscopy [7] .
Reactive nanostructures can be formed when short-range attractive lateral interactions between adsorbed particles are present [8, 9] . Both stationary and travelling nanostructures have been shown to exist under these conditions [10] - [12] . Another mechanism leading to the formation of reactive nanostructures involves adsorbate-induced structural phase transitions in the top layer of the metal substrate. The examples of such transitions include a transition from a 1 × 2 reconstructed structure of the clean surface to the 1 × 1 bulk-like structure of the CO-covered surface in the oxidation of CO on Pt(110) [13] . A similar phenomenon is observed in the NO + CO reaction on Pt(100), where sufficiently high coverages of NO and CO lift the quasi-hexagonal ('hex') reconstruction of the top layer of the substrate in favour of the 1 × 1 phase [14] . The growth kinetics of adsorbate islands in the absence of reactions was thoroughly investigated [15] . The existence of nonstationary nanoscale or submicrometre NO/CO-covered 1 × 1 reactive islands on a hex background was invoked to explain complex kinetic oscillations in the CO 2 production rate at high temperatures [16, 17] .
In an earlier letter we have formulated a simple kinetic model of a surface reaction coupled to a structural phase transition in the substrate [18] . The investigation of this model has shown that localized nonequilibrium nanostructures, representing reactive adsorbate islands, are possible in the system. Here, we present a systematic analytical and numerical study of the model and discuss in a detailed way the properties of localized structures, which can be viewed as self-organized chemical nanoreactors. Furthermore, new localized solutions representing depletions (holes) in a dense adsorbate layer are also constructed and investigated.
The model is introduced in section 2. It exhibits two kinds of localized stationary structures representing stripes or spots. An approximate analytical description of these localized nanostructures is developed in section 3 using the singular perturbation theory. For disc-shaped stationary solutions special attention is paid to the role of line tension. In section 4 we present a special adaptive-grid algorithm with variable time stepping, which has been developed to perform efficient simulations and continuation of stationary profiles. This allows us to verify the predictions of the singular perturbation theory and to go beyond its limits.
This paper ends with a discussion of the results obtained.
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The model
We consider a simple model system where particles X can adsorb from the gas phase on the surface and diffuse on it. The local coverage of adsorbed particles is specified by the continuous variable c with 0 ≤ c ≤ 1. Adsorption induces a structural phase transition, characterized by a continuous non-conserved order parameter η. The free energy of this system with the first-order surface phase transition is given by a Ginzburg-Landau functional (cf [19] ):
where
is the contribution to the free energy density that corresponds to a free lattice gas of adsorbed particles and
combines the terms that depend on η. Here the factor χ controls the magnitude of variations of the free energy density ϕ, κ specifies the strength of the spatial energetic coupling between neighbouring elements of the surface and n 0 is the number of adsorption sites for the molecules considered per unit surface area. It is assumed that the order parameter η of the considered phase transition is not conserved and its relaxation kinetics is therefore described by the equation [20] ∂η ∂t = − δF [η, c] δη(x, t) (4) or, explicitly, ∂η ∂t
where is the relaxation rate constant for the order parameter η. The system always has two stable uniform steady states η = 0 and 1 and an unstable uniform state η = 1 − c. If c < 1/2 the state with η = 0 has a lower free energy, whereas for c > 1/2 the state with η = 1 corresponds to the deepest minimum of this function. This behaviour is illustrated in figure 1 that shows the normalized free energy density ϕ(η, c)/χ as a function of η for c = 0.1 (full curve) and c = 0.9 (broken curve). Thus, equation (5) models an adsorbate-induced phase transition.
Several kinetic processes, involving molecules X, are taken into account in the model. These molecules adsorb from the gas phase and move diffusively across the surface. They can leave the surface by thermal desorption or disappear as a result of a chemical reaction. In this study we consider only reactions which are of first order with respect to molecules X. Thus, the reaction is described by the scheme X → Z where the product Z leaves the surface and the reverse reaction is absent. In heterogeneous catalysis such a monomolecular reaction often corresponds to a bimolecular reaction X + Y → Z, where particles Y are present in abundance on the surface and their spatial distribution is uniform as a result of fast diffusion. Moreover, the considered first-order reaction may also correspond to the process of photoinduced desorption (X +hν → Z). The thermal desorption and the motion of adsorbed molecules over the surface are influenced by the local chemical potential
is the surface potential determined by the local structural state of the surface. We see that this potential is zero in the state with η = 0 and that U = −(2/3)(χ/n 0 ) in the surface state with η = 1. Thus, regions on the surface occupied by the state η = 1 have a lower potential for adsorbed particles and may trap them. This effect will play an important role in the development of localized reactive nanostructures. The evolution of the local adsorbate coverage c is governed by the kinetic equation
where p 0 is the constant partial pressure of molecules X in the gas phase, k a is their sticking coefficient, D is the surface diffusion constant of the molecules at temperature T and k r is the reaction rate constant. The first term on the right-hand side of equation (8) describes the exchange of particles X between the surface and the gas phase by adsorption and thermal desorption. Here,
is the chemical potential at thermal equilibrium in the absence of the reaction and k d,0 is the desorption rate constant. The second term describes diffusive motion of the particles over the surface, induced by a local lateral gradient of the chemical potential. The third term corresponds to a chemical reaction, removing particles X from the surface. In contrast to thermal desorption, the rate constant k r of this reaction is not influenced by the local chemical potential µ(x). This assumption is justified when the energy released in an individual reaction event is much larger than any local differences in the surface potential.
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Substituting equation (6) , the evolution equation (8) can be written as
Note that this equation contains not only the diffusion term but also a term that describes a viscous surface flow of the adsorbate induced by the gradient of the potential U . Such additional terms in kinetic equations have previously been discussed in a number of applications where U results from interactions between the particles (see [21] - [23] ).
Equations (5) and (9) constitute the model that will be investigated below. In the absence of the nonequilibrium reaction, they describe a system that relaxes to a state of thermal equilibrium at temperature T and constant chemical potential 1 µ = µ 0 . Note that it can be shown that
represents a Lyapunov functional (corresponding to the grand canonical potential) for equations (5) and (9)
When the coupling between the adsorbate and the local surface structure is strong, so that ε = χ/n 0 k B T 1, desorption from the state with η = 1 is practically absent and c(η = 1) ≈ 1.
Generally, an interface that separates these two phases moves over the surface in such a way that the area covered by the metastable phase decreases. At equilibrium, the chemical potential is constant for all parts of the surface and equal to µ 0 . From µ = µ 0 the following dependence of the stationary coverage on the profile of the order parameter is obtained:
Inserting this dependence into the evolution equation (5) for the order parameter, a flat stationary interface is a solution of
If we multiply this equation by the derivative dη/dx and then integrate the result over the coordinate x from −∞ to +∞, we obtain the following condition for the stationary coexistence of the two phases:
For smaller values of the adsorption rate constant the phase with η = 0 will invade the phase with η = 1, while for larger values of k a p 0 the interface will propagate in the opposite direction. Note that it can be straightforwardly shown that equation (13) corresponds to the Maxwell condition for the stationary coexistence of the uniform phases (η = 0, c = c(η = 0)) and (η = 1, c = c(η = 1)) with respect to the potential [η, c].
The characteristic width l η of the interface between regions occupied by two different phases can be estimated as l η = κ 2 /4χ. This is a microscopic length, typically of the order of a few 61.6 nanometres. All characteristic lengths related to the diffusion of adsorbed molecules are usually much larger and lie in the range of micrometres. Therefore, the model considered describes the phenomena taking place at strongly different length scales. Introducing the characteristic length L ad = √ D/k a p 0 and defining λ = l η /L ad , we see that this ratio will be a small parameter. The existence of this small parameter will be further exploited to analytically construct approximate stationary solutions of the model.
To facilitate the analysis, equations (5) and (9) can be written in a dimensionless form. Dimensionless time and coordinate variables are defined as
We also introduce the dimensionless parameter combinations
Note that α = ν/β. Dropping the primes, the basic equations of the model become
where the rescaled surface potential is
These dimensionless equations will be used in the subsequent study of the model. They contain the small parameter λ 1. Moreover, we are mainly interested in studying the situation where the coupling between the adsorbate and the phase transition is strong, so that the condition ε 1 holds.
The model given by equations (16) and (17) has stationary localized solutions representing reactive adsorbate islands which are stabilized by a structural phase transition in the substrate crystal. The mechanisms leading to their formation can be understood from the following simple arguments (see also figure 2 ). Adsorbed molecules X are more strongly bound to the surface where it is in the structural state η = 1 than where η = 0. Therefore, molecules diffusing across the surface become trapped by a region with η = 1 and an adsorbate island is formed. The total rate of removal of particles from the island due to the reaction is proportional to its area, whereas the total diffusion flux of adsorbed particles into an island is proportional to its perimeter. Hence, removal by the reaction is dominant for large islands, leading to their contraction. On the other hand, in small islands diffusional supply of molecules into the island dominates, so that such small islands would grow. A stationary localized structure of a fixed spatial size is expected when the two processes exactly balance each another.
Numerical simulations confirm this prediction. As an example, figure 3(a) shows stable stationary reactive adsorbate islands obtained by numerical integration of the model equations in the one-dimensional case (in the two-dimensional system these solutions correspond to stripes). Inside the island the surface is found in the structural state with η = 1. The coverage c is high in this region and slightly increases from the centre towards its boundaries. Far outside the island, the coverage is low and uniform. Note that the coverage c is further decreased near the boundary of the islands, because the diffusing particles get trapped when they approach the island boundary, and are eventually removed by the reaction from that area. Hence, a reactive island sucks adsorbate molecules from the surrounding surface. In addition to reactive islands, which can be viewed as self-organized chemical microreactors, the system may also have stable stationary solutions which correspond to local depletions ('holes') in the adsorbate. An example of such a structure is displayed in figure 3 (b). Inside a hole, the surface is in the state with η = 0. The coverage c is strongly decreased in the hole and approaches a high constant level far from the hole, where the surface is in the state η = 1. In two dimensions, localized stationary structures may have the form of stripes and disc-shaped objects. Both high-density (island) and low-density (hole) adsorbate structures are then possible.
Singular perturbation approximation
In this section we construct approximate analytical solutions for localized stationary structures. The presence of two strongly different length scales (the ratio of the width of an interface of two structural surface phases and the diffusion length of adsorbed particles is small) allows us 61.8 to use a singular perturbation approximation where λ is the small expansion parameter (cf [25] ). Similar approaches based on the singular perturbation theory have been used to describe localized stationary structures in activator-inhibitor systems with long-range inhibition [26] and in models describing pattern formation in bacterial colonies [29] . Here, we first present the approximate construction of stationary stripe solutions. This is then followed by an analysis of disc-shaped stationary objects, with special emphasis on the effects arising from line tension.
Stationary stripes
Stationary stripes in two-dimensional systems are described by localized solutions of the onedimensional problem. First we construct a solution for high-density stripes, representing reactive adsorbate islands. The cross section of such a stripe has the profile shown in figure 3 (a). The pattern can be divided into three zones: inside a sharp interface both the order parameter η and the local adsorbate coverage c rapidly change on a scale of order λ. In the outer and inner regions, the order parameter η is approximately constant and the coverage c slowly varies on the scale determined by the characteristic diffusion length (of order unity in the dimensionless equations).
Introducing the fast coordinate ξ = x/λ, we find from equation (17) that, to the order of O(λ 2 ), the coverage distribution inside the interface region satisfies the equation
Taking into account that the order parameter approaches the constant values η = 1 and 0 at the left and right boundaries of the interface, this equation can be integrated twice. Thus we obtain in the zeroth order of the small parameter λ a relationship connecting the order parameter η and the adsorbate coverage c = c (0) (η) inside the interface:
where u(η) is the local surface potential given by equation (18) and c − represents the asymptotic value of the coverage at the right boundary of the interface. From equation (20) we obtain the following relationship between c − and the asymptotic value of the coverage at the left boundary of the interface c + :
The following first-order ordinary differential equation for the profile of the order parameter is obtained by substituting equation (20) in (16), multiplying it with ∂ ξ η and integrating with respect to ξ :
Because the order parameter approaches constant values at the boundaries of the interface in the limit λ → 0, the spatial variation of the order parameter ∂ ξ η vanishes there. From equation (22) we obtain the following equilibrium condition for the order parameter in the zeroth order of λ:
Combining equations (21) and (23) the following expressions are obtained for c − and c + :
implying that c + + c − = 1. Outside the interface the order parameter is constant and equation (17) reduces to a linear reaction-diffusion equation. Within the adsorbate stripe of half-width R 0 the coverage satisfies the equation
with the boundary conditions ∂ x c = 0 for x = 0 and c = c + for x = R 0 . The stationary coverage profile in the region to the left of the interface is therefore given by
is the uniform stationary coverage of equation (17) for η = 1 and R 0 is the half-width of the stationary stripe in units of L ad .
In the region outside the stripe, the coverage satisfies the equation
with the boundary conditions c = c − for x = R 0 and c → c 0 for x → ∞, where
is the uniform stationary coverage of equation (17) for η = 0. Hence, in this region we obtain the following stationary coverage profile:
is the characteristic diffusion length outside the stationary stripe in units of L ad .
The stationary half-width R 0 of the stripe solutions is determined by the condition that the spatial variation of the coverage vanishes for x = 0 and x → ∞. One obtains it from integrating the right-hand side of equation (17) with respect to the spatial coordinate and imposing stationarity:
Taking into account only contributions in the zeroth order of the small parameter λ in this equation corresponds to the continuity of the adsorbate flux through the interface
From equation (30) we obtain the stationary half-width R 0 of a high-density stripe
The singular perturbation theory predicts the following stationary profile of a high-density stripe: the order parameter η is constant outside the steep interface, whereas inside the interface it rapidly decays from η = 1 to 0. In the regions outside the interface, the coverage profile slowly increases away from the centre of the stripe according to the linear reaction-diffusion kinetics (25) and (27) . In the interface it rapidly decays from c + to c − .
Next we construct a solution for low-density stripes, representing adsorbate 'holes'. Inside the interface, the coverage again obeys equation (19) . Instead of equation (22), however, we have the following ordinary differential equation:
where c (0) (η) is given by equation (19) . Because the equilibrium condition for the order parameter is determined by equation (23), c ± are given by equation (24) as in the case of stripes with high density. In the interior of a low-density stripe, the coverage profile is given by
where the notations c 0 and L out have been introduced above. In its outer region the stationary coverage profile is given by
with c 1 and L in as defined above.
Matching the spatial derivatives of the inner and outer coverage profiles at the interface (at x = R 0 ), we obtain the stationary half-width of the low-density stripe in the limit λ → 0:
Conditions for the existence of stationary stripe solutions with a dense adsorbate coverage of equations (16) and (17) are obtained from a careful inspection of equations (31) and (35) . On the one hand, the arguments of the hyperbolic arcus tangent must be positive. For given ν, this requirement leads to the inequalities
and
i.e. stationary adsorbate stripes exist only in a certain interval of values of the dimensionless rate constant β. Note that the inequality (37) implies that no stationary stripe solutions exist for β > exp(ε/3). The transition from stationary low-density to stationary high-density stripes occurs when the arguments of the hyperbolic arcus tangent in equations (31) and (35) reach unity (simultaneously) and the stationary radius diverges. This situation corresponds to the condition
i.e. it occurs when (39), and the lower and upper full curves correspond to β l (ν) and β u (ν) as given by equations (36) and (37), respectively. The circles and the diamonds show the corresponding data from numerical continuation for λ = 0.001 (see section 4).
Stationary high-density stripes can exist for ν < ν c (β) while stationary low-density stripes can be found for ν > ν c (β) . Note that equation (39) implies that stationary low-density stripes can only exist if β < 1. Figure 4 shows the phase diagram for stationary stripe solutions in the parameter plane (ν, ln(β)) for ε = 3.
The line where the sizes of high-and low-density stationary structures simultaneously diverge corresponds to the situation where the two surface phases with η = 0 and 1 coexist in the infinite system. This can be shown by the same type of analysis as performed above for stationary stripes. Assuming that the stationary interface is located at x = 0 with η = 1 to the left of the interface and η = 0 to the right, the singular perturbation approximation yields the same results as for the stationary stripes constructed above, except for a change of the boundary conditions in the linear diffusion equations (25) and (27) . Solving equation (25) with the new boundary conditions c → c 1 for x → −∞ and c = c + for x = 0 we obtain for the stationary profile to the left of the interface
Similarly, we obtain from equation (27) with the boundary conditions c → c 0 for x → ∞ and c = c − for x = 0 the following stationary profile to the right of the interface:
Imposing the stationarity of the interface leads to the condition ∂ x c lef t (x = 0) = ∂ x c right (x = 0) which is equivalent to equation (38) . The dependence of the stationary half-width R 0 (in units of L ad ) of high-and low-density stripes on the parameter ν for ε = 3 and two different values of β is shown in figure 5 . The singular perturbation results for λ → 0 are displayed by full curves for high-density stripes and by broken curves for low-density structures. If β < 1 (see figure 5(a) ), the width of highdensity stripes increases as ν is increased. There is a crossover from high-density to low-density stripes at ν = ν c (β) . At this point the width of the stationary stripe diverges. Stationary Dependence of the half-width R 0 (in units of L ad ) of stationary stripes on the dimensionless reaction rate constant ν for (a) β = 0.33 and (b) β = 1.2; in both cases ε = 3. The full and broken curves in (a) correspond to the stationary half-widths of high-density and low-density stripes for λ → 0, respectively; circles and diamonds mark the stationary half-widths of high-density and low-density stripes as obtained by numerical continuation (see section 4) for λ = 0.032. The full curve in (b) shows R 0 for high-density stationary stripes in the limit λ → 0; circles correspond to the numerically obtained stationary half-widths for λ = 0.032. For this value of β no low-density stationary stripes are found. low-density stripes exist for ν > ν c (β) and become narrower upon increasing ν. For β > 1 ( figure 5(b) ), only high-density stripe solutions can be found. Upon increasing ν their width increases monotonously.
Stationary spots
In this subsection disc-shaped stationary structures (spots) are investigated in the framework of the singular perturbation theory. Here, we explicitly take into account the corrections of the first order in λ, which account for line tension-an analogue of surface tension in three dimensions. Line tension plays a significant role for small spots, with the radius comparable to the interface width. As shown below, it leads to the existence of two stationary solution branches, one with a small radius that is comparable to the interface width and one with a larger stationary radius. Numerical simulations and the simplified stability analysis performed in the appendix show that the branch with the smaller stationary radius is unstable with respect to radially symmetric perturbations. Again, at first we consider localized stationary solutions with a dense adsorbate on a dilute background followed by an analysis of disc-shaped stationary structures representing holes in a dense adsorbate layer.
If the interface width, which is of order λ, is small compared with the spot size, the free energy term associated with the interface can be written as
where L is the total interface length (for a spot with radius R 0 L ad , L = 2πR 0 L ad ) and σ is the 
where ξ = r/λ is the rescaled radial coordinate. To zeroth order in λ we obtain the following expression for this coefficient by substituting the result (22) for ∂ ξ η, which was obtained for planar interfaces, into equation (44):
The coefficient γ in equation (45) depends only on the parameter ε. The numerically computed dependence is shown in figure 6 . It is approximately linear with slope 0.39. Multiplying the evolution equation (16) for the order parameter by ∂ ξ η and integrating with respect to ξ across the interface, the following stationarity condition is obtained instead of equation (23):
Retaining only the contributions of first order in the small parameter λ, which result from the line tension, and performing the integration on the left-hand side of equation (46) we have
wherec + andc − correspond to the values of the coverage at ξ = −∞ and +∞ which are, in general, different from the values for a stationary adsorbate stripe as given by equation (24) . Multiplying equation (47) with n 0 k B T π(R 0 L ad ) 2 , it can be interpreted as a balance equation: no change in the functional [η, c] (as defined in equation (10)) is required to create a disc-shaped spot of radius R 0 with coverage c =c + and η = 1 in the stationary chemical potential
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where F l , as given by equation (42), is the free energy needed to create the curved interface:
is the gain in bulk free energy upon creating the spot and we have used the identity
Hence, in equation (49) the gain in free energy F = F l + F b upon creating the spot balances the cost to generate the adsorbate particles in the stationary chemical potential. Note that the balance equation (49) is also obtained for the stationary stripe solutions constructed above, if equation (23) is transformed accordingly.
It follows from equations (21) and (47) that the line tension for curved interfaces provides additional cohesion such that the coveragesc ± at the interface edges of a circular spot are increased by an amount δc that is proportional to σ as compared to the values c ± in equation (24) for planar interfaces. To the lowest order in λ it is given by
Note that this term vanishes in the limit ε → ∞. For a disc-shaped structure with radius R 0 (in units of L ad ), the stationary coverage distributions in the inner and outer regions are given by modified Bessel functions. In the interior of the dense adsorbate island one obtains in the singular perturbation limit
where I 0 is the modified Bessel function of the first kind and zeroth order. In the region outside the island, where the adsorbate coverage is dilute, we have
where K 0 is the modified Bessel function of the second kind and zeroth order. Note that qualitatively the stationary profile looks similar to the one-dimensional coverage distribution given by equations (26) and (28) . The coverage slowly increases away from the centre of the spot in the regions outside the interface. In the interface, it rapidly decreases fromc + toc − . To the lowest order in λ the equilibrium condition for the coverage distribution of a discshaped stationary island is given by ∂ r c in (R 0 ) = ∂ r c out (R 0 ) in analogy to equation (30) for planar adsorbate stripes. Here, we obtaiñ
The stationarity condition equation (55) can have two solutions. The stability of these solutions with respect to radial perturbations of the interface position can be investigated analytically in a simple way in the limit when the coverage profile adjusts much faster than the order parameter, i.e. when the ratio of characteristic timescales τ scales proportional to λ −1 . As shown in the appendix, the solution with a larger radius is stable with respect to 61.15 small perturbations in the radial direction while the one with the smaller radius is unstable and represents a critical nucleus. Numerical simulations confirm this behaviour even if τ is not O(λ −1 ). A similar analysis can be performed for stationary low-density spots. Introducing the same notations as above and retaining only the correction of first order in λ, which results from the line tension, we have, instead of equation (47),
Hence, the coveragesc ± at the interface edges of a low-density disc-shaped stationary structure are decreased by an amount δc as compared to the values c ± in equation (24) for planar interfaces. The modulus of δc is given by equation (52). Instead of equations (53) and (54), we obtain for the slowly varying coverage profiles to the left and right of the interface
The stationarity condition for the coverage ∂ r c in (
This stationarity condition (59) can also have two solutions. Again, the larger solution is stable with respect to radial perturbations while the smaller one is unstable (see the appendix). Radial cross sections through disc-shaped stationary solutions of equations (16) and (17) look qualitatively similar to the profiles of stationary stripes displayed in figure 3 . The width of the localized structure is, however, larger for the disc-shaped solutions. The dependence of the stationary radius R 0 (in units of L ad ) on the dimensionless reaction parameter ν is shown for disc-shaped stationary structures in figure 7 . If the line tension is taken into account two solutions coexist. However, only the largest is stable with respect to radial perturbations. The good agreement between the singular perturbation results that account for line tension and the results from numerical continuation of the system of equations (16) and (17), even close to the point where the stable and the unstable branches merge, demonstrates that the contribution of first order in λ that was retained in the singular perturbation analysis is indeed the dominant correction term.
The dependence of R 0 of the stable (upper) branch on ν is similar to that shown for stationary stripes in figure 5 . In general, however, the radius of a stationary disc is larger than the half-width of the coexisting stationary stripe. Moreover, the stationary radius of spots, which are stable with respect to radial perturbations, must be larger than the minimum value R min that is reached when the stable branch merges with the corresponding unstable branch. Hence, the interval of ν in which stationary disc-shaped spots exist becomes smaller as a result of the corrections arising from line tension. In (a), disc-shaped stationary structures exist only in a finite interval of values of ν. To the left of the critical value ν = ν c (with ν c defined in equation (39)) the stationary structures correspond to densely covered disc-shaped microreactors on a dilute background while for ν > ν c they represent localized holes in a dense adsorbate layer. In the case of figure 7(b Dependence of the stationary radius R 0 (in units of L ad ) of disc-shaped stationary spots on the dimensionless rate constant ν = k r /k d,0 for ε = 3. In (a) the values of the other parameters are λ = 0.032 and β = 0.38; the full and broken curves display the stationary radii of high-density and low-density spots, respectively; while the upper branches are stable with respect to radial perturbations, the lower branches correspond to unstable solutions representing critical nuclei. In (b) β = 1.2; the full curve marks the stationary radius of highdensity spots for λ = 0.032, the chain curve shows the stationary radius of stable high-density spots in the limit λ → 0. Circles and diamonds mark the stationary radii of high-density and low-density spots as obtained by numerical continuation for λ = 0.032 (see section 4). stationary high-density spots exist only if ν exceeds a critical threshold that depends on the strength of the curvature correction of first order in λ.
Numerical investigation
In the previous section we have constructed a number of different localized stationary solutions in the singular perturbation approximation which are valid in the limit when the ratio λ of the two characteristic length scales goes to zero. To test the validity of these analytical results and go beyond the predictions of the singular perturbation theory numerical investigations are necessary. To systematically approach the singular perturbation limit special numerical methods should be employed.
Adaptive grid methods
The model described by the partial differential equations (16) and (17) contains a small parameter λ that represents a ratio of two characteristic length scales. In order to check the predictions of the singular perturbation theory, corresponding to the limit λ → 0, simulations with very small values of this parameter (down to λ 10 −3 ) must be performed. In this parameter region, steep interfaces separating dense and dilute phases are found and the problem becomes very stiff. As a consequence, traditional approaches based on either finite-difference schemes with equidistant grids or spectral codes become inefficient, if the entire range of characteristic lengths, from the interface to diffusion lengths, should be resolved simultaneously. In our numerical investigations,
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we have therefore used a different integration method based on adaptive time-dependent grids, which represents a variant of the adaptive grid method developed by Blom and Zegeling [36] . Below we present a brief outline of the method, referring to the original publication [36] for further details.
The principal idea consists in the introduction of a time-dependent discretization specified by a set of N moving grid points x 1 (t), . . . , x N (t) . The motion of these points is organized in such a way that they adjust to the evolution of spatial profiles and tend to condense in regions where rapid spatial variations take place. In essence, one considers an enlarged dynamical system composed of a simulated model plus a co-evolving set of grid points.
As an example, suppose that our task is to integrate the partial differential equation
where F is some function of its three variables, the coordinate x varies between 0 and L and we use the notations ∂ x u = ∂u/∂x, etc. To define an adaptive grid, we introduce a new 'fixed' spatial coordinate y and assume that x = x(y, t). Hence, a point x corresponding to a given y is moving in time. With respect to the immobile reference frame y, the original evolution equation is replaced by
(this is similar to the transformation to the Lagrangian formulation of the Navier-Stokes equations in fluid mechanics). The discretization is done by introducing an equidistant grid for the underlying 'fixed' coordinate y. Each point y i of this grid corresponds then to a certain moving grid point x i (t). The local density θ of moving grid points is θ(y, t) = 1/∂ y x. It is convenient to introduce a smoothed grid point densityθ(y, t) as
where the parameter κ specifies the degree of smoothing by the second diffusion-like term. An evolution law for the grid should further be defined. One possibility of doing this is to take the monitor function V = ω + u 2 x and require that the ratio of the smoothed grid point density and this function remains constant along the spatial profile at any time. This is equivalent to the condition that ∂ y (θ/V ) = 0. However, with this choice some undesired rapid grid oscillations may develop. They are eliminated if the grid adjusts not instantaneously, but with a certain time delay. This is achieved by using the following evolution equation for the grid motion:
The coefficient τ 0 specifies the time delay in the grid adjustment. The parameter ω determines the distribution of the grid points along the profile u(x). For example, the choice ω = 1 yields a grid where the points are distributed equidistantly with respect to the arclength of the profile. On the other hand, choosing ω 1 leads to a grid equidistantly spaced in x. In all the numerical simulations reported in this paper, the convenient combination of the numerical parameters τ 0 = 10 −3 , ω = 0.01/L and κ = 2 was chosen. As boundary conditions for the grid evolution equation we used ∂ yθ = 0 for x = 0 and L, implying that the two end grid points x 1 and x N are fixed at the left and right boundaries of the medium. (16) and (17) with a characteristic ratio of length scales λ = 10 −3 (other parameters are ε = 3.0, β = 0.9, and ν = 1.0).
Since the evolution of grid points governed by equation (63) is defined implicitly in terms of the smoothed densityθ , the discretization of spatial derivatives in equations (60) and (63) leads to a system of coupled differential-algebraic equations (DAE). For the problems with extremely steep gradients which are considered here, these equations are stiff and were therefore solved using the DASPK package [37] employing a fifth-order backwards differentiation formula (BDF). The evaluation of the Jacobian needed for the BDF solver was performed internally by DASPK using numerical differencing. Figure 8 shows an example of the distribution of 100 grid points for a stationary stripe profile. By using the described adaptive grid algorithm, the speed of numerical simulations was improved by several orders of magnitude.
In our simulations, we have numerically integrated equations (16) and (17) . For this system, we now consider a one-dimensional spatial domain on a non-equidistant grid with N grid points indexed by x j for each grid point location and non-equidistant spacings h i = x i − x i−1 between the neighbouring grid points. The discretization of the transport terms with constant flux in equation (16) is straightforward. However, in order to preserve the mass conservation for the nonlinear flux term in equation (17) of the form ∂ x [σ (x)∂ x η] some care should be taken; a proper mass-conserving next-neighbour finite-difference scheme is, for example, [35] 
where the arithmetic means
and g
have been introduced. Note that, for the nonlinear flux term in equation (17) (16) and (17) can be calculated using the singular perturbation approximation when the ratio of length scales satisfies λ 1. However, when this ratio lies outside the region where the singular perturbation approximation applies, a numerical approach should be chosen to obtain the characteristic structure and the 61. 19 parametric dependences of such profiles. Even if λ 1, certain features, such as the fold point which determines the existence region for both dense and dilute stripe structures (see figure 5) , must also be determined numerically since these cannot be calculated within the framework of the singular perturbation approximation used here.
One systematic approach for locating stationary profiles of partial differential equations is to use numerical continuation. Even though many software packages exist for solving this task [38] - [40] , such packages typically are confined to systems of partial differential equations defined on equidistant grids. In practice, this implies that only stationary profiles which possess relatively smooth spatial dependences can be solved efficiently by direct use of these existing continuation packages.
To overcome this problem, we have implemented support for an adaptive grid to an existing continuation package [38] . In this case, the stationary profile solutions of equations (60) and (63) can be found with relatively low computational effort. Taking the evolution equation (63) into account, such structures satisfy the conditions
which then can be used to determine the parameter dependence of stationary profiles using numerical continuation. Typically, the computational effort in a continuation step lies in solving the associated systems of linear equations involved in the iterative determination of the solution of the nonlinear system of equations given by equation (66b). For a well-resolved profile, the required number of grid points for the adaptive strategy is of the order of 100, which for the system given by equations (16) and (17) gives rise to a system of 300 coupled nonlinear equations for determining the stationary profile as well as the individual grid point positions. For the problems considered here, these computations proceed smoothly even on moderately sized PC's and workstations.
In all the comparisons between the results for the singular perturbation limit λ → 0 and the corresponding numerical results, the stationary profiles of equations (16) and (17) were determined numerically using continuation. This approach also enables us to track solution profiles into the parameter region where they are unstable; the characteristic fold-point structure beyond which both stripes and circular symmetric solutions cease to exist as well as the phase diagrams were calculated using this approach.
Numerical results
Below we present the results of our numerical investigations and compare them with the predictions based on the singular perturbation approximation. The numerical integrations were performed using adaptive grids with 100 grid points. No-flux boundary conditions were employed and sufficiently broad Gaussian profiles were chosen as initial conditions for both variables η and c. Direct simulations were used to obtain, for example, the profiles shown in figure 3 . Furthermore, such direct simulations were performed to prepare the initial profiles needed as input for the continuation procedure. By means of the continuation approach, we could determine the phase diagram for the existence of various stationary localized solutions and obtain the parameter dependence of their properties.
Some of our numerical results were already presented in the preceding section. In figure 5 , circles and diamonds show the half-width of high-and low-density stripes for λ = 0.032 as a function of the dimensionless reaction rate constant ν. In figure 7 , the respective numerical data for high-and low-density circular spots are displayed. Generally, good agreement with the predictions of the singular perturbation theory can be noticed. The improved variant of the singular perturbation theory which takes into account the correction of the first order in λ corresponding to the line tension allows us to correctly reproduce both the upper and lower branches of the spot solutions (cf figure 7) . In the case of the stripes, where such higher corrections were neglected, only the upper branch is yielded by the approximate analytical solution. The lower branches are, however, always unstable, as shown by direct numerical integration and the stability analysis presented in the appendix.
The advantage of the numerical continuation procedure is that it permits us to easily construct various parameter dependences for the localized solutions, extending them even to the regions where the application of the singular perturbation approximation is questionable. Figure 9 shows how the radius of spots and the half-width of stripes depend on the ratio λ of the two characteristic length scales of the problem. We see that for the chosen parameter ε = 3, corresponding to relatively weak energetic coupling between the adsorbate and the structural surface phase transition, the spots exist only when λ = l η /L ad is less than 5 × 10 −3 . If the characteristic width l η of the interface between the two structural surface phases is of the order of a nanometre, this implies that the characteristic length L ad of adsorbed particles should be of the order of a micrometre-a condition which is typically realized in the experiments. The radius R 0 of stationary spots in the upper solution branch is smaller than the diffusion length and would be a fraction of a micrometre. The half-width of the stripe solutions is significantly smaller than the radius of stationary spots and such structures exist in a wider interval of λ.
The stationary stripe and spot solutions constructed in the singular perturbation limit exist in finite intervals of the dimensionless reaction parameter ν. Numerical simulations show that, upon increasing λ, the interfaces of the stationary profile become wider and the intervals of ν, where the stationary solutions exist, shrink. For example, this latter behaviour is found in figure 4 where the existence region of stationary stripes that was numerically calculated for λ = 10 In region I both stripes and spots with high density exist while in region II low-density stripes and spots coexist. In region III only high-density stationary stripes exist. In region IV only low-density stationary stripes can be found, while in region V no stationary localized solutions exist. Along the dotted curve a standing interface separating the high-density and low-density phases is found. Figure 10 displays diagrams showing the existence regions of various localized solutions in the parameter plane (ν, λ), which were obtained using the continuation method. Note that, in addition to stationary localized structures, the system considered also supported solutions representing travelling interfaces that separate surface regions occupied by two different surface phases with η = 0 and 1. Along the dotted curves in the diagrams in figure 10 , standing interfaces are found and the two surface phases can coexist under reaction conditions (see the discussion of equation (38)). To the left of the dotted curves, localized high-density solutions (adsorbate islands) are possible. Islands in the form of both spots and stripes exist inside region I, whereas only high-density stripes are possible in region III. In a similar way, low-density spots and stripes (holes) are found inside region II to the right of the dotted curves and only low-density stripes exist inside region IV. No localized solutions exist inside region V.
The radius of the spots and the half-width of the stripes increase as the dotted curves are approached and become infinite on these curves, where the surface phases with η = 0 and 1 coexist. In the diagrams in figure 10 the broken curves separating regions IV and V touch the dotted curves and terminate without meeting the respective broken curves that separate regions III and V. This may, however, be an artefact of the numerical continuation method. It is possible that on the right side the respective boundaries become extremely close to the dotted line and the existence region of low-density stationary becomes so narrow that our numerical method does not allow us to resolve them.
By comparing the diagrams that correspond to two different values of the parameter ε, we see that, when the energetic coupling between the adsorbate and the structural phase transition is stronger ( figure 10(b) , ε = 15), the existence regions of localized solutions are broader and, moreover, stationary structures exist up to relatively large values of the characteristic length ratio λ. In this case, the sizes R 0 of the localized structures are also significantly larger than in the case of the weaker energetic coupling (ε = 3 in figures 10(a) and 9).
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The numerical continuation method, which was employed to construct the existence diagrams and the parameter dependence of localized patterns, does not discriminate between stable and unstable solutions. In the present publication, only the results of a limited stability analysis (restricted to radially symmetric perturbations and a special assumption for the ratio of characteristic timescales τ ) are reported (see the appendix). This special stability analysis indicates that the lower solution branches, corresponding to the coexisting stationary localized solutions with a smaller radius or a half-width, are always unstable. The general numerical stability analysis and direct simulations of patterns, which will be presented in a later publication, show that stripe solutions are always unstable with respect to shape deformations. Only sufficiently small high-or low-density spots near the existence boundaries (full curves) in the diagrams in figure 10 actually correspond to stable solutions.
Conclusions
In our theoretical study a simple model describing a surface chemical reaction coupled to a firstorder structural phase transition in the substrate has been considered. Our analysis shows that stable circular spots with sizes smaller than the characteristic diffusion length and thus typically lying in the submicrometre and nanometre range may be formed. Two types of disc-shaped localized stationary structures (spots) have been found. Inside a spot, the adsorbate coverage is either higher or lower than on the rest of the surface. In the first case, the reaction would predominantly proceed inside the spots where almost all adsorbed molecules are concentrated. Hence, these spots can be viewed as self-organized microreactors. Stationary spots of the other type represent unreactive depletions-holes-in a dense reactive adsorbate layer. Stationary stripes with similar properties are also possible.
The solutions for disc-and stripe-shaped localized stationary structures with high or low density have been constructed analytically in the singular perturbation approximation, where the ratio of the characteristic length scale for the order parameter of the structural phase transition and the characteristic diffusion length of the adsorbed molecules is used as a small expansion parameter. When constructing the spot solutions we have explicitly taken into account the effects of line tension by retaining the corresponding terms of first order in λ.
To test the analytical predictions and to go beyond the singular perturbation limit, detailed numerical investigations have been performed. Because of the presence of two sharply different length scales in the problem, our simulations, which are based on an adaptive grid method, allow us to improve the speed of simulations by up to several orders of magnitude in comparison to traditional finite difference schemes. In addition to direct simulations, stationary localized solutions were numerically constructed by using a new adaptive-grid continuation method. The existence diagram for different kinds of localized stationary structures has been constructed and the parameter dependences of the spot radii and stripe widths have been determined.
Nonequilibrium localized structures exist only if the nonequilibrium reaction is strong enough. On the other hand, neither should it be too strong. Moreover, the diffusion length should generally be much larger than the microscopic length associated with the structural phase transition which determines the interface width between two structural phases. Often, the size of the constructed localized stationary structures is smaller than the diffusion length of the reacting adsorbed molecules and hence would typically lie in the submicrometre range. However, in some parameter regions their size can also exceed the diffusion length. Note, however, that both stationary spots and stripes have sharp nanoscale boundaries whose width is close to the width 61.23 of interfaces between the two structural phases of the substrate.
In contrast to prefabricated microreactors [41] , self-organized localized structures are induced by the nonequilibrium reaction and can exist only if the reaction is sufficiently strong. Their sizes may be controlled by changing the adsorption and reaction rates. Moreover, they are not pinned to certain locations on the surface and may be moved over it by applying external fields or temperature gradients.
The stability of the constructed localized stationary solutions should be further investigated. In the present study, only the linear stability analysis of spots with respect to radially symmetric perturbations has been performed. This analysis (see the appendix) reveals that the spots corresponding to the lower branch of the solution are always unstable. Additionally, large spots may also be unstable with respect to static shape deformations (cf our preliminary results in [18] ). A systematic stability analysis of localized stationary microstructures with respect to shape deformations has now been performed and will be reported in a subsequent publication. The principal result of the forthcoming publication is that only sufficiently small spots are stable. Larger spots and stripes are typically unstable and evolve into complex extended structures.
On microscales, statistical fluctuations may become significant. Previously, we have analysed effects of such fluctuations for other nonequilibrium nanostructures in surface chemical reactions by using mesoscopic kinetic equations [10] - [12, 23] . We have seen that relatively strong fluctuations were indeed present. However, the patterns were not destroyed by the fluctuations even when they consisted only of hundreds of individual adsorbed molecules. Therefore, we expect that nonequilibrium localized microstructures, considered in the present study, will also be found when fluctuations are taken into account.
Localized stationary structures (spots) have earlier been extensively investigated in reaction-diffusion systems with competition between short-range activation and long-range inhibition [26, 28, 31] and in systems modelling pattern formation in bacterial colonies [29] . The patterns described in the present publication are different from the spots in reaction-diffusion flows because the surface flows, induced by potential gradients and described by drift terms in the evolution equations, are essential for their appearance. In this sense, the considered model is closer to models of bacterial colonies where chemotactic drift of bacteria plays an important role. Note, however, that in the biological models for chemotaxis the drift term is usually present only in the equation for the slowly diffusing cell concentration variable, and therefore the spatial profiles of the rapidly diffusing chemotactically active substances show a slow variation. In contrast to this, the drift term is present in our model in the equation for the rapidly diffusing component. Hence, regions with sharp spatial variation are found in spatial profiles of both the order parameter and the local adsorbate concentration. Therefore, the singular perturbation theory of such structures is special.
Finally, it should be noted that, though our investigations have been performed for surface chemical reactions, the model is general and similar phenomena leading to the formation of selforganized nonequilibrium nanostructures may be expected in other situations where a chemical reaction is coupled to a first-order phase transition in a condensed subsystem. and
Inserting equations (21) and (70) into (69), multiplying equation (69) with ∂ ξ η, integrating with respect to ξ and retaining only the contribution of first order in λ in the term, which corresponds to line tension, the following evolution equation for the radius of a disc-shaped microreactor is obtained for the particular scaling τ ∝ λ 
where γ (ε) andc − (R) are given by equations (45) and (70), respectively. Note that in a more rigorous analysis other terms of first order in λ should be taken into account [30] . Moreover, note that the stationarity condition h(R) = 0 is equivalent to equation (55). and
Inserting equations (21) and (74) into (69), multiplying equation (69) with ∂ ξ η, integrating with respect to ξ and retaining the term of first order in λ that corresponds to the line tension, the following evolution equation for the radius of a low-density disc-shaped structure is obtained: (73), small symmetric size perturbations will grow, while the solution with the larger stationary radius (white dot) is stable because p (R) < 0. As above, the unstable stationary solution represents a critical nucleus. To conclude this appendix we have shown that, in the general case, two stationary spot solutions coexist. While the larger spot is stable with respect to small radially symmetric perturbations, the smaller one is unstable and represents a critical nucleus.
