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Abstract
This work explores the use of a forward-backward martingale method together
with a decoupling argument and entropic estimates between the conditional and
averaged measures to prove a strong averaging principle for stochastic differential
equations with order of convergence 1/2. We obtain explicit expressions for all the
constants involved. At the price of some extra assumptions on the time marginals
and an exponential bound in time, we loosen the usual boundedness and Lips-
chitz assumptions. We conclude with an application of our result to Temperature-
Accelerated Molecular Dynamics.
1 Introduction and notation
1.1 Motivation and main result
We are interested in stochastic differential equations of the form
dXt = ε
−1bX(Xt, Yt)dt+ ε−1/2σX(Xt, Yt)dBXt , X0 = x0,
dYt = bY (Xt, Yt)dt+ σY (Yt)dB
Y
t , Y0 = y0
for some ε > 0 and x0 ∈ Rn, y0 ∈ Rm. The precise assumptions on the coefficients
are stated in Assumption 1 and they essentially amount to bX being one-sided Lipschitz
outside a compact set, bY being differentiable with bouded derivative, σX being bounded
and the process being elliptic.
It is well known (see for example [FW12]) that when all the coefficients and their first
derivatives are bounded, Y (which depends on ε) can be approximated by a process Y¯
on Rm in the sense that for all T > 0 fixed
P
(
sup
0≤t≤T
|Yt − Y¯t| > ε
)
→ 0 as ε→ 0.
∗bob.pepin@uni.lu
1
The process Y¯ solves the SDE
dY¯t = b¯Y (Y¯t)dt+ σY (Y¯t)dB
Y
t , Y¯0 = y0
with
b¯(y) =
∫
Rn
bY (x, y)µ
y(dx).
Here (µy)y∈Rm is a family of measures on R
n such that for each y, µy is the unique
stationary measure of Xy with
dXyt = bX(X
y
t , y)dt+ σX(X
y
t , y)dB
X
t .
The work [Liu10] replaces the boundedness assumption on bX and σX by a dissipativity
condition and shows the following rate of convergence of the time marginals:
sup
0≤t≤T
E|Yt − Y¯t| ≤ Cε1/2
for some constant C independent of ε.
In [LLO16] the author relax the growth conditions on the coefficients of the SDE and
show that when (Xt, Yt) is a reversible diffusion process with stationary measure µ =
e−V (x,y)dxdy such that for each y, a Poincare´ inequality holds for e−V (x,y)dx, then there
exists a constant C independent of ε such that
E sup
0≤t≤T
|Yt − Y¯t| ≤ Cε1/2.
The present work extends the approach from [LLO16] to the non-stationary case and
drops the boundedness assumption on bY , σY commonly found in the averaging litera-
ture. The general setting and notation will be outlined in Section 1.2. Section 2 presents
a forward-backward martingale argument under the assumption of a Poincare´ inequality
for the regular conditional probability density ρyt of Xt given Yt = y. By dropping the
stationarity assumption, we have to deal with the fact that ρyt is no longer equal to µ
y
defined above. This is done in Section 3 by developing the relative entropy between ρyt
and µy along the trajectories of Y . Dropping the boundedness assumption on bY forces
us to consider the mutual interaction between Xt and Yt. In Section 4 we address this
problem when the timescales of X and Y are sufficiently separated. The main theorem
is proven in Section 5. Section 6 applies the theorem to a particular class of SDEs to
obtain sufficient conditions such that for any T > 0 and ε sufficiently small
E sup
0≤t≤T
∣∣∣Yt − Y¯t∣∣∣ ≤ Cε1/2
where C will be explicitly given in terms of the coefficients of the SDE and the Poincare´
constant for ρyt .
2
1.2 Setting and notation
The results in sections 2 to 5 will be stated in the setting of an SDE on X ×Y = Rn×Rm
of the form
dXt = bX(Xt, Yt)dt+ σX(Xt, Yt)dB
X
t , X0 = x
dYt = bY (Xt, Yt)dt+ σY (Xt, Yt)dB
Y
t , Y0 = y
where x ∈ X = Rn, y ∈ Y = Rm, BX , BY are independent standard Brownian motions
on Rn and Rm respectively and bX = (b
i
X)1≤i≤n, bY = (b
i
Y )1≤i≤m, σX and σY are
continuous mappings from X × Y to X , Y, Rn×n and Rm×m respectively.
The matrices AX = (a
ij
X(x, y))i,j≤n and AY = (a
ij
Y (x, y))i,j≤m are defined by
AX(x, y) =
1
2σX(x, y)σX (x, y)
T , AY (x, y) =
1
2σY (x, y)σY (x, y)
T
and the infinitesimal generator L of (X,Y ) has a decomposition L = LX +LY such that
LXf =
n∑
i=1
biX∂xif +
n∑
i,j=1
aijX∂
2
xixjf,
LY f =
m∑
i=1
biY ∂xif +
m∑
i,j=1
aijY ∂
2
xixjf,
Lf = (LX + LY )f.
We will also make use of the square field operators Γ and ΓX , defined by
Γ(f, g) = 12 (L(fg)− gLf − fLg) =
n∑
i,j=1
aijX∂xif∂xjg +
m∑
i,j=1
aijY ∂yif∂yjg,
ΓX(f, g) = 12 (L
X(fg)− gLXf − fLXg) =
n∑
i,j=1
aijX∂xif∂xjg.
We denote ρt(dx, dy) the marginal distribution of (X,Y ) at time t, i.e. for ϕ ∈ C∞c
E[ϕ(Xt, Yt)] =
∫
X×Y
ϕ(x, y)ρt(dx, dy)
and we let ρyt (dx) be the regular conditional probability density of P (Xt ∈ dx|Yt = y).
If a measure µ(dx, dy) is absolutely continuous with respect to Lebesgue measure we will
make a slight abuse of notation and denote µ(x, y) its density.
We will also make use of a family of auxiliary processes (Xy)y∈Y defined by
dXyt = bX(Xt, y)dt+ σX(Xt, y)dB
X
t , X
y
0 = x
3
which we assume to be uniformly ergodic and we denote µy the unique stationary in-
variant measure of Xy.
We will furthermore use another auxiliary process X˜ solution to
dX˜t = bX(X˜t, Yt)dt+ σX(X˜t, Yt)dB˜
X
t , X˜0 = x
where B˜X is an n-dimensional Brownian motion independent of BX and BY and we
denote ρ˜yt the regular conditional probability density of P (X˜t ∈ dx|Yt = y).
For the section on decoupling and the main theorem we need in addition to a separation
of timescales the following regularity conditions on the coefficients of (X,Y ):
Assumption 1. Regularity of the coefficients:
• bX verifies a one-sided Lipschitz condition with constant κX and perturbation α:
(x1 − x2)T (bX(x1, y)− bX(x2, y)) ≤ −κX |x1 − x2|2 + α for all x1, x2 ∈ X , y ∈ Y
• bY has a bounded first derivative in x:
κY
2 :=
1
m
m∑
i=1
sup
x,y
|∇xbiY (x, y)|2 <∞
• AX is nondegenerate uniformly with respect to (x, y), i.e. there exist two constants
0 < λX ≤ ΛX < ∞ such that the following matrix inequalities hold (in the sense
of nonnegative definiteness):
λXId ≤ AX(x, y) ≤ ΛXId
• σY is invertible and AY is uniformly elliptic with respect to (x, y), i.e. there exists
a constant λY > 0 such that the following matrix inequality holds (in the sense of
nonnegative definiteness):
λY Id ≤ AY (x, y)
Assumption 2. Regularity of the time marginals:
• There exists M0 such that for |x|2 + |y|2 > M0, r > 0, α > 0
∇x log ρt(x, y)Tx+∇y log ρt(x, y)T y ≤ −r(|x|2 + |y|2)α/2.
• The regular conditional probability densities ρ˜yt of P (X˜t ∈ dx|Yt = y) satisfy
Poincare´ inequalities with constants cP (y) independent of ε:∫
(f − ρ˜yt (f))2dρ˜yt ≤ cP (y)
∫
|σX∇xf |2dρ˜yt .
In order to characterise the separation of timescales, we introduce a parameter γ defined
by
γ =
κX
2λY
ΛXκY 2
.
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2 Approximation by conditional expectations
We will start with a Lemma for a form of the Lyons-Meyer-Zheng forward-backward
martingale decomposition.
Lemma 3 (Forward-backward martingale decomposition). For a diffusion process ξt
with generator Lt and square field operator Γt we have for f(s, ·) ∈ D(Ls + L˜T−s) and
1 ≤ p ≤ 2
E sup
0≤t≤T
∣∣∣∫ t
0
−(Ls + L˜T−s)f(s, ξs)ds
∣∣∣p ≤ 3p−1(2Cp + 1)
(
E
∫ T
0
2Γt(f)(ξt)dt
)p/2
where L˜s is the generator of the time-reversed process ξ˜t = ξT−t and Cp is the constant
in the upper bound of the Burkholder-Davis-Gundy inequality for Lp.
Proof. First, suppose that f(t, x) is once differentiable in t and twice differentiable in x
so that we can apply the Itoˆ formula.
We express f(t, ξt)− f(0, ξ0) in two different ways, using the fact that ξt = ξ˜T−t:
f(t, ξt)− f(0, ξ0) =
∫ t
0
(∂s + Ls)f(s, ξs)ds +Mt (1)
f(0, ξ0)− f(t, ξt) = (f(0, ξ˜T )− f(T, ξ˜0))− (f(t, ξ˜T−t)− f(T, ξ˜0))
=
∫ T
T−t
(−∂s + L˜s)f(T − s, ξ˜s)ds + M˜T − M˜T−t
=
∫ t
0
(−∂s + L˜T−s)f(s, ξ˜T−s)ds+ M˜T − M˜T−t
=
∫ t
0
(−∂s + L˜T−s)f(s, ξs)ds+ M˜T − M˜T−t (2)
where M and M˜ are martingales with
〈M〉T =
∫ T
0
2Γs(f)(s, ξs)ds,
〈M˜ 〉T =
∫ T
0
2ΓT−s(f)(T − s, ξ˜s)ds =
∫ T
0
2Γs(f)(s, ξs)ds = 〈M〉T .
Summing (1) and (2), we get∫ t
0
−(Ls + L˜T−s)f(s, ξs) =Mt + M˜T − M˜T−t.
We have by the Burkholder-Davis-Gundy Lp-inequality that
E sup
0≤t≤T
|Mt|p ≤ CpE[〈M〉p/2T ]
E sup
0≤t≤T
|M˜T−t|p = E sup
0≤t≤T
|M˜t|p ≤ CpE[〈M˜〉p/2T ] = CpE[〈M〉p/2T ]
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so that
E
[
sup
0≤t≤T
∣∣∣∫ t
0
−(Ls + L˜T−sf)(s, ξs)
∣∣∣pds
]
= E sup
0≤t≤T
∣∣∣Mt + M˜T − M˜T−t∣∣∣p
≤ 3p−1
(
E sup
0≤t≤T
|Mt|p + E|M˜T |p + E sup
0≤t≤T
|M˜T−t|p
)
≤ 3p−1(2Cp + 1)(E〈M〉T )p/2
≤ 3p−1(2Cp + 1)
(
E
∫ T
0
2Γt(f)(t, ξt)dt
)p/2
For a general f(t, x), C2 in x and locally integrable in t, we approximate first in space
by stopping ξt and then in time by mollifying f(·, x).
For R > 0, ε > 0 and a function f(t, x) we will use the notation
(f)R(t, x) = f(t, x
|x| ∧R
|x| ),
(f)ε(t, x) =
∫ +∞
−∞
f(s, x)φε(t− s)ds
where φε is a mollifier. In particular, (f)
R(t, ·) is bounded and (f)ε(·, x) is differentiable.
Let Kt = Lt + L˜T−t. Kt is a second order partial differential operator and so can be
written as
Ktf(t, x) =
∑
bi(t, x)∂xif(t, x) +
∑
aij(t, x)∂2xixjf(t, x)
for some functions bi and aij .
Define the stopping times τR = inf{t > 0 : |ξt| ≥ R}. Then
E sup
0≤t≤T
∣∣∣∫ t∧τR
0
Ks(f)ε(s, ξs)ds
∣∣∣p = E sup
0≤t≤τR∧T
∣∣∣∫ t
0
(Ks(f)ε)
R(s, ξs)ds
∣∣∣p
≤ E sup
0≤t≤T
∣∣∣∫ t
0
(Ks(f)ε)
R(s, ξs)ds
∣∣∣p
≤ 3p−1(2Cp + 1)
(
E
∫ T
0
2(Γt((f)ε)
R(t, ξt)dt
)p/2
. (1)
By differentiating inside the integral for (f)ε we get∫ t∧τR
0
Ks(f − (f)ε)(s, ξs)ds ≤ sup
0≤t≤T,|x|≤R
|bi(t, x)|
∫ T
0
sup
|x|≤R
|(∂xif − (∂xif)ε)(s, x)|ds
+ sup
0≤t≤T,|x|≤R
|aij(t, x)|
∫ T
0
sup
|x|≤R
|(∂2xixjf − (∂2xixjf)ε)(s, x)|ds.
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As ε→ 0, (g)ε → g in L1([0, T ], L∞(BR)) and the integrals on the right hand side go to
0. We now let first ε→ 0 with dominated convergence and then R→∞ with monotone
convergence to get
E sup
0≤t≤T
∣∣∣∫ t
0
Ksf(s, ξs)ds
∣∣∣p = lim
R→∞
lim
ε→0
E sup
0≤t≤T
∣∣∣∫ t∧τR
0
Ks(f)ε(s, ξs)ds
∣∣∣p
For the right hand side of (1), note that
(Γt(f)−Γt((f)ε))R = Γt(f − (f)ε, f +(f)ε)R = (aij)R(∂xif − (∂xif)ε)R(∂xjf +(∂xjf)ε)R
so that∫ T
0
|(Γt(f)−Γt((f)ε))R| ≤ sup
0≤t≤T,|x|≤R
aij(t, x)(∂xjf+(∂xjf)ε)
∫ T
0
sup
|x|≤R
|∂xif−(∂xif)ε|dt.
Now the convergence follows again by first letting ε → 0 with dominated convergence
and then R→∞ with monotone convergence.
Lemma 4. Let L and Lˆ be generators of diffusion processes with common invariant
measure µ and square field operators Γ and Γˆ respectively. Let f, g be a pair of functions
such that
Lf = Lˆg and
∫
Γˆ(f)dµ ≤
∫
Γ(f)dµ.
Then ∫
Γ(f)dµ ≤
∫
Γˆ(g)dµ.
Proof. ∫
Γ(f)dµ =
∫
fLfdµ =
∫
fLˆgdµ =
∫
Γˆ(f, g)dµ
≤
(∫
Γˆ(f)dµ
)1/2(∫
Γˆ(g)dµ
)1/2
≤
(∫
Γ(f)dµ
)1/2(∫
Γˆ(g)dµ
)1/2
.
The result follows by dividing both sides by
(∫
Γ(f)dµ
)1/2
.
Lemma 5. Consider a generator L with invariant measure µ and associated square field
operator Γ. Assume that the following Poincare´ inequality holds:∫
(ϕ− µ(ϕ))2dµ ≤ cP
∫
Γ(ϕ)dµ.
Then for any sufficiently nice f∫
Γ(f)dµ ≤ cP
∫
(−Lf)2dµ ≤ cP 2
∫
Γ(−Lf)dµ
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Proof. Since both Γ and L are differential operators, we can assume that µ(f) = 0. Now,
(∫
Γ(f)dµ
)2
=
(
−
∫
fLfdµ
)2
≤
∫
f2dµ
∫
(−Lf)2dµ ≤ cP
∫
Γ(f)dµ
∫
(−Lf)2dµ
and the first inequality follows after dividing both sides by
∫
Γ(f)dµ. For the second
inequality, we apply the Poincare´ inequality again with ϕ = (−Lf).
Proposition 6. In the general setting of section 1.2 with Assumption 2 let νηt (dx) be the
regular conditional probability density of P(Xt ∈ dx|φ(Yt) = η) for a measurable function
φ : Y → Rl. If νηt satisfies a Poincare´ inequality with constant cP (η) independent of t
with respect to ΓX then for any function ft(x, y) with at most polynomial growth in x
and y such that ft(·) ∈ C2(X × Y),
∫
X ft(x, y)ν
φ(y)
t (dx) = 0 and 1 ≤ p ≤ 2
E sup
0≤t≤T
∣∣∣∫ t
0
fs(Xs, Ys)ds
∣∣∣p ≤ 3p−12−p/2(2Cp + 1)
(
E
∫ T
0
cP (φ(Yt))f
2
t (Xt, Yt)dt
)p/2
where Cp is the constant in the upper bound of the Burkholder-Davis-Gundy inequality
for Lp.
Proof of Proposition 6. The generator of the time-reversed process (X,Y )T−t is [HP86]
L˜tϕ = −
n∑
i=1
biX∂xiϕ−
m∑
i=1
biY ∂yiϕ+
n∑
i,j=1
aijX∂
2
xixjϕ+
m∑
i,j=1
aijY ∂
2
yiyjϕ
+
1
pT−t
n∑
i,j=1
∂xj (2a
ij
XpT−t)∂xiϕ+
1
pT−t
m∑
i,j=1
∂yj (2a
ij
Y pT−t)∂yiϕ
so that the symmetrized generator is
Ktϕ :=
(L+ L˜T−t)ϕ
2
=
1
pt
n∑
i,j=1
∂xj(a
ij
Xpt)∂xiϕ+
n∑
i,j=1
aijX∂
2
xixjϕ+
1
pt
m∑
i,j=1
∂yj (a
ij
Y pt)∂yiϕ+
m∑
i,j=1
aijY ∂
2
yiyjϕ
=
n∑
i,j=1
1
pt
∂xi(pta
ij
X∂xjϕ) +
m∑
i,j=1
1
pt
∂yi(pta
ij
Y ∂yjϕ).
For fixed τ ≥ 0, we see from the expression for K that pτ (dx, dy) is an invariant measure
for Kτ (use integration by parts).
By the properties of conditional expectation
∫
fτdpτ = 0. From Assumption 2 and
Theorem 1 in [PV01] it follows that for each τ there exists a unique solution Fτ ∈
C2(X × Y) to the Poisson Problem KτFτ = fτ .
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We can now apply the forward-backward martingale decomposition via Lemma 3 to
obtain
E sup
0≤t≤T
∣∣∣∫ t
0
fs(Xs, Ys)ds
∣∣∣p = E sup
0≤t≤T
∣∣∣∫ t
0
KsFs(Xs, Ys)ds
∣∣∣p
= 2−pE sup
0≤t≤T
∣∣∣∫ t
0
(L+ L˜T−s)Fs(Xs, Ys)ds
∣∣∣p
≤ 2−p3p−1(2Cp + 1)
(
E
∫ T
0
2Γ(Fs)(Xs, Ys)ds
)p/2
.
Now, we want to pass from Γ to ΓX in order to use our Poincare´ inequality for νηt .
For ϕ ∈ C2(X ) and y ∈ Y, τ ≥ 0 fixed let Kˆτ,yϕ be the the reversible generator associated
to ΓX(ϕ)(·, y) and νφ(y)τ .
Since ν
φ(y)
τ satisfies a Poincare´ inequality and
∫
fτ (x, y)ν
φ(y)
τ (dx) = 0 by assumption,
Kˆτ Fˆ
τ,y(x) = fτ (x, y)
has a unique solution Fˆ τ,y(x).
If we set Kˆτϕ(x, y) = (Kˆ
τ,yϕ(·, y))(x) and Fˆτ (x, y) = Fˆ τ,y(x) then∫
X×Y
Kˆτϕ(x, y)pt(dx, dy) =
∫
Y
∫
X
(Kˆτ,yϕ(·, y))(x)νφ(y)t pt(X , dy) = 0 and
Kˆτ Fˆτ (x, y) = fτ (x, y) = KτFτ (x, y).
By Lemma 4 we get that ∫
X×Y
Γ(Ft)dpt ≤
∫
X×Y
ΓX(Fˆt)dpt.
Since KˆFˆt = ft and Kˆt is the generator associated with Γ
X and ν
φ(y)
t , we can use the
Poincare´ inequality on ν
φ(y)
t in Lemma 5 to estimate the right hand side by∫
X×Y
ΓX(Fˆt)(x, y)pt(dx, dy) =
∫
Y
∫
X
ΓX(Fˆt)(x, y)ν
φ(y)
t (dx)pt(X , dy)
≤
∫
Y
cP (φ(y))
∫
X
ft
2(x, y)ν
φ(y)
t (dx)pt(X , dy)
=
∫
X×Y
cP (φ(y))ft
2(x, y)pt(dx, dy)
which completes the proof.
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3 Distance between conditional and averaged measures
We will first show a general result on the relative entropy between ρYtt and µ
Yt by studying
the relative entropy along the trajectories of Yt. We are still in the setting of section 1.2.
Proposition 7. Let ft(x, y) =
dρyt
dµy (x). If µ
y satisfies a Logarithmic Sobolev inequality
with constant cL uniformly in y with respect to Γ
X then for r ∈ R
EH(ρYtt |µYt)ert ≤ EH(ρY00 |µY0)−
(
2
cL
− r
)∫ t
0
EH(ρYss |µYs)ersds+
∫ t
0
E[LY log fs(Xs, Ys)]e
rsds.
Proof. We have
H(ρyt |µy) =
∫
X
ft log ftµ
y(dx) = E[log ft(Xt, Yt)|Yt = y]
so that the quantity we want to estimate is
EH(ρYtt |µYt) = E[log ft(Xt, Yt)].
Now by Itoˆ’s formula
dert log ft(Xt, Yt) = ((∂t + L) log ft(Xt, Yt) + r log ft(Xt, Yt)) e
rtdt+ dMt
=
(
(∂t log ρ
y
t (x))(Xt, Yt) + L
X log ft(Xt, Yt) + L
Y log ft(Xt, Yt) + r log ft(Xt, Yt)
)
ertdt
+ dMt
where Mt is a local martingale.
Since ρyt dx is a probability measure, we have
E[∂t log ρ
y
t (x)(Xt, Yt)|Yt = y] =
∫
X
(∂t log ρ
y
t (x))ρ
y
t (x)dx
=
∫
X
∂tρ
y
t (x)dx
= ∂t
∫
X
ρyt (x)dx = 0.
By the definition of µy as an invariant measure for Xy we have for all ϕ in the domain
of LX ∫
X
LXϕ(x, y)dµy = 0. (2)
From the Logarithmic Sobolev inequality for µy we get
H(ρyt |µy) ≤ 12cL I(ρyt |µy) = 12cL
∫
X
ΓX(ft)(x, y)
ft(x)
µy(x)dx.
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Together with the formula LX(g ◦ f) = g′(f)LXf + g′′(f)ΓX(f) this implies
E[LX log ft(Xt, Yt)|Yt = y] =
∫
X
LX(log ft)(x, y)ρ
y
t (x)dx
=
∫
X
LXft(x, y)µ
y(x)dx−
∫
X
ΓX(ft)(x, y)
ft(x)
µy(x)dx
= − I(ρyt |µy)
≤ − 2
cL
H(ρyt |µy).
By the tower property for conditional expectation and the preceding results, E[(∂t log ρ
y
t (x))(Xt, Yt)] =
0 and E[LX log ft(Xt, Yt)] ≤ − 2cLEH(ρ
Yt
t |µYt) so that
EH(ρYtt |µYt)ert = E[log ft(Xt, Yt)ert]
≤ EH(ρY00 |µY0)−
(
2
cL
− r
)∫ t
0
EH(ρYss |µYs)ersds+
∫ t
0
E[LY log fs(Xs, Ys)]e
rsds.
We now proceed to estimate the term E[LY log fs(Xt, Yt)] in a restricted setting where
the coefficients of LY are independent of x and µy has a density µy(x) = Z(y)−1e−V (x,y)
where V has bounded first and second derivatives in y.
Lemma 8. If the coefficients biY and a
ij
Y of L
Y only depend on y then for ft(x, y) =
dρyt
dµy (x) ∫
X
LY log ftdρ
y
t ≤ −
∫
X
LY log µydρyt
Proof. Let gt(x, y) = ρ
y
t (x). Provided that all the integrals exist, we have∫
X
LY (log gt)(x, y)ρ
y
t (dx) =
∫
X
LY (log gt(x, ·))(y)ρyt (dx)
=
∫
X
LY (gt(x, ·))(y)dx −
∫
X
ΓY (gt(x, ·))(y)
gt(x, y)
ρyt (dx)
≤
∫
X
LY (gt(x, ·))(y)dx
= LY
(∫
X
gt(x, ·)dx
)
(y) = 0
since gt(x, y)dx is a probability measure. Now the result follows since
LY log ft = L
Y log gt − LY log µy.
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Lemma 9. Consider a probability measure µ(dx, dy) with density µ(x, y) on X ×Y and
let Z(y) =
∫
X µ(x, y)dx, µ
y(dx) = µ(dx, y)/Z(y). We have the identities
∂yi logZ(y) =
∫
X
∂yi log µ(x, y)µ
y(dx),
∂2yiyj logZ(y) =
∫
X
∂2yiyj log µ(x, y)µ
y(dx) + Covµy(∂yi log µ, ∂yj log µ).
Proof. By differentiating under the integral
∂yi logZ(y) =
∂yiZ(y)
Z(y)
=
∫
X
∂yiµ(x, y)
dx
Z(y)
=
∫
X
∂yiµ(x, y)
µ(x, y)
µ(x, y)dx
Z(y)
=
∫
X
∂yi log µ(x, y)µ
y(dx)
and
∂2yiyj logZ(y)
= ∂yi
∫
X
∂yj log µ(x, y)µ
y(dx)
=
∫
X
∂yi∂yj log µ(x, y)µ
y(dx) +
∫
X
∂yj log µ(x, y)
∂yiµ(x, y)
Z(y)
dx−
∫
X
∂yj log µ(x, y)µ(x, y)
∂yiZ(y)
Z(y)2
dx
=
∫
X
∂2yiyj log µ(x, y)µ
y(dx)
+
∫
X
∂yj log µ(x, y)∂yi log µ(x, y)µ
y(dx)− ∂yi logZ(y)
∫
X
∂yj log µ(x, y)µ
y(dx)
=
∫
X
∂2yiyj log µ(x, y)µ
y(dx) + Covµy(∂yi log µ, ∂yj log µ).
Lemma 10. For any Lipschitz function f∣∣∣∫ fdµy − ∫ fdρyt ∣∣∣2 ≤ ‖f‖2LipΛXcLH(ρyt |µy)
uniformly in y ∈ Y.
Proof. By the Logarithmic Sobolev inequality of µy with respect to ΓX and the uniform
boundedness of A we have
Entµy(f
2) ≤ 2cL
∫
ΓX(f)dµy = 2cL
∫
(∇xf)TA(·, y)(∇xf)dµy ≤ 2cLΛX
∫
|∇xf |2dµy
which says that µy satisfies a Logarithmic Sobolev inequality with respect to the usual
square field operator |∇x|2 with constant cLΛX . By the Otto-Villani theorem, this
implies a T2 inequality with the same constant:
W2(ρ
y
t , µ
y)2 ≤ cLΛXH(ρyt |µy).
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By the Kantorovich duality formulation of W1 and monotonicity of Kantorovich norms
it follows from the preceding T2 inequality that∣∣∣ sup
‖f‖Lip≤1
∫
fd(ρyt − µy)
∣∣∣2 =W1(ρyt , µy)2 ≤W2(ρyt , µy)2 ≤ cLΛXH(ρyt |µy)
from which the result follows.
Proposition 11. If bY , σY depend only on y and µ
y(dx) = Z(y)−1e−V (x,y)dx such that
‖∂yiV (·, y)‖Lip <∞, ‖∂2yiyjV (·, y)‖Lip <∞ for all y then
ELY ft(Xt, Yt) ≤ ΛXcL
2
E

 m∑
i=1
‖∂yiV (·, Yt)‖2Lip +
m∑
i,j=1
‖∂2yiyjV (·, Yt)‖2Lip

H(ρYtt |µYt) + EΦ(Ys)
where
Φ(y) = 12
m∑
i=1
biY (y)
2 + 12
m∑
i,j=1
aijY (y)
2 +
m∑
i,j=1
aijY (y)Covµy(∂yiV, ∂yjV ).
Proof. Using Lemmas Lemma 8, 9 and 10 together with the inequality 2ab ≤ a2+ b2 we
get∫
X
LY log ftdρ
y
t
= −
∫
X
LY log µydρyt
= LY logZ(y)−
∫
X
LY log µdρyt
= biY (y)
∫
X
∂yi log µd(µ
y − ρyt ) + aijY (y)
∫
X
∂2yiyj log µd(µ
y − ρyt ) + aijY (y)Covµy(∂yi log µ, ∂yj log µ)
≤ 12biY (y)2 + 12‖∂yi log µ‖2LipΛXcLH(ρyt |µy) + 12aijY (y)2 + 12‖∂2yiyj log µ‖2LipΛXcLH(ρyt |µy)
+ aijY (y)Covµy(∂yi log µ, ∂yj log µ).
The result now follows from the tower property of conditional expectation.
4 Decoupling
We are still in the general setting of section 1.2. We also require that σY (x, y) = σY (y)
only depends on y and that Assumption 1 is in force. The key requirement for the results
in this section is a sufficient separation of timescales expressed by assumptions on γ.
The goal in this subsection is to estimate expressions of the type EF (X,Y ) by EF (X˜, Y )
for any functional F on WX ×WY .
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Denoting P the Wiener measure on C([0, T ],X × Y), define a new probability measure
Q = E(M)P with
dMt =
(
σY (Yt)
−1(bY (X˜t, Yt)− bY (Xt, Yt))
)T
dBYt .
Corollary 16 will show in particular that under our assumption on γ E(M) is a true
martingale so that Q is indeed a probability measure.
Under this conditions, there is a Q-Brownian motion B˜Y such that
dYt = bY (X˜t, Yt)dt+ σY (Yt)dB˜
Y
t
with
dB˜Yt = dB
Y
t − σY (Yt)−1(bY (X˜t, Yt)− bY (Xt, Yt))dt.
The following Proposition 13 states the key property of Q which we are going to use.
Lemma 12. Under Q, BX , B˜X and B˜Y are independent Brownian motions.
Proof. Girsanov’s theorem states that if L is a continuous P-local martingale, then L−
〈L,M〉 is a continuous Q-local martingale. Thus B˜Y = BY − 〈BY ,M〉 is a continuous
Q-local martingale by definition, and BX , B˜X are continuous Q-local martingales since
〈BX ,M〉 = 0 and 〈B˜X ,M〉 = 0. Since the quadratic variation process is invariant under
a change of measure we can conclude using Le´vy’s characterisation theorem.
Proposition 13. The laws of (X,Y, X˜) under P and of (X˜, Y,X) under Q are equal.
Proof. (X,Y ) solves the martingale problem for L under P, and (X˜, Y ) solves the mar-
tingale problem for L under Q. Since bX and bY are locally Lipschitz, the martingale
problem has a unique solution.
Note in particular that under Q BXt and Y are independent.
The rest of this section is dedicated to show that we can estimate expectations under P
by expectations under Q when we have a sufficient separation of timescales.
Lemma 14. For any p > 1, q > 1 and Ft-measurable variable X
(
EX
)p ≤ (EQXp)(Eeλ(p,q)〈M〉t)p−1q with λ(p, q) = q
2(p− 1)2
(
p+
1
q − 1
)
Proof. We have
EX = E[XE(M)1/pE(M)−1/p] ≤ (EXpE(M))1/p(EE(M)−p′/p)1/p
′
= (EQX
p)1/p(EE(M)−p′/p)1/p
′
with 1p +
1
p′ = 1
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Furthermore, using that for any α ∈ R we have E(M)−α = Eα(−M)eα(1+α)/2, we get
E[E(M)−p′/p] = E
[(
E(M)−q′p′/p
)1/q′]
= E
[(
Eq′p′/p(−M)
)1/q′(
e
q′p′
2p
( q
′p′
p
+1)〈M〉
)1/q′]
≤
(
EEq′p′/p(−M)
)1/q′(
Ee
qp′
2p
( q
′p′
p
+1)〈M〉
)1/q
with 1q +
1
q′ = 1
≤
(
Ee
q
2(p−1)2
(
p+ 1
q−1
)
〈M〉t
)1/q
The first expectation in the second line is ≤ 1 since Eq′p′/p(−M) is a positive local
martingale and therefore a supermartingale. Expressing q′ and p′ in terms of p and q in
the second expectation, we pass to the last line and conclude.
Lemma 15. Under assumption 1 for
β ≤ γ
4
we have
E exp (β〈M〉t) ≤ exp
(
2βκX(α+ nλ¯X)t
ΛXγ
)
Proof. From the definition of Mt we have
d〈M〉t =
∣∣∣σY −1 (b(Xt, Yt)− b(X˜t, Yt))∣∣∣2dt ≤ 1
λY
∣∣∣b(Xt, Yt)−b(X˜t, Yt)∣∣∣2dt ≤ κY
λY
∣∣∣Xt−X˜t∣∣∣2dt.
We also have
d|Xt − X˜t|2 = 2
(
Xt − X˜t
)T (
bX(Xt, Yt)− bX(X˜t, Yt)
)
dt
+ 2
(
Xt − X˜t
)T (
σX(Xt, Yt)dB
X
t − σX(X˜t, Yt)dB˜Xt
)
+ 2Tr(AX(Xt, Yt))dt+ 2Tr(AX(X˜t, Yt))dt
(m)
≤ −2κX |Xt − X˜t|2dt+ 2(α+ nλ¯X)dt
where
(m)
≤ means inequality modulo local martingales, and
d〈|Xt − X˜t|2〉 = 4(Xt − X˜t)T
(
AX(Xt, Yt) +AX(X˜t, Yt)
)
(Xt − X˜t)
≤ 8ΛX |Xt − X˜t|2
so that
de
r
2
|Xt−X˜t|2eβ〈M〉t =
(
r
2
d|Xt − X˜t|2 + βd〈M〉t + r
2
8
d〈|Xt − X˜t|2〉
)
e
r
2
|Xt−X˜t|2eβ〈M〉t
(m)
≤
((
r2ΛX − rκX + βκ
2
Y
λ2Y
)
|Xt − X˜t|2 + r(α+ nλ¯X)
)
e
r
2
|Xt−X˜t|2eβ〈M〉tdt
=
(
ΛX(r − r−)(r − r+)|Xt − X˜t|2 + r(α+ nλ¯X)
)
e
r
2
|Xt−X˜t|2eβ〈M〉tdt
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with
r± =
κX
2ΛX
(
1±
√
1− 4β/γ
)
.
According to our assumptions, 1− 4β/γ > 0 and we have, choosing r = r−
de
r
−
2
|Xt−X˜t|2eβ〈M〉t
(m)
≤ r−(α+ nλ¯X)e
r
−
2
|Xt−X˜t|2eβ〈M〉tdt
so that
e
r
−
2
|Xt−X˜t|2eβ〈M〉t
(m)
≤ er−(α+nλ¯X)t
and
Eeβ〈M〉t ≤ Ee
r
−
2
|Xt−X˜t|2eβ〈M〉t ≤ er−(α+nλ¯X )t.
Since 1−√1− x ≤ x for 0 ≤ x ≤ 1 we have furthermore
r− ≤ κX
2ΛX
4β
γ
so that
Eeβ〈M〉t ≤ exp
(
2βκX(α+ nλ¯X)t
ΛXγ
)
.
Corollary 16. If γ > 2 then
E(M)t is a true martingale.
Proof. Since 12 <
γ
4 by our assumption we get from the previous Proposition that
E
[
e
1
2
〈M〉t
]
<∞
and Novikov’s criterion leads directly to the conclusion.
Proposition 17. Under assumption 1 for any Ft-measurable random variable Z and
1 + 2γ + 2
√
2
γ ≤ p ≤ 2
(EZ)p ≤ EQ [Zp] exp

 p κX(α+ nλ¯X) t(
p− 1−√2/γ) ΛX γ


Proof. We would like to apply Lemmas 14 and 15, so we need to find conditions that
ensure the existence of a q such that λ(p, q) ≤ γ4 .
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After some straightforward computations we get the identities
λ(p, q)− γ
4
=
p(q − q−)(q − q+)
2(p− 1)2(q − 1) ,
q± =
γ(p− 1)
4p
(
p− 1 + 2
γ
±
√
(p− p−)(p− p+)
)
,
p± = 1 + 2γ ± 2
√
2
γ .
Our assumption on p implies that 1 + 2γ + 2
√
2
γ ≤ 2 ⇐⇒ γ ≥ 1(√3−√2)2 > 2 so that
p − p− > p − 1 + 2γ > 0 and by our assumption on p, p − p+ > 0 as well so that q± is
real and λ(p, q+) =
γ
4 .
For our particular values of p− and p+ we have furthermore (p−p−)(p−p+) ≥ (p− p+)2
so that
q+ ≥
γ(p− 1)(p − 1−
√
2
γ )
2p
Now, apply Lemma 14 with q = q+ to obtain
E[Z]p ≤ EQ
[
Zp
]
E
[
e
γ
4 〈M〉t
]p−1q+ .
We estimate the second expectation on the right hand side using Proposition 15
E
[
e
γ
4 〈M〉t
]p−1q+ ≤ exp((p− 1)
q+
κX(α+ nλ¯X)t
2ΛX
)
≤ exp

 p κX(α+ nλ¯X) t(
p− 1−√2/γ) ΛX γ


which leads to our result.
5 Proof of the main theorem
Lemma 18. If b¯Y is Lipschitz then
sup
0≤t≤T
|Yt − Y¯t| ≤ sup
0≤t≤T
∣∣∣∫ t
0
bY (Xs, Ys)− b¯(Ys)ds
∣∣∣e‖b¯‖LipT
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Proof.
sup
0≤t≤T
|Yt − Y¯t| = sup
0≤t≤T
∣∣∣∫ t
0
bY (Xs, Ys)− b¯Y (Y¯s)ds
∣∣∣
≤ sup
0≤t≤T
∣∣∣∫ t
0
bY (Xs, Ys)− b¯Y (Ys)ds
∣∣∣+ ‖b¯‖Lip
∫ T
0
sup
0≤s≤t
|Ys − Y¯s|ds
and the conclusion follows from Gronwall’s inequality.
Theorem 19. Under Assumption 1 if σY (x, y) = σY (y), a Poincare´ inequality with
constant cP holds for ρ˜
y
t , a Logarithmic Sobolev inequality with constant cL holds for
µy(dx) = Z(y)−1e−V (x,y)dx both with respect to ΓX , X0 ∼ µY0 and b¯ is Lipschitz then
for 1 ≤ p ≤ 2
1+
2
γ+2
√
2
γ
we have the estimate
E
[
sup
0≤t≤T
|Yt − Y¯t|p
]2/p
≤ mκY 2ΛX
(
27cP
2T +
2cL
2
4− cL2ΛX(mκY 2 + 3cV 2)E
∫ T
0
Ψ(Yt)dt
)
exp
(
2p′κX(α+ nλ¯X)T
pγΛX
+ 2‖b¯‖LipT
)
with
Ψ(y) =
3mκY
2(α+ nλ¯X)
2κX
+ 32 |b¯(y)|2 + 12
m∑
i,j=1
aijY (y)
2 +
m∑
i,j=1
aijY (y)Covµy(∂yiV, ∂yjV ),
p′ =
1
1− p2
(
1 +
√
2
γ
) > 2
2− p
and
cV
2 = sup
y

 m∑
i=1
‖∂yiV (·, y)‖2Lip +
m∑
i,j=1
‖∂2yiyjV (·, y)‖2Lip

 .
Proof. By Lemma 18 we have
E
[
sup
0≤t≤T
|Yt − Y¯t|p
]
≤ E
[
sup
0≤t≤T
∣∣∣∫ t
0
bY (Xs, Ys)− b¯(Ys)ds
∣∣∣p
]
ep‖b¯‖LipT .
Using Proposition 17 we get for 1 ≤ p ≤ 2
1+
2
γ+2
√
2
γ
that
E
[
sup
0≤t≤T
∣∣∣∫ t
0
bY (Xs, Ys)− b¯(Ys)ds
∣∣∣p
]
≤ EQ
[
sup
0≤t≤T
∣∣∣∫ t
0
bY (Xs, Ys)− b¯(Ys)ds
∣∣∣2
]p/2
exp
(
p′κX(α+ nλ¯X)T
γΛX
)
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with
0 < p′ =
1
1− p2
(
1 +
√
2
γ
) <∞.
By Proposition 13
EQ
[
sup
0≤t≤T
∣∣∣∫ t
0
bY (Xs, Ys)− b¯(Ys)ds
∣∣∣2
]
= E
[
sup
0≤t≤T
∣∣∣∫ t
0
bY (X˜s, Ys)− b¯(Ys)ds
∣∣∣2
]
.
Now we decompose
E
[
sup
0≤t≤T
∣∣∣∫ t
0
bY (X˜s, Ys)− b¯(Ys)ds
∣∣∣2
]
≤ 2E
[
sup
0≤t≤T
∣∣∣∫ t
0
bY (X˜s, Ys)− E[bY (X˜s, Ys)|(Xs, Ys)]ds
∣∣∣2
]
+ 2E
[
sup
0≤t≤T
∣∣∣∫ t
0
E[bY (X˜s, Ys)|(Xs, Ys)]− b¯(Ys)ds
∣∣∣2
]
. (3)
For the rest of the proof we put ourselves in the setting of section 1.2 where we substitute
X˜ for X and (X,Y ) for Y .
For 1 ≤ i ≤ m we now apply Proposition 6 with φ : (x, y) 7→ y, νyt = ρ˜yt and ft(x˜, x, y) =
biY (x˜, y) − E[biY (X˜s, Ys)|(Xs, Ys) = (x, y)]. Since ρ˜yt satisfies a Poincare´ inequality by
assumption and
∫
ft(·, y)dρ˜yt = 0 by the properties of conditional expectation, we get
E
[
sup
0≤t≤T
∣∣∣∫ t
0
biY (X˜s, Ys)− E[biY (X˜s, Ys)|(Xs, Ys)]ds
∣∣∣2
]
≤ 27
2
∫ T
0
E
[
cP (Yt)f
2
t (X˜t,Xt, Yt)
]
dt
≤ 27
2
∫ T
0
E
[
cP (Yt)
2ΓX(biY )(X˜t, Yt)
]
dt
≤ 27cP
2ΛX‖∇xbiY ‖2∞T
2
where the second inequality follows from the tower property of conditional expectation
and applying the Poincare´ inequality a second time to ρ˜yt and the last line from Γ
X(biY ) =
∇xbiY TAX∇xbiY ≤ ΛX |∇xbiY |2 ≤ ΛX‖∇xbiY ‖2∞. Summing over the components biY we
get
E
[
sup
0≤t≤T
∣∣∣∫ t
0
bY (X˜s, Ys)− E[bY (X˜s, Ys)|(Xs, Ys)]ds
∣∣∣2
]
≤ 27cP
2ΛXT
2
m∑
i=1
‖∇xbiY ‖2∞
=
27cP
2ΛXmκY
2T
2
We now turn to the second term on the right hand side in the decomposition (3). First,
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note that
E
[
sup
0≤t≤T
∣∣∣∫ t
0
E[bY (X˜s, Ys)|(Xs, Ys)]− b¯(Ys)ds
∣∣∣2
]
≤ E
∫ T
0
∣∣∣E[bY (X˜s, Ys)|(Xs, Ys)]− b¯(Ys)ds∣∣∣2
=
n∑
i=1
∫ T
0
E
∣∣∣∫
X
biY (x˜, Yt)ρ˜
Xt,Yt(dx˜)−
∫
X
biY (x˜, Yt)µ
Yt(dx˜)
∣∣∣2
By Lemma 10 we have
n∑
i=1
E
∣∣∣∫
X
biY (x˜, Yt)ρ˜
Xt,Yt(dx˜)−
∫
X
biY (x˜, Yt)µ
Yt(dx˜)
∣∣∣2
≤
n∑
i=1
‖biY ‖2LipΛXcLEH(ρ˜Xt,Ytt |µYt) ≤ mκY 2ΛXcLEH(ρ˜Xt,Ytt |µYt).
Suppose that uniformly in y
 m∑
i=1
‖∂yiV (·, y)‖2Lip +
m∑
i,j=1
‖∂2yiyjV (·, y)‖2Lip

 < cV 2.
Now, for some r ∈ R to be fixed later, use Propositions 7 and 11 to get
EH(ρ˜Xt,Ytt |µYt)ert ≤ −
(
2
cL
− cV
2ΛXcL
2
− r
)∫ t
0
EH(ρXs,Yss |µYs)ersds+
∫ t
0
EΦ(Xs, Ys)e
rsds.
(4)
We have
EΦ(Xs, Ys) = E

1
2
m∑
i=1
biY (Xs, Ys)
2 + 12
m∑
i,j=1
aijY (Ys)
2 +
m∑
i,j=1
aijY (Ys)CovµYs (∂yiV, ∂yjV )


and we estimate the first term on the right hand side as follows:
EbiY (Xs, Ys)
2 ≤ 3E[biY (Xs, Ys)− biY (X˜s, Ys)]2
+ 3[EbiY (X˜s, Ys)−
∫
X
biY (x, Ys)µ
Ys(dx)]2 + 3
∣∣∣∫
X
biY (x, Ys)µ
Ys(dx)
∣∣∣2.
Since bY is Lipschitz in the first variable we get for the first term
m∑
i=1
E[biY (Xs, Ys)−biY (X˜s, Ys)]2 = E
∣∣∣bY (Xs, Ys)−bY (X˜s, Ys)∣∣∣2 ≤ mκY 2E|Xs−X˜s|2 ≤ mκY 2(α+ nλ¯X)
κX
.
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Still using the Lipschitzness of bY , we use Lemma 10 together with the tower property
for conditional expectation on the second term to get
m∑
i=1
[EbiY (X˜s, Ys)−
∫
X
biY (x, Ys)µ
Ys(dx)]2 ≤ mκY 2cLΛXEH(ρ˜Xs,Yss |µYs).
This leads us to
EΦ(Xs, Ys) ≤ 32
(
mκY
2cLΛXEH(ρ˜
Xs,Ys
s |µYs) +
mκY
2(α+ nλ¯X)
κX
+ E|b¯(Ys)|2
)
+ 12 (a
ij
Y (Ys) + a
ij
Y (Ys)CovµYs (∂yiV, ∂yjV ).
Substituting Φ in (4) we get
EH(ρ˜Xt,Ytt |µYt)ert ≤ −
(
2
cL
− ΛXcL(mκY
2 + 3cV
2)
2
− r
)∫ t
0
EH(ρXs,Yss |µYs)ersds
+ E
∫ t
0
ers
3mκY
2(α+ nλ¯X)
2κX
+ 32 |b¯(Ys)|2 + 12
m∑
i,j=1
aijY (Ys)
2
+
m∑
i,j=1
aijY (Ys)CovµYs (∂yiV, ∂yjV )ds.
Now we choose
r =
2
cL
− ΛXcL(mκY
2 + 3cV
2)
2
so that
EH(ρ˜Xt,Ytt |µYt) ≤ E
∫ t
0
e−r(t−s)Ψ(Ys)ds.
with
Ψ(y) =
3mκY
2(α+ nλ¯X)
2κX
+ 32 |b¯(y)|2 + 12
m∑
i,j=1
aijY (y)
2 +
m∑
i,j=1
aijY (y)Covµy(∂yiV, ∂yjV ).
By the preceding inequality and the Young inequality for convolutions on L1([0, T ])
∫ T
0
EH(ρ˜Xt,Ytt |µYt)dt ≤ E
∫ T
0
∫ t
0
e−r(t−s)Ψ(Ys)dsdt
≤ E
∫ T
0
e−rtdt
∫ T
0
Ψ(Yt)dt
=
1
r
(1− e−rT )E
∫ T
0
Ψ(Yt)dt
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so that finally
E
[
sup
0≤t≤T
∣∣∣∫ t
0
E[bY (X˜s, Ys)|(Xs, Ys)]− b¯(Ys)ds
∣∣∣2
]
≤ mκY
2ΛXcL
r
(1− e−rT )E
∫ T
0
Ψ(Yt)dt
=
2cL
2ΛXmκY
2
4− cL2ΛX(mκY 2 + 3cV 2) (1− e
−rT )E
∫ T
0
Ψ(Yt)dt
≤ 2cL
2ΛXmκY
2
4− cL2ΛX(mκY 2 + 3cV 2)E
∫ T
0
Ψ(Yt)dt.
Assembling the previous results, we obtain
E
[
sup
0≤t≤T
|Yt − Y¯t|p
]2/p
≤ mκY 2ΛX
(
27cP
2T +
2cL
2
4− cL2ΛX(mκY 2 + 3cV 2)E
∫ T
0
Ψ(Yt)dt
)
exp
(
2p′κX(α+ nλ¯X)T
pγΛX
+ 2‖b¯‖LipT
)
.
6 Applications
6.1 Averaging
For ε > 0 fixed consider an SDE of the form
dXt = −ε−1∇xV (Xt, Yt)dt+ ε−1/2
√
2β−1X dB
X
t (5)
dYt = bY (Xt, Yt)dt+
√
2β−1Y dB
Y
t (6)
with Y0 = y0 ∈ Rm and X0 ∼ µy0 = e−βV (x,y0)dx and V (x, y) is of the form
V (x, y) =
1
2
(x− g(y))Q(x − g(y)) + h(x, y)
where h is uniformly bounded in both arguments and both ∂yh and ∂
2
yh are Lipschitz
in x uniformly in y. Under these conditions
µy(dx) = Z(y)−1e−βXV (x,y)dx with Z(y) =
∫
X
e−βXV (x,y)dx
is a Gaussian measure with covariance matrix βXQ and mean g(y) perturbed by a
bounded factor e−βXh(x,y). As such it satisfies a Logarithmic Sobolev inequality with
respect to the usual square field operator |∇|2 with constant
c0L = (βXλQ)
−1eβX osc(h) with osc(h) = suph− inf h
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and λQ is the smallest eigenvalue of Q. In particular, µ
y satisfies a Logarithmic Sobolev
inequality with constant
cL = ελ
−1
Q e
βX osc(h)
with respect to ΓX = ε−1β−1X |∇|2.
We have
−(x1 − x2)T (∇xV (x1, y)−∇xV (x2, y))
= −(x1 − x2)TQ(x1 − x2)− (x1 − x2)T (∇xh(x1, y)−∇xh(x2, y))
≤ −λQ|x1 − x2|2 + |x1 − x2|‖∇xh‖∞
≤ −λQ|x1 − x2|2 + ‖∇xh‖∞
4λQ
so that we can choose
κX = ε
−1λQ, α = ε−1
‖∇xh‖∞
4λQ
.
We also have trivially
λX = ΛX = λ¯X = ε
−1β−1X , ΛY = β
−1
Y , κY = ‖∇xbY ‖∞
and the separation of timescales is
γ =
κX
2λY
ΛXmκY 2
= ε−1
λQ
2β−1Y
‖∇xbY ‖2∞β−1X
.
If γ > 1
(
√
3−√2)2 ≈ 9.899 we can apply Theorem 19 with p = 1 to get
E
[
sup
0≤t≤T
|Yt − Y¯t|
]2
≤ εC1
(
27(cP (ε)/cL)
2T + C2E
∫ T
0
Ψ(Yt)dt
)
exp
(
2p′C3T + 2‖b¯‖LipT
)
with
C1 = ε
−1mκY 2ΛXcL2 = mκY 2β−1X λ
−2
Q e
2βX osc(h),
C2 =
2
4− cL2ΛX(mκY 2 + 3cV 2) ≤ 1 for ε ≤
2λQe
−βX osc(h)βX
‖∇XbY ‖2∞ + 3cV 2
,
C3 =
κX(α+ nλ¯X)
γΛX
=
‖∇xbY ‖2∞(‖∇xh‖∞4λQ + nβ
−1
X )
β−1Y λQ
,
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Ψ(y) =
3mκY
2(α+ nλ¯X)
2κX
+ 32 |b¯(y)|2 + 12
m∑
i,j=1
aijY (y)
2 +
m∑
i,j=1
aijY (y)Covµy(∂yiβXV, ∂yjβXV )
=
3‖∇xbY ‖2∞(‖∇xh‖∞4λQ + nβ
−1
X )
2λQ
+ 12mβ
−2
Y + β
−1
Y β
2
X
∑
i
Varµy(∂yiV ) +
3
2 |b¯(y)|2
≤
3‖∇xbY ‖2∞(‖∇xh‖∞4λQ + nβ
−1
X )
2λQ
+ 12mβ
−2
Y + β
−1
Y β
2
Xc
0
L
∑
i
‖∂yiV ‖2Lip + 32 |b¯(y)|2
=
3‖∇xbY ‖2∞(‖∇xh‖∞4λQ + nβ
−1
X )
2λQ
+ 12mβ
−2
Y + βX(βY λQ)
−1eβX osc(h)
∑
i
‖∂yiV ‖2Lip + 32 |b¯(y)|2,
2 < p′ =
1
1− 12
(
1 +
√
2
γ
) < 2
3−√2√3 ≈ 3.633
and
cV
2 = sup
y

 m∑
i=1
‖∂yiV (·, y)‖2Lip +
m∑
i,j=1
‖∂2yiyjV (·, y)‖2Lip

 .
If we suppose that cP (ε)/cL converges to a finite limit as ε→ 0 and that
E
∫ T
0
b¯(Yt)
2dt <∞
then there exists a constant C depending on T, V, βX , bY and βY such that for ε suffi-
ciently small
E sup
0≤t≤T
|Yt − Y¯t| ≤
√
εC.
In other words, we obtain a strong averaging principle of order 1/2 in ε.
6.2 Temperature-Accelerated Molecular Dynamics
In [MV06] the authors introduced the TAMD process (Xt, Yt) and its averaged version
Y¯t defined by
dXt = −1ε∇xU(Xt, Yt)dt+
√
2(βε)−1dBXt , X0 ∼ e−βU(x,y0)dx
dYt = − 1γ¯κ(Yt − θ(Xt))dt+
√
2(β¯γ¯)
−1
dBYt , Y0 = y0
dY¯t = b¯(Y¯t)dt+
√
2(β¯γ¯)
−1
dBYt , Y¯0 = y0
U(x, y) = V (x) + κ2 |y − θ(x)|2,
b¯(y) = Z(y)−1
∫
−γ¯−1κ(y − θ(x))e−κ2 |y−θ(x)|2e−V (x)dx, Z(y) =
∫
e−
κ
2 |y−θ(x)|2e−V (x)dx
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withXt ∈ Rn, Yt, Y¯t ∈ Rm, a Lipschitz-continuous function V (x), constants κ, ε, β, β¯, γ¯ >
0 and independent standard Brownian motions BX , BY on Rn and Rm.
Let D ⊂ Rm be a compact set and define the stopping time τ = inf{t ≥ 0 : Yt /∈ D}.
We will show that under some additional assumptions, a strong averaging principle with
rate 1/2 holds in the sense that for any fixed T and ε sufficiently small but fixed, there
exists a constant C not depending on ε such that
sup
0≤t≤T
|Yt∧τ − Y¯t∧τ | ≤ Cε1/2.
We need the following extra assumptions on the TAMD process:
0 < λθIdm < Dθ(x)Dθ(x)
T < ΛθIdm <∞,
−(x1 − x2)T (∇x(θ(x1)− y)2 −∇x(θ(x2)− y)2) ≤ −κθ|x1 − x2|2 + αθ
lim
|x|→∞
|θ(x)| =∞
λθκ > Λθβ
−1.
In order to apply Theorem 19 we also need to suppose that Assumption 2 holds for the
TAMD process.
We will now briefly comment on the form of Y¯t. Let
µ(dx) = Z−10 e
−V (x)dx, Z0 =
∫
e−V (x)dx
so that
b¯(y) =
Z0
Z(y)
∫
−γ¯−1κ(θ(x)− y)e−κ2 |θ(x)−y|2µ(dx)
=
Z0
Z(y)
γ¯−1
∫
−κ(z − y)e−κ2 |z−y|2θ#µ(dz)
=
Z0
Z(y)
γ¯−1∇y
∫
e−
κ
2 |z−y|2θ#µ(dz)
where θ#µ denotes the image measure of µ by θ. Now note that
Z(y)
Z0
=
∫
e−
κ
2 |θ(x)−y|2µ(dx) =
∫
e−
κ
2 |z−y|2θ#µ(dz)
so that
b¯(y) = γ¯−1∇y log
∫
e−
κ
2 |z−y|2θ#µ(dz) = ∇y log(θ#µ ∗ N (0, κ−1))(y).
In the last expression, ∗ denotes convolution, N (0, κ−1) denotes the Gaussian measure
with mean 0 and variance κ−1 and we identify through an abuse of notation measures
and their densities which we suppose to exist.
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Thus,
dY¯t = γ¯
−1∇y log(θ#µ ∗ N (0, κ−1))(Y¯t)dt+
√
2(β¯γ¯)
−1
dBYt .
In physical terms, Y¯t evolves at an inverse temperature of β¯ on the energy landscape
corresponding to the image measure of µ by θ convolved with a Gaussian measure of
variance κ−1.
We proceed to establish a Logarithmic Sobolev inequality for µy via the Lyapunov func-
tion method. From [CG17] Theorem 1.2 it follows that a sufficient condition for a
Logarithmic Sobolev inequality to hold for an elliptic, reversible diffusion process with
generator L and reversible measure µ is: there exist constants λ > 0, b > 0, a function
W ≥ w > 0, a function V (x) such that V goes to infinity at infinity, |∇V (x)| ≥ v > 0
for |x| large enough and such that µ(eaV ) <∞ verifying
LW (x) ≤ −λV (x)W (x) + b.
Fix y and let F (x, y) = 12 |θ(x) − y|2. In order to establish a Logarithmic Sobolev
inequality for µy we are going to show that the preceding condition holds for V (x) =
F (x, y) and W (x) = eF (x,y). We have
∇xF (x) = Dθ(x)T (θ(x)− y),
λθ|θ(x)− y|2 ≤ |∇xF |2 ≤ Λθ|θ(x)− y|2,
∆F = nλ¯θ + (∆θ)
T (θ − y).
Furthermore
εLXF = −∇xV T0 ∇xF − κ|∇xF |2 + β−1∆F
= −∇xV T0 DθT (θ − y)− κ|DθT (θ − y)|2 + β−1nλ¯θ + β−1∆θT (θ − y)
≤ |∇xV0|
√
Λθ|θ − y| − κλθ|θ − y|2 + β−1nλ¯θ + β−1|∆θ||θ − y|
≤ −κλθF + (|∇xV0|
√
Λθ + β
−1|∆θ|)2
2κλθ
+ β−1nλ¯θ
= −κλθF +G(x)
where we used the fact that −ax2 + bx+ c ≤ −12ax2 + b
2
2a + c for the second inequality.
Let W (x, y) = eF (x,y). Now,
εLXW (x, y) = εLXF (x, y)W (x, y) + β−1|∇xF (x, y)|2W (x, y)
≤ −(λθκ− Λθβ−1)F (x, y)W (x, y) + ‖G‖∞W (x, y)
= −((λθκ− Λθβ−1)F (x, y)− ‖G‖∞)W (x, y).
Since F goes to infinity at infinity, for x outside a compact set
−(λθκ− Λθβ−1)F (x, y) + ‖G‖∞ ≤ −12(λθκ− Λθβ−1)F (x, y)
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so that
εLXW (x, y) ≤ −12(λθκ− Λθβ−1)F (x, y)W (x, y) +K
for some constant K. This establishes a Log-Sobolev inequality for the measure µy with
respect to εΓX in the sense that∫
f2 log f2dµy ≤ 2cyL
∫
εΓXdµy
for some constant cyL depending on y. Let cL = supy∈D c
y
L so that∫
f2 log f2dµy ≤ 2εcL
∫
ΓXdµy.
This shows that a Log-Sobolev inequality with a constant εcL holds for each measure
µy, y ∈ D.
It remains to estimate κX , κY , ‖∂yiU‖2Lip, ‖∂2yiU‖2Lip and b¯(y)2.
We have bX = −ε−1∇xV (x)− ε−1 κ2∇x|θ(x)− y|2 and we want to find κX such that
(x1 − x2)T (bX(x1, y)− bX(x2, y)) ≤ −κX |x1 − x2|2 + α for all x1, x2 ∈ Rn, y ∈ Rm.
Since |∇xV | is bounded and using the assumption on θ, we get
(x1 − x2)T (bX(x1, y)− bX(x2, y))
= −ε−1(x1 − x2)T (∇xV (x1)−∇xV (x2))− ε−1 κ2 (x1 − x2)T (∇x|θ(x1)− y|2 −∇x|θ(x2)− y|2)
≤ −ε−1 κ2κθ|x1 − x2|2 + 2ε−1|x1 − x2|‖∇xV (x)‖∞ + ε−1αθ
≤ −ε−1κκθ
4
|x1 − x2|2 + 4ε−1 ‖∇xV ‖∞
κκθ
+ ε−1αθ
so that we can identify
κX = ε
−1κκθ
4
α = 4ε−1
‖∇xV ‖∞
κκθ
+ ε−1αθ.
We have
biY (x, y) = −∇yiU(x, y) = −κ(yi − θi(x))
so that
∇xbiY (x, y) = κ∇xθi(x)
and
κY
2 =
1
m
m∑
i=1
κ2‖∇xθi(x)‖2∞ ≤ κ2Λθ.
We also have
‖∂yiU‖2Lip = ‖biY ‖2Lip ≤ κ2‖∇xθi‖2∞ ≤ κ2Λθ
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and
‖∂2yiU‖2Lip = ‖∂yiκθ(x)‖2Lip = 0
so that
cV
2 = sup
y

 m∑
i=1
‖∂yiU(·, y)‖2Lip +
m∑
i,j=1
‖∂2yiyjU(·, y)‖2Lip

 ≤ mκ2Λθ.
From the expression for εLXF we get that
F ≤ − ε
κλθ
LXF +
G(x)
κλθ
.
Now
b¯2(y) =
(∫
−κ(y − θ(x))µy(dx)
)2
≤ κ2
∫
F (x, y)µy(dx)
≤ −κε
λθ
∫
LXF (x, y)µy(dx) +
κ
λθ
∫
G(x)µy(dx)
=
κ
λθ
∫
G(x)µy(dx)
since µy is invariant for LX(·, y).
The separation of timescales is
γ =
κX
2λY
ΛxκY 2
≥ ε−1 κθ
2(β¯γ¯)−1
16Λθ(β−1)
.
If γ > 1
(
√
3−√2)2 we can now apply Theorem 19 as in the previous section to show that
an averaging principle holds for the stopped TAMD process with rate ε1/2, i.e. there
exists a constant C depending on T, V, βX , bY and βY such that for
ε ≤ 16(
√
3−√2)2Λθγ¯β−1
κ2θ b¯
1
we have
E sup
0≤t≤T
|Yt∧τ − Y¯t∧τ | ≤
√
εC.
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