Gradient approximation of vector fields  by Goor, Robert M
JOURNAL OF APPROXIMATION THEORY 12, 385-395 (1974) 
Gradient Approximation of Vector Fiel 
ROBERT M. GOOR 
Department of Mathematics, University of Kentucky, Lexington, Kentucky 40.500 
Communicated by R. C. Buck 
In this paper, we consider an approximation problem which arose in optimal 
control theory. We seek conditions on a compact subset K of Euclidean a-space 
such that every continuous vector field on K may be uniformly approximated 
(on K) by vector fields with strictly positive integrating factors. We prove that 
such approximation is possible for all K in a particular subclass of the compact 
sets with topological dimension less than or equal to 1. 
The following problem arose in connection with a problem of optimal 
control in the Lagrange form, where the results of this paper were used to 
prove existence theorems (see [2]). Let K be a compact subset of a Euclidean 
space En, and let C(K)n be the Banach space of co~~ti~uous vector fields 
b(x) = (b, )..., b,J (with n real components) defined on R with 
// b !j = sup j b(x)1 = sup [b,(x)2 + --- + b,(~)~]~/~. 
XEK XEK 
We let&K) be the set of vector fields g, defined in an open neighborhood of 
which are of the form g(x) = c(x) VG(x) for some continuous, stric 
positive function c(x) and some continuously differentiable function G(x), 
Here VG(x) is the gradient of G at x. Thus, the set p(K) consists of vector 
fields defined in a neighborhood of K which have strictly positive i 
factors. The set of vector functions p(K) induces a subset of 
restriction, and we denote by F(K) the norm closure of this set 
We note that any element g ofi%$) is gradient-like, for, if g(x) = c(x) VG(x), 
then the inner product, g(x) * VG(x), is strictly positive for all x such that 
g(x) # 0. Thus, we say that the elements of F(K) are weakly gra~~n.t-~~k~. 
We now pose the problem. 
Given a vector field b in C(K)“, under what conditions on b (and K) is b 
* This research represents part of the author’s Ph.D. thesis, written at the University 
of Michigan in 1972, under the guidance of Professor E. Cesari. 
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weakly gradient-like? As it stands, this problem has been too general to 
admit satisfactory solution. Rather, a restricted problem has proved more 
susceptible to attack. Namely, for what compact sets K does F(K) = C(K)n? 
This is the approach we take in this paper. 
In Section 1, we define a subset G(K) of F(K) which is useful in the approxi- 
mation problem under consideration, and we discuss the relations between 
G(K), F(K) and C(K)“. Section 2 is devoted to the case y1 = 2, i.e., we seek 
conditions on compact subsets K of the plane so that F(K) = C(Q2. In 
Section 3, we review some definitions from topological dimension theory, 
and we use these concepts in our study of the case n > 2. 
We define the subset C?(K) of P(K) to be the set of all continuous vector 
functions g, defined in an open neighborhood of K, which are of the form 
g(x) = VG(x) for some continuously differentiable function G(x). The set 
G(K) defines a subset of F(K) by restriction to K, and we define G(K) to be 
the norm closure of this set. Thus, G(K) _C F(K) _C C(K)” for any compact 
set Kin En. The advantage in working with the set G(K) is that it is a linear 
subspace of C(K)” (since e(K) is closed under multiplication by scalars 
and under addition), while, in general, F(K) is not closed under addition. In 
fact, we have the following. 
THEOREM. If K is such that F(K) is a linear subspace of C(K)“, then 
F(K) = C(K)“. 
Proof. Let v = (vl ,..., LJ~) be a Bore1 measure on K with n real components 
so that if g = (gl ,..., gn) is an element of F(K), then SK g . dv = 
CT=, JKgi * dvi = 0. That is, dv annihilates the subspace F(K). By definition, 
for any function c(x), continuous and strictly positive in a neighborhood of K, 
and any function G, continuously differentiable in a neighborhood of K, 
cVG E F(K). We consider the function G to be fixed (but arbitrary). Because 
F(K) is closed, for any continuous, nonnegative function c(x) defined on K, 
c(x) VG(x) lies in F(K). Letf(x) be any continuous, real-valued function on K. 
Let f+(x) = max{O,f(x)>, and let f-(x) = min(O,f(x)). Then f+(x) 2 0 
andf-(x) < 0 for all x in K. Furthermore, f(x) = f+(x) + f-(x) so that 
f(x) VW) =f+b> VW4 +f-(4 VGW, 
for all x in K. Therefore, if H(x) = -G(x), then for all x in K, 
f(x) VG(x) =f+(x) VG(x) + [-f-(x)1 VH(x). 
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Since each element of the sum is in F(K), and F(K) is assumed to be close 
under addition, S(x) VG(x) is in F(K). Therefore, 
s J(x) VG(x) _ dv(x) = 0, 
for all continuous, real-valued functions f adkiea on K. e let dp be the 
real measure VG . dv = Cy=, (aG/ax,) dvi . Then, we have shown that 
Jdw 444 = 0 f or all continuous, real-valued functions Jf on K. lt follows 
that + = VG . dv is the zero measure for all continuously ~~~ere~t~ab~e 
real-valued functions G. Let b = (b, ,..., 6,) be an arbitrary fixed vector in En 
anddefine G(x) = b x = blx, + ... + b,x, for all x in En. Then, VG(x) = b 
for all x, and b . dv is the zero measure. That is, 
0 = j,, b 1 dv = b - v(K’)? 
for ali Bore1 measurable subsets K’ of K. Since b is arbitrary, v(K’) = 6 for aI 
ore1 measurable subsets K’ of K. Therefore, v is the zero measure. Since 
the only Bore1 measure on K which annihilates F(K) is the zero measure, and 
F(K) is a linear subspace of C’(K)“, F(K) must equal C(K)“, and the theorem 
is proved. 
This result is not as useful as it is interesting, since ~g~~~~strat~~g that F( 
is linear seems to be as difficult as verifying that F(K) = C(K)% by more direct 
means. 
We conclude this section with an example of a compact set KI in ~2 for 
which G(K,) # F(K,) # C(Kl)2, and an example of a compact set KZ in E” 
for which G(K,) = F(K2) = C(K,)“. 
EXAMPLE 1 .I. We denote by (x, y) the points in E” and we define R to 
be the set of all (x, y) in E2 such that x2 + y2 = 1. For (x, y) in KI , we define 
g(x, yQ = (-y, x) so that g E C(Q2. We will show that g is not an element 
sf G(Q OY F(KJ. We define the bounded linear f~n~ti~~a~ T on elements 
12 = (A, , h,) of C(K# by setting 
T(h) = 1”” [-h,( cos t, sin t) sin t + h,(cos f, sin 1) CQS t] dt, 
0 
so that T(h) is the counter-clockwise path integral of h along MI . Thus, 
T(g) = 2~. But T annihilates the elements of G(K& so g # G(K,). Now, 
suppose g is an element of F(KJ. Then, for ezch n = 1, 2, . . . . there is a 
continuous, strictly positive function c,(x, y) and a ~~~ti~~o~sly diE’ereerentiable 
function G,(x, y), both defined in a neighborhood of MI , such that 
I g(x, Y> - G& Y> VGn(-% Y>l < m 
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for all (x, y) in KI . Since 1 g(x, y)j = 1 for all (x, y) in KI , for y1 > 2, 
VG,(x, y) # (0, 0) for all (x, y) in KI. In particular, we look at n = 2. 
Let y = max c&x, y), the maximum taken for (x, y) in & . Then, by the 
Schwarz inequality, 
I 4x, Y) VG,(x, Y) * g(xv Y) - I g(x, v>l” I -=c $7 
for all (x, y) in KI . Since I g(x, y)/” = 1, we have that 
4, Y) VG(x, Y) - &, Y) > By 
for all (x, y). Therefore, 
VG(x, Y) ’ &, Y) > W&, Y)) > WY, 
for all (x, y) in KI . We now note that 
T(VG,) = /Ozv VG,( cos t, sin t) * g(cos t, sin t) dt > r/y > 0, 
which contradicts the fact that T annihilates elements of G(K,). Therefore, 
the open ball of radius 4 in C(IQz, centered at g, contains no elements of 
Z’(K,), so I;(&) # C(Q2. From the theorem proved above, it is clear that 
G(K,) # I;(&), since F(K,) cannot be a linear subspace of C(IQ2. Thus, 
G(KJ f I;(&> # C(KJ2. 
EXAMPLE 1.2. Let & be the compact subset of En defined by 
K2 = {(Xl 2 x2 ,-**, xn) 1 0 < x, < 1, x2 = -** = x, = O}. 
We will show that G(K,) = C(K,)“, and hence that F(K,) = C(K,)“. 
Let g(xI ,..., x7&> = MXl ,“., &)Y., &(~I ,..., xn)) be an element of C(K$ 
such that each function g, ,. . ., g, is continuously differentiable. Such functions 
are dense in C(K,)“. Actually, each function gi depends only on the variable 
x1 , so we write the function g as g(xr) = (g&cr),..., g&J). Since g, is 
continuous, it is Riemann integrable and we may define G,(x,) = c g&) dt. 
We define H(x, , . . . , x3 by setting 
H(x, ,..., x3 = G(x3 + f w&d. 
i=2 
Then, H has continuous partial derivatives and 
f&,(x,, O,..., 0) = giC-4 
for i = 1, 2,..., rz and for 0 < x1 < 1. Thus, each such element g of C(K.J” 
is an element of G(K,). Since the functions with continuous derivatives are 
dense in C(K,)“, G(K,) = C(K,)“. 
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The difference between the sets Kr and Kz illustrates the .~dcrlyi~g theme 
of this paper. We will consider (one dimensional) coanpact sets K in E” 
which, in an appropriate sense, have the topological ~ro~er~~~s of Kz an 
avoid those of K1 . 
2 
In this section, we study the case n = 2. That is, we investigate conditions 
on a compact set K in E2 such that G(K) = C(Q2. For the purposes of this 
section only, we regard E2 as the complex plane: Ea = {x + iy j x and y 
lie in P-), where i2 = -1. For K a compact subset of E2, we define to 
b e space of continuous, complex-valued functions d is 
a nach space under the norm defined forf = ,fi + <fz 
!lfllcc = 2; lf(z>l = ;zf: Lm)” +.h2wY2. 
The subspace P(K) of C(K) is defined to be the nerm closure in C(K) of the 
polynomials on K. That is, P(K) is generated by functions p(z) which are 
~oly~omials in the complex variable z. We will need the following theorem; 
which is proved in ([I], p. 48). 
THEOREM 2.1 (Mergelyan’s Theorem). Let K be a compact subset ojf EZ 
whose complement is connected. If fc C(K) and f is ~n~~yti~ on the ~~t~~~o.~ 
ofK, thenyE P(K). 
It is clear that C(K)2 and C(K) are isometrically isomorphic. 
this fact in conjunction with Theorem 2.1 to prove the main the 
section Theorem 2.2. 
THEQREM 2.2. If K is a compact subset of E2 which is ~o~~e~e deelzse and 
has connected complement in E2; then G(K) = C(K)2. 
Proof. For f = (fi I fJ in C(K)2, we define U(f) =fl - ifi so that 
U(f) E C(K). It is clear that U is an isometry from G(Q2 onto 
p(z) be a polynomial in the complex variable z = x + iy, defined in t 
complex plane, and hence in a neighborhood of 1% Then, there are real 
polynomials p1 and p2 in the two real variables x and y such thatp(x + iy) =- 
p,(x, y) + i&(x, y). By the Cauchy-Riemann equations, 
ap,lay = -apepxs 
for all real x, y. Thus, by Green’s theorem, the differential pz dx - p2 dy Is 
exact on the entire plane. It follows that there is a continuously dSe 
function P = P(x, y) such that aP/ax = pI and aP/ay = --pz . 
therefore shown that lF(p) E G(K) for every corn 
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U-l is continuous and maps a dense subset of P(K) into G(K), we conclude 
that U-l(P(K)) C G(K). We now use our assumptions about K. Since K is 
nowhere dense, K has empty interior, and every function in C(K) is analytic 
on the (empty) interior of K. By Theorem 2.1, then, since K has connected 
complement, iff E C(K), we have thatfs P(K), i.e., P(K) = C(K). Therefore, 
under our hypotheses on K, U-l(C(K)) C G(K). But, U is an isometry of C(Qz 
onto C(K), so U-l(C(K)) = C(K)P. Th us, C(K)2 _C G(K) C C(Q2, and the 
theorem follows. 
In the next section, we attempt o imitate these results when K is a compact 
subset of En, n > 2. Flowever, neither of the hypotheses tated in Theorem 2.2 
on the subset K of E2 generalizes verbatim to the case n > 2. If Kis a compact 
subset of E” which is nowhere dense in E”, then it has no interior in En, but 
for n > 2, K could have “dimension” larger than or equal to 2. For example, 
if K = {(x, y, z) E E3 / x2 + y2 < 1, z = O>, then K is nowhere dense in E3, 
but, as in Example I. 1, it may be shown that G(K) f IF(K) f C(Q3. Similarly, 
the “connected complement” condition is not sufficient for n > 2. For 
example, the set K = ((x, y, z) E E3 j x2 + y2 = 1, z = 0} has connected 
complement in E3, but, as in Example 1.1, G(K) # p(K) # C(Q3. Thus, 
in Section 3, we consider the appropriate topological generalizations for y1> 2. 
3 
We will need some of the concepts of topological dimension theory, and 
for these, we draw on [3]. Let K be a compact subset of En and let {U, ,..., U,} 
be a covering of K by open sets. The order of the covering {Ul ,..., U,} is 
defined to be the largest integer N such that there are N + 1 members of 
the covering whose intersection is nonempty. If (Iv, ,..., V,} is a covering 
of K by open sets, we say that {V, ,..., V,} is a refinement of {U, ,..., U,} if 
for each Vj , j = 1, 2 ,..., m, there is an i, 1 < i < k, such that Vj C Uz . 
(See [3, pp. 52-531.) We may define the dimension of K, dim K, as follows. 
We will say that dim K < N if every covering of K by finitely many open 
sets has a refinement of order less than or equal to N. In particular, the empty 
set is the only set with dimension - 1. Further, if dim K = 0, every covering of 
K by finitely many open sets has a refinement whose elements are pairwise 
disjoint. We thus have the following theorem. 
THEOREM 3.1. If K is a nonempty compact subset of En such that 
dim K = 0, then G(K) = C(K)“. 
Proof. Let g be an arbitrary element of C(Qn and let E > 0 be arbitrary. 
For each x0 in K, there is an open neighborhood U = U(x,) of x,, such that 
I g(x) - &%)I -=z 4, 
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for all x in K n U(x,). Since (U(x)>,,, is a covering of X by open sets, the 
family l UWL has a Lebesgue number 6. Thus, if V is an open subset of 
En of diameter less than 6 and if V n K is nonempty, then V C U(x) for some 
x in K. Since K is compact, K is totally bounded, so there is a covering of K 
by finitely many open sets {V, ,..., V,} such that each I/i, 1 < i < m, 
diameter less than 6. Since dim K = 0, there is a refinement ( W, 5..., UAr) 
of& )...) V,) such that Ui n Uj = q$ if i f j. By the definition of the family 
(Ul ,..., UN> the diameter of Ui is less than 6 for each i. For i = 1, 2,..., IV, 
let xi be any element of K n Ui . Then, Ui C U(d) for some x’ in K, so that, 
for any x in K n Ui , 
Welet& =g(x,)~E”fori = 1,2,..., N, and we define a real-valued function 
G on U = lJL”=, Ui as follows. Let G(x) = bi . x for all x in Ui . Since the 
sets (U, ,..., UN> are pairwise disjoint, G is well-defined. Also: VG(x) = hi 
for all x in Ui . It follows that G is continuously differentiable on %I an 
forxink’n Ui, 
/ g(x) - VG(x)j = / g(x) - bi I < E. 
Therefore, / g(x) - VG(x)I < E for all x in Since E > 0 was arbitrary, 
g E G(K). Since g E C(K)” was arbitrary, G(K) = C(iCQn and Theore 
is proved. 
Our main result of the section concerns a subclass of the compact sets K 
satisfying dim K < 1. 
We note that in Section 2, we have already proved a theorem which can 
be used to derive a statement of this type. For, by 13, p, 41, Theorem IV 11, 
dim En = n for all n, and, if KC En, then, by [3, p. 44, Theorem IV 33, 
dim K = m if and only if K contains a nonempty subset which is open in E”. 
In particular, for n = 2, K 2 E2 is nowhere dense in E2 if and only if 
dim K < 1. Thus, we may restate Theorem 2.2 to say: if K is a compact 
subset of E” such that dim K < I and K has connected complement in -E2: 
then G(K) = C(K)2. We will prove a similar, though weaker statement for 
KGE”, n > 2. 
We now state some definitions. We will assume that 
balls in the Euclidean space E, with centers x1 ,..., 
B, n Bj i + for i # j, we denote by L,j the undirected line segment joining 
xi and xj . Thus, Lij = Lj, . If Bi n Bj is empty, let Lif = Lj, = 4, and 
we set Lii = {xi> for each i. We define a point set B,) by setting 
L(B, ,...) B,) = Lij . 
i,j=l 
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We note that L(B, ,..., Bk) is a finite union of piecewise linear curves and that 
WI ,..., B,) has the same number of connected components as uF=, Bi . 
We will say that the collection {Bl ,..., Bk) forms a simple chain if 
WI >..., B,) contains no simple closed curve. Let K be a compact subset 
of E*. We will say that K has the simple chain covering property if for every 
E > 0, there is a covering of K by open balls Bl ,..., BI, in En, each of radius 
less than E, such that the collection {Bl ,..., Bk) forms a simple chain. We 
note that if K has the simple chain covering property, then dim K < 1, since 
every covering by open balls {Bl ,. . ., Brc} which form a simple chain, has order 
less than or equal to 1. Furthermore, if a set K has the simple chain covering 
property, then clearly K contains no simple closed curve. We may prove the 
following theorem. 
THEOREM 3.2. If K is a compact subset of En having the simple chain 
covering property, then F(K) = C(K)n. 
Proof. Let g = (gl, g2,..., g”) be an element of C(K)” and let E > 0 be 
given. For each x,, in K, there is an open n-ball B(x,,) centered at x0 such that 
/ g(xO) - g(x)] < c/4 for x in K n B(x,,). The open balls B(x), for x in K, 
cover the set K. Since K is compact, the covering {B(x)),,~ has a Lebesgue 
number 6. Let Bl ,..., BI, be a covering of K by open balls in E” of radius less 
than 612, such that (Bl ,..., BK} forms a simple chain. Thus, for each Bi , 
there is an element yi of K such that Bi 6 B(y,). Let bi = g(yi) and 
write bi = (bil, bi2,..., bin). We let ri be the radius of Bi and we write 
ci = (Gil, ci2,..., tin) for the center of Bi , i = 1, 2 ,.,., k. We now note that 
since K is compact, there is a positive distance 6’ between K and a(& Bi). 
In particular, since {Bl ,..., Blc} forms a simple chain, Ui+j (aBi n aBj) C 
a(UFzl Bi), and if W is a 6’/2-neighborhood of ui+i (aBi n aB,>, then 
K n clW = 4. We define B to be the set U:=, B,\clW, so that B is an open 
neighborhood of K in Es. We will define a vector function f = (fl, f 2,..:, f ") 
on B such that j g(x) - f (x)1 < E for all x in K, and such that f E F(K). That 
is, we will find a continuous, strictly positive function h(x) on B and a 
real-valued, continuously differentiable function G(x) on B such that 
f(x) = h(x) VG(x) for all x in B. The vector function f will be defined 
inductively. In fact, since it is to be constant in each of the sets Bj\(Uiq B,), 
the induction step will be obvious when the construction is verified in the 
sets Bi n Bj , for i # j. Since the family (Bl ,..., Bk} forms a simple chain 
and hence has order less than or equal to 1, we need never consider the inter- 
sections of 3 or more distinct elements of the family. 
For x in Bj\(Ui+ B&J cZW), we define f(x) = bj = g(yJ. Here, without 
loss of generality, we assume that if Bi n Bj # c#, i # j, then bj is not 
perpendicular to the line connecting the centers ci and cj . (If this not the 
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case, we may perturb bi by adding a vector of length less than ~14 so that the 
above is satisfied. The remaining statements then proceed without 
if we consider that 1 bj - g(yJi < e/4 for each j,) Thus, for each x in 
J%\K.LI, Bi u clw), 
Now, suppose thatf(x) is extended to all of B in such a way that for x lying 
n Bj , for i # j, then f (x) is a conve 
have the following. For x in Bi n Bj n 
thatf(x) = hb, + (1 - A) bj . Thus, 
which is less than E since each absolute value is bounded by ~14. e will 
therefore show how to define f in the sets Bi n fa, i i # j, so that f is a convex 
combination of bi and bj . 
We assume, therefore, that Bi n Bj is non-empty, for some i # 
loss of generality, we may assume that the centers es and q of 
both lie along the x,-axis, and, in fact, we may assume that ci 
cj = (a, 0, o;..., 0) for some a > 0. Thus, 
perpendicular to the x,-axis, say {(x1 ,.~., x3 / x 
Let a, ) a2 be positive numbers such that a, < 
intersection of the hyperplane x1 = a, and the 
W; the intersection of the hyperplane x1 = a, a 
set W. 
We note that neither of the vectors bi and bj are perpendicular to the x1- 
axis (by assumption). If bi = bi , we may set h(x) = I and f(x) = bi = bj 
for all x in Bi u Bi . We therefore assume that tSi + bj . 
Let 6, and i;i be the vectors in E n+l formed from b( ) bi by settin 
tii = (& , b), & = (bj , b), where b is chosen to be any positive number lar 
enough SO that 63 * r;j = (6)’ + C,“=, bi”bj” > 0. Since bi # bj , s!$ and 
are linearly independent. We define row vectors v1 , vg ,...$ v,+~ in En+l as 
follows. We let v3 , v, ,..., v,+~ be n - 1 row vectors in En+l such that 
6,3 b 9 v3 ,'.., VW.1 are linearly independent and such that vk is ~er~e~di~~~~~ 
to~iandl;jforallk,3~k~n+1.Weletv,=(1, 
that since v1 * s;i # 0 and v1 * 5j # 0, the family v1 , 6, ) a3 )*.., u,+~ is ~inea~~~ 
independent. We define v2 = i;i . Thus, (v, ) v2 ,..., v,& forms a linearly 
independent set of row vectors. Let M be the (n + 4) x (n + I) matrix 
whose kth row is vk . 
For d in El, let L = (2 = (x1 ,..., x,,,) E En+l j x1 = d). Then, we have 
defined M so that M(L,) is a subset of L, . (When we write M(X) for some 
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vector X in En+l, we have in mind that X is a column vector.) Since the rows 
of M are linearly independent, M is invertible and M(L,) = L, . We write 
L, = (d, O,..., 0) + L, . Then, M(L,) = M(d, 0,O ,..., 0) + L, so that L, is 
parallel to M(L,). Note, however, that M(d, 0 ,..., 0) = (d, d2 ,..., d,,,) for 
some scalars d, , . . . , d,,, so that M(d, O,..., 0) is an element of (d, 0 ,..., 0) + L, . 
Thus, M(L,) n Ld is non-empty. It follows that M(L,) = Ld for all din El. 
We define 
p = M(6J = (6, . o1 , hi . u2 , fii . zig ,..., Fi . u,+J = (pl , pz , 0, 0 ,..., 0) 
where we have constructed M so that pz is positive. Similarly, we define 
q = M(6,) = (ql , q2 , 0, 0 ,..., 0), where q2 is positive. Since 6, , 6, are 
independent, so are p and q. We will define a vector-valued function f on 
E”+l such that: f(Z) E Enfl for all X; f(xl ,..., x,+~) =p for x1 < a,; 
f (x1 ,..., x,+~) = q for x1 3 a2 and f (x1 ,..., x,+~) is a convex combination 
ofpandqfora,<x,<a,.Fora,<x,<a,,wedefine 
%x1) = (a2 - xMP2/q2)(x1 - 4) + (a2 - xl>>. 
Then, h(a,) = 1, h(a,) = 0 and 0 < h(x,) < 1 for all x1 such that a, < x1 < a2. 
For a, < x1 < a, , we define f (xl ,..., x,+~) by setting 
We define f by continuity and constancy outside the interval a, < x1 < a, . 
We now define a real-valued function h(x, ,..., x,+i) by setting 
h(x, )...) x n+l) = (a2 - alM(P2/q2)(x1 - 4 + (a2 - xl>>, 
fora,~x,~a,.Weset&(x,,...,x,+,)=lforx,~a,and~(x,,...,x,+3= 
q2/pz for x1 3 a2 . Thus, K is continuous. Since E is monotone in the interval 
a, < Xl < a2 > it is easy to see that h takes on values between 1 and q2/pz . 
Therefore, h(x, ,..., x,+~) > 0 for all x1 ,..., x,+~ .
We consider the quotient ( & , & ,..., g,+l) =f/h. It is an easy computation 
to verify that 
wax, = awax,, 
at all points (x1 ,..., x,+~) in Elz+l. Therefore, ‘there is a real-valued, con- 
tinuously differentiable function G such that VG(Z) = j(X)/@), or, 
f(X) = h(Y) V G(Z) for all X in En+l. 
For X in En+l, we define G,(X) = G(M-l(T)) and h,(Z) = h(M-l(X)). Thus, 
VG,(Z) = M-l[VG(M-l(X))]. Since M(L,) = Ld implies M-l(L,) = Ld 
for all real d, both h,(x, ,..., x,+~) and VG,(x, ,..., x,,,) are constant for 
x1 < a, and for x1 3 a2 (as are h and VC). We will write x = (x1 ,..., x,) 
and X = (x, x,+~) = (x1 ,..., x,+~). For x1 < a, , 
h,(x) VG,(Z) = M-l(p) = &, 
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h,(Z) VG,@) = M-Q) = 6, . 
Since, for a, < x1 <‘a,, E(Z) VG(X) is a convex combination 
in the same interval, h,(Z) VG,(T) is a convex combination o 
Therefore, the (n i l)st component of h,VG, is constant and equal to b. 
We may define a function G of n variables, then, by setting G(x) = 
and, it is clear that if h(x) = h,(x, 0), then h(x) VG(x) is a convex corn 
of bi and bj for a, < x1 < a2 . Also, h VG(x) = bi for .x1 < a, m 
h(x) VG(x) = bj for x1 3 a2 . Finally, b h and VG are constant for 
Xl e a1 > and for x1 > a2 . 
For x in (& n B,)\cZW, we define f(x) = h(x) VG(x). From our earlier 
demonstration, we have that 1 f(x) - g(x)/ < E for ah x in K f~ 
The extensions off, h and G to all of B require merely an appropri 
of h. Since (B, ,..., Bk) forms a simple chain, ah three functions will be well- 
defined on extension and we have that 
I J(x) - &)I = I h(x) V’3x) - g(x)1 < E for all x in IS. 
re, since E > 0 was arbitrary, g is an element of F(K). Since 
g was arbitrary, F(K) = C(K)%, and the theorem is proved. 
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