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;
The statistical relationship between estimated composite performance measures
and their risk proxies are derived in accordance with statistical distribution
theory. It is found that the estimated composite performance measures are
generally highly correlated with their risk proxies. In general, sample size,
investment horizon and the market condition are three important factors in
determining the degree of relationship above-mentioned. It is shown that a
larger number of historical observation and an appropriate investment horizon
can generally be used to reduce the sample correlation between the estimated
performance measures and their risk proxy. Sampling distributions for both
Sharpe and Treynor measures are also derived.
Note:
The first draft of this paper has been presented in 1978 Southern Finance Associa-
tion Annual Meeting at Washington, D.C., November 9-11.
.li; J 1
SAMPLING PROPERTIES OF COMPOSITE PERFORMANCE MEASURES
AND THEIR IMPLICATIONS
I. Introduction
Following the capital asset pricing theory developed by Sharpe (196A)
,
Lintner (1965) and >fossln (1966) [SKL], Sharpe (1966), Treynor (1965) and
Jensen (1968, 1969) have derived the composite performance measures—Sharpe,
Treynor and Jensen performance measures for evaluating the performance
of either portfolios or mutual funds. Friend and Blume (1970) [FB] have
discussed the theoretical rationale of these one-parameter performance
measures and their relationships by using the capital asset pricing theory.
In addition, FB have also empirically shown that the risk-adjusted rates
of return as measured by the composite performance measures are not
successfully abstract from risk. In other words, they have found that
the estimated composite performance measures are generally significantly
correlated with the estimated risk proxies. Hence, FB have concluded
that there exist strong biases associated with the estimated composite
performance measures. Klemkosky (1973) has employed mutual funds instead
of random portfolios to re-examine the biases of the estimated composite
performance measures and found that there exists a relatively strong re-
lationship between the estimated composite performance measures and
estimated risk proxies. However, the possible sampling biases asso-
ciated with estimated composite performance measures and their possible
implications have not been carefully investigated.
The main purpose of this paper is to investigate the possible
sources of bias associated with the empirical relationship between the
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estlmated composite performance measure and their estimated risk proxies.
It is shown that sample size and the investment horizon are two important
factors in determining the degree of empirical relationship between
estimated composite measures and estimated risk proxies. In addition,
it is also shown that the above-mentioned empirical relationships are
generally not independent of the market condition associated with the
sample period selected for the empirical studies. In the second section,
the statistical relationships between estimated Sharpe measures and its
estimated risk proxies are derived. It is found that the sample size
and market condition are two important factors in determining the empirical
relationship between Sharpens measure and its risk proxy. The effect of
this empirical relationship on the ranking of Sharpe 's performance measure
is also explored. In the third section, the possible impact of investment
horizon on the bias associated with testing the theoretical relationship
between the Sharpe measure and its risk proxy is developed. In the fourth
section, it is shown that the conclusions associated \d.th the relationship
between estimated Sharpe 's measure and its risk proxy can also be extended
to those of Treynor and Jensen performance measures. The implications of
the statistical relationships b'etween estimated composite performances and
their risk proxies on portfolio managements are also explored. Finally,
the results of the paper are summarized.
The term "bias" used in this study refers to the deviation of the
empirical relationship from the theoretical relationship. Theoretically,
one parameter performance measures are not expected to depend upon their
risk proxies. However, it is empirically found that the estimated com-
posite performance measures are generally highly correlated vrLth their
estimated risk proxies. To test bias associated with the capital asset
pricing theory, Black, Jensen and Scholes (1972), Blume and Friend (1973),
Fama and MacBeth (1973) and others have done numerous empirical studies,
^fost recently, Roll (1977) has carefully re-examined these empirical tests.
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II. Statistical E.elationship Between Estimated Sharpe Measure and Its
Risk Proxy
Following Friend and Blume (1970), the theoretical relationship of
the capital asset pricing model [CAPM] developed by SLM can be defined
as:
E(R^) - Rf = 6^[E(R^) - R^] (1)
vhe re R is the risk-free rate for borroid.ng or lending, R is the rate of
return on portfolio or asset i, and R is the market rate of return. If
IQ
the risk-free rate R. and the index of systematic risk g. are constant
over time, then equation (1) can be rewritten in ex post or historical
data as [see Jensten (1968) ]
:
ht - ^f = «i + h^\t - h^ + ^it <2)
where R, is the rate of return on portfolio or asset i in period t,
R ^ is the market rate of return in period t and e. is a random
mt 'it
2disturbance with mean zero and variance and is independent of R .
If n observations are used to estimate the parameters by ordinary least
squares (OLS), equation (2) can be summed over n and averaged to obtain:
\ - ^f = «i * h^\ - h^ (3)
where the bar indicates an average and a and ^. are least-squares
estimates of a. and g, respectively. The estimated intercept a. is called
Jensen performance measure. Assume that the standard deviation of the
rates of return of portfolio i is constant over time. Then estimated
Sharpe 's measure can be derived from equation (3) as:
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R, - R, a. [R^ - R.]
vhere S. is the sample standard deviation of ex post data for portfolio
i and defined as
:
.2>^
1 (R,, - V I
If the rate of return of securities in the population (capital
2 2
market) is normally distributed with mean y and variance a . Then
a set of sample rates of return for portfolio i can be considered as a
random sample drawn from the r.ormal population. Assume that the holding
period coincides with the true investment horizon. The "investment
horizon" concept will be explored in section III in detail. It follows
_
n
that the sampling distributior. of the average rate of return, R. = Z R. /n,
2
^"^
is normally distributed with mean y and variance a /n, where n is the
2 2 2
sample size. The random variable nS./o has a x distribution with
(n - 1) degrees of freedom [see Hogg and Craig (1970)]. For simplicity,
9 9 '"9
R and nS /a denote R, and nS^/a respectively.
To investiage the degree of relationship between the estimate Sharpe's
measure and the estimated risV. measure, the probability density function
(p.d.f.) of the estimated risk (S) should first be derived. Following
2
If the holding period rates of return is lognomally distributed,
then the logarithm trans formal:ion of these holding period rates of re-
turn will be normally distributed.
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2 2
Hogg and Craig (1970), the p.d.f. of the random variable nS /a (y,),
can be defined as
^l^yi> i n - 1^ '(n - l)/2 • yi -^ forO<y^<» (6)
(O elsewhere
let y, = . Then y„ = S. The Jacobian of the transformation is
^ 2n
dy^ - ^2 ^2-
Thus, the p.d.f. of the estimated risk measure S is:
ny22
ILJI-l. 1 "~T"
f , V 1 rli- 1 2 2cf 2n2^^2^ "
p
^n - 1
^
2^° - ^>/2 ' ^2^2^ ' ^ ' 1 ^2
which can be simplified as :
2
,n .1/2 -l,nS%(—
)
2 - - 1 iS'r
f^CS) =P-- r-^—7- rry„ • (^)2 • e '^ , < S < « (7)
elsewhere
Now the covariance and the correlation coefficient between the esti-
mated Sharpe measure and the estimated risk proxy are derived as follows
:
(1) The covariance is defined as
Cov( g-^
,
S)
^ "• R
(a) = E(R- R^) - E( g
^ )E(S)
(b) = E(R - Rp . [1 - E(|)E(S)]
(c) = d(R^ - u), (8)
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where y = E(R) = expected market rate of return
i
.
r(n/2)r(^i-~) „
d = E(S)E(i) - 1 =
;;
~^ - 1 > "^ (9)
^ 2a2 r(5^)
^<t2>
= (72>-^ - (^1>
S 2a r(
—
2
—
^
2^
and E(S) = (^)2 ^:^SZ21_ 4 ^^2)
r(^)
The equality of (8b) is obtained by using the stochastic indepen-
dence property between (R - R^) and S. The independence property can be
justified methodologically as follows. The joint p.d.f. of (R - R )
and S can be derived and it can be shown that the joint p.d.f. of (R - R )
and S can be written as a product of marginal p.d.f. of (R - R.) and mar-
ginal p.d.f. of S.
(ii) The correlation coefficient is defined as
R - R, d(R - m)
P(-J-^, S) = /, (13)
sp s
3
It can be shown that d converges to zero and is positive for n > 2.
See Appendix (B) for the derivation.
4
Equations (10), (11), and (12) are derived from equation (7). See
Appendix (A) for the details.
Derivation of the correlation coefficient is given in the Appendix (C)
,
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2 ^-''f
where a == Var (—
z
)
sp S
2
!
Var (S) = — <(n - 1) - 2
° 1
rc
n - 2,
->2
r(^i-^)
r(n/2)
r(- ^)
(14)
(15)
From equations (8) and (13), one can see that the estimated Sharpe's
measure is uncorrelated with the estimated risk measure only either when
the risk-free rate :Ls equal to the mean rate, y, of the return on the
market portfolio or when sample size n is infinite. The risk-free rate
is generally not equal to the mean rate of return on the market portfolio
and the sample size associated with empirical work is generally finite.
Therefore, the estiioated Sharpe's measure is in general correlated with
the estimated risk measure (S). If the risk-free rate is less than the
mean rate of return on the market portfolio, the estimated Sharpe's measure
is negatively correlated with the estimated risk measure. Conversely, the
estimated Sharpe's measure and the estimated risk measure will be positively
correlated if the risk-free rate is greater than the mean rate of return
on the market portfolio.
The quantity d defined in (9) is a decreasing function of the sample
size n. The value of d is .010 for the sample size of 50; .005 for
100. Thus the covariance defined in (8) gets smaller when the sample size
If is clear that the magnitude of the correlation coefficient, p is
also affected by a and a .
S]? s
See Appendix (B) for detail.
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Increases. This implies that the bias (indicated by nonzero covariance)
associated with the estimated Sharpe's measure can be reduced by using a
larger sample size. Hence, to reduce the bias in the empirical research,
a large sample of the rates of return should be used to estimate the
Sharpe measure.
The analyses derived in this section have statistically demonstrated
why both Friend and Blume (1970) and Klemkosky (1973) have found that
the estimated Sharpe performance measure and its risk proxy is highly
correlated. Now, the sign associated with the empirical relationship
between the estimated Sharpe measure and its risk proxy is discussed.
As the risk-free rate proxy—Treasury bill rates and the market rates of
return proxy—rates of return associated with New York Stock Exchange
are measured with error, the sign associated with estimated (R- - p) is
Q
hardly determined. Finally, it should be noted that the t statistic
is generally used to test whether the estimated Sharpe's measure is signi-
ficantly related with its risk proxy. The assumption of using t statistic
to perform this kind of test is that the estimated Sharpe measure is
normally distributed. Unfortunately, the estimated Sharpe measure is
not a normal distribution but in general a noncentral t-distribution.
Furthermore, the sample estimate of the standard Sharpe measure is not
9
an unbiased estimate.
o
The discussion of measurement errors associated with R^ can be found
In Roll (1969), Friend and Blume (1970) and Lee and Jen (1976); the justi-
fication of measurement errors associated with p can be found in Miller
and Scholes (1970), Black, Jensen and Scholes (1972), Lee and Jen (1978)
and Roll (1977).
9
The distribution of estimated Sharpe's measure and the unbiased esti-
mate of Sharpe measure are derived in Appendix (D) . If y = R-, the esti-
mated Sharpe's measures has a central t-distribution with (n - 1) degrees
of freedom.
_9-
The existence of correlation between the estimated Sharpe's performance
measure and the estimated risk measure will generally not affect the ranking
of Sharpe's composite performance measure. However, it will affect the
absolute difference among Sharpe performance measures. These can be demon-
strated as follows. Let the rates of return of portfolio i be a subpopula-
tion of the capital market having a normal distribution with mean p* and
*2
variance a. . Then following equation (13), the correlation coefficient,
p*, between the estimated Sharpe's performance measure of portfolio i and
the estimated risk measure, S
,
, can be written as
>* =
d(R, - y*)
_,
O Cf
sp s /c a + bZJ
for all i (16)
2 2
where a and a are defined as in (14) and (15), respectively, with u
* ft
and a being replaced by p, and o
,
, respectively:
2 2 2
c = a + bZ
.
, a = a.c, c >
sp i' s i '
a =
r(^)
2^(^^-^)
,
b J 2a - r(-^^ — -7-
c
-f <(n - 1) - 2
r r(n/2) 1
rr"
" \
v^ 2 n
2]
*
and Z, Sharpe's composite performance measure of portfolio i.
Equation (16) indicates that p, and Z. are nonlinearly related. The non-
* 10
linear relation between p, and Z. can be depicted as follows:
10 *
p. has .a local maximum of Z. = - /a/b and a local minimum at Z. = va/b.
Also, lim
Z.->±"
*
P^ = 0. See Appendix h) for detail.
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>z
Figure 1
Figure 1 can be used to investigate the relationship between
J.
the degree of the correlation, p., and the ranking of Sharpe's composite
performance measure. By studying Figure 1, the following conclusions
can be made (without loss of generality, only portfolios with positive
Z. are considered since Sharpe's composite performance measiire is
mainly applied to efficient portfolios):
Figure 1 indicates that Sharpe's performance measures locate along
the horizontal axis, as indicated by Z., Z., Z , etc., if there exists no
correlation between the estimated Sharpe's performance measure and the
risk proxy. It also implies that Sharpe's performance measures locate
along the nonlinear curve, as indicated by Z*, Z*, Z*, etc., if there
exist some relationships between the estimated Sharpe's performance
measure and the risk measure. In other words, if Sharpe's performance
-11-
mefisure Is not to be affected by the correlation, p*, Z*. Z*. and Z*
i i J a
must equal to the corresponding Z
,
, Z
,
and Z , respectively. However,
Z. (= (y? - Ri:)/oJ, subscript i may be replaced by j or 9,) is not equi-
valent to Z^. Z* is the ex-ante Sharpe's performance measure of portfolio
i whose sample estimate, (R.. - R^)/S., Is correlated with the estimated
risk measure. In other words, Z* is the corresponding ex-ante perfor-
mance measure that is directly estimated by (R. - R^)/S, . In terms of
statistical concept, Z* is the expected value of (R, - R^)/S. . It
can be shovm that
\ " ^f 11
Z* = E(-^^ i-) = Z^ . e(n),
r(^)
where e(n) = •
-—ZZZT • Thus, Z* ^ Z .
r(|) v^27^1) ^ ^
Specially, the expected value of the estimated Sharpe's measure is
equal to the ex-ante Sharpe's measure of portfolio i multiplified by an
error factor, e(n), which depends on sample size n. This result implies
that the ranking of mutual funds (or portfolios) based on the biased
estimates, (R. - R-,)/S, , is not an unbiased ranking of mutual fund per-
foimiance if different sample sizes are used for different mutual funds.
This is because the error factor is not the same constant across all
mutual funds (or portfolios) under evaluation. With the use of the same
sample size, the ranking of mutual funds (or portfolios) based on the
sample estimate, (R, - R^)/S. , of ex-ante Sharpe's measure provides
an unbiased ranking of performance of mutual funds (or portfolios).
This implies that Elton, Gruber and Padberg's (1976) simple rule of
The detailed derivation of E[(R - R )/S ] is discussed in
Appendix (D)
.
1 t i
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portfolio construction is generally not affected by substituting sample
estimate of Sharpe's measure for the population representation of Sharpe's
measure. However, the use of the same sample size across all mutual
funds (or portfolios) cannot eliminate the absolute difference between
estimated Sharpe performance measures. In other words, the absolute differ-
ence between alternative performance measures is not independent of the
degree of relationship between the estimated Sharpe measure and its risk
proxy. Jensen (1969) has pointed out that the performance measure can
either be used to rank the performance of mutual funds (or portfolios) or
be used to measure the absolute difference between the investment perfor-
mance of two mutual funds (or portfolios) . Therefore, the possible bias
caused by the sample correlation between the estimated Sharpe's performance
measure and the estimated risk proxy cannot entirely be neglected in the
empirical finance research.
The behavior of the sample correlation between the estimated Sharpe's
composite performance measure and the estimated risk measure and the
impact of investment horizon on the sample correlation is studied in the
folloxv'ing section.
III. Impact of Investment Itorizon on Testing the Bias of Estimated
Sharpe's Mear^ure
Observation horizon used in the empirical study of portfolio manage-
12
ment is generally not necessarily identical to the true horizon. Levy
(1972) has found that the portfolio with the smallest variance (or mean)
12Observation horizon refers to either one day, one week, one
month, one quarter or one year. The concept of "true" investment horizon
implies that investors will all share the same horizon. The justification
and the implication of this assumption can be found in either Lee (1976)
or Levy (1972)
.
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wlll have the highest performance index for an observation investment
horizon being longer than the true investment horizon. The portfolio
with the highest risk (and hence the highest mean) tends to have the
highest performance index if an observation investment horizon is shorter
than the true investment horizon. This implies that the covarlance and
correlation coefficient between the estimated performance index and its
risk measure may well be affected if the observation investment horizon
used in the empirical research does not coincide with the true investment
horizon. The impact of the investment horizon on the degree of rela-
tionship between the estimated Sharpe's measure and its risk proxy is
now investigated. Under the assumption of stationary returns over time
and all investors having the same investment horizon, one has
J 2 2 13 ,.,.y, = y and a = a (17)
2for all J = 1, 2, ..., m where p. and o. are the expected rate of
return and the variance associated with j -period observations. Following
Tobln (1965), ona assumes stationari-lty over time and independence. It can
be shown that
:E = (1 + y)"" - 1 (18)
and C3^ = [a^ + (1 + y)^]" - (1 + y)^", m > (19)
2
where, for the m-period case, E and 3 are the expected rate of return
and the variance, respectively, of the market portfolio. For simplicity.
13 ' 2
y and a have the same definitions as ^^ the section II.
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it is assumed that the true investment horizon is equal to one period
of time (say, one month, one quarter, or one year, etc.)« If the invest-
ment horizon assumed in empirical research does not coincide with the
14
true investment horizon, the covariance and the correlation coefficient
between the estimated Sharpe's measure and the estimated risk measure
are obtained as follows. Let a random sample of n rates, R, , 1 ^ t <_ n,
of return be drawn from the population. Then for the m-period case
— A
the average rate R, of return is normally distributed with mean E and
2 2 2 2
variance d /n. The random variable nS* /3 has x -distribution with
(n - 1) degrees of freedom. Following the similar analysis in the
section II, the covariance and the correlation coefficient, for the
mr-period case, between the estimated Sharpe's measure and the estimated
risk measure S* can be written as:
R* - R^r*
_
cov( ^^, S*) = E(R* - R^*) . [1 - E(|^) . E(S*)]
= d[E(R * - R*)]
= d[(l +Rp'^ - (1 + vi)""] ^^ (20)
R* - R * d[(l + R )" - (1 + u)™]
and p(—^^, s*) =
a ^ a *
^^l)
sp s
14
In this case, m is not equal to 1.
15 2
2 The sample variance S* in this section is the estimated total risk
(3 ) for the m-period case.
Similar to (18), E(R^*) can be shown as E(R^*) = (1 + R^)" - 1 where
R^ is the risk-free rate for the one-period case (the true investment horizon).
-15-
where d is defined as in (9) , R^* is the risk-free rate for the m-period
case , and
R* - R,
a * = Var( ^
sp S**
+ [(1 + u)
m
(1 + Rf)"]^
23
r(^^)
r(^4^)
, (22)
a * = Var(SA)
s
(23)
It can be seen that equation (20) and (21) reduce to equations (8) and
(13), respectively, if the observation horizon coincides with the true
investment horizon (m = 1). Hence, an "improper" observation horizon
will have impact on the degree of association between the estimated
Sharpe's measure and the estimated risk measure.
The impact of an improper observation horizon can be first investi-
gated by finding the first derivative of the covariance defined as in
(20) with respect to the holding period m. Thus,
^^^ = d[(l + Rp"" ln(l + Rj) - (1 + y)" ln(l + y)], (24)
An "improper" observation horizon refers to that the time horizon
used in empirical research does not coincide with the true investment
horizon.
(25)
-16-
Then if R, is greater than y,
^^^ > d[(l + Rp"^ ln(l + R^) - (1 + p)™ ln(l + R^ ]
,
since ln(l + R^) > ln(l + \i) for R^ > y,
= d-lnd + Rp-[(1 + R^)™ - (1 + p)"] > 0, (Rj > 0),
since the factors d, ln(l + R^) , and
[(1 + ?.p^ - (1 + m)^] are all positive.
This implies that the covariance between the estimated Sharpe's measure
and the estimated risk measure for the m-period case is a strictly increas-
ing function of the number of observation horizon, m, if the risk-free rate
R is greater than the mean rate y of return on the market portfolio for
the one-period case. Similarly, if R is less than y,
^^ < d[(l + R^^ ln(l + y) - (1 + y)™ ln(l + y) ]
= d ln(l + y)[(l + R^)"" - (1 + y)""] < (26)
(y > R^ > 0).
Thus, the covariance for the m-period case is a strictly decreasing
function of the number of observation horizon, m, if R- is less than y.
The graphic representation of the relationship between the m-period co-
variance and the number of observation horizon, m, is shown as follows:
-17-
pcr R|. >A
^/fl
pT R^<^{
Figure 2
The impact of an improper observation horizon on the m-period covariance
can be summarized as follows.
(i) A longer observation horizon than the true investment horizon.
For the risk-free rate R- being greater than the mean rate y of
return on the market portfolio, the m:-period covariance becomes larger
in the positive magnitude by moving the holding period m away from the
true investment horizon-one period. Similarly, for R, being less than u
the m-period covariance increases its magnitude negatively when the
observation horizon is longer than the true investment horizon. Hence,
if a longer observation horizon than the true investment horizon is used,
the m-period covariance is expected to increase in either positive or
negative magnitude depending on the order of the magnitudes of the risk-
free rate R, and the mean rate y of return on the market portfolio.
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(ii) A shorter observation horizon than the true Investment horizon.
As the observation horizon is shorter than the true investment
horizon, the m-period covariance becomes smaller if the risk-free rate
R- is greater than the mean rate of return on the market portfolio.
And a weaker negative covariance is expected for the case where R^ is
less than y if the observation horizon approaches zero,
ITierefore, in conducting empirical research, an improper observation
horizon will have impact on the covariance between the estimated Sharpe's
measure and the estimated risk measure. It is interesting to note that
a shorter observation horizon than the true investment horizon will
reduce the dependence of the estimated Sharpe's performance measure on
its estimated risk measure. A longer observation horizon than the true
investment horizon will magnify the dependence. These results indicate
that a shorter observation horizon should be used in the empirical research
to reduce the bias associated with the estimated Sharpe's measure.
IV. Sampling Properties of Treynor and Jensen Measures
In the sections II and III, it is shown that the estimated Sharpe's
measure is generally highly correlated with the estimated risk proxy.
It is also shown that the degree of relationship between the estimated
Sharpe's measure is generally affected by the sample size, the market
condition, and the investment horizon.
In this section, it is demonstrated that the conclusions associated
with the relationship between estimated Sharpe's measure and its risk
proxy can be extended to those of Treynor 's and Jensen's performance
measures. The covariance between estimated Treynor 's measure and its
estimated risk measure is first explored.
-19-
Under the assumption of normality security return, theory of least
squares has indicated that i:he estimated beta coefficient, 3, and the
sample n«an excess rate of return, R - R , are independently normally
18distributed. This follows! that the estimated Treynor's measure,
A
(R - R_)/$, is a ratio of two independent normal variables. Fieller (1932)
has shown that the ratio of two normal variables does not have finite
moments. To find the covarlance between (R - R^)/8 and g, we may
19
assume that B takes values :Ln some positive range. It eliminates
the existence of infinite moments. Then, the truncated distribution of
the estimated risk measure, S, can be written as
f(3) =/| ^ • exiD[- i(l-;-i.)2], (27)
for a<g<b, a>0
elsewhere
2
2 " '^€
where a* = Var(6) =
p n _
I (R - R )^
t=l "^^ ""
>
g = E(g) , the ex;»ected value of non-truncated g.
J 1 [b 1 r i ^B - e ^2., .,; ^ ^and k = I • '2xp[- -r-( x—j Jdg = a constant
18
Roll (1977) has showa that the sample mean return is an exact
linear function of g only if a proxy (ex-post) of the market portfolio
is a sample efficient portfolio.
19
For example, g may bs assumed to take values between 0.0001 and 10.
This will guarantee the existence of finite moments.
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Since g and (R - R-) are independently distributed, the truncated
distribution of g will also be independent of the distribution of (R - R-).
With this independent property, the covariance between the estimated
Treynor's measure and its estimated risk measure can be easily obtained
as follows:
1r — R "r — R
Cov(
—
:r-^, B) = E(R - R.) - E(3)E(—r^)
e 6
= E(R - R,) - e'^-ECR - R.)E(^),
by using independent property
= (e'*"c - 1)[E(R^- R)]
= (e"^C - 1)(R^ - p), (28)
where C = E(-r) is a constant defined in equation (G-5) of
B Appendix (G)
,
+ '21
3 = the expected value of the truncated g = g + £,
'^4tZ(^)-Z(^)].
2
and z(^-^)=-^ exp[- ^^ " ^> ].
p
20
The distribution function of the estimated Treynor's measure can
be easily obtained from Fieller's (1932) results. See Appendix (E) for
derivation.
^See Johnson and Kotz (1970) for the derivation of the expected
value of a truncated normal distribution.
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Equation (28) is identical to equation (8) except the scalar term.
Similarly, the correlation coefficient between the estimated Treynor's
measure and its estimated risk measure can be expressed as
R - R . (e"^C - 1)'(R. - m)
P ( . . 3) = — T-pr^ (29)
a T °6
vrfiere a denotes the standard deviation of the estimated Treynor's
•* 22
measure with the truncated value of g. Equation (29) is also identical
-f.
to (13) except the scalars, (6 C - 1) , a_, and a^. Furthermore, following
J- p
the analysis of the impact of investment horizon in Section III, the
m-period covariance and correlation coefficient between the estimated
Treynor's measure and the estimated risk measure can be easily written
as, respectively,
^* _ R*
Cov( :r-^, B*) = (g'^'c - 1)[(1 + R )"" - (1 + p)""] (30)
3*
and
R* - R*
.
(3'^C - 1)[(1 + Rj"" - (1 + n)'"]
( _^, (5*) = L__ (31)
where asterisks denote the m-period sample estimtes (or parameters,
* *
o„ and o^). Thus, equations (30) and (31) are identical to equations
I- P
(20) and (21) except scalar constants. Therefore, equations (28) through
(31) implies that the conclusions associated with the relationship between
22
The explicit form of a is not necessary for the analysis.
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estimated Sharpe's measure ;ind its risk measure can also be extended
to the estimated Treynor's measure and its estimated risk measure.
However, it is important to note that the estimated Trejmor's
measure is a biased estimator of ex-ante Treynor's measure .23
R - R.
E(-
where e„ =
u - K
-) = (-
8
T~^ ' %'
^ ky^(m*o: -f 6) L=0
p
- aL_ji
ra*o2 +
j=0 ^ ^
(32)
(33)
m* = (a' + b').
and
m. =
a - 6 ,
, _
b - e
ft* X B
^a'2 p(J|l)2<3+n/2
= a chi-square probability (integral)
.
The biased factor, e , associated with the expected value of the estimated
p
Treynor's measure depends on the value of a mutual fund's (or portfolio's)
systematic risk. The biased factor will vary from one mutual fund (or
portfolio) to another because of different systematic risk associated with
different mutual fund (or portfolio). Therefore, the ranking of mutual
23
See Appendix (G) for the derivation.
-23-
fund performance using the biased estimate, (R - R^)/B, of Treynor's
measure will not be an unbiased ranking of ex-ante Treynor's measure,
(Vi - R-)/B, In addition, the absolute difference between two estimated
Treynor's measures will also be affected by the biased factor, e„. Note
that the bias factor cannot be used to obtain an unbiased Treynor's
measure.
Now, the statistical relationship between estimated Jensen's measure
and its estimated risk proxy is examined.
Following Heinen (1969) and the definitions defined in this paper,
the covariance between estimated Jensen's measure and its estimated risk
proxy can be defined as
Cov(a^,6^) =
,
" ^
^
(34)
^<\tt-^^
t=l
where x^=R^-R^, y=R -R^ (35)
mt mt f ^ m f
2
S is the residual variance associated with equation (2). Equation (34)
Indicates that the estimated Jensen performance measure is generally
highly correlated with its estimated risk proxy. This relationship has
been found by both Friend and Blume (1970) and Klemkosky (1973). It is
clear that the degree of relationship can also be affected by the sample
size, market condition and the investment horizon.
The results of this section and previous sections have shown that
the estimated composite performance measures can be highly correlated with
its estimated risk proxies. In general, sample size, investment horizon
and the market condition are three important factors in determining the
-24-
degree of the above-mentioned relationships. Johnson and Burgess (197 5)
and Burgess and Johnson (1976) have investigated the effects of sample
sizes and sampling fluctuation on the accuracy of both portfolio and
security analyses. They have concluded that the number of historical
obseirvation is important to yield efficient portfolio performance char-
acteristics. Their conclusion is similar to the result associated witti
the Impact of sample size on the relationship between estimated composite
measures and risk proxies derived in this study.
V. Summary
In this paper, the statistical relationships between estimated one
parameter composite performance measures and their risk proxies are
derived in accordance with statistical distribution theory. It is found
that the above-mentioned statistical relationships are generally affected
by sample size, investment horizon and the market condition associated
with the sample period selected for empirical studies. In addition, it
is shown that large historical obseirvations and an appropriate invest-
ment horizon can generally be used to improve the usefulness of composite
performance measures in both portfolio and mutual fund managements.
Finally, it is shown that the standard sample estimate of both Sharpe
and Treynor measures are not unbiased estimators and the unbiased esti-
mates of Sharpe measure is also derived.
-25-
APPENDIX
(A) Derivation of equation (10), (11), and (12):
i 2
1 a 1 s'^ ^
~
^ a
^%> = -^ ^^n - l^^(n - 3)72 ¥ ^^> ^ ° ^^
2
-l.nS .
- - 1 2^'r
_ ^ f" ,n .2 n - 3 a ,
^1 JO ^ r S e ds
a
1
n 2
where C, =
1 ri^) 2^" - 3>/2
-(—
)
= — * io (— 2") e d(—j)
o a
C ° ~
^
- 1
where Z = —
r
a
/n ^2 „
^7^
n 2 (^)
r(^^-^) 2 2
2
r^
n - 1^ 2^^ - 3)/2 ' 2
= (_IL.)2 2
2a2 n^)
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n
-l,nSl)
E(4)
S
, ^2^-1 2' 2
•«'
^ 1 ,nS .2 a ,
° 1 "T
^
—
2^ ®
S a
-l^nS
,2^^^^- 1 ,2, 2,
i /-iL-N^ r (^ nS""^ 2 " ^-(nS /a )/2 j^nS
2 <. 2'' io *. 29 v~^ J < p
a o
d(-^)
a
jL a a
2r(iL^) 2("-3)/2
n - 3
r(^) 2 2
And
n '^ 2 ^
20^ n^^)
-l.nS X
2 i - 1 2 ^~2^^ ,
E(S) = /o c^ s(i^)^ X' ° ds
-l..nS V
2 ^2 ^ - 1 2^ 2'' .2
_ p r" a ,nS ,2 a ,/nS .
a o
2„
a C
2n
ri
r(f) 2^
.2a".
2
r(n/2)
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r(y) r(S-^)
(B) d = -^- r^ - 1:
The value of d is evaluated by digital computer for all values of n,
2 < n < 500. The computed values of d indicate that d is a positve and
decreasing function of n. The curve of d is depicted as follows:
d
.03
.02
.01
20 40 60 80 100
Some values of d are tabulated as follows;
n 20 40 60 80 100 120 150 210 340 480
d .028 .013 .009 .006 .005 .004 .003 .002 .0015 .0010
(C) Show that
R - R d(R^ -y )
P(—^, S) = ^
a a
sp s
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where d is defined as in (9), a and a defined as in (14) and (15),
respectively.
Proof!
% = Var(-^) = E[(-^)2] - m-^)f
= E(R - R^^ • E(-y) - [E(R - R^)]^ . [E(|)]^ (a)
using the property of independence between R and S.
[a^/n + (p - RJ^].(-S-)
2a
r(^)
r(^) (U - RJ^ • (-^)2a
r(^^)
l'(^>.
by substituting equations (10) and (11) in equation (a)
^(^> 2 n
2r(i^-i) f 20^
r(5^)
^(^^-^)
rr"
"
^^1 2( 2 )
rr°
~
^\
^^ 2
^J
which is equation (14)
And
a^^ = Var(S) = E(S^) - [E(S)]^
n - 1 2
n
2a^ j r(n/2)
" r(iLz^)
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since E(S^) = " " "*• a ^ by Hogg and Craig (1970)
XI s
and E(S) is obtained as in equation (12).
n
(n - 1) - 2
r(n/2)
re"
-
^)n 2 )J
which is equation (15)
.
Hence
P(—?—, S) =
a o
sp s
(D) Determine the distribution of the estimated Sharpe's performance
measure
:
Since (R-R^) is normally distributed with mean pi - R, and variance
a In, (R - R£)/(/0 /n) is normally distributed with mean (y - Rc)/^° 1"^
and variance 1. By the stochastic independence of the average excess
rate of return and the estimated risk measure, the estimated Sharpe's
performance measure can be rewritten as
R - R,
^^-vv^
n - 1
^En^TE
= t'(6) X
Vrr=T: '
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(R - \)U^
where t'(6) = ZZZZZI ^^ ^ noncentral t-distribution with non-
/ nS lan - 1
centrality parameter 6[= (y - R )//a /n] . [See Hogg and Craig (1970)].
Thus, the estimated Sharpe's performances measure is a noncentral t-
distribution. If u = R , the distribution of the estimated Sharpe's
performance reduces to a central t-distrlbutlon with (n - 1) degrees
of freedom (since 6=0).
Then, Eahatgi (1976) has shown that
E[t'(6)] = 6 ^M , n > 1.
Based upon this result, an unbiased estimator for the Sharpe
performance measure can be derived by substituting equation (34) into
equation (33), i.e.,
'
r(|) V2 ^^-z-i
u-R r(£^)
^ ^
= (—-
—
) <
r(|) V 2 l/n - 1
V - R^r
= ( ^ ) • e(n).
where e(n)
r(^5-z-i)
r(|) /2(n - 1)
The above equation implies that the sample estimate of Sharpe measure
is not an unbiased estimator if the security rates of return is normally
distributed.
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Thus, an unbiased estims.tor of Sharpe's performance measure can be de-
fined as
R- R
*
(E) Show that p. has a local maximum and minimum:
dp*
_^
(a + bZ^^) - Z^(2bZ^)
_^
a - bZ^^
^h ^ (a + bZ^^)^ *^ (a + bZ^^)^
This implies that Z = i /a/b , a > 0, b > 0.
,2 * ,.
. ,. 2,2, .,„ , ,, ,„ 2. „, . ,„ 2,d 'p^
_^
(a + b2,^^)''(-2bZ^) - (a - bZ^'^) • 2(a + bZ.'^)(2bZ^)
dzj »^ (a + bZ^)^
^ 2bZj, (3£. - bZ^^)
7Z (a + bZ^^)^
Thus , if Z^ = v^7b
,
,2 *
^i
_ 4d 2b(/a7t)(3a - a)
_
_d
.
Aab(/a7b)
dZ. Jo. (la) /c 8a
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This implies that p. has a local minimvun at Z. = /a/b. Similarly,
p. has a local maximum at Z, = - /a/b. Finally,
2
lim p . = lim (p— x j) = lim (— x „- ) =
Z,H^ ^ Z,-^ /C a + bZ. Z,^ /C i
i i 1 i
*
Similarly, lim p. = 0.
Z.^-oo ^
1
(F) Fieller (1932) has obtained a miirginal density function of a ratio
of two normal random variables. The distribution function of the estimated
Treynor's measure can be obtained from Fieller's equation (24) by letting
the correlation coefficient be zero:
,2 (P - RJ^
_
1 rii + r—::f_-i
,, , 1 °1 °2 2" 2 2
*<^^^ =7* 2^22'^ "^1 °2
°2 -^ ^
'^l
^
[(p - Rp - ag]^
' 2
~7JT77, -^'2^ - W^^ - ^f>
"*
*^
^ "•
.
^ ; 2^2 2.3/2
rr(a2 + v a^ )
_
1 2
^h
- 2 ^
X Jo e dp ,
R - Rf
where v = —x
2
2 -^ °£0/ = Var(e) = —
X n
2 (R^^ - R )
t=l '"^ "^
»
2
? - 2
and a = Var(R - R.) = — (a = Var(R, ))2 f n It
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R - R
(G) The derivation of E(—:: )
:
e
By independent property of (R - R ) and truncated B,
^ — R
E ( . ^) = E(R - R )Ed) = (y - R )-E(4). (G-1)
Thus, E(l/6) is determined as follows,
E(4) = /^ 4 ^ . exp[- i(l^)2]d; (G-2)
p
A A
Let y = ($ - 6)/crg' The Jacobian of the transformation is [dB/dy| = a'.
Thus, equation (G-2) becomes
where a* = (a - g)/a" and b' = (b - B)/o:. (Here, a < B.) To integrate
p p
the integrand in (G-3), it is necessary to express the function,
g(y) = l/(yOo + B), in terms of an infinite series. Since ll (yo'l + B) is
p p
defined for all values of y in the interval (a', b'). Note that the point,
y = -B/a^, at which the function g(y) is undefined is not in (a', b')i The
p
Taylor's series expansion of g(y) at a positive point, say m* = (a +b ), is
1 1 "
OgCy-m*)
^
^^^^ ° yo^ + B " (m*o- + B) ^fp^" (m*a- + B) ^
'
^^^^
where a' ^ y ^ b'
.
-ag(y-m*)
It can be shown that i-;—:—::
—
, .,
, ! < 1 as follows:
' (m«a + B) '
**b is chosen such that m* > 0, i.e., (a + b) > 2B.
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-a"(y-m*) -o"y + m*a" (m*o^ + g) - 3
m*aa + e
=
m*o; + B = m*a: + 3 '
^^"'^^ o^y = B - g < 1.
p p p
since B > and -3 < 0. (It is the truncated g.)
Also,
m*a- -. 3 '^4n= (a^-3 ' ^^^^ -*°B + B = (a+b) - 3 >
P P
A A
>
=e
> -Z±- >
_i(a+b) - 3 (a+b) ^'
since B is assumed to be positive in the truncated case and 3<(a+b)
This implies that
-a"(y - m*)
1-fe-nyi <1 '°^ a' <y <b'.
Since every term of the infinite series in (G-4) has an absolute magnitude
less than one, the series converges uniformly and absolutely by advanced
calculus. Then, equation (G-3) can be rewritten as
k/27Cn*o; + B) i-O °6 * ^ " j-0 ^
P
since the series converges uniformly.
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2 ] —1/2
Let X = y . Then y = ±/x and dy/dx = ± -^ x . Thus,
E(i) . —-J^ t iC^^)^ I (^)(-.«)^-J,
6 k^(m*a: + e) i=0 "^ '^g ^ f^ j=o ^
6
^,2 imi.l .,/2
/ « X e dx
.2
a'
- a
^ [<5?4t>' ^ 6(-»*)'-^2"^"''r(Jf)„ 1 (G-5)k/2^(m*a: + B) 1=0 ^*°l '^ ^ j=0 ^
where m. = / ^ rr-, r^riTTo"" ^'^'
Hence, substituting equation (G-5) into equation (G-1) leads to
R - R y - R.
E(
.
^) = ( ^) • e (G-6)
3 ^ ^
_ A J
Where e. = ^ f [{.. i -) ^ Z d)(-m*)^'^.
^ k/2lf(m*o- + 0) i-0 "^^ ^ ^ j=0 3
p
2a+l)/2
r(Jf).^]. (G-7)
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