This paper proves new results of existence of minimizers for the nonconvex integral
Introduction
Consider the problem of minimizing the integral 
where X n A,B is the class of all AC (absolutely continuous) functions x : [a, b] → R n satisfying boundary conditions x(a) = A, x(b) = B.
Whenever the Lagrangian L : R n × R n → [0, +∞] is lsc (lower semicontinuous) and has L(s, ·) convex with superlinear growth at infinity, i.e.
L(s, ξ ) θ |ξ | ∀(s, ξ ) with θ(r)/r → +∞ as r → +∞,
Tonelli's direct method yields existence of minimizers for the integral (1) . 
In case L(s,
The second step is to transform y c (·) into a new improved relaxed minimizer y(·) for which L * * (y(t), y (t)) = L(y(t), y (t)) a.e. on [a, b] ; so that y(·) also minimizes the original, nonconvex, integral (1) . This strategy has been used in the vector case n 1 e.g. by [5] ; while in the case n = 1 it has been refined, as follows: one already starts with an improved y c (·), i.e. satisfying convenient regularity properties, see [2, 12, [15] [16] [17] [18] [19] . (In [20] , Lipschitz regularity was also proved, using quite weak hypotheses.) The last authors dedicated these efforts to the scalar case because they succeeded to obtain better results in such a special case by using the above strategy in combination with the hypothesis of 0-convexity, L(·, 0) = L * * (·, 0), which turned out quite useful. Indeed, the option of minimizers to take or leave the velocity zero turned out to be quite an essential feature of these minimizing problems.
Another factor leading to the successive improvements in these scalar results has been a new technique, bimonotonicity, which appeared in [15] (after preliminary ideas in [12] ) for the sum case and was then extended to more general Lagrangians (see [16, 17] ). Indeed, it turned out that in the scalar case it is always possible to transform any given minimizer into an improved minimizer which satisfies this incredibly simple monotonicity property: it is monotone (with derivative = 0) along each one of 2 subintervals; and along a third subinterval (in the middle) it remains stopped. (Notice: one or two of the 3 intervals may be empty, see below.) Moreover, in a non-stopping interval the derivatives are never in a (open) face F having 0 ∈ F .
Unlike the scalar case, in the vector case treated in this paper the hypothesis of 0-convexity does not suffice to guarantee existence of minimizers. Indeed, one needs to impose more than just 0-convexity in order to obtain, for general dimension, the same operational possibilities; namely almost convexity. This concept was born, for multifunctions, in collaboration with Arrigo Cellina in the paper [7] , to prove existence of solutions to nonconvex differential inclusions and to time-optimal control problems, using reparametrizations. This technique of reparametrizations has been used by Arrigo Cellina and collaborators, during the last decade, to prove also Lipschitz properties and existence results for minimizers of convex noncoercive Lagrangians (see e.g. [4, 6, 8] ). Here, for the first time, we apply bimonotonicity to reparametrizations. (Further developments appear in [3] .)
Concerning previous nonconvex autonomous existence results of minimizers in X n A,B , n > 1, we are aware only of [21] (L(·) superlinear C 2 with strong restrictions) and of results for L(s, ξ ) = ϕ(s) + h(ξ ) with ϕ(·) concave and h(·) superlinear [5] or noncoercive [11] .
Compared with these previous results, our improvements (concerning e.g. the huge weakening of the hypotheses assumed on the Lagrangian L(·)) can be readily checked: see e.g. Corollary 6 or Corollary 9.
In particular it is shown that, independently of any growth conditions (and assuming only the very general Basic Hypotheses (9)), from a minimizer of (3) one may always construct a minimizer of (1).
Almost convexity
For completeness, we also set 
in the scalar n = 1 or radial L(s, ξ ) = f (s, |ξ |) case (and superlinearity is really not needed: it suffices to have boundedness of the nonconvexity faces, i.e. of the subset of each F (s) where f * * (s, ·) < f (s, ·)). [18, Theorem 1] , or [19, Theorem 1] 
Proposition 4. (See
Then there exists another function z(·) ∈ X 1 A,B which is also bimonotone (as in (4.1) and (4.2) with the same a , b , s ) and for which we have
In particular, if y(·) minimizes the convexified integral
b a * * x(t), x (t) dt on X 1 A,B , then z(·) minimizes the nonconvex integral b a x(t), x (t) dt on X 1 A,B .
Existence and regularity of vector minimizers
Before presenting our results, consider the subclass X n A,B consisting of those y(·) in X n A,B for which
We begin by presenting two very simple-but powerful-results of existence of minimizers for nonconvex integrals. Moreover, such minimizers are shown to belong to the above class X n A,B ; indeed, the next Theorem 7 shows that, roughly speaking, in the autonomous case the problem of minimizing the convexified integral on X n A,B is equivalent to the problem of minimizing the almost convex integral on its restricted subclass X n A,B . A consequence of this is that, from now on, once one proves existence of minimizers for convex noncoercive integrals (3), existence of minimizers for the corresponding nonconvex almost convex integrals (1) follows automatically from Theorem 7, see Corollary 9. This can be applied now to the already known convex noncoercive results, e.g. [6] ; and we exemplify such application to the result of [10] : while Proposition 10 presents his convex result, Corollary 11 states our result, namely its almost convex counterpart. (Here | · | denotes any norm in R n .)
Theorem 5 (Existence superlinear). Let
Any function as this L(·) will be called a BH-function on S 0 . (9)). Then 
Theorem 7 (Regularity in all cases). Let L(·) be a BH-function on some S 0 (as in
Remark 8. In Theorem 7 if, moreover, y(·) minimizes (3) and the minimum value is finite then y(·) satisfies the DuBois-Reymond differential inclusion, i.e. ∃c ∈ R: After having presented this very general result of passage from relaxed minimizers to true minimizers, we exemplify it now by presenting the (NH) hypotheses, yielding the convex noncoercive existence result of [10] , together with its almost convex counterpart (which is our result, Corollary 11). 
NH). Then there exists a relaxed minimizer (i.e. a minimizer of (3)). Moreover, any relaxed minimizer y c (·) is Lipschitz continuous and satisfies (11).

Corollary 11. Let L(·) be as in Proposition 10; and let y c (·) be a corresponding relaxed minimizer. Assume L(·) to be a BH-function (as in (9)) on some S 0 ⊃ y c ([a, b]).
Then there exists a new relaxed minimizer y(·) ∈ X n A,B , in particular a true minimizer of (1).
Proof. (a) We will consider the following class of reparametrizations of the interval [a, b]: R a,b is the class of all AC maps τ : [a, b] → [a, b] having τ (a) = a, τ (b)
= b and τ (·) 0 a.e. As is well known (see [13, 14] ), the convexified integral (3) has a minimizer y c (·). We may assume y c (·) to be nonconstant. As is well known (see e.g. In particular, setting y 1 (t) := Y (τ 1 (t)) it follows that y 1 (·) is a new minimizer for the convexified integral (3), since τ 1 (·) (respectively τ c (·)), hence y 1 (·) (respectively y c (·)), is zero a.e. on τ (y 1 (·), y 1 (·) ) one may reach, through equality a.e., the above λ(·), Λ(·). Let
and
which is a measurable function with measurable derivative τ
otherwise,
otherwise.
Define now a new function 1 :
The bipolar of 1 
with equality at ρ ∈ {0, λ 1 (τ ), Λ 1 (τ )} in both inequalities, and at
(c) Now we claim that the reparametrization
defined on the class R a,b . To prove this claim, notice that for each τ (·) in R a,b we have, setting
for a.e. t ∈ [a, b]; with equality at a.
To see this, notice that it follows from (12) at those t where
; while, on the other hand, since N 1 is a null set, we have τ (t) = 0 for a.e. t ∈ τ −1 (N 1 ), hence the lhs of (14) is L * * (Y (τ (t) ), 0) and the rhs is * * 1 (τ (t), 0) for a.e. t ∈ τ −1 (N 1 ) (and these two are equal at any τ (t) ∈ [a, b], by the definition of * * 1 (·) and the almost convexity of L(·)). (In particular: equality in (14) holds for a.e. t ∈ τ −1 (N 1 ).)
In the special case τ (·) = τ 1 (·), as one easily checks,
∈ N 0 ; τ 1 (t) = 0 for a.e. t ∈ N 0 . Hence equality holds in (14) .
Using (14) we may now complete the proof of the claim stated at the beginning of (c):
By Proposition 3 (with this β(·)), there exists a reparametrization τ 2 (·) ∈ R a,b for which:
Therefore the reparametrization τ 2 (·) is also a minimizer for the convexified integral (13) .
(e) By Proposition 4, there exists a reparametrization
a.e. on [a, b] , and
Let us define a new function y(t) := Y (τ 3 (t)), obtaining: y(a) = A, y(b) = B, y(·) is AC with
, by a reasoning similar to the one used to prove (14) (but with 1 
To show that y(·) indeed minimizes the integral (1) on the class X n A,B , notice that, for any x(·) in this class we have, by (16) and (15), Then there exists a new relaxed minimizer y(·) ∈ X 1 A,B , in particular a true minimizer of (1). Clearly y c (t) = (0, t) is a relaxed minimizer, giving the value 1 to the integral (3). However, as one easily checks, to satisfy the boundary conditions the value of the nonconvex integral (1) must always be > 1 (while the inf is, clearly, = 1).
Examples of application
