Abstract-Efficiency of a Peer-to-Peer increases with increase in resources by its members. Members being rational share as minimum as possible because they have to pay for upload bandwidth. This problem can be scene as classical control problem where the output of the control system i.e. services received by the network follows a desired control signal. Thew control signal in our case is the contribution of the requesting member to the overall network. The proposed system distributes resources logically in a fair way so can be easily implement over the set of rational members.
I. Introduction

T
He resource allocation by a node can be viewed as classical control problem. The output of the control system in this paper is the download capacity that the overall network offers to the node. The control signal that output of control system follows is called reference. The reference in our case corresponds to an utilization value, which is always fixed and is equal to 1. Utilization = 1 signifies the optimal case for the peer where whole of the it can utilize is its maximum download capacity with minimum upload contribution. The more about Utilization in explained in detail in subsequent sections.
Peer-to-peer (P2P) system follow decentralized communication model where individual users perform the job of both server and client at the same time. Members of P2P systems can assist themselves in terms of filesharing [1] , content lookout [2] [3] [4] [5] , data storage in distributed manner [6] , digital content delivery [7] , grid computing [8] and content transfer in an anonymous manner [9] . The traffic measurement records of ISPs, clearly show that large percentage of network traffic now days is due to P2P applications [10] [11] [12] . This has lead to surge in research in the area of P2P networks.
The ongoing research in P2P network focuses on developing more efficient content look out algorithm. However the implementation of cooperative model of resource exchange in P2P network poses more fundamental and challenging research issues.
A. Objectives
The basic reason for studying the reputation systems using the control theoretical approach is to use the Nitin Singha and Yatindra Nath Singh are with the Department of Electrical Engineering, Indian Institute of Technology, Kanpur, India. Ruchir Gupta is with Department of Computer Science, IIITDM Jabalpur E-mail:nitinss@iitk.ac.in already existing tools studied in the control systems to prove and analyse the characteristics and behaviour of the reputations models. The main objectives of the paper are listed below 1) The reputation of all the nodes in the network achieve the desired convergence behaviour. (This can be proved by the stability analysis of the control system). 2) Prove already existing behaviour of the reputation system on the basis of the control theory. 3) To automate the peer in maintaining a minimum upload capacity for getting the desired download capacity.
4) We implement a resource allocation mechanism of the already existing reputation management system using control system such that a node i shares minimum amount of the upload bandwidth for getting required download bandwidth from the other peers in the network. In this way node overcomes problem of the free riding
II. Related Work
III. P2P Network Model
We analyze a unstructured P2P network of N nodes, who share the resources on demand and consumes the bandwidth.There is no centralized server and peers act as both client and server concurrently. Each peer in the network is connected to backbone network through an access link. In this way peers are connected to each other as shown in figure1.
In this paper we study an overloaded network used in [13] [14] where at a given node there is always requests to download data and the content is always present for downloading. How a given content is segmented into chunks and further how these chunks are distributed across the network is out of the scope for this paper.
We suppose a network consisting of symmetric links only i.e. for a link between two nodes i and j , the feasible data rate and the bandwidth required to support it is same in both the directions. There is always ample download requirements at a node i such that it is greater than equal to maximum download capacity of i. It is further assumed that the total upload bandwidth available at the node i is sufficient,such that when it is negotiated with the other nodes in the network, the download requirement at the the node i will always be fulfilled. In other words upload capacity available at node is adequate enough to make the U i (n) at the node i equal to theU re f of the control system proposed later on in the section V . The concept of the U i (n) is explained in detail under section V-A. For the purpose of modeling, discrete time slots are considered. We considered unstructured P2P network for simulation but the proposed control system is applicable for structured P2P networks also. However we have not performed any simulations to substantiate this claim. Every time slot is termed as a round. The node sends the request at the starting of the round and if it gets selected for the service allocation then its request is fulfilled by the serving node within the same round. For the next round the whole process is repeated.
IV. Reputation model
Any P2P network is meaningful only when nodes are cooperating with each other and fulfilling each others' requirements. In this network, we consider selfish peers who are rational i.e they are interested in maximizing their own benefit without caring about the other members. The selfish nodes will never contribute back to the network if they can and will always try to become a free rider, if their is no incentive attached in sharing of their resources. This leads to the overloading of the nodes which are contributing back to the network. In the worst case, the network will collapse when every node becomes a free rider. For avoiding this problem of free riding, a reputation management system can be used in P2P network. Every node's reputation is evaluated at the end of the round based upon its performance in that round.
A. Reputation Calculation
The trust is measure of the cooperative behaviour of the node. The trust model used in this paper is similar to proposed by Satsiou and Tassiulas [13] . The trust calculated by the requesting node j for the serving node i during the n th period is defined as the ratio of the (
For ease of reading, the important notations are listed in table I. Reputation of the node i for the (n + 1) th time slot is calculated using the exponential moving average of reputation for the n th period with the average of trust values for the current time period as give below
In the above equation S n+1 j is the set of nodes which have requested the node i for resources during (n+1) th period. The cardinality of the set S n+1 j i.e ( is the number of the requests received by the node i during the (n+1) th period Using reputation aggregation algorithm [15] [16], reputation tables are updated periodically by every node so as to maintain identical reputation table across the network. We take value of α as 2 in the equation (2) so that equal 1 priority is given to the present as well as past reputation values.The reputation of anode i in this paper is calculated as
The reputation of a node is the measure of its cooperative behavior. The service or bandwidth allocated to a node in a network increases with the reputation of the node and vice versa. Therefore for acquiring more download capacity from the network, the node has to share more bandwidth towards the network.
B. Reputation Based Resource Distribution
The resources are distributed among the requesting nodes using weighted water filling algorithm [17] . In our proposed model, the reputation of the node is used as its weight during the resource assignment. The source node distributes the resources among the requesting nodes at the same time but with rates equal to the their reputation. If reputation of a requesting node is below a certain threshold say R min then it will not be allocated any resource. This is done to discourage malicious behavior of nodes. During the resource allocation, a requesting node i will be taken out of allocation process if either resources at the source gets exhausted or assigned resources to i become equal to what i had demanded for the current round. Let1....M be the M requesting nodes sorted in non-decreasing order of their
. R k and b k are the reputation and bandwidth requested by the node k. The bandwidth allocation is done in the order as per the sorted list. Letr k denote the bandwidth allocated to node k and it is given aŝ
Here W s is the total upload bandwidth of the serving node. Suppose The bandwidth allocated to any requesting node i from j during the (n + 1) th time period is proportional to its reputation R n i in the previous period 2 , bandwidth demanded B n+1 i j from j and a proportionality constant k n+1 i j ovd which caters for change in received bandwidth due to overloading at j. Therefore bandwidth received by i from j during (n + 1) th period is given
2 The reputation of the requesting node during current round will be evaluated at the end of time period. Therefore its reputation in the previous period will be used as weight. 
then the bandwidth requirement of node i will be completely satisfied by the node j. The value of proportionality constant k i j ovd varies in each round depending upon the degree of the overloading at the serving node. At the same time for different requesters say x, requesting the same serving node, the value of k x j ovd will vary depending upon the reputations of the requesters The total bandwidth received by the node i during (n + 1) th period is given by
where
is the set of the nodes from which node i has demanded resources during the (n + 1) th round.
V. Control System
The objective of the control system is to enable the peers in maintaining the minimum upload so as to maintain the nodes' reputation just enough, to get the desired download capacity. The control theoretical modeling can improve the performance of the reputation management system and a peer can adapt and derive maximum utility from the network. The design of a control system involves determining the equivalent components e.g. actuator and monitoring unit. Thereafter one must develop a mathematical model. Finally the overall performance of the devised control system model need to be evaluated to determine the amount of the improvement achieved. The additional overhead incurred in this process also needs to be carefully analyzed. The following subsections discusses the set point determination and various other components which constitute this control system.
A. Determination of the Set Point
The proportion of the requesting peer i ′ s demand fulfilled by the network for the n th round in comparison to download bandwidth is given by
Here C i (n) is the total data rate agreed by all the serving peers to be given to the requesting node i and B max i is the maximum download capacity of the requesting node i from the nodes in the network .The serving peers will never give wrong information about the C i (n) because their reputation is calculated on the basis of actual data rate delivered and not the data rate they are willing to provide i.e. C i (n).We assume that all the peers are rational, therefore there are no malicious peer. When a peer is assumed rational then it will not act maliciously [14] , as rational peers gain nothing by harming other peers. Therefore a node will not receive incorrect C i (n).
When the requesting node i increases its upload capacity then its reputation increases consequently making i eligible for more download capacity C i (n) from the network. Hence C i (n) of the requesting node increases. Three cases may arise in the equation (7) . When C i (n) < B max i then satisfaction derived by the peer i from the network increases with increase in C i (n). The satisfaction attains its maximum values at C i (n) = B max i
. After U i (n) = 1, higher value of C i (n) will actually not be useful to the node because it exceeds the maximum data rate the requesting node can handle. Node is at loss when U i (n) > 1 because it has to pay more in terms of the greater upload capacity for the download rate limited by B max i
. Therefore to derive the maximum benefit from the network, a node should maintain U i (n) = 1, while keeping the upload rate to minimum, so that it can fullfill all of its download requirement at the minimum cost.
Hence the set point or reference point for our control system is U re f = 1. The feedback monitor in the loop will estimate function U i (n); this value will be compared with the reference point (U re f = 1) and the error is fed to the controller.
B. The Controller
The controller [18] stabilizes the system output to a particular value called set point. It compares the difference between the desired and the actual U in the proposed control system. Based upon this comparison, the controller drives the actuator to regulate the output. The PI controller 3 with transfer function G(s)
s ) is used in this paper to model the control system.
C. The Actuator
The role of the actuator [18] in the control loop is to update physical entity based upon the controller input. In our case, the actuator modifies the upload capacity of node in response to the controller output y. If y is the input to the actuator then y∆ is the the upload capacity shared by the node in the next round.The change in the upload capacity by the actuator modifies the reputation of the node, which consequently adjusts the download data rate, the node receives from the network.
If the value of the ∆ is large, then the node reaches the desired reference utility very quickly but the steady state error will be high and vice versa. The value of ∆ can be determined from the simulation results. We have to look for the point where a good trade off can be reached between convergence rate and performance of the system. We can assume ∆ = 1 10 U re f . Another way around is that ∆ = 5%o f (U re f ). This can be a valid choice as band of 5% corresponds to the settling time in the control system. 3 When network reaches steady state, nodes generally share in proportion to their requirement so as to preserve their reputation. Therefore total shared capacity in network does not change abruptly and consequently so does U. Thus in our system, PI controller can be used instead of PID controller.
D. The Monitor
The function of the monitor is to sense the current data rate C i (n) offered to the node i, for evaluating the U i (n). The evaluated U i (n) is compared with the set point to calculate the error and drive the controller. Let (y∆) n+1 ji corresponds to amount of resources allocated to the requesting node j by the node i during (n+1) th round. The trust calculated by the requesting node j for the serving node i in the (n + 1) th round is given by
Using equation (3) the reputation of the node after the (n + 1) th period is given by
The total bandwidth received by the node i during (n + 2) th time period is calculated using equation (6) as
Putting the value of R n+1 i from equation (8) into the above equation we get
The serving peers allocate resources in proportion to the demands of the requesting peers.The requesting peers may receive much less bandwidth then what they had requested because of the overloading at the serving peer. In order to optimize for themselves, the requesting peers will demands more than their actual capacity. Normally the requesting peer should be requesting whatever is its download capacity. To overcome the problem of nodes demanding more than their actual capacity, the serving peers can estimate the feasible capacity of the links to the requesting peers and use it instead of what is demanded if the demand is more than the feasible capacity. Feasible capacity is the minimum amount of the bandwidth required to support the feasible service rate across the link. Feasible service rate is the maximum achievable throughput via underlying path in the network with packet loss probability p. It can be estimated for the TCP Reno algorithm [19] as
.
Here R(p) is the feasible service rate which is the function of the packet loss probability p, M is the maximum transmit window that the receiver indicates to the sender The serving peer will never give more than feasible bandwidth as it knows that remaining bandwidth will be wasted. Hence the equation (9) becomes
Here i.e feasible data rate while transferring data from node i to j is same as that from j to i.
Using equation (7), the measured variable U i corresponding to the node i for the (n + 2) th time period is given by
E. The Controlled Software System Model Fig. 2 shows the block diagram of the control system which measures the data rate received by the node and maintains it at the desired level by regulating the upload bandwidth of the node. Let H(s) denotes the controlled software system (which includes actuator, P2P node)as shown in Fig. 3 . For simplicity we assume process dynamics can be neglected 4 and consequently H(s) is 4 Process dynamics play significant part during transient phase of the system. We assume network has reached steady state and its behaviour is virtually constant with time equal to static gain h. On linearizing 5 the gain h around the reference point (U re f = 1), we obtain gain as the derivative of the output (U i ) with respect to the input (y) as shown in the Fig. 2 of the control system. Using equation (11) , the static gain of the requesting node i is given by
The maximum gain 6 h max occurs when l Another factor k n+2 ik ovd discussed in section IV-B attains its maximum value when reputation of node is minimum. R min is the minimum value of the reputation at which a node is eligible for resource allocation in the P2P network . Therefore the maximum possible value of (k n+2 ik ovd ) such that node can receive data from network is 1 R min . Hence the equation (12) reduces to , the number of the nodes which have been requested for the resources by the node i during (n + 2) th time slot. As peers are rational so to maximize their chances of getting content from the network they try to generate maximum amount of data request hence g n+2 i = g max . Therefore equation (13) becomes
The maximum static gain h max on differentiation is given as
Change in upload capacity induced by actuator is observed in the next period. This results in dead time of 
The equation (14) does not contain any term related to the node i so it is a generic expression applicable to any of the receiving node. Thus, the transfer function of the controlled software system is given by
The overall transfer function of the control loop as shown in Fig. 3 is given by
1) Deriving Model Parameters:
When the frequency of the operation is the natural frequency of oscillation, then the transfer function 7 of the control loop given by equation (16) becomes
The gain margin G specifies the stability of the control system and is set by the designer. Therefore using equation (17) , the gain and the phase equations for closed loop at natural frequency becomes
and
In industrial PI controller it is common practice to tune the controller phase i.e −tan −1 ( [20] , hence taking
The parameter G and T are set by the designer and h max is calculated using equation (14) . Using equation (20) in (19) we get the value of w n as w n = 5π 6T = 2.618 T rad/s. 7 We substitute s = jw in the overall transfer function of the control loop The parameter K i of controller is calculated by substituting above computed value of w n in equation (20) . The simple algebraic manipulations gives
The above computed values of w n and K i are used in equation (18) for obtaining the expression for K p as Fig. 4 demonstrate how the control system is able to assist a new entrant in the P2P network in attaining a stable value of the utilization around the reference point i.e U re f = 1. The new node enters the network at time = 10. Initially the utilization of the node will be 0 afterwards it changes and stabilizes around U re f . The target utilization (i.e U re f ) for the node is achieved by changing the upload bandwidth, which causes the change in the reputation of the node further leading to the change in the download bandwidth received by the node. The adjustment in the download bandwidth is such that it pushes the utilization of the new node to the target utilization. Fig. 5 clearly shows that when G is less, the system is less stable and stability increases with increase in G. However as G increases the system becomes more sluggish. Therefore an optimal value of gain margin is required for system operation.
VI. Performance Evaluation
With period of time the total download capacity promised by the serving node changes. The amount of bandwidth received by a node is directly proportional to the download capacity promised by the serving node. These variations happen due to the change in the load at the serving node. Sometime serving nodes may have enough bandwidth to fulfill the demand of the receiving node and in the other case the level of the overloading at the server may increase resulting in the receiving node getting promise of lesser bandwidth and consequently smaller resources for the same level of the reputation. All these fluctuations in the level of loading at the serving node is successfully handled by the proposed control system as shown in Fig. 6 . The current utility is maintained around U re f by varying the bandwidth uploaded by the node and thereby changing the reputation of that node.
VII. Whitewashing
Whitewashing in network can be reduced by providing low initial reputation to the new comers. However this will discourage new comers from joining the network. To make P2P system lucrative for new comers we need to increase initial reputation at cost of higher level of whitewashing. The contradictory requirement for both high and low level of initial reputation for new comers can be taken care by making initial reputation adaptive. When level of the whitewashing in the network is very high we can decrease the initial reputation to counter it otherwise if level of whitewashing is low than initial reputation to new comers can be increased so as to promote new comers in the network. Therefore initial reputation assigned to a new entrant node is modified on the basis of level of whitewashing. The level of whitewashing in the network is calculated by observing the departing nodes. There are two types of departing nodes in the network. One who have reputation greater than or equal to the initial reputation provided to the new comers in the network. These nodes will definitely not whitewash because they do not gain any advantage by whitewashing. The remaining departing nodes whose reputation is less than the initial reputation provided to new comers are the prospective whitewasher. We define level of whitewashing W n−1 during (n − 1) th period as the number of departing nodes in that period which can be possible white washers. The initial reputation during the n th period on the basis of level of whitewashing as ax is taken as 0.01 in accordance with the earlier research work [13] done to control whitewashing.
To discourage nodes from leaving the network, the threshold below which node becomes ineligible for service i.e. R min is made equal to the initial reputation of the joining node (R n in ). The reputation threshold is calculated during starting of every time period. This change in R min modifies the gain h max of the controller as shown by equation (14) . The parameters used to calculate h max cannot be manipulated by any node. Therefore newcomer will be unable to manipulate h max . From the Fig. 7 , it is evident that as initial reputation awarded to node is made smaller the system becomes more sluggish while discouraging the nodes to leave the network. However if white washing level is lower in the network than the value of the initial reputation awarded can be increased so that system becomes faster and genuine new nodes entering the system are not unnecessarily penalized. 
