Using'the concepts of scaled particle theory, an analytical theory is developed to investigate the limiting behavior of solvation free energies at the particle creation limit. The new theory directly incorporates the weakly attractive, dispersion interaction terms into the analytical calculations. For neutral molecular systems, the effects of longer ranged electrostatic interactions are also incorporated, albeit in an ad hoc way, and the validity of the utilized assumptions are then demonstrated with numerical examples. It is shown that it is possible to blend the numerical and analytical methods to increase the reliability of quantitative results, and, at the same time, to achieve savings on computational expenditure for certain types of calculations. Different methods of performing the thermodynamic integration in solvation free energy calculations are also compared. Studied examples clearly show the importance of proper treatment of the divergence at the particle creation limit in obtaining quantitatively reliable results for the solvation free energies.
I. INTRODUCTION
Understanding the behavior of many chemical systems requires the determination of the chemical equilibria in solution which can be calculated if the free energy differences between the involved chemical states are known. For this reason, chemical equilibrium studies have mainly concentrated on the calculation of free energy differences. '-8 Examples of systems investigated include the free energy difference between the two conformations of the same solute, or the free energy change associated with a transmutation, or the free energy of oxidation or activation. Free energy of solvation in which an ideal gas particle is transformed into a fully interacting particle in solution also belongs to this category. Calculation of the solvation free energies is particularly important, because, for relatively weak attractive systems, it is related to the thermodynamics of hydrophobic solvation, an essential but not so well understood subject in biological sciences. ' There have been numerous attempts to theoretically calculate solvation free energies using both numerical and analytical methods. For example, analytical scaled particle theory (SIT) '"-12 has often been used in studying the hydrophobic solvation.10- '7 In the original implementation of the SPT, the solute and the solvent molecules were represented as hard-sphere particles. In later applications, a perturbation treatment was used to allow for realistic repulsive interactions between the solute and the solvent particles,15 but the weakly attractive dispersive interactions were not incorporated. Another often used analytical approach which is more empirical in character compared to the SIT is based on solvent accessible surface areas. 18-20 Also, some approximation schemes have been introduced for including the effects of the weakly attractive solute-solvent interactions to the solvation free energies. ".21 Solvation free energies can, in principle, be calculated for any system using numerical molecular simulations. But, it is now well established that the molecular simulation approaches are subject to numerical uncertainties which arise from the possible undersampling of the phase space. This is especially true for the class of solvation free energy calculations done in a way that a null point solute particle is allowed to gradually grow until it reaches the desired size and the shape of the studied solute. In this gradual growth approach to numerical calculation of the solvation free energies, the most serious of the encountered problems arises at the limit of creating a cavity from an uninteracting point particle. This is the limit when the size of the gradually created solute is considerably smaller than a cavity which can accommodate the full sized solute. Availability of an analytical method at this small cavity limit would make it possible to combine the analytical and numerical methods. Use of a combined approach would increase the reliability and the quantitative accuracy of the calculated solvation free energies.
The issue of eliminating the encountered problems at the very small solute limit from the numerical calculations is the subject of this report. Using the concepts of SET, we first develop an analytical formula for the limiting value of the solvation free energy of a weakly attractive solute molecule. In the second part, we combine the new analytical approach with numerical simulation methods to study the solvation properties of some model solutes. The robustness and the reliability of this combined approach is demonstrated by several examples.
The layout of this report is as follows. In Sec. II, we first present the theory of creating a Lennard-Jones particle in a molecular solvent, and the theory is then generalized to molecular solutes. Section III presents the details of the numerical calculations employed in this study. Section IV develops and compares the different schemes for combining the analytical and the numerical simulation methods in calculating the solvation free energies. It is followed by the results presented in Sets. V and VI. Section V deals with the limiting behavior of solvation of various solutes. Numerical and analytical approaches are contrasted, and the convergence characteristics of molecular simulations and the applicability of the new analytical theory are discussed. Section VI investigates the appropriateness of the use of Gaussian quadratures in the thermodynamic integration (TI) method of calculating the solvation free energies. Section VII summarizes the important aspects and results of this work, and establishes the connection to our previous work, Ref. 7.
II. THEORY
A. Single site solute
Free energy of cavify formafion: Perturbation freefmenf
The main aim of this report is to calculate an analytical formula for the solvation free energies at the limit when the created solute is very small. At this limit, the interaction between the solute and the solvent particles in the Hamiltonian can be presented as a perturbing potential energy term.15 Separating the Hamiltonian in this way, the Helmholtz free energy of creating a cavity in solution, AA, can be expressed in terms of the following rigorous expression:22 j3AA = -ln(exp( -PV)), .
(
Here p= l/k,T is the inverse of the temperature expressed in energy units, and (***). corresponds to a canonical ensemble average consisting of pure solvent at constant volume, number density, and temperature. V is the solute-solvent interaction potential energy (throughout this report, V and u, respectively, correspond to solute-solvent interaction potential and to volume, with subscripts specifying certain contributions). In a wide range of studies, an interaction site model (ISM) representation23 is used to accommodate the appropriate solute-solvent and solvent-solvent intermolecular interactions. Within ISM representation, and for a Lennard-Jonestype interaction, the solute-solvent interaction potential is expressed as
where the sum j goes over all distinct sites of all the solvent molecules. Similarly, the sum i is over the distinct sites of the solute molecule. A is the so-called coupling parameter and as it is changed from 0 to 1, the null solute particle gets transformed into a fully interacting solute. Therefore the size (or the radius) of the solute particle is governed by the value of the coupling parameter. The exponent k is an arbitrary positive exponent included for convenience in studying the asymptotic behavior of the free energy change curve as the solute particle is created. For a single site spherical solute, the required ensemble average appearing in Eq. (1) may be expressed as dbi e- 'svpi,o(r, ,ai) 
where dni=dS1,/~ (sZ-Sdni=873 is the normalization constant over the Euler angle integrals). If the solute is located at the origin, pi.0 (ri t.ni) in Eq. (3) is the normalized probability distribution function for having the ith solvent molecule with its center of mass at ri with an orientation pi in terms of its Euler angles. Since Cipi,o(ri,fii) is normalized (number of solvent molecules is conserved), the above equation may also be written as
Let us suppose that the cavity created by the solute particle is small enough that the solute can only interact with a single site of one of the solvent molecules at a time. Then, since it is the probability distribution function with respect to pure solvent state, we have15 pi,c(ri ,,Ri)=po(r,fi)=p/Ns . Here p is the number density of solvent molecules, and N, is the number of solvent molecules. If the longest ranged pair interaction decays faster than re3, for ISMs, integrating Eq. (4) by parts results in a more convenient form:24 (e-Bv)o= 1 + F I d3r r F c-P".
The above integral has the form of a second virial coefficient and can be done analytically for some forms of the interaction potential. Using this approach, Postma et al. have derived the necessary expressions for a repulsive r-12-type potential between the solute and the solvent molecules (soft sphere solute).15 To see the effect of the inclusion of the longer ranged weak attractive interaction, we generalize their derivation to a 6-12-type potential which is a more general form of Lennard-Jones-type potential (the following derivation is quite general, and the C6 parameters can have negative values as well). Let us rewrite the solute-solvent interaction potential energy, Eq. (2), between a single site solute and a multisite solvent molecule as pv= c Ah2 $.+& 9, j I J where sumrnation over j goes over the distinct solvent sites, and Cjm = 4PEj~n (for the rest of this report, script m is equal either to 6 or to 12, and stands, respectively, for rm6 or r-l2 terms). In Eq. (6), to make it more general, separate exponents for the coupling parameter are included. This generalization would be needed when a polynomial path thermodynamic integration is employed.7.25 Notice that, because of the assumption that the solute particle can only interact with one site of a solvent molecule at a time, the ensemble averages with respect to the pure solvent state require only the knowledge of the singlet solvent distribution function." The singlet solvent distribution, as stated above, is uniform and corresponds to a constant pi,a(ri ,fizi), i.e., without any spatial or angular dependence, which makes further simplification possible. Therefore, Eq. (6) may be written in a mathematically more convenient form as c pv= iku --.k Aks 
Before proceeding with performing the integrals, let us define an eJgrective cavity radius, rc , which would also set a length scale for the problem. One obvious choice for rc would be to use the thermal fluctuations of the system,15 thus rc may be defined using the relation pV= 1. Rather than using this definition, we use only the shortest ranged term in the mteractlon potential VI2 and simply set pV,*= 1. This results in a much simpler expression for the cavity radius? r1*zzC12Xk12. c
We would like to point out that the cavity radius always factors out of the final expressions, and is defined only to introduce a length scale to the problem with the aim of conceptual simplification. One proceeds by substituting the partial derivative of Eq. (7) into Eq. (5). The resulting integral can be expressed in terms of the degenerate hypergeometric and gamma functions.27*28 Using the polynomial expansion of the degenerate hypergeometric functions for small argument, the expression for the free energy of cavity formation can be written as a series expansion in terms of the coupling parameter (details of the derivation are given in Appendix A). Thus, the required ensemble average appearing in the free energy of cavity formation, Eq. (l), can be expressed as [Eq. (A12)] (e-pv)o= 1-pv,r(3/4) 2 5 (10) n=O Here &'s are the series expansion coefficients and their values for small n are tabulated in Appendix A. The exponent kA and the cavity volume v, are defined as A general derivation of AA for a purely repulsive solutesolvent intermolecular interaction of type Vm l/r" (n>3) is reported in Appendix B. Notice that the series expansion expression in Eq. (10) has a close resemblance with the corresponding SPT expression for a hard-sphere solute dissolved in a hard-sphere solvent." As noted by Postma et LTIL.,'~ to obtain an equivalent hard-sphere solute having volume v HS , the volume of the soji solute particle v c needs to be scaled [e.g., I'(3/4) factor in Eq. (13)]. As shown in Appendix B, the scaling factor to determine the equivalent hard-sphere solute depends on the exponent of the potential employed,29 and for /3V = hknC,/r", it is given as [Eq, O-32)1 vHS-'gsvc 9 26 r(Y) where gs= 2~ r[ty+ q /2] and y=2-?.
n (14) As it should, g,--, 1 at the n -+m limit (which corresponds to hard-sphere interactions).
Equation (10) is valid if and only if k,>O which is the case for most commonly utilized exponent sets. For example, as discussed in a previous communication, Ref. 7, for k12=4, the choice k,-3 gives an almost linear TI integrand in the polynomial path TI approach (PP-TI).= Therefore, it was concluded that in most cases {k12 ,k,} ={4,%3} would be a pretty good choice for the PP-TI approach, and with this choice of the exponent set, kh>O. ka is also positive when the exponents are equal, k 12 = k, . For this reason, our interest concentrates on the case when kA>O. But, it should be noted that for kA<O, the integral in Eq. (5) is still finite, and an asymptotic limiting behavior similar to Eq. (10) may be obtained (Appendix A).
One important feature of the series expansion in Eq. (10) is that the leading term of the series is not affected by the inclusion of the attractive l/r6 term. This observation in a way assures the applicability of the perturbation treatments to calculate the free energy of cavity formation for a softcore solute with an attractive tail. To have an understanding of how many terms to keep in the series expansion, we consider, as an example, a carbon-like particle in aqueous solution. Here the solute interacts only with the oxygen site of the water molecules, and typical solute-solvent interaction values are (+=3.25 8, and p~=O.25. Using the experimental structure data for water, the closest distance that the oxygens of the different water molecules can come together is approximately 2.4 A, thus the assumption that the solute can interact with one water molecule only would be valid up to the cavity radius of 1.2 A.'* Using the definition of the cavity radius, Eq. (9), an upper limit for A expansion, A,,, , may be determined:30 r,=1.2 ~-+Xk'2=r~2/C,2~6X10-6. ma%
Using k 12 = k, = 1, i.e., kA= l/2, gives the following series expansion for our example case:
Substituting the respective values, we see that at X=X,, =6X 10e6, the contribution of the n = 1 term is less than 0.2%, and the contribution of n>l terms is still smaller and, therefore, negligible.
Thermodynamic integration method
By turning off the longer range attractive term C,=O and by setting k,,= 1, we obtain the result of Postma et ~1. '~: (e-Bv)o= I-4Tp 1 -pvJ(3/4).
In the thermodynamic integration (TI) approach to calculating the free energy of solvation one starts with the constitutive equation3' where (.**)h corresponds to an ensemble average of the enclosed quantity with energy function E(X,XN) in the Boltzmann factor. If E(A,XN)=V(X,XN)+E(A=O,XN) then it can be rigorously shown, for any observable @, that
0%
With the defining path given by Eq. (7), and using Eq. (21) for the solvation free energy of a small singlesite solute to multisite solutes, we notice that difference would arise from the exclusion of the solvent molecules not only from the volume occupied by the labeled solute site located at the origin but also from the volume occupied by the other solute sites as well. It is clear from the derivation given in Appendix A that to calculate the solvation free energy or the corresponding TI integrand, the ensemble averages of the solute-solvent site-site interaction potential terms with respect to pure solvent state is needed. Within ISM presentation, the solute-solvent molecular interaction potential is site-site additive, or in other words 
k#i where the product over k goes over the distinct solute sites.
fk(r) is the Mayer f function for the solute site k and defined as fk(r) = ek(r) -1 = emBvkcr) -1. fk(r) is approximately equal to -pvk when vk is small, and is approximately equal to -1 when vk is very large, i.e., when r is inside the repulsion core of solute site k. Expanding the product results in
Since the f functions approximately vanish outside the cavities, the terms of the function gi(r) would converge very rapidly. A close look at the gi(r) function reveals that it is approximately equal to unity except at points r belonging to a cavity formed by solute sites other than the site i, and at these points ZFi(r) approximately vanishes. Second and higher order terms in Eq. (25b) correspond to the overlap of two or more solute sites. For very small A, the cavities created by solute sites are small and the overlap of the site cavities would not be considerable. Therefore, the contribution of the second or higher order terms are expected to have little importance. In the implementation in this report, rather than truncating the series for q(r) at a certain level, we use Eq. (25a) and numerically calculate the value of the required integrals (a three-dimensional integral for each solute site) at each A point. Even though we use numerical methods to calculate the necessary integrals, analytical treatment of some simple cases helps to understand the methodology.
To give an example, let us consider a two-site solute assuming that the fk functions can be approximately represented as equal to -1 inside the cavities of solute sites and 0 elsewhere (as in the case of hard-sphere interactions). Two sites of the solute are separated by a bond distance rl . When the sum of the cavity radius of the two sites is smaller than rl, the site cavities do not overlap. If this is the case, then the contribution of the sites to the ensemble average of any operator, @=@t+e2, may be calculated as [total solutesolvent interaction energy may similarly be split as V(r) = V(i =l;r)+V(i=2;r)] 
=-v1@2(rl) I d3r @2(r)e-~V(2;').
Since the site cavity volumes v , and v 2 in Eq. (26) are small, and assuming a smooth functional form for the operand, the integrand values would not vary appreciably over the cavities. This argument justifies the approximation in passing from the first to the second equality in the above equations.
Comparison of Eq. (26) with Eq. (23) shows that the solvation properties of a multisite solute may be studied by considering the contribution of the individual solute sites separately as if the other sites do not exist, and the required corrections can, to a good degree, be incorporated at the end. The above example clearly shows that the necessary corrections are proportional to site cavity volumes, hence, they vanish as X+0. The A=0 limit corresponds to the limit at which the molecular solute has chemically bonded point interacting sites. Since site cavities do not occupy any volume, corrections to the ensemble average of any operator pi would vanish, and the system would be equivalent to an independent set of spherical point cavities placed into the solvent.
When A is increased, the spheres will start to overlap at a certain value. Although the calculation of the overlap volume is possible in most cases, the calculation becomes rather cumbersome as the number of sites increases.32-35 Note that at around A,, , which corresponds to the upper limit for the perturbation treatment to hold, a typical site cavity radius is in the same range as the bond lengths of chemically occurring systems. Thus around A-A,, , the overlap between the solute sites, and hence the necessary corrections, may .be considerable. Therefore, approximations introduced in Eq. (26) can only be used at much smaller A values.
An additional ambiguity for the solvation of a multisite solute is the determination of the upper bound A,, , for which the perturbation treatment would be valid. Fortunately, Eq. (13) gives a hint that the upper bound criterion may be based on the cavity volume. This point is further discussed in Sec. IV
C. Molecular solutes with site charges
In most of the studies in the literature, and in some cases of this report, the molecular interaction sites also carry charges. Unfortunately, a similar analytical derivation when the solute molecule also interacts with the solvent molecules via Coulomb forces is not currently feasible. But it is well established that the Coulomb interaction can be renormalized giving rise to a damped l/r-type behavior.36 As our derivation in this report shows, the addition of the longer ranged weakly attractive l/r6 term to the pair interaction does not change the divergence of the total TI integrand. Therefore, we make the ad hoc assumption that the inclusion of the site charges would not change the conclusion that the divergence of the TI integrand is determined by the shortest ranged repulsive interaction term. Even though we cannot justify it rigorously at this point, it is tempting to conclude, in analogy with Eq. (ll), that the above stated assumption would be valid as long as 12kl>k12. (27) Concerning the contribution of the Coulomb term to the solvation free energy or to the TI integrand, the ensemble average of the Coulomb interaction between any one of the charged solute sites and any one of the solvent sites diverges when treated separately. But, if the solute and solvent molecules are charge neutral and if A is very small, the pure solvent state ensemble average of the total solute-solvent Coulomb interaction
vanishes. This vanishing is exact at A=0 and holds only approximately for nonzero A's Because of the uniform solvent distribution assumption (see Sec. II A), the pure solvent state ensemble average of the local solvent charge density is conserved at each space point around the solute. Due to this local solvent charge neutrality, site-site solute-solvent Coulomb interaction contributions are cancelled, and therefore, the ensemble average in Eq. (28) vanishes. This predicted cancellation depends on the degree of goodness of the utilized assumptions and on the validity of the perturbation treatment. Thus, the deviation of the ensemble average (V,e-Bv)x=o ( w c is proportional to the corresponding TI hi h integrand, 9-r) from nullity would actually reflect on the goodness of the underlying assumptions and on the validity of perturbation treatment. The vanishing of the Coulomb term contribution to TI at the A=0 limit was numerically shown for the case of aqueous solvation of alanine-dipeptide in a recent communication (see Figs. 4 and 5 of Ref. 7) . It is further investigated in Sec. V of this study. 
III. COMPUTATIONS
In this report, the aqueous solvation properties of a soft sphere particle, of a Lennard-Jones particle, and of a dumbbell with two fused equivalent sites separated by a bond length of 1.5 A are studied. The solvent liquid water is represented by the TIP3P mode1.37 To investigate the contribution and effects of the Coulomb term, the aqueous solvation of a dipolar dumbbell which has the same molecular geometry and short range potential parameters of the dumbbell solute but also carries partial site charges f0.5e is also studied. The molecular model parameters of all simulated systems are reported in Table I . In addition, to investigate the solvation properties of a complex solute, solvation properties of alanine-dipeptide at C7 and cu, conformations were simulated at a few small coupling parameter values. Alaninedipeptide was the subject of a recent study in our group, Ref. 7, which tabulates the solute molecular model parameters.
All simulations were performed using constant volume canonical ensemble Monte Carlo (MC) simulations. Facecentered-cubic periodic boundary conditions were employed. Water-water interactions were truncated at a spherical cutoff of 7.75 A, and the minimum image convention was used for the solute-solvent interactions. All simulations involved a single solute and 215 solvent molecules at T=298 K. Additional relevant details of the simulation runs are tabulated in Tables III-IX. The sampling rate was accelerated by using force biasing,38 as well as by using a preferential sampling of type l/R,,, where R,, is the distance between the nearest solute interaction site and the solvent molecules. The convergence problem in the molecular simulations is more pronounced when the coupling parameter is small. The encountered convergence problem partly arises from the fact that around X-O the solute-solvent interaction contribution becomes very small, and the motion of the molecules are mainly determined by the interaction of the solvent molecules among themselves. Thus, to enhance the contribution of the solute to the underlying dynamics of the system, certain methodological tricks may prove to be useful. In addition to preferential sampling and force bias, we have employed a selection scheme in which the solute has an eight times higher selection probability with respect to the selection probability of the solvent molecules. When the particular studied property is strongly related to the solute-solvent interactions, the employment of a selection rule in which the solute is moved as much as possible is important in improving the statistics and the convergence.39 Availability of such enhanced solute selection schemes in calculating the solvation free energies is probably the most important advantage of the Monte Carlo simulation method over the corresponding molecular dynamics method.
IV. QUADRATURE INTEGRATION
As we have shown in Ref. 7, the TI approach using Gaussian quadrature integration with four to nine points were quite successful in studying the solvation free energies at different conformations of a small biomolecule. Based on this success and on the results reported in the following sections, we propose to incorporate the analytical theory developed in this report into the TI approach to calculate the solvation free energies using quadratures. This section gives the details of how this incorporation can be achieved, and states a particular integration scheme which will be employed later in this report.
As is shown in Sec. II A 1, and also in Sec. V, the analytical theory is valid up to A,,, and typical values of A,, for realistic systems are smaller than 10e6. This approximately corresponds to the first Gaussian quadrature point with exponent k=4. Let us say that an n-point Gaussian quadrature is chosen to perform molecular simulations, and various TI integrand terms corresponding to different solutesolvent interaction contributions, namely 5 with i = 12, 6, and 1 in this report, are calculated. In the most straightforward implementation, the simulation results at n different X points can be supplemented by analytical results at p small h points. Overall n+p results can then be fitted to a certain functional form, or (n +p)-point quadrature integration can be employed. The drawback of this approach is that the first root point of the Gaussian quadratures is generally very small and additional use of analytical results at p additional very small X points would bias the integration toward the small X range. Another drawback is that when two of the root points are very close to each other, the errors arising from the statistical fluctuations produces unphysical oscillations in the resulting polynomial fit to the integrand. Simulations at very small X generally carry the largest statistical error, and therefore, the mismatch between the results at two very close adjacent points may be considerable. Due to the statistical fluctuations, this type of mismatches between two simulation results, or a simulation result and an analytical result, is actually unavoidable. When this mismatch happens, forcing the fitting polynomial to go through all the data points (as in quadrature integration) gives rise to pronounced oscillations in the polynomial fit.
To avoid these complications, we propose and implement the following approach. The simulation Bt the first root point of the n-point Gaussian quadrature is simply omitted, and the n -1 simulation results are supplemented by the analytical result at h=O, which is exact. This approach again results in an n-point quadrature approach. But this time, since the first root point is replaced with zero, the choice of the sampled coupling parameter points results in a modiJied Gaussian quadrature integration. Analytical expression for the TI integrand simplify considerable at X=0, and may be calculated using Eqs. (10) and (20). If k,*=4 and k,>O, Eq. (10) gives
and, using Eq. (20) -0, and as assumed @7,(X=0) =O. Since one of the simulation points is omitted, this approach also allows for some savings in computational expenditure. For example, for the five-point quadrature TI, the savings is roughly equal to 20%. In this report, we employ five-point quadratures, and compare the performance of the Gaussian quadratures with its above stated modified form. The root points and the integration weight coefficients for both cases are tabulated in Table II. V. LIMITING BEHAVIOR A. Soft sphere and LennardJones solutes
In Table III , the results for the solvation of a single site Lennard-Jones (LJ) solute are reported and compared to the solvation of a soft sphere (SS) solute. Note that these two solutes have the same Cl2 parameter, but C6=0 for the SS solute (Table I) . Comparison of the SS and LJ results reveal that, as expected, Y12 for the LJ solute lies slightly above the one for the SS solute. The existence of the negative l/P solute-solvent energy term for the LJ case allows the solute to come closer to the solvent molecules, thus sampling more of the higher llr12 solute-solvent energy range. Since the Y12 contribution is proportional to the l/r-l2 solute-solvent energy term, the Y12 for the LJ solute is expected to be larger than the .Y12 for the SS solute. But, as predicted by the analytical theory, the inclusion of the attractive l/P interac- Tables VI and VII. tion term has little effect on the contribution of the llr12 interaction term, rL2, which is expected to be nearly equal for both SS and LJ solutes at small )c's. The upper limit for the applicability of perturbation treatment, X,, , for SS and LJ solutes may approximately be obtained by using Eq. (15). Substituting the value for Cl2 (Table I) with r,=1.2 A gives h,,=4.36X10W6
(unless stated otherwise, from this point on in this report, for simplicity, k 12 and k6 are treated as if they are equal to 1). As can be seen from Table III, the agreement between the analytical and the simulation results for XSX,, is well within the statistical error bars which are estimated to be about 3%. The only noticeable exception is Y6 at X= 10m6, for which the difference is 3.5%. Although it may be the result of insufficient statistical sampling, this disagreement is most probably due to the inappropriateness of the perturbation treatment in the analytical theory at this coupling parameter. This conclusion is based on the observations that the performed simulation runs are comparatively long and seem to be well converged. Also notice that the assumed upper bound of the perturbation treatment, Eq. (9), can only be taken as a sensible estimate and its validity needs to be further justified using independent tests. As expected, the agreement between the analytical theory and the simulation results gets worse as A is increased. For example, at X=4.84X10W6, which is slightly larger than the estimated A,,, the disagreement in & values is approximately 10%. This sudden worsening of the agreement between the results when there is a small increase in the coupling parameter implies that the validity criteria employed for the perturbation treatment is actually pretty good, but it may need slight alterations. Therefore, it can be safely stated that the criteria given by Eq. (9) with "some" allowance of indeterminance is a quite successful criteria for establishing the upper bound of the perturbation treatment.
B. Dumbbell and dipolar dumbbell solutes
Possibly the simplest models to study the solvation properties of multisite solutes are dumbbells. As discussed in Sec. II B, the determination of A,, is not unambiguous for multisite solutes. One possibility for estimating A,, is the use of a criterion based on the cavity volumes. This criterion can be justified on the physical grounds that it is the pressure of the solvent exerted on the surface of the cavity that requires the work, and thus gives rise to solvation free energies. Of course other criteria, such as equal energy surface areas, may also be employed. Since we are only interested in a rough Amax criteria, and since it is conceptually simpler and easy to implement, we prefer to utilize the A,, values obtained by using the criterion based on the cavity volumes.
To obtain the desired approximate relation, we start with Eq. (10). For small PV, (e-pV)o~( 1 -gV),= 1 -pu,F(3/4), 
Depending on the amount of overlap between site cavities of the dumbbell solute, the factor 500 appearing in Eq. (32) can have values between one (completely overlapping dumbbell site cavities) and two (nonoverlapping cavities). For some small molecules, analytical formulas to calculate the volume of overlapping spheres exist,'7,23*35 but, its implementation gets complicated as the number of sites increase. Note that the solute sites are kept apart by the chemical bonds and the involved site cavities are relatively small, therefore, a likely value of cpo should be closer to two. Since we are only interested in an approximate upper bound, the use of the most conservative estimate (cp~=2) would be safer in establishing the coupling parameter range for which the perturbation treatment should be valid. Using the A,, for LJ solute, and using (PD=~, we obtain Amax,D w 2.7 X 10m7 as the upper bound estimate for dumbbell solutes. In the analytical theory calculations for DD solute, it is implicitly assumed that (Sec. II C), for very small A, the contribution of the solute-solvent Coulomb interaction to the solvation free energy vanishes. Because of this assumption, and since they have the same short range potential parameters, the analytical theory results for UD and DD solutes are the same.
As in the case of LJ and SS solutes, the agreement between the analytical theory and the simulation results (Table  IV) is quite satisfactory within the valid A range implying a good enough convergence of the numerical calculations. At A= 10-s, MC and analytical results are in agreement within the statistical fluctuations. Similarly, for A= 10e7mA,, , 5, results are well within the error bars. As in the case of LJ solute, disagreement between the r6 results, 4.6%, is worse when compared to 9'$ results, but an uncertainty of this magnitude is not unusual in solvation free energy simulations.40 When X is further increased to 10-6(>&,,,), the disagreement between the analytical and simulation results becomes quite large, as expected.
Comparison of UD and DD results (Table IV) shows that the existence of the solute-solvent Coulomb interaction for the DD solute has only a slight effect on the contributions of the shorter ranged terms to the TI integrand. Especially the contribution of the rm6 interaction term, &, is almost unchanged. Although there is a small but noticeable change in &, 2% at X=10e7, this difference between UD and DD results is still less than the statistical fluctuations and cannot be conclusive. This observation strongly supports the validity of the underlying assumption of the analytical theory in regard to the effects of the solute-solvent Coulomb interaction as discussed in Sec. II C.
C. Alanine-dipeptide solute
To further investigate the limiting behavior of solvation free energies, simulations were performed at a few coupling parameter values for the alanine-dipeptide solute at C, and L~R conformations with the results tabulated in Table V . Comparison of the analytical theory with the numerical method can be used to test if the thermodynamic integration approach is capable of retaining the correct limiting behavior, and if the analytical theory is appropriate to study the solvation of this relatively complex system. As in the DD case, analytical theory calculations assume that the contribution of the solute-solvent Coulomb interaction to the solvation free energy and to the TI integrand vanishes. The solvation properties of alanine-dipeptide were studied in detail in an earlier work,7 and it was numerically shown that the contribution of the Coulomb interaction term to the TI integrand vanishes at the small X limit (see Figs. 4 and 5 of Ref. 7). Table V further shows that, at small X's, contribution of the solute-solvent Coulomb interaction to the TI integrand is almost zero for both C7 and aR conformations. This vanishing of the solutesolvent Coulomb interaction contribution further justifies the underlying assumption of the analytical theory.
An analysis4' similar to the one given in Eqs. (31) and (32) for UD and DD solutes estimates (ppe+,=9.2, and establishes the upper bound for the perturbation treatment as P&mx,pep~ hmx,LJ or as hmaxpep=6X lo-".
(33) Table V reflects that, at A= IO-", the disagreement between the simulation and the analytical results is about 2%. This is to be compared to the statistical fluctuations in the simulations which are roughly 4%. But as h is increased, the agreement between the numerical and the analytical results rapidly worsens, becoming approximately 6%, 9%, and 14% for X=10-'* lo-", and lo-", respectively. There are two possible souices of this rather large disagreement. Fist is the possibility that the phase space is undersampled in the numerical methods. The second and the more likely case is due to the omission of the Coulomb interactions, especially that of the hydrogen sites, in the analytical theory.
The results of Tables IV and V justify that, for small enough X, the overall contribution of the solute-solvent electrostatic interaction to the solvation free energies and to the TT integrand can be neglected as is done in the analytical theory. Because of this neglect, it is intrinsically assumed in the analytical theory that the water hydrogens do not play an explicit role in the expulsion of the water molecules from the cavities formed by the solute molecule, and it is also assumed that the water molecules around solute sites can have any orientation. These deductions follow from the model used to represent the water molecules, in which the partially charged hydrogen sites do not have any short range repulsion cores around them. Due to the complex structure of the dipeptide molecule, the charge interaction between the water hydrogens and the dipeptide sites would prohibit the water molecules from having certain unfavorable orientations (especially when they are in the solute pockets). However, these orientational effects are overlooked in the analytical theory. These additional effects coming from the solute-solvent Coulomb interactions are expected to vanish as A-+0 as discussed in Sec. II. The effects of the electrostatic interactions of the hydrogen sites can be mimicked in the analytical calculations by assigning very small cores to water hydrogens. This makes the solute sites "see" the water hydrogens, and, if the assigned hydrogen cores are tiny, the overall modeling of the solute-solvent interaction would be left almost unchanged. Assignment of very small repulsion core parameters to water hydrogens is in effect equivalent to considering the analytical theory to be valid up to a smaller cavity radius,30 r, aO.75 A. Thus a different A,, could be derived, and the new A,, would be considerable smaller than the one obtained in Eq. (33). In fact, the use of r-,=0.75 A establishes the upper bound of validity as A,,,pep=2X 10-12, below which the observed agreement between the analytical and the molecular simulation results is very good. This observation strongly points to the effects of the solute-solvent charge interactions.
Based on the results for the aqueous solvation of alanine-dipeptide, it can be safely concluded that the analytical theory developed in this report using the concepts of scaled particle theory can be used for studying the solvation properties of complex and of site-charged solutes. But, whenever complex solutes with charged interaction sites are involved, a much more conservative range of validity criteria may need to be employed.
Another outcome of the analytical theory for the multisite solutes, as discussed in Sec. II B, is that as A-0, the corrections to the TI integrands coming from the additional solute sites [Eqs. (23)- (26)] asymptotically vanish. This effectively gives a.n independent set of solute sites. Therefore, as long as the same short range site potential parameters, Cl2 and Cgr are used in studying the solvation properties of a certain solute at different conformations, then the asymptotic limiting behavior should be independent of conformation. This provides an additional test of the convergence of the molecular simulations. In our alanine-dipeptide test case, the interaction potential parameters are the same at both C7 and c~ conformations. As Table V reflects, for small enough A, the simulations at these two different conformations are in very good agreement with each other, thus confirming the success of the analytical theory in predicting this particular aspect of solvation.
VI. TEST OF GAUSSIAN QUADRATURES
In some recent contributions from our laboratory,7,25*42 we have shown that Gaussian quadratures capture all the essentials of the TI integrand, and quadrature integration can be successfully utilized in taking the required integrals to obtain the solvation free energies. The most important advantage of quadrature thermodynamic integration over comparative schemes such as slow growth is that simulations are necessary at only a few coupling parameter points which makes it an economical method.
One intrinsic problem with quadrature integration is that a certain functional form is assumed from the beginning, and the results are fitted to that form. For example, in Gaussian quadratures the integrand is fitted to a polynomial. The actual TI integrand is of course much more complex, and its functional form for the whole A range is mostly unknown. For the small A range, our analytical derivation actually gives some clues regarding the functional form of the TI integrand. Using Eqs. (10) and (20) It was shown that the use of k12>4 was important in eliminating the divergencies from the integrand function. Equation (34) shows its other aspect: when k = k,, = k6 = 4 (kA=2), the TI integrand is an exact polynomial. Hence, the use of Gaussian quadrature would be appropriate. This analysis also predicts that if the set k = k , 2 = k6 = 1 (kA= l/2) is employed, the resulting TI integrand is again a polynomial, but this time for the variable Au4, and the TI integrand has an overall multiplying A-1'4 factor making it divergent at X=0. Therefore, even though the divergent factor can be accounted for analytically, as done in Ref. 43, for k= 1, a blind application of Gaussian quadratures should be avoided. Alternatively, a variable change from A to A1'4 can be made, and Gaussian quadratures can subsequently be used. This section discusses these points.
To test how well the Gaussian quadratures perform in evaluating the required integrals, we did some additional MC simulations for SS, LJ, UD, and DD solutes. Two different sets of five-point Gaussian quadratures with equal k exponents were used.44 Also simulations were performed for each fuZZ solute, i.e., at A=l. Tables VI-IX present the results of these additional simulations. These simulations combined with the ones at smaller A's (Tables III and IV) add up to a total of 13 simulation points for LJ and SS solutes, and to a total of 14 simulation points for UD and DD solutes.
For each solute, the combined set of MC simulation results were first least-square fitted to the functions45 Nj A3'4T12=a 12,0+ C a12,jAi'4y j=l Nj k1'4~6=U6,0+ 2 U6,jhj14, j=l (35) and then analytically integrated from zero to one to obtain the solvation Helmholtz free energies. Results of the analytical theory at A=0 were used for the constants a12,o and ag,a to assure that the fitting functions have the correct limiting behavior, and the series expansion was truncated at Nj=8. A simple calculation, Eq. (30), gives aiz,s=0.958 kcal/mol for SS and LJ solutes, and 1.915 kcal/mol for UD and DD solutes. Similarly &s#= -2.862 kcal/mol for the LJ solute, and -5.723 kcal/mol for UD and DD solutes. Varying Nj between 6 and 11 did not have any considerable effect, and the change in solvation Helmholtz energies calculated with different Nj's was at most 0.05 kcal/mol for all the solute cases. These "correct" values were then compared to Gaussian quadrature integration results.
As discussed above, the use of k = 1 results in divergent TI integrands. For this reason, five-point Gaussian quadrature with k = 1 results were integrated in two different ways. The first way involves a bold application of the quadrature integration ignoring the divergence, which is obviously the wrong approach to integrate an improper function (in Tables VI-IX, the label for this approach is k = I, method I). In the second approach (with label k = 1, method II) K the total TI integrand, was first multiplied with X3'4 to eliminate the divergence. The corresponding integrand was then generated using the five-point Gaussian quadrature fit polynomial. The resulting polynomial function was later multiplied by Am3" to account for the initial correction and then analytically integrated. For k=4 results, we again used two different ways to perform the quadrature integral. The first way (with label k=4, method I) is the usual direct application of five-point Gaussian quadrature integration. The second approach uses the scheme reported in Sec. IV To briefly summarize, the first quadrature A root point was replaced with X=0, and the analytical results at A=0 were utilized to obtain the equivalent modified Gaussian quadratures. The results of this approach is labeled as k=4, method II. When compared to the solvation free energy results obtained using the set of all the MC simulation points and the analytical result at X=0, the results (Tables VI-IX) for each studied solute clearly show that both five-point quadrature integration approaches with k=4 perform superbly. It is important to note that the exact solvation free energies are not known, and the results obtained by fitting to all MC simulation points can only be taken as the "best estimated" values. For this reason, small deviations from these results cannot be completely conclusive. Both approaches (methods I and II) with k=4 seem to be performing equally well, and the deviations from the correct results are much smaller than the statistical errors which are estimated to be about OS-O.8 kcal/mol depending on the solute and the exponent employed. This success is mainly due to the fact that the use of k=4 results in a better sampling of low A range, and therefore, to the correct estimation of the divergent behavior. Another not so surprising outcome is that, if k = 1, a straightforward application of (five-point) Gaussian quadratures (method I) performs very poorly. But the results of the second method with k = 1 described above are considerably better which is ought to be expected, because the divergence of the integrand is accounted for from the beginning.
The overall outcome of this section reinforces earlier conclusions that in order to obtain accurate and reliable quantitative results for the solvation free energies using the TI method, it is very important to choose a thermodynamic path which avoids the singularity at A-O. It is equally important to choose a fitting and integration scheme which can properly represent the integrand. As is shown with examples here, the analytical theory developed in this report can be combined with numerical simulation methods via a combination scheme introduced in Sec. IV to achieve improvements in correct characterization of the limiting behavior at small coupling parameters, and at the same time to achieve some savings in computational expenditure.
VII. SUMMARY AND DISCUSSION
Using the concepts of scaled particle theory, an analytical method is developed to study the limiting behavior of solvation free energies. The derivation is based on a perturbation-type treatment, and successfully incorporates the effects of the weakly attractive dispersion interaction between the solute and the solvent molecules. An approximate criterion for the upper bound of validity for the perturbation treatment is established in terms of the interaction potential parameters, and the possible shortcomings of the validity criterion are investigated.
In the first paper of the series,7 we have shown that the use of a polynomial path TI (PP-TI) makes it possible to "linearize" the integrand hence lowering the integration errors in free energy simulation studies. The focus of this earlier work was the whole coupling parameter range, and it was shown that the curved nature of the TI integrand (and the solvation free energy as a function of A) is mainly due to the Coulomb interactions. In this work, the limiting behavior of the solvation free energies is analytically determined. As is shown, the Coulomb term does not have any important role in the limiting behavior which is essentially determined by the shortest ranged interaction term. In this respect, this study complements our previous work. Therefore, combining the achievements of both works, i.e., using PP-TI to linearize the integrand and incorporating the analytical theory to ob-tain the correct limiting behavior, would further minimize the integration errors. Although only the equal k exponents are used in this report, the analytical theory is derived for an arbitrary combination of exponents, thus, it can be used as easily in the PP-TI approach which employs a mixedexponent set.
Coulomb interactions. Based on the results of the alaninedipeptide study, when "coreless" proton sites are involved, or when strong orientational correlations may exist, we suggest to use the analytical theory only at extremely small values of the coupling parameter.
The analytical theory also introduces an independent test for the convergence and the appropriateness of the simulation method employed, where the latter has been a major concern in free energy simulations.'-@ As the comparison of the analytical theory and the numerical results indicate, the use of the thermodynamic integration method to calculate the solvation free energies is quite successful in accounting for the predicted divergence. This finding supports the previous observations that the thermodynamic integration method using (five-point) Gaussian quadratures with k,,>4 is a robust, powerful, and economical method for studying the free energy of solvation. The theory developed in this report will make it even sounder by assuring the correct limiting behavior of the integrand. As is shown in Sec. IV, the analytical theory results at X=0 can be used as the first root point of a quadrature integration, thereby further lowering the computational expenses. An equally useful application of the analytical theory would be the comparison of the numerical result at X=0 determined by extrapolating the simulation results to that of the analytical result at h=O. This comparison would form an independent test criterion for the convergence of such molecular simulations.
Note added in proofi After the work has been completed we came across Ref. 46 also dealing with the analysis of the singularity discussed in this report but using an alternative approach.
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APPENDIX A
Perturbation treatment formulation
Comparison of different integration schemes shows that Gaussian quadrature with exponents k,,=4 and kA>O is quite successful and should be the preferred choice. The poor performance of a bold application of Gaussian quadrature integration with exponents k 12 = k, = 1 clearly shows the importance of properly accounting for the divergence of the TI integrand. Another important outcome of this study is that when creation of particles are involved, it is important to sample the low coupling parameter values with more weight. For example, the approaches k=4, method I and k = 1, method II discussed in Sec. VI both take into account the divergent behavior at X=0. The major difference between these two approaches is in the selection of the quadrature root points at which molecular simulations are performed.
Comparison of these two approaches show that k =4, method I which samples the low X range with more weight is more successful than the k= 1, method II approach. This is an important point to consider in designing future simulations.
In this appendix we give a detailed derivation of Eqs. Although, the new analytical theory is incapable of incorporating the solute-solvent Coulomb interaction, using physical arguments and deducing from earlier results, some assumptions about the role of Coulomb interaction in the asymptotic limiting behavior are made and tested using molecular simulations. For this the aqueous solvation of a dipolar dumbbell solute and of alanine-dipeptide at two different conformations were studied. For charge neutral solute and solvent molecules, analytical theory predicts that the Coulomb term should not effect the asymptotic limiting behavior. The results of the studied cases confirm the predictions of the analytical theory, and thus justify the validity of its underlying assumptions in relation to the treatment of solute-solvent whereB12 = C12Xk12/r~2, B6 = C6Xk6/&indv,=4~r~13 iS the volume of the spherical cavity. Note that B,,=l if rc is defined as in Eq. (9). But, to reserve generality of the derivation, we assume an arbitrary definition for rc in the rest of this Appendix. Also note that B,, always appears in combination with the cavity volume as v,B !';', and therefore, there is no explicit rc dependence in any of the final results.
Let us define the gkneralized integral 
where z = -B6 / &, and I'(V) is the gamma function. The parabolic cylinder functions may be expressed in terms of the degenerate hypergeometric functions, cP(a,,y;z) [Ref. 27, p. 1064, Eq. (9.240 For the k,<O case, the generalized integrals Z,(B12, B6) are again finite, and their asymptotic expressions can be obtained (see, e.g., Sec. 19 of Ref. 28, or Sec. 9.246 of Ref. 27) . But these asymptotic expressions, and the resulting expressions for (e-PV)o and for z are relatively complicated. Since our main interest is in using exponent sets for which k,>O, the k,<O case is not pursued in this report.
Thermodynamic integration integrand
To calculate the numerator factors in Eqs. (19), the ensemble averages (r -me-Bv)o with m=6 and 12 are needed. These averages are already calculated in the first part of this Appendix. After some straightforward algebra, the numerators in Eq. (19b), HI2 and He, can be expressed as tions [Ref. 27, p. 1058, Eq. (9.210.1)] APPENDIX B @(cY,y;y)= lf ;;+ cu(aSl)y2 . y(y+1)2! + LY(a+l)b+2)y3+*** y(y+ l)(r+2) 3! (AlO will prove to be useful. Making use of the expansion for the degenerate hypergeometric functions, as given above, we derive a series expansion for the required ensemble average This appendix deals with the purely repulsive potentials of the form PV = AknC,lr" for n>3. As in the case of the 6-12 potential (Appendix A), the following variable changes simplify the derivation: B, = AknC,lrz, s=r/r, , and X'S -nf2. As in Appendix A, B,= 1 if the cavity radius is determined by using the criterion pV= 1. To reserve generality of the derivation, we again assume an arbitrary definition for rc in the rest of this Appendix. Following the steps of Appendix A, it is straightforward to show that 
