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Synthetic aperture radar (SAR) can measure the phase 
with antenna and microwave, which cannot be directly 
extended to visible light imaging due to phase lost. In this 
letter, we reported an active remote sensing with visible 
light via reflective Fourier ptychography (FP), termed 
coherent synthetic aperture imaging (CSAI), achieving 
high resolution, wide field-of-view (FOV) and phase 
recovery. A proof-of-concept experiment was reported 
with laser scanning and a collimator for the infinite object. 
Both smooth and rough objects are tested, and the spatial 
resolution increased from 15.6 μm to 3.48 μm with a factor 
of 4.5. The speckle noise can be suppressed by FP 
unexpectedly. Meanwhile, the CSAI method may replace 
the adaptive optics to tackle the aberration induced from 
atmospheric turbulence and optical system by one-step 
deconvolution.  
The spatial resolution in the traditional passive remote sensing is 
defined by the optical aperture with the formula of 1.22λf/D, where 
λ denotes the center wavelength, f is the focal length, and D is the 
diameter of aperture [1]. The standard strategy to improve the 
resolution is to scale the size of the lens up from the optical design 
perspective, while it imposes geometric aberrations to the system 
that thus more optical surfaces would be required to optimize 
aberrations in turn. In optical lens construction, it would be very 
challenging with the constraint of a finite load. An active remote 
sensing technique, termed synthetic aperture radar (SAR), can 
directly measure the full complex field by the antenna with 
picosecond temporal resolution and obtain a higher spatial 
resolution with virtual aperture synthesis [2, 3]. Using visible light 
will have higher resolution according to the above formula, 
however, to make a comparable measurement using visible light, a 
detector would have to continuously record information with a 
temporal resolution higher than one femtosecond, a requirement 
well beyond the capabilities of modern devices. As such, current 
camera sensors record only the intensity of the incoming optical 
field, and the phase information is inevitably lost. 
Fourier ptychography (FP) or Fourier ptychographic microscopy 
(FPM) invented in 2013 is a promising computational imaging 
technique [4-6], which effectively tackles the problems of phase loss, 
aberration-introduced artifacts, narrow depth-of-field (DOF) and 
the tradeoff between resolution and field-of-view (FOV) 
simultaneously, sharing the root with ptychography [7-10]. FP and 
FPM are corresponding to microscopic and macroscopic 
applications, respectively. Currently, it has found successful 
application in digital pathology and towards the development of 
high-precision quantitative phase imaging (QPI) [11-13], high-
throughput imaging [14, 15], high-speed imaging [16], three-
dimensional (3D) imaging [17, 18], and biomedical applications [19, 
20]. Combined with the reflective FPM [21-24], Dong et al. in 2014 
[25] reported a proof-of-concept experiment toward macroscopic 
imaging with camera scanning, which expands the potential applied 
scenario of FP to active remote sensing with visible light. Compared 
with the microwave in SAR, the visible light would have higher 
resolution. And FP can also extremely increase the throughput of 
remote sensing and provide the extra phase information. 
Subsequently, Holloway et al. in 2016 and 2017 [1, 2], reported and 
completed a long-distance subdiffraction-limited visible imaging 
technique based on FP, respectively, termed SAVI, which extends 
the imaging distance from 0.7 to 1.5 m and the distance can be 
designed freely according to the system parameters. However, the 
achievable imaging range of the SAVI system is limited according to 
commercial off-the-shelf products, which is similar to a finite 
correction system. Besides, the camera scanning scheme will 
change the FOV, resulting in a small overlapped FOV. And the cost 
of the camera array is very high. 
In this letter, we expanded the FP application to active remote 
sensing with visible light, termed coherent synthetic aperture 
imaging (CSAI), to achieve aberration-free, high resolution, and 
large FOV complex field images with laser scanning scheme and a 
collimator for an infinite object. We simulated a scenario with two 
synchronous orbiting satellites in Fig.1(a), one of which is equipped 
with a camera lens and a detector, and the other satellite (cost-
effective CubeSat [26]) is used to carry laser source for angle-varied 
illuminations. No reference beam is required in our system and only 
intensity images are recorded, which greatly reduces the load and 
experimental requirements. As a proof of concept, we simplify the 
simulated scenario as shown in Fig.1(b). A collimator is used to 
simulate the object at an infinite position. In optics, a collimator may 
consist of a curved mirror or lens with some type of light source or 
an image at its focus, which can be used to replicate a target focused 
at infinity with little or no parallax. The combinations of laser 
scanning and beam-splitting (BS) prism are used to realize 
reflective FP. The laser is placed at the focal plane of the illumination 
lens to provide plane wave for the infinite object, ignoring the 
energy attenuation. Therefore, our CSAI system is more in line with 
the actual imaging scenario of remote sensing in space, and the laser 
scanning scheme would be more flexible, cost-effective, and 
compatible with most existing satellite platforms. Note that the 
illumination lens, BS, collimator would disappear in practice (Fig. 
1(a)). The photograph of our system is shown in Fig. 1(c). A fiber-
coupled laser with the wavelength of 650 nm and a bandwidth of 20 
nm for the sample illumination to suppress the speckle noise [18]. 
Then the laser is collimated and expanded by a pinhole and a convex 
lens with the diameter and focal length of 50.8 mm. The optical fiber 
port is fixed on a precise 3D translation stage with a step size of 1 
μm. The side length of the cubic BS prism is 50.8 mm (2 inches), and 
each transparent surface is coated with an anti-reflection coating. 
The focal length and F/# of the collimator is 550 mm and 10, 
respectively, where F/# is defined by f/D. A commercial telephoto 
lens (500 mm focal length, F/# from 6.3 to 50) and an 8-bit industrial 
camera (5.5 μm pixel pitch, 2048 × 2048 pixels) are used in the 
imaging system for recording low resolution (LR) images. For each 
position of laser (row m and column n) and its illumination wave 
vector (kx,m,n and ky,m,n), the LR images are given by: 
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where -1 is the inverse Fourier transform, O denotes the Fourier 
spectrum of the sample’s transmission function o, P(kx, ky) is the 
coherent transfer function (CTF), which acts as a low-pass filter of 
an imaging system, and (kx, ky) are the two-dimensional coordinates 
in frequency domain with respect to (x, y). 
 
Fig. 1. Schematic and experimental photograph of the CSAI system. (a) 
The scenario of our CSAI system. (b) Simplified CSAI setup. (c) 
Photograph of our CSAI system.  
In microscopy via reflective FPM, Guo et al. [22] in 2016 added a 
circle of an additional LED array outside the objective lens to exceed 
the resolution limit of 2-fold of traditional reflective FPM [21]. 
However, because the system needs two groups of LED arrays, 
there is a sudden interval of the illumination angle. In 2016, Pacheco 
et al. [23] presented to use the traditional lens as the objective lens, 
so that the aperture diaphragm of the objective lens can be placed 
outside the illumination path, and only one LED array can be used. 
However, the scheme is not practical because it cannot use a 
traditional objective lens to obtain the dark field images, which is 
different from the modern microscopy. And Inspired by our digital 
spherical condenser scheme [14], Lee et al. [24] went back to the 
original two-group LED array scheme, and reported to use a 
parabolic mirror with an LED array placed at the object plane or 
even further away, which can achieve higher resolution with higher 
illumination efficiency and eliminate the interval of illumination 
angle between the two LED arrays. In fact, the challenge in reflective 
FPM is the limited working distance, so that a BS cannot be placed 
between the objective lens and specimen, and the system is 
inevitably complicated. While there is enough working distance in 
front of the collimator to place a BS in our system for macroscopic 
imaging. As a result, the system can be simplified extremely. 
The performances of the CSAI method are demonstrated with a 
USAF resolution target in Fig.2. In our design, the F/# of the 
telephoto lens is set to 24 (i.e., initial 0.019 NA). The step size of laser 
source is set as 0.4 mm and 17×17 LR images are captured, 
corresponding to the overlapping rate of 70% and illumination NA 
of 0.089 in FPM [14]. The final synthetic NA is 0.108, and it can be 
adjusted by changing the distance between the laser and sample. 
The detailed recovery procedure can be found in [4, 5]. The entire 
FOV of a raw intensity image with normal illumination is shown in 
Fig. 2(a). As shown in the close-up of the raw data (Fig. 2(a1)), the 
minimum feature that can be resolved is group 5, element 1, namely 
the resolution of 15.6 μm. With our CSAI method, the intensity and 
phase of reconstructions are shown in Figs. 2(a2) and 2(a3), 
respectively. And their close-ups are shown in Figs. 2(b2) and 2(b3). 
The smallest resolvable feature is improved to group 7, element 2, 
namely the resolution of 3.48 μm, which is 4.5 times higher than the 
original system. This experiment verified our prototype platform 
that can achieve HR, wide FOV, and phase recovery for remote 
sensing.  
 
Fig. 2. Performances of the CSAI platform for the smooth object (USAF 
resolution target). (a) An entire FOV image captured by the CSAI 
platform. (a1, b1) Enlargement of the raw image. (a2, b2, a3, b3) 
Intensity and phase reconstructions and their close-ups, respectively, 
where the feature of group 7, element 2 can be clearly resolved. 
In the actual remote sensing, generally, the target is optically 
rough surface with diffuse property, which will lead to serious 
speckle noise. In the past published papers in FPM, there are few 
studies on diffuse targets. As a demonstration, we selected a paper 
money of 100 CNY as the specimen. The F/# of the imaging lens is 
set to 50 (initial 0.0091 NA). The rest conditions are the same above. 
The final synthetic NA is 0.047. Figure 3(a) shows the entire FOV of 
LR raw image of 100 CNY. And two close-ups (green and orange 
regions) are shown in Figs. 3(a1) and 3(a2).  The reconstructions 
with our CSAI system are shown in Figs. 3(b1) and 3(b2) 
correspondingly, while the ground truth captured by our system 
with aperture size of 50 mm (corresponding to NA 0.045) is shown 
in Figs. 3(c1) and 3(c2), respectively. The resolution of the 
Pentagram area (green region) and tower area (orange region) is 
significantly improved. In particular, the texture is very clear. And 
the speckle noise caused by the diffuse surface of the target is 
obviously suppressed unexpectedly, compared with Figs. 3(a1, a2) 
and Fig. 3(b1, b2).  
 
Fig. 3. Reconstructions for the rough object (100 CNY). (a)An entire FOV 
of raw image captured by our CSAI platform. (c) Image acquired with 
larger NA, which is almost equivalent to the CSAI synthetic NA of 0.045. 
(a1, a2) Close-ups of two different sub-regions. (b1, b2) The 
corresponding reconstructions. (c1, c2) The corresponding regions of 
ground truth. 
In addition, the CTF of our system can be recovered by the FP 
algorithm, therefore, it may provide a method to replace the 
conventional adaptive optics to tackle the aberration induced from 
the atmospheric turbulence and optical system via one-step 
deconvolution [19]. In order to verify the accuracy and feasibility of 
the reported method, we captured an image of USAF target with 
incoherent illumination (Fig.4(a)), and its close-up is shown in Fig. 
4(b). The recovered CTF of this region via the CSAI method is shown 
in Figs. 4(c) and 4(d). And the point spread function (PSF) 
distribution of the optical system (Fig. 4(e)) can be given by [1]: 
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Then the incoherent image is deconvolved by the PSF as follows 
[19]: 
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where I(kx, ky) is the Fourier transform of incoherent illumination 
image, and δ is regularization parameters and set to 0.01 in our 
experiment, superscript * denotes conjugation, OTF denotes optical 
transfer function, which can be calculated by [1]: 
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The result of the deconvolution with the PSF result is shown in 
Fig. 4(g), while Fig. 4(f) provides the result of blind deconvolution as 
a reference. The PSF used in blind deconvolution is an ideal value 
calculated directly from the optical aperture. The line profiles of 
group 5, element 3 in Figs. 4(b-g) are shown in Figs. 4(b1-g1), 
respectively. Compared with blind deconvolution, the contrast in 
the deconvolution result with our PSF is obviously improved, which 
indirectly proves the correctness and feasibility of the optical 
aberrations recovered by the CASI platform. 
 
Fig. 4. Indirect verification of the aberrations recovered by our CSAI 
platform. (a) Entire image captured by the same system with incoherent 
illumination. (b) Close-up of the central region. (c-e) The amplitude and 
phase of recovered CTF, and the calculated PSF. (f) Blind deconvolution 
result. (g) The PSF deconvolution result. (b1-g1) Line profiles of group 
5, element 3 in Figs. 4(b-g). 
In conclusion, a low-cost CSAI platform toward active remote 
sensing via reflective FP is designed and verified, achieving HR, wide 
FOV, and phase recovery. Both smooth and rough objects are tested, 
and the spatial resolution is improved with the factor of 4.5. The 
speckle noise can be suppressed by FP unexpectedly. Meanwhile, 
the CSAI method may replace the adaptive optics to tackle the 
optical aberration. It shows the potential to be applied in remote 
sensing. We also notice other challenges in our system, such as laser 
energy attenuation, ambient stray light, target motion, and satellite 
orbital stability, which are expected to be the subject of future work.  
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