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ABSTRACT
Three related methods are presented for determining the least-cost
generating capacity investments required to meet given future demands
for electricity. The models are based on application of large-scale mathe-
matical programming decomposition techniques. In the first method, de-
composition techniques are applied to linear programming models such as
those presented by Anderson (Bell Journal of Economics, Spring 1972).
An important result is that the subproblems, representing optimal operation
of a set of plants of given capacity in each year, can be solved essen-
tially by inspection. In the second method, decomposition is applied to
an equivalent non-linear programming model, with the same result that the
subproblems are very simple to solve. The third method extends the second
to include the probabilistic simulation technique of Baleriaux and Booth
(IEEE Transactions on Power Apparatus and Systems, Jan.-Feb., 1972), which
determines the optimal operating costs when plants can fail randomly.
Though the model is non-linear, the subproblems involving the probabilis-
tic simulation can be solved without using non-linear programming.
1. Introduction
A paper by Anderson [1, presents a survey of models used in the
electric utility industry for planning investments in generating capacity.
Anderson does not discuss solution procedures for the models he presents;
however, he does point out that the larger models are not efficiently
solved by standard mathematical programming algorithms, and he shows how
reformulation may increase the computational efficiency of some models.
In this paper, we will show how mathematical programming decomposi-
tion techniques can be used to efficiently solve models like those pre-
sented in Anderson's paper. We will be concerned with three particular
types of models - a linear or mixed-integer program, a nonlinear program,
and a stochastic non-linear program. We will use comparatively simple
models, which lack many of the institutional and engineering details
found in planning models in actual use, in order to demonstrate the tech-
niques and to illustrate their underlying mathematical and economic
significance. However, we believe that these techniques are generally
applicable to the more complex models in actual use.
In order to properly state and discuss the models, a great deal of
notation is necessary, and we ask the reader to bear with us. We generally
follow the notation established in Anderson's paper.
Define the planning horizon as the time interval t = 0 to T. Let
Xjv be the power capacity of a plant in the system, where j = 1,...,J
denotes the type of plant (nuclear, fossil/steam, hydroelectric, gas
turbine, etc.), and v denotes the vintage, or year of commissioning
(since the planning horizon begins at t = O, -V < v < 0 will indicate
initially available plants, so that Xjv is given data, while 0 < v < T
2.
will indicate plants yet to be built, so that Xv is a decision variable).
Let Ujv(t) be the instantaneous power output of the plant,
Define Qt as the instantaneous power demand, or load on the system.
The pattern of demand over a period of time is shown in the load duration
curve for that period, a function G(x) which gives, for any level of
load x, the amount of time during which the load exceeds x.
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It will be convenient, also, to use another indexing scheme to identify
the plants, known as the merit order, in which the plants available in
period t are indexed in order of increasing operating cost. The merit
order may be different in each period as new plants become available,
old plants wear out, and operating costs change. It will be shown below
that the optimal operating policy as the load rises is to bring plants
on-line in order of increasing operating costs, that is, in merit order.
Define the indicators 6J equal to one if the plant indexed byjv
(j,v) is the ith plant of the merit order in period t and zero other-
wise. Define
it Z t
J-1 v--V
Note the following properties:
it
jv jv
J t
i) Z Z 6 1;
1-l v--V jv
It .
ii) i J 1;
il j
iii) 6 = O for v > t;jv
only one plant can occupy the ith
position in the merit order.
if v < t, a given plant (j,v) can
occupy only one position in the merit
order in period t.
a plant with vintage v > t has not
been built yet and cannot appear in
the merit order in period t.
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iv) Let Fjv(t) be the operating cost per unit of energy output
of plant (J,v) in period t. Define
it J t
Fit = 7 6itF (t).
j =1 v=-V
Itt
Then FIt F 2 t< ... < F by definition of the
of the merit order.
vit )it t it
v) X t = ? Z x + E 6 X
j=1 v--V V 1 v1 jv=l j
where the first term is given data and the second term
is decision variables.
We shall now state the problem which will concern us. Generally,
it is to minimize the total capital and operating costs of the generating
system over a planning horizon from 0 to T, subject to certain constraints.
The operating costs of plant (,v) over the interval t = 0 to T are
given by
T v(
F (t).U (t)dt,
and if Cjv is the capital cost per unit of capacity for plants (,v) yet
to be built, the objective, consisting of total capital and operating
costs over the planning horizon, is to
J T +IT J t
minimize CVXjv + (t)U (t)dt.
J=l =l j=l v -V
The integral can be replaced by a discrete sum to give
J T T P J t
minimize Z C X + Z Z Z Z F jvtpUjvtp
J=1 v1 jv Iv t-l pl =1 vT-V
where F jvtp Fjv(t).ep
(1.1)
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The first constraint is that the instantaneous power output of a
plant may not exceed its capacity
0 < Ujvtp < Xjv t = 1,...,T j = 1,...,J (1.2)
p = 1,...,P v = -V,...,T
The second constraint is that instantaneous power demand must be met
J t
Uvtp t = 1,...,T (1.3)
J=l v=-V
p= 1,...,P
These are the basic constraints of the model. There are additional con-
straints which will be considered in special cases below.
The first type of additional constraint has to do with hydroelec-
tric power. The simplest such constraint limits the total amount of
hydroelectric energy generated in each period t
p
Z Uhvtp vt = hydro = h (1.4)
p1l hvtp- Vt
where the limit Hvt is determined by water inflow and alternative water
uses. Hvt may be given, or it may be a decision variable itself,
generating additional cost terms in the objective function and additional
constraints. More complex constraints may be generated by inclusion of
pumped storage facilities.
Secondly, there may be additional constraints on the capacity
variables, Xjv. It is common to require the capacity variables to be
integer-valued, indicating the discrete plant sizes available and dis-
crete sites available to build them. In addition, if the capital costs,
C.j, are not linear, but instead convex, functions of capacity, these
functions may be approximated linearly, generating a mixed-integer pro-
gram with additional constraints.
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Finally, there may be constraints, called "guarantee conditions,"
which limit the loss-of-load probability (probability that demand cannot
be met) due to plant outages, unexpected peaks in demand, and so on.
Often, these constraints are handled by reducing the capacity of each
plant by an "availability factor" and by increasing apparent demand by
a "reserve margin." However, in the stochastic model of Section 4, we
discuss a more realistic mathematical formulation.
Having stated the problem, we will now discuss three solution pro-
cedures, based on mathematical programming decomposition techniques.
In Section 2, we discuss the use of Benders' decomposition on a linear
model. In Section 3, we discuss a deterministic, non-linear model. In
Section 4, we discuss a similar non-linear model which is stochastic
and includes the guarantee conditions.
7.
2. Use of Benders' Decomposition
In this section, we show how to use Benders' decomposition to efficient-
ly solve the problem stated above. A similar model has been solved, also
by Benders' decomposition, in a paper by Noonan and Giglio [8]. Our
model is not as detailed, but we believe that our analysis gives signi-
ficant insight into the economic and mathematical structure of the model.
The problem stated in the previous section falls naturally into two
parts. The overall problem is to minimize the life-cycle costs of build-
ing and operating the utility's generating plant. However, the life-cycle
costs include not only the initial capital outlays but also the cost of
operating the system. The latter can be cast as a subproblem, to find
the minimal cost operation policy for the system.
Consider, then, the subproblem of optimally operating a given set
of plants in period (t,p). We will not include the guarantee conditions
in this problem, and we will defer discussion of the hydroenergy con-
straints until later. The problem is to
J t
minimize Z F jvtp Ujvtp (2.1)
j=l v=-V
J t
subject to Z Z Ujvtp > Qtp (2.2)
j=l v-V
< U < X j = 1,...,J (2.3)jvtp- jv
v = -V,... t
It will be more convenient to use the merit order indexing scheme dis-
cussed above and to restate the problem as
t i i
minimize Z F U i (2.4)
ti=l tp
8.
t
subject to Z Ut > (2.5)
i= tp - tp
i it
0 < U i < x i t (2.6)
Let tp be the dual multiplier associated with constraint (2.5) and
Xi be the multiplier associated with the upper bound constraint in (2.6).
tp
The dual problem then is to
It
maximize Qtptp - Z Xit (2.7)i=( tp
subject t< Fi i = 1,... ,I (2.8)
tp tp - tp t
> 0 Xi > 0 (2.9)
tp - t -
The primal problem can be solved by inspection. By definition of the
merit order, if i < k, then
i k
F <F
tp- tp
i Xit
Therefore the optimal solution is obtained by setting U = X successive-
tp
ly in order i = 1,2,... until constraint (2.5) is satisfied. The last
plant loaded, called the marginal plant, say i = nt, will generally not
operate at full capacity. The optimal solution is
xi t i = 1,...,n t -1
nt-1 t
Utp = kl i - n) tP k=l t
0 i = n + 1,...,It
By complementary slackness, since U < X for i > n
tp t
X ip _ o i > n ttp t
Furthermore, since Ui > 0 for i < n
tp - t
9.
i i
_r -X =F i<n
tp tP t t
Hence, in particular,
n
7T =F
tp tp
and therefore
i n
At =F t F i < n.
tp tp tp t
Consider the economic meaning of the dual solution. The multiplier
on constraint (2.5), rtp' is the marginal cost of increasing demand Qtp'
which is clearly just the cost of operating the marginal plant, the
cheapest plant with slack capacity. The multiplier on constraint (2.6),
i , is the marginal benefit of increasing the capacity of plant i. If
tP'
the plant is operating at full capacity (i < nt), then the benefit is
the difference between the cost of operating this plant and the marginal
plant since added capacity in this plant reduces the needed output from
the marginal plant. If the plant is not operating at full capacity
(i > nt ), then increasing its capacity has no value.
Thus, solving the primal subproblem is simply a matter of deter-
mining the marginal plant, which can be done by comparing the demand
level with the capacities of the plants in merit order. Then the dual
solution can be obtained by a few simple computations. It is not
necessary to use a mathematical programming algorithm, and hence, solu-
tion of the subproblems is very efficient. We will now show how the
solution to the full problem stated in the first section can be obtained by
using the subproblem in a Benders' decomposition.
The basic idea of Benders' decomposition is to divide the problem
into the two parts mentioned above, the optimal investments in capacity
10.
and the optimal operation of the system. Given a set of plant capacities,
the subproblems are solved to determine the optimal operation of the sys-
tem in each period, giving a set of shadow prices on the plant capacities.
These prices are used to compute cost coefficients for the plant capa-
cities, reflecting both their capital costs and their operating costs.
These adjusted cost coefficients are used in a master problem which is
solved to determine the optimal investments in plant capacity. The new
capacities generated by the master problem are inserted into the sub-
problems to determine the new optimal operating scheme, and the solution
proceeds iteratively in this fashion, alternating between the master and
subproblems, until the optimal solution is determined. The advantage of
Benders' decomposition is that it is more efficient to solve the master
and the subproblems individually than to try to solve the entire problem
at once, particularly if there are integer constraints on the capacities.
In addition, at each iteration both an upper and a lower bound on the
cost of the optimal solution are available, so that the algorithm can
be terminated before the optimum is reached, with known error. The dis-
cussion of Benders' decomposition which follows, while not mathematically
difficult, is notationally complex and is not necessary for understanding
the rest of the paper. The reader may therefore skip to the concluding
remarks of this section if he wishes.
The objective function of the entire problem can be written
J T T P J t
minimize { Z Z Cj Xjv + Z Z min { Fjvtp.Ujvtp}} (2.10)
jsl vl t=l pl uES j=l v=-V
tp
where u is the vector of Ujvtp and Stp is the set defined by constraints
(2.2) and (2.3); that is, the inner minimization is just the subproblem
discussed above. Assume, for the moment, that the X. are always chosen
Jv
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in such a way that the sets Stp are not empty (that is, assume primal
feasibility in the subproblems); then by the duality theorem of linear
programming, the objective function (2.10) can be rewritten
J T T P
minimize { Z Z C, X. + Z max {Q 
j=l v=l J v t=l p=l 7,R tP t
- tp
t J t
- Z Z Z i 6 it }} (2.11)
i=l j=l v=-V tp jv jv
where X is the vector i and R is the set defined by constraints (2.8)
tp tp
and (2.9). (We have used the definition of the 6 to convert Xi t into
Xjv. See Section 1.) That is, the inner maximization is the dual of the
subproblem, discussed above.
The set Rtp is a convex polyhedron which does not depend on the
choices of X and the maximum is achieved at an extreme point of the set,
by a well-known theorem of linear programming. Let k = 1,...,K index the
k ik th
extreme points of Rtp and let (tp' ,tp) be the k extreme point. Then
the objective function (2.11) can be written
J T T P
minimize { Z Z C. X. + Z Z max {Qtp r
jl vl Jv jv t=l p=l k=l,...,K
J t t
- Z ( Z X 6j)v} (2.12)
j1 v-V i=l tp jv jv
Finally, the entire problem can be rewritten in the equivalent form
minimize z
J T T P t ik
subject to z > Z Z {C - Z 6Z }itXik}X
j=l v=l t=l p=l i=l jv tp jv
J 0 T P t
- Z Z { Z Z Z xit.ik
j=l v=-V t=l p=l i=l jv tp jv
T P k
+ Z Q tp tp k = 1,... ,K (2.13)
t=l p=l
12.
and any additional constraints imposed on Xv in the original problem.
The last two terms of constraints (2.13) are just constants, and the
first term represents adjustments to the capital costs on the decision
variables Xjv by the shadow prices which indicate the value of operating
plant (j,v) in period (t,p). The other constraints referred to may in-
clude integer constraints and so on. The problem just stated is called
the master problem.
The master problem is actually solved by successively generating the
constraints (2.13). Starting with an initial set of capacities, X
the subproblems are solved for the dual multipliers to generate the first
Benders' cut, as the constraints (2.13) are called. In general, the mas-
ter problem is solved with the current set of Benders' cuts, generating
a new solution X . The subproblems are solved for the dual multipliers
with the new set of X , generating a new Benders' cut, which is added to
the existing set. This new constraint is the most violated of the con-
straints not yet included in the master problem. Since the current of
Benders' constraints is a subset of the entire set of such constraints,
the value z generated at each iteration is a lower bound on the cost of
k k
the optimal solution. However, if the current values z and X satisfy
the newly generated Benders' cut, then the current solution is optimal.
If not, then the value of the right-hand side of the new constraint, with
the current values Xk
Jv
J T T P t
z Z (C - Z Z Z it i k )Xk
j=1 v-l t=l p=l i=l jv tp v
3 O T P It
Z ( Z £ Z it-ik
j=l v=-V t=l p=l i=l jv tp jv
T P
+ Z Z Q. ktp
t=l p=l
13.
is an upper bound on the cost of the optimal solution, since X is
feasible in the entire problem.
It was assumed above that :he set of capacities generated by the
master problem is feasible in the subproblems. If it is not, then the
dual solution is unbounded, by the duality theorem of linear programming.
(Clearly the primal subproblem can never be unbounded, so the dual sub-
problem always has a feasible solution.) It is necessary, therefore,
to generate additional constraints for the master problem to guarantee
feasibility in the subproblems. The obvious constraints are
J t
Xj > Qtl t = 1,...T (2.14)
j=l v=-V
This condition suffices to insure feasibility in all the p = 1,...,P sub-
problems for period t because, by definition, the load duration curve re-
quires
Q > .... > Q
tl - tp
These constraints (2.14) correspond to the extreme rays of the dual feas-
ible region which are normally generated by Benders' decomposition when
the dual subproblems are unbounded. Thus, they can either be included
initially in the master problem or generated when encountered.
In concluding this section, we discuss two extensions of this model
in greater detail, hydroelectric plants and integer constraints on the
plant capacities.
The difference between hydroelectric plants and other types of
generating plants is that the total energy generated in a given period
by a hydro plant is limited, by the amount of water stored behind the
dam. As discussed above, the simplest model of hydroelectric plants in-
14.
cludes a constraint of form (1.4) on the total hydro energy available in
period t. Because of this constraint, the subproblems in different blocks
p within period t are no longer independent, although the subproblems for
different periods still are. The special structure which permitted the
subproblems to be solved by inspection may be destroyed, and in general,
these subproblems will have to be solved by linear programming. However,
the Benders' decomposition remains valid, and it is still more efficient
than solving the entire model by the simplex method.
In the special case where there is a single hydro plant operating
in each period, with zero operating cost, the subproblem for each period
may still be solvable by inspection. A rule originated by Jacoby [6]
and discussed in Anderson's paper can be used to place the hydro plant
in the merit order. This rule states that a hydro plant with given
power capacity Xv and given stored energy Hvt should be placed in the
merit order so that the total energy generated (the area cut out of the
load duration curve) is exactly equal to the stored energy.
Xhv
Load
Duration
Then merit order operation is still the optimal policy, and the approp-
riate dual multipliers can be computed fairly simply.
Pumped-storage hydro plants might also be included within the opera-
ting subproblem for period t. These plants can be used to redistribute
the load and flatten out the load duration curve. Appropriate constraints
15.
could be added to the subproblem and solution accomplished by linear
programming.
Benders' decomposition can also easily handle the situation when
the hydro-energy stored in each period, Hvt, is a decision variable.
Anderson discusses such models and the use of dynamic programming to solve
them. The H are included among the decision variables of the master prob-
vt
lem and taken as given in the subproblems along with the capacity vari-
ables X . Additional constraints are included in the master problem,
3v
of the form
S +W =S +H v t...,T
v,t-l vt vt vt
t = 1,...,T
where Svt is the water stored behind the dam at the end of period t, and
Wvt is the water inflow during period t, given data. There will be an
imputed benefit associated with each Hvt, measured by the dual multiplier
associated with it in the subproblems, and the model will distribute the
hydro-energy available among the periods in order to optimize these bene-
fits.
Integer constraints present no additional problems to the Benders'
decomposition; in fact, it is a standard method for treating mixed-integer
programs. Depending on how the model is formulated, there may be additional
subproblems generated by the integer constraints; however, these subprob-
lems will be independent of the operation subproblems, and so only slight-
ly more computation will be required to solve the additional subproblems.
The master problem will be a pure integer programming problem, which are
often solved by branch-and-bound techniques [7].
16.
3. Another Decomposition
We would like to formulate a stochastic model including the guaran-
tee conditions; however, before doing so, it is instructive to consider
a deterministic model with similar structure. Non-linear models of this
type are discussed by Anderson and essentially the same model has been
proposed in more complex form by Phillips et al. [9].
It was shown in the previous section that merit order operation is
the optimal operating policy (at least for a generating system without
hydroelectric or pumped-storage plants). This knowledge can be explicit-
ly included in the model formulation, resulting in a significant reduc-
tion in the size of the model. However, the model becomes a non-linear
program.
Let Gt(x) be the load duration function in period t. This function
is monotonically decreasing and is equal to zero for loads x greater
than Qt', the peak load in period t. For given plant capacities in period
t (indexed in merit order as above) define
it = jtU = 1 X t
j=1
or, recursively,
itithU i t i l titi = 2,.,I t (3.1)
UI t = Xlt
The amount of energy generated by the ith plant in the merit order in
period t is
Ui-l, t+xitf i~l~ Gt (x)dx
i-l,t
17.
Duration,
G(x)
Load, x
The optimal cost of operating the system in period t is
It i Uit
I F it Gt(x)dx
i=ntegrated load duration curve by
where U t - 0. Define the integrated load duration curve by
w(x) fxwt ( = 
(3.2)
Gt(E)dE
Then the cost can be rewritten as
I
. t
z Fi( U)- u-s)
In order for the merit order to be feasible, we must have that
I t It
U t Z X it > Q
i=l
I t
and since Wt(x) = Wt(Q t) for x > Qt' we hae hat Wt( U t ) = Wt(Qt).
Also, Wt(0) = 0, so by rearranging terms, the minimum operating cost can
be written
I -1
t ( t i+l t it it
F Wt(Qt) - Z (F -F )W(U ).t -1 (3.3)
The problem of minimizing (3.3) subject to constraints (3.1) can be re-
garded as the operating subproblem, analogously to the subproblem of
the previous section. Of :course, the optimization is trivial because
_
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the constraints (3.1) have a unique solution; however, it is useful to
regard the subproblem as an optimization in order to compute the shadow
prices on plant capacities.
The entire least cost investment problem can be written
J T T It
minimize Z Z C. X. + Z {F t W(Q)
j=l v=l v jv t=l t t
I -1
(Fi+ l 't - Fit)W(U it )} (3.4)
subJect to
u - t it 0  it
j=1 v=l jV jV j=1 V=-V jv jV
i = 2'***'It
J t J 0
Ult - _ 61 EX = Z 6 ltX ...T
j=l v=l jv jv j=l V-V jv jv
it it itu 6.X. >Q 6 . t= 1,...,T (3.6)
i=1 j=l vl v v - i= j=l vv=-V 
X > i 2,.. ,I v - 1v =,T
The constraints (3.5) are equivalent to (3.1) with the substitution
it Jt it it
j= v-V jv v j=l v1 jv 1,...,T (3.6)
where the first terms are just constants, the second terms are decision
variables, and only one of the coefficients is non-zero. The con-Xjv -
straints (3.6) are equivalent to
it
U > Qt (3.7)
19.
and they guarantee feasibility in the subproblem. The form (3.6) is more
convenient to work with in the deterministic model; however, form (3.7) is
analogous to the loss-of-load probability constraint which appears in the
stochastic model in the next section.
The objective function (3.4) is separable and convex, because Wt(x)
is concave and Fi > Fi t by definition of the merit order. The con-
straint (3.7) is necessary to insure convexity by converting the term
It
Wt(U ) to Wt (Qt) as discussed above.
Define Xit and rt as the dual multipliers on the constraints (3.5)
and (3.6), respectively. Because (3.5) are equality constraints, Xit is
unconstrained in sign, while t > 0. Define the Lagrangian function of
the problem, L(X,U,X,7), in the usual manner. The Kuhn-Tucker conditions
for the problem are
i) ax > 0, with equality if Xj > 0,
jv
ii) -L > 0, with equality if U it > 0,
auit
iii) complementary slackness between t and constraint (3.6),
iv) Xjv and Ui t satisfy constraints (3.5).
Written explicitly, the first two conditions are
I
T t
- C. - I.(it + X ) > 0 (3.8)
aXjv jv t=l i=l v t it >
dW
t t (Fi+l, tFt) + > 0
uit du Uit it i+l,t -
20.
The last set of conditions (3.9) can be rewritten as a set of equations
it -Xi+l t = Gt(uit)(Fi+lt _ Fi t)
(3.10)
t
dW it k
since dt = Gt and since U > 0 if X kt > 0 for any k < i (in particular,in du t
It it
U > Qt > 0). Thus, except perhaps for the first few U in the merit
order, equality will hold in (3.9), and the equations (3.10) will be valid.
The system of equations (3.10) can be solved very efficiently by back-
wards recursion to give the dual multipliers. These multipliers can then
be used in (3.8) to "price-out" the Xjv just as if this were a linear pro-
gramming problem.
A solution procedure can be suggested along the lines of the Benders'
decomposition of the previous section. Because of the nonlinear structure
of the problem, the generalized Benders' decomposition of Geoffrion [5]
must be used. However, because the cost function and the constraints are
separable in Xjv and U it , it turns out that the master problem is a linear
program. Though the subproblem is nonlinear, it is solved by inspection
as discussed above. The basic idea of generalized Benders' decomposition
is the same as in the ordinary Benders' decomposition discussed above
and is described in detail in Geoffrion's paper cited above.
The master problem, derived according to the discussion in Geoffrion's
paper is as follows:
minimize z
z,X.
Jv
subject to z - (Cv- XitX - kj ijv _' k jvjv t,i jv
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I t
>- W (Uk )(F Fi t) + F t W (Q
t,i t t
(3.11)
k = 1,... ,K
it
Z 6X. > Q (3.12)
i=l j jv jv t
X. >0jv-
The right-hand side terms of constraint (3.11) are all constants as are
the X . The index k refers to trial solutions of the master and sub-jv
problems generated at iteration k. The constraints (3.12) insure feas-
ibility in the subproblem.
As before, the master problem is solved by successively generating
the constraints (3.11). Starting with an initial feasible set of capa-
cities, Xjv, the subproblems for each period are solved for the dual
multipliers using (3.10). These multipliers Xit and the U it defined by
(3.1) are to generate a Benders' cut (3.11). The master problem is then
solved for a new set of X . The subproblems are solved with the new
Xjv, and the process continues iteratively alternating between the sub-
problems and master problem which generates the Xjv until optimality is
achieved. Note that use of the non-linear functions Gt(x) is confined
to the subproblems where no explicit optimization is performed. The sub-
problems can be regarded as "black boxes" which take the Xv as input and
produce the Xit as output and which could be called as subroutines in the
,optiization algorithm.
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4. A Stochastic Model
In this section, we consider a model which includes the effects of
plant outages. The model presented is an extension of the deterministic
model discussed in the previous section to include the "probabilistic
simulation" method of Baleriaux [2] and Booth [3]. This method determines
the optimal operating policies and costs when plants can fail randomly.
A detailed description of the probabilistic simulation algorithm is found
in Finger [4]. A previous attempt to integrate capacity planning models
with probabilistic simulation is found in Schweppe [11].
A plant outage has two effects; it reduces the amount of energy the
plant can deliver and it causes the plants above it in the merit order
to produce more energy, at higher cost, in order to compensate. In ad-
dition, it is possible that enough capacity will be down at some time
that demand cannot be satisfied, a condition known as loss-of-load.
As before, we begin by considering the problem of optimally operat-
ing a given set of plants in a single period. Suppose the ith plant in
the merit order has a probability, at any moment, of being available of
Pi and of being unavailable of qi = 1 - Pi. The process of plant opera-
tion can be considered as an alternating renewal process [10] Y1,Z1,Y ,Z2
... in which the times of availability, Yn , and the times of outage follow-
ing a failure, Zns are independent random variables. In steady state, the
probability of finding the plant in operation at an arbitrary time is
E(Y)
P E(Y) + E(Z)
The load duration curve faced by the first plant in the merit order is
just Gt(x) and the expected energy it delivers is
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xIt
P1 f0 G t(x) dx
If the first plant is operating, the expected energy delivered by the
second plant in the merit order is
Xlt+X2 t
P2 lt Gt(x)dx;
however,if the first plant is not operating, then the expected energy
delivered by the second plant is
x2t
P~j 0 Gt (x)dx.
Thus the expected energy delivered by the second plant is
Xlt+X2t
P 2 (Plflt
XIt 2t
P2 Xlt {
X2t
Gt(x)dx + ql G (x)dx)t
plGt(x) + qGt(x - X )}dxt t
where the integrand is the equivalent load duration curve faced by the
second plant.
In similar fashion, define recursively
Gi+l,t(x) PiGit(x) + qiGit(x - Xit )
(4.1)
i = 1,...,I - 1
Glt(x) = G t(x)
and the expected energy delivered by the it h plant of the merit order is
Ui t
i (x)dx
or
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where as before
uit ui-1,t xit
(4.2)
it it
U =X
Then the expected operating cost of the system in period t is
piZ Fit ~ G (x)dx (4.3)It it
i=l i-lt i
Note the similarity of this expression to (3.2).
The load duration curve Gt(x) can be considered as a sort of prob-
ability distribution for the load, particularly if the function gives
I t
the fraction of time that the load exceeds level x. Then GI t(U t ) is
It
proportional to the probability that the load exceeds the available
capacity (that is, installed capacity minus outage). Since each plant
has a non-zero probability of failure, it is not possible to satisfy de-
mand with certainty; therefore, the feasibility constraint, of the form
(3.7), is replaced by a constraint on the loss-of-load probability
I t
GI t(U t) < -AT (44)
where is the probability level and AT is the length of the period
(AT = Gt (O)).
The problem of minimizing expected operating cost (4.3) subject to
constraints (4.2) and (4.4) can be considered the operating subproblem
of this stochastic model, analogously to (3.2), (3.5) and (3.7) of the
deterministic model in the previous section. The entire least cost in-
vestment problem can be written
J T T t Ui t
minimize Z Z C. X. + Z Z F Pi G.(x)dx (4.5)
j=l v=l v v t=l i=l
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subject to
J t it J 0it i- it itU -U _- £ 6 X itx 6. X. t =1,...,T (4.6)
J=l v==ljv jv j=l v=-V Jv jv
i = 2,...,I t
IttT tUi t t itU E E 6. X. E E 6 X.
j=l v=l jV jV j=l V=-V jv j
I t
GI (U t ) < cAT t = 1,...,T (4.7)
t
j = 1,...,J
X. > 0
3JV - v = 1,.,T
which is, of course, directly analogous to (3.4), (3.5) and (3.7). The
function Git(x) are defined by (4.1), which are not constraint equations.
Notice that the probability functions Git appear only in the subproblem.
We would like to write the Kuhn-Tucker conditions for the entire
problem and solve for the shadow prices on the plant capacities, Xj ,
as was done for the deterministic problem above. Define Xit and t as
the dual multipliers on the constraints (4.6) and (4.7) respectively.
As before, it is unconstrained in sign while lit must be non-negative.
Define the Lagrangian function L(X,U,X,i) in the usual manner. The Kuhn-
Tucker conditions are analogous to those given for the deterministic prob-
lem, (i) - (iv) of the previous section. The derivations involved in these
conditions are much more complicated for the stochastic problem, however,
because of the dependence of the functions Git on the decision variables.
Before writing out the Kuhn-Tucker conditions explicitly, we will
rewrite the Git functions in such a way as to make this dependence clear
and to make the dependence on the Uit variables rather than on the X.
variables, so that once again, the shadow prices can be computed entire-
ly within the subproblem. Using the definition equations (4.1), along
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with equations (4.2) which define the U it variables, we can write
Gi+l,t(x;Ult ,Uit) = PiGi(x;U ,... i)
+ qiGit(x Uit + Ui-l ,t ;U t Ui-l t)
Gt (x) = G (x) (4.8)
where the arguments after the semi-colon are included to explicitly show
the dependence of the function on them. It is clear from the definition
that Gt is independent of Uit for j < i. We will call the argument be-
fore the semi-colon the zeroth argument, while the arguments after the
semi-colon will be called the first through ith arguments.
Written explicitly, the Kuhn-Tucker conditions give the following
two relations
T t
-C Z E6 X > 0 (4.9)
av t=l i=l jv it -
I t
avirat =- (U- tX G  ))7
auit it i+l,t (uit Itt ))t
I ~ ~t 
- F jp GuitaS- i~(x)dx > 0 i = 1,..It (4.10)
(wher e conditions (4.10)
Furthermore, as argued for the deterministic model, the conditions (4.10)
will generally hold with strict equality. The system (4.10) can then
be solved by backwards recursion to give the shadow prices which can be
used in (4.9) to "price-out" the X jv. The situation is complicated by
the presence of 1t in (4.10) which makes the system underdetermined;
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however, complimentary slackness on constraint (4.4) will generally al-
low us to determine t .
We next give a set of rules which can be used recursively to com-
pute the derivatives of the cost function which appear in (4.10). In
an actual implementation of this method, it will be necessary to formu-
late an efficient procedure for these computations, because of the poten-
tially large amount of computation involved.
Define
Hji(x) G- i Gj(;;Ul,..UiJ -)dji i-
where x does not depend on U . Since G. does not depend on U , for
j < i, we have
Hji(x) = 0 for j < i
and au I1 G (x;U1 ... ,uJ )dx = 0 for j < i.
For j = i, we have
Ui
i Gi(X;U ,..,U )dx = Gi(U )
For j = i + 1, we have
Hi+, i(x) = P (-;U , . . ,U i )dg
a x i i i-i
f qxiGi(E ; ui -+ u ;u1q.,$)dE
x-Ui+Ui-1
f i + u ;,i-1)dC
au -Ui+i-1
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(where = - i + U i - l )
= - qiGi(x ui + ) + constant
-qG(-U i
- qiGi(x - X i) + constant
where the constant involved does not depend on x. Then
u i + l
a
aui iav
Gi+ (x;U 1 .. ,Ui)dx
-+(- (i+l -
Since this formula involves only a difference of the functions Hi+li,
the constant of integration cancels and can be ignored.
For j = i + 2, we have
a fx
auiJ
1 + l )
i+2
= a X
aui
au io
a= x
au i
+l- Ui+ l
Pi+lGi+l (;U ,.,U i)di+1 i+l
X Ui++UI
+ a -U
ux ui+l+ui qi+lGi+l(~;U,.,U )d~
(where = - Ui+ l + U i )
= Pi+li+li(x) + qi (x - Ui +l + Ui )i 1 I+l,I :E  if i+l,i
i+2, i
p (~u'-., i)dE
i+l i+l
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+ qi+lGi+l(X - Ui+ l + Ui) + constants
Pi+lHi+li (x) + qi+lHi+li ( - Xi+ ) + qi+lGi+l (x - i+ +
+ constants
where the constants involved do not depend on x. Then
G+ 2 (x;U ,...,U i+l)dx
u i+2 i+l)
- H (U )-H (U )
= Hi+2,i 2) Hi+2,i l)
and as before, the constants of integration cancel when the difference
is taken.
In general, for j > i + 2, we have
i OjC (E;U ,J>d~
j+l,i(x) aui | j+l
a | p jGj ( ;U1,..,UJ- )dC
a"
+ ai | qjGj ( - U + U;U .. J)d
= pjHji(x) + qjHji(x - Xj) + constant
and ai IJ Gj(x;U1 , Uj-1)dx
= Hji (U) - Hji (Uj- 1)
where, as always, the constants of integration cancel in the difference.
Thus, we have derived a recursive definition for the terms of the
derivative of the cost function in (4.10), Hji. For j > i + 2, the Hjiii~~~ ji
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all satisfy the same recursion relation, while for j = i + 1, i + 2, the
definitions of Hi+l i and Hi+2 i involve "boundary terms" arising from
the "transfer" of U from the it h argument to the zeroth in the definitions
of Gi+2 and G. Notice that no actual differentiation or integrationi+2 i+l'
of the probability function Gj need be performed.
We can now define the derivative of the cost function in (4.10):
I U
a Z Fp j G (x)dx
au j=l -1 J
i c i Fi+l i
= lp F GU P i+l Gi+l(U
+ Fpj[Hji(Uj ) - Hji(Uj- lj=i+l
Notice here also boundary terms which arise from the appearance of Ui in
the limits of integration in the ith and i + 1st terms of the cost func-
tion.
Computation of the coefficients of Tt which appear in (4.10) is
similar, but differentiation of the probability functions is required.
The rules are similar to those for differentiating the cost function.
Let G(x;U1 ...,U 1 ) be the derivative of G with respect to its
zeroth argument. For j < i, G does not depend on U ; hence
- J
a G (x;U1 ,...,U ) = 0, j < i.
iau
For - i + 1 and x not containing a U term,
a U i
aui Gi+l(x;U ,. )
= Pi i Gi(x;U1 .. ,Ui-)
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+i ai Gi(x - Ui + ui- ;U i-)
au
= -q G(x- i + u i - l ) -q G' (x - xi )
For j 1 + 2 and x not containing a Ui term,
a G (x;Ul..,U i + l )
au 1 i+2
a
= Pi+l Ui
au
+ qi+l aUi
au
p+l iau
Gi+l(x;U1 ,... ,U )
Gi+ (x - U + U ;U1,... ,Ui )i+l
+ qi+lPi a Gi(x
ai+lPi ui
-U i+ l + U i;U,. .. i-l )
+ qi+lq a G (x -
~U~
i+l + u i
U +U - Ui + ui- ;U,...,U i-l)
= - q G(x - U i + i-l)
= -Pi- U + U )
i+l 
+ q plP G (x - Ui + +Ui)
-p+nlqiri (X Xi ) + qi+lPii(x- Xi+l )
In general, for > i + 2,
a Gj+l ( x ;U l .. .,U j ) =
av~~~~~~ 
j a G (x;U 1 ,...
Ua
,'
j - 1)
+ q - G.(x - X.;Ul...,uj-1)
'.. 
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This rule is applied recursively, beginning with a- G(UI), to reduce
au
a a Then the
the derivative to a set of terms in -- G+ 2 and Gi Then the
au +2 ui i+l'
rules for these specific derivatives are applied. Note that
au
The feasibility constraint (4.4) presents several difficulties.
First, it appears in the subproblem rather than in the master problem,
as in the deterministic model of the previous section. Hence, the set
of capacities entering the subproblem may not be feasible. In addition,
it involves the probability function which, besides being a very compli-
cated function, may not be convex. One way to handle the feasibility
problem is to compute, within the subproblem, the loss-of-load probability
attainable with the current installed capacity and to send this informa-
tion back to the master problem. If the level is not acceptable, then
the movement of the Xjv should be in a direction which improves the loss-
of-load probability. This constraint is generally not considered a
"hard" constraint, in the sense that the desired probability may only be
loosely specified, say to within an order of magnitude. Therefore, such
a heuristic method may lead to perfectly acceptable results.
The feasibility requirement could also be handled by the traditional
method of requiring a certain margin of reserve capacity above the ex-
pected peak load. Then constraint (4.4) would be changed to
It
t
U > (l + m)Q t
where m is the reserve capacity margin. This constraint is equivalent
to the feasibility constraint in the deterministic model (3.7). To
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each level of reserve m there corresponds a loss-of-load probability
It
GI t(U ), which can be computed within the subproblem. If the loss-
t
of-load probability associated with the optimal solution for a given
level of the reserve margin m is too large, the level of m can be in-
creased and the model rerun. Also, a sensitivity analysis could be per-
formed to determine the relationship between reserve margin and loss-of-
load probability.
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