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In this work, we develop a self-consistent Hartree-Fock approach to theoretically study the far-from-
equilibrium quantum dynamics of interacting fermions, and apply this approach to explore the onset of many-
body localization (MBL) in these systems. We investigate the dynamics of a state with a nonequilibrium density
profile; we find that at weak disorder the density profile equilibrates rapidly, whereas for strong disorder it re-
mains frozen on the accessible timescales. We analyze this behavior in terms of the Hartree-Fock self-energy.
At weak disorder the self-energy fluctuates strongly and can be interpreted as a self-consistent noise process.
By contrast, at strong disorder the self-energy evolves with a few coherent oscillations which cannot delocalize
the system. Accordingly, the non-equilibrium site-resolved spectral function shows a broad spectrum at weak
disorder and sharp spikes at strong disorder. Our Hartree-Fock theory incorporates spatial fluctuations and rare-
region effects. As a consequence, we find subdiffusive relaxation in random systems; but, when the system is
subjected to weak quasi-periodic potentials, the subdiffusive response ceases to exist, as rare region effects are
absent in this case. This self-consistent Hartree-Fock approach can be regarded as a relatively simple theory that
captures much of the MBL phenomenology.
I. INTRODUCTION
In recent years the phenomenon of many-body localization
(MBL) has attracted major interest, both experimentally [1–
11] and theoretically [12–16]. MBL systems, unlike generic
quantum many-body systems, do not thermalize [15, 17–19].
In these systems, entanglement entropy grows logarithmically,
and local quantum correlations survive for long times [20–27].
The transition from the thermal to the MBL phase is an un-
conventional dynamical phase transition, and its critical prop-
erties have attracted much recent attention [28–39]. Since the
MBL phase does not thermalize, it is impossible to describe
the MBL phase transition and the critical phenomena associ-
ated with it in the framework of equilibrium statistical physics.
The central obstacle is that while the regimes deep in the ther-
mal phase and deep in the localized phase are phenomenologi-
cally well understood [40–44], these phenomenologies (based
respectively on equilibrium statistical physics and on local in-
tegrals of motion) are incompatible with one another, and both
break down as the transition is approached.
In the present paper, we develop a field theoretic description
of the many-body localization problem in the two-particle ir-
reducible (2PI) Keldysh framework [45–47] by looking at the
relaxation dynamics of initial states. Using a self-consistent
weak-coupling expansion, we arrive to leading order at a self-
consistent Hartree-Fock theory of the many-body dynamics,
in which single particles move in the presence of the noise
due to the other particles. At the Hartree-Fock level we are
able to simulate the dynamics of systems of up to 192 sites
for times up to 104/J where J is the hopping. The Hartree-
Fock theory captures both the slowdown of thermalization and
the onset of a delocalized, subdiffusive phase in random sys-
tems [30–32, 48–55]. By contrast, this subdiffusive phase
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is absent for systems with quasiperiodic potentials, consis-
tent with Ref. [56]. Our approach also gives us access to the
non-equilibrium local spectral function, which is expected to
look qualitatively different for localized and delocalized sys-
tems [12]. Indeed we find, that the nonequilibrium local spec-
tral function shows a broad spectrum at weak disorder, but
exhibits sharp spikes at strong disorder (or for strong quasi-
periodic potentials). The field-theoretic framework we de-
velop can be extended beyond leading order, although higher
orders are numerically intensive.
This paper is organized as follows. In Sec. II, we describe
the investigated model as well as the non-equilibrium Keldysh
field theory approach we use to calculate the time evolution.
In Sec. III A we show how different initial product states re-
lax due to interaction and that fermion transport is subdiffu-
sive for weak randomness. This is compared to quasi-periodic
potentials, for which subdiffusion is absent. We show that
the nonequilibrium local spectral function displays a broad
spectrum for weak disorder, while it exhibits sharp peaks for
strong disorder in Sec. III B. In Sec. IV we analyze the am-
plitude spectrum and the autocorrelations of the Hartree-Fock
self-energy and argue that the delocalization of the system can
be understood by observing that the Hartree-Fock self-energy
acts similar to noise for weak disorder. Finally, we conclude
our results in Sec. V.
II. MODEL AND METHOD
We study a model of spinless fermions with nearest-
neighbor interactions (i.e., a “spinless Fermi-Hubbard
model”)
Hˆ = −J
∑
〈i,j〉
cˆ†i cˆj + U
∑
〈i,j〉
nˆinˆj +
∑
j
hj nˆj , (1)
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2where hi are chosen to be either uncorrelated random
fields drawn from a box distribution [−W,W ] or a quasi-
periodically varying potential. We quote results for the ran-
dom case, except when otherwise specified. We fix the pa-
rameters J = 1, U = 0.5 and work with periodic bound-
ary conditions. We investigate the model in one spatial di-
mension, even though our method can be readily extended
to two dimensions. In one dimension and for the aforemen-
tioned set of parameters the Hamiltonian, Eq. (1), maps via the
Jordan-Wigner transformation onto the disordered spin-1/2
XXZ-model at Jz = 0.5J⊥ and a reduced disorder strength
W˜ = 0.5W . The XXZ-model is a paradigmatic model in
the study of many-body localization. Numerical studies based
on exact diagonalization indicate a localization-delocalization
transition at the critical disorder strength W˜c ' 3.6 [28, 29].
To calculate the time evolution of the system, we use the
nonequilibrium Keldysh field theory formalism [45–47]. In
this approach one propagates the contour ordered Green’s
functions Gij(t, t′) = 〈TC cˆi(t)cˆ†j(t′)〉 on the Schwinger-
Keldysh closed time contour (CTC) by solving a nonequilib-
rium Dyson equation. To make the CTC structure explicit, we
introduce lesser and greater Green’s functions, G<ij(t, t
′) =
i〈cˆ†j(t′)cˆi(t)〉 and G>ij(t, t′) = −i〈cˆi(t)cˆ†j(t′)〉, in which the
Dyson equations take the form
[
i∂t − Jˆ + ΣˆHF(t)
]
∗Gˆ≶(t, t′) =
t∫
0
dt′′ ΣˆR(t, t′′) ∗ Gˆ≶(t′′, t′)
+
t′∫
0
dt′′ Σˆ≶(t, t′′)∗GˆA(t′′, t′). (2)
Here ∗ denotes a matrix product over spatial indices i, j and
−Jˆij = −Jδ〈i,j〉 + hiδij is the sum of the hopping and on-
site potential matrices. The lefthand side of Eq.(2) contains
only terms local in time, in particular the Hartree-Fock self-
energy ΣHFij (t). The righthand side on the other hand entails
integrals over the entire past of the system, which incorpo-
rate memory effects in the dynamics. We expect that these
time-nonlocal effects are necessary to capture full thermaliza-
tion at weak disorder; however, as we shall see below, relax-
ation of a nonequilibrium initial state can be captured even if
one neglects memory effects and takes into account only the
time-local Hartree-Fock part of the self-energy, ΣHFij (t). The
self-consistent Hartree-Fock theory therefore maps Slater de-
terminants to other Slater determinants, and in this sense does
not give rise to full thermalization.
In the following, we focus on the nonequilibrium Dyson
equation at the Hartree-Fock level,[
i∂t − Jˆ + ΣˆHF(t)
]
∗ Gˆ≶(t, t′) = 0. (3)
The selfenergy is in general given as the functional derivative
of the two particle irreducible (2PI) effective action Γ2[G] [45]
with respect to the Green’s function and thus is a functional of
the full Green’s function, in contrast to normal perturbation
theory, where one expands the self-energy in the bare Green’s
function. The Hartree-Fock selfenergy is obtained from an
expansion of Γ2[G] to first order in the nearest neighbor re-
pulsion U , such that
ΣHFmn(t) = Σ
H
mn(t) + Σ
F
mn(t)
= 2Uδmn
∑
〈l,n〉
nl(t) + 2iUδ〈m,n〉G<mn(t, t). (4)
From the lesser and greater Green’s functions one can
obtain observables like the occupation numbers nj(t) =
〈nˆj(t)〉 = −iG<jj(t, t) and also the retarded Green’s function
GRij(t, t
′) = Θ(t− t′)[G>ij(t, t′)−G<ij(t, t′)].
We treat disorder in an exact way by sampling realizations
from the disorder distribution, simulating the time evolution
of the lesser/greater Green’s functions G≶ij(t, t
′) and in the
end averaging the quantity of interest over the samples until
convergence is achieved. Typically a few hundred samples
are necessary. Therefore, no replica trick [57], as usually used
in the equilibrium field theoretic treatment of disordered sys-
tems, is required.
Due to the absence of memory integrals in Eq. (3) at the
Hartree-Fock level, we are able to treat system sizes up to
192 sites and times up to 104 hopping scales, which thus
goes significantly beyond the state of the art of exact diag-
onalization in system size and matrix product state based ap-
proaches in time. Moreover, we show in App. A, that our
approach captures well the time evolution of small systems
calculated by exact diagonalization and discuss field-theoretic
results beyond Hartree-Fock in App. B. Using a related frame-
work based on quantum master equations that were derived
from perturbation theory, Refs. [58, 59] studied the relax-
ation of disordered fermions. This approach however, does
not necessarily conserve energy and the total particle num-
ber. The non-equilibrium Dyson equation (3) is a first or-
der differential equation in time and one needs to fix initial
conditions G≶ij(0, 0). In this work we will look at uncor-
related product initial states, which are uniquely defined by
the occupations nj(0). These fix the lesser Green’s functions
G<ij(0, 0) = iδijnj(0) and, using the anti-commutation rela-
tions of cˆj , cˆ
†
j , also the greater Green’s function G
>
ij(0, 0) =
−iδij(1− nj(0)).
III. RESULTS
A. Non-equilibrium relaxation of initial states
The main observable we use to study the relaxation of an
initial state, is the density-density correlation function
C(t) = 2
N
∑
j
〈nˆj(t)nˆj(0)〉 − 1, (5)
where N is the number of fermions in the lattice. We con-
sider half filled systems, N = L/2, where L is the size
of the lattice. The correlation function has the property that
C(t = 0) = 1. If the system is localized, i.e., the system re-
mains in a spatially nonuniform state, C remains finite for all
3(a) Random potentials (b) Quasi-periodic potentials
FIG. 1. Decay of the imbalance for a staggered initial state in one dimension for random and quasi-periodic potentials. Initially we
prepare the system in a staggered product state, where all even sites are occupied and all odd sites are empty. The time evolution of the system
is obtained from the Kadanoff-Baym equations including Hartree-Fock effects of a nearest-neighbor repulsion U = 0.5. (a) In the case of
weak disorder, W = 2.0 (yellow, blue, red), the imbalance I = (Ne − No)/(Ne + No) decays with a subdiffusive powerlaw, I(t) ∼ t−α,
with an exponent 0 < α < 1/2. Finite size effects are still noticeable for system sizes of 96 and 192 sites and become relevant at t ' 5000.
For strong disorder, W = 17.0, the imbalance I relaxes to a nonzero value indicating localization of the system (black). Finite size effects are
not visible in this case (not shown). (b) For quasi-periodic disorder rare region effects are absent, as the energy mismatches between sites are
always either small or large. Hence, in the case of weak disorder, W = 3.0, there is no subdiffusion and the imbalance I(t) is decaying faster
than a powerlaw (yellow, blue, red). For strong disorder, W = 7.0, the system becomes localized (black line).
times, C(t → ∞) 6= 0. Instead, if the system becomes delo-
calized and there is a relaxation to a uniform state, the correla-
tion function becomes zero at late times, C(t→∞) = 0 [60].
As the density-density correlation, Eq. (5), is a four-point
function, it is in general not possible to calculate it from
two-point Green’s functions. However, for product initial
states, the four-point function reduces to a two-point func-
tion and, the lesser Green’s function G<jj(t, t) is sufficient
to obtain C(t). For an initially staggered state, where ev-
ery other site is occupied, i.e., nj(0) = 1 for j even and
nj(0) = 0 for j odd, C(t) is identical to the imbalance
I(t) = (Ne − No)/(Ne + No) between even and odd sites,
which is often measured in optical lattice experiments [1].
1. Random vs. quasi-periodic potentials
In order to study random systems, we draw the local poten-
tials from a bounded box-distribution,
hj ∈ [−W,W ] (6)
and refer to that as random disorder. However, recently many
experiments have explored MBL using quasi-periodic poten-
tials,
hj = W cos(2piΦj + θ), (7)
instead of uncorrelated randomness. Here Φ is the golden ra-
tio and observables are averaged over several values of the
phase θ. As the period of the cosine function is incommensu-
rate with the lattice spacing, the potential looks quasi-random.
Nevertheless, there are crucial differences to a truly random
potential. First of all, there is already a localization tran-
sition in the one dimensional non-interacting system, com-
monly known as the Aubry-Andre´ model [61], at Wc = 2.
Secondly, the detuning between neighboring sites is either al-
ways small or large throughout the whole system, depending
on the value of the strength W , and hence rare regions are
absent.
We first turn to the case of random disorder potentials. For
weak disorder, W = 2.0, an initially staggered state relaxes
and the imbalance decays in random potentials as a power
law I(t) ∼ t−α, with an exponent α between 0 and 1/2,
Fig. 1(a). The powerlaw relaxation occurs due to the pres-
ence of rare region/Griffiths effects [30, 49, 53]. Griffiths ef-
fects arise due to the enclosure of non-relaxing localized re-
gions in the otherwise delocalized system. The probability
for having a localized inclusion in d dimensions is exponen-
tially small in its size, ∼ qld , and the timescale for such a
region to relax is exponentially long, ∼ el/ξ, where ξ is the
localization length in the inclusion. For uncorrelated disorder,
it follows that the density of inclusions that are dynamically
frozen on a timescale t is q(ξ log t)
d
. In one dimension, these
regions hence give rise to a residual contrast that scales as a
power-law with a continuously varying exponent as disorder
is tuned. In two dimensions, rare regions give rise to a faster
decay of the contrast. Asymptotically, it is therefore expected
that this log-normal decay should be subleading to hydrody-
namic long-time tails [49].
If disorder is strong, W = 17.0, the system becomes local-
ized and the imbalance I(t) saturates at a sizable finite value,
indicating that the system keeps a memory of the initially im-
printed staggered particle distribution. Deep in the localized
phase there is no finite size dependence of the imbalance, be-
4FIG. 2. Relaxation of the imbalance for varying disorder. We
gradually increase the disorder strength from W = 2 to W = 17
for systems of 192 sites, and monitor the relaxation dynamics of the
imbalance I(t) in time. Within the self-consistent Hartree-Fock ap-
proach we find that the system keeps its memory of the initial state
to late times for disorder strength W & 15, which corresponds to a
disorder strength of W˜ & 7.5 in the XXZ-model.
cause the localization length is much smaller than system size
and particles do not experience the boundaries of the system.
Consequently small size simulations are sufficient to observe
the thermodynamic limit. On the other hand, finite size ef-
fects are considerable and still relevant even up to the order of
hundreds of sites for W = 2.
The relaxation of the imbalance for various values of the
disorderW and systems of 192 sites is shown in Fig. 2. Within
the self-consistent Hartree-Fock theory, the imbalance decays
for a large parameter regime to zero with a subdiffusive power
law. Only for W & 15 (corresponding to W˜ & 7.5 in the
XXZ-model), the imbalance ceases to relax on the simulated
times. We argue in Sec. IV for the existence of a true localiza-
tion transition within our approximations, which would thus
be at significantly larger disorder strength than the one ob-
tained from small scale numerics, which has been estimated
to be at W˜ ∼ 3.6 for our system [21, 22, 28, 29]. Note
that previous large-system studies using the numerical linked-
cluster approach [62] and a recent study using matrix product
states [63] had also located the transition at much stronger
disorder.
With quasi-periodic potentials we again find that includ-
ing interactions at the Hartree-Fock level leads to a relaxation
of the initially imprinted density pattern for weak disorder,
W = 3.0, Fig.1(b). Yet, due to the strong spatial correlations
of the quasi-periodic disorder, rare region effects are absent
and our numerics does not show subdiffusive power-law decay
of the imbalance. This is in contrast to a tDMRG and renor-
malization group study, which is however limited to shorter
time scales [55]. Due to the fast decay one can still see the
residual finite size value of I(t) even for system sizes of 192
sites at late times.
Note, that in the absence of interactions, the localization
length ξ ∼ 1.2 of the model with quasi-periodic disorder at
W = 3.0 is significantly shorter than that of the model with
random disorder at W = 2.0 (ξ ∼ 4.0). Yet the imbalance
decays much faster for quasi-periodic disorder, therefor we
can expect, that the absence of a subdiffusive powerlaw decay
is a genuine effect of the type of the disorder potential, rather
than a mere disorder strength effect.
Increasing the disorder strength, the system localizes at
weaker potential strength than in the case of a true random
potential; it is already fully localized for W = 7.0. This is
consistent with the intuitive picture of energy mismatches be-
tween sites becoming large everywhere without any statistical
fluctuations.
2. Initial-state dependence
Besides the staggered state we also consider random ini-
tial states, where the initially occupied sites are chosen ran-
domly as well as a domain-wall initial state where a block
of L/2 sites in the middle of the system is initially occupied.
In Fig. 3 we compare for random disorder the relaxation of
the three type of initial states (staggered, random, and do-
main wall). From a coarse-grained, hydrodynamic point of
view, these three types of initial states differ in that the stag-
gered state is dominated by high-momentum fluctuations, the
domain-wall initial state has exclusively low-momentum fluc-
tuations, and the random state has fluctuations at all scales.
As expected on general hydrodynamic grounds, therefore, the
domain-wall state is much slower to relax than the staggered
state: the timescale on which it relaxes can be interpreted as
the Thouless time for the system.
The decay time scales of random initial states, Fig. 3(b), is
in between the staggered initial state, (a) and the block initial
state, (c). For random initial states, the density-density corre-
lation C(t) is not only averaged over disorder realizations but
also over different initial particle distributions, such that this
case can be interpreted as the result for an infinite tempera-
ture ensemble. For large system sizes of 192 sites, the decay
of C(t) approaches the same power-law decay ∼ t−α as the
imbalance in the case of a staggered initial state at late times.
This behavior is not observable for smaller systems, which in
particular implies that numerics for small system sizes is not
sufficient to study the power law relaxation in that observable.
To further corroborate the observation of subdiffusive par-
ticle transport in the system at weak disorder, we analyze the
finite size scaling of the crossover timescale t∗, at which the
block initial state starts to decay, see Fig. 3(c) (inset). For con-
creteness we define t? as the time where C(t) has dropped to
1/(2e), though we have checked, that the scaling is insensi-
tive to this specific choice. In a diffusive system the notion of
t? would be equivalent to the Thouless time tTh, which scales
quadratically with system size, tTh ∼ L2. For subdiffusive
transport we find a steeper power law t∗ ∼ L1/α, where α
is the exponent of the imbalance decay. The two exponents
coincide, at least within the Hartree-Fock theory, because the
timescale governing density relaxation across the system is
the relaxation timescale of the slowest bottleneck expected in
a system of size L. This slowest bottleneck should correspond
to a Griffiths region with density 1/L. Given that the density
5 
(a) staggered initial state (b) random initial state (c) domain-wall initial state
FIG. 3. Subdiffusive decay of different initial states for random disorder potentials. We prepare the system in three different initial states,
in a staggered initial state (a) where every other site is occupied, in a random initial state (b) where half of the sites are occupied at random
positions, and in a domain-wall state (c) where a chain of length L/2 in the middle of the system is occupied with fermions. The states are
depicted schematically at the top of each panel. In the case of a staggered initial state the density-density correlation function C(t) reduces to
the imbalance I(t). (a) The staggered initial state shows the fastest relaxation and the imbalance decays according to a subdiffusive powerlaw
I(t) ∼ t−α. (For the disorder strength shown, α = 0.351). (b) Relaxation is slower for random initial states as they typically contain small
blocks of occupied sites, which relax slowly due to the Pauli principle. For late times however the density-density correlation approaches the
same subdiffusive powerlaw C(t) ∼ t−α as the staggered initial state. To see this, large system sizes of several hundreds sites are required.
The inset shows the proper short time finite size scaling of the correlation function. (c) The domain-wall initial state is slowest to relax due
to the Pauli principle blocking hopping inside the block. The timescale t∗ for melting the block, reminiscent of the Thouless time in diffusive
systems, shows the scaling t∗ ∼ L1/α with system size (inset), consistent with the presence of subdiffusive transport in the system. All graphs
are shown for nearest neighbor repulsion U = 0.5 and disorder strength W = 2.0.
of a Griffiths region with timescale t scales as 1/tα, we thus
have that t∗ ∼ L1/α (dashed line in the inset of Fig. 3 (c)).
Our numerics yields a very good agreement of these two ex-
ponents, see Fig. 3(a) and (c)
Looking at panels (b) and (c) of Fig. 3, it can be seen, that
finite size effects become noticeable already at tJ ∼ 1 for a
random or block initial state, while they only become relevant
at late times for a staggered initial state, Fig. 3(a). This fea-
ture follows from the definition of C(t): for a staggered initial
state, local relaxation takes place everywhere in the system at
once, so the system-wide imbalance drops at a rate of order
unity; but for a domain-wall initial state, all the relaxation
takes place at the boundary, so the system-wide imbalance
drops at a rate O(1/L). The random initial state is, again,
in between the two cases. Calculating the average number of
domain walls for a chain of length L and periodic boundary
conditions, as L2
(
1+ L−4(N−L/2)
2
L(L−1)
)
, we can remove the short
time finite size effect, by properly rescaling the measured cor-
relation function C(t), see inset of Fig. 3(b).
B. Spectral information
A useful quantity in the study of many-body localization is
the local spectral function, defined as the imaginary part of the
retarded Green’s function, Ajj(T, ω) = −1/pi ImGRjj(T, ω).
Here, T = (t+ t′)/2 is the so called center-of-mass time and
the Fourier transform to frequency space ω is calculated with
respect to the relative time trel = t − t′. In a full nonequilib-
rium setting, Green’s functions do not only depend on the time
difference trel but also on the absolute center-of-mass time T .
Nonetheless, we will show in the following, that one can still
extract similar information as in equilibrium.
Using the Lehmann representation assuming a nonequilib-
rium initial state, Ajj(T, ω) can be decomposed as
Ajj(T, ω) = A¯jj(ω) +Rjj(T, ω)
A¯jj(ω) =
∑
n,m
|ψn|2{|C(j)nm|2δ(ω − nm) + n↔ m}, (8)
where ψn = 〈n|ψ〉, C(j)nm = 〈n|cˆj |m〉, |n〉 are the exact many-
body eigenstates of the system, and nm are the levelspacings
between eigenenergies. The second term in the decomposi-
tion,
Rjj(T, ω) =
∑
m,n6=l
{
Re[a
(j)
mnl(T )]δ
(
ω − Em + En + El
2
)
+ Re[a
(j)
mln(T )]δ
(
ω + Em − En + El
2
)
+
1
pi
Im[a
(j)
mnl(T )]
1
ω − Em + En+El2
− 1
pi
Im[a
(j)
mln(T )]
1
ω + Em − En+El2
}
, (9)
contains all the dependence on center-of-mass time
via the time-dependent coefficients a(j)mnl(T ) =
e−inlTψ∗nψlC
(j)
nmC
(j)∗
lm . Due to these oscillatory contri-
butions, Rjj(T, ω) can become negative, which invalidates
the positivity sum rule of the equilibrium spectral function.
6(a) (b)
FIG. 4. Nonequilibrium local spectral function for a single disorder realization. Averaging the nonequilibrium spectral functionAjj(T, ω)
over the center-of-mass time T extracts the non-negative, non-oscillatory part A¯jj(ω), which can be interpreted analogously to the usual
equilibrium spectral function. (a) For weak disorder, W = 2.0, the local spectral function A¯jj(ω) has a broad support and hence there is
a finite energy window in which fermions can tunnel into/out of the site. This leads to the delocalization of the system. (b) In the case of
strong disorder, W = 17.0, A¯jj(ω) has sharp delta spikes only for a finite set of frequencies, thus only fermions with energies from a set of
measure zero can hop into or out of the site. Accordingly the system becomes localized. It is crucial to look at single sites and a single disorder
realization, as averaging over either lattice sites or disorder would yield a sum of delta peaks which smears out the spectral function.
In contrast to the equilibrium spectral function, out of
equilibrium Ajj(T, ω) also shows 1/ω divergences due to
the contribution of Rjj(T, ω), which would appear only in
the real part of an equilibrium Green’s function. By contrast,
A¯jj(ω), which we will refer to as local spectral function in
the following, has a form similar to an equilibrium spectral
function. It is independent of the center-of-mass time T ,
nonnegative, and a weighted sum of δ-functions located at
spectral lines En−Em of the system. One can obtain A¯jj(ω)
from Ajj(T, ω) by averaging over center-of-mass time,
A¯jj(ω) = limT→∞ T−1
∫ T
0
dS Ajj(S, ω) as the average will
cancel the oscillatory terms in Ajj(T, ω).
Physically the local spectral function A¯jj(ω), is interpreted
as the amplitude for a fermion with energy ω tunneling into or
out of lattice site j. If disorder is weak and the system is delo-
calized, the local spectral function is finite for a continuous set
of frequencies such that fermions with many different energies
are able to tunnel into or out of a given site, see Fig. 4(a). In
contrast, in the localized phase hopping into or out of a given
site is only possible for fermions with a discrete set of ener-
gies, hence the local spectral function has only discrete sharp
spectral lines, see Fig. 4(b).
As one is limited to a finite time evolution in numerics we
average over center-of-mass times in the range 1000 ≤ TJ ≤
7313. Despite this already large averaging window, there are
still some artifacts, like zero-crossings and 1/ω-singularities,
of the T -dependent part Ajj(T, ω) visible in Fig. 4(b). This is
due to the presence of oscillations with very long period, or in
other words very close energy levels, which naturally appear
in localized systems due to the absence of level repulsion.
IV. A SELF-CONSISTENT NOISE INTERPRETATION
It is often assumed, that treating interactions at Hartree-
Fock level is not sufficient to witness the breakdown of lo-
calization in a disordered system [12]. While this is true in
thermal equilibrium, as we show in Sec. III A this assumption
does not hold in the case of quench dynamics that is consid-
ered here. The essential mechanism by which Hartree-Fock
terms cause delocalization is as follows: the time-dependent
Hartree-Fock potentials act as effective temporal noise, and a
noninteracting system subject to noise will thermalize (though
potentially with transient subdiffusive dynamics [64]). Intu-
itively, this can be understood as the noise process, with its
continuous frequency spectrum, providing the missing energy
for a fermion to hop between two energy-detuned sites. We
also show in App. C, that relaxation at weak randomness is
not due to dephasing effects between different disorder sam-
ples or due to averaging over different lattice sites, by com-
puting the relaxation of the local density at single sites and for
single disorder configurations.
In our Hartree-Fock theory the selfenergy ΣHFij (t) is a de-
terministic function for a given disorder sample and a given
initial state. However, its frequency spectrum can still po-
tentially be broad, allowing for transitions between energy-
detuned single-particle orbitals. To analyze this we com-
pute the amplitude spectrum of the Hartree-Fock selfenergy
|ΣHFij (ω)| for a single realization of the disorder. As the results
are very similar for both the Hartree and the Fock contribution
(see App. D), we will focus on the amplitude spectrum of the
Hartree selfenergy |ΣHjj(ω)| only. If the amplitude spectrum is
broad and mostly featureless as for disorder strengthW = 2.0
in Fig. 5(a), the self-energy will look like noise in time do-
main, leading to delocalization (inset). When the amplitude
spectrum consists only of a discrete set of sharp peaks, as is
7(a) (b)
FIG. 5. Self-consistent noise interpretation of the Hartree selfenergy. Delocalization in our system on the Hartree-Fock level can be
understood by interpreting the Hartree-Fock self-energy ΣHFij (t) as noise. Since Σ
HF
ij (t) is a functional of the Green’s function, the noise is
self-consistently generated by the system itself and hence it does not necessarily lead to relaxation. (a) The amplitude spectrum |ΣHjj(ω)| of the
Hartree selfenergy shows mixing of a continuous frequency range without any to prominent features for weak disorder, W = 2.0. In the time
domain, ΣHjj(t) therefor looks like noise (inset) and consequently the system delocalizes. On the other hand, for strong disorder W = 17.0
(b), the amplitude spectrum only shows mixing of a discrete number of frequencies. Thus, ΣHjj(t) oscillates coherently in the time domain
(inset) and the system remains localized. All data is shown for systems of size L=96.
the case for strong disorder W = 17.0, Fig. 5 (b), the Hartree
selfenergy is just a coherent oscillation in time (inset), leaving
localization intact.
These numerical findings are consistent with what one
might expect perturbatively, at weak interactions. A single
lattice site overlaps with ∼ ξ single-particle orbitals, each at
a different energy, and therefore the on-site potential fluctu-
ates at ∼ ξ separate oscillation frequencies. At the same time,
the energy detuning between a particular orbital and the oth-
ers it overlaps with goes as δξ ∼ 1/ξ2 (or, more generally,
polynomially in 1/ξ). Thus, when ξ  1, a particle in a
given orbital is driven at enough different frequencies that it is
likely to find a “noise”-induced resonant transition to another
orbital. These transitions lead to yet more frequencies in the
self-energy spectrum, inducing yet more transitions, and so
forth, and eventually all particles delocalize. In the opposite
limit, ξ  1, the same logic indicates that localization is sta-
ble. In that limit, the amplitude of the Hartree self-energy at
a typical site falls off as exp(−1/ξ) (from orbitals centered at
nearest-neighbor sites; further orbitals are exponentially sup-
pressed as exp(−L/ξ) [65]). For the same reason, a typical
orbital has exponentially weak matrix elements to couple to
any other orbitals. Thus, asymptotically, in this limit each or-
bital is subject to a weak, essentially time-periodic potential,
which does not induce resonances, leading to a stable local-
ized regime within this approximation.
We now calculate the autocorrelation function
ΣHjj(t)Σ
H
jj(0) via averaging over disorder realizations,
Fig. 6. We find that the autocorrelations show a decay which
is consistent with a slow powerlaw ΣHjj(t)Σ
H
jj(0) ∼ t−β in
the delocalized phase, W = 2.0. These noise correlations
are much longer lived than in Ref. [64], where exponential
correlations have been studied. However, when one repeats
the arguments therein with power-law correlated noise, it
turns out that the distribution of tunneling times is still fat
FIG. 6. Autocorrelation of the Hartree selfenergy. We compute
the autocorrelation ΣHjj(t)Σ
H
jj(0) of the Hartree selfenergy averaged
over disorder realizations for systems of size L=96. The autocor-
relation of ΣHjj(t) shows a decay in time, consistent with a slow
powerlaw, when the disorder is weak, W = 2.0 (blue). One can
therefore think of ΣHjj(t) as powerlaw correlated noise in a zeroth
order approximation. In the localized phase, W = 17.0, the Hartree
selfenergy shows non-decaying autocorrelations for all times (red).
tailed and hence subdiffusive transport is recovered in the
system, which is consistent with our numerical observations.
In contrast, for strong disorder, W = 17.0, the self-energy
autocorrelations remain constant in time.
Despite the similarities between our Hartree-Fock treat-
ment and Ref. [64], there are still some differences. Most
importantly, the noise is generated self-consistently, so its
strength is in general not constant in time. The distribution
of ΣHFij (t), obtained from disorder sampling is furthermore
non-Gaussian. We expect that these differences lead to quan-
titative changes in the dynamics, which need to be addressed
in more detailed, future investigations.
8V. CONCLUSION AND OUTLOOK
In this work, we developed a self-consistent Hartree-Fock
approach in the framework of the nonequilibrium Keldysh
field theory to study interacting and disordered fermions, ini-
tialized in a far-from-equilibrium state. Our results show
that this approach can capture a lot of the phenomenology of
many-body localization. Using this technique, we study the
time-evolution of systems of up to 192 lattice sites to times
104/J . With that we can treat systems that are much larger
than the ones accessible in exact diagonalization and study
dynamics to times much longer than the ones accessible with
matrix product states. Moreover, our results also indicate that
near the many-body localization transition finite size effects
are strong, and for certain observables systems of several hun-
dreds of sites are required to obtain the asymptotic behavior.
The self-consistent Hartree-Fock approach is sensitive to
rare-regions and therefore captures subdiffusive transport for
weak random disorder. We showed that in correlated quasi-
periodic potentials such subdiffusive transport does not exist,
as can be understood from the absence of rare regions. The de-
localization of our system on the Hartree-Fock level for weak
disorder results from the dynamical nature of the self-energy,
which we interpret as noise. For strong disorder, only a couple
of frequencies contribute to the self-energy, and hence local-
ization persists.
From a certain perspective it is surprising that Hartree-Fock
theory is able to capture so much of the MBL phenomenol-
ogy. This appears to have to do with our far-from-equilibrium
initial state, which (together with the randomness) builds in
fluctuations at many frequencies into the initial conditions for
the Hartree-Fock dynamics. If we had instead started with an
eigenstate of the noninteracting problem [12, 58] the Hartree-
Fock theory would not give rise to thermalization, at least for
weak interactions. The fact that the performance of mean-
field approaches is sensitive to the fluctuations encoded in
the initial state—as we see here—was recently pointed out in
Ref. [66].
For future work, it will be interesting to study many-body
localization in higher dimension and the effects of long-range
interactions on the many-body localization transition with this
approach and with that explore many-body localization in
trapped ions [3], polar molecules [67], or condensed mat-
ter systems with dipolar interactions [10]. Moreover, many-
body localized systems that are subjected to periodic driv-
ing fields [6] can be explored as well with this technique for
large system sizes. From a more fundamental point of view,
it would intriguing to investigate how one can use measures
of the “spikiness” of the local spectral function to quantify
the many-body localization transition, how they can be mea-
sured in ARPES type experiments for ultracold atoms [68],
and whether these measures are consistent with the long-time
evolution of the system.
FIG. 7. Comparison between Hartree-Fock and exact diagonal-
ization. We compare the Hartree-Fock (HF) theory with exact di-
agonalization (ED) for small systems of 12 sites at weak disorder,
W = 2.0, where HF delocalizes faster than ED, and at strong dis-
order, W = 17.0, where both are practically lying on top of each
other. The faster decay of the HF time trace compared to ED for
weak disorder can be first attributed to the fact that interactions are
treated only perturbatively and second because field theories are not
very sensitive to finite size effects.
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Appendix A: Comparison of Hartree-Fock with exact
diagonalization
For small systems of 12 sites we compare the imbal-
ance time-traces obtained from our Hartree-Fock approach to
exact-diagonalization calculations in order to get a quantita-
tive benchmark for our method. In the weak-disorder regime,
Hartree-Fock tends to be more delocalizing, see Fig. 7. In the
strong disorder limit, however, our method is in good quan-
titative agreement with exact diagonalization. The deviations
at weak disorder stem on the one hand from neglecting higher
order contributions to the self-energy and on the other hand
from the fact that field theories have the tendency to mimic
larger systems and hence provide results that are more delo-
calized compared to exact diagonalization.
Appendix B: Self-consistent Born approximation
The next-to-leading order contribution to the self-energy
in our weak coupling expansion is often referred to as self-
9(a) staggered initial state
(b) domain-wall initial state
FIG. 8. Comparison of Hartree-Fock and SCBA at short times.
We compare the leading order Hartree-Fock dynamics with the nex-
to-leading order self-consistent Born approximation, both for the (a)
staggered and the (b) domain-wall initial state. The data shown is for
a single disorder realization and a system size of L = 48
consistent Born approximation (SCBA), which is of second
order in the interaction U . We calculate the SCBA contribu-
tion to the selfenergy and obtain
ΣSCBij (t, t
′) = 8Gij(t, t′)
∑
lk
UikUljGkl(t, t
′)Gkl(t′, t).
(B1)
We evaluate the Dyson equation taking self-energy contribu-
tion up to the SCBA and compute the time averaged correla-
tion function for a staggered initial state and a domain wall
initial state, see Fig. 8. Within the SCBA it is numerically
expensive to reach late times, because the memory integrals
on the right hand side of the Dyson equation (2) have to be
computed. Therefore, our data is limited to times tJ ∼ 20.
Hartree-Fock is overall consistent with SCBA, but the latter
potentially delocalizes the system slightly less, at least on the
accessible time scales. On the one hand, SCBA adds new de-
cay channels to the dynamics which on the first sight should
enhance delocalization, but on the other hand it might also de-
crease the self-consistent noise because the memory integral
in the Dyson equation damps oscillations.
One possible scenario could be, that the second effect
(weaker noise due to damping of oscillations) dominates at
FIG. 9. Relaxation of an initially occupied site for a single dis-
order realization. To verify that the decay of the density-density
correlation is not due to dephasing or averaging effects, we compute
the time averaged occupation on a single site and for a single disorder
realization. For weak disorder, W = 2.0, (lower curves) this quan-
tity decays to the average density of a half-filled lattice. By contrast,
for strong disorder,W = 17.0, Without time averaging, nj(t) would
be persistently oscillating about 1/2 at late times. Therefor the decay
of the imbalance I(t) or in general the correlation function C(t) is
due to particle transport. For strong disorder, W = 17.0, the par-
ticle number does not decay on an initially occupied site, indicating
localization of particles on the given site.
short times, before the first effect (larger number of decay
channels) takes over at later times, as the SCBA contributions
in Eq. (2) may build up slowly over time. Similar behavior
has been found in the NLO dynamics of the O(N) [69–72].
Appendix C: Single samples and single sites
It is well established, that the nonequilibrium Keldysh 2PI
approach is able to describe thermalization in a closed system.
This is, however, only true, when the memory integrals on the
right hand side of Eq. (2), i.e., the time non-local parts of the
selfenergy, are included. The Hartree-Fock selfenergy on its
own does not lead to thermalization. Nevertheless we have
shown in our present work, that a pure Hartree-Fock time-
evolution is already able to describe relaxation due to inter-
action effects in a disordered system. Just by looking at the
decay of the imbalance or the density-density correlation of
an initial state in Sec. III A, it is unclear whether this decay is
only due to dephasing effects between different disorder sam-
ples and different lattice sites or true delocalization. In prin-
ciple, this scenario can already be discarded by our results
for the local spectral function in Sec. III B, which we com-
puted for a single disorder realization. To further substantiate
that the decay of the correlation functions is due to particle
transport, we look at the occupation number nj(t) of a single
site and a single disorder realization. In a delocalizing sys-
tem, the single-site occupation number will approach 1/2 for
late times, nj(t → ∞) = 1/2. On the Hartree-Fock level
nj(t) contains oscillations which will persist forever and de-
localization corresponds to these oscillations being centered
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FIG. 10. Comparison between Hartree, Fock, and Hartree-Fock
time evolution. The time evolution of only Hartree (red), only Fock
(yellow), and both Hartree and Fock (blue) is qualitatively similar.
The time evolution is shown for random potentials of strength W =
2.0 in the subdiffusive phase and are compared to the localized, non-
interacting system with the same disorder (black).
around 1/2. Decay of oscillations can only be obtained in
higher order in the interaction and is a true many-particle ef-
fect. In order to remove the oscillations, we compute the time
averaged occupations, limt→∞ 1t
∫ t
0
ds nj(s) = 1/2, which
smoothly approach 1/2 at late times when the system delocal-
izes. That can be observed in Fig. 9, where we show that the
time-averaged occupation number on a single site approaches
1/2 for a few different disorder samples at weak disorder.
For strong disorder the occupation remains close to its initial
value, Fig. 9 as expected for a many-body localized system.
Appendix D: Analysis of the Hartree and Fock contributions
In Sec. IV, we have focused on analyzing the Hartree self-
energy. In Fig. 10 we show, that the time evolution, when
taking into account only Hartree, only Fock, or both Hartree
and Fock contributions, are qualitatively similar. This is why
it is sufficient to focus on the Hartree selfenergy, ΣHjj(t), when
we analyzing the self-consistent noise.
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