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Resumo Um dos tipos de problemas mais populares em Minerac¸a˜o de
Dados e´ a classificac¸a˜o. Atrave´s da aplicac¸a˜o de algoritmos, como o J48,
k-Nearest Neighbourxxs ou Naive Bayes e´ efetuada uma tentativa de
classificac¸a˜o de va´rias atividades quotidianas como Andar a Pe´, Cor-
rer, Andar de Bicicleta ou de Automo´vel a partir da acelerac¸a˜o registada
pelo smartphone. Os dados recolhidos sera˜o tratados de forma a que pos-
sam ser utilizados pelos algoritmos. No final sera´ apresentada uma com-
parac¸a˜o de desempenho entre os mesmos. Dadas as semelhanc¸as com o
tipo de problemas tratados, e´ feito ainda um teste suplementar no campo
da detec¸a˜o de quedas.
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1 Introduc¸a˜o
Cada vez mais os dispositivos mo´veis fazem parte da vida dia´ria de muitas pes-
soas, sendo usados para inu´meras tarefas, desde leitor de livros digitais a trei-
nador pessoal em determinado tipo de desporto. Para responder a este uso in-
tensivo dos dispositivos mo´veis, os fabricantes colocam cada vez mais tecnologia
nos mesmos, fazendo deles um auteˆntico canivete su´ıc¸o no que toca ao nu´mero
de sensores inclu´ıdos. Atualmente a maioria dos smartphones possuem um ace-
lero´metro de 3 eixos, que fornece o vetor da acelerac¸a˜o aplicada no dispositivo.
Este sensor pode ser utilizado diretamente por muitas aplicac¸o˜es, por exemplo
para simular um volante num jogo de corrida, fazendo apenas simples ca´lculos
para inferir a posic¸a˜o do dispositivo.
A classificac¸a˜o de atividades a partir da acelerac¸a˜o e´ uma a´rea de investigac¸a˜o
que tenta inferir automaticamente o tipo de movimentos de um humano a partir
do seu vetor de acelerac¸a˜o. No que toca a` recolha de dados e´ imprescind´ıvel o uso
de uma janela de amostras, pelo facto de as atividades que se pretende classificar
serem compostas por movimentos c´ıclicos, que so´ podem ser distinguidos ao
analisar um conjunto de amostras sequenciais, com uma certa durac¸a˜o [11] [4]
[9] [2].
Neste tipo de ana´lise o tratamento inicial dos dados e´ essencial, pois deste
modo sa˜o extra´ıdas as caracter´ısticas do movimento que sa˜o consideradas re-
levantes para uma determinada atividade. Deste modo relativamente ao pre´-
processamento dos dados, existem variados tipos de abordagens no que toca a`
extrac¸a˜o de caracter´ısticas a partir de uma janela temporal, que sa˜o bastante
influenciadas pelo tipo e quantidade de atividades que se pretendem classifi-
car. Existem trabalhos que calculam as correlac¸o˜es entre os atributos [2][9], de
modo a distinguir quais sa˜o os atributos que se influenciam mutuamente. Outros
trabalhos obteˆm a me´dia da acelerac¸a˜o e o desvio padra˜o para cada eixo, cal-
culando tambe´m o mo´dulo da acelerac¸a˜o de modo a obter a acelerac¸a˜o aplicada
independentemente do eixo, apresentando uma abordagem que calcula algumas
grandezas f´ısicas antes das tradicionais medidas probabil´ısticas [4]. De modo a
aumentar a precisa˜o da classificac¸a˜o existem ainda trabalhos que aplicam uma
transformada de Fourier, mais concretamente FFT1, para extrair caracter´ısticas
relacionadas com a amplitude de determinado sinal numa certa frequeˆncia [7].
No que toca aos algoritmos a escolha e´ variada, sendo mais populares algo-
ritmos de classificac¸a˜o Bayesiana (Naive Bayes principalmente), mas tambe´m
a´rvores de decisa˜o e algoritmos denominados como ”preguic¸osos”[4][9][7].
O trabalho descrito ao longo deste artigo, tem como objetivo principal a clas-
sificac¸a˜o de quatro atividades: Correr, Andar a Pe´, Andar de Bicicleta e Andar
de Carro. Para isso ira´ basear-se em algumas caracter´ısticas de trabalhos relacio-
nados utilizando alguns dos tradicionais algoritmos de classificac¸a˜o comparando
de seguida os resultados.
2 Dados
Os dados recolhidos para este artigo foram recolhidos atrave´s do acelero´metro de
um smartphone usual de gama me´dia, com sistema operativo Android 4.1. Para
isso foi criada uma aplicac¸a˜o mo´vel espec´ıfica para o efeito, que recolhe os dados
do acelero´metro a` ma´xima velocidade que o hardware permite, 100 amostras
por segundo (100Hz). Os dados recolhidos sa˜o guardados automaticamente num
ficheiro CSV2 que sera´ depois utilizado como entrada para o pre´-processamento
dos dados. Na Figura 1 esta˜o representados os dados provenientes de va´rias
atividades ainda sem qualquer processamento, sendo ja´ vis´ıvel noto´rias diferenc¸as
entre as va´rias atividades.
Os dados foram sempre recolhidos com o dispositivo no bolso direito das
calc¸as e com o ecra˜ virado para dentro, excetuando os dados recolhidos para
a classe Carro em que o dispositivo foi colocado numa posic¸a˜o horizontal com
o ecra˜ virado para cima. Este me´todo de recolha e´ usado devido ao facto de a
maioria das atividades serem baseadas no movimento dos membros inferiores.
Deste modo esses movimentos sa˜o melhor registados usando o smartphone no
bolso. No caso de andar de carro, isto na˜o se aplica por isso e´ usada outra posic¸a˜o.
Existem trabalhos similares que tambe´m usam o smartphone para efetuar a
recolha dos dados, como por exemplo [4][11].
Cada classe dos dados recolhidos, equivale a uma durac¸a˜o entre 2 a 5 minutos
da atividade em questa˜o.
1 Fast Fourier Transform
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Figura 1: Comparac¸a˜o da acelerac¸a˜o entre as va´rias actividades.
2.1 Pre´-Processamento
Os dados provenientes da aplicac¸a˜o Android, encontram-se no formato CSV
possuindo apenas a sequeˆncia de vetores de acelerac¸a˜o lidos durante um certo
per´ıodo de tempo para uma determinada atividade. Estes dados sa˜o de seguida
divididos em janelas de 100 amostras, ou seja 1 segundo, dando origem a uma
instaˆncia do conjunto de dados que saira´ da fase de pre´-processamento. De sa-
lientar que as janelas de dados sa˜o sempre disjuntas. O script que executa a
fase de pre´-processamento dos dados foi escrito em python 2.3, encontrando-se
dispon´ıvel em http://goo.gl/Kwb7xi, bem como o co´digo fonte da aplicac¸a˜o
Android criada para o efeito, em http://goo.gl/oCxqPN.
A fase de pre´-processamento e´ dividida em duas fases: o ca´lculo de algumas
medidas a partir do vetor da acelerac¸a˜o e a extrac¸a˜o de caracter´ısticas a partir
de cada janela de dados. Na primeira fase sa˜o calculadas as seguintes medidas,
efetuadas para cada amostra recolhida, usando apenas o vetor de acelerac¸a˜o
a = (ax, ay, az):
– Aˆngulo φ:
φ = arctan axay
Aˆngulo efectuado pelo smartphone entre o plano definido pelos eixos x e z,
e o eixo y.
– Aˆngulo θ:
θ = arctan az√
a2x+a
2
y
Aˆngulo efectuado pelo smartphone entre o plano definido pelos eixos x e y,
e o eixo z
– Mo´dulo da acelerac¸a˜o |a|:
|a| =
√
a2x + a
2
y + a
2
z
O valor da acelerac¸a˜o independentemente do eixo onde ela e´ aplicada.
– Variac¸a˜o do Mo´dulo da acelerac¸a˜o:
M ai = ||a|i − |a|i−1|
O valor absoluto da variac¸a˜o do mo´dulo da acelerac¸a˜o. No primeiro caso, em
que i = 0,M ai = |a|i
Na segunda fase do pre´-processamento o conjunto de dados existente e´ di-
vidido em partes de 100 amostras, sendo calculadas as seguintes medidas para
cada janela:
– O valor me´dio, mı´nimo e ma´ximo para as seguintes medidas:
• aˆngulo φ
• aˆngulo θ
• |a|
• | M a|
– | M v| = |max(g)−min(g)|, onde
g =
√
TF 2(ax) + TF 2(ay) + TF 2(az), em que
FT (x) e´ a transformada de Fourier de um sinal x e (ax, ay, az) e´ o vetor da
acelerac¸a˜o num instante de tempo.
O mo´dulo da variac¸a˜o das amplitudes da transformada de Fourier entre 0
e 30Hz. A transformada de Fourier e´ aplicada ao sinal proveniente de cada
eixo (ax,ay,az), sendo depois feito o mo´dulo do vetor resultante para cada
frequeˆncia, dando origem apenas a um u´nico sinal resultante onde e´ calculada
a medida acima descrita. A transformada de Fourier e´ calculada usando a
implementac¸a˜o FFT da biblioteca numpy para python 2.7 [10].
As medidas calculadas sa˜o todas muito simples e diretas, tendo como u´nico
objetivo a extrac¸a˜o de caracter´ısticas relevantes para o tipo de atividades que
se pretende classificar. Contudo existe uma medida que assenta diretamente
no mo´dulo do vetor das transformadas de Fourier de cada eixo. Esta medida
foi escolhida depois de alguma observac¸a˜o dos gra´ficos das transformadas de
Fourier para va´rias janelas de dados, sendo percet´ıvel a olho nu um aumento da
amplitude entre os 0 e os 30Hz quando se trata de atividades como andar ou
correr. Devido a este fator ser a` partida diferenciador das va´rias atividades foi
escolhido como atributo do conjunto de dados que servira˜o de entrada para os
algoritmos de classificac¸a˜o.
No conjunto de dados que sai do pre´-processamento existem 130 instaˆncias
(17%) para as classes Correr e Bicicleta, 210 instaˆncias (27%) para a classe
Andar e 290 instaˆncias (38%) para a classe Carro, perfazendo um total de 760
instaˆncias.
3 Abordagem
A ferramenta utilizada para a aplicac¸a˜o e teste dos va´rios algoritmos de clas-
sificac¸a˜o escolhidos foi o software Weka[12], que possui inu´meros algoritmos,
com muitas parametrizac¸o˜es que permitem afina´-los de modo a adaptarem-se o
melhor poss´ıvel ao problema.
3.1 Algoritmos
O tipo de minerac¸a˜o de dados que se impo˜e para este conjunto de dados e´ a
classificac¸a˜o, por isso foram escolhidos 3 algoritmos distintos: o algoritmo J483,
utilizado como comparac¸a˜o em [6],[4], [2] e [9], o algoritmo Naive Bayes (NB)
utilizado em [5], [9] e [6], e por fim o algoritmo k-Nearest Neighbours (KNN)
utilizado em [7], [9] e [6].
Os algoritmos anteriores foram escolhidos devido ao facto de apresenta-
rem um desempenho consideravelmente elevado em trabalhos homo´logos, mas
tambe´m por pertencerem a classes distintas de algoritmos, como os Bayesianos
(NB), as a´rvores de decisa˜o (J48 ou C4.5) ou os algoritmos denominados por pre-
guic¸osos4 (KNN). A escolha de algoritmos de 3 classes distintas podera´ indicar
uma classe de algoritmos que melhor se adequa a este conjunto de dados.
Os resultados obtidos com os algoritmos definidos anteriormente sera˜o apre-
sentados e comparados na secc¸a˜o seguinte.
J48/C4.5 O algoritmo J48 e´ um algoritmo de classificac¸a˜o baseado em a´rvores
de decisa˜o constru´ıdas a partir dos dados de treino. Para cada conjunto de dados
o algoritmo constro´i uma a´rvore de decisa˜o baseada nos atributos que possuem
maior ganho de informac¸a˜o (Fo´rmula 1). Sendo assim a raiz da a´rvore dividira´ o
atributo que possui maior ganho de informac¸a˜o e o mesmo para os no´s restantes
ate´ na˜o conseguir dividir mais ou todos os atributos de um no´ pertencerem a
uma so´ classe, nesse caso sera´ uma folha classificada com essa classe. No caso
dos atributos serem cont´ınuos e´ encontrado um limiar de divisa˜o dos dados de
modo a maximizar a entropia (Fo´rmula 3 dos conjuntos depois de divididos.
GI(C, x) = H(C)−H(C|x), onde (1)
H(C|a) =
∑
x∈X,y∈Y
p(x,C) log2
p(x)
p(x,C)
e (2)
H(C) =
∑
i
p(ci) log2 p(ci) (3)
No final e´ obtida uma a´rvore de decisa˜o atrave´s da qual e´ poss´ıvel classificar
de forma simples e percet´ıvel por humanos qualquer conjunto de dados [8].
3 mais conhecido por C4.5, sendo o J48 uma implementac¸a˜o open-source do algoritmo
C4.5 no software Weka
4 do Ingleˆs lazy algorithms
Naive Bayes O algoritmo Naive Bayes assenta num modelo probabil´ıstico que
assume a` partida duas condic¸o˜es: 1) os atributos sa˜o condicionalmente indepen-
dentes da classe; 2) na˜o existem atributos escondidos que influenciam o processo
de predic¸a˜o. Posto isto, toda a aprendizagem e´ baseada na lei de Bayes (Fo´rmula
4), considerando X um vetor de atributos e C o conjunto das classes. O resul-
tado da classificac¸a˜o sera´ a classe com maior probabilidade dado um conjunto
de atributos.
p(C|X) = p(C).p(X|C)
p(X)
(4)
Quando se trata de dados com domı´nio cont´ınuo, e´ assumido que os atribu-
tos associados a cada classe esta˜o distribu´ıdos de acordo com uma distribuic¸a˜o
Normal. Para isso e´ necessa´rio calcular a me´dia e a variaˆncia para cada atributo
cont´ınuo de cada classe. Atrave´s destas medidas o valor de p(X|C) e´ facilmente
calculado a partir da equac¸a˜o da distribuic¸a˜o Gaussiana (Fo´rmula 5 e 6). Outra
abordagem que podera´ ser utilizada e´ a discretizac¸a˜o dos dados cont´ınuos, pas-
sando estes a estar agrupados em intervalos, sendo que a partir da´ı ja´ se podera´
aplicar diretamente a lei de Bayes (Fo´rmula 4) [3].
P (X = v|C = c) = g(x;µc, σc), onde (5)
g(x;µc, σc) =
1
σ
√
2pi
e−(x−µ)
2/2σ2 (6)
k-Nearest Neighbours O algoritmo k-Nearest Neighbours e´ bem mais simples
que os anteriores, por isso e´ muitas vezes considerado um algoritmo preguic¸oso.
Este algoritmo classifica um conjunto de dados a partir do modelo de treino
diretamente, isto e´, na˜o aplica nenhuma transformac¸a˜o ou ca´lculo aos dados
utilizados como treino. Considerando os pontos triangulares e quadrangulares
da Figura 2 como os dados de treino de determinado problema, a classificac¸a˜o
do ponto verde iria ser ditada pelos k vizinhos mais pro´ximos. Neste caso iria ser
classificado como triangular. O valor de k e´ parametriza´vel sendo que a partir
de um certo limiar o erro de classificac¸a˜o ira´ aumentar substancialmente [1].
?
Figura 2: Algoritmo k-Nearest Neighbours
3.2 Avaliac¸a˜o de Desempenho
O desempenho dos algoritmos no conjunto de dados escolhido sera´ analisado
tendo em conta a sua taxa de acerto e o seu custo de acordo com uma matriz
de custo. A taxa de acerto possui limitac¸o˜es, principalmente quando o nu´mero
de instaˆncias por classe na˜o tem a mesma ordem de grandeza. Deste modo para
evitar uma ana´lise errada baseada apenas na taxa de acerto foi elaborada uma
matriz de custo que serve para atribuir penalizac¸o˜es a classificac¸o˜es com menos
sentido, por exemplo a classificac¸a˜o de andar a pe´ como andar de carro. A matriz
de custo esta´ definida na tabela 1. A avaliac¸a˜o de desempenho sera´ feita tendo
em conta as duas medidas apresentadas anteriormente. O custo de classificar
uma atividade i como j esta´ definido na Fo´rmula 7, sendo a distaˆncia definida
segundo a Figura 3.
Custo(i, j) =
{
distancia(i, j) i 6= j
0 i = j
(7)
Andar Correr Bicicleta Carro
d=1 d=1 d=2
Figura 3: Diagrama representativo do custo considerado.
Classificado como
Correr Bicicleta Andar Carro
Correr 0 1 1 3
Bicicleta 1 0 2 2
Andar 1 2 0 4
Carro 3 2 4 0
Tabela 1: Matriz de custo
A matriz de custo (tabela 1) foi feita de modo a penalizar mais os erros nas
atividades que possuem uma menor semelhanc¸a com a classe correta e menos em
atividades com tipos de movimentos semelhantes. Por exemplo, para a primeira
linha, foi considerado que o erro de classificar correr como andar de bicicleta tem
um custo menor do que classificar como andar a pe´, que por sua vez tambe´m
possui um custo menor do que andar de carro, por serem atividades bastante
distintas.
4 Resultados
De modo a garantir a correc¸a˜o da classificac¸a˜o dos dados, foram efetuados tes-
tes com 2 verso˜es do conjunto de dados. A primeira usando todos os atributos
definidos na secc¸a˜o do Pre´-Processamento e a segunda eliminando os atributos
relacionados com os aˆngulos (me´dia, mı´nimo e ma´ximo de θ e φ). Esta divisa˜o
foi feita para garantir que a posic¸a˜o de recolha dos dados, que e´ diferente quando
se trata da classe Carro, na˜o define o tipo de atividade recolhida.
No que toca a`s parametrizac¸o˜es dos algoritmos, no J48 sa˜o usadas as de-
finic¸o˜es padra˜o do Weka, no Naive Bayes existe uma opc¸a˜o que discretiza au-
tomaticamente os dados, mas esta na˜o foi escolhida porque poderia enviesar os
resultados de acordo com as partic¸o˜es feitas durante a discretizac¸a˜o, no KNN e´
usado apenas o vizinho mais pro´ximo para a classificac¸a˜o, ou seja k = 1. Em
todos os testes e´ usada uma validac¸a˜o cruzada com 10 subconjuntos, ou seja o
conjunto de dados e´ partido em 10 partes iguais, sendo depois uma dessas partes
usada para teste e as restantes nove para treino, sendo de seguida o conjunto de
treino e testes de novo alterado, construindo de novo o modelo.
Tal como foi descrito na secc¸a˜o anterior as medidas de desempenho usadas
sera˜o a taxa de acerto e o custo de acordo com a matriz de custo definida na
Tabela 1. Esta ana´lise ira´ ser efetuada paralelamente para os dois conjuntos de
dados, com os atributos todos (A) e sem os atributos relacionados com aˆngulos
(B).
A matriz de confusa˜o para os 3 algoritmos escolhidos esta´ definida na Tabela
2, para o conjunto de dados A e na Tabela 3 para o conjunto de dados B.
De acordo com os resultados apresentados na Tabela 4, o algoritmo KNN
foi o que obteve melhores resultados tanto no conjunto de dados A como no B,
considerando a taxa de acerto e o custo resultante da aplicac¸a˜o da matriz de
custo da Tabela 1.
Em relac¸a˜o ao conjunto de dados A, onde se encontram todos os atributos
calculados no pre´-processamento sa˜o apresentadas taxas de acerto na ordem do
98%, contudo ao ser verificado o valor do custo verifica-se que o algoritmo KNN
possui um custo bastante inferior ao dos restantes em cerca de 64%.
No conjunto de dados B, onde foi retirada toda a informac¸a˜o relativa aos
aˆngulos, todos os algoritmos apresentam resultados na mesma ordem de gran-
deza, contudo o algoritmo KNN e´ aquele que consegue melhor desempenho,
apesar de na˜o ser muita a diferenc¸a com os restantes.
De acordo com os resultados apresentados na Tabela 4, o algoritmo KNN
foi o que obteve melhores resultados tanto no conjunto de dados A como no B,
considerando a taxa de acerto e o custo resultante da aplicac¸a˜o da matriz de
custo da Tabela 1.
Em relac¸a˜o ao conjunto de dados A, onde se encontram todos os atributos
calculados no pre´-processamento sa˜o apresentadas taxas de acerto na ordem do
98%, contudo ao ser verificado o valor do custo verifica-se que o algoritmo KNN
possui um custo bastante inferior ao dos restantes em cerca de 64%.
No conjunto de dados B, onde foi retirada toda a informac¸a˜o relativa aos
aˆngulos, todos os algoritmos apresentam resultados na mesma ordem de gran-
Classificado como
Correr Bicicleta Andar Carro
J48 NB KNN J48 NB KNN J48 NB KNN J48 NB KNN
Correr 127 126 128 1 2 1 1 0 1 1 2 0
Bicicleta 2 1 2 126 127 127 1 0 0 1 2 1
Andar 1 1 0 1 2 1 206 207 209 2 1 0
Carro 0 0 0 0 0 0 0 0 0 290 290 290
Tabela 2: Matriz de confusa˜o(A) dos algoritmos J48, Naive Bayes e k-Nearest
Neighbours.
Classificado como
Correr Bicicleta Andar Carro
J48 NB KNN J48 NB KNN J48 NB KNN J48 NB KNN
Correr 124 124 123 3 2 3 3 4 4 0 0 0
Bicicleta 1 6 2 106 112 111 1 2 3 22 10 14
Andar 3 4 1 3 2 1 204 204 207 0 0 1
Carro 0 0 0 18 32 20 0 0 1 272 258 269
Tabela 3: Matriz de confusa˜o(B) dos algoritmos J48, Naive Bayes e k-Nearest
Neighbours.
deza, contudo o algoritmo KNN e´ aquele que consegue melhor desempenho,
apesar de na˜o ser muita a diferenc¸a com os restantes.
Mesmo considerando o conjunto de dados com pior desempenho (B), as taxas
de acerto esta˜o na ordem dos 92%, com um custo a rondar os 100, que apesar
de ser bastante superior ao conjunto A e´ natural, pois sa˜o cometidos erros de
classificac¸a˜o mais ”graves”neste conjunto de dados.
J48 NB KNN
Tx Acerto Custo Tx Acerto Custo Tx Acerto Custo
Conjunto A 98.5526 % 22 98.6842 % 21 99.2105 % 8
Conjunto B 92.8947 % 98 91.8421 % 108 93.4211 % 94
Tabela 4: Medidas de Desempenho.
4.1 Teste Suplementar
Devido a` sua enorme utilidade pra´tica surgiu a hipo´tese da detec¸a˜o de quedas.
Esta detec¸a˜o e´ em tudo semelhante a`s atividades anteriores, excluindo apenas
o facto de ser uma atividade pontual, em vez de c´ıclica como andar ou correr.
Deste modo foram extra´ıdas exatamente as mesmas caracter´ısticas das ativida-
des classificadas anteriormente e descritas na secc¸a˜o 2, sendo alterado apenas o
tamanho da janela usada para a extrac¸a˜o de caracter´ısticas, passando a ser de
3 segundos (300 amostras). Esta alterac¸a˜o ao tamanho da janela e´ necessa´ria
devido ao facto de ser necessa´rio captar toda a distorc¸a˜o no sinal da acelerac¸a˜o
durante a queda ate´ os sinal estabilizar. A Figura 4 mostra o gra´fico da ace-
lerac¸a˜o onde e´ poss´ıvel ver a queda a partir dos 300 cente´simos de segundo.
Foram apenas registados dados provenientes de 10 quedas, dado que e´ apenas
um teste para saber se as medidas usadas ate´ agora se aplicam tambe´m neste
domı´nio.
Apo´s a aplicac¸a˜o dos algoritmos usados anteriormente sa˜o obtidas as matrizes
de confusa˜o apresentadas na Tabela 5. Neste caso, devido ao facto de as classes
possu´ırem um nu´mero de amostras substancialmente diferente, a taxa de acerto
na˜o e´ a medida mais correta para analisar o desempenho dos classificadores,
sendo a Medida-F a medida que faz mais sentido por ter em conta os Verdadeiros
Positivos(VP), os Falsos Negativos(FN) e os Falsos Positivos(FP). Os valores da
Medida-F encontram-se na Tabela 6.
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Figura 4: Gra´fico dos dados correspondentes a uma queda.
Analisando os dados presentes na tabela 5 e 6 e´ poss´ıvel indicar que as
medidas usadas anteriormente para a extrac¸a˜o de caracter´ısticas sa˜o indicadas
tambe´m para efetuar uma boa detec¸a˜o de quedas, mesmo utilizando uma amos-
tra reduzida de dados de treino para as quedas.
Classificado como
Queda Andar
J48 NB KNN J48 NB KNN
Queda 10 10 10 0 0 0
Andar 1 1 0 69 69 70
Tabela 5: Matriz de confusa˜o.
Medida-F
J48 NB KNN
Queda 0.952 0.952 1
Andar 0.993 0.993 1
Tabela 6: Medida-F
5 Concluso˜es e Trabalho Futuro
Atrave´s do trabalho descrito nas secc¸o˜es anteriores e´ demonstrada a possibili-
dade de classificar com efica´cia diferentes tipos de atividades, apenas com re-
curso ao acelero´metro. Contudo e´ de salientar que os resultados obtidos sa˜o
baseados em dados recolhidos autonomamente, usando apenas o sensor inclu´ıdo
no smartphone, sendo que para uma ana´lise mais consistente e detalhada seria
necessa´rio proceder de um modo mais rigoroso na recolha de dados. Todos os
testes de classificac¸a˜o efetuados, assim como o teste suplementar no domı´nio da
detec¸a˜o de quedas revelaram-se um sucesso.
Como trabalho futuro seria interessante a procura de novas caracter´ısticas re-
levantes, poss´ıveis de extrair da acelerac¸a˜o, assim como a implementac¸a˜o pra´tica
de um dos classificadores apresentados, permitindo assim a identificac¸a˜o de uma
atividade quase em tempo-real.
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