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Resumen
Esta tesis de maestr´ıa es el resultado de mi proyecto de grado realizado en el Grupo de
Control y Procesamiento Digital de Sen˜ales. El trabajo fue realizado durante el an˜o 2009
y el primer semestre de 2010, bajo la supervisio´n del profesor Ce´sar Germa´n Castellanos
Dom´ınguez del Departamento de Ingenier´ıas Ele´ctrica, Electro´nica y Computacio´n.
Este trabajo esta´ orientado a la construccio´n de una metodolog´ıa de ana´lisis multivariado,
con el fin de encontrar patrones de asociacio´n entre variables sensoriales e instrumen-
tales medidas sobre muestras de cafe´ de origen, tostado a tres diferentes temperaturas
y perteneciente a cuatro regiones de Colombia. Adema´s, parte de la metodolog´ıa se empleo
para analizar datos sensoriales de otras aplicaciones de procesos industriales para produc-
tos alimenticios. Considerando lo anterior, es necesario el seguimiento de un protocolo de
adquisicio´n de datos sensoriales para procurar obtener una muestra lo ma´s homogenea posi-
ble, ya que en este tipo de ana´lisis las medidas pueden verse influenciadas por la subjetividad
de cada miembro del panel sensorial.
En este trabajo se hizo especial e´nfasis a la etapa de preprocesamiento de los datos, debido
a inconvenientes que resultaron durante el desarrollo del proyecto en la estandarizacio´n del
procedimiento de evaluacio´n sensorial. Este inconveniente fue abordado empleando trans-
formaciones para corregir discrepancias entre miembros del panel de evaluaciones, as´ı como
una estrategia de combinacio´n de clasificadores que aprovecha las experticias individuales.
Los resultados muestran la ventaja de esta u´ltima estrategia en la identificacio´n de clases.
Adicionalmente, en la etapa final del trabajo se derivan relaciones lineales entre el ana´lisis
sensorial e instrumental con el fin de descubrir dependencias de los atributos sensoriales
sobre los compuestos qu´ımicos. La evidencia experimental muestra la influencia de factores
como la temperatura de tostacio´n del cafe´ y la dificultad en la caracterizacio´n de las regiones
de origen de los productos alimenticios estudiados.
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Abstract
This Master’s thesis is the result of my graduation project undertaken at the Control and
Digital Signal Processing Group. The project was carried out during 2009 and the first se-
mester of 2010, under the supervision of Prof. Ce´sar Germa´n Castellanos-Dom´ınguez from
the Department of Electrical, Electronic and Computer Engineer.
This study is aimed at constructing a methodology of multivariate analysis, with the ob-
jective of finding association patterns between sensory variables and instrumental variables
measured on samples of origin coffee, roasted at three different temperatures and belonging
to four Colombian regions. Besides, parts of the methodology was used for analyzing sen-
sory data from other industrial process applications for food products. According to that, it
is mandatory to follow an acquisition protocol of sensory data in order to obtain a sample
as homogeneous as possible since, in this type of analyses, measures may be influenced by
subjectivity from each member of the sensory panel.
An special emphasis in the data preprocessing stage was done, due to shortcomings that ap-
peared during the development of the project in the standarization of the sensory evaluation
procedure. This shortcoming was faced by using transforms to correct discrepancies between
panel members as well as by applying a classifier combination strategy that profits from in-
divudual expertises. Results show the advantage of the latter strategy for identifying classes.
In addition, in the final stage of the study, linear relationships between sensory analysis
and instrumental analysis are extracted with the aim of finding dependencies of the sensory
attributes and the chemical compounds. The experimental evidence shows the influence of
factors such as the roasting temperature of the coffee and the difficulty for characterizing
origin regions of the studied food products.
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1. Introduccio´n
Durante las u´ltimas de´cadas un nuevo campo de investigacio´n, conocido como quimiometr´ıa,
ha ganado intere´s en el ana´lisis de datos industriales. El propo´sito ba´sico consiste en construir
soluciones basadas en modelos matema´ticos y estad´ısticos para analizar datos obtenidos
de te´cnicas instrumentales como cromatograf´ıa de gases (GC), cromatograf´ıa l´ıquida (LC)
y espectrometr´ıa del infrarojo cercano (NIR), entre otras. Adicionalmente, otras medi-
ciones de gran intere´s en el a´mbito industrial, especialmente en la industria alimenticia, son
aque´llas obtenidas por medio de ana´lisis sensorial, el cual esta´ estrechamente vinculado a la
quimiometr´ıa desde que surgio´ la necesidad de fortalecer las evaluaciones sensoriales usando
te´cnicas instrumentales.
En particular, la quimiometr´ıa comprende las tareas de recoleccio´n correcta de datos, opti-
mizacio´n de para´metros experimentales, disen˜o de experimentos, calibracio´n, procesamiento
de sen˜ales y extraccio´n de informacio´n relevante a partir de los datos instrumentales. Para
implementar dichas tareas, se usan me´todos estad´ısticos, te´cnicas de reconocimiento de
patrones y de modelado matema´tico. Estas herramientas facilitan la ejecucio´n de una
subtarea importante: realizar ana´lisis gra´fico de los datos, mostrando la variacio´n inhe-
rente a e´stos y facilitando la interpretacio´n. Algunas aplicaciones comprenden problemas
como: regresio´n, para obtener la prediccio´n de una variable dependiente a partir de cier-
tas variables independientes, medidas mediante procedimientos controlados donde quieran
estudiarse los cambios generados bajo diferentes condiciones experimentales; correlaciones
simples y mu´ltiples, que indican dependencia entre variables que pueden o no ser de la
misma naturaleza; clasificacio´n, que permite obtener un modelo que sirva para caracterizar
grupos de intere´s, determinando sus diferencias con el fin de tomar una decisio´n sobre la
pertenencia de una muestra a cierto grupo. La importancia del uso de modelos estad´ısticos
sobre datos qu´ımicos esta´ en poder estudiar patrones inesperados debidos al efecto conjunto
de todas las variables, en contraste con las relaciones qu´ımicas y f´ısicas tradicionales que
normalmente consideran solo una o muy pocas variables al mismo tiempo [Wold, 1995].
Adema´s, en el enfoque quimiome´trico se tienen en cuenta y se cuantifican la presencia de
ruido, la colinealidad y los errores en los modelos.
El a´rea de quimiometr´ıa au´n tiene muchos retos, especialmente por la naturaleza de los di-
ferentes tipos de datos — espectrales, medidas f´ısicas, evaluaciones sensoriales— que deben
estudiarse. Adema´s, los datos instrumentales generalmente implican alta dimensio´n y multi-
colinealidad, lo cual, a su vez, se traduce en un mal condicionamiento del problema al tener
muchas ma´s variables que observaciones. Esta situacio´n es dif´ıcil de superar debido al alto
costo, en tiempo y dinero, de generar un nu´mero de observaciones mayor que el nu´mero de
variables medidas, por ejemplo, un espectro de cromatograf´ıa siempre tiene cientos o miles
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de puntos que se consideran individualmente como variables; ma´s au´n, la obtencio´n de la
cromatograf´ıa de una muestra puede tardar ma´s 30 minutos.
En particular, en la investigacio´n y el desarrollo de alimentos, es frecuente emplear ana´lisis
sensorial como medio para determinar la calidad de produccio´n de un alimento; as´ı como
para generar nuevos productos, y seleccionar las materias prima. Sin embargo, esta pra´ctica
esta´ basada en el uso de los sentidos humanos como instrumentos de medicio´n, lo cual,
inevitablemente introduce subjetividades en las evaluaciones. El estudio de evaluaciones
sensoriales ha sido objeto de investigacio´n durante de´cadas [Moskowitz, 1996]. No ob-
stante, la seleccio´n de evaluadores, el entrenamiento del panel sensorial, la determinacio´n
del desempen˜o grupal e individual, la reproducibilidad y el seguimiento y mejoramiento del
desempen˜o del panel son au´n problemas abiertos de investigacio´n [Kermit and Lengard,
2005].
En esta tesis se aborda el tema de encontrar asociaciones entre datos sensoriales e instru-
mentales obtenidos por medio de cromatograf´ıa de gases, particularmente en el marco del
proyecto cuyo objetivo es caracterizar ciertas regiones del pa´ıs con respecto a sus aromas.
El estudio de las propiedades sensoriales basado en medidas instrumentales permite iden-
tificar cua´les de las variables instrumentales influyen de mayor forma en la generacio´n de
aromas, sabores, texturas, etc., de este modo, encontrando relaciones existentes se podr´ıa
suministrar soporte automa´tico a los ana´lisis sensoriales y a largo plazo lograr determinar
propiedades sensoriales u´nicamente mediante el estudio de sus medidas instrumentales al
haber determinado con precisio´n las relaciones. Con base en lo anterior se hace necesario
establecer un me´todo que permita analizar de forma simulta´nea las variables disponibles
tanto sensoriales como instrumentales en el proceso de entrenamiento de sistemas.
El tema anterior esta´ motivado por el intere´s de la industria colombiana de cafe´ liofilizado
de analizar y determinar los componentes generadores de aroma de los cafe´s de origen, de
tal forma que se logre caracterizar el aroma del cafe´ de cada regio´n. Esta caracterizacio´n
permitir´ıa generar nuevos productos as´ı como verificar la autenticidad de la materia prima.
Figura 1.1. Diagrama de bloques del sistema de ana´lisis de datos
Adquisicio´n
de datos
Preprocesamiento
Exploracio´n
y ana´lisis
de datos
Identificacio´n
de relaciones
El diagrama de la figura 1.1 muestra las etapas generales de un sistema de identificacio´n
de relaciones entre datos sensoriales e instrumentales. La primera etapa incluye un proce-
dimiento estandarizado de adquisicio´n de datos, tanto el protocolo de evaluacio´n sensorial
como de la calibracio´n de la adquisicio´n instrumental, donde la cromatograf´ıa de gases pro-
porciona los compuestos qu´ımicos presentes en el producto. La segunda etapa, con respecto
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al ana´lisis sensorial, corresponde al estudio de concordancia entre los evaluadores, la correc-
cio´n de discrepancias individuales y el aprovechamiento de las habilidades individuales en
la toma conjunta de decisiones; respecto a los datos cromatogra´ficos, esta etapa abarca el
problema de desalineamiento entre las sen˜ales medidas. En la etapa de exploracio´n y ana´lisis
de datos, se emplearon gra´ficas de dispersio´n y experimentos de clasificacio´n para comprobar
las existencia o ausencia de agrupaciones naturales. Tambie´n en esta etapa se emplearon
te´cnicas de reduccio´n de dimensio´n y seleccio´n de variables. En la etapa de identificacio´n
de relaciones se realiza un ana´lisis integrado por los dos tipos de variables, sensoriales e
instrumentales, con el fin de determinar los compuestos qu´ımicos que generan los atributos
sensoriales.
Este trabajo esta´ organizado como sigue. En el cap´ıtulo 2 se presentan los objetivos de la
propuesta de tesis. En el cap´ıtulo 3 se presentan las te´cnicas de ana´lisis estad´ıstico y de
procesamiento de sen˜ales empleadas a lo largo del trabajo. El cap´ıtulo 4 se presentan las
bases de datos analizadas, la metodolog´ıa de los experimentos, los resultados y su respectiva
discusio´n. En el cap´ıtulo 5 se resaltan las obsevaciones ma´s importantes de los experimen-
tos. Finalmente, en el cap´ıtulo 6 se resumen algunas observaciones concluyentes, se propone
trabajo a futuro y se discuten los aportes realizados en el desarrollo de este trabajo.
La recoleccio´n o adquisicio´n de los datos sensoriales requieren un especial cuidado y segui-
miento de un protocolo estandarizado (seccio´n 4.2). Sin embargo, a menudo las recomen-
daciones de las normas te´cnicas no se obedecen estrictamente. De hecho, en el caso de los
conjuntos de datos obtenidos en el marco de la cooperacio´n con la industria de cafe´ infortu-
nadamente se desatendieron estas recomendaciones debido a la existencia de un protocolo
de catacio´n propio de la empresa. Algunas de las discrepancias entre lo recomendado por
la norma y la practica de catacio´n realizada, incluyen: la seleccio´n de atributos, escala de
medicio´n, entrenamiento adecuado, etc. Estas inconsistencias no pudieron ser corregidas
con posterioridad debido a la presuposicio´n de que el panel de catadores profesionales seguia
el protocolo estandarizado.
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2. Objetivos
Objetivo general
Construir una metodologia de analisis multivariado, que permita encontrar los respectivos
patrones de asociacio´n entre las variables sensoriales e instrumentales, que pueda ser apli-
cada a procesos industriales de productos alimenticios.
Objetivos espec´ıficos
• Definicio´n de un protocolo a seguir para determinar las unidades experimentales y
realizar el analisis sensorial e instrumental.
• Desarrollo de una metodolog´ıa de preprocesamiento de las medidas de analisis sen-
sorial e instrumental que garantice la validez de los resultados.
• Construccio´n de una metodolog´ıa de identificacion y extraccion de las variables que
sean relevantes en la asociacio´n de variables.
• Identificacio´n, implementacio´n, evaluacio´n y comparacio´n de las diferentes tecnicas
para el ana´lisis de las relaciones entre las variables sensoriales que describan ade-
cuadamente los atributos de fragancia del producto y las variables instrumentales
que describan la composicio´n del producto.
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3. Marco teo´rico
3.1. Datos Sensoriales
La caracterizacio´n de productos basada en evaluaciones sensoriales juega un papel impor-
tante en el control de calidad. Uno de los problemas del ana´lisis de perfiles sensoriales es
tener que manejar las diferencias sistema´ticas individuales en las evaluaciones de los pa-
nelistas. Es inevitable que cada evaluador tenga, en cierto grado, diferentes percepciones
de las muestras as´ı como diferentes apreciaciones de los atributos o de las escalas usadas
para cuantificar las mediciones. La forma de evaluacio´n de los panelistas no es lineal, ya
que no se puede garantizar que a un cambio de intensidad de sabor de cierta magnitud (en
cualquier parte de la escala de sabores / olores) corresponda siempre a un cambio en la
evaluacio´n nume´rica de la misma proporcio´n. Es decir, para los sabores fuertes, los cata-
dores pueden tender a evaluar los pequen˜os cambios con grandes cambios en la escala de
evaluacio´n; mientras que los grandes cambios para los sabores de´biles pueden llegar a ser
evaluados con pequen˜os cambios en la escala de evaluacio´n. En otras palabras, la respuesta
de los evaluadores puede saturarse en alguno de los dos extremos de la escala, dependiendo
de su sensibilidad. Por lo tanto, cualquier modelo que pretenda describir perfiles sensoriales
necesita considerar las percepciones individuales; impl´ıcita o expl´ıcitamente. Para un u´nico
atributo sensorial, las diferencias fundamentales entre catadores pueden dividirse en diferen-
cias en (i) nivel de la escala, (ii) sensibilidad, (iii) desacuerdo y (iv) variabilidad [Brockhoff,
2003]. Es importante investigar las similitudes y diferencias entre los objetos, catadores y
atributos al mismo tiempo.
El tipo de preguntas que surgen al analizar este tipo de datos son: ¿Los evaluadores usan
los atributos o las escalas de medida de forma diferente?, ¿algunos evaluadores son ma´s
sensibles que otro a algunos atributos?, ¿algunos evaluadores son mejores identificando
diferencias entre cierto grupo de productos?, ¿todos los evaluadores distinguen igualmente
bien los productos?, ¿todos los evaluadores usan los mismos atributos para distinguir los
productos? Todas estas preguntas son de intere´s para el l´ıder del panel, quien es responsable
de la calidad del mismo y podr´ıa decidir si se conserva o se prescinde de alguno de los evalua-
dores. Igualmente, los mismos interrogantes son de intere´s para el analista de los datos que
debe tomar decisiones sobre cua´l te´cnica es la ma´s apropiada para caracterizar los diferentes
productos. Algunos me´todos de correccio´n de escala encontrados en la literatura como el
modelo del evaluador [Brockhoff and Skovgaard, 1994], ana´lisis de Procrustes [Dijksterhuis,
1996] y el me´todo de Ten Berge [Romano et al., 2008], buscan corregir las evaluaciones
sensoriales eliminando las diferencias individuales y homogeneizando los datos para con-
seguir una caracterizacio´n de los productos independiente de la capacidad individual de los
evaluadores. Por otro lado, en [Granitto et al., 2008] se propone aprovechar las diferencias
individuales de los evaluadores obteniendo un modelo de caracterizacio´n de los productos
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para cada evaluador por separado, y mediante el empleo de un ensamble de clasificadores,
mejorar la identificacio´n de los productos.
En esta etapa de la tesis se propone comparar estas dos metodolog´ıas en la identificacio´n
de productos alimenticios usando datos sensoriales. La eficacia de los tratamientos de co-
rreccio´n de escala se mide mediante el empleo de pruebas de hipo´tesis usando ANOVA de
dos y tres v´ıas. Se pretende estudiar el efecto de los evaluadores, en cuanto a su percepcio´n
individual del nivel y la escala, as´ı como los efectos del producto y de la interaccio´n entre
catador y producto, en cuanto a la percepcio´n individual que los evaluadores tienen de cada
producto. Para comparar la metodolog´ıa de ensamble de clasificadores con las de correccio´n
de escala, se emplea la precisio´n de clasificacio´n de los productos usando clasificadores sen-
cillos, como el clasificador del vecino ma´s cercano y el clasificador discriminante lineal.
3.1.1. Ana´lisis cuantitativo descriptivo
El ana´lisis cuantitativo descriptivo (QDA por sus siglas en ingle´s) es una de las te´cnicas
principales de ana´lisis descriptivo para evaluaciones sensoriales. La intencio´n principal de
este me´todo es manejar problemas de muestra pequen˜a, frecuentemente obtenidos en aplica-
ciones de perfiles de sabor y aroma. Este tipo de ana´lisis sensorial es una te´cnica reproducible
para identificar, cuantificar y describir las caracter´ısticas de un producto y determinar su
calidad sensorial; e´ste es un me´todo que permite evaluar tanto individal como integralmente
las caracter´ısticas sensoriales de cierto producto y las relaciones entre ellas, obtenie´ndose
la mayor informacio´n posible de una muestra [Meilgaard et al., 2007]. En este ana´lisis se
evaluan caracter´ısticas de la apariencia, aroma, sabor y textura de un producto tanto de
sus atributos como defectos y se emite una calificacio´n integral que resume y agrupa el
concepto del juez entrenado sobre la calidad de la muestra.
Los catadores son seleccionados de un gran conjunto de posibles candidatos de acuerdo a
su habilidad para discriminar diferencias en los perfiles sensoriales entre las muestras de un
tipo espec´ıfico de producto. Posteriormente, los catadores deben ser sometidos a un entre-
namiento constante y exhaustivo, con el fin de garantizar el ana´lisis con catadores entrenados
y/o expertos que permita obtener resultados confiables para una adecuada interpretacio´n.
El entrenamiento de un panel de QDA requiere el uso de referencias del productos y sus
ingredientes para estimular la generacio´n de la terminolog´ıa consistente. El lider del panel
actua como un facilitador, ma´s que como un instructor, y debe abstenerse de influenciar
al grupo. Las calificaciones se realizan frecuentemente usando una l´ınea de escala de 15
cm. Un panel debidamente entrenado tiene la capacidad de cuantificar diferencias entre las
muestras, evaluando diferentes caracter´ısticas o propiedades sensoriales en una escala de
intervalos estructurada.
En la metodolog´ıa QDA, se proponen evaluaciones para mu´ltiples productos con el fin de
sacar el mayor provecho de las capacidades de los evaluadores para hacer juzgamiento con
un alto grado de precisio´n. Los evaluadores son buenos para juzgar diferencias sensoriales
relativas, dependientes de su experiencia, pero no puede esperarse obtener diferencias ab-
solutas. Se debe tener en cuenta que el entrenamiento y la seleccio´n adecuados del panel
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de catacio´n es determinante para lograr un ana´lisis confiable de los datos y del producto
evaluado. La falta de instruccio´n formal puede conducir al desarrollo de te´rminos erroneos.
Sin embargo, es reconocido y aceptado en QDA que los panelistas pueden usar diferentes
partes de la escala para expresar sus percepciones de la misma muestra.
En QDA, los panelistas evaluan los productos uno a la vez en cabinas separadas para reducir
las distracciones y la interaccio´n entre panelistas. No esta´ permitido que los panelistas
discutan sobre los resultados, la terminolog´ıa o la muestra despue´s de cada sesio´n y el lider
del panel debe guardar discresio´n sobre cualquier diferencia entre las muestras.
Los resultados de QDA son adecuados para los ana´lisis estad´ısticos y el reporte general debe
contener representaciones gra´ficas de los datos. El desempen˜o del panel puede ser examinado
usando un ana´lisis de interaccio´n entre el producto y el panelista; las diferencias entre los
productos puede diagnosticarse usando procedimientos tales como Ana´lisis de varianza —
univariado y multivariado—, ana´lisis de componentes principales, ana´lisis factorial y ana´lisis
de conglomerados, entre otros.
3.1.2. Disen˜o de experimentos
Un disen˜o estad´ıstico de experimentos es el procedimiento de planear los experimentos tal
que los datos recolectados sean apropiados para ser analizados estad´ısticamente y se con-
duzca a conclusiones objetivas. En esta seccio´n se presenta el disen˜o de experimentos
factorial, en el cual las corridas del experimento se ejecutan con todas las combinaciones
posibles de los niveles de los factores y de esta forma poder estudiar la interaccio´n entre
estos u´ltimos.
La interaccio´n entre los factores se debe tener en cuenta ya que permite explicar la respuesta
del feno´meno con ma´s elementos de jucio. Gracias a las interacciones , en el caso de dos
factores, es posible determinar si un factor modifica el efecto de otro factor sobre la variable
respuesta y en el caso de tres factores, determinar si un factor modifica la interaccio´n de
los otros dos factores.
Las observaciones, de un experimento factorial de dos factores, pueden describirse con el
modelo estad´ıstico lineal
Yijr = µ+ τi + βj + (τβ)ij + ijr


i = 1, 2, . . . , a
j = 1, 2, . . . , b
r = 1, 2, . . . , n
(1)
donde µ es el efecto promedio global, τi es el efecto del i-e´simo nivel del factor A, βj es
el efecto del j-e´simo nivel del factor B, (τβ)ij es el efecto de la interaccio´n entre A y B y
ijr es un componente de error aleatorio que tiene una distribucio´n normal con media cero
y varianza σ2. Adema´s, cada factor A y B tiene a y b niveles, respectivamente.
Otro posible disen˜o de experimentos se obtiene al tener en cuenta tres factores y se puede
describir el modelo subyacente como sigue
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Yijkr = µ+τi+βj+γk+(τβ)ij+(τγ)ik+(βγ)ik+(τβγ)ijk+ijkr


i = 1, 2, . . . , a
j = 1, 2, . . . , b
k = 1, 2, . . . , c
r = 1, 2, . . . , n
(2)
donde los efectos µ, τi, βj y γk corresponden a los efectos principales y (τβ)ij , (τγ)ik,
(βγ)ik y (τβγ)ijk corresponden a la interaccio´n entre los diferentes efectos.
La prueba de hipo´tesis consiste en probar que no existen efectos del factor A, del factor
B y del factor C sobre la respuesta y adema´s de que no existe interaccio´n entre los factores
A, B y C, por parejas o en conjunto. Esta hipo´tesis es probada haciendo uso del ana´lisis de
varianza (ANOVA) de dos factores y tres factores. Antes de iniciar el ANOVA para estos
disen˜os de experimentos es importante determinar si los factores son de tipo fijo o aleatorio.
Un factor es fijo cuando los niveles de cierto factor, son seleccionados de manera espec´ıfica
por el experimentador, de tal forma que las inferencias esta´n limitadas u´nicamente a estos
niveles. En lo que se refiere a factores aleatorios, e´stos corresponden a situaciones donde
existen una gran cantidad de niveles posibles para el factor de intere´s, y el experimentador
debe escoger al azar de toda la poblacio´n un subconjunto de estos niveles, tal que, a partir
de este subconjunto, se puedan obtener conclusiones para todos los posibles niveles del
factor [Montgomery and Runger, 2002].
3.1.3. ANOVA
El propo´sito de ANOVA es probar significancia estad´ıstica de las diferencias entre las me-
dias de los grupos o niveles de un factor. Esto se logra analizando la varianza, es decir,
partiendo la varianza total en el componente que se debe a un error aleatorio de la medida
y el componente que se debe a las diferencias entre las medias de los niveles del factor.
Finalmente, estas varianzas son comparadas para probar la hipo´tesis nula de que no hay di-
ferencia entre las medias, y en caso de que resulten significativamente diferentes, se rechaza
dicha hipo´tesis.
Tabla 3.1. Arreglo de datos para un disen˜o factorial con dos factores
Factor B
Totales Promedios
F
ac
to
r
A
1 2 · · · b
1
y111, y112,
. . . , y11n,
y121, y122,
. . . , y12n,
y1b1, y1b2,
. . . , y1bn,
y1·· y¯1··
2
y211, y212,
. . . , y21n,
y221, y222,
. . . , y22n,
y2b1, y2b2,
. . . , y2bn,
y2·· y¯2··
...
a
ya11, ya12,
. . . , ya1n,
ya21, ya22,
. . . , ya2n,
yab1, yab2,
. . . , yabn,
ya·· y¯a··
Totales y·1· y·2· y·b· y···
Promedios y¯·1· y¯·2· y¯·b· y¯···
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En la tabla 3.1 se muestra la recopilacio´n de los datos medidos para un disen˜o de experimen-
tos de dos factores, que as´ı mismo puede extenderse al caso de tres factores. De acuerdo a
la tabla se definen yi.. como la suma total de las observaciones tomadas en el i-e´simo nivel
del factor A; y.j. la suma total de observaciones tomadas en el j-e´simo nivel del factor B;
yij, la suma total de las observaciones en la ij-e´sima celda de la tabla 3.1, y y el gran total
de todas las observaciones. Def´ınanse y¯i..,y¯.j., y¯ij., y y¯.. como los promedios por renglo´n,
columna, celda y total, respectivamente.
Para probar la diferencia estad´ıstica entre los niveles de un factor se tienen en cuentra tres
casos, se prueba el efecto de los factores individualmente, se prueba el efecto de la inter-
accio´n entre los pares de factores posibles y se prueba el efecto de la interaccio´n entre los
tres factores presentes en el estudio.
Para el primer caso, cada factor individual debe ser evaluado para probar su efecto sobre la
medicio´n Yijkr (ver ecuacio´n (2)). En particular, para el factor τ la hipo´tesis nula, denotada
como H0, consiste en que todos los a niveles del factor son iguales a 0. O sea que no hay
diferencias significativas entre dichos niveles. Mientras que si al menos para un nivel i no
se cumple esta igualdad, se rechaza la hipo´tesis nula y se acepta la hipo´tesis alternativa
H1. Una descripcio´n similar puede hacerse para los dema´s factores tenidos en cuenta. A
continuacio´n se presenta la notacio´n habitual de las hipo´tesis a probar para cada uno los
factores principales τ , β, γ:
1. H0 : τ1 = τ2 = · · · = τa = 0
H1 : al menos para un nivel i τi 6= 0
2. H0 : β1 = β2 = · · · = βb = 0
H1 : al menos para un nivel j βj 6= 0
3. H0 : γ1 = γ2 = · · · = γc = 0
H1 : al menos para un nivel k γk 6= 0
Para el segundo caso, se prueba el efecto de la interaccio´n entre cada par de factores
sobre la medicio´n Yijkr. Los posibles pares entre los factores τ , β y γ corresponden a τβ con
ij niveles, τγ con ik niveles y βγ con jk niveles. En particular, para el factor de interaccio´n
τβ, la hipo´tesis nula H0 expresa que no hay diferencias entre los ab niveles de interaccio´n
entre los factores τ y β. Si alguno de los niveles no cumple esta hipo´tesis se rechaza la
hipotesis nula y se acepta la hipo´tesis alternativa H1. Las hipo´tesis de los dema´s factores de
interaccio´n se describen de forma similar. A continuacio´n se presentan las pruebas hipo´tesis
de interaccio´n que se tienen en cuenta en un disen˜o de experimentos con tres factores.
4. H0 : (τβ)11 = (τβ)12 = · · · = (τβ)ab = 0
H1 : al menos para un par de niveles ij (τβ)ij 6= 0
5. H0 : (τγ)11 = (τγ)12 = · · · = (τγ)ac = 0
H1 : al menos para un par de niveles ik (τγ)ik 6= 0
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6. H0 : (βγ)11 = (βγ)12 = · · · = (βγ)bc = 0
H1 : al menos para un par de niveles jk (βγ)jk 6= 0
El tercer caso consiste en probar la interaccio´n entre los tres factores. La
hipo´tesis nula H0 consiste en probar que no hay diferencias entre los abc niveles
de interaccio´n. Si no se cumple dicha hipo´tesis se acepta la hipo´tesis alternativa
H1 de que el efecto para al menos una combinacio´n de niveles ijk no es igual a
los dema´s efectos.
7. H0 : (τβγ)111 = (τβγ)112 = · · · = (τβγ)abc = 0
H1 : al menos para una combinacio´n de niveles ijk (τβγ)ijk 6= 0
La variabilidad total se mide con la suma total de cuadrados de las observaciones as´ı
SST =
a∑
i=1
b∑
j=1
n∑
r=1
(yijr − y¯···)2 (3)
mientras que la descomposicio´n de la variabilidad esta´ definida de la siguiente manera para
un ana´lisis de varianza de dos factores
a∑
i=1
b∑
j=1
n∑
r=1
(yijr − y¯···)2 = bn
a∑
i=1
(y¯i·· − y¯···)2
+an
b∑
j=1
(y¯·j· − y¯···)2
+n
a∑
i=1
b∑
j=1
(y¯ij· − y¯i·· − y¯·j· + y¯···)2
+
a∑
i=1
b∑
j=1
n∑
r=1
(yijr − y¯ij·)2 (4)
Esta suma de cuadrados puede ser fa´cilmente extendida al caso de tres factores. Es as´ı
como la suma total de cuadrados queda dividida en una suma de cuadrados debida al factor
A (SSA), una suma de cuadrados debida al factor B (SSB), una suma de cuadrados debida
a la interaccio´n entre A y B (SSAB) y una suma de cuadrados debida al error(SSE).
La identidad de la suma de cuadrados de la ecuacio´n 4 puede escribirse de manera simbo´lica
como
SST = SSA + SSB + SSAB + SSE (5)
Existen en total abn − 1 grados de libertad. Los efectos principales A y B tienen a − 1
y b − 1 grados de libertad, mientras que el efecto de interaccio´n AB tiene (a − 1)(b − 1)
grados de libertad. Dentro de cada una de las ab celdas de la tabla 3.1, existen n − 1
grados de libertad entre las n re´plicas, y las observaciones en la misma celda so´lo pueden
diferir debido al error aleatorio. Por consiguiente, existen ab(n− 1) grados de libertad para
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el error. En consecuencia, los grados de libertad esta´n divididos de acuerdo con
abn− 1 = (a− 1) + (b− 1) + (a− 1)(b− 1) + ab(n− 1) (6)
Si se divide cada una de las sumas de cuadrados del lado derecho de la ecuacio´n 5 entre el
nu´mero de grados de libertad correspondiente, se obtienen las medias de cuadrados de A,
B, la interaccio´n y el error:
MSA =
SSA
a− 1 MSB =
SSB
b− 1
MSAB =
SSAB
(a− 1)(b− 1) MSE =
SSE
ab(n− 1)
La variabilidad (SSE) dentro del grupo se conoce como la varianza del error. Este te´rmino
denota el hecho de que esta variabilidad no podemos explicarla fa´cilmente en el disen˜o ac-
tual. Sin embargo, la variabilidad SSA, SSB, SSAB de los efectos s´ı se pueden explicar. En
efecto, e´stas se deben a las diferencias en las medias entre los grupos. En otras palabras,
la pertenencia a una clase explica la variabilidad porque se sabe de antemano que e´sta se
debe a las diferencias entre las medias.
Para probar que los efectos de los niveles para cierto factor son todos iguales a cero (H0 :
τi = 0), se emplea el cociente
F0 =
MSA
MSE
(7)
el cual tiene una distribucio´n F con a−1 y ab(n−1) grados de libertad si H0 : τi = 0 es ver-
dadera. Esta hipo´tesis nula se rechaza con un nivel de significancia α si f0 > fα,a−1,ab(n−1).
De manera similar se define el cociente, la prueba de hipo´tesis y los grados de libertad para
los dema´s efectos e interacciones.
Las pruebas de hipo´tesis se basan en la comparacio´n de las varianzas debido a la variabilidad
dentro de los grupos (MSA) con respecto a la variabilidad entre grupos (MSE). Bajo la
hipo´tesis nula, de que no hay diferencias en la media entre grupos para cierta poblacio´n,
au´n se esperar´ıa alguna fluctuacio´n aleatoria en las medias para los dos grupos cuando se
toma una muestra pequen˜a. Por lo tanto, bajo la hipo´tesis nula, la varianza estimada con
base en la variabilidad dentro de los grupos debe ser la misma que la varianza debido a
la variabilidad entre grupos. Se puede comparar esos dos estimadores de varianza usando
la prueba F, que prueba en que´ casos esa relacio´n de las dos estimaciones de varianza es
significativamente ma´s grande que 1. En el ejemplo, la prueba es significativamente mayor,
y se concluye que las medias para los dos grupos son significativamente diferentes.
Normalmente los ca´lculos se muestran en una tabla de ana´lisis de varianza tal como se
muestra en las tablas 3.2 y 3.3
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Tabla 3.2. Tabla de ana´lisis de varianza para el modelo de efectos fijos de
dos factores
Fuente de
variacio´n
Suma de
cuadrados
Grados de
libertad
Media de
cuadrados
Medias de
cuadrados esperadas
F
A SSA a− 1 MSA σ2 + bcnΣτ
2
i
a− 1
MSA
MSE
B SSB b− 1 MSB σ2 +
acnΣβ2j
b− 1
MSB
MSE
AB SSAB (a− 1)(b− 1) MSAB σ2 +
cnΣΣ(τβ)2ij
(a− 1)(b − 1)
MSAB
MSE
Error SSE ab(n− 1) MSE σ2
Total SST abn− 1
Tabla 3.3. Tabla de ana´lisis de varianza para el modelo de efectos fijos de
tres factores
Fuente de
variacio´n
Suma de
cuadrados
Grados de
libertad
Media de
cuadrados
Medias de
cuadrados esperadas
F
A SSA a− 1 MSA σ2 + bcnΣτ
2
i
a− 1
MSA
MSE
B SSB b− 1 MSB σ2 +
acnΣβ2j
b− 1
MSB
MSE
C SSC c− 1 MSC σ2 + abnΣγ
2
k
c− 1
MSC
MSE
AB SSAB (a− 1)(b− 1) MSAB σ2 +
cnΣΣ(τβ)2ij
(a− 1)(b − 1)
MSAB
MSE
AC SSAC (a− 1)(c− 1) MSAC σ2 + bnΣΣ(τγ)
2
ik
(a− 1)(c− 1)
MSAC
MSE
BC SSBC (b − 1)(c− 1) MSBC σ2 +
anΣΣ(βγ)2jk
(b− 1)(c− 1)
MSBC
MSE
ABC SSABC (a− 1)(b− 1)(c− 1) MSABC σ2 +
nΣΣΣ(τβγ)2ijk
(a− 1)(b− 1)(c− 1)
MSABC
MSE
Error SSE abc(n− 1) MSE σ2
Total SST abcn− 1
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MANOVA
El modelo ANOVA multivariado (MANOVA) de un factor se expresa como:
yir = µ +αi + εir
= µi + εir, i = 1, 2, · · · , a r = 1, 2, · · · , n (8)
en te´rminos de las p variables en yir, (8) se vuelve

yir1
yir2
...
yirp

 =


µ1
µ2
...
µp

+


αi1
αi2
...
αip

 +


εir1
εir2
...
εirp

 =


µi1
µi2
...
µip

+


εir1
εir2
...
εirp

 (9)
de tal forma que el modelo para la l-e´sima variable (para l = 1, 2, . . . , p) en cada vector yij
es
yirl = µl + αil + εirl = µil + εirl (10)
Se desea comparar los vectores del factor µ sobre los a niveles para encontrar diferencias
significativas. Por lo tanto, la prueba de hipo´tesis se expresa
H0 :µ1 = µ2 = · · · = µa = 0
H1 :al menos para un nivel i µi 6= 0 (11)
La igualdad de los vectores del factor µ implica que los a niveles son iguales para cada
variable; es decir, µ1l = µ2l = · · · = µal para l = 1, 2, · · · , p. Si dos pares de niveles para
cierta variable son diferentes, por ejemplo, µ23 6= µ43, entonces H0 es falsa y es rechazada.
En te´rminos matriciales la hipo´tesis nula se expresa:
H0 :


µ11
µ12
...
µ1p

 =


µ21
µ22
...
µ2p

 = · · · =


µa1
µa2
...
µap

 (12)
Siguiendo estos criterios ba´sicos, los modelos ANOVA para tres factores se pueden expresar
de forma multivariada, para obtener un disen˜o de experimentos multivariado con el nu´mero
de factores y niveles requeridos.
La prueba de diferencias de Tukey HSD
Una prueba de significancia F dice solo que la diferencia entre las medias de varias muestras
o grupos es significativamente mayor que cero. Pero no dice en que´ circunstancias la media
de un grupo particular es significativamente diferente de otro grupo. La prueba de diferen-
cias de Tukey HDS (HDS de su nombre en ingle´s honestly significant difference) permite
determinar la significancia de las diferencias por parejas entre los grupos.
El procedimiento de comparacio´n mu´ltiple de Tukey consiste en la estimacio´n, entre todas
las posibles parejas de medias de niveles para cada factor, de las diferencias Di = µi − µ′i,
o la estimacio´n de todas las pruebas de la forma:
H0 : µi − µi′ = 0
Ha : µi − µi′ 6= 0
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Cuando todos los grupos son de igual taman˜o, el coeficiente de confianza del me´todo de
Tukey es de exactamente 1 − α y los niveles de significancia es exactamente α. Cuando
los taman˜os de los grupos no son iguales, el coeficiente de confianza es mayor que 1 − α
y el nivel de significancia es menor que α. En otras palabras, el procedimiento de Tukey
es conservador cuando el taman˜o de los grupos no son iguales [Kutner et al., 2005]. La
prueba de Tukey utiliza una distribucio´n de rango estudentizada, que puede abreviarse como
q. Para cualquier par de medias entre k grupos, se determinan la mayor y menor como ML
y MS, respectivamente. El estad´ıstico de rango estudentizado puede ser calculado para
cualquier par de medias como
q =
ML −MS√
MSE/Ni
(13)
dondeMSE es la media de cuadrados del error o varianza intra grupo obtenida en el ana´lisis
original y Ni es el nu´mero de observaciones del grupo i.
3.1.4. Ana´lisis de componentes principales (PCA)
Sea Y la matriz original de datos con dimensiones m × p. Las filas yi corresponden a las
observaciones y las columnas ξj a las variables. Las variables son estandarizadas con media
cero y varianza uno (i.e., Y = (ξl − ξ¯l)/sξl), tomando a sξl como la desviacio´n esta´ndar
de ξl). La matriz estandarizada Y queda representada como
Y = {yil : i = 1, ..., m l = 1, ..., p} (14)
con vector de medias ξ¯l = E{ξl} y matriz de covarianza ΣY = E
{
(ξ − µξ)T (ξ − µξ)
}
>
0, de forma que algunos de sus elementos o componentes esta´n correlacionados. La ecuacio´n
matricial de PCA puede expresarse como
T = YP (15)
donde T es la matriz de componentes principales, Y es la matriz de datos estandarizada
y P es la matriz de transformacio´n formada por los vectores propios correspondientes a
cada valor propio λj de la matriz de covarianza ΣY . Estos resultados son representados
en diagramas de dos y tres dimensiones donde los ejes coordenados son formados por las
componentes principales y la ubicacio´n de las variables sobre el diagrama esta´ establecida
por los coeficientes de las variables originales que son una combinacio´n lineal para obtener
la componente principal.
3.1.5. PCA-ANOVA
PCA-ANOVA propuesto por [Luciano and Næs, 2009] consiste en usar PCA sobre la matriz
de datos originales Y de dimensiones a∗b∗n× p (catadores*productos*re´plicas×atributos),
es decir el nu´mero de columnas corresponden al nu´mero de atributos y el nu´mero de filas
corresponden a todas las combinaciones de catadores, productos y re´plicas. Estos datos se
pueden expresar usando un modelo MANOVA formulado en la seccio´n 3.1.3 de la siguiente
forma:
Y = 1µT + τ + β + τβ + ε (16)
Lo anterior implica que PCA produce unos componentes que son combinaciones de todos
los efectos del modelo anova multivariado, ver (16). Cuando se calculan los factores de
PCA, pueden ser interpretados con el uso de gra´ficas de dispersio´n y adema´s relacionarlos
16
con la matriz del disen˜o de los efectos usando ANOVA de dos factores. El modelo ANOVA
de la ecuacio´n (16) puede ser reescrito reemplazando Y en la ecuacio´n (15).
T = YP = (1µT + τ + β + τβ + ε)P (17)
Se puede trabajar sobre esta matriz empleando ANOVA regularmente, es decir, se obtienen
todos los ca´lculos de los efectos y pruebas de hipo´tesis sobre la matriz T. Debido a que los
factores T de PCA son ortogonales, se justifica el empleo de ANOVA separado para cada
factor.
Este me´todo puede extenderse fa´cilmente a situaciones donde el efecto de los productos se
compone de diferentes factores experimentales, por ejemplo, tomar un producto de varias
fa´bricas que, adema´s del efecto del producto, se quiera estudiar diferentes periodos de
almacenamiento. Este ejemplo puede ser modelado como sigue:
Y = 1µT + τ + β + γ + τβ + τγ + βγ + ε (18)
donde τ y β son los dos factores experimentales del producto y γ es el factor del catador.
PCA se aplica a Y de la misma forma y ANOVA se aplica a los factores T de PCA
simplemente incorporando un factor en el modelo. Todos los ca´lculos de los efectos y la
pruebas de hipo´tesis se realizan de la manera usual.
3.1.6. Correccio´n de escala Brockhoff
Sea Ycpr la re´plica r-e´sima de una evaluacio´n sensorial realizada por el catador c en el
producto p, donde r = 1, . . . , R, c = 1, . . . , C y p = 1, . . . , P . El modelo ANOVA esta´ndar
con efectos principales del producto y el catador, junto con el efecto de la interaccio´n
producto×catador puede ser escrito como:
Ycpr =αc + υp + γcp + εcpr,
εcpr ∼ N(0, σ2) e independiente
(19)
La aplicacio´n de este modelo tiene el propo´sito de obtener informacio´n del producto (υp)
pero teniendo en cuenta posibles diferencias entre los catadores. La figura 3.1 ilustra las
diferencias que se pueden tener en cuenta en una escala univariada. Los tipos de diferencias
que se tienen en cuenta entre los catadores incluyen: 1) nivel: la diferencia de nivel entre
un par de evaluadores se refiere a la percepcio´n subjetiva de la intensidad del atributo en
la muestra, por parte de cierto catador. 2) escala: la diferencia de escala se refiere a
co´mo se perciben y ponderan los incrementos y reducciones de la intensidad del atributo
en la muestra. 3) desacuerdo: comprende el error producido por uno o ma´s catadores que
evaluan uno o varios productos de forma opuesta a otros catadores. 4) variabilidad: el error
de variabilidad se refiere a la repetitividad y presicio´n que tiene un catador al evaluar un
mismo producto en diferentes sesiones de catacio´n. Las diferencias de escala y desacuerdo
constituyen, juntas, la interaccio´n catador×producto.
Modelo ba´sico de evaluador (catador)
El modelo ANOVA dado en 19 considera las diferencias de tipo 1, 2 y 3 de la figura 3.1.
Las diferencias de nivel de los catadores son los efectos principales (αc). Las diferencias
de escala y desacuerdo se muestran como el efecto de interaccio´n (γcp). Las diferencias
de variabilidad no se tienen en cuenta en 19 debido a que una de las suposiciones de los
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TIPOS Evaluador 1 Evaluador 2
1. Nivel
2. Escala
3. Desacuerdo
4. Variabilidad
Figura 3.1. Diferencias entre evaluadores
modelos ANOVA es la homogeneidad de la varianza. Pero es fa´cil especificar el mismo
modelo permitiendo diferente variacio´n de los evaluadores:
Ycpr = αc + υp + γcp + εcpr,
εcpr ∼ N(0, σ2c0) e independiente
(20)
De esta forma, este modelo tiene en cuenta las cuatro diferencias mencionadas entre eva-
luadores.
No´tese que la u´nica diferencia entre (1) y (2) es el sub´ındice en la varianza del error σ2c0.
Siguiendo el principio de ma´xima verosimilitud para probar los efectos se puede sugerir una
prueba de desacuerdo: se debe especificar un modelo que incluya cada tipo de diferencias
entre evaluadores excepto para el desacuerdo. Este es el modelo ba´sico de evaluador:
Ycpr = αc + βcυp + εcpr,
εcpr ∼ N(0, σ2c ) e independiente
(21)
Para explicar como surge este modelo, se tiene en cuenta el modelo (20) como referencia.
Para construir un modelo que incluya las diferencias de evaluadores tipo 1, 2 y 4 sin el tipo
3, ver figura (3.1). La inclusio´n de los para´metros αc y σ
2
c asegura la presencia del tipo 1 y 4
de los efectos. El para´meto υp (efecto principal del producto) debe estar ah´ı tambie´n puesto
que se desea expresar las diferencias de los productos en el modelo. La u´nica cosa que no
se usa del modelo (20) es el te´rmino de interaccio´n γcp. Primero, no´tese que el efecto de
interaccio´n evaluador×producto puede verse como la suma de los efectos de escala y efectos
no lineales:
Interaccio´n = Escala + Desacuerdo
En lugar de un te´rmino de interaccio´n general γcp se debe especificar un te´rmino que exprese
solo los efectos de escala. Las diferencias de escala pueden expresarse especificando cons-
tantes de escala individuales β˜c. Interpretando el efecto principal de producto υp en (20)
como el valor real de la propiedad sensorial en cuestio´n (en una escala comu´n) el efecto de
escala esta´ en el producto β˜cυp. Esto debe sustituirse por γcp en (20) lo que conduce a:
Ycpr = αc + υp + β˜cυp + εcpr
= αc + (1 + β˜c)υ + εcpr
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renombrando βc = (1 + β˜c), se obtiene el modelo ba´sico de evaluador (21). Esto muestra
que aunque a primera vista, los efectos principales del producto hacen falta en el modelo
del catador, esta´n presentes como una parte del efecto de escala.
La sensibilidad esta´ definida como la relacio´n sen˜al a ruido al cuadrado [Brockhoff, 1998]:
Sensibilidad =
β2c
σ2c
(22)
Comparando el ajuste de los datos del modelo (21) con el modelo (20) produce una prueba
de desacuerdo. De hecho, esta comparacio´n equivale a una comparacio´n de la varianza
individual estimada de los dos modelos: σˆ2c0 y σˆ
2
c . El primero es la variacio´n dentro del
producto para cada individuo mientras que el u´ltimo tambie´n incluye efectos de desacuerdo
(si existen). Entonces se puede obtener una medida individual de desacuerdo comparando
los niveles individuales:
Desacuerdoc =
√
σ2c − σ2c0 (23)
Usando el modelo del evaluador como referencia es posible probar efectos de escala ajustando
a una versio´n restringida sin efectos de escala. Tambie´n es posible probar diferencias de sen-
sibilidad usando un enfoque similar. Y finalmente, aplicando el modelo del evaluador para
cada atributo se obtienen estimadores para escalas individuales, variabilidad, desacuerdo y
sensibilidad para cada atributo.
El modelo generalizado de evaluador
En las situaciones reales, la estructura del disen˜o de experimentos tiene una complejidad
tal que el modelo ba´sico de evaluador ser´ıa muy simple. La estructura compleja puede
incluir efectos cruzados y enlazados, efectos de orden, de seguimiento, de sesio´n y efectos
de bloque, etc.
El modelo de evaluador general se convierte en
Ycpr = αc + βc(υp + δe) + εcpr, εcpr ∼ N(0, σ2c ) e independiente (24)
Este es entonces el modelo que permite interacciones multiplicativas entre catadores y
cualquier otra cosa, por ejemplo, la temperatura, pero solo a trave´s de las mismas cons-
tantes de escalas individuales. Esto se puede explicar as´ı: no importa que pueda cambiar
la percepcio´n de los productos, tendra´ que pasar por el uso individual de la escala antes de
convertirse en una evaluacio´n de la muestra. Desde este punto de vista esta generalizacio´n
no cambia nada de las pruebas de significancia estad´ıstica para las diferencias individuales
con las estimaciones individuales de la escala, variabilidad, desacuerdo y sensibilidad.
La versio´n general del modelo de referencia (20) puede ser escrito como:
Ycptr = αc + υp + δt + γcp + ηct + εcptr,
εcptr ∼ N(0, σ2c0) e independiente
(25)
3.1.7. Correccio´n para diferentes usos de la escala entre los evaluadores
En [Brockhoff, 2003, Brockhoff and Skovgaard, 1994] se propone un modelo ANOVA de-
nominado modelo de evaluador, que toma en cuenta, adema´s de las diferencias entre los
19
productos, diferencias en el uso de la escala y diferentes varianzas individuales de los eva-
luadores. Esta metodolog´ıa sera´ empleada para corregir las diferencias individuales entre los
evaluadores para ana´lisis posteriores. Este modelo puede ser escrito como se explica en la
seccio´n 3.1.6 y se indica en la ecuacio´n 26 :
Y kcij = α
k
c + βcυ
k
i + e
k
cij donde e
k
cij ∼ N(0, σ2ck) (26)
Para corregir las diferencias individuales se consideran dos opciones. Una es la estandarizacio´n
tradicional de los datos usando los valores estimados de αˆkc y βˆ
k
c , denominado escalado mul-
tiplicativo:
Skcij = (y
k
cij − αˆkc )/βˆkc (27)
donde Skcij son los datos corregidos usando el escalado multiplicativo. Sin embargo, esta
transformacio´n no tiene en cuenta el hecho de que las constantes de escala βki proviene de un
procedimiento iterativo donde los individuos son tambie´n ponderados de acuerdo a su sensi-
bilidad, conduciendo posiblemente a resultados sesgados. Para superar este inconveniente,
tambie´n se considera otro me´todo de escalamiento, llamado aditivo:
Dkcij = y
k
cij − (βˆkc − ¯ˆβk)υki (28)
donde
¯ˆ
βk es el promedio de los valores βˆkc estimados y D
k
cij son los datos corregidos usando
el escalado aditivo. Esta transformacio´n solo permite remover de los datos la parte de
interaccio´n, βkc υ
k
i [Romano et al., 2008].
3.1.8. Ana´lisis de Procrustes
Cada matriz correspondiente al evaluador, Yk, consiste de N filas con puntajes para d atri-
butos. Esta matriz contiene elementos Ylik, donde i es el ı´ndice sobre los P productos,
l = 1, . . . , d, es el nu´mero de atributos y k = 1, . . . , c es el nu´mero de evaluadores.
El objetivo del ana´lisis de Procrustes es tratar de conseguir que los mismos objetos este´n
tan cerca como sea posible reduciendo la influencia del catador mediante ajustes de escala y
nivel, rotando y reflejando las diferentes configuraciones (arreglo de puntos sobre un hiper-
plano M-dimensional) si es necesario. La suposicio´n ma´s importante es que las distancias
entre los N objetos para un catador no cambien durante estas transformaciones. Aunque las
configuraciones pueden ser contra´ıdas o encogidas, las distancias relativas entre los objetos
permanecen invariantes.
Las distancias entre los objetos reflejan las relaciones entre los objetos. Los objetos cer-
canos son similares, mientras los objetos alejados son diferentes. La razo´n de mantener las
distancias invariantes es que en este proceso de ajuste, las relaciones entre los N objetos de
un evaluador no deben cambiar. Los objetos similares deben continuar siendo similares, y
los objetos diferentes deben seguir siendo diferentes.
Esta te´cnica entrega una transformacio´n de los datos originales que consiste en transfor-
mar la matriz de cada catador resolviendo las diferencias producidas por el efecto de nivel,
el efecto de interpretacio´n y el efecto de rango, pero con la restriccio´n de conservar las
proporciones entre los productos de cada catador. En otras palabras, la transformacio´n de
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Procrustes permite mejorar la concordancia entre los catadores y obtener as´ı una medida
promedio ma´s confiable en la etapa de integracio´n de variables.
Matema´ticamente el proceso de ajuste es expresado minimizando las distancias entre los
mismos objetos para diferentes catadores, bajo la condicio´n de que las distancias entre los
objetos de un mismo catador no cambien. Estas distancias pueden ser expresadas como las
diferencias entre las matrices individuales:
d(T (Xk), T (Xk′)) =
K∑
k<l
‖T (Xk)− T (Xk′)‖ (29)
donde T (X) se refiere a cierta transformacio´n T de la matriz X. Dicha transformacio´n
debe conserva las distancias relativas entre las observaciones de X y consiste en minimizar
K∑
k=1
‖T (Xk)−Y‖ (30)
donde
Y = K−1
K∑
k=1
T (Xk) (31)
es la media de las matrices de datos individuales transformadas T (Xk). Las transforma-
ciones aplicadas en el ana´lisis de Procrustes son traslaciones, rotaciones y escalamiento;
esta transformacio´n puede ser expresada as´ı
T (Xk) = ρkXkHk +Tk (32)
donde ρk es el factor de escalamiento, Hk es la matriz de rotacio´n y Tk es la traslacio´n. La
traslacio´n se puede conseguir centrando cada una de las matrices X que se quieren trans-
formar. [Dijksterhuis, 1996]
3.1.9. Combinacio´n de clasificadores
La estrategia de combinacio´n de clasificadores se emplea en circunstancias donde existen
varias fuentes de adquisicio´n de datos de la misma natureza, o bien, varios conjuntos de datos
de diferente naturaleza obtenidos de los mismos objetos. Normalmente es recomendable
emplear reglas de clasificacio´n sencillas, tales como el clasificador del vecino ma´s cercano y
ana´lisis discriminante lineal, de tal forma que se entrene un clasificador para cada conjunto
de datos y posteriormente se obtenga una decisio´n que puede ser tomada en consenso o
basada en la mayor probabilidad a posteriori de los clasificadores individuales. En (Granitto
et al. 2008) se propone el empleo de combinacio´n de clasificadores para aprovechar las
habilidades individuales de los catadores. Entre las regla de combinacio´n ma´s sencillas y
estables se encuentra la denominada regla de veto. Mediante una analog´ıa con un comite´
de expertos, esta regla se puede explicar como la imposicio´n de la decisio´n tomada por el
experto que este´ ma´s seguro de su opinio´n; es decir, clasificar cada observacio´n de acuerdo
con la probabilidad a posteriori ma´s alta entre todos los clasificadores individuales.
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3.2. Cromatograf´ıa
La cromatograf´ıa es una te´cnica de separacio´n de compuestos qu´ımicos de una mezcla com-
pleja permitiendo su identificacio´n y determinacio´n de la cantidad de dicho componente en
la muestra de intere´s. Las te´cnicas cromatogra´ficas son variadas, sin embargo, en todas
ellas existe una fase movil (consiste en un gas o l´ıquido) la cual conduce a los componentes
qu´ımicos a traves de una fase estacionaria que es un so´lido o un l´ıquido fijo en una columna,
con la cual dichos compuestos interactuan a distintas velocidades y se van separando hasta
ingresar a un detector, el cual genera una sen˜al formada por picos correspondientes al tipo
de compuesto y la cantidad de e´ste presente en la muestra de ana´lisis. En particular, la
cromatograf´ıa de gases (GC) es una te´cnica usada en para separar y analizar compuestos
orga´nicos que son vola´tiles. El me´todo se basa en la inyeccio´n de una muestra preparada
previamente en un puerto inyector del cromato´grafo de gases el cual se encuentra a tem-
peraturas mayores a las de ebullicio´n de los componentes, ayudando a la evaporacio´n de la
mezcla y permitiendo el transporte de la misma, con ayuda de la fase mo´vil, a la columna
compuesta de una fase estacionaria donde los compuestos son separados. Posteriormente
cada uno de los componentes ingresa al detector en un tiempo caracter´ıstico para cada
compuesto particular, conocido como tiempo de retencio´n. Dicho detector env´ıa una sen˜al
que es registrada como un pico en el software del computador y cuya a´rea es proporcional
al nu´mero de mole´culas presentes en el compuesto [P.W.Scott, 1998] (ver Figura 3.2).
Figura 3.2. Equipo de cromatograf´ıa de gases
Los perfiles de cromatograf´ıa de gases (GC), conocidos como fingeprinting, es decir la
identificacio´n de una muestra ana´loga a una huella digital, son usados generalmente para
distinguir una muestra de otra, realizar control de calidad de cierto producto o caracterizar
una muestra basada en sus compuestos qu´ımicos. Un proyecto a gran escala de fingerprint-
ing, como por ejemplo el control de calidad de un proceso en cadena o por etapas, usando
22
muestras de GC en un periodo de tiempo largo, puede requerir una comparacio´n sistema´tica
de cientos y miles de perfiles de cromatograf´ıa adquiridos en diferentes d´ıas, meses, an˜os,
posiblemente de diferentes instrumentos GC.
Los datos de cromatograf´ıa exhiben incertidumbre sobre el eje del tiempo debido a varia-
ciones inevitables en los para´metros del instrumento, por ejemplo, cambios en la tempera-
tura y el flujo entre corrida y corrida, efectos de las diferencias entre muestra y muestra,
y desgaste a trave´s del tiempo de las partes internas del cromato´grafo, todos conducen
a variaciones en el tiempo de retencio´n para un ana´lisis dado sobre una serie de muchas
corridas de cromatograf´ıa.
Las te´cnicas de quimiometr´ıa son sensibles a la precisio´n del tiempo de retencio´n. Por
ejemplo, dos cromatogramas con un desplazamiento de uno con respecto al otro, aunque
sean ide´nticos en cualquier otro aspecto, como cantidad, forma, a´rea de los picos, ten-
der´ıa a ser interpretado incorrectamente por las te´cnicas de ana´lisis quimiome´trico como
si fueran qu´ımicamente diferentes. Para encontrar acertadamente diferencias en la com-
posicio´n qu´ımica entre muestras con base en su cromatograf´ıa, debe haber una correspon-
dencia directa entre las variables de los dos objetos a ser comparados. Puede ocurrir en
ciertas ocaciones que un desplazamiento en el cual cada punto del cromatograma esta´ co-
rrido la misma cantidad de puntos con respecto al cromatograma de referencia, aunque es
muy raro, se deber´ıa a un problema de “injection-timing”. Ma´s comunmente, se encuentra
que hay un estrechamiento o estiramiento sobre el eje del tiempo de retencio´n con respecto
a otro, esto ocurre cuando un para´metro es diferente globalmente entre dos cromatogramas,
tales como velocidad del flujo, temperatura, o la temperatura programada. Un tercer modo
de desplazamiento inducido por el instrumento es debido a fluctuaciones ma´s ra´pidas de
estos mismos para´metros durante una corrida de cromatograf´ıa lo cual es irreproducible de
corrida a corrida.
Mientras que las fuentes de desplazamiento con respecto al instrumento han sido reduci-
das para GC a trave´s del desarrollo de sistemas de control electro´nico y las fuentes de
desplazamiento relacionadas qu´ımicamente pueden minimizarse ajustando las condiciones
de la separacio´n cromatogra´fica y reemplazando las partes antes de que ocurra un desgaste
significativo, generalmente persiste una cantidad sutil de variacio´n en el tiempo de retencio´n
en conjuntos grandes de cromatograf´ıas tomados en largos periodos de tiempo.
3.2.1. Alineamiento dina´mico en el tiempo (DTW)
El me´todo DTW (Dynamic time warping), es un algoritmo de alineamiento temporal no
lineal, que se usa comu´nmente en la normalizacio´n en longitud y en la estimacio´n de la
disimilitud entre dos sen˜ales. En algunas ocasiones las sen˜ales o vectores representativos
son de longitudes diferentes y estas medidas no pueden aplicarse directamente. Entonces,
en estos casos, debe hacerse una normalizacio´n temporal previa, que consiste en ajustar las
longitudes de las sen˜ales a un mismo valor, para que los vectores puedan ser comparados a
trave´s de alguna de las medidas mencionadas. La normalizacio´n puede llevarse a cabo con
me´todos lineales y no lineales. En la normalizacio´n temporal lineal se escala el vector de
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menor longitud para que los dos vectores a comparar tengan la misma longitud. As´ı, para
calcular la disimilitud entre dos sen˜ales se deben repetir o interpolar muestras de la sen˜al
de longitud menor hasta que coincida con la longitud de la otra sen˜al. De esta manera, se
puede interpretar los vectores como elementos de un espacio vectorial y se puede aplicar
medidas como la distancia eucl´ıdea.
El me´todo de alineamiento temporal no lineal DTW, mejora las deficiencias de la normal-
izacio´n temporal lineal y se basa en ajustar u´nicamente la longitud de los tramos de las
sen˜ales que resulte ma´s conveniente desde el punto de vista de su comparacio´n, sin alterar
el resto. Todo esto se logra en un esquema de programacio´n dina´mica. Por esta razo´n el
algoritmo DTW es de uso frecuente en la clasificacio´n de muestras de longitudes diferen-
tes. La programacio´n dina´mica se puede implementar con una multitud de variaciones de
acuerdo a su aplicacio´n.
Algoritmo DTW
El valor de la disimilitud se obtiene en el u´ltimo elemento de una matriz, denominada matriz
de programacio´n dina´mica G, que se denota con G[nx − 1, ny − 1], donde nx y ny son las
longitudes de los vectores x e y a comparar. Este valor debe normalizarse respecto a la
longitud del camino de alineamiento para evitar el efecto de la longitud. La matriz G tiene
tantas filas como la longitud del primer vector y tantas columnas como la longitud del
segundo vector, como se muestra en la Figura 3.3. Esta matriz se construye de forma que
cada uno de sus elementos o nodos, represente el costo acumulado del alineamiento entre
los vectores hasta llegar a ese punto.
Figura 3.3. Matriz de programacio´n dina´mica G asociada a los vectores
x e y
La matriz de programacio´n dina´mica es el plano discreto en donde se traza el camino
de alineamiento. El objetivo del algoritmo consiste en encontrar el camino de alineamiento
de costo m´ınimo entre los dos vectores. Este camino se definira´ como el conjunto ordenado
de nodos que se encuentran desde el nodo inicial (i1, j1) hasta el nodo final (iN , jN), de la
forma: (i1, j1),(i2, j2) . . . (iN , jN ).
Para establecer el costo del camino es necesario definir el costo debido a la transicio´n
entre cada par de nodos. La funcio´n de costo asociada a la k-e´sima transicio´n se denota
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como d[ik−1, jk−1|(ik, jk)]. El costo debe ser un valor positivo y se puede medir a trave´s de
la norma L1 o´ L2.
El costo asociado a un camino completo puede calcularse con la suma del costo de cada
una de las transiciones:
D =
K∑
k=1
d[(ik−1, jk−1)|(ik, jk)] (33)
donde K representa la cantidad de nodos del camino.
Adicionalmente, es necesario aplicar un factor de ponderacio´n a las transiciones. Este
factor se relaciona con el conjunto de transiciones o producciones y representa la longitud
correspondiente a la transicio´n. El costo acumulado ponderado es de la forma:
D =
K∑
k=1
d[(ik−1, jk−1)|(ik, jk)]w(ak, bk) (34)
donde w(ak, bk) representa el factor de ponderacio´n debido a la transicio´n de (ik, jk) a
(ik−1, jk−1).
Finalmente, se realiza una normalizacio´n con respecto de la longitud, as´ı:
D =
K∑
k=1
d[(ik−1, jk−1)|(ik, jk)]w(ak, bk)
K∑
k=1
w(ak, bk)
(35)
Haciendo N =
K∑
k=1
w(ak, bk), se tiene que
D =
G[nx − 1, ny − 1]
N
(36)
La expresio´n recursiva para la obtencio´n de cada elemento de la matriz G es:
G[i, j] = min
a,b P
K∑
k=1
d[(ik−1, jk−1)|(ik, jk)]w(ak, bk) (37)
donde G[i − a, j − b] representa el costo m´ınimo acumulado considerando el conjunto de
producciones P .
3.2.2. Alineamiento de correlacio´n optimizado (COW)
Es un me´todo de preprocesamiento de sen˜ales que opera a tramos, sobre una u´nica muestra
a la vez. Tiene por objetivo alinear el vector de datos de la sen˜al de muestra con respecto a
un vector de referencia permitiendo cambios limitados en las longitudes de los segmentos en
el vector de muestra. El ma´ximo incremento o decremento en la longitud en un segmento de
la muestra se controla mediante un para´metro denominado dilatacio´n t. Cuando difieren el
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nu´mero de puntos en el eje del tiempo entre la muestra correspondiente y el segmento de ref-
erencia, la primera se interpola linealmente con el fin de crear un segmento de igual longitud.
En COW, las diferentes longitudes de segmento en el vector de muestra se seleccionan (o
se desplazan los bordes; se ”alinean”) de modo que se optimize la correlacio´n total entre
la muestra y la referencia. El problema se resuelve descomponiendo el problema global en
una optimizacio´n de la correlacio´n por segmentos mediante un algoritmo de programacio´n
dina´mica. El espacio solucio´n de esta optimizacio´n se define mediante dos para´metros: el
nu´mero de bordes de segmentos I+1 y la longitud del a´rea de dilatacio´n t. Es convencional
fijar las fronteras inicial y final de modo que los primeros y u´ltimos puntos en los vectores
de muestra y de referencia se obligan a ajustarse. Los detalles ma´s particulares de la
implementacio´n se encuentran [Nielsen et al., 1998]. El procedimiento de optimizacio´n de
los para´metros I y t presentados arriba se expone en [Skov et al., 2006].
3.2.3. Algoritmo de ajuste de picos
En el enfoque de alineamiento propuesto en [Johnson et al., 2003] para ajustar picos con
respecto a su tiempo de retencio´n (TR), los picos de las cromatograf´ıas son por s´ı mismos
las caracter´ısticas en comu´n entre la muestra y la referencia. Sin embargo, el proceso de
alineamiento requiere picos correspondientes de cromatograf´ıa a cromatograf´ıa que no este´n
desplazado en el tiempo de retencio´n por ma´s de cierta distancia t´ıpica entre los picos adya-
centes. Si este requisito no se cumple, es necesario aplicar previamente un procedimiento de
ajuste de picos. El pico del cromatograma muestra es ajustado al pico del cromatograma de
referencia que tiene el TR ma´s cercano a e´ste, dentro de una distancia umbral dada en el eje
de TR. Las regiones entre los picos en el cromatograma muestra son alargadas o encogidas
interpolando ma´s o menos puntos de tal forma que se fuerzan los picos en la muestra para
que ocurran al mismo tiempo de retencio´n que los picos de la referencia.
El cromatograma de referencia debe ser escogido cuidadosamente. Es importante que los
picos de la referencia este´ ubicados tan cerca como sea posible de los centros de distribucio´n
de las posiciones de todos los picos de la base de datos que sera´n alineados. Tambie´n es
deseable que la referencia contenga, en la medida de lo posible, todos los picos contenidos
por el resto de cromatogramas en el conjunto de datos que sera´n alineados.
En el primer paso del proceso de alineamiento se identifican los picos cromatogra´ficos en
ambas cromatograf´ıas, la muestra y la referencia, y se genera una lista de sus TR. Los picos
se ubican automa´ticamente encontrando cruces por cero de la estimacio´n de la primera
derivada del cromatograma. El algoritmo opera en un perfil de cromatograf´ıa a la vez y las
procesa paso a paso a trave´s de cada punto en el cromatograma. Teo´ricamente, la diferencia
ma´xima observada en el ruido de l´ınea base podr´ıa aproximarse a cuatro veces la desviacio´n
esta´ndar del ruido. Cuando esta diferencia se incrementa ma´s alla´ de un umbral cinco ve-
ces mayor que la desviacio´n esta´ndar del ruido de l´ınea base, el algoritmo ha detectado el
borde inicial del pico de cromatograf´ıa, y empieza buscando un cruce por cero en la esti-
macio´n de la derivada. Este pico es guardado en una lista de tiempos de retencio´n de picos.
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La ubicacio´n de los picos con relaciones sen˜al a ruido ma´s pequen˜as es problema´tica de-
bido a la posibilidad de que sea un pico que esta´ por debajo del umbral de bu´squeda de picos.
En seguida, los cromatogramas de muestra y de referencia son comparados paso a paso a
trave´s de cada uno de los picos en el cromatogama de referencia y encontrando el pico del
cromatograma muestra ma´s cercano que se ajuste en el TR. Si el ajuse ma´s cercano esta´
dentro del ancho de la ventana del pico seleccionado para ajustar, despue´s se asume que el
pico no esta´ presente en la muestra y no es usado en el alineamiento de TR, de esta forma
se permite alinear cromatogramas con diferente cantidad de picos. El eje del tiempo de
retencio´n de la muestra de cromatograf´ıa es ajustada a trave´s de interpolacio´n tal que los
picos ajustados tengan el mismo tiempo de retencio´n. Esto se consigue interpolando ma´s o
menos puntos de datos entre los picos de cromatograf´ıa tal que se expanda o comprima el
eje del tiempo de retencio´n. Una medida comu´n para determinar la calidad del alineamiento
de perfiles de cromatograf´ıa similares es el coeficiente de correlacio´n entre ellos. Dos cro-
matogramas que son ide´nticos tienen un coeficiente de correlacio´n igual a uno. Detalles
adicionales as´ı como un co´digo fuente de la implementacio´n esta´n disponibles1 en [Pierce
et al., 2005]
3.3. Integracio´n de datos cualitativos y cuantitativos
3.3.1. Regresio´n por m´ınimos cuadrados parciales (PLSR)
PLSR es un me´todo para relacionar dos matrices de datos, X y Y , mediante un modelo
multivariado lineal, pero va ma´s alla´ de la regresio´n tradicional en el hecho de que modela
tambie´n la estructura deX y Y . PLSR deriva su utilidad de su habilidad para analizar datos
con numerosas variables, ruidosas, colineales, e incluso incompletas en ambas matrices X
y Y . PLSR tiene la deseable propiedad de que la presicio´n de los para´metros del modelo
mejora con el incremento del nu´mero de variables relevantes y observaciones. PLSR es un
me´todo de modelamiento multivariado cuantitativo, con posibilidades inferenciales, similar
a regresio´n mu´ltiple, prueba-t y ANOVA.
El modelo lineal PLSR encuentra unas pocas “nuevas” variables, que son estimaciones de
las variables latentes o sus rotaciones. Estas nuevas variables son llamadas puntajes de X y
son denotadas por ta (a = 1, 2, . . . , A). Los puntajes de X son predictoras de Y y tambie´n
modelan X, i.e., ambas Y y X se asumen, al menos en parte, modeladas por las mismas
variables latentes.
Los A puntajes de X proporcionan una alta reduccio´n de dimensio´n y son ortogonales. Dichos
puntajes son estimados como combinaciones lineales de las variables originales xk con los
coeficientes, “pesos”, w∗ka (a = 1, 2, . . . , A). Abajo se muestran las fo´rmulas en ambas
formas, como elementos o matrices:
tia =
∑
k
W ∗kaXik (T =XW
∗) (38)
1http://synoveclab.chem.washington.edu/Downloads.htm
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Los puntajes de X (ta’s) tienen las siguientes propiedades: (a) Son, multiplicados por las
cargas pak, buenos “resu´menes” de X, tal que los residuos de X, eik, en la ecuacio´n (39)
son “pequen˜os”:
Xik =
∑
a
tiapak + eik (X = TP
T +E) (39)
Con Y multivariado (cuando M > 1), los correspondientes “puntajes de Y” (ua) son,
multiplicados por los pesos cam, buenos “resu´menes” de Y , tal que los residuos, gim, en la
ecuacio´n (40) son “pequen˜os”:
yim =
∑
a
uiacam + gim (Y = UC
T +G) (40)
(b) los puntajes de X son buenas predictoras de Y , i.e.:
yim =
∑
a
cmatia + fim (Y = TC
T + F ) (41)
Los residuos de Y , fim expresan la desviacio´n entre las respuestas observadas y las mode-
ladas, y comprende los elementos de la matriz de residuos, F .
Debido a que las ecuaciones (38), (41) pueden ser reescritas para que sean vistas como un
modelo de regresio´n mu´ltiple:
yim =
∑
a
cma
∑
k
w∗kaxik + fim =
∑
k
bmkxik + fim
(Y =XW ∗CT + F =XB + F ) (42)
Los “coeficientes de la regresio´n PLS”, bmk (B), pueden ser escritos como:
bmk =
∑
a
cmaw
∗
ka (B =W
∗CT ) (43)
Despue´s de que cada componente, a, de la matriz X es extraido sustrayendo t∗iapka de
xik (tap
T
a de X). Esto hace que el modelo PLSR pueda ser expresado alternativamente
en pesos wa refiriendose a los residuos despue´s de la dimensio´n previa, Ea−1 en lugar de
relacionar con las mismas variables X. As´ı, en lugar de la ecuacio´n (38), se puede escribir:
tia =
∑
k
wkaeik,a−1 (ta = Ea−1Wa) (44a)
eik,a−1 = eik,a−2 − ti,a−1pa−1,k (Ea−1 = Ea−2 − ta−1pTa−1) (44b)
eik,0 = Xik (E0 =X) (44c)
Sin embargo, los pesos, w, pueden ser transformados en w∗, que se relacionan directamente
con X, dado en la ecuacio´n (38). La relacio´n entre los dos esta´ dada por:
W ∗ =W (P TW )−1 (45)
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La matriz Y tambie´n puede ser reducida sustrayendo tac
T
a , pero esto no es necesario; los
resultados son equivalentes con o sin reducir Y .
Del algoritmo PLSR, uno puede ver que el primer vector de pesos (w1) es el primer vector
propio de la matriz combinada varianza-varianza, XTY Y TX, y los siguientes vectores de
pesos (componente a) son los vectores propios de las versiones reducidas de la misma ma-
triz, i.e., ZTa Y Y
TZa, donde Za = Za−1 − Ta−1P Ta−1. Similarmente, el primer vector de
los puntajes de X (t1) es el vector propio de XX
TY Y T , y despue´s los vectores puntajes
de X (ta) son los vectores propios de ZaZ
T
a Y Y
T .
Estas relaciones entre vectores propios tambie´n muestra que los vectores wa forman un
conjunto ortonormal, y que los vectores ta son ortogonales entre s´ı. Los vectores de cargas
pa no son ortogonales entre s´ı, y tampoco lo son los puntajes de Y, ua. Los vectores u y p
son ortogonales a los vectores t y los w, respectivamente, de los componentes anteriores,
i.e., uTb ta = 0 y p
T
b wa = 0, si b > a. Adema´s, w
T
a pa = 1.
3.3.2. Ana´lisis de correlacio´n cano´nica (CCA)
Los datos para el ana´lisis de correlacio´n cano´nica se dividen en dos conjuntos de variables,
de forma que cada conjunto tiene un significado teo´rico: (1) variables independientes, X y
(2) variables dependientes, Y [Hair et al., 1998]. El ana´lisis de correlacio´n cano´nica busca
encontrar la dependencia que existe entre la combinacio´n lineal de un conjunto de variables
y la combinacio´n lineal de otro. Estas combinaciones lineales son tambie´n denominadas
variables cano´nicas. El procedimiento se orienta a la maximizacio´n del coeficiente de corre-
lacio´n, con el objetivo de concentrar la relacio´n de alta dimensionalidad entre unos cuantos
pares de variables cano´nicas [Johnson and Wichern, 2002].
En general, el problema se puede resumir en el hallazgo de dos variables resumen, una de
cada conjunto, que tengan correlacio´n ma´xima. La variable cano´nica x∗ es la combinacio´n
lineal de las p primeras variables, y la variable cano´nica y∗ es la combinacio´n lineal de las q
siguientes variables
x∗ = Xα =
p∑
i=1
αixi (46)
y∗ = Yβ =
q∑
j=1
βjyi (47)
Se desea encontrar los vectores α y β para que las nuevas variables x∗ y y∗ tengan correlacio´n
ma´xima. Estas variables se denominan variable cano´nica predictora x∗ y variable cano´nica
criterio y∗. Para tal fin, la funcio´n objetivo a maximizar es
ρ2 =
(
αTSxyβ
)2
(αTSxxα)
2 (βTSyyβ)
2 =
(
αTRxyβ
)2
(αTRxxα)
2 (βTRyyβ)
2 (48)
donde ρ es el coeficiente de correlacio´n; Sxx es la matriz de dimensiones p×p de covarianza
de las x; Sxy es la matriz de dimensiones p × q de covarianza entre las x y las y; y Syy
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es la matriz de dimensiones q × q de covarianza de las y. Adema´s, Rxx, Rxy y Ryy son
las matrices de correlacio´n correspondientes. A continuacio´n se definen las matrices A y B
como
Ap×p = R
−1
xxRxyR
−1
yyRxy, Aα = ρ
2α (49)
Bq×q = R
−1
xxRxyR
−1
yyRxy, Bβ = ρ
2β (50)
donde α es el vector propio estandarizado ligado al valor propio ρ2 de la matriz cuadrada
A y β es el vector propio estandarizado ligado al valor propio ρ2 de la matriz cuadrada B.
Los valores propios de las matrices A y B, ρ2, son iguales.
Tomando r como el min{p, q}, el proceso para obtener las 2r variables cano´nicas, i.e.,
(x1, x2, . . . , xr), (y1, y2, . . . , yr), consiste en obtener los valores y vectores propios de las
matrices A y B. Estas matrices tienen rango igual a r, y la obtencio´n de los r vectores
propios asociados a los valores propios, forman r combinaciones lineales de las variables de
ambos grupos que tienen correlacio´n ma´xima [na, 2002]. Estas variables cano´nicas forman
la primera funcio´n cano´nica de r funciones cano´nicas que explican la relacio´n total entre
los dos conjuntos de variables. La primera funcio´n cano´nica se calcula con el fin de obtener
la mayor inter–correlacio´n posible entre los dos conjuntos de variables. La segunda funcio´n
cano´nica es obtenida posteriormente para representar la ma´xima relacio´n entre los dos con-
juntos de variables que no se ha explicado por el primer par de variables cano´nicas, esta
segunda funcio´n y las funciones cano´nicas sucesivas son ortogonales e independientes de
las anteriores funciones cano´nicas. Las sucesivas funciones cano´nicas esta´n basadas en la
varianza residual de la muestra.
La validez de la relacio´n entre las variables cano´nicas se refleja en el coeficiente de correlacio´n
cano´nica. Cuando se eleva al cuadrado, el coeficiente de correlacio´n cano´nica representa la
cantidad de varianza de una variable cano´nica explicada por la otra variable o la cantidad de
varianza compartida entre las dos variables cano´nicas. Se recomienda que sean empleados
dos criterios conjuntamente para decidir que´ funciones cano´nicas se deben interpretar. Los
criterios son: 1) el nivel de significacio´n estad´ıstica de las funciones y 2) la medida de la
redundancia para el porcentaje de varianza explicado por los conjuntos de datos. La magni-
tud de las correlaciones cano´nicas podr´ıa considerearse como un tercer criterio de decisio´n,
no obstante este criterio carece de objetividad y no es recomendable tenerlo en cuenta [Hair
et al., 1998].
El ı´ndice de redundancia de Stewart-Love [Hair et al., 1998] calcula la cantida de varianza
de un conjunto de variables que puede ser explicada por la varianza de otro conjunto. El
conjunto de variables predictoras se espera que explique solamente la varianza compartida
del valor teo´rico cano´nico criterio. Por esta razo´n, el ca´lculo del ı´ndice de redundancia es un
proceso en dos pasos. El primer paso comprende calcular la cantidad de varianza compartida
del conjunto de variables dependientes incluida en el valor teo´rico cano´nico dependiente. El
segundo paso consiste en calcular la cantidad de varianza en el valor teo´rico criterio que
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puede ser explicada por el valor te´orico cano´nico independiente. El paso final es calcular el
ı´ndice de redundancia, que se calcula multiplicando estos dos componentes.
3.4. Estado del arte
El estudio de relaciones entre evaluaciones sensoriales y datos instrumentales ha sido un
tema de gran intere´s desde finales de los an˜os 80 [Næs and Kowalski, 1989,Parolari et al.,
1992,Williams et al., 1988]. De hecho, las te´cnicas de ana´lisis multivariado, quimiometr´ıa
y reconocimiento de patrones son las ma´s empleadas en este tipo de estudios. En particu-
lar, te´cnicas como regresio´n mu´ltiple, regresio´n por m´ınimos cuadrados parciales (PLSR),
correlacio´n cano´nica (CCA), ana´lisis de Procrustes (GPA) [Chung et al., 2003,Du et al.,
2010], ana´lisis de componentes principales (PCA) [Lassoued et al., 2008, Chung et al.,
2003,Kallithraka et al., 2001], ana´lisis de variables cano´nicas (CVA) [Chung et al., 2003,Ad-
hikari et al., 2003], entre muchos otros, han sido ampliamente usados para tratar de identi-
ficar los compuestos y reacciones qu´ımicas que generan los aromas y sabores en productos
alimenticios [Scacco et al., 2007,Arvanitoyannis et al., 2007,Verzera et al., 2008]. En parti-
cular, PCA es empleado principalmente para hacer exploracio´n de la extructura de los datos
instrumentales y CVA para hacer exploracio´n de la extructura de los datos sensoriales.
En general, el ana´lisis cuantitativo descriptivo ha sido empleado para la obtencio´n de perfiles
sensoriales, puesto que debido a su metodolog´ıa en la evaluacio´n de los atributos sensoriales,
dichas evaluaciones son tomadas como medidas continuas, facilitando el ana´lisis mediante
te´cnicas de ana´lisis multivariado [Du et al., 2010,Bro et al., 2008]. Adicionalmente, es una
pra´ctica comu´n obtener un consenso entre el panel sensorial, promediando las evaluaciones
entre los catadores, con el fin de hacer ma´s robustos los perfiles sensoriales, lo cual es viable
cuando el panel esta´ compuesto por diez o ma´s expertos [Jørgensen and Næs, 2008,Aishima,
2004]. No obstante, estudios empleando ana´lisis de Procrustes (GPA) han mostrado que
los productos son percibidos de forma diferente por los miembros del panel [Lassoued et al.,
2008,Dijksterhuis, 1994]. En [Adhikari et al., 2003], se encontro´ que el panel fue muy consis-
tente como grupo en sus evaluaciones. Sin embargo, en otros estudios, la consistencia de los
catadores fue evaluada para encontrar si la amplia seleccio´n de productos tiene algu´n efecto
en la habilidad de los catadores para detectar diferencias y discriminar entre los productos
analizados [Brockhoff and Skovgaard, 1994,Franc¸ois et al., 2008,Jørgensen and Næs, 2008].
En [Dijksterhuis, 1994] se clasificaron los me´todos estad´ısticos de relacio´n de variables en
sime´tricos y asime´tricos. Los primeros son capaces de predecir un conjunto de datos a partir
de otro, mientras que los segundos simplemente describen la relacio´n entre los conjuntos de
datos. GPA es un me´todo sime´trico que extrae una extructura comu´n de mu´ltiples conjun-
tos de datos compuestos por variables de diferente naturaleza, e.g., sensorial, instrumental;
En GPA se genera una transformacio´n en consenso que ajusta la configuracio´n entre los
mu´ltiples conjuntos de datos centrando, rotando y ajustando las escalas de cada conjunto
de datos. PLSR es un me´todo asime´trico usado para entender las relaciones entre dos con-
juntos de datos haciendo prediccio´n de un conjunto de datos a partir de otro. Este me´todo
busca encontrar la mejor solucio´n tal que X explique la variacio´n de los datos en Y.
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El me´todo PLSR ha mostrado ser conveniente y ha sido ampliamente usado para la identi-
ficacio´n de relaciones entre dos conjuntos de datos, generalmente el primero compuesto por
una o ma´s variables dependientes y el segundo compuesto por una gran cantidad de variables
explicativas. Este me´todo presenta ciertas caracter´ısticas de gran conveniencia en el ana´lisis
quimiome´trico, como por ejemplo poder usar variables provenientes de sen˜ales o espec-
tros, tales como cromatograf´ıa de gases acoplada a espectrometr´ıa de masas (GC-MS) [Du
et al., 2010, Verzera et al., 2008,Durante et al., 2006], espectroscop´ıa FT-IR [Jørgensen
and Næs, 2008], espectroscop´ıa del infrarojo cercano [Cozzolino et al., 2006], entre otros,
que se caracterizan por generar una gran cantidad de variables colineales. Otra ventaja de
dicho me´todo es que esta´ disen˜ado para manejar conjuntos de datos donde el nu´mero de
variables es mucho ma´s grande que el nu´mero de observaciones [Ho¨skuldsson, 988]. PLS es
empleado frecuentemente para problemas quimiome´tricos, algunas aplicaciones pueden en-
contrarse en [Durante et al., 2006,Adhikari et al., 2003,Chung et al., 2003,Franc¸ois et al.,
2008, Jørgensen and Næs, 2008]. Particularmente, en [Aznar et al., 2003] se empleo´ un
modelo de regresio´n por m´ınimos cuadrados parciales capaz de predecir algunos aromas de
los vinos a partir de su composicio´n qu´ımica. Se determinaron las caracter´ısticas sensoriales
de 57 vinos rojos espan˜oles an˜ejados. La composicio´n qu´ımica de los vinos fue determi-
nada por GC-MS, analiza´ndose un total de 69 compuestos. Ambas matrices, sensorial y
qu´ımica, fueron simplificadas agrupando y reorganizando te´rminos sensoriales correlaciona-
dos, excluyendo aromas secundarios o de´biles y obtenie´ndose una matriz final de 18 te´rminos
sensoriales y 27 compuestos qu´ımicos. Se encontraron modelos satisfactorios para 9 atribu-
tos sensoriales que explicaron ma´s del 45% de la varianza original. Dados los altos valores
de coeficiente de correlacio´n entre las variables medidas y las predichas, se confirma la exis-
tencia de relaciones multivariadas complejas entre aromas y compuestos. En general, los
descriptores agradables fueron positivamente correlacionados con compuestos qu´ımicos de
aromas agradables y negativamente correlacionados con los que mostraban aromas menos
favorables.
En [Aishima, 2004] se presenta un estudio que consiste en comparar los perfiles de GC-MS
y las respuestas de una nariz electro´nica, con los datos sensoriales descriptivos del aroma de
salsa de soya. Se encontro´ que 15 atributos sensoriales descriptivos fueron bien correlaciona-
dos con los perfiles GC-MS por ana´lisis de regresio´n PLS. Se mostro´ la alta prediccio´n de los
modelos PLS, usando 20 picos altamente contribuyentes para predecir cada atributo. Por
otro lado la prediccio´n de las respuestas de la nariz electro´nica para los atributos sensoriales
fue insatisfactoria excepto para dos atributos.
En [Schulbach et al., 2004] se busca realizar comparaciones entre la respuesta sensorial hu-
mana y los datos de GC; sin embargo, se argumenta que asociar el ana´lisis sensorial con los
datos de GC es una tarea dif´ıcil, porque el impacto sensorial de un compuesto generalmente
no esta´ asociado al taman˜o de su pico en el cromatograma. Las muestras empleadas en
este estudio fueron recolectadas de 4 cultivos comerciales de fresas. E´stas fueron analizadas
por un grupo de 16 panelistas expertos, donde los atributos a evaluar en una escala de
0 a 100 fueron los siguientes: verde, frutal, floral, caramelo, pera, dulce, a´cido y frutilla.
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En el estudio realizado se encontro´ que solo el 20% de los picos detectados ten´ıan activi-
dad aroma´tica y el 50% de los compuestos aroma´tico-activos no fueron detectados. Para
resolver este problema, se emplean me´todos estad´ısticos como PLS para seleccionar picos
asociados con la respuesta sensorial. Adicionalmente, el impacto sensorial de algunos com-
puestos puede ser enmascarado por otros compuestos, resaltado por otros o, la combinacio´n
de compuestos puede producir una respuesta sensorial enteramente diferente del cara´cter
sensorial de los constituyentes. Algunos atributos sensoriales fueron exitosamente descritos
por el ana´lisis instrumental tales como verde, c´ıtrico y dulce. Mientras que otros, frutal y
floral, no fueron bien correlacionadas con compuestos que tuvieran dichos aromas.
Las razones principales para correlacionar datos sensoriales e instrumentales son: predecir la
preferencia del consumidor, optimizar las condiciones de prueba para el ana´lisis instrumental
u obtener un mejor entendimiento de las diferencias de aromas y olores en los productos ali-
menticios [Schulbach et al., 2004]. La construccio´n de una ecuacio´n polinomial de atributos
sensoriales (variables dependientes) y datos instrumentales (variables independientes) ayuda
a predecir o estimar perfiles sensoriales a partir de un conjunto de medidas instrumentales
objetivas [Adhikari et al., 2003]. No obstante, hasta el presente ningu´n me´todo puede ilus-
trar de forma precisa la composicio´n del aroma de una muestra. Sin embargo, se espera que
mediante la integracio´n de variables sensoriales e instrumentales, eventualmente se logre
evitar el gasto de tiempo y dinero en perfiles sensoriales. [Franc¸ois et al., 2008, Lindinger
et al., 2008]. Adema´s de las razones interpretativas expuestas arriba, otro fin perseguido es
la automatizacio´n, es decir, usar medidas instrumentales como alternativa a las evaluacio-
nes sensoriales, para concluir que las medidas instrumentales pueden ser usadas como una
herramienta para establecer las caracter´ısticas aroma´ticas de un producto en el marco de
un programa de control de calidad [Lassoued et al., 2008].
Con respecto al ana´lisis de aromas de cafe´, en [Ribeiro et al., 2009] se reporta la investigacio´n
de la relacio´n entre los compuestos vola´tiles provenientes de cafe´ tostado y ciertos atributos
sensoriales, incluyendo cuerpo, sabor, limpieza en taza y calidad. Los ana´lisis sensoriales
se realizaron sobre 58 muestras de cafe´ de Brasil, acompan˜ados de medidas de GC-MS.
Los perfiles cromatogra´ficos obtenidos fueron alineados mediante el algoritmo COW, pos-
teriormente la seleccio´n de los picos para cada modelo de regresio´n fue realizada aplicando
un algoritmo de seleccio´n de predictores significativos. Una vez alineados, los perfiles cro-
matogra´ficos fueron usados para desarrollar modelos para cada atributo sensorial usando
PLSR. Los resultados mostraron la factibilidad de aplicar esta metodolog´ıa en tiempo real
o en aplicaciones de rutina, que requieran predecir la calidad sensorial de muestras de cafe´
Ara´bigo Brasilen˜o.
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4. Marco experimental
En este cap´ıtulo se presentan las bases de datos empleadas y la metodolog´ıa para el ana´lisis
de datos que se resume en el diagrama de bloques de la figura 4.1.
Datos
sensoriales
Datos
instrumentales
Preprocesamiento
Estandarizacio´n y
Transformaciones
Comparacio´n y
evaluacio´n
Modelos discriminantes
PCA-ANOVA
Preprocesamiento
Alineamiento de
cromatograf´ıas
Reduccio´n de
dimensio´n
LDA
Integracio´n e
Identificacio´n de
relaciones
PLS CCA
Figura 4.1. Diagrama de bloques de la metodolog´ıa de ana´lisis de datos
4.1. Bases de datos
Debido al intere´s comercial e industrial de los productos alimenticios y al alto costo
de las evaluaciones sensoriales y las pruebas instrumentales, resulta muy dif´ıcil contar con
conjuntos de datos pu´blicos que incluyan ambos tipos de mediciones y que cumplan con
un disen˜o de experimentos determinado. Para este trabajo, la base de datos principal fue
suministrada por una fa´brica de cafe´ de la regio´n. Adicionalmente, se usaron dos conjuntos
de datos pu´blicos que incluyen u´nicamente evaluaciones sensoriales. Estos dos u´ltimos
conjuntos corresponden a evaluaciones de productos de papa y de queso. A continuacio´n
se presenta una descripcio´n concisa de las bases de datos.
4.2. Protocolo de adquisicio´n de datos sensoriales
La obtencio´n de datos sensoriales debe realizarse siguiendo un protocolo de adquisicio´n
de las muestras basado en las siguientes Normas Te´cnicas Colombianas. La NTC 4129
[ICONTEC, 1997b] brinda una descripcio´n de los me´todos de seleccio´n, entrenamiento y
seguimiento de los evaluadores. Para realizar la seleccio´n de los catadores se deben explorar
los siguientes aspectos: intere´s y motivacio´n, actitudes hacia los alimentos, conocimiento
de los aspectos del producto y aptitud de concentracio´n, buena salud, buena capacidad
de comunicacio´n, disponibilidad de tiempo, intere´s y motivacio´n, etc. Las pruebas de se-
leccio´n a efectuar consisten en la determinacio´n de deterioro en las capacidades sensoriales y
agudeza visual y evaluacio´n potencial del candidato para describir y comunicar percepciones
sensoriales. Se procede a realizar las pruebas de correspondencia, en el cual se presenta una
serie de muestras de cada sabor ba´sico para la etapa de familiarizacio´n. Luego estas mismas
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muestras son presentadas con diferente codificacio´n y se pide a cada uno de ellos que com-
paren con el grupo original y describan la sensacio´n experimentada. En [ICONTEC, 1997b]
se presentan ejemplos de materiales y sus concentraciones para las pruebas de corresponden-
cia. Otro tipo de prueba que debe efectuarse es el de agudeza y capacidad de discriminacio´n
del gusto, olor, textura y color, el cual se lleva a cabo analizando diferentes productos. Una
vez efectuada la prueba anterior, se realiza la prueba de capacidad descriptiva, en la cual
se determina la capacidad de los candidatos para describir percepciones sensoriales a trave´s
de 2 exa´menes: est´ımulos odor´ıferos y de texturas. En el primero se evalu´an est´ımulos 5 a
10 olfatorios relacionados con el producto a evaluar, en el segundo, se suministra una serie
de productos al azar para describir sus caracter´ısticas. Otros detalles sobre estas pruebas se
encuentran en [ICONTEC, 1997b]
El entrenamiento debe efectuarse en un medio adecuado, tal como lo indica la NTC
3925 [ICONTEC, 1996]. Tambie´n es u´til entrenar a los evaluadores en conocimiento ba´sico
de los productos a evaluar. Esto se hace brinda´ndoles informacio´n acerca del proceso de
fabricacio´n y organizando visitas a la planta de produccio´n. En el entrenamiento para la
deteccio´n y reconocimiento de sabores y olores, inicialmente debe hacerse las pruebas de
correspondencia, reconocimientos, comparacio´n por pares, test triangular y duo-trio para un
correcto entrenamiento tanto a bajas concentraciones como a altas. Los diferentes me´todos
de entrenamiento del panel sensorial se describen en las normas NTC 2679 [ICONTEC,
1997a], sobre el ensayo “A” y “NO A”; NTC 2680 [ICONTEC, 1990], sobre el ensayo de
comparacio´n por pares y la NTC 2681 [ICONTEC, 2006], sobre la prueba triangular. En
cuanto al uso de escalas, los catadores deben conocer previamente conceptos de escalas de
valoracio´n, clasificacio´n, intervalos y proporciones con el fin de atribuir magnitudes significa-
tivas a las muestras. Respecto al uso de los descriptores, debe establecerse un vocabulario
para describir las caracter´ısticas sensoriales en te´rminos particulares que permitan diferenciar
las muestras, el cual debe contener como m´ınimo 10 descriptores. Los atributos selecciona-
dos para la realizacio´n de las evaluaciones deben esta´r contemplados en la norma NTC
2758 [ICONTEC, 2002].
La metodolog´ıa de evaluacio´n de muestras que se recomienda cuando la aplicacio´n involucra
la correlacio´n de los datos sensoriales con informacio´n instrumental, es el ana´lisis cuantitativo
descriptivo, descrito en la NTC 4883 [ICONTEC, 2000]. Para este ana´lisis, los catadores
que no puedan reconocer o describir adecuadamente y en forma correcta el 70% de las
muestras de control, se deben considerar incompetentes para este tipo de prueba. Los
catadores deben evaluar 6 muestras usando el vocabulario y la hoja de puntaje elaborada
previamente. En cuanto al nu´mero de catadores se requieren m´ınimo 3 entrenados y exper-
tos. Para validar resultados con un nu´mero inferior se debe hacer evaluacio´n por triplicado
de cada muestra. La escala de acuerdo al descriptor indica la intensidad del atributo cuya
calificacio´n aumentara´ o disminuira´ de acuerdo a su presencia en el producto. El reporte del
ensayo debe contener: objetivo del ana´lisis, tipo de cafe´ analizado, me´todo de muestreo,
me´todo de preparacio´n de la muestra, condiciones de tostacio´n y reporte de resultados en
una tabla o gra´fico.
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4.2.1. Base de datos sensoriales e instrumentales de cafe´
Este conjunto esta´ compuesto por dos tipos de datos medidos en muestras de cafe´ tostado:
evaluaciones sensoriales y medidas qu´ımicas obtenidas de la cromatograf´ıa de gases de cada
producto.
Los datos sensoriales comprenden las medidas de 9 atributos evaluados por un panel de
expertos compuesto por tres catadores (C1, C2 y C3). Las muestras de ca´fe fueron tostadas
a tres temperaturas diferentes que denominaremos T1, T2 y T3. Adicionalmente, para cada
condicio´n de tostacio´n se evaluaron muestras de 4 regiones de Colombia con el objetivo de
caracterizar cada regio´n con respecto a los aromas desarrollados en el proceso de tostacio´n.
En total se obtuvieron 6 re´plicas de cada combinacio´n de regio´n y temperatura por cada
catador. Los 9 atributos se listan en la tabla 4.1.
Tabla 4.1. Atributos sensoriales usados en el ana´lisis descriptivo de las
muestras de cafe´ tostado
Atributos Olfativos
Floral Dulce Herbal
Frutal Cereal Cigarrillo
Tostado Madera C´ıtrico
Adicionalmente, los datos de cromatograf´ıa de gases comprenden sen˜ales de 10277 puntos,
todas de igual longitud, para la misma cantidad de muestras y re´plicas que la base de
datos sensorial. Estas sen˜ales fueron obtenidas en dos periodos diferentes, una primera
parte de las sen˜ales fue obtenida en un periodo de 3 semanas en el mes de junio de 2009
y una segunda parte fue obtenida en un periodo de 2 semanas del mes de enero de 2010.
Debido a diferentes condiciones de configuracio´n del instrumento de cromatograf´ıa, las
sen˜ales obtenidas en 2009 y 2010 presentan diferencias importantes que deben ser resueltas
antes de continuar con el ana´lisis (ver seccio´n 3.2). El cromato´grafo proporciona adema´s
informacio´n de cada pico de la sen˜al tal como: altura, a´rea, tiempo de retencio´n, compuesto
asociado al pico, probabilidad de que ese compuesto sea el detectado por el equipo, #CAS
y a´rea de cada pico en terminos porcentuales respecto al a´rea total bajo la curva.
4.2.2. Base de datos sensoriales de papa
Esta base de datos 1 esta´ compuesta por 6 variedades de papa de Dinamarca [Thybo
and Martens, 1998]. El panel sensorial esta´ compuesto por 7 mujeres y 3 hombres (C1–
C10) de edades entre los 20 y 45 an˜os, compuesto por te´cnicos y personal de apoyo del
instituto Danish Institute of Agricultural Sciences. El panel sensorial fue entrenado durante
6 horas previas a la evaluacio´n sensorial. Los catadores hab´ıan tenido experiencia en evaluar
la textura de papas cocinadas en evaluaciones previas, con 40 horas aproximadamente de
experiencia. Los atributos sensoriales de textura (Tabla 4.2) fueron evaluados en una escala
semiestructurada de 1-9 puntos. Cada catador evaluo´ los seis productos en 10 re´plicas.
1Disponible en: http://www.models.life.ku.dk/research/data/
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Tabla 4.2. Atributos sensoriales usados en el ana´lisis descriptivo de la
muestras de papa
Atributos gustativos Atributos visuales
Dureza Reflejo de la superficie
Firmeza
Adherencia
Elasticidad
Granuloso
Harinoso
Hu´medo
Masticabilidad
4.2.3. Base de datos sensoriales de queso
Esta base de datos 1 comprende la evaluacio´n sensorial de 23 atributos sensoriales para
nueve tipos de queso crema diferentes [Bro et al., 2008]. Estas evaluaciones sensoriales
fueron realizadas en tres repeticiones. El panel sensorial estaba compuesto por ocho cata-
dores, que fueron entrenados durante 5 sesiones con los productos empleados, y los atributos
sensoriales fueron escogidos por sugerencia del l´ıder del panel con base en un consenso entre
los panelistas. Los 32 atributos se listan en la tabla 4.3. Para la evaluacio´n de los atributos
se uso´ una l´ınea horizontal de escala de 15cm no estructurada. En cada sesio´n se evaluaron
5 de los 9 productos.
Tabla 4.3. Atributos sensoriales usados en el ana´lisis descriptivo de la
muestras de queso crema
Atributos Olfativos Atributos visuales Atributos gustativos
Aroma a crema (O-crema) Color blanco (V-blanco) Firme (G-Firme)
Aroma a´cido (O-Acido) Color gris (V-gris) Fundido (G-Fundi)
Aroma a mantequilla (O-Manteq) Color amarillo (V-Amarill) Resistencia (G-Resist)
Aroma a leche vieja (O-Leche vieja) Color verde (V-Verde) granuloso (G-Granul)
Granulos (V-Granul) Calca´reo (G-Calca´reo)
Brillante (V-Brillan) Sabor a crema (G-Crema)
Sabor graso (G-Graso)
Atributo ta´ctil Sabor a Mantequilla (G-Manteq)
Resistencia (T-Resist) Salado (G-Sal)
Vinagre (G-Vinag)
Dulce (G-Dulce)
4.3. Ana´lisis exploratorio de la uniformidad de los evaluadores
Idealmente, la medicio´n de una misma variable usando diferentes instrumentos deber´ıa pro-
ducir ide´nticas evaluaciones o por lo menos con variaciones pequen˜as. De lo contrario, se
presume que uno o ma´s de los instrumentos esta´(n) descalibrado(s). Ana´logamente, en el
caso de las evaluaciones sensoriales las variaciones o discrepancias en las medidas de un
mismo producto son indeseables. Adema´s de la uniformidad, las evaluaciones deber´ıan ser
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confiables, es decir, que las medidas reflejen fielmente la presencia y el grado de los atri-
butos en la muestra. Con el fin de asegurar la uniformidad y la confiabilidad mencionadas,
se propone en la literatura la aplicacio´n de una serie de transformaciones y correcciones.
A continuacio´n se presenta la aplicacio´n de las correcciones presentadas en las secciones
3.1.3–3.1.8 sobre los datos descritos en 4.1.
4.3.1. Interpretacio´n de datos sensoriales usando ana´lisis de varianza
Un modelo ANOVA de una v´ıa balanceado se emplea para evaluar si los catadores actu´an
como un factor que influye significativamente en la respuesta de los atributos medidos. Los
resultados de las pruebas de hipo´tesis se encuentran en el ape´ndice A. Las tablas de e´ste
ape´ndice corresponden a los resultados de las pruebas de hipo´tesis de ANOVA para cada
atributo. Al inicio de cada tabla se observan los resultados del modelo ANOVA de una v´ıa
para los catadores. De todos los atributos, el u´nico que no muestra influencia del catador
es el atributo tostado, pues se observa que su valor-p es 0.31, lo que indica que el factor
catador no es significativamente diferente para este atributo. Para los otros 8 atributos,
el efecto del catador s´ı es significativo a un nivel de 0.05. Adicionalmente, se realizaron
pruebas de comparacio´n mu´ltiple usando el criterio de diferencia de Tukey. Los resultados
de la prueba, mostrados en la tabla 4.4, indican que, para los atributos floral, frutal, dulce,
cereal y c´ıtrico, los tres catadores son significativamente diferentes a niveles de 0.05 y 0.01.
Los resultados de esta prueba muestran la necesidad de emplear las transformaciones y
correcciones, tal que se elimine el desacuerdo entre los catadores. Efectivamente, para los
atributos frutal, cereal y c´ıtrico mostrados en la tabla 4.4, las diferencias entre los pares
de catadores son significativas a un nivel de 0.01. Se confirma adema´s que, como ocurrio´
para la prueba de ANOVA de una v´ıa, las evaluaciones del atributo tostado de todos los
catadores no tienen diferencias significativas.
Tabla 4.4. Estad´ıstica de Tukey para la prueba de diferencia entre los
catadores de los atributos
Catadores Floral Frutal Tostado Dulce Cereal Madera Herbal Cigarr. C´ıtrico
1 - 2 −1.52∗∗ −1.96∗∗ 0.22 −1.76∗∗ −1.65∗∗ −1.29∗∗ −0.70∗∗ −1.17∗∗ −1.89∗∗
1 - 3 0.23∗ −0.33∗∗ 0.16 −1.52∗∗ −1.04∗∗ −0.12 −0.37∗ 0.09 −0.47∗∗
2 - 3 1.75∗∗ 1.63∗∗ −0.06 0.24∗ 0.61∗∗ 1.17∗∗ 0.33 1.26∗∗ 1.41∗∗
∗ diferentes a un nivel de significancia de 0.05
∗∗ diferentes a un nivel de significancia de 0.01
Se ha mencionado con anterioridad que ANOVA permite evaluar el efecto de los diferentes
factores experimentales, que en este ana´lisis comprenden temperaturas, regiones y catadores.
Como se puede ver en las tablas A.1-A.9 de ANOVA que se encuentran en el ape´ndice A,
segu´n el valor F el efecto del catador para los datos sin corregir es casi siempre el efecto
dominante en todos los atributos, seguido por el efecto de la temperatura y la interaccio´n
temperatura×catador. Se puede observar que estos son los tres factores dominantes para
todos los atributos sobre los datos sin correccio´n.
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Las correcciones funcionan muy bien para eliminar el efecto del catador. La correccio´n usan-
do ana´lisis de Procrustes incide en los efectos y se observa que los tres efectos dominantes
son en general temperatura, regio´n y una interaccio´n temperatura×regio´n o temperatu-
ra×catador. Para la correccio´n de Brockhoff, los efectos dominantes son la temperatura y
la regio´n.
Para los datos sin correccio´n, el efecto del catador es obviamente un efecto significativa-
mente diferente, mientras que los dos me´todos de correccio´n empleados logran que este
efecto no sea significativamente diferente a un nivel de 0.05, e incluso para algunos atri-
butos, la interaccio´n temperatura×catador tampoco es significativamente diferente, de tal
modo que se logran resolver las diferencias de nivel producidas por los catadores, y se reduce
el efecto de las diferencias de escala y desacuerdo que esta´n representadas por la interaccio´n
temperatura×catador. A continuacio´n se relacionan los atributos que lograron ser corregi-
dos en dicho aspecto. La transformacio´n de Procrustes elimino´ esta interaccio´n para los
atributos, floral, frutal, dulce, madera, herbal y cigarrillo. El modelo de evaluador con su
correcio´n de escalado multiplicativo, elimina la interaccio´n temperatura×catador para los
atributos floral, tostado, dulce, cereal, madera y cigarrillo, mientras la modalidad de es-
calado aditivo elimina dicha interaccio´n sobre los atributos frutal, tostado, dulce, cereal,
cigarrillo y c´ıtrico.
4.3.2. Interpretacio´n de datos sensoriales usando PCA-ANOVA
El objetivo de usar esta metodolog´ıa propuesta por [Luciano and Næs, 2009] es poder in-
terpretar la concordancia del panel de catacio´n para cada atributo sensorial y consiste en
combinar PCA con ANOVA para darle un enfoque multivariado que proporciona informacio´n
sobre el efecto de los catadores y los productos, adema´s de su interaccio´n, en la estruc-
tura multivariada. La ventaja de usar PCA-ANOVA es su simplicidad y que proporciona
pruebas de significancia basadas en ANOVA y herramientas visuales para mejorar la inter-
pretacio´n de las pruebas de hipo´tesis (efectos principales e interacciones). Adicionalmente,
esta metodolog´ıa puede ser extendida a situaciones con varios factores de disen˜o y estruc-
turas complejas de las re´plicas.
Inicialmente se realiza una inspeccio´n visual de los datos usando la transformacio´n obtenida
del ana´lisis de componentes principales. Se visualizaron todas las posibles combinaciones
de parejas coordenadas de las cuatro primeras componentes principales. Debido a que no
se observaron diferencias notables entre sus distribuciones, se muestras aqu´ı u´nicamente
las gra´ficas de dispersio´n de componente 1 contra componente 2 y componente 3 contra
componente 4.
En las figuras 4.2 - 4.4 se ilustran las gra´ficas de dispersio´n de los datos sobre parejas de
las cuatro primeras componentes. En estas figuras se pueden identificar las tres condiciones
o factores experimentales estudiados; a saber, tres temperaturas, cuatro regiones y tres
catadores. Cada uno de estos u´ltimos es un instrumento de medicio´n para evaluar los 9
atributos (ver seccio´n 4.2.1), bajo las diferentes condiciones de temperatura y regio´n. En la
figura 4.2 se muestran las cuatro primeras componentes principales (en adelante PC) de los
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datos sin corregir medidos por los catadores. Se usan los colores de los puntos para hacer
referencia a las regiones y la forma de los mismos para indicar las temperaturas. En esta
figura se puede observar que las temperaturas forman agrupaciones sobre las dos primeras
componentes principales; es decir, aparentemente la dispersio´n entre temperaturas es mayor
que la dispersio´n intra temperaturas. Por otro lado, se observa que las cuatro regiones
presentan una dispersio´n intra clase alta, mientras que la dispersio´n entre dichas clases es
pequen˜a, pues se observa que las distribuciones de las clases esta´n casi conce´ntricas sobre
las cuatro primeras componentes.
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Figura 4.2. Biplot PCA para los datos sensoriales originales (muestras
etiquetadas por regiones y temperaturas)
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Figura 4.3. Biplot PCA para los datos sensoriales originales (muestras
etiquetadas por regiones y catadores)
La gra´fica de dispersio´n en la figura 4.3 muestra la misma representacio´n PCA de los datos
sin corregir, pero en este caso, los colores representan las regiones y el tipo de los puntos
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representa los tres catadores. Es evidente que las dos primeras componentes capturan la
varianza debida a las diferencias individuales entre los catadores. Se observan dos agru-
pamientos en la gra´fica de las dos primeras PC, uno formado por el catador 2 y el otro por
los catadores 1 y 3. Esta gra´fica sugiere que los atributos floral, cereal, frutal, c´ıtrico dulce
y cigarrillo reflejan estas diferencias entre el catador 2 y los dema´s. De la misma forma
que la figura anterior, no se observan grupos correspondientes a las regiones; de hecho, los
colores esta´n muy mezclados.
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Figura 4.4. Biplot PCA para los datos sensoriales originales (muestras
etiquetadas por temperaturas y catadores)
En la figura 4.4 se cambian nuevamente los colores y tipo de puntos, donde estos u´ltimos
representan los catadores y los colores representan las temperaturas. En la figura de las
dos primeras componentes se observan ma´s claramente las agrupaciones formadas por las
temperaturas, y tambie´n las sub-agrupaciones formadas por la diferencia entre el catador
2 con los otros dos catadores. En la gra´fica de las componentes 3 y 4 se siguen formando
agrupaciones entre temperaturas aunque no tan definidas; adema´s, se siguen evidenciando
las diferencias entre los catadores en la evaluacio´n de las temperaturas. Tambie´n es de
resaltar que el catador con mayor dispersio´n es el catador 2.
Las gra´ficas de dispersio´n (figuras 4.2 - 4.4) de los datos originales transformados con PCA,
sugieren que la incertidumbre del instrumento, es decir, los catadores, es mayor que la in-
certidumbre del feno´meno, en este caso las diferencias entre regiones y las diferencias entre
temperaturas.
El ana´lisis de las relaciones encontradas entre atributos empleando PCA, puede comple-
mentarse con la matriz de correlacio´n entre dichas variables (ver Tabla 4.5). Esta matriz
muestra una alta dependencia entre los atributos floral y frutal, con una correlacio´n pos-
itiva de 0.79; lo cual indica tambie´n que estos atributos son directamente proporcionales.
Otra alta correlacio´n, de 0.76, se presenta entre los atributos herbal y tostado, pero de
signo negativo, lo cual implica proporcionalidad inversa. Adicionalmente, el atributo frutal
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tambie´n presenta una gran correlacio´n con el atributo c´ıtrico, con un valor positivo de 0.76.
Se puede destaca que los ı´ndices de correlacio´n mencionados tienen una clara interpretacio´n
de dependencia. As´ımismo, se observa en la matriz, con negrita, la alta correlacio´n entre
otros pares de atributos.
Tabla 4.5. Matriz de correlacio´n de atributos sensoriales
Floral Frutal Tostado Dulce Cereal Madera Herbal Cigarrillo C´ıtrico
Floral 1.0000 0.7919 -0.3881 0.3778 0.4124 0.5624 0.4604 0.2647 0.6154
Frutal 0.7919 1.0000 -0.1447 0.5830 0.5256 0.5134 0.2594 0.3433 0.7634
Tostado -0.3881 -0.1447 1.0000 0.0340 -0.2543 -0.4882 -0.7610 0.2123 0.0437
Dulce 0.3778 0.5830 0.0340 1.0000 0.3472 0.1590 0.0660 0.2683 0.6324
Cereal 0.4124 0.5256 -0.2543 0.3472 1.0000 0.6405 0.4910 0.2974 0.4095
Madera 0.5624 0.5134 -0.4882 0.1590 0.6405 1.0000 0.5916 0.3785 0.3723
Herbal 0.4604 0.2594 -0.7610 0.0660 0.4910 0.5916 1.0000 0.0929 0.1122
Cigarrillo 0.2647 0.3433 0.2123 0.2683 0.2974 0.3785 0.0929 1.0000 0.4413
C´ıtrico 0.6154 0.7634 0.0437 0.6324 0.4095 0.3723 0.1122 0.4413 1.0000
4.3.3. Evaluacio´n de las correcciones del efecto de catador
En esta seccio´n se presentan los resultados de las pruebas de significancia ANOVA, apli-
cadas sobre las cuatro primeras componentes principales que fueron escogidas por resumir
al menos el 80% de la varianza presente en los datos, antes y despue´s de las correcciones.
En la tabla 4.6 se presenta los resultados de pruebas de hipo´tesis ANOVA, tal como se
muestra en la tabla 3.3, para los datos antes y despue´s de las diferentes correcciones o
transformaciones, a saber, transformacio´n de Procrustes y correcciones usando el modelo
de evaluador para sus dos modalidades, escalado multiplicativo y aditivo. A la derecha del
nombre de la correccio´n aplicada se presenta la varianza explicada de los datos. Particular-
mente, para los datos originales, la primera componente explica el 46.46% de la varianza.
Se observa que los efectos principales de temperatura, catador, regio´n y las interacciones
temperatura×catador y catador×regio´n, son significativamente diferentes a un nivel de 0.01
mientras que la interacciones temperatura×regio´n y temperatura×catador×regio´n no son
significativamente diferentes. Sin embargo, segu´n el valor F , los efectos dominantes son la
temperatura y el catador.
Para la transformacio´n usando el ana´lisis de Procrustes (tabla 4.6) se observa que el efecto
principal del catador deja de ser un efecto significativamente diferente, lo cual indica que se
eliminan las diferencias de nivel mencionadas en la seccio´n 3.1.6; mientras que los efectos
principales de temperatura y regio´n, y los efectos de interaccio´n siguen siendo significati-
vamente diferentes, incluso el efecto temperatura×regio´n y temperatura×catador×regio´n.
El efecto dominante en los datos despue´s de aplicar esta transformacio´n es el efecto de la
temperatura.
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Tabla 4.6. Comparacio´n de correccio´n usando PCA-ANOVA (componente 1)
Factor
Suma de
cuadrados
grados de
libertad
Error
cuadra´tico
medio
F valor p
Sin correccio´n (σ2 explicada 46.46%)
temp 153.44 2 76.72 228.05 0.0000
catador 813.26 2 406.63 1208.72 0.0000
regio´n 11.40 3 3.80 11.3 0.0000
temp*catador 10.45 4 2.61 7.77 0.0000
temp*regio´n 2.38 6 0.40 1.18 0.3178
catador*regio´n 7.50 6 1.25 3.72 0.0015
catador*temp*regio´n 5.32 12 0.44 1.32 0.2088
Error 78.72 234 0.34
Total 1124.79 269
Procrustes (σ2 explicada 45.96%)
temp 887.20 2 443.60 868.39 0.0000
catador 0.19 2 0.09 0.19 0.8305
regio´n 5.49 3 1.83 3.58 0.0146
temp*catador 9.53 4 2.38 4.66 0.0012
temp*regio´n 12.23 6 2.04 3.99 0.0008
catador*regio´n 8.82 6 1.47 2.88 0.0100
temp*catador*regio´n 19.35 12 1.612 3.16 0.0003
Error 119.53 234 0.511
Total 1112.80 269
Modelo de evaluador - escalado multiplicativo (σ2 explicada 31.02%)
temp 492.33 2 246.16 334.03 0.0000
catador 0.06 2 0.03 0.04 0.9613
regio´n 14.05 3 4.68 6.60 0.0003
temp*catador 17.15 4 4.29 6.04 0.0001
temp*regio´n 7.83 6 1.31 1.84 0.0923
catador*regio´n 15.37 6 2.56 3.61 0.0019
temp*catador*regio´n 15.24 12 1.27 1.79 0.0507
Error 181.29 246 0.71
Total 750.93 269
Modelo de evaluador - escalado aditivo (σ2 explicada 51.18%)
temp 157.38 2 78.69 231.68 0.0000
catador 820.23 2 410.11 1207.48 0.0000
regio´n 11.56 3 3.85 11.35 0.0000
temp*catador 10.48 4 2.62 7.71 0.0000
temp*regio´n 2.40 6 0.40 1.18 0.3202
catador*regio´n 1.04 6 0.17 0.51 0.8008
temp*catador*regio´n 5.38 12 0.45 1.32 0.2082
Error 79.48 234 0.34
Total 1128.95 269
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La correccio´n de escala de Brockhoff, para su versio´n de escalado multiplicativo (tabla 4.6),
elimina el efecto del catador mientras conserva los dema´s efectos diferentes a un nivel de
significancia de 0.01, exceptuando los efectos de interaccio´n temperatura×regio´n, que antes
de corregir no era significativamente diferente, y temperatura×catador×regio´n que s´ı lo era.
En contraste, la correccio´n de los datos usando el escalado aditivo de Brockhoff, elimina
todos los efectos de interaccio´n que representan las diferencias de escala y desacuerdo entre
los catadores, como se muestra en la seccio´n 3.1.6. No obstante, se observa que los efectos
dominantes siguen siendo los efecto principales de catador y de temperatura, igual que en
los datos sin corregir.
Para el segundo componente PCA (ver tabla 4.7), se observa que para los datos sin corregir
los efectos principales de temperatura, catador y regio´n, son significativamente diferentes,
de la misma forma que todos los efectos de interaccio´n. Sin embargo, los efectos dominantes
siguen siendo la temperatura y el catador. Con la correccio´n Procrustes se elimina el efecto
del catador mientras se conservan las diferencias significativas para los otros efectos prin-
cipales e interacciones temperatura×regio´n y catador×regio´n. Por otro lado, la correccio´n
con el modelo del evaluador con escalado multiplicativo, elimina el efecto principal del cata-
dor y de interacciones de temperatura×regio´n y catador×regio´n. La correccio´n usando el
escalado aditivo elimino´ el efecto de la interaccio´n catador×regio´n, la cual representa las
diferencias de escala y desacuerdo de los catadores al medir las regiones, mientras los dema´s
efectos presentes en los datos sin correccio´n permanecieron significativamente diferentes.
Para el tercer PC la varianza presente es muy poca, alrededor del 10%. Sin embargo,
para los datos sin corregir, todos los efectos principales y de interaccio´n son significativa-
mente diferentes. No obstante, segu´n el valor F , el efecto dominante es la interaccio´n
temperatura×catador. Los resultados de ANOVA para la transformacio´n de Procrustes in-
dican que el u´nico efecto significativamente diferente es la interaccio´n temperatura×regio´n
y que la mayor parte de la varianza esta´ presente en el error. El escalado multiplicativo
del modelo de evaluador presenta resultados similares, donde los efectos significativamente
diferentes son el de regio´n, y las interacciones temperatura×regio´n y catador×regio´n. El
modelo del evaluador usando escalado aditivo muestra como efecto dominante a la interac
cio´n temperatura×catador, seguido por los efecto principales de temperatura y catador;
adema´s, el efecto de regio´n y el efecto de interaccio´n temperatura×regio´n, tambie´n son sig-
nificativamente diferentes. Un ana´lisis similar puede hacerse para los resultados de ANOVA
para la cuarta componente PCA.
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Tabla 4.7. Comparacio´n de correccio´n usando PCA-ANOVA (componente 2)
Factor
Suma de
cuadrados
grados de
libertad
Error
cuadra´tico
medio
F valor p
Sin correccio´n (σ2 explicada 68.46%)
temp 347.10 2 173.55 675.98 0.0000
catador 54.35 2 27.17 105.84 0.0000
regio´n 3.42 3 1.14 4.44 0.0047
temp*catador 24.50 4 6.12 23.86 0.0000
temp*regio´n 6.02 6 1.00 3.91 0.0010
catador*regio´n 4.81 6 0.80 3.12 0.0058
temp*catador*regio´n 7.55 12 0.63 2.45 0.0050
Error 60.08 234 0.26
Total 532.53 269
Procrustes (σ2 explicada 63.25%)
temp 61.64 2 30.82 32.92 0.0000
catador 0.13 2 0.06 0.07 0.9334
regio´n 53.27 3 17.76 18.97 0.0000
temp*catador 34.81 4 8.70 9.30 0.0000
temp*regio´n 9.33 6 1.55 1.66 0.1317
catador*regio´n 29.39 6 4.90 5.23 0.0000
temp*catador*regio´n 11.05 12 0.92 0.98 0.4652
Error 219.08 234 0.94
Total 418.40 269
Modelo de evaluador - escalado multiplicativo (σ2 explicada 45.02%)
temp 53.65 2 26.82 33.28 0.0000
catador 0.07 2 0.03 0.04 0.9597
regio´n 21.19 3 7.06 8.76 0.0000
temp*catador 5.05 4 1.26 1.57 0.1842
temp*regio´n 4.82 6 0.80 1.00 0.4286
catador*regio´n 54.36 6 9.06 11.24 0.0000
temp*catador*regio´n 10.43 12 0.87 1.08 0.3791
Error 188.61 234 0.81
Total 338.98 269
Modelo de evaluador - escalado aditivo (σ2 explicada 74.65%)
temp 346.61 2 173.30 659.85 0.0000
catador 58.75 2 29.38 111.85 0.0000
regio´n 3.53 3 1.18 4.48 0.0044
temp*catador 24.71 4 6.18 23.52 0.0000
temp*regio´n 6.06 6 1.01 3.85 0.0011
catador*regio´n 1.17 6 0.19 0.74 0.6182
temp*catador*regio´n 7.62 12 0.63 2.42 0.0057
Error 61.46 234 0.26
Total 531.32 269
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Tabla 4.8. Comparacio´n de correccio´n usando PCA-ANOVA (componente 3)
Factor
Suma de
cuadrados
grados de
libertad
Error
cuadra´tico
medio
F valor p
Sin correccio´n (σ2 explicada 78.90%)
temp 7.32 2 3.66 13.16 0.0000
catador 6.44 2 3.22 11.58 0.0000
regio´n 3.26 3 1.09 3.91 0.0094
temp*catador 144.20 4 36.05 129.74 0.0000
temp*regio´n 4.37 6 0.73 2.62 0.0176
catador*regio´n 6.50 6 1.08 3.90 0.0010
temp*catador*regio´n 6.41 12 0.53 1.92 0.0325
Error 65.02 234 0.28
Total 252.93 269
Procrustes (σ2 explicada 74.81%)
temp 1.44 2 0.72 0.76 0.4671
catador 0.09 2 0.05 0.05 0.9518
regio´n 7.18 3 2.39 2.54 0.0569
temp*catador 2.68 4 0.67 0.71 0.5851
temp*regio´n 26.84 6 4.47 4.75 0.0001
catador*regio´n 5.16 6 0.86 0.91 0.4856
temp*catador*regio´n 17.39 12 1.45 1.54 0.1108
Error 220.17 234 0.94
Total 279.96 269
Modelo de evaluador - escalado multiplicativo (σ2 explicada 56.75%)
temp 0.24 2 0.12 0.12 0.8842
catador 0.32 2 0.16 0.17 0.8456
regio´n 8.46 3 2.82 2.91 0.0352
temp*catador 0.48 4 0.12 0.13 0.9733
temp*regio´n 27.82 6 4.64 4.79 0.0001
catador*regio´n 16.05 6 2.68 2.76 0.0130
temp*catador*regio´n 4.19 12 0.35 0.36 0.9756
Error 226.56 234 0.97
Total 284.08 269
Modelo de evaluador - escalado aditivo (σ2 explicada 82.91%)
temp 6.37 2 3.19 11.27 0.0000
catador 7.06 2 3.53 12.48 0.0000
regio´n 3.23 3 1.08 3.81 0.0108
temp*catador 146.22 4 36.56 129.27 0.0000
temp*regio´n 4.39 6 0.73 2.59 0.0190
catador*regio´n 2.02 6 0.34 1.19 0.3112
temp*catador*regio´n 6.52 12 0.54 1.92 0.0326
Error 66.17 234 0.28
Total 251.49 269
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Tabla 4.9. Comparacio´n de correccio´n usando PCA-ANOVA (componente 4)
Factor
Suma de
cuadrados
grados de
libertad
Error
cuadra´tico
medio
F valor p
Sin correccio´n (σ2 explicada 85.86%)
temp 0.78 2 0.39 2.20 0.1128
catador 98.32 2 49.16 278.23 0.0000
regio´n 3.27 3 1.09 6.18 0.0005
temp*catador 11.64 4 2.91 16.47 0.0000
temp*regio´n 2.33 6 0.39 2.20 0.0440
catador*regio´n 1.93 6 0.32 1.82 0.0966
temp*catador*regio´n 1.06 12 0.09 0.50 0.9148
Error 41.35 234 0.18
Total 168.46 269
Procrustes (σ2 explicada 83.78%)
temp 22.92 2 11.46 17.31 0.0000
catador 0.09 2 0.04 0.07 0.9363
regio´n 4.86 3 1.62 2.45 0.0647
temp*catador 6.53 4 1.63 2.47 0.0458
temp*regio´n 15.23 6 2.54 3.83 0.0011
catador*regio´n 5.03 6 0.84 1.27 0.2743
temp*catador*regio´n 5.45 12 0.45 0.69 0.7645
Error 154.92 234 0.66
Total 217.12 269
Modelo de evaluador - escalado multiplicativo (σ2 explicada 67.94%)
temp 4.28 2 2.14 2.41 0.0924
catador 0.21 2 0.10 0.12 0.8907
regio´n 4.68 3 1.56 1.75 0.1566
temp*catador 4.35 4 1.09 1.22 0.3017
temp*regio´n 1.83 6 0.31 0.34 0.9134
catador*regio´n 17.11 6 2.85 3.20 0.0048
temp*catador*regio´n 30.97 12 2.58 2.90 0.0009
Error 208.22 234 0.89
Total 270.77 269
Modelo de evaluador - escalado aditivo (σ2 explicada 87.53%)
temp 0.72 2 0.36 2.08 0.1279
catador 104.36 2 52.18 301.03 0.0000
regio´n 3.45 3 1.15 6.63 0.0003
temp*catador 10.45 4 2.61 15.08 0.0000
temp*regio´n 2.31 6 0.38 2.22 0.0423
catador*regio´n 0.39 6 0.06 0.37 0.8967
temp*catador*regio´n 1.04 12 0.09 0.50 0.9124
Error 40.56 234 0.17
Total 168.91 269
48
Como se menciono´ en el marco teo´rico (seccio´n 3.1.5), para los efectos del producto, catador
y de interaccio´n que son calculados sobre los componentes principales T de la ecuacio´n (17),
se puede mejorar la interpretacio´n de la variabilidad multivariada en los datos, mediante la
visualizacio´n de los efectos en las gra´ficas de los componentes principales. Te´ngase en
cuenta que los datos transformados siguen representando los mismos efectos que los datos
originales; obtenie´ndose as´ı un ana´lisis similar al realizado en la seccio´n 4.3.2.
En la figura 4.5 se observan los datos corregidos a partir del ana´lisis de Procrustes y trans-
formados usando PCA. La primera componente principal representa las diferencias entre las
temperaturas, que como se comento´ anteriormente, es el efecto dominante en esta compo-
nente. Los atributos tostado, cigarrillo , floral, frutal y herbal son los atributos que tienen
la ponderacio´n ma´s alta para este componente; adema´s, se nota los atributos tostado y
cigarrillo tiene una correlacio´n negativa con los dema´s atributos mencionados. Los atributos
cereal, madera y c´ıtrico son los atributos que ma´s contribuyen a la componente 2. Para las
componentes 3 y 4 es evidente que los atributos c´ıtrico y dulce son los de mayor ponderacio´n.
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Figura 4.5. Biplot PCA. Correccio´n Procrustes para datos sensoriales de cafe´.
En la figura 4.6 se presentan dos gra´ficas de dispersio´n para parejas de las cuatro primeras
componentes principales de los datos transformados con la correccio´n de Brockhoff - esca-
lado multiplicativo. En la gra´fica de las dos primeras componentes se observa el traslape
entre las regiones, con la particularidad de que la dispersio´n de la regio´n 4 es menor que
para las otras tres regiones. Despue´s de la transformacio´n de los datos se siguen formando
grupos por temperaturas. Las componentes 3 y 4 forman una distribucio´n elongada de los
datos, donde la regio´n 1 es la que muestra mayor dispersio´n.
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Figura 4.6. Biplot PCA con correccio´n Brockhoff para datos sensoriales
(Escalado Multiplicativo).
En la figura 4.7 se presentan los datos despue´s de la transformacio´n Brockhoff - escalado
aditivo. Las regiones siguen mostrando traslape. De igual forma que en las transformadas
anteriores, se presentan agrupaciones por temperaturas. En la gra´fica de las componentes
3 y 4 no se pueden detectar agrupaciones.
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Figura 4.7. Biplot PCA con correccio´n Brockhoff para datos sensoriales
(Escalado Aditivo).
En la figura 4.8 se presenta nuevamente la transformacio´n de Procrustes. En la gra´fica se
identifican las muestras que corresponden a las regiones usando los colores y los catadores
usando los tipos de puntos. En estas gra´ficas se observa que la transformacio´n elimino´ el
efecto del catador, lo cual concuerda con los resultados de ANOVA. Se pueden observar
sub-agrupaciones correspondientes a una regio´n para cierto catador, por ejemplo, se puede
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notar que hay diferencias del catador dos para la regio´n tres y regio´n dos. Para las cuatro
primeras PC se nota que el catador dos es el que muestra mayor dispersio´n.
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Figura 4.8. Biplot PCA con correccio´n Procrustes para datos sensoriales.
Despue´s de la correccio´n de Brockhoff (Figura 4.9) se presenta el mismo feno´meno. Los
catadores ya no forman agrupaciones pero se nota que el catador dos es el que presenta
mayor dispersio´n. No´tese que, a pesar de la eliminacio´n del efecto del catador, se podr´ıa
diferenciar entre las regiones dos y tres considerando el catador dos.
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Figura 4.9. Biplot PCA Correccio´n Brockhoff Datos Sensoriales (Escalado
Multiplicativo).
El modelo del evaluador - escalado aditivo (ver figura 4.10)no afecta mucho las mediciones
originales de los datos pues se siguen formando agrupaciones por catadores. A partir de las
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cuatro primeras PC es dif´ıcil identificar agrupaciones por regiones para esta transformacio´n.
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Figura 4.10. Biplot PCA Correccio´n Brockhoff Datos Sensoriales (Esca-
lado Aditivo).
Otro tipo de visualizacio´n de los factores del experimento es el que se forma de etiquetar
temperaturas y catadores despue´s de las transformaciones. En la figura 4.11 se observa el
resultado de la transformacio´n Procrustes al eliminar el efecto del catador. Se observa que
independientemente del catador, las temperaturas son fa´ciles de identificar. Y se observa
con mayor claridad que el catador dos es el que tiene mayor varianza. En la gra´fica de los
componentes tres y cuatro ya no es tan evidente las diferencias entre las regiones, pero se
sigue presentando el mismo feno´meno de varianza en el segundo catador.
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Figura 4.11. Biplot PCA Correccio´n Procrustes Datos Sensoriales .
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Para la transformacio´n con el modelo de evaluador de Brockhoff escalado multiplicativo
(figura 4.12) se observan agrupaciones por temperaturas, pero tambie´n se observan unos
valores at´ıpicos despue´s de la transformacio´n. Lo anterior puede ser debido a que esta co-
rreccio´n al ser una transformacio´n multiplicativa cambia dra´sticamente los datos.
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Figura 4.12. Biplot PCA Correccio´n Brockhoff Datos Sensoriales (Esca-
lado Multiplicativo).
Parra la correccio´n de Brockhoff - escalado aditivo 4.13 sigue siendo evidente la diferencia
entre las temperaturas, de igual forma que las diferencias entre catadores como para los
datos sin corregir. Como lo demuestran los resultados de ANOVA, efecto del catador y la
temperatura siguen siendo los efectos dominantes.
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Figura 4.13. Biplot PCA Correccio´n Brockhoff Datos Sensoriales (Esca-
lado Aditivo).
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4.4. Desempen˜o de los clasificadores
Debido a la naturaleza multiclase de las bases de datos analizadas, es recomendable usar
matrices de confusio´n para poder determinar cua´ntas observaciones de la clase i son clasifi-
cadas correctamente como de dicha clase o incorrectamente como de las clase j, para j 6= i.
La matriz de confusio´n de la figura 4.10 muestra los resultados de un problema de clasi-
ficacio´n hipote´tico de 4 clases.
Clase real
Prediccio´n de clase
clase 1 clase 2 . . . clase n
clase 1 a11 a12 . . . a1n
clase 2 a21 a22 . . . a2n
...
...
...
. . .
...
clase n an1 an2 . . . ann
Tabla 4.10. Matriz de confusio´n
El cuerpo de la tabla tiene una fila y una columna por cada posible clasificacio´n. Las filas
corresponden a las etiquetas de clase verdaderas y las columnas corresponden a las clasifi-
caciones predichas por el clasificador. [Bramer, 2007]
El valor de la i-e´sima fila y j-e´sima columna contiene el nu´mero de observaciones de la
i-e´sima clase que fueron clasificadas como de la j-e´sima clase.
4.4.1. Verdaderos y falsos positivos y negativos
Cuando una base de datos tiene solo dos clases, una se denomina “positiva” (o clase obje-
tivo) y la otra se denomina “negativa”. En este caso las entradas en la primera columna de
la matriz de confusio´n se denominan verdaderos y falsos positivos,similarmente, los valores
en la segunda columna se denominan falsos y verdaderos negativos (Tabla 4.11).
Clase real
Prediccio´n de clase Total de
observaciones+ −
+ verdaderos positivos (TP ) falsos negativos (FN) Positivos (P )
− falsos positivos (FP ) verdaderos negativos (TN) Negativos (N)
Tabla 4.11. Verdaderos y falsos positivos y negativos
Cuando hay ma´s de dos clases, y se quiere evaluar el desempen˜o de cada una de las clases en
el problema de clasificacio´n, se toma cada clase como positiva (una por vez), con todas las
otras clases combinadas como clase negativa. Obteniendo una matriz de confusio´n por cada
clase, lo cual simplifica el ca´lculo de las medidas de desempen˜o expuestas a continuacio´n.
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4.4.2. Medidas de desempen˜o
Las medidas de desempen˜o empleadas t´ıpicamente se explican a continuacio´n:
Tasa de verdaderos positivos: Es la proporcio´n de las observaciones positivas que
son clasificadas correctamente como positivas. Tambie´n conocida como Sensibili-
dad.
TPr = TP/P (51)
Tasa de falsos positivos: Es la proporcio´n de observaciones negativas que fueron
clasificadas erro´neamente como positivas.
FPr = FP/N (52)
Tasa de falsos negativos: Es la proporcio´n de observaciones positivas que son clasi-
ficadas erroneamente como negativas.
FNr = FN/P FNr = 1− TPr (53)
Tasa de verdaderos negativos: Es la proporcio´n de observaciones negativas que
son correctamente clasificadas como negativas. Tambie´n conocida como Especifi-
cidad.
TNr = TN/N TNr = 1− FPr (54)
Precisio´n: Es la proporcio´n de observaciones que son clasificadas como positivas que
son realmente positivas.
Precisio´n = TP/(TP + FP ) (55)
No´tese que la Precisio´n solo penaliza los FP, pero aunque la proporcio´n de TP sea
baja la Precisio´n siempre dar´ıa 1 si no hay falsos positivos. Por lo tanto esta medida
no se tuvo en cuenta para evaluar el desempen˜o general en los experimentos.
Puntaje F1: Es una medida que combina la Precisio´n y la tasa de verdaderos posi-
tivos.
F1 = (2× Precisio´n× TPr)/(P +N) (56)
Reemplazando Precisio´n por su equivalencia y simplificando se obtiene:
F1 =
2× TP
TP + FP
× TP
P
TP
TP + FP
+
TP
P
=
2× TP
TP + FP + P
(57)
Exactitud: La proporcio´n de observaciones que son clasificadas correctamente.
Exactitud = (TP + TN)/(P +N) (58)
Tasa de error: Es la proporcio´n de observaciones que son clasificadas incorrecta-
mente.
Error = (FN + FP )/(P +N) (59)
Exactitud general: Es la proporcio´n de observaciones de cualquier clase que son
clasificadas correctamente. Corresponde entonces a la traza de la matriz de con-
fusio´n general mostrada en la tabla 4.10.
55
4.4.3. Validacio´n cruzada
El me´todo ma´s simple y ampliamente usado para estimar el error de clasificacio´n, garan-
tizando su robustez estad´ıstica, es la validacio´n cruzada [Bramer, 2007]. La validacio´n
cruzada del tipo K-fold usa una parte de los datos disponibles para ajustar el modelo
(entrenamiento), y una parte diferente para validarlo. Los datos se dividen en K partes
aproximadamente del mismo taman˜o; por ejemplo, cuando K = 5, el conjunto de datos se
dividir´ıa como se muestra en la Figura 4.14:
1 2 3 4 5
Entrenamiento Entrenamiento Validacio´n Entrenamiento Entrenamiento
Figura 4.14. Particiones del conjunto de datos.
Para la k-e´sima parte (tercera en el ejemplo de la figura 4.14), se entrena el clasificador con
las restantes K−1 partes de los datos, y se calcula el error de clasificacio´n usando los datos
de la k-e´sima parte como datos de validacio´n. Lo anterior se realiza para k = 1, 2, . . . , K.
Finalmente se promedian las K estimaciones del error de clasificacio´n. El caso K = N se
conoce como validacio´n cruzada leave-one-out, siendo N el nu´mero total de muestras. Las
elecciones t´ıpicas de K son 5 o´ 10. Cuando K = 5 la estimacio´n del error tiene una varianza
baja pero puede ser considerablemente sesgada. En [Bramer, 2007] se recomiendan el valor
K = 10 debido a que supone un compromiso aceptable entre el sesgo y la varianza de la
estimacio´n del error. Esta varianza se calcula como el error esta´ndar de la estimacio´n de la
medida de desempen˜o, el cual esta´ definido como Erre = σ/
√
n. Donde σ es la desviacio´n
esta´ndar del vector de estimaciones repetidas n veces, donde n es el nu´mero de repeticiones
del experimento [Altman and Bland, 2005].
4.4.4. Comparacio´n y evaluacio´n mediante modelos discriminantes
A continuacio´n se presentan los resultados de clasificacio´n usando los clasificadores LDA
y 1-NN, que fueron empleados por ser la alternativa ma´s comu´n para comparacio´n de re-
presentaciones puesto que son los clasificadores ma´s sencillos. Adicionalmente, se propone
comparar los me´todos de correccio´n de escala, entre ellos el modelo de evaluador propuesto
por [Brockhoff and Skovgaard, 1994] y el me´todo de Ana´lisis de Procrustes con el me´todo
propuesto por [Granitto et al., 2008]. E´ste u´ltimo consiste en ajustar un clasificador indi-
vidual para cada catador empleando los datos sin correccio´n. Posteriormente, se promedian
las predicciones individuales para formar una prediccio´n combinada. En esta etapa, se sigue
el procedimiento t´ıpico en sistemas de clasificadores mu´ltiples, se estima el promedio de la
probabilidad a posteriori de todos los modelos discriminantes y se asigna a cada muestra el
producto con ma´xima probabilidad a posteriori. Este me´todo nos permitira´ conocer cua´l es
la transformacio´n ma´s confiable de los datos o determinar si ninguna de e´stas es mejor que
promediar las predicciones de los modelos individuales.
En la tabla 4.12 se presentan las medidas de desempen˜o del clasificador LDA. Se considera-
ron probabilidades a priori iguales para los experimentos de regiones y los de temperaturas.
De los resultados mostrados en la tabla se destacan las siguientes observaciones por regio´n:
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en el caso de la regio´n 1, el mayor valor de verdaderos positivos corresponde a la com-
binacio´n de clasificadores, con un 35.67%, seguido por la transformacio´n de Brockhoff -
escalado multiplicativo, con 30.28%, sin embargo este u´ltimo presenta tambie´n la mayor
tasa de falsos positivos, con una proporcio´n de 21.08%, mientras que para la combinacio´n
de clasificadores los falsos positivos alcanzan una proporcio´n de 14.11%. Las dos transfor-
maciones: Brockhoff - escalado multiplicativo y Procrustes, y la estrategia de combinacio´n
de clasificacio´n mejoran el desempen˜o obtenido con los datos sin correccio´n, mientras que
la transformacio´n de Brockhoff-escalado aditivo, deteriora ligeramente el desempen˜o para
la regio´n 1, y no aporta mejora alguna para las regiones 3 y 4.
Adicionalmente a las tasas de verdaderos y falsos positivos, se presentan otras dos medidas
de desempen˜o, la exactitud y el puntaje F1, presentados en la seccio´n 4.4.2. Puestos que
estas dos medidas se pueden expresar en te´rminos de los verdaderos positivos y falsos posi-
tivos, se espera que sean indicadores del desempen˜o global de clasificacio´n para cada regio´n.
En particular para las regiones 1 y 2, se observan tasas bajas de verdaderos positivos y de
falsos positivos, y esto implica que no se esta´n asignando etiquetas de estas clases para ob-
servaciones de dichas clases o de alguna de las otras. No´tese que, a pesar de lo anterior, las
tasas de exactitud son altas. Esta aparente incongruencia se explica mediante el siguiente
ana´lisis: la exactitud es una medida que combina los verdaderos positivos con los verdaderos
negativos (1 - falsos positivos) pero su confiabilidad es discutible en el caso multiclase, ya
que no hay una ponderacio´n equilibrada entre verdaderos positivos y verdaderos negativos.
Dicho inequilibrio obedece a que al calcular la exactitud para cada clase, el problema queda
desbalanceado con la clase negativa; por ejemplo, siendo esta u´ltima n−1 veces ma´s grande
que la clase positiva si n es el nu´mero de clases y si se considera el mismo nu´mero de ejem-
plos por clase. En el caso hipo´tetico donde ninguna muestra es asignada a la clase positiva,
la medida de exactitud puede alcanzar un valor de 1− (1/n) o ma´s si las clases no tienen la
misma cantidad de observaciones. Por esta razo´n, la medida de exactitud no permite hacer
un ana´lisis global del desempen˜o. Por otro lado, el puntaje F1 es una medida que combina
la precisio´n con la sensibilidad; es decir, unifica los criterios de proporcio´n de observaciones
clasificadas como positivas que son realmente positivas con la proporcio´n de observaciones
positivas que fueron clasificadas correctamente como positivas (ver ecuaciones 56 y 57).
La transformacio´n de Brockhoff – escalado multiplicativo presenta los mayores verdaderos
positivos para la regio´n 2, seguido por la transformacio´n Procrustes; no obstante, ambos
presentan tambie´n las ma´s altas tasas de falsos positivos. A pesar de lo anterior, el puntaje
F1 ma´s alto corresponde a la combinacio´n de clasificadores seguido por la transformada de
Brockhoff – escalado multiplicativo. La identificacio´n de esta regio´n mejora para todos los
me´todos de correccio´n y la combinacio´n de clasificadores con respecto a los datos sin corre-
gir, sin embargo la transformacio´n de Brockhoff (2) aporta u´nicamente un ligero incremento
en la tasa de verdaderos positivos.
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Tabla 4.12. Medidas de desempen˜o para clasificacio´n de regiones y tem-
peraturas usando LDA
Transformacio´n de datos
y estrategia de clasificacio´n
Clasificador LDA
Clases
Verdaderos
Positivos (%)
Falsos
Positivos (%) Exactitud (%) Puntaje F1 (%)
Datos Originales
Regio´n 1
16.11 ± 0.43 12.92 ± 0.23 63.43 ± 0.23 22.68 ± 0.55
Transformacio´n Procrustes 24.67 ± 0.72 18.19 ± 0.52 62.76 ± 0.31 30.56 ± 0.68
Transformacio´n Brockhoffa 30.28 ± 0.97 21.08 ± 0.66 62.70 ± 0.40 35.00 ± 0.84
Transformacio´n Brockhoff (2)b 15.33 ± 0.36 13.03 ± 0.21 63.09± 0.20 21.68 ± 0.47
Combinacio´n clasificadores 35.67 ± 1.21 14.11 ± 0.74 73.33± 0.52 39.99 ± 0.99
Datos Originales
Regio´n 2
11.30 ± 0.61 13.26 ± 0.29 71.65 ± 0.26 13.71 ± 0.71
Transformacio´n Procrustes 24.63 ± 0.94 19.31 ± 0.71 69.48 ± 0.46 24.30 ± 0.66
Transformacio´n Brockhoffa 28.06 ± 0.92 19.65 ± 0.48 69.89 ± 0.39 27.10 ± 0.76
Transformacio´n Brockhoff (2)b 13.24 ± 0.60 13.66 ± 0.26 71.72 ± 0.27 15.76 ± 0.70
Combinacio´n clasif. 23.33 ± 1.08 13.83 ± 0.94 70.46 ± 0.78 28.34 ± 1.23
Datos Originales
Regio´n 3
48.06 ± 0.38 36.26 ± 0.26 59.56 ± 0.21 38.79 ± 0.27
Transformacio´n Procrustes 40.76 ± 0.42 21.97 ± 0.36 68.09 ± 0.25 40.52 ± 0.33
Transformacio´n Brockhoffa 48.19 ± 1.17 32.35 ± 0.53 62.46 ± 0.47 40.59 ± 0.78
Transformacio´n Brockhoff (2)b 48.06 ± 0.37 36.62 ± 0.22 59.30 ± 0.19 38.64 ± 0.26
Combinacio´n clasif. 77.67 ± 1.21 19.33 ± 1.06 79.92 ± 0.83 66.07 ± 1.12
Datos Originales
Regio´n 4
36.30 ± 0.53 33.10 ± 0.25 60.78 ± 0.18 27.00 ± 0.31
Transformacio´n Procrustes 49.54 ± 1.20 27.99 ± 0.72 67.52 ± 0.55 37.88 ± 0.75
Transformacio´n Brockhoff 24.26 ± 0.98 16.37 ± 0.52 71.76 ± 0.43 25.51 ± 0.89
Transformacio´n Brockhoff (2) 36.30 ± 0.65 32.13 ± 0.17 61.56 ± 0.19 27.40 ± 0.43
Combinacio´n clasif. 76.83 ± 1.29 14.89 ± 0.64 83.04 ± 0.66 69.41 ± 1.14
Datos Originales
Temp. 1
96.61 ± 0.05 3.69 ± 0.07 96.35 ± 0.05 94.64 ± 0.07
Transformacio´n Procrustes 92.50 ± 0.81 3.94 ± 0.19 95.02 ± 0.21 92.58 ± 0.33
Transformacio´n Brockhoff 95.28 ± 0.24 5.19 ± 0.16 89.89 ± 0.39 84.76 ± 0.58
Transformacio´n Brockhoff (2) 95.83 ± 0.16 5.14 ± 0.14 96.98 ± 0.11 95.53 ± 0.15
Combinacio´n clasif. 100.0 ± 0.00 0.38 ± 0.16 99.75 ± 0.12 99.63 ± 0.18
Datos Originales
Temp. 2
85.94 ± 0.15 6.47 ± 0.08 90.93 ± 0.09 86.27 ± 0.15
Transformacio´n Procrustes 82.78 ± 0.63 9.28 ± 0.50 88.59 ± 0.29 82.77 ± 0.39
Transformacio´n Brockhoff 79.33 ± 0.37 7.56 ± 0.16 80.98 ± 0.46 72.28 ± 0.50
Transformacio´n Brockhoff (2) 79.22 ± 0.40 7.44 ± 0.16 91.44 ± 0.18 87.16 ± 0.28
Combinacio´n clasif. 97.00 ± 0.59 0.50 ± 0.14 98.75 ± 0.23 98.09 ± 0.36
Datos Originales
Temp. 3
90.44 ± 0.15 3.33 ± 0.00 94.57 ± 0.07 91.76 ± 0.11
Transformacio´n Procrustes 88.94 ± 0.69 4.67 ± 0.20 93.57 ± 0.24 90.32 ± 0.40
Transformacio´n Brockhoff 88.56 ± 0.31 5.67 ± 0.12 90.39 ± 0.24 85.22 ± 0.39
Transformacio´n Brockhoff (2) 88.28 ± 0.28 5.75 ± 0.11 94.46 ± 0.11 91.59 ± 0.17
Combinacio´n clasif. 99.00 ± 0.28 1.13 ± 0.25 99.00 ± 0.20 98.52 ± 0.29
a. Brockhoff – escalado multiplicativo
b. Brockhoff – escalado aditivo
Las tasas de verdaderos positivos para la regio´n 3 son las ma´s altas en comparacio´n con
las otras regiones. No obstante, los falsos positivos, para dicha regio´n, tambie´n presentan
algunas de las ma´s altas tasas. Lo anterior indica que este clasificador esta´ dominado por
la regio´n 3, pues una gran cantidad de observaciones pertenecientes a las otras clases esta´n
siendo asignadas a esta regio´n. La mayor tasa de verdaderos positivos para la regio´n 3 la
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proporciona la combinacio´n de clasificadores, dando a la vez la menor tasa de falsos posi-
tivos. Por consiguiente, sus medidas de exactitud y puntaje F1, son las ma´s altas para esta
regio´n. Las transformaciones de Brockhoff, para los dos tipos de escalado, tienen tasas de
verdaderos positivos y falsos positivos casi iguales a las obtenidas con los datos sin corregir.
No´tese que la tasa de verdaderos positivos de la transformacio´n Procrustes no es mejor que
la de los datos sin corregir, aunque su tasa de falsos positivos s´ı es menor. Con excepcio´n
del puntaje F1 para la combinacio´n de clasificadores, esta medida es similar para las trans-
formaciones y los datos sin corregir.
Similarmente como ocurre con la regio´n 3 se presentan altas tasas de verdaderos positivos y
falsos positivos para la regio´n 4. Tambie´n, para el caso de la combinacio´n de clasificadores se
presenta el mejor compromiso entre las dos medidas anteriores como lo sugiere el puntaje F1.
El otro subproblema de clasificacio´n, que tiene que ver con la clasificacio´n de las tempera-
turas resulta ser un problema ma´s sencillo para el clasificador lineal. En la tabla 4.12 puede
observarse que, consistentemente con el problema anterior la combinacio´n de clasificadores
tiene de nuevo los mejores desempen˜o respecto a todas las medidas. En este caso, a di-
ferencia de la clasificacio´n de regiones, las transformaciones de Brockhoff y Procrustes no
contribuyen a mejorar el desempen˜o sino que, por el contrario, deterioran los desempen˜os
obtenidos con los datos originales. Siendo el clasificador empleado de frontera de decisio´n
lineal, se deduce que las transformaciones si mejoran la separabilidad, dicha condicio´n es no
lineal.
Teniendo en cuenta que la estrategia de combinacio´n de clasificadores proporciona los
mejores resultados para la identificacio´n y caracterizacio´n de las regiones y temperatu-
ras, es interesante conocer el desempen˜o individual de los catadores. Para identificar las
habilidades individuales, a continuacio´n se discuten las matrices de confusio´n de los resul-
tados de clasificacio´n, previos a la combinacio´n, para cada catador. En la tabla 4.13 se
presentan las matrices de confusio´n de los tres catadores, para el problema de la identi-
ficacio´n de regiones. Para la regio´n 1 los catadores 1 y 2 son los que presentan mayores
aciertos, no obstante las mayores confusiones de esta clase consisten en la asignacio´n de sus
observaciones para las regiones 3 y 4. Se observa en estas matrices que la regio´n con ma´s
asignaciones es la regio´n 3, de tal forma que los tres catadores identifican bien esta regio´n.
De manera opuesta, ninguno de los catadores logra identificar una cantidad considerable de
observaciones de la regio´n 2. Finalmente, el catador 1 es el mejor para identificar la regio´n 4.
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Tabla 4.13. Matrices de confusio´n de los catadores usando LDA para iden-
tificacio´n de las regiones
(a) Catador 1
Clase predicha Total
C
la
se
re
a
l 13 2 14 1 30
4 3 6 5 18
3 4 17 0 24
0 2 5 11 18
Total 20 11 42 17 90
(b) Catador 2
Clase predicha Total
C
la
se
re
a
l 5 4 12 9 30
5 3 4 6 18
3 4 16 1 24
5 5 2 6 18
Total 18 16 34 22 90
(c) Catador 3
Clase predicha Total
C
la
se
re
a
l 10 5 7 8 30
7 6 4 1 18
3 4 14 3 24
5 4 4 5 18
Total 25 19 29 17 90
En la tabla 4.14 se presentan los resultados de clasificacio´n usando el clasificador del vecino
ma´s cercano para los problemas de identificacio´n de regiones y de temperaturas. Para el
primer problema, si bien para la regio´n 1 la mejor tasa de verdaderos positivos es la de la
combinacio´n de clasificadores, la tasa de falsos positivos es alta. Para esta regio´n, un mejor
compromiso entre verdaderos positivos y falsos positivos se obtiene con la transformacio´n
de Brockhoff (2) - escalado aditivo, con un puntaje F1 de 60.66%, mientras dicho puntaje
para la combinacio´n es de 55.43%. se observa que la regio´n 2 s´ı se puede separar de las
dema´s regiones por medio del clasificador 1-NN que no se pod´ıa identificar con el clasificador
LDA. Por consiguiente, existe una frontera natural no lineal entre esta regio´n y las dema´s.
El mejor desempen˜o se obtiene de la combinacio´n de clasificadores. No´tese adema´s que
el segundo mejor desempen˜o corresponde a la transformacio´n de Brockhoff (2). Ma´s au´n,
para las otras regiones estos dos clasificadores son los que mejor desempen˜o tienen, con una
diferencia de 3.87% para la regio´n 3 y apenas un 1.31% para la regio´n 4.
En el caso de discriminacio´n de temperaturas, as´ı como ocurrio´ para el clasificador LDA,
el mejor desempen˜o lo presenta la combinacio´n de clasificadores. Adema´s, como para los
resultados en la tabla 4.12, ve´ase en 4.14 que ninguna transformacio´n mejora el desempen˜o
de clasificacio´n de los datos originales, excepto por una ligera ventaja de la transformacio´n
Procrustes en la identificacio´n de la temperatura 3.
En resumen, el problema de identificacio´n de temperaturas es linealmente separable. La
superioridad del clasificador LDA frente al clasificador 1-NN en este problema debe obe-
decer a una mejor capacidad de generalizacio´n. Es probable que el clasificador 1-NN se
sobreajuste a las no linealidades de las fronteras en el conjunto de entrenamiento, mientras
que la frontera del clasificador LDA no se ve distorcionada por la presencia de unos cuantos
objetos que invadan el territorio de otras clases. Para el caso de la identificacio´n de re-
giones, el comportamiento del problema es precisamente opuesto. Los mejores desempen˜os
corresponden al clasificador 1-NN, lo cual revela la naturaleza no lineal de la frontera entre
las clases.
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Tabla 4.14. Medidas de desempen˜o para clasificacio´n de regiones y tem-
peraturas usando 1-NN
Transformacio´n de
Datos
Clasificador 1-NN
Clases
Verdaderos
Posit. (%)
Falsos
Positivos (%)
Exactitud (%) Puntaje F1 (%)
Datos sin corregir
Regio´n 1
64.67 ± 0.34 41.06 ± 0.25 60.24 ± 0.24 51.85 ± 0.26
Transformacio´n Procrustes 62.89 ± 0.93 33.94 ± 0.41 65.57 ± 0.58 55.51 ± 0.69
Transformacio´n Brockhoff 62.61 ± 0.41 37.56 ± 0.30 63.26 ± 0.31 53.76 ± 0.41
Transformacio´n Brockhoff (2) 59.39 ± 0.50 19.47 ± 0.42 73.81 ± 0.26 60.66 ± 0.31
Combinacio´n clasificadores 77.50 ± 1.32 35.89 ± 0.78 68.75 ± 0.63 55.43 ± 0.76
Datos sin corregir
Regio´n 2
49.91 ± 0.28 10.00 ± 0.23 81.94 ±0.19 52.53 ± 0.36
Transformacio´n Procrustes 36.94 ± 0.89 18.54 ± 0.63 73.52 ± 0.45 35.67 ± 1.11
Transformacio´n Brockhoff 46.30 ± 0.71 10.02 ± 0.29 81.19 ± 0.23 50.46 ± 0.64
Transformacio´n Brockhoff (2) 59.44 ± 0.68 11.25 ± 0.22 83.07 ± 0.31 58.00 ± 0.69
Combinacio´n clasificadores 61.00 ± 1.59 7.44 ± 0.45 85.75 ± 0.61 68.79 ± 1.36
Datos sin corregir
Regio´n 3
37.29 ± 0.25 9.62 ± 0.30 76.54 ± 0.17 45.70 ± 0.31
Transformacio´n Procrustes 32.01 ± 0.68 8.81 ± 0.32 74.76 ± 0.40 40.27 ± 0.72
Transformacio´n Brockhoff 39.24 ± 0.53 14.22 ± 0.30 73.94 ± 0.21 45.08 ± 0.49
Transformacio´n Brockhoff (2) 60.35 ± 0.68 10.45 ± 0.37 80.94 ± 0.24 62.37 ± 0.46
Combinacio´n clasificadores 47.00 ± 1.43 5.17 ± 0.47 82.79 ± 0.49 58.50 ± 1.21
Datos sin corregir
Regio´n 4
35.56 ± 0.44 11.23 ± 0.26 78.46 ± 0.22 40.50 ± 0.60
Transformacio´n Procrustes 41.02 ± 0.76 13.73 ± 0.42 76.89 ± 0.35 40.91 ± 0.87
Transformacio´n Brockhoff 36.48 ± 0.41 10.79 ± 0.28 78.80 ± 0.23 39.52 ± 0.38
Transformacio´n Brockhoff (2) 55.28 ± 0.69 14.40 ± 0.32 80.09 ± 0.29 53.16 ± 0.55
Combinacio´n clasificadores 44.33 ± 1.41 8.22 ± 0.49 80.62 ± 0.40 54.47 ± 0.10
Datos sin corregir
Temp. 1
95.67 ± 0.24 3.22 ± 0.11 96.30 ± 0.12 94.51 ± 0.18
Transformacio´n Procrustes 89.94 ± 0.74 5.56 ± 0.23 93.26 ± 0.25 89.90 ± 0.40
Transformacio´n Brockhoff 93.39 ± 0.37 3.39 ± 0.13 93.98 ± 0.25 91.14 ± 0.37
Transformacio´n Brockhoff (2) 93.44 ± 0.33 3.11 ± 0.16 96.15 ± 0.15 94.29 ± 0.22
Combinacio´n clasificadores 99.88 ± 0.64 0.13 ± 0.13 99.71 ± 0.15 99.56 ± 0.23
Datos sin corregir
Temp. 2
86.33 ± 0.23 11.28 ± 0.19 87.56 ± 0.18 82.03 ± 0.26
Transformacio´n Procrustes 80.89 ± 0.57 11.53 ± 0.47 85.74 ± 0.47 79.09 ± 0.62
Transformacio´n Brockhoff 84.89 ± 0.23 13.33 ± 0.21 83.96 ± 0.33 76.49 ± 0.46
Transformacio´n Brockhoff (2) 84.94 ± 0.46 13.25 ± 0.20 89.74 ± 0.19 84.62 ± 0.28
Combinacio´n clasificadores 97.63 ± 0.59 4.44 ± 0.31 96.21 ± 0.35 94.50 ± 0.50
Datos sin corregir
Temp. 3
81.78 ± 0.31 3.61 ± 0.12 91.26 ± 0.13 86.18 ± 0.20
Transformacio´n Procrustes 86.33 ± 0.62 4.33 ± 0.28 92.41 ± 0.29 88.29 ± 0.47
Transformacio´n Brockhoff 79.17 ± 0.31 4.56 ± 0.16 89.72 ± 0.18 83.89 ± 0.31
Transformacio´n Brockhoff (2) 79.44 ± 0.34 4.72 ± 0.17 93.59 ± 0.20 90.27 ± 0.32
Combinacio´n clasificadores 91.25 ± 0.13 1.06 ± 0.23 96.50 ± 0.32 94.56 ±0.52
a. Brockhoff – escalado multiplicativo
b. Brockhoff – escalado aditivo
No´tese que la exactitud global (tabla 4.16) no corresponde al promedio de las exactitudes por
clase, sino que es el porcentaje total de etiquetas bien asignadas. La combinacio´n de clasi-
ficadores siempre produce buenos resultados independientemente del clasificador empleado,
en cambio la transformacio´n de Brockhoff (2) produce buenos resultados u´nicamente para
el clasificador 1-NN, siendo por lo tanto dependiente de la naturaleza del me´todo de clasi-
ficacio´n.
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Tabla 4.15. Matrices de confusio´n de los catadores usando 1-NN para
identificacio´n de las regiones
(a) Catador 1
Clase predicha Total
C
la
se
re
a
l 27 2 1 0 30
10 4 0 4 18
16 0 8 0 24
7 3 0 8 18
Total 60 9 9 12 90
(b) Catador 2
Clase predicha Total
C
la
se
re
a
l 15 5 5 5 30
3 12 1 2 18
9 1 10 4 24
8 2 0 8 18
Total 35 20 16 19 90
(c) Catador 3
Clase predicha Total
C
la
se
re
a
l 18 4 4 4 30
4 10 0 4 18
13 1 8 2 24
9 4 2 3 18
Total 44 19 14 13 90
Tabla 4.16. Medidas de exactitud global para los problemas de regiones y temperaturas
Transformacio´n de Datos
Clasificador
Clases Exactitud LDA(%) Exactitud 1-NN(%)
Datos sin corregir
Regiones
27.70 ± 0.27 48.59 ± 0.21
Transformacio´n Procrustes 33.93 ± 0.36 45.37 ± 0.47
Transformacio´n Brockhoff 33.41 ± 0.45 48.59 ± 0.26
Transformacio´n Brockhoff (2) 27.83 ± 0.24 58.96 ± 0.30
Combinacio´n clasificadores 53.38 ± 0.55 59.96 ± 0.72
Datos sin corregir
Temperaturas
90.93 ± 0.09 87.56 ± 0.18
Transformacio´n Procrustes 88.59 ± 0.29 85.70 ± 0.47
Transformacio´n Brockhoff 80.63 ± 0.38 83.83 ± 0.34
Transformacio´n Brockhoff (2) 91.44 ± 0.18 89.74 ± 0.19
Combinacio´n clasificadores 98.75 ± 0.23 96.21 ± 0.35
a. Brockhoff – escalado multiplicativo
b. Brockhoff – escalado aditivo
4.4.5. Resultados para la base de datos de papas
A continuacio´n se presentan los resultados de los clasificadores LDA y 1-NN sobre la base de
datos de papa. Se discuten y comparan las tasas de desempen˜o sobre los datos despue´s de
aplicar todas las transformaciones que eliminan el efecto del catador junto con la estrategia
de combinacio´n de clasificadores, con el fin de determinar si las transformaciones permiten
mejorar la separabilidad entre clases o si es conveniente aprovechar la experticia individual.
En la tabla 4.17 se presentan los resultados de las tasas de verdaderos positivos, falsos
positivos, precisio´n y puntaje F1 para el clasificador LDA, calculados a partir de los datos
sin corregir, con correcciones y usando la combinacio´n de clasificadores, para cada una de
las clases del problema, i.e., seis variedades de papa.
Al emplear el clasificador LDA, se destaca que la variedad 2 constituye la clase ma´s definida
del problema, puesto que posee los valores de verdaderos positivos ma´s altos y los falsos
positivos ma´s bajos, y consecuentemente el mayor puntaje F1. Particularmente, la estrategia
de combinacio´n de clasificadores es la que proporciona el mejor resultado para la variedad
2. De hecho, excepto por el caso de la variedad 5, la combinacio´n de clasificadores rep-
resenta la mejor alternativa para la identificacio´n de variedades. No´tese que en general,
las transformaciones no mejoran la separabilidad, excepto para el caso de la transformacio´n
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de Brockhoff (2), que presenta una mejor´ıa en la precisio´n para las variedades 1, 5 y 6.
Adema´s, se intuye un severo traslape de clases, pues todos los desempen˜os son pobres.
Tabla 4.17. Desempen˜o de clasificacio´n para el problema de papa usando
el clasificador LDA sobre los datos
Transformacio´n de
Datos
Clases Clasificador LDA
Verdaderos
Posit. (%)
Falsos
Positivos (%)
Precisio´n(%)
Puntaje F1
(%)
Datos sin corregir
Variedad 1
34,79 ± 0,99 10,98 ± 0,23 79,98 ± 0,27 36,63 ± 0,90
Transformacio´n Procrustes 16,15 ± 1,08 8,50 ± 0,28 78,94 ± 0,27 20,19 ± 1,23
Transformacio´n Brockhoff 28,75 ± 0,94 10,46 ± 0,18 79,41 ± 0,22 31,69 ± 0,90
Transformacio´n Brockhoff (2) 37,60 ± 0,78 15,06 ± 0,25 77,05 ± 0,28 35,32 ± 0,70
Combinacio´n clasificadores 36.25 ± 2.85 5.37 ± 0.55 84.89 ± 0.58 43.58 ± 2.72
2 Datos sin corregir
Variedad 2
83,13 ± 0,14 10,54 ± 0,14 88,40 ± 0,11 70,50 ± 0,19
Transformacio´n Procrustes 39,58 ± 0,79 12,63 ± 0,31 79,41 ± 0,27 39,04 ± 0,67
Transformacio´n Brockhoff 86,35 ± 0,58 8,23 ± 0,21 90,87 ± 0,19 75,93 ± 0,44
Transformacio´n Brockhoff (2) 30,00 ± 0,59 0,85 ± 0,02 87,62 ± 0,10 44,63 ± 0,69
Combinacio´n clasificadores 99.37 ± 0.62 6.87 ± 0,60 94.16 ± 0.51 85.29 ± 1.22
Datos sin corregir
Variedad 3
64,17 ± 0,54 10,10 ± 0,13 85,61 ± 0,13 59,77 ± 0,38
Transformacio´n Procrustes 25,52 ± 0,83 14,17 ± 0,36 75,78 ± 0,28 25,94 ± 0,68
Transformacio´n Brockhoff 63,85 ± 1,12 12,40 ± 0,16 83,65 ± 0,26 56,50 ± 0,82
Transformacio´n Brockhoff (2) 27,29 ± 0,60 3,79 ± 0,10 84,72 ± 0,14 37,28 ± 0,69
Combinacio´n clasificadores 76.87 ± 1.37 14.62 ± 0.93 83.96 ± 0.87 61.89 ± 1.64
Datos Originales
Variedad 4
51,98 ± 0,65 11,52 ± 0,20 82,40 ± 0,18 49,59 ± 0,48
Transformacio´n Procrustes 25,31 ± 1,37 18,17 ± 0,44 72,41 ± 0,34 23,26 ± 1,06
Transformacio´n Brockhoff 46,46 ± 0,43 12,00 ± 0,26 81,08 ± 0,24 45,03 ± 0,47
Transformacio´n Brockhoff (2) 47,29 ± 0,57 13,29 ± 0,17 80,14 ± 0,17 44,24 ± 0,45
Combinacio´n clasificadores 53.75 ± 2.23 10.12 ± 0.53 83.85 ± 0.71 52.55 ± 2.07
Datos sin corregir
Variedad 5
26,88 ± 0,58 9,88 ± 0,24 79,58 ± 0,22 30,48 ± 0,58
Transformacio´n Procrustes 24,58 ± 0,73 22,19 ± 0,52 68,94 ± 0,46 20,89 ± 0,61
Transformacio´n Brockhoff 26,67 ± 0,84 10,06 ± 0,26 79,39 ± 0,24 30,08 ± 0,81
Transformacio´n Brockhoff (2) 48,13 ± 0,67 20,73 ± 0,18 74,08 ± 0,20 38,22 ± 0,47
Combinacio´n clasificadores 19.37 ± 2.93 5.00 ± 0.51 82.39 ± 0.49 25.30 ± 3.36
Datos sin corregir
Variedad 6
19,58 ± 0,67 10,88 ± 0,18 77,53 ± 0,21 22,49 ± 0,71
Transformacio´n Procrustes 20,31 ± 0,85 14,06 ± 0,36 75,00 ± 0,30 21,25 ± 0,77
Transformacio´n Brockhoff 21,35 ± 0,78 12,17 ± 0,39 76,75 ± 0,37 23,45 ± 0,87
Transformacio´n Brockhoff (2) 32,50 ± 0,72 21,71 ± 0,22 70,66 ± 0,20 26,94 ± 0,50
Combinacio´n clasificadores 54.37 ± 2.61 10.00 ± 0.89 84.06 ± 0.92 53.31 ± 2.40
a. Brockhoff – escalado multiplicativo
b. Brockhoff – escalado aditivo
Con el fin de ilustrar las confusiones entre clases, se indican a continuacio´n las confusiones
ma´s importantes, de aquellos valores porcentuales mostradas en la matriz de confusio´n de
la tabla 4.18: La variedad 1 se confunde en proporciones similares con las clases 5 y 6,
casi la mitad de las observaciones de la variedad 1 son asignadas a estas dos clases. La
confusio´n entre la variedades 1 y 6 es rec´ıproca, puesto que se presenta una gran confusio´n
de observaciones de la variedad 6 asignadas como de la variedad 1. Es notable que la
variedad 4 genera altas confusiones con las variedades 3, 5 y 6. Lo anterior sugiere que
la variedad 4 tiene una alta dispersio´n en el espacio de representacio´n, que se superpone
significativamente con el territorio de las variedades mencionadas.
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Tabla 4.18. Matriz de confusio´n porcentual de la combinacio´n de clasifi-
cadores usando el clasificador LDA
Clase predicha
C
la
se
re
al
40.62 9.37 0 4.37 23.12 22.50
0.62 95.00 0 3.12 0 1.25
0 0 80.62 18.12 1.25 0
6.25 8.12 35.62 13.12 15.00 21.87
10.62 0 11.25 18.12 58.12 1.87
36.87 6.25 11.87 15.00 5.00 25.00
Tabla 4.19. Desempen˜o de clasificacio´n para el problema de papa usando
el clasificador 1-NN sobre los datos
Transformacio´n de
Datos
Clases Clasificador 1-NN
Verdaderos
Posit. (%)
Falsos
Positivos (%)
Precisio´n(%)
Puntaje F1
(%)
Datos sin correccio´n
Variedad 1
29,27 ± 0,72 10,98 ± 0,18 77,69 ± 0,17 30,39 ± 0,60
Transformacio´n Procrustes 28,54 ± 1,18 8,50 ± 0,62 77,10 ± 0,51 29,33 ± 1,06
Transformacio´n Brockhoff 33,75 ± 1,04 10,46 ± 0,32 77,64 ± 0,35 33,45 ± 0,97
Transformacio´n Brockhoff (2) 15,21 ± 0,59 15,06 ± 0,36 73,06 ± 0,31 15,82 ± 0,58
Combinacio´n clasificadores 34.38 ±3.25 11.37 ±0.64 79.58 ± 0.60 34.98 ± 2.56
2 Datos sin correccio´n
Variedad 2
72,29 ± 0,55 10,54 ± 0,19 90,83 ± 0,18 72,45 ± 0,48
Transformacio´n Procrustes 25,10 ± 1,23 12,63 ± 0,30 78,30 ± 0,32 27,71 ± 1,22
Transformacio´n Brockhoff 67,19 ± 0,99 8,23 ± 0,31 89,10 ± 0,31 67,27 ± 0,85
Transformacio´n Brockhoff (2) 8,96 ±0,53 0,85 ± 0,07 84,05 ± 0,11 15,70 ± 0,86
Combinacio´n clasificadores 93.13 ± 2.12 5.13 ± 0.34 94.58 ± 0.55 85.05 ± 1.60
Datos sin correccio´n
Variedad 3
48,13± 0,62 10,10 ± 0,24 81,08 ± 0,25 45,89 ± 0,59
Transformacio´n Procrustes 31,25 ± 0,97 14,17 ± 0,41 77,20 ± 0,39 31,36 ± 0,90
Transformacio´n Brockhoff 43,75 ± 0,54 12,40 ± 0,33 80,43 ± 0,26 42,72 ± 0,46
Transformacio´n Brockhoff (2) 18,75 ± 1,09 3,79 ± 0,18 80,61 ± 0,26 24,25 ± 1,28
Combinacio´n clasificadores 78.75 ± 2.42 11.88 ± 0.47 86.56 ±0.38 65.92 ±1.22
Datos sin correccio´n
Variedad 4
34,17 ± 0,70 11,52 ± 0,25 77,90 ± 0,29 34,02 ± 0,72
Transformacio´n Procrustes 32,08 ± 1,40 18,17 ± 0,55 72,45 ± 0,43 27,85 ± 1,00
Transformacio´n Brockhoff 35,42 ± 0,80 12,00 ± 0,29 77,73± 0,26 34,62 ± 0,66
Transformacio´n Brockhoff (2) 33,54 ± 0,74 13,29 ± 0,34 72,83 ± 0,30 29,15 ±0,58
Combinacio´n clasificadores 08.13 ± 2.08 12.63 ± 0.66 74.16 ± 0.65 9.00 ± 2.30
Datos sin correccio´n
Variedad 5
28,96 ± 0,52 9,88 ± 0,25 77,01 ± 0,22 29,57 ± 0,47
Transformacio´n Procrustes 26,04 ± 1,35 22,19 ± 0,67 75,16 ± 0,62 25,90 ± 1,32
Transformacio´n Brockhoff 18,23± 0,85 10,06 ± 0,38 73,99 ± 0,31 18,87 ± 0,73
Transformacio´n Brockhoff (2) 48,02 ± 1,00 20,73± 0,42 61,65 ± 0,43 29,46 ± 0,61
Combinacio´n clasificaodres 55.63 ± 1.92 10.00 ± 1.00 84.27 ± 0.90 54.44 ± 1.87
Datos sin correccio´n
Variedad 6
25,31 ± 0,63 10,88 ± 0,20 74,86 ± 0,20 25,11 ± 0,57
Transformacio´n Procrustes 16,15 ± 1,15 14,06 ± 0,67 72,85 ± 0,51 16,38 ± 1,01
Transformacio´n Brockhoff 22,08 ± 0,76 12,17 ± 0,30 74,58 ± 0,29 22,44 ± 0,74
Transformacio´n Brockhoff (2) 13,54 ± 0,63 21,71 ± 0,41 73,82 ± 0,38 14,73 ± 0,69
Combinacio´n clasificadores 23.13 ± 2.08 10.38 ± 0,69 78.54 ± 0,62 26.03 ± 2.17
a. Brockhoff – escalado multiplicativo
b. Brockhoff – escalado aditivo
En la tabla 4.19 se presentan las medidas de desempen˜o del clasificador 1-NN. Se pueden
destacar las siguientes observaciones y comparaciones de los dos clasificadores empleados:
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las regiones 6 y 4 se generalizan mejor a trave´s de una funcio´n lineal, mientras que ellas
mismas discriminadas con el clasificador knn sufren de sobreajuste con el clasificador. La
variedad 2 sigue siendo la ma´s fa´cil de discriminar, como ocurre con el clasificador LDA
con un puntaje F1 de 85.05% usando la combinacio´n de clasificadores. La combinacio´n
de clasificadores usando 1-NN sigue siendo la mejor alternativa para la discriminacio´n de
variedades de papa. Las u´nicas excepciones a este comportamiento general corresponden a
la variedad 4 usando 1-NN. Se observa que la remocio´n del efecto de los catadores usando
las transformaciones no mejora el desempen˜o, sino que, por el contrario, lo deteriora. Lo
anterior indica que las diferencias entre catadores resultan relevantes en la discriminacio´n
de las variedades.
Tabla 4.20. Medidas de exactitud global para el problema de variedades de papa
Transformacio´n de Datos
Clasificador
Exactitud LDA(%) Exactitud 1-NN(%)
Datos sin corregir 46.75 ± 0.25 39.69 ± 0.24
Transformacio´n Procrustes 25.24 ± 0.33 26.53 ± 0.64
Transformacio´n Brockhoff 45.57 ± 0.40 36.74 ± 0.24
Transformacio´n Brockhoff (2) 37.14 ± 0.25 23.00 ± 0.42
Combinacio´n clasificadores 55.42 ± 1.05 52.08 ± 1.05
a. Brockhoff – escalado multiplicativo
b. Brockhoff – escalado aditivo
En la tabla 4.20 se presentan los resultados de exactitudes globales para los dos clasifi-
cadores empleados. No´tese que el mejor resultado global corresponde a la combinacio´n de
clasificadores con clasificador linear con un valor de 55.42%. Este problema de identificacio´n
de variedades de papa es complejo, pues en general las tasas de exactitud son muy bajas.
4.4.6. Resultados de la base de datos de queso
Similarmente al problema anterior, la identificacio´n de tipos de queso es tambie´n un problema
complejo, no obstante, en este caso el mejor desempen˜o el logrado para los datos sin corregir
y el clasificador lineal. El pobre desempen˜o de la estrategia de combinacio´n de clasificadores
se explica en la no disponibilidad de una muestra de taman˜o suficiente, puesto que se cuenta
en este conjunto de datos con solo tres repeticiones por catador, dificulta´ndose enormemente
la generacio´n de un modelo para cada catador con 10 clases y 3 muestras por clase.
Tabla 4.21. Medidas de exactitud global para el problema de tipos de queso
Transformacio´n de Datos
Clasificador
Exactitud LDA(%) Exactitud 1-NN(%)
Datos sin corregir 59.87 ± 0.48 51.13 ± 0.55
Transformacio´n Procrustes 22.12 ± 0.50 23.71 ± 0.36
Transformacio´n Brockhoff 54.65 ± 0.47 44.02 ± 0.56
Transformacio´n Brockhoff (2) 47.90 ± 0.41 32.52 ± 0.42
Combinacio´n clasificadores 34.17 ± 1.87 51.83 ± 1.40
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4.5. Preprocesamiento de sen˜ales de cromatograf´ıa
Como se menciono´ en el marco teo´rico (seccio´n 3.2), es comu´n obtener sen˜ales de cro-
matograf´ıa con cierto desplazamiento entre ellas, adema´s de diferencias de escala en el eje del
tiempo. Con el fin de poder emplear ana´lisis multivariado sobre las sen˜ales de cromatograf´ıa,
es necesario lograr hacer coincidir, hasta donde sea posible, los puntos correspondientes en-
tre las sen˜ales, tal que puedan ser interpretados como una misma caracter´ısticas en todas
ellas.
4.5.1. Alineamiento de cromatograf´ıas
Las sen˜ales de cromatograf´ıa obtenidas para la base de datos de cafe´ fueron tomadas en dos
periodos de tiempo diferentes, a saber, la mitad de ellas durante 3 semanas del mes de junio
de 2009 y la otra mitad durante 2 semanas del mes de enero de 2010. La anterior diferencia
en las condiciones de adquisicio´n, genera desalineamientos en las sen˜ales bastante severos
como se puede observar en la figura 15(a). Para corregir dicho desalineamiento, es necesario
seleccionar una sen˜al de referencia respecto a la cual sera´n alineadas todas las sen˜ales de
cromatograf´ıa. La sen˜al de referencia seleccionada para la base de datos de cafe´ fue una de
las sen˜ales de la regio´n 1 a la temperatura 3, pues mediante un algoritmo automa´tico [Skov
et al., 2006] se determino´ que era la sen˜al que ma´s picos presenta, lo cual permite alinear
de forma precisa los picos de las dema´s sen˜ales, aunque tengan una menor cantidad de e´stos.
1500 2000 2500 3000 3500 4000 4500
0
0.2
0.4
0.6
0.8
1
Desalineamiento entre dos señales de cromatografía
 
 
Señal Original (2009)
Señal Referencia (2010)
Instantes de tiempo de retencio´n
(a) Cromatograf´ıas desalineadas
3000 3100 3200 3300
0
0.1
0.2
0.3
0.4
0.5
0.6
 
 
Instantes de tiempo de retencio´n
(b) Detalle sen˜al 2009
2200 2250 2300 2350 2400 2450 2500
0
0.2
0.4
0.6
 
 
Instantes de tiempo de retencio´n
(c) Detalle sen˜al 2010
A
b
u
n
d
an
ci
a
A
b
u
n
d
a
n
ci
a
A
b
u
n
d
a
n
ci
a
Figura 4.15. Sen˜ales t´ıpicas de cromatograf´ıa desalineadas
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No´tese en las figuras 15(b) y 15(c) que picos correspondientes entre las dos sen˜ales fueron
emitidos en instantes diferentes.
Inicialmente, fue necesario realizar un desplazamiento o corrimiento lineal de las sen˜ales del
an˜o 2009, tomando uno de los picos ma´s representativos en todas ellas para alinearlas con
respecto a dicho pico. Lo anterior se ejemplifica en la figura 4.16, donde se selecciono´ como
pico de referencia aquel emitido aproximadamente en el instante 2250.
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Figura 4.16. Resultado de la correccio´n lineal de desplazamiento.
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En la literatura se ha reportado evidencia de la conveniencia de usar COW en lugar de DTW
para sen˜ales de cromatograf´ıa [Tomasi et al., 2004]; en consecuencia, en este trabajo se ha
optado por aplicar COW directamente. En las figuras 4.17 y 4.18 se ilustra el desempen˜o
de COW bajo dos circunstancias particulares. En la figura 4.17 se logra exitosamente
el alineamiento gracias a que originalmente los picos desalineados estaban relativamente
cercanos. En contraste, en la figura 4.18 el algoritmo no logra alinear los picos puesto que
los cambios de escala en porciones del eje horizontal son muy variables, tal como se observa
en la primera mitad del eje horizontal del la figura.
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Figura 4.17. Porcio´n de la sen˜al exitosamente alineada usando el algoritmo COW
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Figura 4.18. Porcio´n de la sen˜al con alineamiento fallido usando el algo-
ritmo COW
Finalmente se aplica el algoritmo de ajuste de picos presentado en la seccio´n 3.2.3. Mediante
este algoritmo se logro´ alinear los cambios de escala bruscos en la parte inicial de las sen˜ales
del 2009, tal que los picos coincidieran con las sen˜ales de 2010. El resultado del alineamiento
se puede observar en la figura 4.19.
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Figura 4.19. Porcio´n de la sen˜al exitosamente alineada usando ajuste de picos
Ma´s de 1000 picos fueron observados en los cromatogramas de todas las regiones, pero
solo 66 picos fueron encontrados en comu´n a todas las muestras y usados como variables
predictoras, X.
4.6. Integracio´n de datos sensoriales y sen˜ales de cromatograf´ıa
Inicialmente se aplica PCA sobre las 66 caracter´ısticas de cromatograf´ıa de gases, que son 66
compuestos relevantes. Se calculan los componentes principales para todas las condiciones
de regio´n y temperatura, y se gra´fica un Biplot de las muestras con las caracter´ısticas para
las dos primeras componentes principales.
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Figura 4.20. Biplot PCA para datos cromatogra´ficos
En la gra´fica 4.20 se observa la distribucio´n de las muestras de las diferentes clases para las
diferentes temperaturas proyectadas sobre las dos primeras componentes principales (PC).
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Tambie´n se grafican los pesos de las 66 caracter´ısticas para las dos primeras PC. De esta
forma se pueden encontrar relaciones entre las muestras y las caracter´ısticas de acuerdo
con las proyecciones obtenidas de PCA. Las caracter´ısticas superpuestas en el origen de la
gra´fica indican su poca influencia en la mayor parte de variabilidad en los datos, mientras
las caracter´ısticas 46, 37, 4, 5, 25, 24, 33, 8, 16, 2, 1 y 3 muestran gran influencia en la
variabilidad acumulada en las dos primeras PC. Los agrupamientos naturales de los datos
corresponden a las temperaturas representadas en esta gra´fica como asteriscos, cruces y
c´ırculos; que corresponden a cada una de las temperaturas. Mientras que las regiones,
representadas por colores, se mezclan dificulta´ndose la identificacio´n automa´tica de las
regiones. Aplicando dos clasificadores simples, uno basado en la distribucio´n de las clases,
el clasificador discriminante lineal (LDA), y otro basado en la distancia, el clasificador del
vecino ma´s cercano (1-NN), se obtienen los resultados mostrados en la tabla 1:
Subconjunto de
Caracter´ısticas
Clasificador
Clases LDA LDA 1-NN 1-NN
Verdaderos
Posit. (%)
Falsos
Positivos (%)
Verdaderos
Posit. (%)
Falsos
Positivos (%)
2 primeras PC
Regio´n 1
29.13±1.13 34.07±1.00 59.13±1.33 10.00±0.79
PCA :95% de σ2 acum 30.87±1.51 22.59±1.03 78.70±1.20 6.30±0.69
Dimensio´n Original 91.30±1.83 61.67±1.17 69.57±1.12 12.96±0.68
Seleccio´n lda 69.57±2.34 10.37±1.08 73.91±1.12 10.74±0.25
2 primeras PC
Regio´n 2
50.42±1.15 40.94±0.98 65.42±0.89 19.81±0.94
PCA :95% de σ2 acum 44.17±1.88 23.96±1.05 70.42±2.19 20.00±0.50
Dimensio´n Original 22.08±2.41 7.17±1.19 67.08±1.58 20.00±0.75
Seleccio´n lda 63.33±1.04 10.19±1.23 70.00±1.50 18.87±0.93
2 primeras PC
Regio´n 3
0.00±0.00 0.17±0.17 65.88±1.92 9.83±0.63
PCA :95% de σ2 acum 22.35±1.47 14.50±1.08 73.53±2.01 7.67±0.62
Dimensio´n Original 25.29±2.33 3.00±0.65 81.76±2.05 5.33±0.22
Seleccio´n lda 74.12±1.30 11.33±0.60 51.18±1.26 8.50±0.39
2 primeras PC
Regio´n 4
53.85±0.00 17.19±0.00 56.15±2.31 11.56±0.53
PCA :95% de σ2 acum 37.69±2.13 26.56±0.04 53.85±2.29 6.09±0.89
Dimensio´n Original 34.62±2.36 4.69±0.09 60.77±2.42 3.59±0.62
Seleccio´n lda 77.69±2.42 8.28±0.52 73.85±2.05 6.25±0.33
2 primeras PC
Temp. 1
96.15±0.00 0.00±0.00 96.15±0.00 0.00±0.00
PCA :95% de σ2 acum 96.15±0.00 0.00±0.00 100±0.00 0.00±0.00
Dimensio´n Original 100±0.00 62.16±1.68 100±0.00 0.00±0.00
Seleccio´n lda 100±0.00 2.75±0.32 100±0.00 0.00±0.00
2 primeras PC
Temp. 2
89.20±1.04 3.85±0.00 96.00±0.00 5.77±0.29
PCA :95% de σ2 acum 96.00±0.00 1.92±0.00 96.00±0.00 5.19±0.29
Dimensio´n Original 43.60±2.34 1.92±0.81 96.00±0.00 6.92±0.43
Seleccio´n lda 87.20±1.55 1.15±0.43 96.00±0.00 3.85±0.00
2 primeras PC
Temp. 3
96.15±0.00 5.29±0.51 92.31±0.57 1.96±0.00
PCA :95% de σ2 acum 100±0.00 1.96±0.00 89.62±0.59 1.99±0.00
Dimensio´n Original 25.38±2.24 1.57±0.49 86.15±0.85 1.96±0.00
Seleccio´n lda 97.69±0.85 3.53±0.64 92.31±0.00 1.96±0.00
a. Brockhoff – escalado multiplicativo
b. Brockhoff – escalado aditivo
En te´rminos generales, la representacio´n usando ana´lisis de componentes principales no con-
duce a buenos resultados de clasificacio´n para las regiones. En contraste, para las diferentes
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temperaturas es una representacio´n muy adecuada, esto se debe principalmente a que la
variabilidad de los datos es causada en gran medida al efecto de las temperaturas sobre las
caracter´ısticas medidas. Para el clasificador discriminante lineal, aplicado a los datos proyec-
tados en las dos primeras componentes principales (figura 4.20), los mejores desempen˜os
de clasificacio´n se obtienen para las clases regio´n 2 y regio´n 4. Los aciertos en la identifi-
cacio´n de la clase regio´n 2 se deben a que las muestras de la temperatura 3 de esta regio´n
esta´n ma´s cercanas al agrupamiento formado por las muestras de la temperatura 2, que
al agrupamiento de las muestras de la temperatura 3 de las otras regiones. Similarmente,
los aciertos en la identificacio´n de muestras de la regio´n 4 se deben a que las muestras de
la temperatura 2 para esta regio´n se ubican alrededor del origen, sin mostrar dependencia
de algu´n agrupamiento, y cercanas a las muestras de las otras temperaturas de la misma
clase. Las muestras de la clase regio´n 3 son indetectables por este sistema de clasificacio´n
debido a que aparecen en la misma proporcio´n en los tres agrupamientos, que a su vez esta´n
dispersos en todo el espacio de las dos componentes.
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Figura 4.21. Varianza acumulada para los componentes principales
Adicionalmente, cuando se aplica la reduccio´n de dimensio´n usando PCA, un criterio para
escoger la cantidad de componentes se basa en la varianza acumulada, representada por
los valores propios (figura 4.21). Segu´n este criterio, con 8 componentes es suficiente para
representar el 95% de la varianza total de los datos. El desempen˜o de clasificacio´n, usando
LDA y 8 factores PCA, no mejora considerablemente el desempen˜o de clasificacio´n. Lo
anterior puede deberse a que el criterio de reduccio´n de dimensio´n de PCA basado en cap-
turar la mayor cantidad de varianza enfatiza la variabilidad debida a las temperaturas y, por
consiguiente, opaca la informacio´n representativa de las regiones.
Otro punto de referencia corresponde a aplicar el clasificador LDA sobre las caracter´ısticas
originales de los datos. Se observa que al usar esta representacio´n gran cantidad de mues-
tras pertenecientes a las dema´s clases son clasificadas como de la regio´n 1. El desempen˜o
de clasificacio´n para la regio´n 1 es muy alto 91.3%, pero tambie´n hay un porcentaje alto,
61.67%, de muestras erro´neamente clasificadas como de esta regio´n, que conduce a que el
desempen˜o de clasificacio´n de las otras regiones disminuya, a menos de 35%.
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Otra representacio´n propuesta consiste en realizar una seleccio´n de caracter´ısticas hacia
adelante basada en discriminacio´n lineal, de la cual se obtiene una reduccio´n de 66 carac-
ter´ısticas a 33. Esta representacio´n conduce a un desempen˜o mejor y ma´s balanceado en
la discriminacio´n de las regiones, con tasas de verdaderos positivos de alrededor de 70%
para las diferentes regiones. De hecho, este tipo de representacio´n es mucho ma´s adecuada
cuando se trata de discriminar las regiones, ya que se escoge un conjunto o´ptimo de carac-
ter´ısticas que permitan una discriminacio´n mejor.
Por otro lado, si se observa los resultados de clasificacio´n de las temperaturas usando la
representacio´n PCA, se aprecia que incluso con los dos primeros componentes los resultados
de clasificacio´n son iguales o mayores a 90% para las tres temperaturas consideradas, y
usando 8 componentes que resumen ma´s del 95% de la variabilidad de los datos se obtienen
tasas de aciertos mayores a 95% para las tres temperaturas. Estos resultados ratifican el
ana´lisis de la proyeccio´n obtenida de las dos primeras PC (Figura 4.20) donde se evidencian
tres agrupamientos bien separados correspondientes a las tres temperaturas. El desempen˜o
decrece cuando se usan todas las caracter´ısticas para discriminar estos tres grupos, lo cual
puede deberse a que el 5% de variabilidad restante, representa ruido indeseable que de
cierta forma opaca la separacio´n obtenida mediante PCA. El u´ltimo experimento con el
clasificador LDA corresponde a la seleccio´n de caracter´ısticas escogidas para discriminar
entre las regiones, que tambie´n resulta beneficiosa en la identificacio´n de las temperaturas,
lo que implica que en estas caracter´ısticas todav´ıa hay un efecto muy importante de las
temperaturas, que puede estar encubriendo la informacio´n discriminativa de las clases que
nos interesa representar fidedignamente: las regiones.
Los resultados de clasificacio´n, para las diferentes representaciones, usando el clasificador
del vecino ma´s cercano, presentan una mejor´ıa considerable con respecto a los resultados
obtenidos con el clasificador LDA. Esto se debe a que, aunque las regiones se distribuyan
en igual proporcio´n en los agrupamientos de las temperaturas, las muestras de una misma
regio´n se presentan en parejas o en grupos de tres, muy cercanas entre ellas, pero alejadas
entre grupo y grupo. estas pequen˜as agrupaciones formadas en los datos se pueden deber a
un tercer factor que no se menciono´ inicialmente, el an˜o en que fueron tomadas las mues-
tras. Las representaciones que muestran mejores resultados, medidas de desempen˜o usando
el clasificador 1-NN, es la de las 33 caracter´ısticas seleccionadas junto con la representacio´n
original; Sin embargo, la seleccio´n de caracter´ısticas logra obtener resultados ma´s consis-
tentes para todas las clases, siendo comparables con los resultados obtenidos del clasificador
LDA con esta misma representacio´n.
4.6.1. Regresio´n por m´ınimos cuadrados parciales (PLS)
Se aplica el ana´lisis de regresio´n por m´ınimos cuadrados parciales con el objetivo de encon-
trar relaciones entre las caracter´ısticas obtenidas de la cromatograf´ıa de gases y el ana´lisis
sensorial. Se obtienen tres representaciones, una diferente para cada catador. Este me´todo
proporciona parejas de componentes que consisten en dos factores, uno por cada tipo de
datos, las varianzas acumuladas para cada factor de los modelos y cada uno de los catadores
se presenta en la tabla 4.24. Para las tres representaciones los componentes que correspon-
den a los datos de cromatograf´ıa o variables predictivas, proporcionan representaciones casi
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ide´nticas de los datos, mientras que las variables dependientes, los ana´lisis sensoriales su-
ministrados por los catadores, tienen representaciones muy diferentes, y esto demuestra la
diferencia en la percepcio´n de los atributos de cada uno de los catadores. El catador 1,
por ejemplo, solo percibe 6 de los nueve atributos, puesto que en su representacio´n de los
atributos tres de ellos no tienen peso en las dos primeras componentes. Por otro lado, el
catador 2 interpreta de forma muy diferente cada uno de los atributos y los usa para repre-
sentar en menor o en mayor medida las regiones y temperaturas. El catador 3, por otro lado
usa todos los atributos pero su percepcio´n de algunos de e´stos tiene una alta dependencia
de otros, esto quiere decir que usa diferentes atributos para explicar una misma percepcio´n
en el aroma pero en diferentes proporciones.
Las relaciones encontradas usando regresio´n PLS se presentan en las tablas 4.22 - 4.23.
Tabla 4.22. Relaciones identificadas entre temperatura y compuestos
usando PLS
Temperatura Compuesto Aroma relacionado
Temp. 1
5-methyl 2-furancarboxaldehyde caramelo
4-vinylphenol 2-methoxy picante y a clavos
Temp. 2
acetate 2-furanmethanol frutal: banano
ethyl pirazyne man´ı, nueces, madera y chocolate
2-methyl 3-pentanone desconocido
trimethyl pyrazine papa, cacao, man´ı y asado
ethanone 1-(1H-pyrrol-2-yl) nueces, regaliz dulce, te´ dulce y tostado
Temp. 3
Pyrazine, 2-ethyl-6-methyl tostado
5-pyrazyne 2-6 dimethyl cocido o asado
1H-pyrrole, 1-2(2-furanylmethyl)
vegetales, tierra, cereal, ra´bano y
champin˜ones
2-Butenoic acid 3-methyl desconocido
Furan 2-[(methyl thio) methyl] cafe´ y tostado
2,3 Butanedione cremoso y mantequilla
Tabla 4.23. Relaciones identificadas entre temperatura y catadores usando PLS
Temperatura Catador Atributo
Temp. 1
Catador 1 herbal, floral y madera
Catador 2 floral, frutal, herbal, dulce
Catador 3 herbal, madera y cereal
Temp. 2
Catador 1 madera y dulce
Catador 2 cereal, madera y c´ıtrico
Catador 3 cereal y c´ıtrico
Temp. 3
Catador 1 tostado
Catador 2 tostado y cigarrillo
Catador 3 tostado y dulce
Tabla 4.24. Varianza acumulada en las primeras componentes calculadas
con PLS
Componente
Catador 1 Catador 2 Catador 3
σ2 acum
de X (%)
σ2 acum
de Y (%)
σ2 acum
de X (%)
σ2 acum
de Y (%)
σ2 acum
de X (%)
σ2 acum
de Y (%)
1 52.16 72.91 50.27 46.18 50.15 62.80
2 77.12 76.25 76.12 49.76 75.70 66.25
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Figura 4.22. Datos transformados con el modelo PLS
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Figura 4.23. Datos transformados con el modelo PLS matriz Y
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4.6.2. Correlacio´n cano´nica (CCA)
Como resultado de la aplicacio´n de la te´cnica de correlacio´n cano´nica (seccio´n 3.3.2) se
obtuvieron las relaciones mostradas en las tablas 4.25, 4.26 y 4.27, obtenidas para cada uno
de los tres catadores.
Los resultados de correlacio´n cano´nica generan 9 funciones cano´nicas con sus respectivos
coeficientes de correlacio´n. Inicialmente, se observa a partir de los coeficientes la alta capaci-
dad de las variables predictoras para explicar las variables criterio, puesto que las primeras
4 funciones cano´nicas presentan coeficientes de correlacio´n de 1, lo cual es un indicio de la
alta inter–correlacio´n entre los datos de ana´lisis sensorial y los compuestos qu´ımicos. Con-
tinuando con el proceso de ana´lisis, se utilizaron varios criterios para decidir la cantidad de
funciones cano´nicas que ayudan a interpretar la relacio´n entre los dos conjuntos de variables.
Con el primer criterio consiste en emplear la prueba de hipo´tesis basada en el lambda de
Wilks la cual establecio´ que u´nicamente la primera variable cano´nica era significativa en la
interpretacio´n de la relacio´n a un nivel de 0.05. El segundo criterio consiste en obtener un
nivel de redundancia de la varianza compartida del conjunto de variables dependientes que
puede ser explicada por la variable cano´nica independiente. Este ı´ndice de redundancia se
calcula multiplicando la cantidad de varianza de las variables dependientes contenida en la
variable cano´nica criterio y el coeficiente de correlacio´n cano´nica. Los ı´ndices de redundan-
cia para la primera y segunda funcio´n cano´nica son de 0.3193 y 0.0407 respectivamente.
Segu´n el ana´lisis basado en estos criterios se decide analizar la primera funcio´n cano´nica
obtenida.
Puesto que la relacio´n cano´nica resulto´ estad´ısticamente significativa y las magnitudes de
los coeficientes de correlacio´n y del ı´ndice de redundancia son adecuados, la interpretacio´n
que comprende el examen de la funcio´n cano´nica determina la importancia relativa de cada
una de las variables originales involucradas en las relaciones cano´nicas.
75
Tabla 4.25. Correlacio´n cano´nica para el primer catador
ponderacio´n atributo compuesto ponderacio´n aroma
-1.66 herbal Pyradine 17.02
Aroma fuerte a pescado,
sabores a marisco, sabores
ahumados, chocolate
-1.61 tostado 1-methyl 1H-Pyrrole -18.99 Aroma a tostado
-0.61 dulce Acetic acid 13.70 Vinagre o vino rancio
0.18 floral Pyrazine, trimethyl -11.07
Aroma con tonos a papa,
cacao, man´ı y asado
0.00 madera Phenol, 3-methyl- -15.81
Aroma a medicina, a len˜a o
a cuero
0.00 cigarrillo Pyrazine, 2,6-dimethyl- -9.12 Aroma con tonos a tostado
0.00 frutal 2-Furanmethanol 9.52
Aroma a horneado,
tostado, nueces, al-
mendras, ligero aroma a
azucar quemada
0.00 cereal 2-Butenoic acid, 3-methyl- 9.64 Aroma con tonos a cafe´ y a
tostado
0.00 c´ıtrico 2-Methoxy-4-vinylphenol -8.23 Aroma con tonos picantes y
a clavos
2-Methoxy-4-vinylphenol 7.91
Aroma con tonos picantes y
a clavos
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Tabla 4.26. Correlacio´n cano´nica para el segundo catador
ponderacio´n atributo compuesto ponderacio´n aroma
1.35 cigarrillo 2-Thiophenemethanol 35.63 No tiene aroma
0.84 frutal 1-methyl 1H-Pyrrole 33.87 Aroma a tostado
-0.53 tostado Pyradine -30.18
Aroma fuerte a pescado,
sabores a marisco, sabores
ahumados, chocolate
-1.25 floral Acetic acid 23.76 Vinagre o vino rancio
0.87 frutal Pyrazine, 2,6-dimethyl- -22.54 Aroma con tonos a tostado
0.62 cigarrillo 1-Hydroxy-2-butanone 22.77
Notas a Madera, dulce,
caramelo y nueces
-0.42 tostado Furan, 2,2”-[oxybis(methylene)]bis -21.42 No se encontro´ su aroma
0.24 cereal 2-Methoxy-4-vinylphenol -20.50
Aroma con tonos picantes y
a clavos
-0.18 dulce Furan, 2,2”-methylenebis- -20.92 No se reporta su aroma
0.18 c´ıtrico Phenol, 3-methyl- 16.92
Aroma a medicina, a len˜a o
a cuero
-0.04 herbal 3(2H)-Furanone, dihydro-2-methyl- 15.28
conocido tambie´n como fu-
ranone de cafe´. Aroma a
dulce y a solventes con ma-
tices a nueces. Adema´s su
sabor es astringente con un
matiz ligero a almendra cre-
moso.
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Tabla 4.27. Correlacio´n cano´nica para el tercer catador
ponderacio´n atributo ponderacio´n compuesto aroma
1.57 dulce Furan, 2,2”-methylenebis- -34.71 Aroma a quemado
1.26 cereal 2-Methoxy-4-vinylphenol -28.08
Aroma con tonos picantes y
a clavos
-0.79 tostado Pyrazine, 2-ethyl-5-methyl- -26.22
Conocido tambie´n como
pyrazine de cafe´. Aroma
a grano de cafe´ tostado,
dulce.
-0.53 madera 1H-Pyrrole, 1-(2-furanylmethyl)- -23.51 No se reporta su aroma
-0.47 herbal Pyrazine, trimethyl 22.45
Aroma con tonos a papa,
cacao, man´ı y asado
-0.38 c´ıtrico 2,5-Furandione, 3,4-dimethyl- 20.68 No se reporta su aroma
-0.30 floral Phenol -20.02
Empalagosamente dulce y
alquitranado.
0.16 cigarrillo 2-Methoxy-4-vinylphenol -20.50
Aroma con tonos picantes y
a clavos.
-0.027 frutal 3-Pentanone, 2-methyl -18.43 No se reporta su aroma
2-Thiophenemethanol 17.21 No tiene aroma
1-methyl 1H-Pyrrole 16.19 Aroma a tostado
2-Cyclopenten-1-one, 3-ethyl-2-hydroxy- 15.59 Aroma a caramelo y coco,
sabores dulces seductores.
Los siguientes compuestos son reconocidos como potencializadores del aroma del cafe´, los
cuales fueron identificados en las relaciones con los atributos sensoriales mediante el uso de
PLS y CCA.
• Acetic acid [Ginz et al., 2000] [Schenker et al., 2002]
• 2-furanmethanol [Deibler and Delwiche, 2003]
• Pyridine [Andueza et al., 2003]
• 3-methyl phenol [Andueza et al., 2003]
• 2-thiophene methanol Phenol [Andueza et al., 2003]
• 2-Butenoic acid, 3-methyl- [Gonzalez-Rios et al., 2007]
• 2-Furanmethanol, acetate [Lopez-Galilea et al., 2008]
• pyrazine, 2,6-dimethyl- [Kim et al., 2000]
• phenol [Baggenstoss et al., 2008]
• furan, 2,2”-methylenebis- [Lopez-Galilea et al., 2008] [Sanz et al., 2001]
• 1-hydroxy 2- butanone [Gonzalez-Rios et al., 2007]
• 2-Methoxy-4-vinylphenol [Toci and Farah, 2008]
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5. Discusio´n
Los resultados presentados en el cap´ıtulo anterior permiten sintetizar las siguientes ob-
servaciones generales:
• Las diferencias inherentes a los catadores fueron confirmadas mediante un modelo
ANOVA de una v´ıa (tabla 4.4).
• El modelo ANOVA de 3 v´ıas para los datos originales muestra que el efecto del
catador es el factor dominante para todos los atributos, excepto para el atributo
tostado, seguido por el efecto de la temperatura (ape´ndice A).
• El efecto del catador es eliminado efectivamente mediante las transformaciones
Procrustes y Brockhoff. (seccio´n 4.3.3)
• La proyeccio´n sobre parejas de componentes principales permite una visualizacio´n
aproximada de la distribucio´n de las observaciones correspondientes a cada factor,
a saber: temperatura, catador y regio´n. (figuras 4.2–4.13).
• Las agrupaciones de catadores y de temperaturas son evidentes, mientras que no
se pueden distinguir grupos de observaciones de cada regio´n (figuras 4.2, 4.3 y4.4).
• Los resultados de ANOVA de tres v´ıas de las correcciones de diferencias individua-
les, cuyas variables fueron previamente combinadas con PCA, demuestran que se
elimina el efecto del catador sobre los datos (seccio´n 4.3.3).
• La estrategia de combinacio´n de clasificadores ofrece la mejor alternativa en la
identificacio´n de regiones (seccio´n 4.4.4).
• La transformacio´n PCA permite visualizar los datos corregidos. En el caso de las
temperaturas, se siguen observando agrupaciones; pero en el caso de las regiones,
no se forman grupos, solo se puede resaltar que se elimino´ el efecto de los catadores
y particularmente, uno de ellos tiene una mayor dispersio´n en comparacio´n con los
otros dos (figuras 4.5–4.13).
• Los ana´lisis PLS y CCA permitieron encontrar relaciones entre los atributos eva-
luados por el panel sensorial y los compuestos vola´tiles, que segu´n la literatura,
se consideran compuestos potencializadores del aroma del cafe´ secciones 4.6.1 y
4.6.2.
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6. Conclusio´n
En este trabajo se presento´ una metodolog´ıa para el ana´lisis de datos sensoriales e instru-
mentales. Espec´ıficamente, para identificar relaciones que indiquen la dependencia de los
atributos sensoriales con respecto a los compuestos qu´ımicos potencializadores del aroma.
Con base en los resultados experimentales, una arquitectura recomendada para el sistema
de identificacio´n de relaciones entre datos sensoriales e instrumentales deber´ıa incluir las si-
guientes etapas: i) Adquisicio´n de datos usando un protocolo basado en las normas te´cnicas
colombianas, ver seccio´n 4.2, ii) preprocesamiento de datos instrumentales empleando el
algoritmo de ajuste de picos, seguido por alineamiento de correlacio´n optimizado COW,
ver secciones 3.2.3 y 3.2.2; asimismo, preprocesamiento de datos sensoriales mediante la
correccio´n de la diferencia de evaluadores usando ana´lisis de Procrustes, ver seccio´n 3.1.8;
finalmente, iii) Integracio´n de datos sensoriales e instrumentales empleando regresio´n por
m´ınimos cuadrados parciales para identificar las relaciones, ver seccio´n 3.3.1.
La aplicacio´n principal estuvo orientada a estudiar estas relaciones en muestras de cafe´ de
origen; sin embargo, debido a inconvenientes log´ısticos por parte de la contraparte de este
proyecto, fue necesario la consideracio´n de ejemplos similares de otros productos alimenti-
cios, en particular papa y queso. El mismo inconveniente mencionado hizo necesario enfati-
zar la etapa de preprocesamiento en lugar del objetivo inicialmente planteado de bu´squeda
de relaciones puesto que resulto´ imprescindible resolver inconsistencias y desacuerdos entre
catadores. Se propuso´ la aplicacio´n de transformaciones y correcciones para remover es-
tas discrepancias, adema´s de la creacio´n de comite´s de clasificadores. Se encontro´ que esta
u´ltima estrategia es la ma´s conveniente para identificar diferencias entre productos. Adema´s,
el desempen˜o de combinacio´n de clasificadores con regla de combinacio´n de veto confirma
que cada catador tiene habilidades superiores para identificar ciertas regiones particulares.
Este hecho puede explicar tambie´n el pobre desempen˜o, en comparacio´n con la combinacio´n
de clasificadores, obtenido tras las correcciones y transformaciones; puesto que la remocio´n
del efecto del catador, al intentar homogenizar las evaluaciones de los catadores, tiende a
deteriorar siempre las capacidades individuales.
Los experimentos usando PLS y CCA permitieron encontrar relaciones lineales entre los
atributos sensoriales y compuestos potencializadores del aroma. Si bien se identificaron
relaciones entre atributos y compuestos, se requiere de experimentos adicionales para lograr
una prediccio´n confiable de los atributos a partir de los compuestos qu´ımicos.
El desarrollo general del proyecto evidencio´ la gran importancia del seguimiento de un pro-
tocolo estandarizado de generacio´n de datos sensoriales que no fue seguido en este trabajo
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por la contraparte. Errores e inconsistencias en esta etapa son dif´ıcilmente superables en
etapas posteriores mediante transformaciones o manipulaciones de correccio´n. Como de
hecho en este caso, esta situacio´n afecto´ no solo el cronograma del proyecto sino tambie´n
la confiabilidad de las relaciones encontradas y la caracterizacio´n de las regiones.
Como trabajo futuro, usando los mismos conjuntos de datos de esta tesis, se propone
aplicar te´cnicas de ana´lisis catego´rico, dado que la escala que se empleo´ en la adquisicio´n
de datos sensoriales se basa en calificaciones que no indican realmente una cantidad sino
la presencia o ausencia de un atributo. Teniendo en cuenta lo anterior, para conocer la
relacio´n entre atributos sensoriales y variables instrumentales, podr´ıan usarse me´todos de
ana´lisis multivariado de datos mixtos, tales como ana´lisis factorial mu´ltiple y clasificadores
mixtos que emplean medidas de disimilitud apropiadas; es decir, que tienen en cuenta la
naturaleza de los variables catego´ricas y cuantitativas simultaneamente.
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A. ANOVA para cada atributo
Tabla A.1. Comparacio´n de correccio´n del atributo Floral con ANOVA
Factor
Suma de
cuadrados
grados de
libertad
Error
cuadra´tico
medio
F valor p
ANOVA de una v´ıa para catadores
catador 162.31 2 81.15 203.12 0.0000
Error 106.68 267 0.39
Total 269 269
ANOVA de tres v´ıas: catador, temperatura y regio´n
Sin correccio´n
temp 51.88 2 25.94 135.19 0.0000
catador 204.37 2 102.18 532.54 0.0000
regio´n 2.17 3 0.72 3.76 0.0115
temp*catador 26.64 4 6.66 34.71 0.0000
temp*regio´n 3.98 6 0.66 3.46 0.0027
catador*regio´n 3.96 6 0.66 3.44 0.0029
temp*catador*regio´n 8.60 12 0.72 3.73 0.0000
Error 44.90 234 0.19
Total 360.07 269
Procrustes
temp 133.23 2 66.61 350.55 0.0000
catador 0.12 2 0.06 0.32 0.7296
regio´n 1.28 3 0.43 2.25 0.0834
temp*catador 0.85 4 0.21 1.12 0.3463
temp*regio´n 4.55 6 0.76 3.99 0.0008
catador*regio´n 3.03 6 0.50 2.66 0.0164
temp*catador*regio´n 3.07 12 0.26 1.35 0.1939
Error 44.47 234 0.19
Total 197.47 269
Modelo de evaluador
temp 107.38 2 53.69 15.37 0.0000
catador 0.18 2 0.09 0.03 0.9746
regio´n 29.28 3 9.76 2.79 0.0411
temp*catador 13.85 4 3.46 0.99 0.4129
temp*regio´n 36.82 6 6.14 1.76 0.1089
catador*regio´n 49.11 6 8.18 2.34 0.0323
temp*catador*regio´n 57.52 12 4.79 1.37 0.1800
Error 817.29 234 3.49
Total 1113.16 269
Modelo de evaluador
temp 51.88 2 25.94 135.19 0.0000
catador 204.37 2 102.18 532.54 0.0000
regio´n 2.17 3 0.72 3.76 0.0115
temp*catador 5.17 4 1.29 6.74 0.0000
temp*regio´n 3.98 6 0.66 3.46 0.0027
catador*regio´n 3.96 6 0.66 3.44 0.0029
temp*catador*regio´n 8.60 12 0.72 3.73 0.0000
Error 44.90 234 0.19
Total 336.42 269
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Tabla A.2. Comparacio´n de correccio´n del atributo frutal usando ANOVA
Factor
Suma de
cuadrados
grados de
libertad
Error
cuadra´tico
medio
F valor p
ANOVA de una v´ıa para catadores
catador 199.07 2 99.53 380.04 0.0000
Error 69.93 267 0.26
Total 269 269
ANOVA de tres v´ıas: catador, temperatura y regio´n
Sin correccio´n
temp 3.27 2 1.64 8.76 0.0002
catador 253.07 2 126.54 677.30 0.0000
regio´n 1.71 3 0.57 3.05 0.0295
temp*catador 29.39 4 7.35 39.33 0.0000
temp*regio´n 1.46 6 0.24 1.31 0.2548
catador*regio´n 1.66 6 0.28 1.49 0.1840
temp*catador*regio´n 5.15 12 0.43 2.30 0.0088
Error 43.72 234 0.19
Total 354.97 269
Procrustes
temp 70.68 2 35.34 229.80 0.0000
catador 0.02 2 0.01 0.07 0.9335
regio´n 2.05 3 0.68 4.45 0.0046
temp*catador 0.87 4 0.22 1.42 0.2284
temp*regio´n 2.53 6 0.42 2.74 0.0135
catador*regio´n 1.75 6 0.29 1.89 0.0831
temp*catador*regio´n 3.84 12 0.32 2.08 0.0190
Error 35.98 234 0.15
Total 124.63 269
Modelo de evaluador
temp 33.30 2 16.65 35.97 0.0000
catador 0.01 2 0.01 0.01 0.9864
regio´n 0.40 3 0.13 0.29 0.8337
temp*catador 17.68 4 4.42 9.55 0.0000
temp*regio´n 5.59 6 0.93 2.01 0.0646
catador*regio´n 4.55 6 0.76 1.64 0.1374
temp*catador*regio´n 6.44 12 0.54 1.16 0.3135
Error 108.30 234 0.46
Total 186.33 269
Modelo de evaluador 2
temp 3.27 2 1.64 8.76 0.0002
catador 253.07 2 126.54 677.30 0.0000
regio´n 1.71 3 0.57 3.05 0.0295
temp*catador 0.26 4 0.07 0.35 0.8435
temp*regio´n 1.46 6 0.24 1.31 0.2548
catador*regio´n 1.66 6 0.28 1.49 0.1840
temp*catador*regio´n 5.15 12 0.43 2.30 0.0088
Error 43.72 234 0.19
Total 320.12 269
Tabla A.3. Comparacio´n de correccio´n del atributo Tostado con ANOVA
Factor
Suma de
cuadrados
grados de
libertad
Error
cuadra´tico
medio
F valor p
ANOVA de una v´ıa para catadores
catador 2.31 2 1.15 1.16 0.3162
Error 266.69 267 0.99
Total 269 269
ANOVA de tres v´ıas: catador, temperatura y regio´n
Sin correccio´n
temp 680.57 2 340.28 1076.03 0.0000
catador 8.14 2 4.07 12.87 0.0000
regio´n 6.72 3 2.24 7.08 0.0001
temp*catador 19.54 4 4.89 15.45 0.0000
temp*regio´n 5.19 6 0.87 2.74 0.0137
catador*regio´n 7.65 6 1.28 4.03 0.0007
temp*catador*regio´n 8.14 12 0.68 2.14 0.0152
Error 74.00 234 0.32
Total 840.97 269
Procrustes
temp 545.45 2 272.72 1044.12 0.0000
catador 0.02 2 0.01 0.03 0.9714
regio´n 8.57 3 2.86 10.94 0.0000
temp*catador 7.33 4 1.83 7.02 0.0000
temp*regio´n 6.06 6 1.01 3.86 0.0011
catador*regio´n 3.84 6 0.64 2.45 0.0257
temp*catador*regio´n 6.82 12 0.57 2.17 0.0136
Error 61.12 234 0.26
Total 664.71 269
Modelo de evaluador
temp 86.03 2 43.02 949.21 0.0000
catador 0.00 2 0.00 0.01 0.9877
regio´n 1.11 3 0.37 8.15 0.0000
temp*catador 0.12 4 0.03 0.65 0.6282
temp*regio´n 0.64 6 0.11 2.37 0.0308
catador*regio´n 1.09 6 0.18 4.01 0.0008
temp*catador*regio´n 0.97 12 0.08 1.78 0.0525
Error 10.60 234 0.05
Total 104.52 269
Modelo de evaluador 2
temp 680.57 2 340.28 1076.03 0.0000
catador 8.14 2 4.07 12.87 0.0000
regio´n 6.72 3 2.24 7.08 0.0001
temp*catador 0.95 4 0.24 0.75 0.5560
temp*regio´n 5.19 6 0.87 2.74 0.0137
catador*regio´n 7.65 6 1.28 4.03 0.0007
temp*catador*regio´n 8.14 12 0.68 2.14 0.0152
Error 74.00 234 0.32
Total 821.71 269
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Tabla A.4. Comparacio´n de correccio´n del atributo Dulce con ANOVA
Factor
Suma de
cuadrados
grados de
libertad
Error
cuadra´tico
medio
F valor p
ANOVA de una v´ıa para catadores
catador 164.52 2 82.26 210.22 0.0000
Error 104.47 267 0.39
Total 269 269
ANOVA de tres v´ıas: catador, temperatura y regio´n
Sin correccio´n
temp 4.76 2 2.38 8.46 0.0003
catador 182.08 2 91.04 323.43 0.0000
regio´n 4.34 3 1.45 5.14 0.0019
temp*catador 40.46 4 10.12 35.94 0.0000
temp*regio´n 3.17 6 0.53 1.88 0.0857
catador*regio´n 7.63 6 1.27 4.52 0.0002
temp*catador*regio´n 3.90 12 0.32 1.15 0.3177
Error 65.87 234 0.28
Total 334.97 269
Procrustes
temp 4.73 2 2.37 11.23 0.0000
catador 0.03 2 0.02 0.08 0.9227
regio´n 1.58 3 0.53 2.49 0.0608
temp*catador 0.92 4 0.23 1.10 0.3590
temp*regio´n 1.74 6 0.29 1.37 0.2263
catador*regio´n 2.52 6 0.42 1.99 0.0680
temp*catador*regio´n 2.66 12 0.22 1.05 0.4027
Error 49.33 234 0.21
Total 63.15 269
Modelo de evaluador
temp 110.58 2 55.29 14.86 0.0000
catador 6.13 2 3.06 0.82 0.4402
regio´n 53.35 3 17.78 4.78 0.0030
temp*catador 8.85 4 2.21 0.59 0.6666
temp*regio´n 57.78 6 9.63 2.59 0.0190
catador*regio´n 209.00 6 34.83 9.36 0.0000
temp*catador*regio´n 53.66 12 4.47 1.20 0.2825
Error 870.60 234 3.72
Total 1398.32 269
Modelo de evaluador 2
temp 4.76 2 2.38 8.46 0.0003
catador 182.08 2 91.04 323.43 0.0000
regio´n 4.34 3 1.45 5.14 0.0019
temp*catador 0.45 4 0.11 0.40 0.8059
temp*regio´n 3.17 6 0.53 1.88 0.0857
catador*regio´n 7.63 6 1.27 4.52 0.0002
temp*catador*regio´n 3.90 12 0.32 1.15 0.3177
Error 65.87 234 0.28
Total 296.19 269
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Tabla A.5. Comparacio´n de correccio´n del atributo Cereal usando ANOVA
Factor
Suma de
cuadrados
grados de
libertad
Error
cuadra´tico
medio
F valor p
ANOVA de una v´ıa para catadores
catador 125.35 2 62.67 116.51 0.0000
Error 143.64 267 0.53
Total 269 269
ANOVA de tres v´ıas: catador, temperatura y regio´n
Sin correccio´n
temp 18.09 2 9.04 35.06 0.0000
catador 127.44 2 63.72 247.07 0.0000
regio´n 4.71 3 1.57 6.08 0.0005
temp*catador 42.17 4 10.54 40.88 0.0000
temp*regio´n 3.39 6 0.57 2.19 0.0445
catador*regio´n 12.71 6 2.12 8.21 0.0000
temp*catador*regio´n 2.31 12 0.19 0.75 0.7058
Error 60.35 234 0.26
Total 277.87 269
Procrustes
temp 5.32 2 2.66 10.82 0.0000
catador 0.07 2 0.04 0.14 0.8660
regio´n 14.25 3 4.75 19.33 0.0000
temp*catador 5.12 4 1.28 5.20 0.0005
temp*regio´n 6.38 6 1.06 4.33 0.0004
catador*regio´n 6.55 6 1.09 4.44 0.0003
temp*catador*regio´n 2.81 12 0.23 0.95 0.4956
Error 57.51 234 0.25
Total 97.32 269
Modelo de evaluador
temp 1031.38 2 515.69 2.32 0.1004
catador 57.26 2 28.63 0.13 0.8791
regio´n 7115.24 3 2371.75 10.68 0.0000
temp*catador 1916.90 4 479.23 2.16 0.0746
temp*regio´n 1648.41 6 274.73 1.24 0.2882
catador*regio´n 14150.41 6 2358.40 10.62 0.0000
temp*catador*regio´n 3405.63 12 283.80 1.28 0.2326
Error 51977.87 234 222.13
Total 80937.41 269
Modelo de evaluador
temp 18.09 2 9.04 35.06 0.0000
catador 127.44 2 63.72 247.07 0.0000
regio´n 4.71 3 1.57 6.08 0.0005
temp*catador 1.39 4 0.35 1.35 0.2533
temp*regio´n 3.39 6 0.57 2.19 0.0445
catador*regio´n 12.71 6 2.12 8.21 0.0000
temp*catador*regio´n 2.31 12 0.19 0.75 0.7058
Error 60.35 234 0.26
Total 235.23 269
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Tabla A.6. Comparacio´n de correccio´n del atributo Madera usando ANOVA
Factor
Suma de
cuadrados
grados de
libertad
Error
cuadra´tico
medio
F valor p
ANOVA de una v´ıa para catadores
catador 91.91 2 45.95 69.29 0.0000
Error 177.09 267 0.66
Total 269 269
ANOVA de tres v´ıas: catador, temperatura y regio´n
Sin correccio´n
temp 69.21 2 34.60 129.89 0.0000
catador 87.70 2 43.85 164.58 0.0000
regio´n 5.57 3 1.86 6.97 0.0002
temp*catador 18.97 4 4.74 17.80 0.0000
temp*regio´n 7.07 6 1.18 4.43 0.0003
catador*regio´n 4.52 6 0.75 2.83 0.0112
temp*catador*regio´n 6.75 12 0.56 2.11 0.0170
Error 62.34 234 0.27
Total 271.50 269
Procrustes
temp 6.85 2 3.43 21.35 0.0000
catador 0.03 2 0.01 0.09 0.9180
regio´n 3.39 3 1.13 7.04 0.0002
temp*catador 1.36 4 0.34 2.12 0.0786
temp*regio´n 2.10 6 0.35 2.18 0.0453
catador*regio´n 2.21 6 0.37 2.29 0.0360
temp*catador*regio´n 1.48 12 0.12 0.77 0.6824
Error 37.56 234 0.16
Total 55.18 269
Modelo de evaluador
temp 86.76 2 43.38 33.91 0.0000
catador 0.12 2 0.06 0.05 0.9542
regio´n 22.41 3 7.47 5.84 0.0007
temp*catador 4.22 4 1.05 0.82 0.5107
temp*regio´n 10.72 6 1.79 1.40 0.2170
catador*regio´n 26.48 6 4.41 3.45 0.0028
temp*catador*regio´n 11.53 12 0.96 0.75 0.7006
Error 299.38 234 1.28
Total 463.65 269
Modelo de evaluador 2
temp 69.21 2 34.60 129.89 0.0000
catador 87.70 2 43.85 164.58 0.0000
regio´n 5.57 3 1.86 6.97 0.0002
temp*catador 3.15 4 0.79 2.96 0.0207
temp*regio´n 7.07 6 1.18 4.43 0.0003
catador*regio´n 4.52 6 0.75 2.83 0.0112
temp*catador*regio´n 6.75 12 0.56 2.11 0.0170
Error 62.34 234 0.27
Total 255.29 269
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Tabla A.7. Comparacio´n de correccio´n del atributo Herbal usando ANOVA
Factor
Suma de
cuadrados
grados de
libertad
Error
cuadra´tico
medio
F valor p
ANOVA de una v´ıa para catadores
catador 22.32 2 11.16 12.08 0.0000
Error 246.67 267 0.92
Total 269 269
ANOVA de tres v´ıas: catador, temperatura y regio´n
Sin correccio´n
temp 259.12 2 129.56 581.44 0.0000
catador 33.82 2 16.91 75.88 0.0000
regio´n 1.80 3 0.60 2.69 0.0473
temp*catador 39.78 4 9.95 44.63 0.0000
temp*regio´n 3.36 6 0.56 2.51 0.0225
catador*regio´n 2.59 6 0.43 1.93 0.0762
temp*catador*regio´n 12.92 12 1.08 4.83 0.0000
Error 52.14 234 0.22
Total 418.39 269
Procrustes
temp 61.02 2 30.51 217.93 0.0000
catador 0.00 2 0.00 0.01 0.9919
regio´n 0.78 3 0.26 1.85 0.1397
temp*catador 1.02 4 0.26 1.82 0.1251
temp*regio´n 4.17 6 0.70 4.97 0.0001
catador*regio´n 0.21 6 0.04 0.25 0.9577
temp*catador*regio´n 5.82 12 0.49 3.47 0.0001
Error 32.76 234 0.14
Total 107.17 269
Modelo de evaluador
temp 90.27 2 45.13 262.57 0.0000
catador 0.01 2 0.01 0.03 0.9692
regio´n 0.62 3 0.21 1.20 0.3089
temp*catador 2.81 4 0.70 4.09 0.0032
temp*regio´n 2.92 6 0.49 2.83 0.0112
catador*regio´n 0.59 6 0.10 0.57 0.7549
temp*catador*regio´n 8.58 12 0.71 4.16 0.0000
Error 40.22 234 0.17
Total 149.46 269
Modelo de evaluador 2
temp 259.12 2 129.56 581.44 0.0000
catador 33.82 2 16.91 75.88 0.0000
regio´n 1.80 3 0.60 2.69 0.0473
temp*catador 6.76 4 1.69 7.59 0.0000
temp*regio´n 3.36 6 0.56 2.51 0.0225
catador*regio´n 2.59 6 0.43 1.93 0.0762
temp*catador*regio´n 12.92 12 1.08 4.83 0.0000
Error 52.14 234 0.22
Total 72.23 269
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Tabla A.8. Comparacio´n de correccio´n del atributo Cigarrillo usando ANOVA
Factor
Suma de
cuadrados
grados de
libertad
Error
cuadra´tico
medio
F valor p
ANOVA de una v´ıa para catadores
catador 89.09 2 44.54 66.11 0.0000
Error 179.90 267 0.67
Total 269 269
ANOVA de tres v´ıas: catador, temperatura y regio´n
Sin correccio´n
temp 5.17 2 2.58 18.99 0.0000
catador 30.94 2 15.47 113.72 0.0000
regio´n 1.18 3 0.39 2.89 0.0360
temp*catador 18.96 4 4.74 34.85 0.0000
temp*regio´n 0.41 6 0.07 0.50 0.8087
catador*regio´n 0.83 6 0.14 1.02 0.4152
temp*catador*regio´n 1.68 12 0.14 1.03 0.4219
Error 31.83 234 0.14
Total 93.47 269
Procrustes
temp 57.30 2 28.65 194.33 0.0000
catador 0.00 2 0.00 0.00 0.9990
regio´n 1.70 3 0.57 3.85 0.0103
temp*catador 1.34 4 0.33 2.27 0.0624
temp*regio´n 1.04 6 0.17 1.17 0.3226
catador*regio´n 0.62 6 0.10 0.70 0.6514
temp*catador*regio´n 0.71 12 0.06 0.40 0.9614
Error 34.50 234 0.15
Total 101.99 269
Modelo de evaluador
temp 77.71 2 38.85 5.19 0.0062
catador 0.81 2 0.40 0.05 0.9475
regio´n 33.83 3 11.28 1.51 0.2133
temp*catador 7.58 4 1.89 0.25 0.9075
temp*regio´n 81.22 6 13.54 1.81 0.0979
catador*regio´n 28.96 6 4.83 0.65 0.6938
temp*catador*regio´n 42.06 12 3.51 0.47 0.9316
Error 1750.18 234 7.48
Total 1972.69 269
Modelo de evaluador 2
temp 5.17 2 2.58 18.99 0.0000
catador 30.94 2 15.47 113.72 0.0000
regio´n 1.18 3 0.39 2.89 0.0360
temp*catador 0.12 4 0.03 0.21 0.9311
temp*regio´n 0.41 6 0.07 0.50 0.8087
catador*regio´n 0.83 6 0.14 1.02 0.4152
temp*catador*regio´n 1.68 12 0.14 1.03 0.4219
Error 31.83 234 0.14
Total 193.81 269
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Tabla A.9. Comparacio´n de correccio´n del atributo C´ıtrico usando ANOVA
Factor
Suma de
cuadrados
grados de
libertad
Error
cuadra´tico
medio
F valor p
ANOVA de una v´ıa para catadores
catador 173.85 2 86.92 243.95 0.0000
Error 95.14 267 0.35
Total 269 269
ANOVA de tres v´ıas: catador, temperatura y regio´n
Sin correccio´n
temp 2.11 2 1.06 5.48 0.0047
catador 129.99 2 64.99 337.27 0.0000
regio´n 0.73 3 0.24 1.26 0.2887
temp*catador 18.39 4 4.60 23.85 0.0000
temp*regio´n 2.69 6 0.45 2.33 0.0335
catador*regio´n 0.68 6 0.11 0.59 0.7399
temp*catador*regio´n 3.94 12 0.33 1.70 0.0666
Error 45.09 234 0.19
Total 209.10 269
Procrustes
temp 13.57 2 6.79 40.96 0.0000
catador 0.00 2 0.00 0.01 0.9933
regio´n 1.08 3 0.36 2.16 0.0931
temp*catador 4.42 4 1.11 6.68 0.0000
temp*regio´n 4.55 6 0.76 4.57 0.0002
catador*regio´n 0.94 6 0.16 0.94 0.4638
temp*catador*regio´n 3.04 12 0.25 1.53 0.1144
Error 38.77 234 0.17
Total 66.89 269
Modelo de evaluador
temp 54.38 2 27.19 20.00 0.0000
catador 0.01 2 0.00 0.00 0.9970
regio´n 2.31 3 0.77 0.57 0.6375
temp*catador 43.31 4 10.83 7.97 0.0000
temp*regio´n 15.94 6 2.66 1.95 0.0731
catador*regio´n 8.22 6 1.37 1.01 0.4211
temp*catador*regio´n 38.53 12 3.21 2.36 0.0069
Error 318.07 234 1.36
Total 480.37 269
Modelo de evaluador
temp 2.11 2 1.06 5.48 0.0047
catador 129.99 2 64.99 337.27 0.0000
regio´n 0.73 3 0.24 1.26 0.2887
temp*catador 1.84 4 0.46 2.38 0.0524
temp*regio´n 2.69 6 0.45 2.33 0.0335
catador*regio´n 0.68 6 0.11 0.59 0.7399
temp*catador*regio´n 3.94 12 0.33 1.70 0.0666
Error 45.09 234 0.19
Total 193.81 269
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