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1. Introduction 
In [2] Henrici derived a pointwise error bound for trigonometric interpolation which improves 
an earlier result by Gaier [1]. Henrici's bound is of interest because it depends only on the 
Fourier coefficients of the function interpolated, and not on the norms of its derivatives. The 
bound also evidences the interpolating property of the polynomial since it vanishes at the 
interpolation points. 
More specifically, let f be the sum of an absolutely convergent trigonometric series of period 
2'rr: 
oo 
f (a ) :=  Y] a k eik°. (1.1) 
k= - -oo  
For n >/1, let St(O; f )  be the uniquely determined symmetric trigonometric polynomial inter- 
polant to f of degree 1 := In/2] in the points 0 i := 2~.j/n, j ~ Z. Next, let 
1 
An,:= E"  ( la , ,n+k l+ la -mn+kl ) ,  re=l ,2  . . . . .  (1.2) 
k=- I  
where E"  indicates that for even n, the terms where k = + l are to be multiplied by ½. Henrici 
proved that [2, eq. 8] 
OQ 
I f (0 )  - St(O; f )  [ >i 2 E Am I sin(mnO/2) I. (1.3) 
mml 
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Note that the right side of (1.3) is indeed zero whenever 8 = 8 i, j ~ Z. We remark here that 
Gaier's result [1] can be obtained from (1.3) by replacing the expressions in absolute value on the 
right side of that inequality by unity. 
In this note we derive similar pointwise error estimates for interpolants whose nodes are the 
roots or extrema of the n th Chebyshev polynomial 
T, (x) .'= cos(n arccos x), x ~ [ - 1, 1]. 
2. Interpolation in the roots and extrema of T~ 
In this section we assume that f has a uniformly and absolutely convergent expansion of the 
form 
o0 
f (x )= )-'~'dkrk(x ), - l~<x~<l ,  (2.1) 
k=0 
where Tk(x ) denotes the kth Chebyshev polynomial of the first kind. (Here, E' means that the 
first term, is to be multiplied by ½.) Such an expansion is always possible, for example, if f is 
analytic inside an ellipse { w = ½(z + z -1) I z =pe iv, p > 1, 0 < 0 ~< 2~} (see [4, Chapter 3]). 
Indeed, for such functions 
dk = 2 i1  f(x)__Tk(_._x ) dx, k=O,  1 . . . . .  
"rr .l _ 1 ~ l - x 2 
Next, let L~_~(x; f )  denote the unique Lagrange polynomial interpolant o f in the roots of 
T~(x) and define the error 
o0 
R._x(x ;  f ) :=f (x ) -L . _ l (x ;  f )=  Y'. dkR._~(x,  Tk). (2.2) 
k=n 
We shall prove the following theorem. 
Theorem 1. Using the above notation we have for - 1 <~ x <~ 1, 
oo oO 
R,,_l(X; f )=2T. (x )  Z (-- l lm--l  Y'~" d(2,.-1).+krk(X)" 
m~l  k=O 
Moreover, 
where 
oo 
I R , - l (x ;  f )  l ~< 21Z,(x) I  ~ 'Dk ,  
k=0 
oo  
Dk '= I Y'~ (--1)"-Xa(2,,,-1),,+k t, 
m=l  
k=0,1  . . . . .  
(2.3) 
(2.4) 
For the derivation of the general error representation we will need 
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Lemma 1. Let m >~ 1, 0 ~< k ~< n - 1 and define 8,, := ( - 1) Ira/21. Then 
= [ 2Vn(T(m-1)n+k- T(m-3)n+k + . . . .  8,,T.+t, ) + 8,,,T k, 
T ' "+k [ 2T.(T~,._I).+ k T(m_3)n+k -11- "'" "~-¢~mTk) --¢~mVn_k, 
m--  even, 
m -- odd.  
Proof.  (The argument x will often be deleted for convenience.) If k = 0, then the lemma follows 
by using induction on m in conjunct ion with the well known identity (see [3, (2.5)]) 
r ,+ .  = >_- 0. (2.5) 
Now suppose 1 ~< k < n - 1. For  m --- 1, 2 the lemma follows directly from (2.5). Next,  assume 
that m > 2 is odd and that the lemma holds for the case m-  1. By (2.5) and the induction 
hypothesis we have 
T,,,.+k = 2T,,,.T k - T(,,,_,).+._ k 
---- 2rk { 2r . (  T(m_l)n - T( ra -3 )n  -~- - ~mZ2n)  -~- ~mrn } 
- 2T . (T (m- , ) . _k -  T(m-3)n-k + . . . .  8,._,T2._k) - Sm_,T._,  
= 2T,{ (2T(m_a).T k - To, , _ , ) , _k ) -  (2T(m_a)~T k -- T(m_3)n_k) 
+ . . . .  8m(2T2,,T k - T:,,_k) + 8,,,Tk} -- 8,,,_,T,,_ k. 
That  this last equation is equivalent to the desired result can be establ ished by once again 
appealing to (2.5). The argument for m even is similar. This completes the proof. [] 
Proof of Theorem 1. Note  that there is a polynomial  Q<m-~),,+, such that 
Rn-l(X; Tram+k)= Tn(x)Q(rn_l)n+k(X ) 
since R,,_x(x; Tm,,+,) has value zero at the roots of T n. Lemma 1 provides us with an explicit 
expression for Q < m - 1 ), + k (X). Indeed, since 
(~mZk(x),  m-even,  O<~k<~n-1 ,  
L , _a (x ;T , , , ,+k)=] -8 , , ,T , _k (x ) ,  m-odd,  l<~k<~n-1 ,  
k 0, m - odd, k -- 0, 
we have 
Q(m-1)n + k -~" 
' 2(T<,,,_ 1)~ + k . . . . .  8,,T,+k), m--even,  0~<k <n,  
2(T<m_X),+ k . . . .  +8,,,Tk), m-odd,  1 ~<k <n,  
2(T~,,_,),, . . . . .  8mT2~) + 8,,, m-odd,  k=0.  
(2.6) 
(It can be verified directly that Qo(x)  - 1.) 
Equation(2.3) can be established by  substituting (2.6) into (2.2) and rearranging the resulting 
sum. Inequal ity (2.4) follows immediately from (2.3) by taking absolute values and noting that 
IZk(x)  l < 1, k----0, 1 . . . . .  for -1  <x~< 1. 
We observe that if we write x = cos q~, then (2.3) and (2.4) can be rewritten as 
oo oo  
Rn_ l (x ;  f )=2cos(nq~)  ]~ ( -1 ) " - l  ~ '  dt2,,,_l)n+kcos(kq~) 
m--1  k=0 
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and 
I R,_~(x; f ) l  ~< 21cos(n~) I ~ '  Dk 
k=0 
respectively. 
It is natural to ask if a similar error representation a d bound can be obtained for polynomial 
interpolants in the extrema of T~(x). These points are given by ~j := cos( j~r/n ), j = O, 1 . . . . .  n, 
and are the roots of (1 - x2)U,_l(x) where U~_l(x ) is the Chebyshev polynomial of the second 
kind. Again, assume that f has a series expansion (2.1). Letting L,(x; f )  denote the Lagrange 
polynomial interpolant to f in the points ~j, j = 0, 1 . . . . .  n, we have the following theorem. 
Theorem 2. Using the above notation 
/~,,(x; f )=2(1 -x2)V ,_ l (X )  ~. ( -1 ) "  Y'~ d(2,,,_a),,+kUk_l(x ) 
m=l  k=l  
where R,(x;  f ) :=f (x )  - L,(x; f ) .  Moreover, 
IR , (x ;  f )  l ~<21(1-x2)U , -~(x) l  Z kDk. 
k=l  
(2.7) 
(2.8) 
Note that these formulas also exhibit the interpolating property of L , (x;  f )  and that the 
bound (2.8) depends only on the coefficients given in (2.1). As before, we can write x = cos 
and make the substitution Isin ~ sin(n~) I for I(1 - x2)U,_l(x) I in (2.8). 
The proof of Theorem 2 is similar to that of Theorem 1 and is omitted. We will, however, 
provide the necessary lemmas. 
Lemma 2. For m and n positive integers with m > 1, we have 
' 2U,_x(To,,_I) . - T~,,_3) ~ + . . . .  ~,,T~), m-even,  
Utah-a= 2Un_ l (T (m_ l )n -  T(m_3)n-[- . . . .  8,,,T2~) +8,,U~_,, m-odd.  
The proof of Lemma 2 follows by induction on m and the identity [3, (26)] 
U~+,_x(x)=2T~(x)U,_ l (x) -U~_,_x(x) ,  I t>v, U_a-O.  
Lemma 3. Let m, n and k be positive integers with 1 <~ k <~ n. Then 
( rk -  2 (1  - - + . . . .  
m -- even 
T=~+, = / T"-k-- 2(1 -- x2)U._l(U~m_l)n+k_l- Uo,,_3)n+k_ 1 + "" +8=Uk_x), 
m -- odd. 
The proof of Lemma 3 is by induction on m using Lemma 1 and the identity [3, (25ff)] 
T=,+k(x ) = T, , ,_ , (x)  -- 2(1 -- x2)U=._l(x)Uk_l(X). (2.9) 
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3. Concluding remarks 
Interpolation in the roots and extrema of T. suggests averaging the two interpolants. We 
conclude with a brief discussion of the error representation f this approximation. The average 
polynomial is given by 
H,,(x; f). '= {[L._I(x; f )+ L,,(x; f )] .  
A few simple computations u ing (2.5) and (2.9) yield 
M.(x; f):=½[R._~(x; f )+/~. (x ;  f)] 
oo  oo  oo  
=½Tn(x) E (-1)m-ad(2m-1)n + E ( -1 )  m-1 E d(2m-l)n+kr.+k(x)" 
m=l m=l k=l 
Thus, 
oc  
Im.(x; f )  l <~½[T,,(x)lOo+ ~ Dk. (3.1) 
k=l 
Comparing (3.1) with (2.4) suggests that M,,,(x; f) --- ½R._a(x; f). 
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