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Abstract
For two nonnegative matrices A and B of the same order, the pair (A, B) is primitive if there
exist nonnegative integers h and k such that the sum of all products formed by words consisting
of h A’s and k B’s is a positive matrix. The exponent of the pair (A, B) is the smallest value of
h + k over all such h and k. There is a natural correspondence between two-colored digraphs
and nonnegative matrix pairs. In this paper, we consider the exponent of a especial nonnegative
matrix pair whose associated digraph consists of two cycles.
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1. Introduction
Given a matrix A we use the notation A > 0 to indicate A is a positive matrix, that
is, each of its entries is positive. The notation A  0 indicates that A is a nonnegative
matrix, that is, each of its entries is nonnegative.
 Research supported by Shanxi Natural Science Foundation 20041010.
∗ Corresponding author.
E-mail addresses: ybgao@public.ty.sx.cn, ybgao@nuc.edu.cn (Y. Gao), ylshao@nuc.edu.cn (Y.
Shao).
0024-3795/$ - see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2005.05.004
264 Y. Gao, Y. Shao / Linear Algebra and its Applications 407 (2005) 263–276
Let A and B be nonnegative matrices of order n. For nonnegative integers h and
k define the (h, k)-Hurwitz product, (A,B)(h,k), of A and B to be the sum of all
matrices that are a product of h A’s and k B’s. For example, (A,B)(1,0) = A and
(A,B)(2,2) = A2B2 + ABAB + AB2A + BA2B + BABA + B2A2.
Define the pair (A,B) to be primitive if there exist nonnegative integers h and k
such that h + k > 0 and (A,B)(h,k) > 0. The exponent of the primitive pair (A,B)
is defined to be the minimum value of h + k taken over all pairs (h, k) such that
(A,B)(h,k) > 0. We write exp(A,B) for the exponent of the pair (A,B).
The concept of exponent of nonnegative matrix pair arises naturally in the study
of finite Markov chains (see [2,3]), and some results have already obtained [4–7].
The main goal of this paper is to study the exponents of nonnegative matrix pairs.
We use the notation and terminology for digraphs in [1].
A two-colored digraph is a digraph whose arcs are colored red or blue. We allow
loops and both a red arc and blue arc from i to j . Let D be a two-colored digraph.
D is strongly connected if for each pair (i, j) of vertices there is a walk in D from
i to j . Given a walk w in D, let r(w), respectively, b(w), denote the number of red
arcs, respectively, blue arcs of w. We call w a (r(w), b(w))-walk, and define the
composition of w to be the vector (r(w), b(w)) or[
r(w)
b(w)
]
.
There is a natural correspondence between nonnegative matrix pairs and two-col-
ored digraphs [3]. Let the two-colored digraph D(A,B) be associated with a matrix
pair (A,B). We say D(A,B) is primitive if (A,B) is primitive and the exponent,
exp(D(A,B)), of D(A,B) is exp(A,B). Hence, D(A,B) is primitive if and only
if there exist nonnegative integers h and k with h + k > 0 such that for each pair
(i, j) of vertices there exists an (h, k)-walk in D(A,B) from i to j . The exponent
exp(D(A,B)) is the minimum value of h + k taken over all pairs (h, k) such that for
each pair (i, j) of vertices there exists an (h, k)-walk from i to j [3].
Let D be a two-colored digraph and let C = {γ1, γ2, . . . , γl} be the set of cycles
of D. Set M to be the 2 × l matrix whose ith column is the composition of γi . We
call M the cycle matrix of D. The content of M , denoted content(M), is defined to be
0 if the rank of M is less than 2 and the greatest common divisor of the determinants
of the 2 × 2 submatrices of M , otherwise.
Lemma 1.1 [3]. Let (A,B) be a pair of n × n nonnegative matrices with both A and
B nonzero and let M be the cycle matrix of D(A,B). Then (A,B) is primitive if and
only if D(A,B) is strongly connected and content(M) = 1.
In this paper, we consider the two-colored digraph D in Fig. 1 with n + s
vertices which has at least one red and one blue arc, where s  0, m  s + 1 and
n  m + 1.
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Fig. 1. Digraph D.
Clearly, D has only two cycles. One is an n-cycle and the other is an (n − m +
s + 1)-cycle. Without loss of generality we may assume that the cycle matrix of D
is
M =
[
a b
n − a n − m + s + 1 − b
]
(1)
for some integers a and b with n/2  a  n.
Theorem 1.2. Let D be a two-colored digraph as in Fig. 1 and m = s + 1 + t. Then
D is primitive if and only if t  1, at+1
n
or at−1
n
is integer, and b = a − at+1
n
or
b = a − at−1
n
.
Proof. By (1), det M = a(n − m + s + 1) − bn = a(n − t) − bn = (a − b)n − at .
From Lemma 1.1, D is primitive if and only if content(M) = 1, that is, det M =
±1. Then the theorem follows. 
In this paper, we give the bounds on the exponents and the set of exponents of
families of D for the case m = s + 2.
2. The bounds on the exponents
Let m = s + 2. By Theorem 1.2, D is primitive if and only if a = n − 1, b =
n − 2. In this case D has one n-cycle and one (n − 1)-cycle, and the cycle matrix of
D is
M =
[
n − 1 n − 2
1 1
]
. (2)
This implies that the n-cycle of D contains exactly one blue arc. There are two possi-
bilities. We say D is Type I, if the blue arc is one of n → 1, 1 → 2, . . . , m − 1 → m,
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and D is Type II, otherwise. If D is Type I, the arcs n → n + 1, . . . , n + s → m have
only one blue arc. If D is Type II, all arcs in n → n + 1, . . . , n + s → m are red.
Theorem 2.1. Let D is primitive as in Fig. 1 with m = s + 2. If D is Type I, then
2n2 − 3n + 1  exp(D)  2n2 − 2n + 2sn − s, and if D is Type II, then exp(D) =
2n2 − 4n + 1.
Proof. We first prove that exp(D)  2n2 − 3n + 1 for Type I, and exp(D)  2n2 −
4n + 1 for Type II.
For Type I, suppose that (h, k) is a pair of nonnegative integers such that for all
pairs (i, j) of vertices there is an (h, k)-walk from i to j . By considering i = j = m,
we see that there exist nonnegative integers u and v with[
h
k
]
= M
[
u
v
]
.
Next take i and j to be the initial vertex and terminal vertex, respectively, of the blue
arc on the n-cycle. Then the arcs of each walk from i to j can be decomposed into
the arc from i to j and cycles. Hence,
Mz =
[
h
k − 1
]
has a nonnegative integer solution. Then
z = M−1
[
h
k − 1
]
,
[
u
v
]
− z = M−1
[
0
1
]
,
z =
[
u
v
]
− M−1
[
0
1
]
=
[
u
v
]
−
[
2 − n
n − 1
]
 0.
So v  n − 1. Finally take i and j to be the terminal and initial vertices of the blue
arc on the n-cycle, respectively. Since the only path from i to j has composition
(n − 1, 0),
Mz =
[
h − (n − 1)
k
]
has a nonnegative integer solution. Then
z = M−1
[
h − (n − 1)
k
]
,
[
u
v
]
− z = M−1
[
n − 1
0
]
,
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z =
[
u
v
]
− M−1
[
n − 1
0
]
=
[
u
v
]
−
[
n − 1
1 − n
]
 0.
So u  n − 1. Thus
h + k = [1 1]M
[
u
v
]

[
n n − 1]
[
n − 1
n − 1
]
= 2n2 − 3n + 1.
For Type II, suppose that (h, k) is a pair of nonnegative integers such that for all
pairs (i, j) of vertices there is an (h, k)-walk from i to j . By considering i = j = m,
we see that there exist nonnegative integers u and v with[
h
k
]
= M
[
u
v
]
.
Next take i and j to be the initial vertex and terminal vertex, respectively, of the blue
arc on the n-cycle. Then the arcs of each walk from i to j can be decomposed into
the arc from i to j and cycles. Hence,
Mz =
[
h
k − 1
]
has a nonnegative integer solution. Then
z =
[
u
v
]
− M−1
[
0
1
]
=
[
u
v
]
−
[
2 − n
n − 1
]
 0.
So v  n − 1. Finally take i and j to be the terminal and initial vertices of the blue
arc on the n-cycle, respectively. Since the only path from i to j has composition
either (n − 1, 0) or (n − 2, 0), we have that either
Mz =
[
h − (n − 1)
k
]
or Mz =
[
h − (n − 2)
k
]
has a nonnegative integer solution. Then
z =
[
u
v
]
− M−1
[
n − 1
0
]
=
[
u
v
]
−
[
n − 1
1 − n
]
 0
or
z =
[
u
v
]
− M−1
[
n − 2
0
]
=
[
u
v
]
−
[
n − 2
2 − n
]
 0.
So u  n − 2. Thus
h + k = [1 1]M
[
u
v
]

[
n n − 1]
[
n − 2
n − 1
]
= 2n2 − 4n + 1.
Therefore we have that exp(D)  2n2 − 3n + 1 for Type I, and exp(D)  2n2 −
4n + 1 for Type II.
We next prove that between each pair (i, j) of vertices of D there is a (2n2 −
4n + 1 + 2sn − 3s, 2n − 1 + 2s)-walk for Type I, and (2n2 − 6n + 4, 2n − 3)-walk
for Type II.
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For Type I, let (i, j) be a pair of vertices. Then there is a path pij from i to j with
1  r(pij ) + b(pij )  n + s − 1. We consider the following three cases.
Case 1. 1  i  j  m − 1.
If pij contains a blue arc, then j > i, and the walk that starts at vertex i goes
to vertex m, goes j − i + s times around the (n − 1)-cycle and 2n − j + i − 3 + s
times around the n-cycle, and then goes to vertex j has composition[
j − i − 1
1
]
+ (2n − j + i − 2 + s)
[
n − 1
1
]
+ (j − i + s)
[
n − 2
1
]
=
[
2n2 − 4n + 1 + 2sn − 3s
2n − 1 + 2s
]
.
If pij does not contain any blue arcs, then the walk that starts at vertex i goes to
vertex m, goes n + j − i + s times around the (n − 1)-cycle and n − j + i − 2 + s
times around the n-cycle, and then goes to vertex j has composition[
j − i
0
]
+ (n − j + i − 1 + s)
[
n − 1
1
]
+ (n + j − i + s)
[
n − 2
1
]
=
[
2n2 − 4n + 1 + 2sn − 3s
2n − 1 + 2s
]
.
Case 2. n + 1  i  j  n + s.
If pij contains a blue arc, then j > i, s > 1, and the walk that starts at vertex i
goes to vertex m, goes 2n − j + i − 2 + s times around the n-cycle and j − i − 1 +
s times around the (n − 1)-cycle, and then goes to vertex j has composition[
j − i − 1
1
]
+ (2n − j + i − 2 + s)
[
n − 1
1
]
+ (j − i + s)
[
n − 2
1
]
=
[
2n2 − 4n + 1 + 2sn − 3s
2n − 1 + 2s
]
.
If pij does not contain any blue arcs, then the walk that starts at vertex i goes to
vertex m, goes n − j + i − 1 + s times around the n-cycle and n + j − i − 1 + s
times around the (n − 1)-cycle, and then goes to vertex j has composition[
j − i
0
]
+ (n − j + i − 1 + s)
[
n − 1
1
]
+ (n + j − i + s)
[
n − 2
1
]
=
[
2n2 − 4n + 1 + 2sn − 3s
2n − 1 + 2s
]
.
Case 3. Otherwise, pij contains vertices of the n-cycle and the (n − 1)-cycle, and
0  b(pij )  2. It is clear that 1  r(pij )  n + s − 1 if b(pij ) = 0, 0  r(pij ) 
n + s − 2 if b(pij ) = 1, and n − s − 2  r(pij )  n + s − 3 if b(pij ) = 2. Hence
n + s − 1 − r(pij ) + (n − 2)b(pij )  0, and n + s + r(pij ) − (n − 1)b(pij )  0.
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We consider the walk that starts at vertex i, follows pij to vertex j and along the
way goes around the n-cycle n + s − 1 − r(pij ) + (n − 2)b(pij ) times and the (n −
1)-cycle n + s + r(pij ) − (n − 1)b(pij ) times. Such a walk has composition[
r(pij )
b(pij )
]
+ (n + s − 1 − r(pij ) + (n − 2)b(pij ))
[
n − 1
1
]
+(n + s + r(pij ) − (n − 1)b(pij ))
[
n − 2
1
]
=
[
2n2 − 4n + 1 + 2sn − 3s
2n − 1 + 2s
]
.
Hence exp(D)  2n2 − 2n + 2sn − s for Type I.
For Type II, let (i, j) be a pair of vertices. Then there is a path pij from i to j
with 1  r(pij ) + b(pij )  n + s − 1. We consider the following three cases.
Case 1. 1  i  j  m − 1.
Clearly, pij does not contain any blue arcs. Then the walk that starts at vertex i
goes to vertex m, goes n + j − i − 1 times around the (n − 1)-cycle and n − j +
i − 3 times around the n-cycle, and then goes to vertex j has composition[
j − i
0
]
+ (n − j + i − 2)
[
n − 1
1
]
+ (n + j − i − 1)
[
n − 2
1
]
=
[
2n2 − 6n + 4
2n − 3
]
.
Case 2. n + 1  i  j  n + s.
Clearly, pij does not contain any blue arcs. The walk that starts at vertex i goes
to vertex m, goes n − j + i − 2 times around the n-cycle and n + j − i − 2 times
around the (n − 1)-cycle, and then goes to vertex j has composition[
j − i
0
]
+ (n − j + i − 2)
[
n − 1
1
]
+ (n + j − i − 1)
[
n − 2
1
]
=
[
2n2 − 6n + 4
2n − 3
]
.
Case 3. Otherwise, pij contains vertices of the n-cycle and the (n − 1)-cycle, and
0  b(pij )  1. It is clear that 1  r(pij )  n − 2 if b(pij ) = 0, and 0  r(pij ) 
n + s − 1  2n − 4 if b(pij ) = 1. Hence n − 2 − r(pij ) + (n − 2)b(pij )  0, and
n − 1 + r(pij ) − (n − 1)b(pij )  0. We consider the walk that starts at vertex i,
follows pij to vertex j and along the way goes around the n-cycle n − 2 − r(pij ) +
(n − 2)b(pij ) times and the (n − 1)-cycle n − 1 + r(pij ) − (n − 1)b(pij ) times.
Such a walk has composition[
r(pij )
b(pij )
]
+ (n − 2 − r(pij ) + (n − 2)b(pij ))
[
n − 1
1
]
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+(n − 1 + r(pij ) − (n − 1)b(pij ))
[
n − 2
1
]
=
[
2n2 − 6n + 4
2n − 3
]
.
Hence exp(D)  2n2 − 4n + 1 for Type II.
Then we have that 2n2 − 3n + 1  exp(D)  2n2 − 2n + 2sn − s for Type I,
and exp(D) = 2n2 − 4n + 1 for Type II. The Theorem follows. 
3. The exponent set
In this section, we give the exponent set (i.e. the set of exponents) of families of
D for Type I. The first theorem gives the exponent set for the case s = 0.
Theorem 3.1 [3,7]. Let D be primitive as in Fig. 1 with s = 0 and m = 2(D is called
a two-colored Wielandt graph). If D is Type I, then exp(D) = 2n2 − 3n + 1.
Lemma 3.2. Let D is primitive as in Fig. 1 with s  1 and m = s + 2, 0  x 
m − 2, 1  y  s, and y  x. If the arcs x → x + 1 and n + y → n + y + 1 are
blue (we agree that x = n if x = 0, and n + y + 1 = m if y = s), and the other arcs
are red, then exp(D) = 2n2 + 2(y − x − 1)n − (y − x).
Proof. We first prove that exp(D)  2n2 + 2(y − x − 1)n − (y − x).
Suppose that (h, k) is a pair of nonnegative integers such that for all pairs (i, j) of
vertices there is an (h, k)-walk from i to j . By considering i = j = m, we see that
there exist nonnegative integers u and v with
[
h
k
]
= M
[
u
v
]
.
Next take i = x + 1 and j = n + y. Then the arcs of each walk from i to j can be
decomposed into the path from i to j and cycles. Since the only path from i to j has
composition (n + y − x − 1, 0),
Mz =
[
h − (n + y − x − 1)
k
]
has a nonnegative integer solution. Then
z =
[
u
v
]
− M−1
[
n + y − x − 1
0
]
=
[
u
v
]
−
[
n + y − x − 1
−(n + y − x − 1)
]
 0.
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So u  n + y − x − 1. Finally take i = n + y and j = x + 1. Since the only path
from i to j has composition (n − y + x − 2, 2),
Mz =
[
h − (n − y + x − 2)
k − 2
]
has a nonnegative integer solution. Then
z =
[
u
v
]
− M−1
[
n − y + x − 2
2
]
=
[
u
v
]
−
[−n − y + x + 2
n + y − x
]
 0.
So v  n + y − x. Thus
h + k=[1 1]M
[
u
v
]

[
n n − 1]
[
n + y − x − 1
n + y − x
]
=2n2 + 2(y − x − 1)n − (y − x).
We next prove that between each pair (i, j) of vertices of D there is a (2n2 +
2(y − x − 2)n − 3(y − x) + 1, 2(n + y − x) − 1)-walk.
Let (i, j) be a pair of vertices. Then there is a path pij from i to j with 1 
r(pij ) + b(pij )  n + s − 1. We consider the following three cases.
Case 1. 1  i  j  m − 1.
If pij contains a blue arc, then j > i, and the walk that starts at vertex i goes to
vertex m, goes j − i + y − x times around the (n − 1)-cycle and 2n − j + i + y −
x − 3 times around the n-cycle, and then goes to vertex j has composition
[
j − i − 1
1
]
+ (2n − j + i + y − x − 2)
[
n − 1
1
]
+(j − i + y − x)
[
n − 2
1
]
=
[
2n2 + 2(y − x − 2)n − 3(y − x) + 1
2(n + y − x) − 1
]
.
If pij does not contain any blue arcs, then the walk that starts at vertex i goes to
vertex m, goes n + j − i + y − x times around the (n − 1)-cycle and n − j + i +
y − x − 2 times around the n-cycle, and then goes to vertex j has composition
[
j − i
0
]
+ (n − j + i + y − x − 1)
[
n − 1
1
]
+ (n + j − i + y − x)
[
n − 2
1
]
=
[
2n2 + 2(y − x − 2)n − 3(y − x) + 1
2(n + y − x) − 1
]
.
Case 2. n + 1  i  j  n + s.
If pij contains a blue arc, then j > i, s > 1, and the walk that starts at vertex i
goes to vertex m, goes 2n − j + i + y − x − 2 times around the n-cycle and j − i +
y − x − 1 times around the (n − 1)-cycle, and then goes to vertex j has composition
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[
j − i − 1
1
]
+ (2n − j + i + y − x − 2)
[
n − 1
1
]
+(j − i + y − x)
[
n − 2
1
]
=
[
2n2 + 2(y − x − 2)n − 3(y − x) + 1
2(n + y − x) − 1
]
.
If pij does not contain any blue arcs, then the walk that starts at vertex i goes
to vertex m, goes n − j + i + y − x − 1 times around the n-cycle and n + j − i +
y − x − 1 times around the (n − 1)-cycle, and then goes to vertex j has composition[
j − i
0
]
+ (n − j + i + y − x − 1)
[
n − 1
1
]
+ (n + j − i + y − x)
[
n − 2
1
]
=
[
2n2 + 2(y − x − 2)n − 3(y − x) + 1
2(n + y − x) − 1
]
.
Case 3. Otherwise, pij contains vertices of the n-cycle and the (n − 1)-cycle,
and 0  b(pij )  2. It is clear that 1  r(pij )  n + y − x − 1 if b(pij ) = 0, 0 
r(pij )  n + y − 1 if b(pij ) = 1, and n − y + x − 2 r(pij )  n + s − 3 if b(pij )
= 2. Hence n+ y − x − 1 − r(pij )+ (n − 2)b(pij ) 0, and n + y − x + r(pij ) −
(n − 1)b(pij )  0. We consider the walk that starts at vertex i, follows pij to ver-
tex j and along the way goes around the n-cycle n + y − x − 1 − r(pij ) + (n −
2)b(pij ) times and the (n − 1)-cycle n + y − x + r(pij ) − (n − 1)b(pij ) times.
Such a walk has composition[
r(pij )
b(pij )
]
+ (n + y − x − 1 − r(pij ) + (n − 2)b(pij ))
[
n − 1
1
]
+(n + y − x + r(pij ) − (n − 1)b(pij ))
[
n − 2
1
]
=
[
2n2 + 2(y − x − 2)n − 3(y − x) + 1
2(n + y − x) − 1
]
.
Hence exp(D)  2n2 + 2(y − x − 1)n − (y − x).
Then exp(D) = 2n2 + 2(y − x − 1)n − (y − x). The lemma follows. 
Lemma 3.3. Let D is primitive as in Fig. 1 with s  1 and m = s + 2, 1  x 
m − 1, 0  y  s − 1, and y < x. If the arcs x → x + 1 and n + y → n + y + 1
are blue, and the other arcs are red, then exp(D) = 2n2 + 2(x − y − 2)n − (x −
y) + 1.
Proof. We first prove that exp(D)  2n2 + 2(x − y − 2)n − (x − y) + 1.
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Suppose that (h, k) is a pair of nonnegative integers such that for all pairs (i, j) of
vertices there is an (h, k)-walk from i to j . By considering i = j = m, we see that
there exist nonnegative integers u and v with[
h
k
]
= M
[
u
v
]
.
Next take i = n + y + 1 and j = x. Then the arcs of each walk from i to j can be
decomposed into the path from i to j and cycles. Since the only path from i to j has
composition (n + x − y − 2, 0),
Mz =
[
h − (n + x − y − 2)
k
]
has a nonnegative integer solution. Then
z =
[
u
v
]
− M−1
[
n + x − y − 2
0
]
=
[
u
v
]
−
[
n + x − y − 2
−(n + x − y − 2)
]
 0.
So u  n + x − y − 2. Finally take i = x and j = n + y + 1. Since the only path
from i to j has composition (n − x + y − 1, 2),
Mz =
[
h − (n − x + y − 1)
k − 2
]
has a nonnegative integer solution. Then
z =
[
u
v
]
− M−1
[
n − x + y − 1
2
]
=
[
u
v
]
−
[−n − x + y + 3
n + x − y − 1
]
 0.
So v  n + x − y − 1. Thus
h + k=[1 1]M
[
u
v
]

[
n n − 1]
[
n + x − y − 2
n + x − y − 1
]
=2n2 + 2(x − y − 2)n − (x − y) + 1.
We next prove that between each pair (i, j) of vertices of D there is a (2n2 +
2(x − y − 3)n − 3(x − y) + 4, 2(n + x − y) − 3)-walk.
Let (i, j) be a pair of vertices. Then there is a path pij from i to j with 1 
r(pij ) + b(pij )  n + s − 1. We consider the following three cases.
Case 1. 1  i  j  m − 1.
If pij contains a blue arc, then j > i, and the walk that starts at vertex i goes to
vertex m, goes j − i + x − y − 1 times around the (n − 1)-cycle and 2n − j + i +
x − y − 4 times around the n-cycle, and then sgoes to vertex j has composition[
j − i − 1
1
]
+ (2n − j + i + x − y − 3)
[
n − 1
1
]
+(j − i + x − y − 1)
[
n − 2
1
]
=
[
2n2 + 2(x − y − 3)n − 3(x − y) + 4
2(n + x − y) − 3
]
.
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If pij does not contain any blue arcs, then the walk that starts at vertex i goes to
vertex m, goes n + j − i + x − y − 1 times around the (n − 1)-cycle and n − j +
i + x − y − 3 times around the n-cycle, and then goes to vertex j has composition[
j − i
0
]
+ (n − j + i + x − y − 2)
[
n − 1
1
]
+(n + j − i + x − y − 1)
[
n − 2
1
]
=
[
2n2 + 2(x − y − 3)n − 3(x − y) + 4
2(n + x − y) − 3
]
.
Case 2. n + 1  i  j  n + s.
If pij contains a blue arc, then j > i, s > 1, and the walk that starts at vertex i
goes to vertex m, goes 2n − j + i + x − y − 3 times around the n-cycle and j − i +
x − y − 2 times around the (n − 1)-cycle, and then goes to vertex j has composition[
j − i − 1
1
]
+ (2n − j + i + x − y − 3)
[
n − 1
1
]
+(j − i + x − y − 1)
[
n − 2
1
]
=
[
2n2 + 2(x − y − 3)n − 3(x − y) + 4
2(n + x − y) − 3
]
.
If pij does not contain any blue arcs, then the walk that starts at vertex i goes
to vertex m, goes n − j + i + x − y − 2 times around the n-cycle and n + j − i +
x − y − 2 times around the (n − 1)-cycle, and then goes to vertex j has composition[
j − i
0
]
+ (n − j + i + x − y − 2)
[
n − 1
1
]
+(n + j − i + x − y − 1)
[
n − 2
1
]
=
[
2n2 + 2(x − y − 3)n − 3(x − y) + 4
2(n + x − y) − 3
]
.
Case 3. Otherwise, pij contains vertices of the n-cycle and the (n − 1)-cycle,
and 0  b(pij )  2. It is clear that 1  r(pij )  n + x − y − 2 if b(pij ) = 0, 0 
r(pij )  n + x − 2 if b(pij ) = 1, and n + y − x − 1  r(pij )  n + s − 3 if
b(pij ) = 2. Hence n + x − y − 2 − r(pij ) + (n − 2)b(pij )  0, and n + x − y −
1 + r(pij ) − (n − 1)b(pij )  0. We consider the walk that starts at vertex i, follows
pij to vertex j and along the way goes around the n-cycle n + x − y − 2 − r(pij ) +
(n − 2)b(pij ) times and the (n − 1)-cycle n + x − y − 1 + r(pij ) − (n − 1)b(pij )
times. Such a walk has composition
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[
r(pij )
b(pij )
]
+ (n + x − y − 2 − r(pij ) + (n − 2)b(pij ))
[
n − 1
1
]
+(n + x − y − 1 + r(pij ) − (n − 1)b(pij ))
[
n − 2
1
]
=
[
2n2 + 2(x − y − 3)n − 3(x − y) + 4
2(n + x − y) − 3
]
.
Hence exp(D)  2n2 + 2(x − y − 2)n − (x − y) + 1.
Then exp(D) = 2n2 + 2(x − y − 2)n − (x − y) + 1. The lemma follows. 
Lemma 3.4. Let D is primitive as in Fig. 1 with s  1 and m = s + 2. If
(1) the arcs n → 1 and n → n + 1 are blue and the other arcs are red, or
(2) the arcs m − 1 → m and n + s → m are blue and the other arcs are red, then
exp(D) = 2n2 − 3n + 1.
Proof. From Theorem 2.1 we only need to prove that between each pair (i, j) of
vertices of D there is a (2n2 − 5n + 3, 2n − 2)-walk. Let (i, j) be a pair of verti-
ces. Then there is a path pij from i to j with 1  r(pij ) + b(pij )  n + s − 1. We
consider the following three cases.
Case 1. 1  i  j  m − 1.
Clearly, pij does not contain any blue arcs. Then the walk that starts at vertex i
goes to vertex m, goes n + j − i − 1 times around the (n − 1)-cycle and n − j +
i − 2 times around the n-cycle, and then goes to vertex j has composition[
j − i
0
]
+ (n − j + i − 1)
[
n − 1
1
]
+ (n + j − i − 1)
[
n − 2
1
]
=
[
2n2 − 5n + 3
2n − 2
]
.
Case 2. n + 1  i  j  n + s.
Clearly, pij does not contain any blue arcs. The walk that starts at vertex i goes
to vertex m, goes n − j + i − 1 times around the n-cycle and n + j − i − 2 times
around the (n − 1)-cycle, and then goes to vertex j has composition[
j − i
0
]
+ (n − j + i − 1)
[
n − 1
1
]
+ (n + j − i − 1)
[
n − 2
1
]
=
[
2n2 − 5n + 3
2n − 2
]
.
Case 3. Otherwise, pij contains vertices of the n-cycle and the (n − 1)-cycle,
and 0  b(pij )  1. It is clear that 1  r(pij )  n − 1 if b(pij ) = 0, 0  r(pij ) 
n + s − 2 if b(pij ) = 1. Hence n − 1 − r(pij ) + (n − 2)b(pij )  0, and n − 1 +
r(pij ) − (n − 1)b(pij )  0. We consider the walk that starts at vertex i, follows
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pij to vertex j and along the way goes around the n-cycle n − 1 − r(pij ) + (n −
2)b(pij ) times and the (n − 1)-cycle n − 1 + r(pij ) − (n − 1)b(pij ) times. Such a
walk has composition[
r(pij )
b(pij )
]
+ (n − 1 − r(pij ) + (n − 2)b(pij ))
[
n − 1
1
]
+(n − 1 + r(pij ) − (n − 1)b(pij ))
[
n − 2
1
]
=
[
2n2 − 5n + 3
2n − 2
]
.
Hence exp(D) = 2n2 − 3n + 1. The lemma follows. 
From Lemmas 3.2, 3.3 and 3.4, we obtain the exponent set of families of D for
the case s  1.
Theorem 3.5. Let D is primitive as in Fig. 1 with s  1 and m = s + 2. If D is Type
I, then the exponent set of families of D is {2n2 + 2(k − 1)n − k|k = 0, 1, . . . , s} ∪
{2n2 − 3n + 1}.
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