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a b s t r a c t
We say that two graphs G1 and G2 with the same vertex set commute if their adjacency
matrices commute. In this paper, we find all integers n such that the complete bipartite
graph Kn,n is decomposable into commuting perfect matchings or commuting Hamilton
cycles. We show that there are at most n − 1 linearly independent commuting adjacency
matrices of size n; and if this bound occurs, then there exists a Hadamard matrix of order
n. Finally, we determine the centralizers of some families of graphs.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
For a graph Gwith the vertex set {v1, . . . , vn}, the adjacency matrix of G is the matrix A = [aij] ∈ Mn(R) in which aij = 1,
if vi and vj are adjacent; and otherwise, aij = 0. We say that two graphs G1 and G2 with the same vertex set commute if the
adjacency matrices of G1 and G2 commute. A graphical matrix is a symmetric (0, 1)-matrix all of whose diagonal entries are
0. If A is a graphical matrix, then the graph corresponding to A denoted by G(A). The centralizer of a graph G, denoted C(G),
is the set of all graphical matrices which commute with the adjacency matrix of G. The graph G is called self-centralizer if
G ' G(A), for any non-zero matrix A ∈ C(G). For any n > 2, we use the symbols Jn and jn for the n× nmatrix and the 1× n
matrix all of whose entries are 1, respectively. Also the identity matrix of size nwill be denoted by In. For any i, j, 1 6 i, j 6 n,
we denote by Eij, that element inMn(R)whose (i, j)-entry is 1 and whose other entries are 0. A Hadamard matrix of order n
is a (−1, 1)-matrix H ∈ Mn(R) such that HHT = nIn.
For a vertex v of a graph G, the degree of v is the number of edges incident with v. A graph G is called k-regular if the
degree of each vertex of G is k. A perfect matching M in a graph G is a 1-regular subgraph of G that contains all vertices of
G. We denote the path and the cycle with n vertices by Pn and Cn, respectively. A cycle in G that contains all vertices of G is
called a Hamilton cycle. We denote the complete graph with n vertices and the complete bipartite graph with two parts of
sizes n andm, by Kn and Kn,m, respectively.
In [1], it has been proven that for any n > 2, the complete graph Kn is decomposable into commuting perfect matchings if
and only if n is a power of 2. Also, it has been shown that Kn is decomposable into commuting Hamilton cycles if and only if
n is a prime. In this paper, we investigate the decompositions of the complete bipartite graphs Kn,n into commuting perfect
matchings and commuting Hamilton cycles. Also, we determine the centralizers of some families of graphs.
2. Commuting decompositions of Kn,n
In the first theorem of this section, we wish to determine all integers n for which the graph Kn,n is decomposable into
commuting perfect matchings.
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Theorem 1. Let n be a natural number. The graph Kn,n is decomposable into commuting perfect matchings if and only if n is a
power of 2.
Proof. First assume that n is a power of 2. By Theorem1of [1], we can decomposeKn into n−1 commuting perfectmatchings
with adjacency matrices B1, . . . , Bn−1. Hence Jn − In = B1 + · · · + Bn−1. If A is the adjacency matrix of Kn,n, then using an
appropriate labeling of the vertices of Kn,n, we may suppose that
A =
[
0 Jn
Jn 0
]
= A0 + · · · + An−1,
where
A0 =
[
0 In
In 0
]
and Ai =
[
0 Bi
Bi 0
]
, for i = 1, . . . , n− 1.
Clearly, for any i = 0, . . . , n − 1, Ai is the adjacency matrix of a perfect matching of Kn,n. Moreover, since {B1, . . . , Bn−1}
is a commuting set, {A0, . . . , An} is too. Therefore Kn,n is decomposable into commuting perfect matchings. For the other
direction, suppose that A1, . . . , An are the adjacency matrices related to a decomposition of Kn,n into commuting prefect
matchings. With an appropriate labeling of the vertices of Kn,n, we have
Ai =
[
0 Bi
BTi 0
]
for i = 1, . . . , n,
where B1 = In. The equality A1Ai = AiA1 implies that Bi = BTi . Moreover, for any i, j the equality AiAj = AjAi holds, so we
deduce that BiBj = BjBi. Also, since B1 = In and[
0 Jn
Jn 0
]
=
[
0 B1
B1 0
]
+ · · · +
[
0 Bn
Bn 0
]
,
we conclude that Jn− In = B2+· · ·+Bn. Since for i = 2, . . . , n, G(Ai) is a perfect matching of Kn,n, the latter equation shows
that Bi is a permutation (0, 1)-matrix all of whose diagonal entries are 0. Hence G(B2), . . . ,G(Bn) are commuting perfect
matchings of Kn that decompose Kn. Now, by Theorem 1 of [1], n is a power of 2. 
Lemma 2. Let n be an odd number. If B is the adjacency matrix of the cycle Cn, then
A =
[
0 B
B 0
]
is the adjacency matrix of a Hamilton cycle in Kn,n.
Proof. Clearly, A is a graphical matrix and G(A) is a 2-regular graph. Using Theorem 3.1.2 of [4], we have
det(xI2n − A) = det
[
xIn −B
−B xIn
]
= det(xIn − B) det(xIn + B). (1)
Since Cn is a connected 2-regular graph, 2 is a simple eigenvalue of B. Furthermore, since n is odd, Cn is not a bipartite graph
and so by Theorem 31.9 of [5],−2 is not an eigenvalue of B. Hence (1) shows that 2 is a simple eigenvalue of A. Since G(A)
is a 2-regular, it is a Hamilton cycle in Kn,n, as desired. 
LetD = {G0, . . . ,Gk} be a decomposition of a graph G into some of its subgraphs. We say thatD is quasi-Hamiltonian if
G0 is a perfect matching in G and G1, . . . ,Gk are Hamilton cycles of G.
Theorem 3. Let n be an odd number. The graph Kn,n has a commuting quasi-Hamiltonian decomposition if and only if n is a
prime number.
Proof. Let n = 2s+ 1, for some s > 0. First suppose that n is a prime number and
A =
[
0 Jn
Jn 0
]
is the adjacency matrix of Kn,n. From Corollary 2 of [1], we know that Kn is decomposable into commuting Hamilton cycles
with adjacency matrices B1, . . . , Bs. Since Jn − In = B1 + · · · + Bs, using Lemma 2, we conclude that
P =
{
G
([
0 In
In 0
])
,G
([
0 B1
B1 0
])
, . . . ,G
([
0 Bs
Bs 0
])}
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is a quasi-Hamiltonian decomposition of Kn,n. Moreover, since {B1, . . . , Bs} is a commuting set, it is easily verified that
every pair of graphs in P commutes, as desired. For the other direction, assume that {A0, . . . , As} is a commuting quasi-
Hamiltonian decomposition of Kn,n. By choosing an appropriate labeling of the vertices of Kn,n, we may suppose that
A0 =
[
0 In
In 0
]
and Ai =
[
0 Bi
BTi 0
]
, for i = 1, . . . , s.
Since A0Ai = AiA0, Bi = BTi , for any i > 1. Moreover, Jn− In = B1+· · ·+Bs, hence Bi is a graphical matrix and obviously G(Bi)
is a 2-regular graph, for i = 1, . . . , s. Since G(Ai) is a 2-regular connected graph, 2 is a simple eigenvalue of Ai. By applying
(1), we conclude that the multiplicity of eigenvalue 2 of Bi is 1, for i = 1, . . . , s. This implies that G(Bi) is a connected
graph and therefore Q = {G(B1), . . . ,G(Bs)} is a decomposition of Kn into Hamilton cycles. Furthermore, {A1, . . . , As} is a
commuting set, so it can be easily checked that any pair of graphs in Q commutes. Now, Corollary 4 of [1] yields that n is a
prime number. 
Theorem 4. Let n be an even number. The graph Kn,n is decomposable into commuting Hamilton cycles if and only if n is a power
of 2.
Proof. For each permutation pi on {1, . . . ,m}, assume that Ppi = [pij] ∈ Mm(R) is the permutation matrix corresponding
to pi , that is, pij = 1 if and only if j = pi(i). Clearly, G(Ppi + PTpi ) is a Hamilton cycle in Km if and only if pi is a cycle of
length m. First suppose that Kn,n is decomposable into commuting Hamilton cycles. So the number of these cycles is n/2.
Label the vertices of two parts of Kn,n by X = {1, 3, . . . , 2n − 1} and Y = {2, 4, . . . , 2n}. With no loss of generality, we
may assume that C = G(Pσ + PTσ ) is one of the Hamilton cycles appeared in the commuting decomposition of Kn,n, where
σ = (1 2 . . . (2n)). Let G be the set of all Hamilton cycles in K2n which have no common edge with C and commute with
C . By Theorem 4 of [1], any element of G has the form G(Pσ k + PTσ k), where k ∈ {1, . . . , 2n} and k and 2n are coprime. For
any k, we have PT
σ k
= Pσ 2n−k , so |G| 6 φ(2n)/2, where φ is Euler function. This implies that n2 6 φ(2n)2 . Let n = 2tno, for
some t > 1 and odd number no. Since φ is an arithmetic function, φ(2n) = 2tφ(no) and thus the above inequality yields
that no 6 φ(no). From this we conclude that no = 1, so n is a power of 2, as desired. For the other direction, suppose that n
is a power of 2. Clearly,
H = {G (Pσ k + PTσ k)∣∣ k is odd and k < n}
is a set of commuting Hamilton cycles in K2n. For any k, we have Pσ k + PTσ k =
∑2n
i=1(Eii′ + Ei′i), where i′ = i + k (mod 2n).
Then one can easily see that no pair ofH has common edge. Furthermore, i 6= i′ (mod 2) for any i, hence for each H ∈ H ,
every edge of H meets X and Y . Since |H | = n/2,H is a decomposition of Kn,n into commuting Hamilton cycles. 
3. Commuting graphical matrices and Hadamard matrices
In Proposition 2.3.6 of [3], Heinze has determined the centralizers of the complete graph Kn and the complete bipartite
graph Kn,n. In this section, we obtain the centralizers of some other graphs. First we find the maximum size of a linearly
independent set of commuting graphical matrices.
Theorem 5. If A is a linearly independent set of commuting graphical matrices in Mn(R), then |A| 6 n − 1. Moreover, if the
equality holds, then there exists a Hadamard matrix of order n. In particular, in the equality case, either n 6 2 or n is divisible
by 4.
Proof. Since A is a commuting diagonalizable set, there exists an orthogonal matrix P = [pij] ∈ Mn(R) such that PTAP is a
linearly independent set of diagonal matrices with trace 0. This shows that |A| 6 n− 1. Now, suppose that |A| = n− 1 and
let A = {A1, . . . , An−1}. Since tr Aj = 0, it is easy to see that {In} ∪ PTA P is a linearly independent set of diagonal matrices
in Mn(R). So it is a basis for the linear space of diagonal matrices. Therefore, for j = 1, . . . , n, there exist real numbers
λj0, . . . , λj,n−1 such that
Ejj = λj0In + λj1PTA1P + · · · + λj,n−1PTAn−1P,
and so
PEjjPT = λj0In + λj1A1 + · · · + λj,n−1An−1. (2)
Since tr A1 = · · · = tr An−1 = 0, the relation (2) implies that 1 = tr(PEjjPT) = nλj0, for j = 1, . . . , n. Hence λj0 = 1/n, for
j = 1, . . . , n. Furthermore, for any i, j, the (i, i)-entry of PEjjPT is p2ij. On the other hand, all diagonal entries of the right side
of the equality (2) are λj0, thus for any i, j, p2ij = 1/n. Now, if we put H = n
1
2 P , then H is a (−1, 1)-matrix and HHT = nIn.
Therefore H is a Hadamard matrix of order n and by Theorem 18.1 of [5], either n 6 2 or n is divisible by 4. 
Remark 6. Let n be a power of 2. By Theorem 1 of [1], the complete graph Kn is decomposable into commuting perfect
matchings. It is clear that the adjacency matrices of these perfect matchings are linearly independent. Hence there exists a
linearly independent set of commuting graphical matrices of size n− 1, when n is a power of 2.
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4. The centralizers of some families of graphs
For any n > 1, let Pn(x) be the characteristic polynomial of the path Pn. In [2], Beezer has asked when a polynomial in a
graphical matrix A yields a graphical matrix. In Theorem 3.1 of [2], a solution in the case that G(A) is a path has been given
as follows.
Theorem A. For any n > 1, let An be the adjacency matrix of Pn and suppose that f (x) ∈ R[x] is a non-zero polynomial of degree
less than n. Then f (An) is a graphical matrix if and only if f (x) = P2i−1(x), for some i, 1 6 i 6 bn/2c.
Theorem 7. For any n > 1, let An be the adjacency matrix of Pn. Then
C(Pn) = {P2i−1(An)|1 6 i 6 bn/2c} .
Proof. We know that all eigenvalues of Pn are mutually distinct. So the characteristic polynomial and the minimal
polynomial of An are the same. Thus by Theorem 39.1.2 of [4], any matrix commuting with An is a polynomial in An. Now, by
Theorem A the assertion is proved. 
For any n,m > 1, let Wn,m be the graph obtained from Kn by joining m new vertices to each vertex of Kn as pendant
vertices. Note that the graphWn,m has n(m+ 1) vertices.
Theorem 8. For any n,m > 1, the only connected graph commuting with Wn,m is Wn,m. In addition, the graph K1,m is self-
centralizer.
Proof. We label the vertices of Wn,m by 1, . . . , n for the vertices of Kn and for any i, 1 6 i 6 n, we use the labels
n+ (i− 1)m+ 1, . . . , n+ im for the vertices that are adjacent to the ith vertex of Kn. Thus the adjacency matrix ofWn,m is
A =
[
Jn − In In ⊗ jm
In ⊗ jTm 0nm
]
.
Suppose that
B =
[
X Y
Y T Z
]
commutes with A, where X = [xij] ∈ Mn(R). The equality AB = BA yields that (In ⊗ jTm)Y = Y T(In ⊗ jm). It is not hard to
see that the latter equality implies that there exists a symmetric (0, 1)-matrix C = [cij] ∈ Mn(R) such that Y = C ⊗ jTm.
Moreover, it is easily verified that for every two matrices R ∈ Mr×k(R) and S ∈ Mk×s(R), the equality R(S ⊗ jm) = RS ⊗ jm
holds. Now, the relation AB = BA yields that (Jn− In)Y+(In⊗ jm)Z = X(In⊗ jm) and hence (In⊗ jm)Z = (X−(Jn− In)C)⊗ jm.
Let Z = [Pij]16i,j6n , where Pij is a (0, 1)-matrix inMm(R). By multiplying the latter equality by In ⊗ jTm from the right side, we
have
[σ(Pij)] = m (X − (Jn − In)C) , (3)
where σ(Pij) is the sum of all entries of the matrix Pij. For any i, we have σ(Pii) = m(xii −∑j6=i cij). Since Z is a (0, 1)-
matrix and all diagonal entries of X are 0, from the latter equality we conclude that C is a diagonal matrix. Note that Z is a
symmetric matrix and σ(Pij) = jmPijjTm, for any i, j. Hence by (3), we deduce that (Jn− In)C is a symmetric matrix. This yields
that c11 = · · · = cnn. Obviously, if C = 0, then G(B) is not connected. So assume that C = In. Since σ(Pij) > 0 and X is a
(0, 1)-matrix, (3) implies that X = Jn− In and thus Z = 0. Therefore we obtain that A = B, as desired. Furthermore, if n = 1
and C = 0, then from (3) we conclude that B = 0. This shows thatW1,m = K1,m is self-centralizer. 
In the following, for any n > 1, Fn denotes the friendship graph on 2n+ 1 vertices, that is, the graph formed by n triangles
which have a common vertex.
Theorem 9. For any n > 1, the graph Fn is self-centralizer.
Proof. Label the vertices of Fn such that, for i = 1, . . . , n, {1, 2i, 2i + 1} be the vertices of the ith triangle of Fn. Let X be a
non-zero graphical matrix such that G(X) commutes with Fn. Suppose that Y is the adjacency matrix of Fn and
X =
[
0 x
xT A
]
,
where x is a (0, 1)-vector inM1×2n(R). Also, we have
Y =
[
0 j2n
jT2n B
]
, where B = In ⊗
[
0 1
1 0
]
∈ M2n(R).
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Using the equality XY = YX , we find that j2nA = xB and jT2nx+ BA = xTj2n+ AB. By multiplying the latter equality by j2n, we
obtain that 2nx+ j2nBA = sj2n + j2nAB, where s is the sum of all entries of x. Using the equations j2nA = xB, j2nB = j2n, and
B2 = In, we have
2nx+ xB = sj2n + x. (4)
If x = 0, then the relation j2nA = xB yields that A = 0. This is impossible, since X 6= 0. Thus we may assume that for some
index i, the ith entry of x is 1. Moreover, for n = 1 the assertion is clear, so assume that n > 2. To obtain a contradiction,
suppose that s 6 2n− 1. The ith entry of left side of (4) is at least 2n and the ith entry of its right side is s+ 1. This implies
that s > 2n− 1 and so exactly one entry of x is 0. Hence there exists an index k such that the kth entry of both x and xB are
1. Now, the kth entry of the left side and the right side of (4) are 2n+ 1 and 2n, respectively. This is impossible, so s = 2n.
This means that x = j2n. Therefore j2nA = j2nB = j2n, hence G(A) is a perfect matching with 2n vertices. Thus G(X) ' Fn and
the proof is complete. 
For any n > 2 andm > 3, let Sn,m be the starlike treewhich obtained by joining a vertex υ tom end points ofmmutually
disjoint paths Pn. If we label the vertexυ by 1 and all verticeswith distance i ofυ by {(i−1)m+2, . . . , im+1} for i = 1, . . . , n,
then the adjacency matrix of Sn,m is
An,m =

0 jm 0 · · · 0
jTm 0 Im ©
0 Im
. . .
. . .
...
. . .
. . . Im
0 © Im 0
 .
Theorem 10. Let n > 2 and m > 3. Then every non-zero element of C(Sn,m) has the form
0 jm 0 · · · 0
jTm 0 P ©
0 P
. . .
. . .
...
. . .
. . . P
0 © P 0
 ,
where G(P) is a perfect matching on m vertices. In particular, the graph Sn,m is self-centralizer.
Proof. Let
X =

0 x1 · · · xn
xT1 X11 · · · X1n
...
...
. . .
...
xTn Xn1 · · · Xnn

be a non-zero element of C(Sn,m). Since the first rows of two matricesAn,mX and XAn,m are the same, we conclude that
jmX11 = x2, (5)
jmX1j = xj−1 + xj+1, for j = 2, . . . , n− 1, (6)
and
jmX1n = xn−1. (7)
Also, by considering the (i, j)-blocks of two sides of the equality An,mX = XAn,m for i, j ∈ {2, . . . , n + 1}, we obtain the
following equations.
jTmx1 + X21 = xT1jm + X12. (8)
jTmxj + X2j = X1,j−1 + X1,j+1, for j = 2, . . . , n− 1. (9)
jTmxn + X2n = X1,n−1. (10)
Xi−1,j + Xi+1,j = Xi,j−1 + Xi,j+1, for any i, j, 2 6 i, j 6 n− 1. (11)
Xi−1,n + Xi+1,n = Xi,n−1, for i = 2, . . . , n− 1. (12)
Xn−1,n = Xn,n−1. (13)
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For k = 1, . . . , n, defineDk = {Xs,n−k+s | 1 6 s 6 k} and letD0 = {0m}. By induction on k, we prove the following assertions
for k = 1, . . . , n− 1.
Pk : xn−k+1 = 0,Dk−1 = {0}, and |Dk+1| = 1.
First assume that k = 1. By multiplying two sides of (10) by jm, we find that mxn + jmX2n = jmX1,n−1. Using the Eq. (6) for
j = n − 1, we obtain that (m − 1)xn + jmX2n = xn−2. Since m > 3 and xn−2 is a (0, 1)-vector, xn = 0 and so by (10), P1 is
proved. Now, suppose that k > 2 and Pt is true for any t , 1 6 t 6 k− 1. If k > 3, then we first show that
X2,n−k+1 = X3,n−k+2 = · · · = Xk,n−1. (14)
By (11), we have Xs−1,n−k+s + Xs+1,n−k+s = Xs,n−k+s−1 + Xs,n−k+s+1, for s = 2, . . . , k − 1. Since |Dk−1| = 1, Xs−1,n−k+s =
Xs,n−k+s+1. Thus Xs,n−k+s−1 = Xs+1,n−k+s, for any s, 2 6 s 6 k− 1. This establishes (14).
Now, we show that xn−k+1 = 0. If k > 3, then since Pk−2 is true, xn−k+3 = 0. By multiplying two sides of (9) by jm
for j = n − k + 1 and using the relations (6) and (7), we find that mxn−k+1 + jmX2,n−k+1 = jmX1,n−k + jmX1,n−k+2 =
xn−k−1 + xn−k+1 + xn−k+1, for any k > 2. By applying (14), we obtain that (m − 2)xn−k+1 + jmXk,n−1 = xn−k−1. Using the
Eq. (12) for i = k, we have
Xk,n−1 = Xk−1,n + Xk+1,n. (15)
By |Dk−1| = 1, we have Xk−1,n = X1,n−k+2. Moreover, since xn−k+3 = 0, the Eq. (6) for j = n − k + 2 implies that
jmX1,n−k+2 = xn−k+1. Now, by multiplying two sides of (15) by jm, we obtain that jmXk,n−1 = xn−k+1 + jmXk+1,n. This yields
that (m−1)xn−k+1+jmXk+1,n = xn−k−1. Sincem > 3 and xn−k−1 is a (0, 1)-vector, the latter equation implies that xn−k+1 = 0.
This yields that X1,n−k+2 = 0. From |Dk−1| = 1 and X1,n−k+2 ∈ Dk−1, we conclude that Dk−1 = {0}. Thus the Eq. (9) for
j = n − k + 1 implies that X2,n−k+1 = X1,n−k. On the other hand, Dk−1 = {0} yields that Xk−1,n = 0. So the Eq. (12) for
i = k implies that Xk,n−1 = Xk+1,n. Now, by applying (14), we obtain that |Dk+1| = 1 and so Pk is true. Therefore Pt holds for
t = 1, . . . , n− 1.
We have x2 = 0, so by (5) we find that X11 = 0 and thus Dn = {0}. Since {X12, Xn−1,n} ⊆ Dn−1, we conclude that
X12 = Xn−1,n. Moreover, we know that Xn,n−1 = XTn−1,n, therefore (13) yields that X12 is a symmetric matrix. Hence (8)
implies that the all entries of x1 are the same. On the other hand, using the Eq. (6) for j = 2, we find that jmX12 = x1 + x3.
Since X is a non-zeromatrix, X12 6= 0. Thus the equality x3 = 0 yields that x1 = jm and so every column of X12 has exactly one
non-zero entry. But X12 is a symmetric matrix, hence it is a permutation matrix. Now, clearly G(X12) is a perfect matching
withm vertices and Sn,m ' G(X), as desired. 
We recall that the Cartesian product G× H of two graphs G and H is the graph whose vertex set is the cartesian product
of the vertex sets of G and H such that two vertices (g1, h1) and (g2, h2) are adjacent if (i)g1 = g2 and h1− h2 is an edge of H
or (ii)h1 = h2 and g1− g2 is an edge of G. The following theorem shows that the commutativity of graphs is invariant under
Cartesian product.
Theorem 11. Let {G1,G2} and {H1,H2} be two pairs of graphswith the same order. Then {G1×H1,G2×H2} is a pair of commuting
graphs if and only if {G1,G2} and {H1,H2} are commuting pairs.
Proof. Let Ai ∈ Mn(R) and Bi ∈ Mm(R) be the adjacency matrices of Gi and Hi, respectively, for i = 1, 2. Then the adjacency
matrix of the graph Gi×Hi is Ai⊗ Im+ In⊗Bi, for i = 1, 2. It is straightforward to see that twomatrices A1⊗ Im+ In⊗B1 and
A2 ⊗ Im + In ⊗ B2 commute if and only if (A1A2 − A2A1)⊗ Im + In ⊗ (B1B2 − B2B1) = 0. Clearly, this equation is equivalent
to A1A2 − A2A1 = B1B2 − B2B1 = 0. 
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