Let us say that a set of the form {(x, y) ∈ G 1 × G 2 : α(x) = 0, β(y) = 0, γ(x, y) = 0} for linear maps α :
p and bilinear map γ :
p is a bilinear variety of codimension t = t 1 + t 2 + t 3 . We may combine the two theorems above into a single result. As we have mentioned, bilinear maps defined on a bilinear variety in general cannot in general be extended to global bilinear maps, so Corollary 3 is best we can hope for in a qualitative sense.
For a simple example of a non-extendable map, take the variety B = {(x 1 , x 2 ; y 1 , y 2 ) ∈ F 2 p × F 2 p : x 1 y 1 − x 2 y 2 = 0}. We may partition B into sets Z, B λ , where λ ∈ F p \ {0}, defined by Z ={(0, 0; y 1 , y 2 ) : y 1 , y 2 ∈ F p } ∪ {(x 1 , x 2 ; 0, 0) : x 1 , x 2 ∈ F p } ∪ {(0, x 2 ; y 1 , 0) : x 2 , y 1 ∈ F p } ∪ {(x 1 , 0; 0, y 2 ) : x 1 , y 2 ∈ F p } and B λ = {(λx, x; y, λy) : x, y ∈ F p \ {0}}.
Let f : F p \ {0} → F p be any map. Define a map φ : B → F p by φ(x 1 , x 2 ; y 1 , y 2 ) = 0, when (x 1 , x 2 ; y 1 , y 2 ) ∈ Z, and φ(x 1 , x 2 ; y 1 , y 2 ) = f (λ)x 2 y 1 , when (x 1 , x 2 ; y 1 , y 2 ) ∈ B λ , λ = 0. It is easy to check that φ is a bilinear map on B for any choice of f .
To see that φ cannot be extend to a global bilinear map, it suffices to show that the restriction ψ : {(x, x) : x ∈ F p } → F p defined by ψ(x, x) = φ(x, 1; 1, x), cannot be extended to a biaffine map on F p × F p for some f . Observe that ψ(x, x) = f (x) when x = 0, and ψ(0, 0) = 0, so there are p p−1 different ψ we may get, while there are only p 4 biaffine maps on F p × F p .
The aim of this note is to generalize Corollary 3 to the multivariate case. Let F be a finite field, which we shall regard as fixed, and now let G 1 , . . . , G k be vector spaces over F. We define a multilinear variety of codimension d in G 1 × . . . × G k to be a set of the form {(x 1 , . . . , x k ) ∈ G 1 × . . . × G k :
(∀i ∈ Note that the constants C k and D k do not depend on the cardinality of F.
This result relies crucially on power-type bounds for partition rank in terms of analytic rank, which were independently proved by Janzer [4] and the second author [8] . (The relevant definitions and a precise statement of the result will be given at the end of §2.) Let us also note that Kazhdan and Ziegler generalized Theorem 1 in [5] , but their result, like Theorem 1, has the crucial assumption that the domain of the given map is a variety of high rank. However, in higher dimensions, finding a high rank subvariety inside the given variety leads to significantly worse bounds than those in Theorem 4.
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Notation. In the rest of the paper, we use the following abbreviations in situations where we have many indices appearing in predictable patterns. Given a sequence x 1 , . . . , x m , we shall denote it by
, and more generally if I ⊂ [m] then we shall write x I for the subsequence with indices that run through I. We shall do the same for products of the spaces G i as well:
and G I for i∈I G i . For example, instead of writing α : i∈I G i → F and α(x i : i ∈ I), we write α : G I → F and α(x I ). Also, we refer to the zero set of a multiaffine map α :
H is a vector space over F, as a variety, and the codimension of a variety is dim H. Another convention we adopt is that we write Ex , without specifying the set from which x is taken, when this causes no confusion. Frequently we shall consider 'slices' of sets S ⊂ G [k] , by which we mean sets
denotes not the concatenation of the two sequences but the sequence w [k] , where w i = x i when i ∈ I and w i = y i when i ∈ [k] \ I.) Occasionally, we might have a single element z ∈ G i instead of x I , and in this case we write S i:z for the resulting slice, since the direction i is not clear from the notation z, unlike in the case of x I . In other words, S i:z is the set {y [k]\{i} : (z, y [k]\{i} ) ∈ S} (with a similar interpretation of (z, y [k]\{i} )). Finally, for each vector space G i , fix a dot product. We need this for the characterization of linear forms on G i -each linear form φ : G i → F takes the form φ(x) = x·u for some element u ∈ G i .
Define a graph G with vertex set G [k] by putting edges between points that differ in a single coordinate. We say that a set S ⊂ G [k] is connected if the induced graph G[S] is connected. The diameter of S is the largest distance between two vertices in the graph G[S]. In the rest of the paper, we fix a non-trivial multiplicative character χ : F → C.
Proposition 5 (One-sided regularity lemma [8] ). Write c k = 4(k + 1). Let ρ : G [k] → F and
. . , r) be multilinear maps. Let I = {i ∈ [r] :
for any choice of λ ∈ F I . Then the set of
. . , r is connected and has diameter at most (2k + 1)(2 k − 1).
Corollary 6. Let ρ, β 1 , . . . , β r be as in Proposition 5. Let
with the following properties.
• Any two consecutive points differ in exactly one coordinate.
• The first point q 0
[k] is equal to x [k] , and the last point q
• The number s is at most (2k + 1)(2 k − 1).
• We have ρ(q
Proof. By Proposition 5 the set
is connected and of diameter at most (2k + 1)(2 k − 1). Hence, there is a sequence q
that satisfies the first three of the listed properties, ρ(q
By induction on t ∈ [0, s], we show that there is a sequence p
that satisfies the first three of the listed properties, where we relax the first property to allow consecutive points to be equal, and that also satisfies a modified version of the last property, namely that ρ(p 
by multiplying their c-coordinate by λ. It is easy to check that the modified sequence satisfies all the properties.
Once we have a sequence for t = s, remove points that are equal to their predecessor to finish the proof.
We shall also need to know that the set considered in the results above is necessarily non-empty.
To prove this we need two simple lemmas.
Lemma 8 (Lovett, Lemma 2.1 [7] ). Suppose that α : G [k] → F is a multiaffine form with multilinear part α lin . Then
To save space, given multilinear forms β 1 , . . . , β r and λ ∈ F r , we shall write λ · β for the multilinear
→ F be multilinear forms and let m ∈ N be such that for all choices of λ ∈ F r ,
Then for any multilinear forms γ i :
such that
Proof. Suppose that, on the contrary, whenever a point
and
The set of such points is a Bohr variety of codimension at most k + m, so by Lemma 7,
By Lemma 8, this is at most Eλ∈F
, which by hypothesis is less than
. This is a contradiction, so the lemma is proved.
The purpose of the next lemma is to enable us to deduce the value that φ takes at certain points in a situation where, because φ is not defined everywhere, one cannot straightforwardly expand and use bilinearity.
Lemma 10. Let U ≤ G 1 and V ≤ G 2 be subspaces and let β :
∈ B be points such that ρ(x, y) = ρ(z, w) = ρ(u, v) = 1 and ρ = 0 for all other points in {x, z, u} × {y, w, v}. Let φ : B 0 → H be a bilinear map. Then, for all l ∈ F, we have
Also,
Remark. Here and in the rest of the paper, whenever φ is a map with domain D and we write an expression of the form φ(p), we are tacitly stating that the point p lies in D.
Proof. Note first that our hypotheses imply that all the points where we evaluate φ do indeed belong to B 0 . We prove the claim by induction on l. For l = 1, the claim is easy to check. Assume now that it holds for some l − 1. Then
where we applied the induction hypothesis in the last line.
To deduce the second equality in the statement, use the first equality with l = 0 to write φ(x − z, y + w) in terms of other summands.
Finally, we shall also need polynomial bounds for partition rank in terms of analytic rank, whose definitions we now recall. Let α :
The partition rank of α, introduced by Naslund in [9] , is the smallest r such that α can be writ-
The analytic rank of α, introduced by Gowers and Wolf in [3] , is defined to be the quantity
When k = 2, it is straightforward to check that both the partition rank and the analytic rank are equal to the rank of α in the usual linear-algebraic sense. However, when k ≥ 3 the situation is more complicated, partly because there are many competing algebraic definitions of rank. The fact that partition rank can be bounded in terms of analytic rank was proved by Bhowmick and Lovett in [1] , where they obtained Ackermannian bounds. As was very recently proved, one may in fact take polynomial bounds.
Theorem 11 (Janzer [4] , Milićević [8] ). Note that the proof in [8] yields constants C k and D k that do not depend on the cardinality of the field F. In the special case of polynomials on a single vector space, this was conjectured by Kazhdan and Ziegler [5] , [6] .
∈ B differ in a single coordinate, the point x ⊖ y belongs to B as well.
be another F-vector space and let φ : B 0 → H be a multilinear map, i.e., a map such that whenever
Then, for each z [k] ∈ B \ B 0 and h 0 ∈ H, there is a unique multilinear map φ ext : B → H such that
Remark. The theorem says that if ρ is sufficiently quasirandom with respect to the other forms β i , then we may uniquely extend φ to the larger variety B that we obtain by removing ρ from the definition of the domain of φ. This observation is crucial and it allows us to avoid strong assumptions such as the domain variety having high rank (as in the result of Kazhdan and Ziegler).
The proof splits up into several stages. We begin by explaining how the map φ ext is defined.
To simplify the writing slightly, we assume that ρ(z [k] ) = 1, which we may do without loss of
with the properties stated in the conclusion of that corollary, the fourth of which gives us that ρ(q
i . For an integer s, we call a sequence that satisfies the first, second and fourth properties of the corollary s-good if s ≤ s. In particular, the corollary says that there is always a (2k + 1)(2 k − 1)-good sequence.
Assume for a moment that φ ext : B → H is a multilinear map that extends φ. Then, since each
From this we see that if φ ext exists, it has to be unique.
We use this observation to define the map φ ext . For each it will simplify the proof that the map φ ext we are defining is multilinear.) We then take
It remains to show that φ ext is well-defined and multilinear.
3.1. The extension map is well-defined.
As a slight digression, we note that if φ were a global multilinear map, then this would be trivial to prove, since φ(q
[k] ), and so on, and φ(q
We mimic this proof, by using Lemma 9 to find a point 'orthogonal' to the sequence q i
[k] . First we prove the following claim that exploits the properties of such a point (and explains the meaning of 'orthogonality' we have in mind).
In the proof below, and in subsequent arguments, when we write an expression of the form (a i ) i∈F , (b i ) i∈E\F , it should be understood as the sequence (c i ) i∈E such that c i = a i when i ∈ F and (λ 1 x 1 , . . . , λ k x k ) be an s-good sequence and let ν 1 , . . . , ν k ∈ F be non-zero scalars such that i∈ [k] 
be a point that satisfies the conditions
Repeating this argument once for each coordinate apart from the dth and using the fact that q i j = q i+1 j whenever j = d, we arrive at the expression
. . ,
Expanding this out gives
To see why, note that the first term on the left-hand side expands to the first two terms on the right-hand side. And after that, each set I arises from the expansion of the jth summand in one of the sums on the left-hand side only when j = max I.
Using this, and writing
, we obtain a telescoping sum from the first two terms, and therefore find that
and the claim follows after recalling that q
To complete the proof that φ ext is well defined, we shall need a point e [k] with slightly stronger properties than the ones used in Proposition 13. The first property is the same, the second and third are the same but now for two s-good sequences rather than just one, and the fourth is new.
Proposition 14. Given a point z [k] and s-good sequences q
, there is a point e [k] that satisfies the following conditions.
is at most f −(m+1)2 k+2 , where
Proof. We begin the proof by using Lemma 9 to find at least one point that satisfies properties (i),
(ii) and (iii). To achieve this, we consider the following multilinear forms.
• For each proper non-empty subset I [k] and each i ∈ [0, s] we take the form that maps
• For each proper non-empty subset I [k] and each i ∈ [0, t] we take the form that maps
• For each i ∈ [0, s], each j ∈ [m], and each non-empty proper subset J ⊂ I j , we take the form that maps
• For each i ∈ [0, t], each j ∈ [m], and each non-empty proper subset J ⊂ I j , we take the form that maps
Assumption (2) of Theorem 12 implies that for all λ ∈ F I , 
On the other hand, for each c 1 , c 2 ∈ [k], µ ∈ F Ic 1 ,c 2 , we have
since the inner expectation on the left-hand side is always a nonnegative real. By Lemma 8, the right-hand side is at most
which, using assumption (2) of Theorem 12 again, is at most
From this we deduce that the set
has size |X c 1 ,c 2 |≤
Thus, there is a choice of e [k] such that the properties (i),
(ii) and (iii) hold and for each distinct c 1 , c 2 ∈ [k] and each λ ∈ (F \ {0})
[k]\{c 1 ,c 2 } , the sequence
does not belong to X c 1 ,c 2 , which completes the proof.
Next, we exploit the property (iv) to understand how the values of φ(
Proposition 15. Suppose that z [k] and e [k] have the properties listed in Proposition 14. Then, for
Proof. It suffices to prove the claim for the case when σ i = τ i for i ∈ [k] \ {c 1 , c 2 }, for some pair of coordinates c 1 , c 2 , and σ c 1 = δτ c 1 , σ c 2 = ητ c 2 , where δη = 1. We shall abuse notation and write e i instead of τ i e i : since the point (τ 1 e 1 , . . . , τ k e k ) satisfies the same properties as e [k] , this does not affect the correctness of the proof. Also, by symmetry, we may assume without loss of generality that c 1 = 1 and c 2 = 2. Write θ : G [2] → H for the map θ(x, y) = φ(x, y, z 3 + e 3 , . . . , z k + e k ). The claim now reduces to showing that
By property (iv) of Proposition 14 and by Lemma 9 there are u ∈ G 1 , v ∈ G 2 such that ρ(u, v, z 3 + e 3 , . . . , z k + e k ) = 1, and all other values of maps ρ, β [m] at points among {z 1 , e 1 , u} × {z 2 , e 2 , v} × {(z 3 + e 3 , . . . , z k + e k )}, involving u or v, are zero. Therefore, by Lemma 10 (using statement (1) of the lemma for the second and fourth equalities)
as desired.
We now return to the proof that φ ext is well-defined. Recall that q 
Our task is to prove that these two expressions are equal. Hence, it suffices to prove that
, this follows from Proposition 15.
3.2. The extension map is multilinear.
∈ B be arbitrary points that differ in a single coordinate. We need to show that
To begin, we show that φ ext respects scalar multiplication in a single coordinate.
Proof. If x [k] ∈ B 0 or λ = 0, we are done, so assume the contrary. By Corollary 6, there is a
defined by the formula
Noting that the same s-good sequence can be used for (x 1 , . . . , x i−1 , λx i , x i+1 , . . . , x k ), we find that
so the claim follows.
To finish the proof that φ ext is multilinear, we distinguish two cases.
Case 1: at least one of the points
, and also that (y ⊖ x) [k] is equal to (x ⊖ y) [k] except in the coordinate where x and y differ, which changes sign. Combining these observations and using the claim above, we may assume without loss of generality that (x ⊖ y) [k] ∈ B 0 , which is equivalent to the statement that ρ(
then the map at all three points equals φ, which we know to be multilinear. Hence, we may assume that ρ(
there is a (2k + 1)(2
, then we get an s-good sequence for x [k] as well, so
Case 2: no point belongs B 0 .
In this case, we have that ρ(
and y [k] differ. By Corollary 6, there is a (2k + 1)(2
Hence, writing Λ = i∈[k]\{d} λ
We are now ready to prove the main result, which will follow from the following proposition.
Proposition 17. Let ∅ ∈ F ⊂ P[k] be a down-set 1 with a maximal set S. There are constants 
, and a multilinear map
for the domain of a given function.
Proposition 17 implies Theorem 4. Let
, where we remove a maximal set S i from each down-set F i to obtain the next one. Apply Proposition 17 to F 1 , S 1 and φ to get a new multilinear map
Then, apply Proposition 17 to F 2 , S 2 and φ 1 to get another multilinear map φ 2 such that φ 1 = φ 2 on dom φ 1 ∩dom φ 2 and proceed like this. The final map we get Φ = φ 2 k is then a global multilinear map, Proof of Proposition 17. Reordering the maps if necessary, we may assume that I 1 = · · · = I s = S and I s+1 , . . . , I m = S. Let λ 1 , . . . , λ n ∈ F s be a maximal independent sequence such that for each
Then by Lemma 8 the maps satisfy
Claim. For i ∈ [0, s − n], there is a multilinear variety B i ⊂ G [k]\S of codimension at most im defined by maps whose coordinate sets belong to F \ {S}, and a multilinear map ψ i : dom ψ i → H, where
such that ψ i = φ on dom φ ∩ dom ψ i .
Proof of claim. We argue by induction on i. The base case is i = 0, where we may take ψ 0 = φ.
Assume now that the claim holds for some i − 1 < s − n, and let B i−1 and ψ i−1 be the corresponding variety and map. Take an arbitrary z S ∈ G S such that ρ i (z S ) = 1, ρ j (z S ) = 0 for j > i, α j (z S ) = 0 for j ∈ [n], and β j (z I j ) = 0 for I j ⊂ S. Such a point exists by Lemma 9.
We define B i = {x 
