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Abst ract - -We consider the second-order functional difference quation 
A(a(n) Ax(n)) + p(n)x(g(n)) = 0, (1) 
where {a(n)}, {p(n)} are sequences of integers with a(n) > O, 0 ~_ g(n) ~_ n, l imn~oo g(n) = 
oo, p(n) >_ O, and p(n) ~ O. We obtain some necessary conditions for equation (1) exists nonoscilla~ 
tory solutions and some sufficient conditions for equation (1) is oscillatory. © 1999 Elsevier Science 
Ltd. All rights reserved. 
Ueywords - -D i f fe rence  equations, "Summation small" coefficient, Oscillation. 
1. INTRODUCTION 
We are mainly concerned with oscillation of solutions of the following second-order functional 
difference quation: 
Aia(n)Axin) + Pin)x(g(n) = O, (1.1) 
where A is the forward difference operator, {a(n)} and {p(n)} are sequences of real numbers 
with a(n) > 0, (gin)} is a sequence of nondecreasing nonnegative integers with 0 _~ g(n) <_ n 
and limn-.oo g(n) -- co. We assume that the following conditions are satisfied: 
(c,) 
(c2) 
(ca) 
Z a(g(s)) = ~'  for all no _> 0. 
Pin) = E p(s), exist for all n > no >_ 0. 
p(n) > O, p(n) ~ O. 
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A solution {x(n)} of equation (1.1) is called oscillatory if the terms of the sequence are neither 
eventually positive nor eventually negative. Otherwise, it is called nonoscillatory. 
The oscillation and nonoscillation of equation (1.1) for the case g(n) = n + 1 have been 
extensively studied by many authors during the last few years. In paper [1], the author used the 
Riccati equation 
u2(n) 
Au(n) + u(n) + a(n) + p(n) = 0 (1.2) 
to prove his results. In this paper, however, we study the case 0 <_ g(n) < n and we replace (1.2) 
by the Riccati type difference inequality 
u(n + 1)u(n) 
Au(n) + p(n) + a(g(n)) <_ O. (1.3) 
In paper [2], the author studied the oscillation and nonoscillation of the solutions of the ordinary 
differential equation with "integral small" coefficient 
(a(t)x'(t))' + p(t)x(t) = O, t > O, 
where limt_+~ f~ ds P(t) ft°°P(S) ds exists. Corresponding to it, equation (1.1) is 
called difference quation with "summation small" coefficient. 
2. MAIN  RESULTS 
First, we establish some relevant lemmas and their proofs. 
LEMMA 2.1.  Suppose Conditions (Cl) to (c3) hold, if {x(n) } is a nonoscillatory solutions of (1.1), 
then x(g(n) Ax(n) > 0 for sut~ciently large n. 
PROOF. Assume that {x(n)} is an eventually positive solution of (1.1), i.e., there exists a positive 
integer No, such that x(n) > 0 and x(g(n)) > 0 for all n _> No. 
Below, we will prove that Ax(n) > 0 for all n > No. To the contrary, we assume that there 
exists a positive integer nl _> No, such that Ax(nl)  < 0. From (1.1), it follows that 
A(a(n)Ax(n)) = -p(n)x(g(n)) < O. 
Hence, a(n)Ax(n) is a nonincreasing sequence, and thus, 
a(n)Ax(n) <_ a(nl)AX(nl) < O, for all n > nl. 
Since p(n) ~ O, it is easy to show that there exists n2 _> nl such that 
--p(n2)x(g(n2)) < O. 
Thus, for all n >_ n2 + 1, we have 
a(n)Ax(n) <_ a(n2 + 1)Ax(n2 + 1) < a(nl)AX(nl) <_ O, 
and thus, 
Ax(n) <_ a(n2 + 1)Ax(n2 + 1) < 0. 
a(n) 
Summing both sides of the above inequality from n2 to n - 1, we have 
n-1  
1 
x(n) < x(n2) + a(n2 + 1)Ax(n  + 1) 
a(s)  ' 
8~Tt  2 
which contradicts the fact that x(n) > 0 for all n _> No. 
Hence Ax(n) > 0, or x(g(n))Ax(n) > 0 holds for all n _> No. 
For the case x(n) is eventually negative, the proof is similar. 
This completes the proof. 
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LEMMA 2.2. Suppose the hypotheses ofLemma 2.1 hold and that x(n) is a nonoscillatory solution 
of (1.1). Then u(n) = (a(n)Ax(n)/x(g(n))) is a positive solution of the following Riccati type 
inequality: 
Au(n) + p(n) + u(n + 1)u(n) a(g(n)) < O. (1.3) 
PROOF. From Lemma 2.1, we obtain u(n) > 0. Also 
Au(n) = a(n + 1)Ax(n + I) a(n)Ax(n) 
+ 1)) 
_ x(g(n + 1))A(a(n)Ax(n)) - a(n + 1)Ax(n + 1)Ax(g(n)) 
x(g(n + 1))x(g(n)) 
= -p(n) - u(n + 1)u(n) a(g(n))Ax(g(n)) 
a(g(n)) a(n) Ax(n) 
Thus, 
From 
we have 
So 
Au(n)+p(n)+ u(n+l)u(n)  a(g(n))Ax(g(n)) =0.  
a(g(n)) a(n)Ax(n) 
A(a(n)Ax(n)) = -p(n)x(g(n)) ~ O, 0 <g(n) ~ n, 
a(g(n))Ax(g(n)) > 1, 
a(n)Ax(n) - 
u(n) >_ P(n) + 
and l im~_~ u(n) = O. 
PROOF. Summing both sides of the inequality 
u(n + 1)u(n) 
Au(n) + p(n) + a(g(n)) < O. 
LEMMA 2.3. Suppose the hypotheses ofLemma 2.1 hold and that x(n) is a nonoscillatory solution 
of (1.1). Then u(n) = a(n)Ax(n) /x(g(n) satisfies the following inequality: 
--~ u(s + 1)u(s) 
(2.1) a(g(s)) 
and from (1.3), we know 
(1.3), we have 
~o u(s + 1)u(s) 
E Au(s) + P(n) + E a(g(s)) 
8~?1 8~n 
< 0, (2.2) 
Au(n) ~ -p(n) u(n + 1)u(n) <_ 0, 
a(Kn)) 
hence, u(n) is monotone nonincre&sing. Since u(n) > 0, we obtain limn--.co u(n) exists. Assume 
that limn-.oo u(n) = l, then 1 _ 0.  If I > 0, then u(n) > 1/2 for sufficiently large n. From (2.2), 
we have 
O(3 
1 - u(n) + P(n) + E u(s + 1)u(s) 
s=n a(g(s)) < O, (2.3) 
but 
! _ 
This contradiction implies l = 0. From (2.3), we have 
OO 
u(n) > P(n) + E u(s + 1)u(s) 
- a (g (s ) )  
8:Tt  
This completes the proof of Lemma 2.3. 
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LEMMA 2.4. Suppose Conditions (E l )  to  (C3) ¢~l"e satisfied and x(n) is a nonoscillatory solution 
o[ (1.1), then u(n) = (a(n)Ax(n)/z(g(n) ) satisfies the ~ollowing Riccati inequality: 
and 
PROOF. 
u2(n+l )  
Au(n)+p(n) + a(g(n)) ~ 0 (2.4) 
From (1.3), we have 
~u 2(s+l )  u(n) ~P(n)  + a(9(s))" 
8~n 
(2.5) 
u(n + 1)u(n) _< 0. 
Au(n) < -p(n) a(g(n)) 
Then, {u(n)} is a nonincreasing sequence, and u(n + 1) < u(n). 
From this we can easily get (2.4) and (2.5) from (1.3) and (2.1). 
This completes the proof of Lemma 2.4. 
For studying the oscillation properties of equation (1.1), we construct he following sequence 
for each m for which am(n) is defined. 
o0 ~o~(~ + 1) 
ao(n) = P(n) > 0, oQ(/-~) = Z a(g(s)) ' 
: (2.6) 
oo 
am+:(n) = Z (ao(s + 1) +am(S + 1)) 2 
s=~ a(9(s))  
If every expression in (2.6) is defined, then am+l(n) >_ am(n) and limn-oo am(n) = 0. 
THEOREM 2.1. Assume Conditions (cl) to (c3) are satisfied. If(1.1) has a nonoscillatory solution, 
then ali am(n), m = 1, 2,... in (2.6) are defined and 
lim am(n) = a(n) < o0. (2.7) 
7n --+OO 
PROOF. Assume that x(n) is a nonoscillatory solution of (1.1). 
integer N, such that x(n) # 0 for all n > N. 
Let u(n) = (a(n)Ax(n)/x(g(n))), then from Lemma 2.4 we have 
oo u2(s + 1) 
u(n) > P(n) + Z 
- s=n a(g(s)) 
Then there exists a positive 
Hence 
or 
Then 
Hence, 
u(n) > P(n) = a0(n), 
u2(n + 1) _> ao2(n + 1). 
oo u2(s + 1) 
h i (n )  < Z 
--s=n a(g(s)) 
u(n) > O~o(n) + hi(n) 
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and by mathematical induction we have 
u(n) > ao(n) + am(n). 
So 
K-" (ao(s + 1) + arn(S + 1)) 2 
u(n) > am+l(n)  
-- ~s=n a(g(s)) 
Therefore, sequence {am(n)} is bounded. Note that {am(n)} nondecreasing implies that (2.6) is 
defined and 
lim am(n) = a(n) < oo. 
m --+ o0  
The proof of Theorem 2.1 is completed. 
From Theorem 2.1, we can easily obtain the sufficient conditions for (1.1) to be oscillatory. 
THEOREM 2.2. Suppose Conditions (cl) to (c3) hold, and one of the following conditions is 
satistied, then (1.1)is oscillatory: 
(a) am(n) in (2.6) exist for m = 1,2,... ,m0 - 1, but amo(n) does not exists, where m0 _> 1 
is a positive integer; 
(b) am(n) in (2.6) exist, but for every sut~ciently arge nl, there exists n* > nl, such that 
lim am(n*)  = oo. 
~ -"+ O0 
EXAMPLE 1. Consider the equation 
Ax(n) + x(n -  1) = o. 
It is easy to see that Conditions (cl) to (c3) are satisfied and 
1 
ao(n) = P(n) = -~ < oo. 
But 
-~a~(s + 1) ~ (s -  1) 2 
.(o(s)) -=. 
So by Theorem 2.2, this equation is oscillatory. 
THEOREM 2.3. 
expression: 
and 
Under the conditions in Theorem 2.1, am(n) and a(n) satisfy the following 
n--X ( 4P(s +_1)'~ 
li~moosupam(n) H 1 + a(g(s)) ] < c~ (2.8) 
8~r$  0 
PROOF. From (2.5), we have 
4P(s+l ) )  
a(g(s)) < ~.  (2.9) 
~u 2(s+l )  u(n) >P(n) + a(g(s)) " 
8~n 
Let w(n) = E~=n(U2(S + 1)/a(g(s))), then u(n) > P(n) + w(n) and 
-Aw(n)  --  u2(n + 1) > (P(n + 1) + w(n + 1)) 2 > 4P(n + 1)w(n + 1) 
a(g(n)) - a(g(n)) - a(g(n)) ' 
n-1  
lira supa(n) n (1 + 
n- - "*  CK) 
8='0 ,  0 
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i.e., 
thus, 
w(n) - w(n + 1) _> 4P(n + 1)w(n + 1) 
a(g(n)) 
w(n + 1) ( 4P(n + 1)~ -1 
w(n) <_ 1+ a(g(n)) ] " 
Forming the product of both sides of the above inequality from no to n - 1, we obtain 
w(n) n-1 ( 4P(s+l) ~-1 
w(no-----~ <- H 1 + a(g(s)) ] ' 
8~no 
or 
Note that 
so 
We then have 
n-1 ( 4P(s_+l )  ,~-1 
w(n) < w(no) H 1+ a(g(s)) ] 
8~-rtO 
u~(~+ 1) ~ 
w(n) = Z a(g(s)) a(g(s)) 
s=n s=n 
~(~) ~ ~o(n) +~l(n). 
- ~(n) ,  
u2(s + 1) 
s=n a(g(s)) 
_> ~.  (ao(s + 1) + al(s + 1)) 2 
a(g(s)) = a2(n). 
8:n  
and, using mathematical induction, we have 
w(n) > am(n), 
It then follows from above that 
m = 1, 2,... .  
n-1 ( 4p(s +___1),~ -1 
am(n) <_ w(n0) iF] 1 + a(g(s)) ] ' 
8~---~,0 
or  
n-1  ( 4P(s + 1) 
am(n) I I  1 + ~(~;S ] -< w(no). 
8~7"t 0 
Thus, 
Jimc~°Lm(n) M 1 + a(9(8) < w(no), 
i.e., 
n-1 ( 4P(s + 1)'~ 
~(n) I-I ~ + a--~(~ / -< ~(no). 
Therefore, we have 
n-1 ( 4P(s +_1) ~ 
nlim~ supam(n) H 1 + a(g(s)) ,] < c~ 
8~n 0 
and 
n-1 ( 4P(s +1) 
li~mc~supa(n) H 1+ a(g(s)) ,] < oc. 
8:~t 0 
This completes the proof of Theorem 2.3. 
From Theorem 2.3, the following theorem is easily obtained. 
(2.1o) 
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THEOREM 2.4. Suppose Conditions (cl) to (c3) hold, and one of the following conditions is 
satisfied, then (1.1) is oscillatory. 
(a) There exists a positive integer mo, such that 
n- -1  
lim sup ~-~o (n) 1-[ (1 + 
n-- -*OO 
S=n 0 
(b) 
a(g(s)) ] = co; (2.11) 
n-1 ( 4P(8 £1) 
nli~rac¢ supa(n) H 1 4- a(g(s)) ] = ~" 
8=no 
(2.12) 
THEOREM 2.5. If  Conditions (cl) to (c3) hold, and 
l i ra  1-I 1 + a(g(r)) / < co (2.13) 
8=n I T~n 0 
and there exists a positive integer too, such that 
lim ~ amo(S) = co. (2.14) 
n---~OO 
8=nl  
Then, every solution of (1.1) is oscillatory. 
PROOF. Assume that (1.1) has a nonoscillatory solution. Summing both sides of (2.10) from nl 
to n, we have 
( ~(S)  < w(n0) 1 + 
8~n 1 8~$t  1 T=n 0 
4P(T 4- 1)'~-1 
] , nl >_ no 4- 1, 
but (2.13) and (2.14) contradict the above inequality. Hence, every solution of (1.1) is oscillatory. 
If we let 
~0(n) = P(n); (~l(n) = ~ ~0(s + 1)~0(s) 
a(g(~)) 
8~72 
oo  
~m+l(n) = ~ (a0(s + 1) + ~m(s + 1))(~0(s) + am(s)) 
the conclusion of the above theorems till hold if we replace am(n) with ~m(n), replace ~(n) 
with ~(n). 
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