Abstract-Many-objective evolutionary algorithms (MOEAs), especially the decomposition-based MOEAs, have attracted wide attention in recent years. Recent studies show that a well designed combination of the decomposition method and the domination method can improve the performance ,i.e., convergence and diversity, of a MOEA. In this paper, a novel way of combining the decomposition method and the domination method is proposed. More precisely, a set of weight vectors is employed to decompose a given many-objective optimization problem(MaOP), and a hybrid method of the penalty-based boundary intersection function and dominance is proposed to compare local solutions within a subpopulation defined by a weight vector. A MOEA based on the hybrid method is implemented and tested on problems chosen from two famous test suites, i.e., DTLZ and WFG. The experimental results show that our algorithm is very competitive in dealing with MaOPs. Subsequently, our algorithm is extended to solve constraint MaOPs, and the constrained version of our algorithm also shows good performance in terms of convergence and diversity. These reveals that using dominance locally and combining it with the decomposition method can effectively improve the performance of a MOEA.
I. INTRODUCTION
A lot of real-world problems such as electric power system reconfiguration problems [1] , water distribution system design or rehabilitation problems [2] , automotive engine calibration problems [3] , land use management problems [4] , optimal design problems [5] - [7] , and problems of balancing between performance and cost in energy systems [8] , etc., can be formulated into multi-objective optimization problems(MOPs) involving more than one objective function. Without loss of generality, a MOP can be considered as a minimization problem as follows:
where M ≥ 2 is the number of objective functions, x is a decision vector, Ω is the feasible set of decision vectors, and F (x) is composed of M conflicting objective functions. A MOP is usually referred to as a many-objective optimization problem(MaOP) when M is greater than 3.
A solution x of Eq. (1) is said to dominate the other one y (x y), if and only if f i (x) ≤ f i (y) for i ∈ (1, ..., M )
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Y. Li is with the School of Computer Science, Liaocheng University, Liaocheng 252000, China. and f j (x) < f j (y) for at least one index j ∈ (1, ..., M ). It is clear that x and y are non-dominated with each other, when both x y and y x are not satisfied. A solution x is Paretooptimal to Eq.(1) if there is no solution y ∈ Ω such that y x. F(x) is then called a Pareto-optimal objective vector. The set of all the Pareto optimal objective vectors is the PF [9] . The goal of a MOEA is to find a set of solutions, the corresponding objective vectors of which are approximate to the PF.
Multi-objective evolutionary algorithms(MOEAs) are popular in solving MOPs, such as the non-dominated sorting genetic algorithm-II (NSGA-II) [10] , the strength pareto evolutionary algorithm 2(SPEA-2) [11] , and the multi-objective evolutionary algorithm based on decomposition(MOEA/D) [12] ,etc. In General, MOEAs can be divided into three categories [13] . The first category is known as the indicatorbased MOEAs. In an indication-based MOEA, the fitness of an individual is usually evaluated by a performance indicator such as hypervolume [14] . Such a performance indicator is designed to measure the convergence and diversity of the MOEA, and hence expected to drive the population of the MOEA to converge to the Pareto Front(PF) quickly with good distribution. The second category is the domination-based MOEAs, in which the domination method plays a key role. However, in the domination-based MOEAs, other measures have to be adopted to maintain the population diversity. In NSGA-II, crowding distances of all the individuals are calculated at each generation and used to keep the population diversity , while reference points are used in NSGA-III [15] . The third category is the decomposition-based MOEAs. In a decomposition based MOEA, a MOP is decomposed into a set of subproblems and then optimized simultaneously. A uniformly generated set of weight vectors associated with a fitness assignment method such as the weighted sum approach, the Tchebycheff approach and the penalty-based boundary intersection(PBI) approach, is usually used to decompose a given MOP. Generally, a weight vector determines a subproblem and defines a neighborhood. Subproblems in a neighborhood are expected to own similar solutions and might be updated by a newly generated solution. The decomposition-based MOEA framework emphasizes the convergence and diversity of the population in a simple model. Therefore, it was studied extensively and improved from different points of view [16] - [22] since it was first proposed by Zhang and Li in 2007 [12] .
Although conventional MOEAs have achieved great success in solving MOPs, they often fail to solve MaOPs. The reasons behind the failure can be attributed to the weakness of selection pressure exerted by the criterion for comparing solutions and the loss of population diversity appeared in the process of evolution. The weakness of selection pressure slows down the convergence speed of a MOEA, and the loss of population diversity leads to a very poor distribution of the resulting population. Therefore, balancing between the convergence and diversity becomes a critical issue for evolutionary algorithms to solve MaOPs.
A lot of efforts have been made to deal with this issue, and some methods are introduced into MOEAs to keep balance between convergence and diversity. One of the most successful evolutionary algorithms for solving MaOPs may be the evolutionary many-objective optimization algorithm based on dominance and decomposition(MOEA/DD) proposed in [20] .
In MOEA/DD, each individual is associated with a subregion uniquely determined by a weight vector, and each weight vector (or subregion) is assigned to a neighborhood. In an iterative step, mating parents is chosen from the neighboring subregions of the current weight vector with a given probability δ, or the whole population with a low probability 1 − δ. In case that no associated individual exists in the selected subregions, mating parents are randomly chosen from the whole population. And then serval classical genetic operators such as the simulated binary crossover(SBX) [23] and the polynomial mutation [24] ,etc., are applied on the chosen parents to generate an offspring. Subsequently, the offspring is used to replace the worst solution within the current population determined by a hybrid method based on decomposition and dominance. All the solutions are arranged into N subregions, and divided into multiple levels according to their dominance relationship. To determine the worst solution, the most crowded region is first identified from the subregions associated with the solutions in the last domination level, and the solution with the largest PBI value is selected as the worst one.
Like MOEA/D, MOEA/DD uses a set of weight vectors to decompose a given MOP into a set of subproblems and optimizes them simultaneously. However, their update strategies are very different. In MOEA/D, multiple solutions in current neighborhood might be replaced at the same time by the newly generated offspring. As for MOEA/DD, only the worst solution in the population is replaced by the newly generated offspring. Besides, MOEA/DD also incorporates the domination method into its update strategy to help select the worst solution.
As it can be seen in MOEA/DD, the dominance method is applied globally on the whole population to divide the whole population into one or more domination levels. In this paper, the domination method is only used in local subpopulation(subregion), and a so-called many-objective evolution algorithm based on decomposition and local dominance(MOEA/DLD) is proposed. In detail, MOEA/DLD employs a set of weight vectors to decompose the current population into N subpopulations, but uses dominance locally along with the PBI function to compare solutions within a subpopulation defined by a weight vector. A solution x is considered to be better than the other one y, if x dominates y. In the case that, none of the two dominates the other, then the one with the smaller PBI value is the better. According to such a comparison criterion, the solutions within each subpopulation can be ordered from good to bad. The elitism strategy is then applied to select N elitist individuals to form the next generation.
The rest of the paper is organized as follows. In section II, the algorithm MOEA/DLD is proposed. A general framework of it is first presented. Subsequently, the initialization procedure and the many body of the evolution are elaborated. Some discussions about the similarities and differences between MOEA/DLD and several other algorithms are also made. In section III, the performance metrics,i.e., Inverted Generational Distance(IGD) and Hypervolume(HV) , used to evaluate the performance of the algorithm, are introduced. In section IV, Some features of the benchmark problems, i.e., DTLZ1 to DTLZ4 and WFG1 to WFG9, are summarized. In section V, experimental results of MOEA/DLD on the benchmark problems are compared to those of other MOEAs. In section VI, MOEA/DLD is extended to solve constraint MOPs. The paper is concluded in section VII. 
II. PROPOSED ALGORITHM MOEA/DLD
{P t,1 , P t,2 , ..., P t,N }=population-partition(P t ,Q t ); 6: P t+1 =elitist-selection({P t,1 , P t,2 , ..., P t,N }); 7: t = t + 1; 8: end while 9: return P tmax ;
A. Initialization
The initialization procedure includes five steps: 1) Generate uniform distributed weight vectors using the systematic sampling approach. More exactly, the original SSA is used to generate weight vectors for instances with objective number of 3 and 5. The number of the weight vectors is then calculated as
where D > 0 is the number of divisions along each objective coordinate. And a two-layer weight vector generation method based on the original SSA proposed in [15] is applied for instances with objective number more than 5. At first, a set of N 1 weight vectors in the boundary layer and a set of N 2 weight vectors in the inside layer are generated, according to the systematic sampling approach described above. Then, the coordinates of weight vectors in the inside layer are shrunk by a coordinate transformation as
where ω j i is the ith component of the jth weight vectors in the inside layer, and τ ∈ [0, 1] is a shrinkage factor set as τ = 0.5 in [15] and [20] . At last, the two sets of weight vectors are combined to form the final set of weight vectors. Denote the numbers of the weight vectors generated in the boundary layer and the inside layer as D1 and D2 respectively. Then, the number of the weight vectors generated by the two-layer weight vector generation method is N (D1, M ) + N (D2, M ).
2) Find neighbors for each weight vector. To find a weight vector's neighbors, the included angles between the weight vector and all weight vectors are first calculated. And then T vectors with minimum angles are selected as the neighbors of the weight vectors. The included angle between two weight vectors w i and w j can be calculated as
where
3) Randomly generate N individuals as the initial population. 4) Find the minimum values for all the objectives to form the current ideal point. 5) Find the maximum values for all the objectives to form the current nadir point.
B. Reproduction
The reproduction procedure contains three steps: 1) mating selection, which runs over N weight vectors to choose N pairs of mating parents for offspring generation. In MOEA/DLD, each weight vector is assigned with a neighborhood based on angle. For each weight vector(or neighborhood), a pair of mating parents is selected from the neighborhood with a probability δ, or from the whole population with a probability 1 − δ. 2) crossover, while generates N pairs of offsprings by applying the SBX operator on the N pairs of mating parents, and preserves N offspring by abandoning one offspring from each pair of the offsprings. 3) mutation, which generates N new offsprings constituting the new population Q t of the tth generation by applying the polynomial mutation operator on the N preserved offsprings.
C. Population partition
Individuals in the old population P t and the new population Q t of the tth generation are divided into N subpopulations P t,1 , P t,2 , . . . , P t,N by associating each individual with its closest weight vector (associated weight vector). Individuals in each subpopulation are arranged in order of good to bad. For an individual, finding its closest weight vector is to find a weight vector that has the smallest included angle with the individual. Once the associated weight vector of an individual is found, it will be inserted into the subpopulation keeping the order of good to bad unchanged. All the individuals are divided into N subpopulations, by inserting them into their associated subpopulations.
The calculation of the included angle between an individual and a weight vector w is similar to that between two weight vectors, but the objective values of the individual need to be translated by subtracting the ideal point. Therefore, calculations of the two Euclidean distances become:
T is the ideal point. And the included angle between an individual and a weight vector can be calculated by using Eq. (4).
The comparison operation compare(x, y, w) is presented in Algorithm 2. To compare two individuals, a hybrid method based on dominance and the PBI function is proposed. The PBI value of an individual x corresponding to a weight vector ω is calculated as
where θ is the penalty factor. The dominance between the two solutions is compared first. A solution x is considered better that the other one y, if x dominates y. In the case that, none of them dominates the other, their PBI values corresponding to the associated weight vector are compared. The solution with smaller PBI value is the better. return P BI(x|w, z * ) < P BI(y|w, z * );
7: end if
D. Elitist selection
As it is mentioned above, the population partition procedure divide all the individuals in the new population and old population into N subpopulations, and individuals in each subpopulation are ordered from good to bad. From a different point, the first individuals from all the subpopulations form the first level, and the second individuals form the second level, and so on. As it is shown in Fig. 1 , all the individuals can be partitioned into multiple levels. Since a subpopulation can have zero, one or more individuals, the number of individuals at a level is greater than or equal to that at the next level. In addition, the higher the level, the worse the individuals. Let N t+1 be the number of individuals in P t+1 , N i be the number of individuals in the ith level. The total number of individuals is
The elitist selection procedure is presented in Algorithm 3. At the beginning, P t+1 is empty, i.e., N t+1 = 0. The main idea of the elitist selection procedure is to add individuals into P t+1 level by level, until N t+1 + N i > N . Finally, choose N − N t+1 individuals randomly from the ith level and add them into P t+1 .
Algorithm 3 Elitist Selection Procedure
Input: Subpopulations. Output: The next generations P t+1 . 1:
Add individuals in the ith level into P t+1 ; 4:
i = i + 1; 6: end while 7: Randomly choose N − N t+1 individuals from the ith level and add them into P t+1 ; 8: return P t+1 ;
E. Objective Normalization
Objective normalization has been proben to be effective [12] , [25] - [27] for a MOEA to solve MOPs with disparately scaled objectives such as ZDT3 and WFG1 to WFG9. In this paper, we adopt a simple normalization method [12] that transforms each objective according to the following form to solve MOPs with disparately scaled objectives:
T is the ideal point, and
T is the nadir point. Since it is generally not easy to obtain z * and z nad in advance, we replace z * i and z nad i with the minimum and maximum values of the ith objective that have been found so far, respectively. In this way, Eq. (6) can be rewritten as
F. Discussion
This section makes a simple comparison about the similarities and differences of MOEA/DLD, MOEA/D, and MOEA/DD. 1) MOEA/DLD and MOEA/DD can be seen as variants of MOEA/D to some extent, since all of the three algorithms employ a set of weight vectors to decompose a given MOPs into a set subproblems and optimize them simultaneously. In other words, the weight vectors are used to guide the evolution process in all of them. 2) In MOEA/DLD, MOEA/D and MOEA/DD, each pair of mating parents is selected from the neighborhood with a probability δ, or from the whole population with a probability 1 − δ.
3) The PBI function and the domination method are used to compare solutions in MOEA/DLD and MOEA/DD. In MOEA/D, the Weighted Sum Approach, the PBI approach and the Tchebycheff approach are optional for comparing solutions. But the PBI approach is the main choice in MOEA/DLD and MOEA/DD, though the Weighted Sum Approach and the Tchebycheff approach are also feasible in principle. 4) In MOEA/DLD, the domination method is employed to compare local solutions within a subpopulation. However it is used as a ranking method for the whole population in MOEA/DD. 5) Both MOEA/D and MOEA/DD are steady-state evolutionary algorithms, but MOEA/DLD is an evolutionary algorithm using elitism strategy. 
G. Time Complexity

III. PERFORMANCE METRICS A. Inverted Generational Distance(IGD)
Let S be a result solution set of a MOEA on a given MOP. Let R be a set of uniformly distributed representative points of the PF. The IGD value of S relative to R can be calculated as [28] 
where d(r,S) is the minimum Euclidean distance between r and the points in S, and |R| is the cardinality of R. Note that, the points in R should be well distributed and |R| should be large enough to ensure that the points in R could represent the PF very well. This guarantees that the IGD value of S is able to measure the convergence and diversity of the solution set. The lower the IGD value of S, the better its quality [20] .
B. Hypervolume(HV)
The HV value of a given solution set S is defined as [29] HV T is a given reference point. As it can be seen that the HV value of S is a measure of the size of the objective space dominated by the solutions in S and bounded by z r . As with [20] , an algorithm based on Monte Carlo sampling proposed in [30] 
IV. BENCHMARK PROBLEMS
A. DTLZ test suite
Problems DTLZ1 to DTLZ4 from the DTLZ test suite proposed by Deb et al [32] are chosen for our experimental studies in the first place. One can refer to [32] to find their definitions. Here, we only summarize some of their features.
• DTLZ1:The global PF of DTLZ1 is the linear hyper-plane Previous studies have shown that this problem is easier to be solved by existing MOEAs, such as NSGA-III, MOEADD, etc., than DTLZ1, DTLZ3 and DTLZ4.
• DTLZ3:The definition of the glocal PF of DTLZ3 is the same as that of DTLZ2. It introduces (3 k − 1) local PFs. All local PFs are parallel to the global PF and a MOEA can get stuck at any of these local PFs before converging to the global PF. It can be used to investigate a MOEA's ability to converge to the global PF.
• DTLZ4:The definition of the global PF of DTLZ4 is also the same as that of DTLZ2 and DTLZ3. This problem can be obtained by modifying DTLZ2 with a different meta-variable mapping, which is expected to introduce a biased density of solutions in the search space. Therefore, it can be used to investigate a MOEA's ability to maintain a good distribution of solutions. To calculate the IGD value of a result set S of a MOEA running on a MOP, a set R of representative points of the PF needs to be given in advance. For DTLZ1 to DTLZ4, we take the set of the intersecting points of weight vectors and the PF surface as R. B. WFG test suite [33] , [34] This test suite allows test problem designers to construct scalable test problems with any number of objectives, in which features such as modality and separability can be customized as required. As discussed in [33] , [34] , it exceeds the functionality of the DTLZ test suite. In particular, one can construct non-separable problems, deceptive problems, truly degenerative problems, mixed shape PF problems, problems scalable in the number of position-related parameters, and problems with dependencies between position-and distancerelated parameters as well with the WFG test suite.
In [34] , several scalable problems, i.e., WFG1 to WFG9, are suggested for MOEA designers to test their algoritms, which can be described as follows.
where h i is a problem-dependent shape function determining the geometry of the fitness space, and X is derived from a vector of working parameters Z = (z 1 , ..., z n ) T , z i ∈ [0, 2i] , by employing four problem-dependent transformation functions t 1 , t 2 , t 3 and t 4 . Transformation functions must be designed carefully such that the underlying PF remains intact with a relatively easy to determine Pareto optimal set. The WFG Toolkit provides a series of predefined shape and transformation functions to help ensure this is the case. One can refer to [33] , [34] to see their definitions. Let
Then x i = z ′′ i (z ′′ i − 0.5) + 0.5 for problem WFG3, whereas X = Z ′′ for problems WFG1, WFG2 and WFG4 to WFG9. The features of WFG1 to WFG9 can be summarized as follows.
• WFG1:A separable and uni-modal problem with a biased PF and a convex and mixed geometry.
• WFG2:A non-separable problem with a convex and disconnected geometry, i.e., the PF of WFG2 is composed of several disconnected convex segments. And all of its objectives but f M are uni-modal.
• WFG3:A non-separable and uni-modal problem with a linear and degenerate PF shape, which can be seen as a connected version of WFG2.
• WFG4:A separable and multi-modal problem with large "hill sizes", and a concave geometry.
• WFG5:A separable and deceptive problem with a concave geometry.
• WFG6:A nonseparable and uni-modal problem with a concave geometry.
• WFG7:A separable and uni-modal problem with parameter dependency, and a concave geometry.
• WFG8:A nonseparable and uni-modal problem with parameter dependency, and a concave geometry.
• WFG9:A nonseparable, deceptive and uni-modal problem with parameter dependency, and a concave geometry. As it can be seen from above, WFG1 and WFG7 are both separable and uni-modal, and WFG8 and WFG9 have nonseparable property, but the parameter dependency of WFG8 is much harder than that caused of WFG9. In addition, the deceptiveness of WFG5 is more difficult than that of WFG9, since WFG9 is only deceptive on its position parameters. However, when it comes to the nonseparable reduction, WFG6 and WFG9 are more difficult than WFG2 and WFG3. Meanwhile,problems WFG4 to WFG9 share the same EF shape in the objective space, which is a part of a hyper-ellipse with radii r i = 2i, where i ∈ {1, ..., M }.
V. EXPERIMENTAL RESULTS
MOEA/DLD is implemented and run in the framework of jMetal5.4 [35] - [37] . The data used for comparison are all from paper [20] . Since MOEA/DD wins almost all the values on problems DTLZ1 to DTLZ4 in [20] , we only keep its data for comparison. As for problems WFG1 to WFG9, GrEA performs the best in some values and the experimental data of it on problems WFG1 to WFG9 are also preserved.
A. Parameter Settings
The parameter settings of MOEA/DLD are listed as follows. I  POPULATION SIZES   M  D1  D2  Population Size  3  12  -91  5  6  -210  8  3  2  156  10  3  2  275  15  2  1  135 1) Settings for Crossover Operator:The crossover probability is set as p c = 1.0 and the distribution index is η c = 20. 2) Settings for Mutation Operator:The mutation probability is set as p m = 1/n. The distribution index is set as η m = 20. 3) Population Size:The population size of MOEA/DLD is the same as the number of the weight vectors that can be calculated by Eq.(2). Since the divisions for 3-and 5-objective instances are set to 12 and 6, and the population sizes of them are 91 and 210, respectively. As for 8-, 10-and 15-objective instances, two-layer weight vector generation method is applied. The divisions and the population sizes of them are listed in Table I . 4) Number of Runs:The algorithm is independently run 20 times on each test instance, which is the same as that of other algorithms for comparison. 5) Number of Generations: All of the algorithms stopped at a predefined number of generations. The number of generations for DTLZ1 to DTLZ4 is listed in Table II , and the number of generations for all the instances of WFG1 to WFG9 is 3000. 6) Penalty Parameter in PBI: θ = 5.0. 7) Neighborhood Size: T = 20. 8) Selection Probability: The probability of selecting two mating individuals from the current neighborhood is set as p s = 0.8. 9) Settings for DTLZ1 to DTLZ4:As in papers [20] , [38] , the number of the objectives are set as M ∈ {3, 5, 8, 10, 15} for comparative purpose. And the number of the decision variables is set as n = M + r − 1, where r = 5 for DTLZ1, and r = 10 for DTLZ2, DTLZ3 and DTLZ4. To calculate the HV value we set the reference point to (1, ..., 1) T for DTLZ1, and (2, ..., 2)
T for DTLZ2 to DTLZ4. 10) Settings for WFG1 to WFG9: The number of the decision variables is set as n = k + l, where k = 2 × (M − 1) is the position-related variable and l = 20 is the distance-related variable. To calculate the HV values for problems WFG1 to WFG9, the reference point is set to (3, ..., 2M + 1) T .
B. Performance Comparisons on DTLZ1 to DTLZ4
We calculate the IGD values of the solution sets found by MOEA/DLD, and compare the calculation results with those of MOEA/DD in [20] . As it is seen from Table III, MOEA/DLD loses in all of the instances of DTLZ1, but shows competitive performance in the instances of DTLZ2 to DTLZ4. In detail, DTLZ1  400  600  750  1000  1500  DTLZ2  250  350  500  750  1000  DTLZ3  1000  1000  1000  1500  2000  DTLZ4  600  1000  1250  2000  3000 MOEA/DLD wins 11 out of 15 values for the instances of DTLZ2 and DTLZ3, and 9 out of 15 values for the instances of DTLZ4. In other words, MOEA/DD is a better optimizer for DTLZ1, but MOEA/DLD is a better optimizer for DTLZ2 to DTLZ4. On the whole, MOEA/DLD shows competitive performance on DTLZ1 to DTLZ4 in terms of convergence and distribution, since the IGD values can characterize both convergence and distribution of the result sets.
C. Performance Comparisons on WFG1 to WFG9
The HV values of the result sets obtained by MOEA/DLD on WFG1 to WFG9 are calculated and compared to those of MOEA/DD and GrEA appeared in [20] . All of the data is listed in Table IV. • WFG1: MOEA/DD wins 11 of the 12 HV values , and hence is the best optimizer for WFG1.
• WFG2:MOEA/DLD wins 8 of the 12 HV values and MOEA/DD wins 4. It can be seen that MOEA/DLD is the best optimizer for the 3-objective instance, but it is hard to say that MOEA/DLD is superior to MOEA/DD or MOEA/DD is superior to MOEA/DLD for the 5-, 8-and 10-objective instances.
• WFG3:All of the three algorithms have their own advantages, and it is hard to say which one is the best for WFG3. But it can be seen that MOEA/DD is the best optimizer for the 3-objective instance, and GrEA is the best optimizer for the 8-objective instance.
• WFG4-WFG8:MOEA/DLD wins 54 of the 60 HV values of WFG4 to WFG8, and each of the rest 8 values is close to the best. Therefore, MOEA/DLD can be considered as the best optimizer for WFG4 to WFG8.
• WFG9:As it can be seen, MOEA/DD is the best optimizer for the 5-objective instance and GrEA is the best for the 8-objective instance. But it is hard to tell which one of the three algorithms is the best optimizer for the 3-and 10-objective instances. On the whole, MOEA/DLD shows competitive performance on WFG1 to WFG9, especially on WFG4 to WFG8, in terms of convergence and diversity.
VI. HANDLING CONSTRAINTS A. Modifications on the Comparison Procedure
In this section, we extends MOEA/DLD (denoted as C-MOEA/DLD) to solve constraint MOPs of the following type:
As suggested in [39] , the constraint violation value of a solution x (denoted as CV(x)) of Eq. (16) can be calculated as
where g j (x) takes the absolute value of g j (x) if g j (x) < 0, and takes 0 otherwise. A solution s1 is better than the other one s2, when CV (s1) < CV (s2). In this sense, a feasible solution is always better than an infeasible one, since the CV of a feasible solution is always 0 and the CV of an infeasible solution is always greater than 0. However, when both the two solutions are feasible, we have to take other measures to distinguish which solution is better than the other one.
Algorithm 4 Constrained Version of the Comparison Procedure Input: two solutions s1 and s2, and the associated weight vector w. Output: true if s1 is better than s2, or false otherwise. 1: if s1 is feasible and s2 is feasible then 2: return compare(s1, s2, w); 3: else if s1 is feasible and s2 is infeasible then 4: return true; 5: else if s1 is infeasible and s2 is infeasible then 6: return (cv(s1) <= cv(s2) and compare(s1, s2, w)); 7: else 8: return false; 9: end if
In MOEA/DLD, a hybrid method based on dominance and the PBI function is proposed to compare two given solutions s1 and s2, which can be implemented as a comparison procedure denoted as compare(s1, s2, w). Solution s2 is replaced by solution s1 only when compare(s1, s2, w) returns true. In C-MOEA/DLD, a direct modification to compare(s1, s2, w) is made to handle constraint. Besides this, there are no other changes to MOEA/DLD. The modified version of compare(s1, s2, w) is given in Algorithm 4, which is designed to deal with the following four situations that occurs in comparing two solutions s1 and s2 of a given constraint MOP. 1) Both solutions s1 and s2 are feasible. In this case the original comparison procedure compare(s1, s2, w) is called by its modified version to judge which solution is better than the other one. 2) Solution s1 is feasible and solution s2 is infeasible.
Then, the modified procedure returns true. 3) Both solutions s1 and s2 are infeasible. In this case, the CVs of the two solutions and compare(s1, s2, w) are considered. The modified procedure return true only when both CV (s1) <= CV (s2) and the return value of compare(s1, s2, w) are true. 4) Solution s1 is infeasible and solution s2 is feasble. Then, the modified procedure returns false.
B. Constraint Test Instances
Four constraint problems suggested in [39] , i.e., C1-DTLZ1, C2-DTLZ2, C3-DTLZ1 and C3-DTLZ4 are chosen for our experimental studies, which are the same as those in [20] for the convenience of comparison. And for each test instance, the objective functions, the number of objectives and decision variables are set the same as its unconstrained version. The features of the four problems can be briefly summarized as follows. 1) C1-DTLZ1:This constraint problem can be obtained by adding the following constraint to DTLZ1 and keeping its objective functions unchanged:
This makes the global PF of C1-DTLZ1 the same as that of DTLZ1, but only a small region of the objective space close to the global PF is feasible. 2) C2-DTLZ2:Similarly, this constraint problem can be obtained by adding the following constraint to DTLZ2 and keeping its objective functions unchanged:
where r = 0.4, for m = 3 and 0.5, otherwise. Since some parts of the objective space along the global PF of DTLZ2 are made infeasible by the constaint above, the global PF of C2-DTLZ2 is composed of several disconnected parts of the global pF of DTLZ2. 3) C3-DTLZ1:Again, the objective functions are the same as in DTLZ1 problem, but the following M linear constaints are added:
where i ∈ {1, 2, ..., M }. Some portions of the added constraint surfaces constitute the global PF of C3-DTLZ1. 4) C3-DTLZ4:Similarly, this constraint problem is obtained by adding M quadratic constraints as follows to DTLZ4 and keeping its objective functions unchanged:
where i ∈ {1, 2, ..., M }. And similarly, some portions of the added constraint surfaces constitute the global PF of C3-DTLZ4.
C. Performance Metric
We use the IGD introduced in section IV as our performance metric. The IGD values of the running results of C-MOEA/DLD on the four constraint problems with 3,5,8,10 and 15 objectives are calculated, and compared with those of other MOEAs appeared in [20] . To calculate the IGD values, the set R of uniformly distributed representative points of the PF is necessary. As discussed before, the set of the intersecting points of weight vectors and the PF surface is taken as R for DTLZ1 to DTLZ4. The method of generating the set R is also presented in section IV. Since the PF of C1-DTLZ1 is the same as DTLZ1, the set R used for DTLZ1 is adopted for C1-DTLZ1. As for C2-DTLZ2, the set R used for DTLZ2 is also adopted, but those points that violate the constraint introduced by Eq.(19) are abandoned. As for C3-DTLZ1 and C3-DTLZ4, the intersecting points of weight vectors and the constraint surfaces are taken as the representative points of the PFs. The intersenting point, denoted as
T , of a weight vector w = (w1, w2, ..., w M )
T and the constraint surface can be calculated as
for C3-DTLZ1, and
for C3-DTLZ4. The representative points for the global PFs of the 3-objective instances of the four constraint problems are shown in Fig. 3 .
D. Performace comparisons
The IGD values of the running results of C-MOEA/DLD on C1-DTLZ1, C2-DTLZ2, C3-DTLZ1 and C3-DTLZ4 are calculated and compared to those of C-MOEA/DD appeared in [20] . As can be seen from Table V VII. CONCLUSION
In this paper, we propose a MOEA based on decomposition and local dominance for solving MaOPs, i.e., MOEA/DLD. The main ideas of MOEA/DLD can be concluded as follows. Firstly, MOEA/DLD employs a set of weight vectors to decompose a given MOP into a set of subproblems and optimizes them simultaneously, which is similar to other decompositionbased MOEAs. Secondly, at each generation, the individuals in the old population and the new population are divided into N subpopulations, each of which is associated with exactly one weight vector. The elitist strategy is then applied to keep N elite individuals as the next generation. Thirdly, each solution belongs to a subpopulation that associated with exactly one weight vector. The weight vector that has the smallest included angle with the solution is the associated weight vector of the solution. Finally, in the elitist selection procedure, the domination method and the PBI function are only used to compare local solutions in each subpopulation.
Experimental results of MOEA/DLD on problems chosen from two famous test suites(i.e., DTLZ and WFG) with up to 15 objectives are compared to those of other MOEAs appeared in [20] . Comparison results show that MOEA/DLD is very competitive in dealing with MaOPs , indicating that the proposed hybrid method based on decomposition and local dominance is effective. We also extend MOEA/DLD to solve constraint problems. And the running results of the constrained version of MOEA/DLD (CMOEA/DLD) on C1-DTLZ1, C2-DTLZ2, C3-DTLZ1 and C3-DTLZ4 are compared to those of MOEA/DD. Comparison results shows that CMOEA/DLD has good performance in solving constraint MaOPs.
Our future work can be carried out in the following two aspects. Firstly, it is interesting to study the performances of MOEA/DLD on other MOPs or constraint MOPs, such as the ZDT test problems, the CEC2009 test problems, combinatorial optimization problems [40] , [41] , and especially some realworld problems with a large number of objectives. Secondly, it is necessary to improve MOEA/DLD to overcome its shortcomings. One of the serious shortcomings is that almost all of the experimental results of MOEA/DLD on DTLZ1 and WFG1 are worse than those of MOEA/DD. More studies are needed to explore the reason behind it. 
