Abstract-Airframe structural integrity assessment is a major activity for all helicopter operators. The accurate estimation of component loads is an important element in life cycle management and life extension efforts. This paper explores continued efforts to utilize a wide variety of computational intelligence techniques to estimate some of these helicopter dynamic loads. Estimates for two main rotor sensors (main rotor normal bending and pushrod axial load) on the Australian Black Hawk helicopter were generated from an input set that consisted of thirty standard flight state and control system parameters. These estimates were produced for two flight conditions: full speed forward level flight and left rolling pullout at 1.5g. Two sampling schemes were attempted, specifically k-leaders sampling and a biased sampling scheme. Ensembles were constructed from the top performing models that used conjugate gradient, LevenbergMarquardt (LM), extreme learning machines, and particle swarm optimization (PSO) as the learning method. Hybrid and memetic approaches combining the deterministic optimization and evolutionary computation techniques were also explored. The results of this work show that using a biased sampling scheme significantly improved the predictions, particularly at the peak values of the target signal. Hybrid models using PSO and LM learning provided accurate and correlated predictions for the main rotor loads in both flight conditions.
I. INTRODUCTION
The accurate estimation of component loads in a helicopter is an important goal for life cycle management and life extension efforts. Helicopter operational loads are complex due to the dynamic rotating components operating at high frequencies. Many of the problems faced by helicopter operators in terms of structural integrity are similar to those of fixed-wing aircraft: they require fatigue and damage tolerance analyses, they need to set inspection intervals consistent with the inspection techniques available, they need to assess the effects of corrosion and other environmental degradation effects, and they also need to assess the effects of usage changes. All of these tests and analyses rely on accurate load spectra.
The development of reliable load spectra for helicopters, however, is still not mature. While direct measurement of these loads is possible, these measurement methods are costly and difficult to maintain. An accurate and robust process to estimate these loads indirectly would be a practical alternative This work was supported in part by Defence Research and Development Canada (13pt). Access to the data was granted by Australia's Defence Science and Technology Organisation.
to determine and track the condition of helicopter fleets. Load estimation methods can make use of existing aircraft sensors, such as standard flight state and control system parameters, to minimize the requirement for additional sensors and consequently the high costs associated with instrumentation installation, maintenance and monitoring.
There have been a number of attempts at estimating these loads on the helicopter indirectly with varying degrees of success. Preliminary work exploring the use of various computational intelligence techniques to assist in estimating helicopter loads showed that reasonably accurate and correlated predictions for the main rotor normal bending could be obtained for the flight condition forward level flight at full speed using only a reduced set of flight state and control system parameters [1] , [2] . However, the main weakness of these previous efforts has been the tendency to underpredict the target signal. Since these predictions could be used for calculating component retirement times, an underpredicted value would indicate a less severe loading and pose a potentially large safety risk. While an overpredicted signal would provide a conservative estimate for the component's remaining life, an overly conservative estimate is also undesirable; however, for load prediction to be useful and accepted, demonstrating slight overprediction is preferable to ensure that the impact of the actual load cycles is captured by the prediction. This paper describes continued efforts to expand the scope and improve the predictions by using different sampling methods to create the training and testing sets (k-leaders and biasing) as well as ensemble models created from a larger suite of computational intelligence methods such as conjugate gradient neural networks, Levenberg-Marquardt neural networks, extreme learning machines, and evolutionary algorithms (particle swarm optimization). The specific problem was to estimate two main rotor loads on the Australian Army Black Hawk helicopter (shown in Figure 1 ) using only flight state and control system (FSCS) variables during two different flight conditions. The objectives of this work were as follows: i) to extend the scope and complexity of the predictions to include more target parameters and flight conditions, ii) to compare the results obtained by the reduced subset with the full suite of input parameters, iii) to compare different sampling techniques for creating the training and testing sets, and iv) to examine the behavior of various computational intelligence techniques in building models used on their own or as hybrids.
This paper is organized as follows: Section II describes the test data, Section III explains the methodology that was followed, Section IV details the computational intelligence techniques used for search and modeling, Section V provides the experimental settings, Section VI highlights the key results and Section VII presents the conclusions.
II. BLACK HAWK FLIGHT LOADS SURVEY DATA
The data used for this work were obtained from a S-70A-9 Australian Army Black Hawk flight loads survey conducted in 2000 [3] . During these flight trials, 65 hours of flight test data were collected from a single helicopter for a number of different steady state and transient flight conditions for several altitudes and aircraft configurations. Instrumentation on the aircraft included 321 strain gauges, with 249 gauges on the airframe and 72 gauges on dynamic components. Accelerometers were installed at several locations on the aircraft and other sensors captured FSCS parameters.
One of the goals of this research was to determine if the dynamic loads on the helicopter could be accurately predicted solely from the FSCS parameters, as these parameters are already recorded by the flight data recorder found on most helicopters. The Black Hawk helicopter had thirty such FSCS parameters recorded during the flight loads survey. Two main rotor (MR) measurements were selected as targets: the main rotor normal bending (MRNBX) and the axial load on the main rotor pushrod (MRPR1). From over 50 flight conditions, two were selected for inclusion in this study: forward level flight at full speed and rolling left pullout at 1.5g. While forward level flight is a steady state manoeuvre that should be relatively straightforward to predict since the parameter values remain steady through the manoeuvre, the rolling pullout manoeuvre is a more severe and dynamic flight condition that should present a greater challenge since there is much more variation in the parameter values through each recording.
III. METHODOLOGY
The overall goal of this work was to develop models to generate accurate predictions for helicopter loads using FSCS parameters. The methodology adopted for this work is illustrated in Figure 2 . The application of computational intelligence and machine learning techniques to develop these models Fig. 2 . Experimental methodology occurred in two phases: i) data exploration: characterization of the internal structure of the data and assessment of the information content of the predictor variables and their relation to the predicted (dependent) variables; and ii) modeling: build models relating the dependent and the predictor variables.
For the data exploration stage, phase space methods and residual variance analysis (or Gamma test as described in Section III-A) were used to explore the time dependencies within the FSCS parameters and the target sensor variables, identifying how far into the past the events within the system influenced present and future values. This analysis found that 5 time lags were necessary and therefore the predictor set consisted of the 30 FSCS parameters and their 5 time lags for a total of 180 predictors [1] , [2] . The Gamma test then steered the evolutionary process used for data exploration. Multi-objective genetic algorithms (MOGA) were used for searching the input space to discover irrelevant and/or noisy information and identify much simpler well-behaved subsets to use as input for modeling. These subsets were found through simultaneous optimization of residual variance, gradient, and the number of predictor variables. The most promising subsets were then selected and used as a base for model search in the modeling stage. The data exploration stage that was followed in this work is described in detail in [1] , [2] .
During the modeling stage, a number of computational techniques were used to build models relating the target variable to the subset of predictor variables (as identified in the data exploration stage). These techniques included deterministic optimization methods using conjugate gradient (CJ) and Levenberg-Marquardt (LM) neural networks, extreme learning machines (ELM), and particle swarm optimization (PSO) from the family of evolutionary computation techniques.
A. Gamma test (residual variance analysis)
The Gamma test is an algorithm developed by [4] , [5] , [6] as a tool to aid in the construction of data-driven models of smooth systems. It is a technique aimed at estimating the level of noise (its variance) present in a dataset. Noise is understood as any source of variation in the output (target) variable that cannot be explained by a smooth transformation (model) relating the output with the input (predictor) variables. The fundamental information provided by this estimate is whether it is hopeful or hopeless to find (fit) a smooth model to the data. Since model search is a costly time-consuming datamining operation, knowing beforehand that the information provided by the input variables is not enough to build a smooth model would be very helpful. If for a given dataset, the gamma estimates are small, it means that a smooth deterministic dependency can be expected.
Let us assume that a target variable y is related to the predictor variables x by an expression of the form y = f (x) + r where f is a smooth function and r is a random variable representing noise or unexplained variation. Under some assumptions, the Gamma test produces an estimate of the variance of the residual term using only the available (training) data. A normalized version of the variance, called the vRatio (or V r ), allows the comparison of noise levels associated with different physical variables expressed in different units across different datasets. Another important magnitude associated with the Gamma test is the so-called gradient, G, which provides a measure of the complexity of the system.
The Gamma test is used in many ways when exploring the data. In the present case, it was used for determining how many time lags were relevant for predicting the future target sensor values, for finding the appropriate number of neighbours for the computation of V r and G, and most importantly, for determining the subset of lagged FSCS variables with the largest prediction potential (therefore the best candidates for building predictive models). In this sense, a comprehensive exploration of the datasets for different target sensors under different flight conditions was made using Gamma test techniques in order to find subsets of the lagged FSCS variables simultaneously with minimal V r (large prediction power), minimal G (low complexity) and small in size (cardinality, denoted by #), thus involving a small number of predictor variables. In order to accomplish this task, a multi-objective framework using genetic algorithms was used with <V r , G, #>as objectives.
B. Construction of the Training and Testing sets
The training/testing sets used for learning the neural network parameters and for independent evaluation of their performance should come from the same statistical population in order to properly assess the generalization capability of the network models learnt. Typically the entire data collection is partitioned into training/testing proportions such as 50%/50%, 75%/25%, 80%/20% or 90%/10%.
In this case, in order to work with relatively smaller training sets while keeping the representativity of its elements, clustering algorithms were used. The elements of the training sets were constructed by aggregating the vectors representing the different classes constructed by the clustering procedures. It is important to observe that the use of clustering here differs from the traditional in which the goal is to build a relatively small number of classes out of the original data collection (maybe large). In the present case, the goal was to build a relatively large number of classes so that a broad coverage of the dataset would be achieved in terms of capturing enough of its properties, however not so large that the computing times would be impractical. The idea is to have a number of classes (clusters) equal to the intended size of the training set, then partition the data into that many clusters and choose one sample/class as the representative. For a k-means clustering based sampling scheme, the representative corresponds to the cluster element closest to the cluster centroid (called the kleader). The resulting training set will be the union of the k-leaders corresponding to the k-clusters formed.
Clustering with classical partition methods constructs crisp (non-overlapping) subpopulations of objects or attributes. In this work, the k-means algorithm [7] was used. The k-means algorithm is actually a family of techniques, where a dissimilarity or similarity measure is supplied, together with an initial partition of the data (e.g. initial partition strategies include: random, the first k objects, k-seed elements, etc). The goal is to alter cluster membership so as to obtain a better partition with respect to the measure. Different variants very often give different partition results. The classical Forgy's k-means algorithm consists of the following steps: i) begin with any desired initial configuration. Go to ii) if beginning with a set of seed objects, or go to iii) if beginning with a partition of the dataset. ii) allocate each object to the cluster with the nearest (most similar) seed object (centroid). The seed objects remain fixed for a full cycle through the entire dataset. iii) Compute new centroids of the clusters. iv) alternate ii) and iii) until the process converges (that is, until no objects change their cluster membership). Once the clustering process is completed, find the k-leader within each cluster as the cluster member closest to the centroid and assemble the training set as the union of all of the k-leaders from the different clusters.
A second sampling technique to form the training and testing sets was explored. For the current problem of estimating loads in helicopter components, it is important for the models to predict the upper and lower peak values well since these are the values that exert more influence on the lifetime of the helicopter components. While it is possible to define dedicated error functions differentially weighting the influence of the magnitude of the estimated values, it makes the application of the neural network training procedures more difficult, as most of them use mean squared error as the measure for guiding the learning process. In any dataset, if the vectors are partitioned into classes determined by the value of the target variable, these classes will have a given empirical probability distribution. In an unbiased sampling scheme, the training and testing distributions should not differ in a statistically significant way. However, in a biased scheme the probability distribution of the represented classes of values in the training/testing sets can be altered in order to force the learning process to work more with classes of special interest. For example, the abundance of vectors with extreme target values in the training set can be made larger than in the whole dataset, so that the networks approximate these values better than lower ones. In this paper, a biased strategy for constructing training/testing sets were used in addition to the k-means clustering procedure (see Section V for settings).
IV. NEURAL NETWORK TRAINING METHODS
Training neural networks involves an optimization process, typically focused on minimizing an error measure. This operation can be done using a variety of approaches ranging from deterministic methods to stochastic, evolutionary computation (EC) and hybrid techniques. In this paper deterministic and EC methods, as well as hybrids between them, were used.
A. Deterministic Optimization
Deterministic optimization (DO) of the root mean squared error (RMSE) (or other error measures) is the standard practice when training neural networks. The Fletcher-Reeves method is a well known technique used in deterministic optimization [8] . It assumes that the function f is roughly approximated as a quadratic form in the neighborhood of a N dimensional point P. Starting with an arbitrary initial vector, the conjugate gradient (CJ) method constructs two sequences of vectors that satisfy the orthogonality and conjugacy conditions and it can be proven [8] that if one vector is the direction from point P i to the minimum of f located at P i+1 , then the conjugate is in the direction of the gradient, therefore, not requiring the Hessian matrix of second partial derivatives.
Another popular and powerful DO technique is the Levenberg-Marquardt (LM) algorithm [8] . It works with an approximation of the Hessian matrix (of second derivatives of the error function, in this case, mean-squared). The advantage of this method is that it smoothly blends the Newton and the steepest descent approaches into a single way of computing the optimization parameters (the neural network weights), ranging a continuum between the two. As the process continues, an adaptation parameter shifts the process towards favoring a Newton-like or steepest descent-like approach to updating the optimization parameters. In this paper, the Conjugate Gradient and the Levenberg-Marquardt techniques were used for training neural networks as single training techniques, as well as combined with EC algorithms into hybrid approaches.
B. Extreme Learning Machines
In recent years an approach for training single-hidden layer feed forward neural networks called Extreme Learning Machines (ELM) have been proposed [9] , [10] . In this kind of network, theN neurons in the hidden layer are required to work with an activation function that is infinitely differentiable (for example, the sigmoid function), whereas that of the output layer is linear. The weights of the hidden layer are randomly assigned (including the bias weights), whereas those of the hidden-to-output layer are computed according to
H is the hidden-to-output layer matrix, H † is the MoorePenrose pseudoinverse of H and
′ is a transposed matrix containing the N target vectors from the training set that the network should approximate. The topic of ELMs is subject to discussion as they are considered similar to, or special cases of, radial basis function (RBF) networks, random vector functional-link (RVFL), least squares support vector machines (LS-SVM), or reduced SVM [11] [12] [13] . In this paper, networks constructed as indicated above, were trained using different approaches for the computation of the Moore-Penrose pseudoinverse (using Singular Value Decomposition and the algorithms described in [14] , [15] ).
C. Evolutionary Computation Optimization
Particle swarm optimization (PSO) is a population-based stochastic search process, modeled after the social behavior of bird flocks and similar animal collectives [16] , [17] , [18] . The algorithm maintains a population of particles, where each particle represents a potential solution to an optimization problem. In the context of PSO, a swarm refers to a number of potential solutions to the optimization problem, where each potential solution is referred to as a particle. Each particle i maintains information concerning its current position and velocity, as well as its best location overall. These elements are modified as the process evolves, and different strategies have been proposed for updating them, which consider a variety of elements like the intrinsic information (history) of the particle, cognitive and social factors, the effect of the neighborhood, etc, formalized in different ways. The swarm model used has the form proposed in [19] 
where ν k+1 id is the velocity component along dimension d for particle i at iteration k + 1, and x k+1 id is its location; b 1 and b 2 are positive constants equal to 1.5; r 1 and r 2 are random numbers uniformly distributed in the range (0, 1); d 1 and d 2 are positive constants equal to 0.5 to cooperate with b 1 and b 2 in order to confine ϕ 1 and ϕ 2 within the interval (0.5, 2); ω is an inertia weight. The initial range of particle values was [−3, 3] and the initial velocities were in [1, 5] . These values were chosen based on either recommended values from literature or previous settings that obtained good results.
D. Hybrid and Memetic Approaches
A common issue of deterministic (gradient-based) techniques is the local entrapment problem which can be mitigated by combining local and global search techniques. In this case, deterministic optimization techniques were combined with evolutionary computation methods, both presented above. Several hybridization approaches are possible: i) coarse and refinement stages: Use a global search technique and upon completion, go to a next step of using a subset of the solutions (proper or not) as initial approximations for local search procedures (e.g. deterministic optimization methods). The final solutions will be those found after this second step, ii) memetic: Embed the local search within the global search procedure. In this case the evaluation of the individual constructed by the global search procedure is made by a local search algorithm. For example, within an evolutionary computation procedure, the evaluation of the fitness of an individual is the result of a deterministic optimization procedure using as initial approximation the individual provided by the evolutionary algorithm. Then, the EC-individual is redefined accordingly and returned to the evolutionary procedure for the application of the evolutionary operators and the continuation of the evolutionary procedure. In this paper both hybridization procedures were used. The results of their application to the helicopter load estimation problem are discussed in Section VI.
V. EXPERIMENTAL SETTINGS
The network configurations and settings were selected based on either recommended values from literature, previous settings that obtained good results, or simply to cover the allowable parameter range.
A. Neural Network Configurations
Networks with combinations of 1 to 12 neurons in the first hidden layer and 0 to 11 neurons in the second hidden layer were trained and tested for each sensor/flight condition. A linear transfer function was used for the output layer, while the remaining network layers used the hyperbolic tangent transfer function. All of these networks were trained using 7 different methods: CJ, LM, pure PSO, PSO with CJ, PSO with LM, memetic CJ-PSO, and memetic LM-PSO. Each trial was repeated 3 times, each instance initialized with a random seed. Thus there were 1512 runs for each case (sensor/flight condition/sampling scheme) with an imposed time limit (3 hours) and maximum number of iterations (10000).
B. Extreme Learning Network Configurations
ELMs with 100, 500, and 1000 hidden layer neurons were studied in this experiment. The upper threshold was set at 1000 neurons since this was roughly half the number of data tuples available in each training set. For each network, two activation functions were tested in the hidden layer (sigmoid and sine), while the output layer function remained as linear. Every trial was repeated 3 times to allow for 3 potentially different seeds; thus there were 18 runs for each case.
C. Biased Training and Testing Set Construction
In each flight recording, the FSCS and target data tuples were partitioned into a training and a testing set. The training set was constructed such that it contained a higher proportion of the upper and lower values in the target signal than in the original recording. The threshold defining these regions, or classes, was set as a function of the mean and standard deviation of the target signal: the data points exceeding the mean plus 1 standard deviation belonged to the 'high' class, those whose values were below the mean minus 1 standard deviation fell in the 'low' class, and the remaining data was assigned to the 'medium' class. The distribution between the high, medium, and low classes was arbitrarily set as 0.4, 0.2 and 0.4 respectively.
VI. RESULTS
The original predictor set of 30 FSCS parameters was expanded to 180 to include their time history data (as discussed in Section III). Two different sampling schemes (k-leaders and biased) were used to form the training and testing sets. Using MOGA and the Gamma test, reduced subsets of predictor variables were found during the data exploration phase and the most promising subsets were used to build models estimating the target outputs, main rotor normal bending (MRBNX) and main rotor pushrod (MRPR1) for two different flight conditions. Overall there were 8 different cases to examine. The models were all feed-forward neural networks that used the various computational intelligence techniques for building the models: extreme learning machines, deterministic optimization neural networks, particle swarm optimization, and hybrid and memetic combinations of DO and PSO. Ensembles of the top models were then formed for each case.
A. Full mask vs. Subset of Predictors
It was important to first examine the estimates for the target outputs using the full mask (all 180 predictor variables) and compare with those from the most promising masks found by the MOGA and Gamma test combination in the data exploration phase. This comparison was done to validate the effectiveness of MOGA and the Gamma test to sort through the irrelevant and noisy information in the FSCS parameters. Table I shows the results (root mean squared error (RMSE) and correlation (corr)) for MRNBX during level flight obtained from three ELM ensemble models, each comprised of networks with 1000 neurons in the hidden layer, using the k-leader sampling scheme. The three ensembles differ in the following regard: the 'full mask' was constructed using the complete FSCS predictor set, the 'best mask' with only the subset selected by the MOGA during data exploration, while the 'complementary mask' consisted of the remaining predictor variables from the full mask left out of the best mask. It can be seen from Table I that the full mask and the best mask models both had relatively low RMSEs and high correlations in training, despite an 85% reduction in dimensionality of the predictor set in the best mask (26 vs 180 variables). In fact, the best mask had a lower RMSE and higher correlation than the full mask in both training and testing scenarios. This difference was relatively small in training but became more significant when evaluated in testing. Even though the full mask contained the same variables as the best mask, it is evident that having to accommodate all of the variables, including those the GA deemed superfluous, detracted from its performance. This result is encouraging, as it indicates that Fig. 3 . LM ensemble for MRNBX rolling pullout using biased sampling.
simpler models could be constructed using the MOGA masks without sacrificing performance.
For a thorough comparison, the results from the complementary mask models are also included in Table I . These models were all trained using only the predictor variables that the MOGA discarded. However, the results show that a model for this sensor and flight condition was still feasible, albeit at a much lower level of performance than the full mask. In both training and testing, the ensemble from the complementary mask models yielded a much higher RMSE and lower correlation than the best mask models. This difference in performance gives further credence that the variables chosen by the GA had higher predictive power than others.
B. Comparison of Sampling Techniques
The use of the two sampling schemes (k-leaders and biased) to create the training and testing sets led to some interesting differences in the results. The MOGA experiments run in the data exploration stage yielded masks that significantly reduced the number of predictor variables required for the case of kleaders sampling. This large reduction was observed for both sensors and both flight conditions. Remarkably, some variables appeared consistently between masks, perhaps indicating the possibility of a generalized model. In the case of the biased sampling regime however, there was no evidence of either this reduction in mask size, nor consistency within the predictor variables. Generally, the masks chosen using biased training data had more parameters than their k-leader counterparts: for example, 68 vs. 26 variables in MRNBX rolling pullout, and 84 vs. 26 for MRPR1 rolling pullout.
Despite the increased model complexity from using larger masks, this biased sampling approach still posed as an attractive option for the purposes of helicopter lifetime estimation. As the damage induced by helicopter loads is largely dictated by the peak values in the load signal, training the network to more accurately capture peaks would in theory lead to a better resulting damage prediction. It was thought that this advantage might also lead to overpredicting the less extreme signals present in the testing dataset, so that one would expect a larger testing RMSE. However as mentioned previously, overprediction of the target signal is preferable to underprediction for the purposes of helicopter load estimation to ensure a conservative estimate.
Surprisingly, the models created using biased training sets did not result in an increased RMSE from overprediction as expected. Quite the opposite, the time series signal as a whole seemed to be better represented using this training set than with the k-leaders training set. Table II shows the results from the deterministic optimization (DO) ensembles for the MRNBX and MRPR1 signals during the rolling pullout manoeuvre. In all cases, the ensemble candidates used LevenbergMarquardt as the learning method. In the instance of the MRNBX signal, the RMSE of the biased set was approximately 30% lower than the k-leader set in training, and about 35% lower in testing. Meanwhile, the correlation was much better in training for the biased set but became comparable in testing. While any difference in correlation would affect the RMSE, the fact that they had similar correlation values but different RMSEs could be loosely interpreted as the k-leaders based prediction was much more 'squashed' than the biased prediction. A similar pattern could be seen for the MRPR1 sensor, where the training RMSE was 50% better in training, and 25% better in testing. It is worth noting that although CJ was among the learning methods tested, all of their models paled in comparison to those trained with LM. As seen in Figure 3 , the prediction from the biased sampling for MRNBX rolling pullout had significant coverage over the observed target signal. The dashed vertical lines indicate the boundary between different flight recordings, which were taken over several days. As suggested by the variation in the shape of the time signal from one recording to the next, the rolling pullout maneouvre appeared to vary considerably depending on the pilot, aircraft configuration, and environmental conditions. In addition, each individual record did not appear to be homogenous, that is, each record did not solely consist of data from this flight condition. This observation is likely due to the nature of recording such dynamic manoeuvres, as the recording likely would have included the helicopter's steady state condition just before and after the manoeuvre, the transitions into and out of the manoeuvre, and the manoeuvre itself. Even with this perceived variation though, the LM ensembles proved to be very robust, capturing the phase of the overall time signal quite accurately. Although the biased training appeared to overcome some of the underprediction seen with the k-leaders, there were still some peak signals not captured by the predicted output (affecting the RMSE).
C. Behavior of computational intelligence techniques
Several kinds of model building techniques were used in this study, including extreme learning machines, deterministic optimization, evolutionary computation methods, as well as hybrids of these methods. In this section, the performance of these different approaches are compared. The performance results of all the models for all the cases are listed in Table III . Ensembles were created from the top performing models for each method: deterministic optimization (DO) using only LM or CJ neural networks, PSO including the hybrid and memetic versions with LM or CJ, ELMs, and a general ensemble constructed from the top performing DO and PSO models.
While the neural networks using biased training data did not capture the high and low values of the target signal as well as intended, the ELM networks trained with the same data were somewhat more successful in this regard and in fact overpredicted in some instances. Unfortunately, this overprediction by the ELMs only occurred within certain flight recordings and was not consistent. In the regions that were not overpredicted, the prediction was still quite accurate (based on visual comparison of the predicted and target signal). This disparity between the overpredicted and non-overpredicted regions made interpreting the RMSE and correlation difficult. For example, the ELM ensemble in the case of MRPR1 in rolling pullout had both significant coverage, and overprediction, but had a poor RMSE (0.818) and low correlation (0.389) in testing. Although the DO ensemble had better performance results (RMSE = 0.617, corr = 0.566), upon inspection of the predicted signal it had much poorer coverage. This slight overprediction by the ELM networks came at the expense of network complexity: the ELMs each had 1000 neurons in their hidden layers, as opposed to neural networks with just 7 to 12 neurons in their first (and only) hidden layer.
In general, the ensemble candidates from either LM or PSO-LM coarse and refinement were single layer networks ranging from 7-12 hidden layer neurons. There were some two layer networks with 1 to 4 neurons in the second layer that performed well, but most of the top performing models had a single layer. Interestingly, the memetic versions of the PSO algorithm (with either CJ or LM) did not perform as well as the coarse and refined LM-PSO models. Furthermore, as was seen with the deterministic optimization models, none of the hybrids with CJ were suitable for the ensemble. For future studies it may be worth evaluating the damage fraction from the predicted signal generated by each network and comparing it to that of the observed signal, which would give a better indication than RMSE/correlation of which network was better suited for this problem. In addition the introduction of alternative asymmetric error functions in the learning process could be an effective way to encourage overprediction of the signal (and discourage underprediction).
D. General Model Ensemble
An ensemble with both PSO and DO models was created for each case, with the hope that combining the two different training methods would overcome any deficiencies seen in the results from each single method alone. The ELM results were purposely omitted, since, as mentioned in Section VI-C, including those results would make any gains or losses in performance difficult to interpret. The results from the general ensemble model for each case are included in Table III. As expected, some small improvements over the PSO/DO ensembles were seen using the general ensemble model. In spite of this improvement seen by combining methods, the improvement in the k-leader results was still insufficient to outperform the original PSO/DO biased training ensembles, Fig. 4 . Generalized model for MRPR1 rolling pullout using biased sampling.
never mind the generalized ensembles using biased sampling. Much like the k-leader results, the performance of most generalized ensembles for the biased set was augmented by combining the PSO and DO models. Overall, the predictions for level flight were quite good for both main rotor normal bending and the pushrod axial load. As compared to previous results [1] for MRNBX level flight that used an ensemble of M5 model trees and BroydonFletcher-Goldfarb-Shanno (BFGS) neural networks (RMSE = 0.593, corr = 0.801), the biased sampling general ensemble model in this work substantially improved the prediction (RMSE = 0.429, corr = 0.801). Prediction of the rolling pullout manoeuvre was a more challenging task and not surprisingly the performance (RMSE/correlation) was not as strong. This manoeuvre was chosen because it is a complex and dynamic flight condition and it is a fatigue damaging manoeuvre for some components. However, as seen in Figure 4 showing the prediction for rolling pullout for MRPR1, the general ensemble model yielded an excellent prediction for the time signal, capturing the peak values quite well in many cases particularly at the extreme values which are the areas most critical for helicopter structural integrity. The fact that reasonable results could be found for this difficult manoeuvre is very encouraging.
VII. CONCLUSIONS
This work expanded the use of computational intelligence techniques and sampling methods to predict several main rotor loads on the Black Hawk helicopter through a broader range of flight conditions. The results found that using a smaller subset of FSCS parameters generated models that performed similar if not better than models that used all the available FSCS parameters. Using a biased sampling scheme to form the training dataset led to larger masks but overall better predictions of the main rotor loads, particularly at the peak values (most critical for helicopter structural integrity). From the wide range of computational intelligence techniques used for building models, the Levenberg-Marquardt neural networks and those paired with particle swarm optimization provided the best performance. The results achieved in this study are quite encouraging as reasonably accurate and correlated models were found for the two flight conditions in spite of the complexity of the manoeuvres. In addition, the overall quality of the predictions improved through the use of the explored techniques as underprediction of the signal was less frequent. Future work will aim to further improve the predictions by incorporating fatigue damage calculations based on the predicted loads, constructing general models applicable to any flight condition, and using alternative error measures for guiding the learning process.
