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We show that there exist non-Hamiltonian, maximal planar, inscribable graphs. 
A graph is inscribable if it can be realized as the edges of the convex hull of a set of 
points lying on a sphere. The class of inscribable graphs is the same as the class of 
graphs that can be realized as a Delaunay triangulation augmented by the edges 
of the farthest-point Voronoi’ dual. We also establish an upper bound of 
log, 8 = 0.94639 for the shortness exponent of inscribable graphs. The shortness 
exponent is a measure of the extent to which a class of graphs fails to be 
Hamiltonian. It is defined to be the smallest c1 for which there is a sequence G, of 
graphs in the class with lim, _ ~ 1 G, / = cc and a constant c such that for all n, 
where h(G) is the length of a longest cycle in G and /GI is the number of nodes 
of G. 6 1989 Academic Press. Inc. 
1. INTRODUCTION 
In this paper, we show that there exists a non-Hamiltonian, maximal 
planar graph that can be realized as the edges of the convex hull of a set of 
points lying on a sphere. This answers a question that was reported 
in [ORou86] and has been attributed to R. Seidel, among others. The 
example that we present has 25 nodes. 
We also establish an upper bound for the shortness exponent of 
inscribable graphs. The shortness exponent was introduced in [GrWa73] 
as a measure of the extent to which a class of graphs fails to be 
Hamiltonian. It measures the worst-case exponential rate of decay of the 
length of a longest cycle as a function of the number of nodes. The 
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shortness exponent of any class of graphs is between 0 and 1, inclusive, and 
any class of graphs consisting only of Hamiltonian graphs has shortness 
exponent 1. We show that the shortness exponent of the class of inscribable 
graphs is at most log, 8 = 0.94639 . . 
Our proofs of these results are based on the fact that a Delaunay 
triangulation augmented by the edges of the dual of the farthest-point 
Voronoi’ diagram is inscribable. This fact was first pointed out, in a slightly 
different form, in [Brow791 ([EdSe86] contains some variants). Hence, 
the results of this paper are an improvement of earlier results establishing 
the existence of non-Hamiltonian Delaunay triangulations in the 
degenerate case [Kant831 and the nondegenerate case [Di1187a]. These 
results were motivated by applications in pattern recognition [ORou87] 
and shape reconstruction [Bois84]. It has also been shown [Dill87b] that 
Delaunay triangulations and inscribable graphs exhibit the following 
combinatorial property, called l-toughness [Chva73]: removing k sites 
splits these graphs into at most k components. All Hamiltonian graphs are 
l-tough, but the converse is not true. 
2. PRELIMINARIES 
Except as noted, we use the same graph-theoretic terminology as 
[Hara69]. A path is a sequence of two or more (not necessarily distinct) 
nodes plpz.. .pn such that for all i, pipI+ i is an edge. A path is a simple 
path if all the vertices are distinct. A cycle is a path pO . .pn in which pO =p, 
but the vertices are otherwise distinct. 
A Hamiltonian cycle in a graph G is a cycle that visits each node of G 
exactly once. A graph is Hamiltonian if it contains a Hamiltonian cycle. We 
denote by /z(G) the number of nodes in a longest cycle through G, and by 
IGI the number of nodes in a graph G. Using this notation, a graph is 
Hamiltonian iff h(G) = JGI. The shortness exponent of a class of graphs is 
defined to be the smallest number z for which the following statement 
is true: there exists a sequence of graphs G, in the class with 
lim, + w  I G, / = co and a constant c such that for all n, h(G,) < c . IG, Ia. An 
equivalent statement is that there exists a sequence of graphs G, for which 
lim inf log h(Gn I< cI 
n-cm log/G,) ’ ’ 
A planar graph is a graph that can be drawn in such a way that its nodes 
are points of the plane and such that if two edges intersect, they do so only 
at a common endpoint. A plane graph is a graph that is already drawn in 
such a fashion. A plane graph separates the plane into regions, which are 
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called faces. In a plane graph, an edge and a face are incident if the face is 
immediately to either side of the edge. A vertex and an edge are incident if 
the vertex is an endpoint of the edge. The set of nodes, edges, and faces, 
together with the incidence relations among them, is called the incidence 
structure of the graph. Two plane graphs are combinatorially equivalent if 
they have the same incidence structure, They are homothetic if one can be 
mapped onto another by a sequence of scale changes and translations. 
The set of all edges that are incident with a face is called the boundary of 
the face. There is exactly one face that is unbounded (i.e., that contains 
points arbitrarily far apart). This face is called the exterior face, and all 
other faces are called interior faces. The boundary of the exterior face is 
called the boundary of the graph. 
A connected plane graph is a triangulation if every edge is a line segment, 
every interior face is bounded by a triangle, and the boundary of the graph 
is a convex polygon. If, in addition, the boundary is a triangle, then the 
graph is said to be maximal planar. In a triangulation, an elementary 
triangle is a triangle that contains no node in its interior. 
Let S be a set of distinguished points in the plane, which we call sites. 
For each s E S, the Voronol region V(s) generated by s is the set of points 
closer to s than to any other site. The collection of all Voronoi’ regions 
generated by sites of S is called the Voronoi: diagram generated by S. The 
Voronoi’ dual of S is defined to be the straight-line geometric dual of the 
Voronoi’ diagram. That is, its vertices consist of the sites S, and two points 
are connected by an edge if and only if their Voronoi’ regions share a boun- 
dary consisting of more than one point. If no more than three Voronoi’ 
regions meet at any point in the Voronoi’ diagram generated by S, then the 
Voronoi’ dual of S is a triangulation, called the Delaunay triangulation 
of S; in this case, the Delaunay triangulation is said to be nondegenerate. 
A Voronoi’ diagram and the corresponding (nondegenerate) Delaunay 
triangulation are illustrated in Fig. 2.1. The following lemma follows easily 
from the “General Lemma” proved in [Dela34]. 
LEMMA 2.1. A triangulation is a nondegenerate Delaunay triangulation if 
and only if, whenever ABC and ABD are two elementary triangles, the angles 
ACB and ADB satisxv the inequality 
ACB+ ADB< 180. 
Note that here, and throughout this paper, we use the notation ABC to 
represent either a triangle or the measure of an angle in degrees. We also 
use the notation AB to represent either a segment or the length of a 
segment. Since it is always clear from the context which we mean, this 
should not cause confusion. 
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(b) 
FIG. 2.1. (a) A Voronoi’ diagram. (b) The corresponding Delaunay triangulation. 
The farthest-point Voronoi’ diagram is defined in the same way as the 
Vorondi diagram, except that the region associated with a site is the locus 
of points farther from that site than from any other site. Only sites on the 
convex hull have nonempty regions associated with them in the farthest- 
point diagram. The farthest-point Voronoi’ dual is the graph obtained by 
connecting sites on the convex hull iff they share a boundary in the 
farthest-point diagram. A farthest-point Voronoi’ diagram and its dual are 
illustrated in Fig. 2.2. For a more complete discussion of Vorondi diagrams 
and their variants, see [PrSh85]. 
A polytope is a finite intersection of half-spaces. Reference [Griin67] is 
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(a) 
FIG. 2.2. (a) A farthest-point Voronoi diagram. (b) Its dual. Only the sites on the convex 
hull are shown in (b). 
an encyclopedic reference on the theory of polytopes. We will only be con- 
cerned with convex polytopes in 3-dimensional Euclidean space. The graph 
consisting of the vertices and edges of a 3-dimensional convex polytope is 
3-connected and planar. A famous and difficult theorem of Steinitz says 
that the converse is also true: any 3-connected planar graph can be realized 
as the vertices and edges of a 3-dimensional convex polytope. Any two 
planar embeddings of such a graph are combinatorially equivalent. If this 
(essentially unique) embedding as a plane graph is maximal planar, then 
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the graph itself is said to be maximal planar. (The term simplicial is 
sometimes used instead.) When such a graph is realized as a polytope, all 
faces of the polytope are triangles. 
A polytope is said to be inscribed in a sphere B if every vertex (i.e., every 
extreme point) of the polytope lies on B. (Not all polytopes can be so 
inscribed.) If a graph is isomorphic to an inscribed graph, it is said to be 
inscribable. 
For a finite set of sites in the plane, define the augmented Delaunay graph 
to be the graph whose nodes are the given sites and whose edges are the 
union of the edges of the Voronoi’ dual and the farthest,-point Voronoi’ 
dual. Then it follows from [Brow791 that the augmented Delaunay graph 
is inscribable. If the Delaunay triangulation is nondegenerate and if no four 
points of the convex hull are cocircular, then the augmented Delaunay 
graph is maximal planar. 
3. THE CONSTRUCTION OF A NON-HAMILTONIAN, INSCRIBABLE, 
MAXIMAL PLANAR GRAPH 
The basic building block for our construction of a non-Hamiltonian, 
maximal planar, inscribable graph is the graph T shown in Fig. 3.1. The 
relevant properties of this graph are captured in the following two lemmas. 
FIG. 3.1. The graph T has the property that any simple path from A to B that contains 
the three dark vertices (X, Y, and 2) must also contain C. 
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LEMMA 3.1. Any simple path through T that starts at A, ends at B, and 
contains the three vertices X, Y, and Z must also contain C. 
ProoJ: Suppose there is a simple path P from A to B that contains X, 
Y, and Z and does not contain C. X must have two neighbors on P. Since 
C is not on P, these two must be A and D. Then, since P starts at A, A has 
only one neighbor on P (namely X), so A cannot be a neighbor of Y. An 
analogous argument (with B replacing A, F replacing D, and Z replacing 
X) shows that B cannot be a neighbor of Y. But then Y can have only one 
neighbor on P, which is impossible, since P is a simple path and Y is not 
an endpoint. This contradiction shows that P cannot exist. 1 
LEMMA 3.2. T can be realized as a Delaunay triangulation in such a way 
that 
(a) Triangle ACB is isosceles, with AC= BC. 
(b) The two angles AXC and BZC are equal. 
(c) The sum of the three angles ACB, AXC, and BZC, measured in 
degrees, is less than 300. 
Proof. The graph T is embedded by assigning the sites as shown in 
Table I. These coordinates are exact (that is, they are accurate to arbitrary 
precision). 
To verify that this embedding is in fact a Delaunay triangulation, we 
have to check that the opposite angles across each edge sum to less than 
180. For the nine edges that have one endpoint at either X, Y, or Z, this is 
obvious. The verification for the remaining nine edges is contained in Table 
II. (The angle values in Table II have been calculated using standard 
trionometric relations and are accurate to two decimal places, so the sums 
plus the maximum computational error are less than 180.) 
TABLE I 
Coordinates of the Embedding of the Graph T 
Site X Y 
-29 416.5 
29 416.5 
0 0 
-14 401 
0 416 
14 401 
- 14.95 400.96 
0 416.4 
14.95 400.96 
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TABLE II 
Sums of Opposite Angles in the Embedding of the Graph T 
Edge Angle 1 Angle 2 Sum 
AD 
AE 
CD 
DE 
DF 
BF 
BE 
CF 
FE 
AXD 129.71 
ADE 87.09 
CXD 90.28 
DAE 44.95 
DEF 86.05 
BZF 129.71 
BFE 87.09 
CZF 90.28 
FBE 44.95 
AED 47.96 177.67 
AYE 90.20 177.29 
CFD 88.00 178.28 
DFE 46.97 91.92 
DCF 4.00 90.05 
BEF 47.96 177.67 
BYE 90.20 177.29 
CDF 88.00 178.28 
FDE 46.97 91.92 
FIG. 3.2. An embedding of the graph T satisfying Lemma 3.2. Sites X, Y, and Z are 
shown because of their proximity to sites D, E, and F, respectively. A blowup of the 
portion of the figure is shown in Fig. 3.3. 
not 
top 
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The remaining assertions are easily checked. Assertions (a) and (b) 
follow from the symmetry of the figure about the y-axis. Assertion (c) 
follows from the following computation: 
ACB + AXC + BZC = 7.96 + 2( 140.02) = 288.00 < 300. 
This completes the proof. 1 
The realization of T constructed in the preceding lemma is shown in 
Fig. 3.2 and Fig. 3.3. (Figure 3.3 shows an enlarged portion of Fig. 3.2.) 
Now consider the “hexagonal” graph H, shown in Fig. 3.4. H consists of 
three copies of the graph T joined at a common point C, with three 
additional edges added (BA’, B’A”, and B”A). We will refer to the six sites 
A, A’, A”, B, B’, and B” as boundary sites of H, and to the remaining 19 
sites as interior sites of H. The nine sites of H that are of degree 3 (i.e., the 
sites corresponding to X, Y, and Z in the three copies of T) will be referred 
to as dark sites, and the remaining sites will be called light sites. Lemmas 
3.3 and 3.5 contain key properties of H. 
LEMMA 3.3. Let G be any plane graph which contains H as a subgraph, 
such that the only edges of G incident with interior sites of H are edges of H. 
Then any cycle in G must omit at least one dark site of H. 
ProoJ Suppose that there exists a cycle P of G that goes through every 
dark site of H. Since the point C has at most two neighbors on P, it follows 
that at least one of the three triangles ABC, A’B’C, A”B”C does not have 
FIG. 3.3. An enlargement of the upper portion of Fig. 3.2. 
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FIG. 3.4. The graph H consists of three copies of T, inside the triangles ABC, A’B’C, and 
A”B”C, joined at the common point C. 
any point inside it that is a neighbor of C on P. Assume, without loss of 
generality, that ABC is such a triangle. Then P must pass between A and 
B, going through all three dark sites inside triangle ABC, without passing 
through C. But this is impossible by Lemma 3.1. 1 
COROLLARY 3.4. If G is as in Lemma 3.3, then G is non-Hamiltonian. In 
particuiar, H is non-Hamiltonian. 
Proof: The first assertion follows immediately from Lemma 3.3. The 
second assertion is the special case G = H, 1 
LEMMA 3.5. H can be realized as a Delaunay triangulation. 
Proof: Consider a realization of the graph T as a Delaunay 
triangulation, as described in Lemma 3.2. Let CI be the measure of angle 
ACB in degrees, and let b be the measure of angle BZC. Let A’ be chosen 
so that A’C= BC and BCA’ = 120 - a, as in Fig. 3.5. Then ACA’ = 120. If 
we overlay the plane graph constructed in this fashion with copies rotated 
120 and 240 degrees clockwise about the point C, then it is clear that we 
obtain a realization of H. 
We have to show that this realization is also a Delaunay triangulation. 
This requires showing that the boundary is convex and that the condition 
of Lemma 2.1 is satisfied. The convexity follows from the fact that, by the 
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FIG. 3.5. The embedding of the graph H constructed in Lemma 3.5, drawn to scale. The 
sites shown correspond to the iight sites in Fig. 3.4. The dark sites are omitted for clarity. 
construction, the six boundary angles (ABA’, etc.) are all equal, and hence 
must each be 120. By Lemma 3.2, and the symmetry of the embedding of 
H, the hypotheses of Lemma 2.1 will be satisfied if it can be shown that the 
sum of BZC and BA’C is less than 180. This follows from the following 
computation: 
BZC+ BA’C=p+(180-(120-a))/2 
= (2p + CI + 60)/2 
< (300 + 60)/2 
= 180. 1 
We can now prove the main result of this section: 
THEOREM 3.6. There exists an inscribable, non-Hamiltonian, maximal 
planar graph. 
Proof. Let H be realized as a Delaunay triangulation, as in Lemma 3.5. 
In that particular realization, the six boundary sites {A, B, A’, B’, A”, B”> 
are cocircular. However, if the three sites B, B’, and B” are moved further 
away from C by the same small amount (so small that the topology of the 
Delaunay triangulation is not altered), then no four of the boundary sites 
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FIG. 3.6. A Schlegel diagram of a realization of the non-Hamiltonian, inscribable graph 
constructed in Theorem 3.6. Each shaded triangle corresponds to a copy of the graph T shown 
in Fig. 3.1. 
will be cocircular. Let G be the augmented Delaunay graph generated by 
the sites of H as perturbed in this fashion. It is easy to see that the edges of 
G are the edges of H plus the additional edges BB’, B’B”, and B”B. Then G 
is maximal planar and inscribable, and G is non-Hamiltonian by Corollary 
3.4. G can be realized as a decahedron with three of its faces filled in by 
copies of T. A Schlegel diagram (see [Griin67]) for this realization of G is 
shown in Fig. 3.6. i 
4. SHORTNESS EXPONENTS FOR INSCRIBABLE GRAPHS 
In this section, we establish a nontrivial upper bound on the shortness 
exponent of Delaunay triangulations and inscribable graphs. We do this by 
starting with the graph H constructed in the previous section and recur- 
sively replacing the dark nodes by “small” copies of H, in such a way that 
the graph remains a Delaunay triangulation. This construction is formally 
justified in Lemma 4.1, below. 
Let GI and G, be plane graphs, and let P be an interior site of G,. We 
say that the graph G, has been ohtaiked from G, by replacing P with G, if 
G3 can be constructed from G, by performing the following sequence of 
operations: 
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(1) Deleting P and any edges of G, incident with P to obtain a new 
graph G;; 
(2) Inserting a homothetic copy of 6, (which we call G;) inside the 
face of the graph G; from which P was removed; and 
(3) Connecting the boundary vertices of G; with vertices of G’, 
incident to the face from which P was removed, in such a way that the 
resulting graph G, is a plane graph. 
An example is shown in Fig. 4.1. 
LEMMA 4.1. Let D, and D2 be any nondegenerate Delaunay 
triangulations, and let P be an interior site of D,. Then there exists a 
Delaunay triangulation which is obtained from D, by replacing P with D2. 
Proof: Let Xi, X1, . . . . X,, be the sites of D, adjacent to P, in counter- 
clockwise order about P. For each i, let Qi be the site opposite the edge 
(a) 
(b) 
FIG. 4.1. Illustration of the definition of replacing a point within a graph by another 
graph. (a) A graph, G,. (b) Another graph, G2. (c) The result of replacing P with G2 in G,. 
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X,X,+ I from P, if such a site exists. (Throughout this proof, we assume all 
subscripts are taken modulo n.) Let Y,, Y,, . . . . Y, be the sites on the 
convex hull of D2, let /? be the largest angle of the form YjZYj+i where 
cZYj+ I is an elementary triangle of D,, and let 6 = 180 -p (see Fig. 4.2). 
Then for some Y > 0, the following properties hold, where C(P, r) denotes 
the circle with center P and radius r: 
(a) If W is any point inside C(P, r), then Xi WX,, L + XiQiX,+, < 
180, for all i for which Q, exists. 
(b) If U and V are any two points inside C(P, r), then UX, I’< 6 for 
all i 
Both (a) and (b) are consequences of the fact that the measure of the con- 
vex angle ABC determined by three points A, B, and C is a continuous 
function of the three points. (a) follows from the fact that D, is a Delaunay 
X4 Cc) X5 
FIG. 4.2. Illustration of the basic construction in Lemma 4.1. (a) The area around P in 
D, (b) The convex hull of D2. p is the maximum of the marked angfes. (c) The construction: 
a copy of Dz is placed inside the circle C(P, r), which is chosen as described in the proof. 
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triangulation. (b) follows from the fact that the measure of the acute angle 
XiPX, is 0. 
Now let 0; be a homothetic copy of D2 contained in C(P, Y). Let S be 
the point set consisting of the union of the sites of D, (except for P) and 
the sites of D;. Let D, be the Delaunay triangulation of S. We have to 
show that D, is obtained from D, by replacing P with D,. To verify this 
assertion, we have to show that each edge of D, not incident to P and each 
edge of 0; are edges of D3. This requires showing that for each such edge 
which is an interior edge of D,, the two angles opposite the edge sum to 
less than 180. There are four cases. 
Case 1. The edge is an edge of D, incident to the face from which P was 
removed (i.e., it is of the form X,X,+ I for some i). Then one of the two 
points opposite the edge is Qi (note that since this edge is an interior edge, 
Qi must exist), and the other (say IV) lies inside the circle C(P, r). Then 
Xi H’Xi+ i + XiQiXi+ ,< 180, by (a). 
Case 2. The edge is an edge of the convex hull of D)2. Then one of the 
angles opposite the edge is an angle of 0; facing the convex hull of 0; (and 
consequently is less than /I), while the other is less than 6, by (b). Since 
p+S= 180, th e t wo opposite angles sum to less than 180 in this case. 
Case 3. The edge is an interior edge of D,, and at least one of its 
endpoints is not one of the X,. Then the two angles opposite the edge in D, 
are the same angles that are opposite the edge in D,. Since D, is a 
Delaunay triangulation, they sum to less than 180. 
Case 4. The edge is an interior edge of 0;. This case is resolved in the 
same manner as Case 3. 1 
We can now construct our example. Let H, be the graph H shown in 
Fig. 3.4, realized according to Lemma 3.5. For i> 1, let Hi be the Delaunay 
triangulation obtained from Hi- 1 by replacing each dark vertex with a 
copy of H. (It follows from successive applications of Proposition 4.1 that a 
Delaunay triangulation can be constructed in this way). 
PROPOSITION 4.2. For each i, H, satisfies the following properties. 
(a) d,=9”, where d, is the number of dark vertices in H,. 
(b) jH,/ =3.9”-2. 
(c) h(H,)=y.(8”-l)+l. 
Proof. We first note that H has nine dark vertices, so d, = 9. At each 
step, we delete all d,, dark vertices and replace them by d,z copies of H, so 
d,, = 9d, _ I. (a) follows by induction. 
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Toprove(b),notethatlH,I=IHI=25=3.9’-2.If(b)holdsforn-l, 
then since H, is obtained from H,- 1 by replacing all dark vertices by 
copies of H, it follows that 
=3.9”~‘-2-9”~‘+25.9”~’ 
=27.9”-‘-2 
=3.9”--2. 
To prove (c), let a, and c, be the maximum number of dark nodes and 
light nodes, respectively, on a cycle through H,. By Lemma 3.3, a, = 8 and 
ci = 16. Since each dark node in H, _ i expands to a copy of H in H,, it 
follows that a, = Sa, _ i (again by Lemma 3.3) and that c, = c, _ I + 16a, ~ r. 
Solving this system of equations yields 
a, = 8”, 
and 
n-l 
c,=16 1 n,=+-1). 
i=l 
Since h(H,,) = a, + c,, (c) follows. 1 
The following theorem establishes the upper bound on the inscribability 
exponent for inscribable graphs and Delaunay triangulations asserted at 
the beginning of the paper. 
THEOREM 4.3. There exists a sequence H,, of Delaunay triangulutions (or 
inscribable, maximal planar graphs), with lim, _ co /H, / = CO, for which 
lim inf log h(HJ 
n-m loglH,I 
= log, 8 = 0.94639.... 
ProoJ: Let H, be as defined above. Then each H, is Delaunay, and (1) 
follows immediately from Proposition 4.2(b) and (c). 
If HI is perturbed slightly, as in the proof of Theorem 3.6, and the edges 
of the farthest-point Voronoi’ dual are added to H,, then the above 
construction yields a sequence of inscribable, maximal planar graphs for 
which (1) holds. 1 
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5. DISCUSSION 
Since the graph N is 3-connected, the results of this paper apply to 
3-connected Delaunay triangulations as well as inscribable graphs. In par- 
ticular, there exist non-Hamiltonian 3-connected Delaunay triangulations, 
a problem left open in [Di1187b]. Using Lemma 4.1, we can also show that 
there exists a nondegenerate Delaunay maximal planar graph with 28 sites. 
Indeed, let D, be any planar embedding of K, (the complete graph on four 
sites), let D, be the graph H as realized in Lemma 3.5, and replace the 
(unique) interior point of D, with D,, as in Lemma 4.1. A similar device 
can be used to show that Theorem 4.3 is valid for Delaunay maximal 
planar graphs. The results of this paper also apply to graphs inscribed in a 
paraboloid, using the transformation in [ EdSe86]. 
In view of the results of this paper and of [Di1187b], it is natural to ask 
how hard it is to determine whether a given Delaunay triangulation (or an 
inscribable graph) is Hamiltonian. Typically, NP-completeness proofs for 
the problem of finding Hamiltonian cycles in certain classes of graphs are 
based on the existence of a subgraph that causes a graph to be non- 
Hamiltonian iff it is repeated sufficiently frequently. Perhaps the graph T, 
introduced in Section 3, might be a candidate for such a subgraph. 
The embedding of the graph H is quite delicate, as very minor changes in 
the location of the site coordinates will change the topology of the 
Delaunay triangulation, It would be interesting to have nontrivial lower 
bounds on the probability that the augmented Delaunay graph is 
Hamiltonian for a set of points taken from some reasonable distribution in 
the plane. Similarly, one could ask for estimates of the probability that the 
graph formed by the edges of the convex hull of a set of points chosen 
randomly from a sphere is Hamiltonian. 
A final open question suggested by the results of this paper is whether 
the upper bound log,8 is the actual value of the shortness exponent for the 
class of inscribable graphs (Delaunay triangulations), or whether the 
shortness exponent is even lower. It has been shown [MoMo62] that the 
shortness exponent of the class of all maximal planar graphs is no greater 
than log, 2 = 0.63093..., and it is conjectured in [GrWa73] that this is, in 
fact, the actual value. 
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