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Abstract
We present a novel formulation of the IP-Glasma initial state model in 3+1D in which the 2+1D boost invariant IP-
Glasma is generalized through JIMWLK rapidity evolution of the pre-collision Wilson lines [1]. In order to consistently
accommodate a non-boost-invariant system, the initial conditions are generalized to 3+1D. By breaking boost invari-
ance, the 3+1D model no longer trivially satisfies Gauss’ law at the initial time, and we now enforce it locally. We
compare the time evolution of the chromo-electric and chromo-magnetic fields as well as the transverse and longitudi-
nal pressures in the 3+1D case with the boost invariant result.
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1. Introduction
Heavy ion collisions (HIC’s) at the LHC and RHIC are believed to create a hot, dense state of deconfined
quarks and gluons known as Quark Gluon Plasma (QGP). Phenomenologically, simulations of HIC’s are
generally modelled in stages, including an initial stage that describes the first few fm after the collision,
before the formation of an equilibrated QGP medium.
IP-Glasma [2, 3] is a 2+1D initial condition model that combines IP-Sat [4] inspired small-x gluon
saturation with Classical Yang-Mills (CYM) evolution. It has been extremely successful in describing the
transverse dynamics of HIC’s when used to initialize hydrodynamic simulations. As a 2+1D initial state
model, however, IP-Glasma is unable to describe the longitudinal dynamics of HIC’s.
The current work [5] extends the IP-Glasma framework to 3+1D by generalizing the 2+1D initial con-
ditions, using JIMWLK renormalization group equations to determine the rapidity evolution of the small-x
gluons, and solving the CYM equations on a 3-dimensional lattice. We study the consequences of gen-
eralizing the model to 3+1D by comparing it to the boost invariant case. In particular, we investigate the
time evolution of the chromo-electric and chromo-magnetic fields, as well as the longitudinal and transverse
pressures.
ar
X
iv
:1
80
7.
05
40
9v
1 
 [n
uc
l-t
h]
  1
4 J
ul 
20
18
2 Scott McDonald, Sangyong Jeon, Charles Gale / Nuclear Physics A 00 (2018) 1–4
2. Initial Conditions in 2+1D
Under the assumption of infinite momentum nuclei, it is possible to derive an analytic solution to the
initial gauge fields immediately following the collision. The solution relates the strictly transverse pure
gauge fields of the pre-collision nuclei to the solution in the forward light cone by matching the fields on the
light cone boundary. The pure gauge fields of the pre-collision nuclei, A and B, can be written in terms of
the Wilson line,
AA(B)i=x,y =
i
g
VA(B)∂iVA(B)† AA(B)η = 0 with V
A(B)(x⊥) =
Ny=50∏
i=1
exp
(
−igρ
A(B)
i (x⊥)
∇2 − m2
)
(1)
where ρ is color charge density, and m is an infrared regulator. The fields in the forward light cone are then
given in terms of the fields of nuclei A and B, by
Ai = AAi + A
B
i A
η = −1
2
Eη =
ig
2
[AAi , A
B
i ]. (2)
It only remains to determine the transverse electric fields to completely specify the initial condition. This is
done using Gauss’ law, given by
[Dη, Eη] + [Di, Ei] = 0. (3)
The boost invariance of the system makes Gauss’ Law trivial due to vanishing derivatives in η. The resulting
solution is Ei(τ = 0) = 0. Similarly, the initial transverse magnetic fields, Bi = F jη = ∂ jAη−∂ηA j−ig[A j, Aη]
vanish because Aη(τ = 0) = 0 and η-derivatives vanish in the boost invariant case. It is important to note
that the initial transverse E and B fields only truly vanish under the assumption of infinite momentum.
3. Initial Conditions in 3+1D
In recent years, significant progress has been made on 3+1D initial conditions for heavy ion collisions
[1, 6, 7, 8, 9, 10]. Most of these efforts have implemented some type of rapidity dependence, whether through
JIMWLK evolution [1], rapidity fluctuations [6, 7], the inclusion of dynamical color sources [8], or the
dynamical initialization of hydrodynamics with sources [10]. However, all of the CYM studies mentioned
have used the 2+1D boost invariant initial conditions for the gauge fields discussed in the previous section,
either directly or as a background on which perturbations were introduced. Here, we extend these initial
conditions themselves to be able to consistently accommodate a non-boost-invariant setup.
In order to ensure that the energy density vanishes outside of the interaction region, the pre-collision
gauge fields of each nuclei must be pure gauge, as they are in 2+1D. In 3+1D, non-zero gradients in the
rapidity direction necessitate the inclusion of a non-zero η-component,
Ai=x,y,η = AAi + A
B
i A
A(B)
i=x,y,η =
i
g
VA(B)∂iVA(B)†. (4)
This is a natural extension of the initial gauge fields from the 2+1D case: in the boost invariant limit, the
η-derivative vanishes and the 2+1D initial condition for the single nucleus gauge fields is recovered. As a
consequence, Bi = F jη = ∂ jAη − ∂ηA j − ig[A j, Aη] , 0, at initial time.
In order to completely specify the initial condition, it is also necessary to determine the initial elec-
tric fields. The initial longitudinal electric field is unchanged from the 2+1D case, and is given by Eη =
−ig[AiA, AiB]. At finite energies, however, Gauss’ Law, which determines the initial transverse electric fields,
is no longer trivial. In fact, Gauss’ Law is under-constrained, with one equation for two unknown fields, Ex
and Ey. We relate them through the following ansatz
Ei = [Di, φ] (5)
which turns Gauss’ Law into the covariant Poisson equation,
[Dη, Eη] + [Di, Ei] = [Dη, Eη] + [Di, [Di, φ]] = 0. (6)
This can be solved iteratively through the Jacobi method. Thus, we have a solution to Gauss’ Law in the
non-boost invariant system, and the transverse electric fields are, in general, non-zero at initial time.
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4. Rapidity Dependence - JIMWLK Evolution
The Color Glass Condensate (CGC) is the effective field theory that governs the IP-Glasma model. It
separates soft and hard degrees of freedom whereby the valence partons are treated as external sources for
the soft gluons. The JIMWLK renormalization group equations [11] integrate out quantum modes around
the classical background field, thereby incorporating them into the source term for the small-x gluons. The
result is an effective Lagrangian of the same form as the CGC, but with an altered, rapidity dependent, source
term. In this study, these effective source terms are not included in Gauss’ Law. This will be discussed in
more detail in [5]. Numerically, we utilize the Langevin step formulation developed in [12] with the modified
kernel used in [1], the first study to implement JIMWLK evolution in the IP-Glasma framework.
5. Fields and Pressure
As already discussed, the initial transverse chromo-electric and chromo-magnetic fields vanish in the
boost invariant case. In 3+1D, this is no longer true, and in fact these fields have a factor of 1/τ2 in their
contribution to the energy density. The energy density in the different fields is given by
i=x,y =
1
2g2
1
τ2
[
(Ei)2 + (Bi)2
]
, and η =
1
2g2
[
(Eη)2 + (Bη)2
]
. (7)
This means that instead of vanishing at initial time, as they do in the boost invariant case, the transverse
fields actually dominate the energy density at early times, which can be seen clearly in the right panel of
fig. [1]. By typical hydrodynamic initialization times of τ = 0.2 − 0.6 fm , the 3+1D fields all have similar
contributions to the energy, as is the case in 2+1D. The early time behavior of the fields in 3+1D causes the
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Fig. 1. Left: The time evolution of the energy density in the different field components in 2+1D. Right: The same quantity as the left
panel plotted for the 3+1D implementation. Both results are computed using the same 3+1D software [5], but with the initial 2+1D
and 3+1D setups, respectively.
longitudinal and transverse pressures to behave quite differently than in the boost invariant case. To see why,
it is convenient to first express the diagonal components of the stress energy tensor in terms of the quantities
defined in eq. [7],
T ττ = x + y + η =  T ii = − i +  j + η
∣∣∣∣∣i=x,y
j,i
τ2T ηη = x + y − η. (8)
The pressure to energy ratios are given by,
PL

=
τ2T ηη
T ττ
P⊥

=
T xx + T yy
2T ττ
. (9)
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As can be seen in fig. [5], the τ −→ 0+ limit is quite different in 2+1D and 3+1D,
lim
τ→0+
PL

=

x+y
x+y
= 1 in 3+1D
−η
η
= −1 in 2+1D limτ→0+
P⊥

=

η
x+y
= 0 in 3+1D
η
η
= 1 in 2+1D. (10)
Due to the tracelessness of T µν, the intersection of the pressures necessarily occurs at /3, the condition for
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Fig. 2. Comparison of the transverse and longitudinal pressures in the 2+1D and 3+1D IP-Glasma formulations. Both results are
computed using the same 3+1D software [5], but with the initial 2+1D and 3+1D setups, respectively.
pressure isotropy. The pressure does not remain isotropic, however, and approaches the 2+1D asymptotic
behavior for large τ, as the longitudinal pressure free-streams towards zero in both cases.
6. Conclusion
We have generalized the 2+1D initial condition to include a non-zero Aη and a local solution of Gauss’
Law. These changes are necessary for an initial condition that is consistent with the non-zero η-derivatives
present in a non-boost-invariant system, and have important consequences. Among these are the early time
evolution of the energy density and pressure.
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