Abstract-In this paper, we first introduce some facts about semi-supervised learning and its often used methods such as generative mixture models, self-training, co-training and Transductive SVM and so on. Then we present a self-training semi-supervised SVM algorithm based on which we give out a modified algorithm. In order to demonstrate its validity and effectiveness, we carry out some experiments which prove that our method is better than the former algorithm. Using our modified self-training semi-supervised SVM algorithm, we can save much time for labeling the unlabelled data and obtain a better classifier with good performance.
INTRODUCTION
In traditional classification applications, only labeled data (features) are used for training. However, collecting labeled instance is difficult, expensive or time-consuming [1] . Meanwhile unlabeled data are abundant, relatively easier to obtain. If only a small amount of labeled data and a large amount of unlabeled data are available, semi-supervised learning can often provide us with a satisfactory classifier. Applications such as text classification, genetic research and machine vision are examples where cheap unlabeled data can be added to a pool of labeled data. The literature seems to hold a rather optimistic view, where "unclassified observations should not be discarded" [2] . And maybe the most representative conclusion of recent literature arise from McCallum and Nigam(1998) , who demonstrate that "by augmenting this small set of labeled samples with a large set of unlabeled data and combining the two pools with EM, we can improve our parameter estimates."
In recent years, semi-supervised learning has received considerable attention due to its potential for reducing the effort of labeling data. Some often used methods include EM with generative mixture models [3] , self-training [4] , cotraining [5] , transductive support vector machines [6] and graph-based methods [7] .
Unfortunately, many experiments show that unlabeled instances are quite often detrimental to the performance of classifier. And the more unlabeled data are added to a fixed set of labeled samples, the poorer is the performance of the corresponding classifier. However some might argue that unlabeled data are rather useful which were also proved by many experiments, and so any "degradation" must come from inappropriate analysis, while others might demonstrate that if modeling assumptions are obviously unsatisfied, unlabeled data could conceivably be deleterious in exceptional situations [8] . From these literatures, it is clear that satisfied with some condition, the unlabeled data can provide some useful information which can enhance the classification rate of the classifier. Also we can reduce the need for expensive labeled data.
In the section 2, we firstly present relevant facts about semi-supervised learning, and then introduce some important prevailing semi-supervised learning methods, such as generative mixture models, co-training, self-training, transductive support vector machines and so on. In section 3, we present a former effective self-training semi-supervised SVM algorithm [9] and then give out our modified algorithm. In section 4, we will carry out two experiments to select the best parameter of and to prove the effectiveness of our method. Then we will give out our conclusion in the section 5.
II. RELATED WORK
In this section, we introduce some often used semisupervised learning methods.
Generative models are maybe the oldest semi-supervised learning method. It assumes a model ( , ) ( ) ( ) P x y p y p x y = where ( ) p x y is an identifiable mixture distribution, such
as Gaussian mixture models. Using large amount of unlabeled instances, the mixture components can be identified. So ideally we only need one labeled example per component to fully determine the mixture distribution.
There are a lot of successful applications in different fields.
Nigam apply the EM algorithm on mixture of multinomial for the text classification. And the resulting classifiers perform better than those trained only from labeled data. [1] Co-training approach to semi-supervised learning and classification was proposed by Blum and Mitchell in 1998. Co-training was proposed for two classifier and assumes that input features are naturally subdivided into two sets, and each feature subset is sufficient to train an optimal classifier, supposed that enough labeled data are available [10] . Two different classifiers are trained on the initial, small, labeled data set L. And then each classifier is then applied to the unlabeled instances in U. For each classifier, the highest confidence unlabeled data are added to the labeled data set L, so that the two classifiers can contribute to increase the data set L. Both classifiers are retrained on this enlarged data set, and the steps are repeated a fixed number of times. The rationale behind co-training is that a classifier may assign correct labels to certain examples while it may be difficult for the other classifier to do so. Therefore, each classifier can increase the training set with examples which are very informative for the other classifier.
In self-training, a classifier is firstly trained using the labeled data set L. Then this classifier is used to separate the unlabeled data set U and assign pseudo-class labels on them. And such pseudo-labeled data are added to L. Usually, the unlabeled data classified with the highest confidence are chosen to data set L. Then the classifier is re-trained using the augmented data set L. Because it is difficult to guarantee the convergence of this simple algorithm, the last two steps are usually repeated for a given number of times or until some heuristic convergence criterion is meet.
Transductive support vector machines (TSVMs) builds the connection between ( ) p x and the discriminative decision boundary by not putting the boundary in high density regions. TSVM is an extension of standard support vector machines with unlabeled data. In a standard SVM only the labeled data is used, and the goal is to find a maximum margin linear boundary in the Reproducing Kernel Hilbert Space. In a TSVM the unlabeled data is also used. The goal is to find a labeling of the unlabeled data, so that a linear boundary has the maximum margin on both the original labeled data and the (now labeled) unlabeled data. The decision boundary has the smallest generalization error bound on unlabeled data [9] . Intuitively, unlabeled data guides the linear boundary away from dense regions.
III. A MODIFIED SELF-TRAINING SEMI-SUPERVISED SVM

ALGORITHM
In this section, we first present a self-training semisupervised SVM algorithm, and then we give out our modified algorithm. [11] A standard SVM classifier for two-class problem is defined as following: Step 1. Using I F , we train a SVM, and perform classification on T F . Then we get the parameters of the SVM,
A. Former self-training semi-supervised SVM algorithm
b R ∈ . The predicted labels are denoted as (1) (1) 2
The superscript denotes the current iteration number.
Step 2. the k th iteration ( 2,... (1),..., ( )
Step 2.3 Calculate the objective function value in (1) 
B. Modified self-training semi-supervised SVM algorithm
A modified SVM was motivated by the fact that the Fisher's discriminant optimization problem for two classes is a constraint least-squares optimization problem [12] . The problem of minimizing the within-class variance has been reformulated so that it can be solved by constructing the optimal separating hyperplane for both separable and nonseparable cases. The modified SVMs has been applied successfully according to their application. In order to form the optimization problem of the modified SVMs, we first define the within class scatter matrix of the training set in (3), where 
The optimization problem of the modified SVMs is So the test data set can be separated with the following (1) with formula (4), so we get a modified self-training semi-supervised SVM algorithm.
IV. EXPERIMENTS
In this section, two experiments will be presented with the standard data set UCI. The UCI Machine Learning Repository is a collection of databases, domain theories, and data generators that are used by the machine learning community for the empirical analysis of machine learning algorithms. The archive was created as an ftp archive in 1987 by David Aha and fellow graduate students at UC Irvine. Since that time, it has been widely used by students, educators, and researchers all over the world as a primary source of machine learning data sets.
In the first experiment, we show how to select the C parameter which can guarantee the best classification rate.
In the second one, we mainly demonstrate the validity and effectiveness of our modified algorithm. Additionally, the SVM classification in our algorithm are carried out by LIBSVM [13] and the linear SVMs is used in our experiment. 
A. Parameters Selection
B. Simulation Results
In this experiment, we demonstrate the validity and effectiveness of our method by using some data in UCI database. The data we use are "heart_scale", "iris", "wine" and "vehicle". The detailed parameters of data are listed in the TABLE II. For each data set, we perform a 5-fold cross-validation using our modified method compared to the former algorithm. In each fold, the data set is splitted into three parts, the first is used as initial training data set (D0), the second is first used as the test data set and then used in retraining(D1), and the last one is used as an independent test set(D 2 ) for further validation of our method. After the modified algorithm is carried out to each of the data sets, we will get the accuracy rates for each of the 5-folds of the test set and the independent test set. So there are 10 accuracy rates, which are then averaged. The averaged outcomes are shown in the Figure3-Figure5.
The convergence of the former algorithm has been theoretically proved in the [8] which can be seen in the figure2. From the Figure2, we can see that the convergence rate of the algorithm is very fast. After the first iteration, the recognition rate is about 82%. While with the second iteration, the recognition rate is increased to about 93%. Only after 4 iterations, the recognition rate is increased to about 100%. With many experiments, we choose 6 as the iteration number which can guarantee the convergence effect. One of the experiment results is shown in the Figure3 which is the results of the "heart_scale" data set. The lower line with "*" is the result of the former algorithm and the upper line with "+" is the result of our modified algorithm. We can see that the performance of our method is much better than the former algorithm. The advantages include two aspects. One is the recognition rate. Our modified algorithm can reach higher recognition rate than that of the former ones. For the first iteration, the recognition rate of our modified method is about 84% which is about 4% higher than the former algorithm. And with the implementation of iteration, the increment rate is decreasing because the recognition rate is nearly 100%. The other one is the convergence rate. From the Figure3, we can see that the former algorithm needs six iterations for convergence while our modified method only needs five iterations. For each data set, we can get the final model after several time iterations. Then we use the Independent test set(D2) to check the classification rate which are shown in the TABLE III. From the TABLE III, we can see that the classification rate of the final models is not always higher than those models which are only trained with D 0 which are called original models. For iris data set, the recogniton rates are 100% with final model and original model because the dimension of iris data set is only 4 which can be easily separated. For wine data set, the recognition rate is also lower than that of the original model whose recognition rate is about 95%, so with the added retraining data set, the classification performance is decreased. While for heart_scale and vehicle data set, the performance with the final models are not obviously enhanced compared to those of the original models. Because the data set is randomly splitted into several parts which are not with the identical distribution with each other. So only using self-training method, it is difficult to obviously improve the recognition rate. But we save much time to label. However, our method is much better than the former algorithm. For heart_sacle and vehicle data set, our method is almost 4% higher than Figure 5 . Result of the data set "Vehicle". The lower line with "*" is the results of the former algorithm and the upper line with "+" is the results of our modified algorithm those of the former method. While for wine data set, our method is only 1% higher than that of the former method because their recognition rate are above 90% which are already quite high. For iris data set, our method is equal to the former method because their recognition rates are both 100%.And the comparison results of our method with the former method are shown in the Figure 6 .
V. CONCLUSION
In this paper ,we present a modified self-training semisupervised SVM algorithm. The aim is to reduce the number of labeled training examples. We substitute the former algorithm with a modified SVMs to get a new method. First, we use parameter selection method to select the parameter C which can guarantee the best performance. Then we compare our method to the former algorithm with several experiments which proves that our method is better than the former ones.
With self-training semi-supervised algorithm, the performance is difficult to be obviously enhanced. So how to use the unlabeled data to help improve the performance is our next goal.
