Abstract. The paper contains two main parts: in the first part, we analyze the general case of p ≥ 2 matrices coupled in a chain subject to Cauchy interaction. Similarly to the Itzykson-Zuber interaction model, the eigenvalues of the Cauchy chain form a multi level determinantal point process. We first compute all correlations functions in terms of Cauchy biorthogonal polynomials and locate them as specific entries of a (p + 1) × (p + 1) matrix valued solution of a Riemann-Hilbert problem. In the second part, we fix the external potentials as classical Laguerre weights. We then derive strong asymptotics for the Cauchy biorthogonal polynomials when the support of the equilibrium measures contains the origin. As a result, we obtain a new family of universality classes for multi-level random determinantal point fields which include the Besselν universality for 1-level and the Meijer-G universality for 2-level. Our analysis uses the Deift-Zhou nonlinear steepest descent method and the explicit construction of a (p + 1) × (p + 1) origin parametrix in terms of Meijer G-functions. The solution of the full Riemann-Hilbert problem is derived rigorously only for p = 3 but the general framework of the proof can be extended to the Cauchy chain of arbitrary length p.
Introduction
The general study of universal behaviors in random matrix models consists in identifying statistical properties of the fluctuations of eigenvalues near a macroscopical point; for instance, the celebrated TracyWidom distribution was first derived [31] in studying the fluctuations of the largest eigenvalue of a n×n GUE (Gaussian Unitary Ensemble) matrix around the edge of the limiting (macroscopic) density (which obeys the Wigner semicircle law). They connected the probability (for the rescaled eigenvalues x i = √ 2n For the Laguerre Unitary Ensemble (LUE) of positive definite matrices, the analogous question deals with the fluctuations of the smallest eigenvalues; in this case the origin z = 0 of the spectrum is a "hardedge" because the matrices are conditioned to be positive definite. Tracy and Widom also connected these fluctuations to a special solution of the Painlevé III equation [32] (see also [21] for a different direct derivation).
The universal character of these fluctuations is encoded in the determinantal structure of the correlation functions; in both cases these distributions are obtained from the Fredholm determinant of a kernel. To prove these results (cf. [26] for a recent review on the subject) it is sufficient to show that the correlation kernels, in a suitable scaling, tend to a special form; for example the Airy kernel in the GUE case or the Bessel ν kernel in the LUE case.
It is then a fundamental step to identify the possible types of kernels occurring in the scaling limit. A general question in the study of universality issues related to multi-matrix models (as opposed to singlematrix models) is whether they exhibit, in the suitable scaling limit, different types of statistical behaviors for their eigenvalues; this can be addressed by investigating their limiting kernels. The literature on the subject is ever growing and we mention [1, 2, 3, 4, 5, 27, 17, 16] . The present work is precisely addressing the question of limiting kernels (thus leading to addressing fluctuations in a future publication) for a multi-matrix model that naturally generalizes the LUE; the model shall be termed "Cauchy-chain matrix model". The Cauchy two-matrix model was introduced in [8] , as a random matrix model defined in terms of a probability measure on the space of pairs M 1 , M 2 of n × n positive definite Hermitian matrices. We now consider an extension of the setting to an arbitrary number p of positive definite matrices M 1 , . . . , M p . Their joint probability distribution function depends on the choice of p scalar functions U j : R + → R, j = 1, . . . p, called the potentials, and is defined as dµ(M 1 , . . . , M p ) = c e −tr p j=1 Uj (Mj )
The model under study is an instance of a "multi-matrix model"; a different one which is also actively studied was introduced in [18] . The difference consists in the choice of interaction between subsequent matrices in the chain: instead of det(M 1 + M 2 ) −n , it was the exponential interaction e −τ tr(M1M2) commonly known as the "Itzykson-Zuber" (IZ) interaction.
Following [18] we shall show here that the eigenvalues of the p matrices constitute what is known as a "multi-level" determinantal point field; the correlation functions are computed in terms of determinants constructed from certain biorthogonal polynomials (see Section 2).
The present paper has the following main goals:
(1) formulate the general properties of the model with p-matrices in Cauchy interaction (1.1); (2) introduce the relevant biorthogonal polynomials (Definition 2.1) and express them in terms of the solution of a Riemann-Hilbert problem (Theorem 2.5); (3) express all kernels of the correlation functions in terms of the solution of the problem above (Theorem 2.7); (4) for a simple choice of potentials, we study the correlation function in the scaling limit near the origin;
we complete the analysis for p = 3 but indicate how it can be extended to p = 4, 5, 6. (5) the limiting scaling fields can be expressed in terms of special functions, the Meijer-G functions. The method allows us to extend (at least conjecturally) the resulting formulae to the Cauchy-chain of arbitrary length p (Definition 2.8, Conjecture 2.9 and Theorem 2.11). (6) we show how, in suitable limits, the limiting statistics at the origin of the p-chain decouples into two independent chains (Theorem 2.12).
The results above allow one to express the joint fluctuation statistics of the smallest eigenvalues of the matrices in the chain in terms of a suitable Fredholm determinant with a matrix-valued kernel constructed from Definition 2.8. In the next section we introduce the necessary notation to formulate the results in a precise form. The proofs of these results constitute the remainder of the paper.
Statement of results
Consider the space M p + (n), p, n ∈ Z ≥2 consisting of p-tuples (M 1 , . . . , M p ) of n × n positive-definite Hermitian matrices M j . Equipped with the probability measure (1.1) the probability space (M p + (n), dµ) is referred to as the Cauchy chain-matrix model. Here, the external potentials U j : (0, ∞) → R are chosen so that lim inf x→+∞ U j (x) ln x = +∞, − lim sup
with parameters a j ∈ R which satisfy
The reason for the constraint (2.1) is simply that the measure (1.1) be normalizable. Consider now the weight functions η p (x, y), p ≥ 2 on R The natural generalization of the biorthogonal polynomials introduced in [8] to general p ≥ 2 is then given by:
Definition 2.1. The monic (Cauchy) biorthogonal polynomials {ψ n (x), φ n (x)} n≥0 are defined by the requirements
The pair {ψ n (x), φ n (x)}, n ≥ 1 can always (see. e.g. [28] ) be constructed in terms of the bimoment matrix I = [I j ] n−1 j, =0 with
3)
The convergence of the multiple integrals I j also mandates condition (2.1) and it is here simply a statement that allows the application of Fubini's theorem on the iterated integral in any order. In terms of (2.3), the biorthogonal polynomials can be written as It is clear that the existence of the sequence of polynomials requires that all the principal minors of the bimoment matrix I j be nonzero. More is true, in fact, as in the given case (1.1) of the Cauchy interaction they are known to be positive.
Proposition 2.2. All moment determinants ∆ n = det[I j ]
n−1 j, =0 are strictly positive, i.e. ∆ n > 0 for all n ≥ 1.
Proof. As observed in [8] , the Cauchy kernel K(x, y) = 1 x+y is totally positive on R 2 + . But total positivity is stable under convolution [24] , thus η p (x, y) is totally positive and therefore ∆ n > 0.
2.1. Part I: general structure. We shall now describe all correlation functions in terms of the solution of a Riemann-Hilbert problem (RHP); this is conceptually parallel to the case of the unitary ensemble, see for example [29] . In the following we shall use χ A for the indicator function of a set A.
Riemann-Hilbert Problem 2.3. Let W 2j+1 (x) ≡ U 2j+1 (x) for x > 0 and W 2j (x) = U 2j (−x) for x < 0. Determine the piecewise analytic (p + 1) × (p + 1) matrix valued function Γ(z) ≡ Γ(z; n) such that
• Γ(z) is analytic in C \ R • Γ(z) admits boundary values Γ ± (z) for z ∈ R\{0} which are related via 
as z → 0 (compare Remark 2.4 below for further clarification).
• As z tends to infinity we have the asymptotic behavior
Remark 2.4. We preferred to state the behavior at the origin in a slightly cryptic form (2.7) rather than explicitly because it would entail too many case distinctions; in general, the behavior of iterated Cauchy transforms as in (2.7) near z = 0 follows from Chapter 1, section 8.6 of [20] . For example;
(1) if all a j are positive, then all columns are O(1); (2) if all a j = 0 then the -th column behaves like O((ln z) −1 ); (3) if all the a j are negative (but still with condition (2.1) in place), then the -th column has behavior O(|z| a 1, −1 ).
The problem arises when trying to describe compactly all possible cases where the exponents can be positive, negative or zero.
The solvability issue of the RHP 2.3 and the connection to the biorthgonal polynomials {ψ n (x), φ n (x)} n≥0 is addressed in the following Theorem, our first result. 
We now turn our attention towards eigenvalue correlations. In [18] , Eynard and Mehta analyzed the Itzykson-Zuber chain of matrices, defined through the probability measure
on the real vector space of n × n Hermitian matrices with coupling constants τ j ∈ R. They proved that a general correlation function for the Itzykson-Zuber chain can be written in closed determinantal form. But for this, the precise form of the interaction was not used at all, hence their result serves as our guideline. To be more precise, consider the ( 1 , . . . , p )-point correlation function
with the Vandermonde determinants ∆(X ) = i<j (x j − x i ), the Cauchy kernel K(x, y) = 1 x+y and the partition function
Identities (2.10) and (2.11) are a direct adjustment of formula (1.6) in [18] to the given Cauchy matrix-chain.
Introduce the collection of functions {Ψ n (x), Φ m (x)} p =1 for m, n ≥ 0 and x > 0, given by
Although the functions Ψ n (x), Φ m (x) are in general non-polynomial, they are orthogonal by construction, namely with (2.2) for 1
Remark 2.6. If the potentials admit analytic continuation outside of R + (as it will be the case) then the functions
can be analytically extended as well.
Introduce also the kernel functions, i.e. for 1 ≤ i, j ≤ p,
The main result in [18] -tailored here to the Cauchy chain -shows that the correlation function (2.10) is equal to
This identity involves a determinant of size ( 
where K and M are related as follows
More explicitly and for future reference, we have
In particular all kernels can be constructed from M p1 (x, y) by means of suitable transformations and we notice that M p1 (x, y) is a reproducing kernel, i.e.
21) The connection to the solution of the RHP for Γ = Γ(z; n) in Definition 2.3 is as follows Theorem 2.7. Let x, y > 0. The correlation kernels (2.18), (2.19) and (2.20) equal
where the choice of limiting values (±) in the matrix entry upon evaluation at w = x(−) j+1 , z = y(−) −1 is immaterial.
2.2.
Part II: asymptotic eigenvalue distribution near the origin in the p-Laguerre case. After establishing the general results in Theorem 2.5 and 2.7 we intend to analyze the correlation kernels asymptotically as n → ∞ for the specific choice of Laguerre weights, i.e. for the choice of external potentials
with V j (x) real-analytic on [0, ∞) and N independent. The parameter N > 0 is a scaling parameter: in the study of the large-size limit n → ∞ it is chosen in such a way that n N → T ∈ R + . In the asymptotic study here we shall simply choose n = N and therefore T = 1.
We derive an asymptotic solution of the RHP for Γ = Γ(z; n) as n → ∞ through the nonlinear steepest descent method of Deift and Zhou, cf. [15, 13, 14] . As opposed to the Riemann-Hilbert analysis carried out in [9] , the choice of potential (2.23) allows for an overlap of the supports of the equilibrium measures (compare section 4 below). Hence we face the necessity to carry out a local analysis near the overlap point and we consider the construction of the new parametrix the main technical contribution of the paper to the nonlinear steepest descent literature. The relevant parametrix is constructed for the general (p + 1) × (p + 1) RHP using Meijer G-functions. These special functions have appeared recently in a variety of problems [27, 4, 5, 1, 3, 2] analyzing the statistics of singular values of products of Ginibre random matrices. In particular, they also appeared in the context of the Cauchy-Laguerre two-matrix model, i.e. with p = 2 in (1.1) and U j (x) = N x−a j ln x, a 1 , a 2 > −1, a 1 +a 2 > −1. In fact, it was shown in [10] that the biorthogonal polynomials in Definition 2.1 can be written explicitly as Meijer G-functions. Thus for the Cauchy-Laguerre two chain one can analyze the correlation kernels asymptotically without any Riemann-Hilbert analysis. However this feature does not seem to carry over to general p ≥ 2, which motivates our current initiative based on nonlinear steepest descent techniques. In order to state our results for the scaling analysis, we first pose the following Definition: Definition 2.8 (Meijer-G random point field for p-chain). Let {a j } p j=1 ⊂ R satisfy the condition (2.1) and define the polynomial K(u)
The Meijer-G random point field consists of the (multi-level) determinantal random point field of p point fields in R + with correlation functions
with the determinant above analogous to (2.15). The kernels appearing above are defined as follows:
Here, the integration contours for u ∈ L, v ∈ L are chosen so as to leave all the poles of the integrand in u, v to the left, right and to extend to ∞ in the left, right half plane. Alternatively, and equivalently, we have the formula
where now the contours are meant to be small circles around the poles of the integrands, with the circles in the v variable smaller than those in the u variable, and where P = {a 1 , 1 ≤ ≤ p}.
We now state our second result, in the form of a conjecture which is then proven for p = 3 (and we indicate how to prove it also for p = 4, 5, 6 in Remark 4.4). 
as in Definition 2.8. The limit holds uniformly for ξ, η chosen from compact subsets of (0, ∞). The case p = 2 for the Cauchy-Laguerre chain was addressed completely in [10] without the necessity of a complicated asymptotic analysis because of a lucky occurence by which the biorthogonal polynomials for any n can be expressed exactly in terms of Meijer-G functions, and therefore the asymptotic analysis follows from relatively simple estimates on their integral representations. Clearly, we have verified that our conjecture matches the existing result, see Section 4.2.4.
We have stated the Conjecture 2.9 based on our rigorous analysis of the Cauchy-Laguerre p = 3 chain with the choice of external potentials
Indeed, we will solve the relevant 4 × 4 Riemann-Hilbert problem asymptotically and prove (2.28) with explicit values for c 0 and η j . The reader with some experience in the Deift-Zhou steepest-descent analysis will know that the crux of the matter is the construction of a local parametrix, G(ζ), that solves a suitable local model RHP near the origin. We shall detail this construction for general p ≥ 2 in Section 4.2.1 in terms of Meijer-G functions. The connection to the "physical", i.e. spectral variable z of the RHP is carried out only for p = 3 with the specific choice (2.29). The main reason for this lies in the use of a (vector) g-function transformation, which we achieve through the spectral curve method rather than via the analysis of the underlying equilibrium problem. However, as universality theorems have been established in many areas of random matrix theory, we expect the specific choice of the potentials V j (z) in (2.23) not to violate the scaling behavior near the origin, thus our conjecture (2.28). The key ingredient for the explicit construction of the vector-equilibrium solution for p = 4, 5, 6 is given (without proof) in Remark 4.4. The reason we cannot fully claim to have proven (2.28) also for p = 4, 5, 6 is simply because we are not providing the necessary error analysis of the final approximation in the RiemannHilbert problem. On the other hand we believe that it should be clear to the experienced reader that such a proof can be obtained by simply repeating the steps we are taking now for p = 3.
2.3.
Chain separation in the p-chain Meijer-G case. Consider the p-chain Meijer-G random point field of Definition 2.8. We refer to the random point fields of the eigenvalues of the three chain as the (j)-fields, j = 1, 2, 3. The (2)-field interacts with both the (1)-field and (3)-field. For a longer p-chain the (j)-field for 2 ≤ j ≤ p − 1, interacts with both the (j − 1) and (j + 1) fields.
In the general chain, the exponent a q , 1 ≤ q ≤ p measures the strength of the repulsion of the (q)-field from the origin: the larger a q is, the more suppressed is the empirical statistics of the (q)-field at the origin. This simply follows from the observation that the probability measure dµ in (1.1) is proportional to det(M q ) aq . For the scaling field at the origin, therefore, the (q)-field becomes statistically irrelevant as a q → ∞: thus it is expectable that if a 1 or a p tend to infinity, the corresponding field will disappear and the remaining ones obey the same limiting statistics as the chain of one unit shorter. If one of the a q , corresponding to a field in middle of the chain, tends to infinity, then we should observe that the remaining fields obey the statistics of two independent chains of length q − 1 and p − q, respectively: i.e. the p-chain is broken into two independent subchains.
The formalization of the above discussion is contained in the following Theorem 2.12; for the case p = 3 we have either q = 1, 3 or q = 2; in the former case Theorem 2.12 states that the remaining parts of the field obey the same statistics as the 2-level Meijer-G field obtained in [10] . In the latter case, p = 2, the chain is split into two "one-chains" of equal length. In this case we show in Section 4.2.3 that the p = 1-chain is nothing but the Bessel field appearing in the scaling limit of the Laguerre Unitary Ensemble. Theorem 2.12 (Chain separation). Let 1 ≤ q ≤ p and consider the kernels G (p) j (ζ, η; {a 1 , . . . , a q }). In the limit as Λ = a q → ∞ we have the following behaviors;
That is, the p-chain random point field split into two independent multi-level random point fields corresponding to two subchains of lengths q − 1, p − q with scaling at the indicated rates. In the case that p − q = q − 1 (i.e. p is odd and p = 2q − 1) so that the two subchains scale at the same rate, we have
, and hence they still are independent subchains because the correlation functions factorize to leading order. Remark 2.13. We would like to offer an explanation regarding the scalings in Theorem 2.12; this is based on the heuristics (see Conjecture 2.9) that for a chain of length p the scaling of the eigenvalues at the origin is n −p−1 . The chain separation occurs when one of the exponents a q in the potentials (2.23) scales as a q = nβ. Then the chain separates into two independent chains of lengths p − q and q − 1. The q − 1 subchain should be now scaled by n −q ; but since the variables ζ, η had been previously scaled as n p+1 then the effective scaling in a q ∝ n is n p−q+1 , exactly as in the latter Theorem. A similar argument explains the scaling of the other subchain.
We conclude this introduction with a short outline for the remainder of the article. In section 3 we prove Theorems 2.5 and 2.7. After that section 4 contains the most technical part of the paper, the rigorous asymptotical analysis of the Cauchy-Laguerre three matrix chain (2.29): this includes in particular the construction of the vector g-function, a series of explicit transformations (including the construction of the origin parametrix) and a, somewhat tedious, error analysis at the end. After that we are ready to prove Theorem 4.21 which forms an intermediate step on the way to Theorem 2.11. Followed by that, we complete the proof of Theorem 2.11 by deriving double contour integral representations for the entries under scrutiny in (4.75). This step is again carried out for the general p ≥ 2 chain and it allows us to derive Theorem 2.12.
3. Part I. Correlation kernels for finite N : proof of Theorems 2.5 and 2.7
Lemma 3.1. The determinant of Γ(z) is constant and equal to 1.
Proof. The usual argument is that det Γ(z) has no jumps in C\{0} with a possible isolated singularity at the origin. Then one estimates the possible growth near z = 0; if det Γ(z) = o(z −1 ), the possible singularity at z = 0 has to be removable. Thus det Γ(z) is an entire function that tends to 1 at infinity (compare (2.8)) and hence identically equal to 1 by Liouville's theorem.
However for negative a j 's, we have det Γ(z) = O(z p =1 a 1 ), z → 0 but from (2.1) it only follows that p =1 a 1 > −p, hence the above argument fails. To cover also these cases we use a different argument: if −p < p =1 a 1 ≤ −q, q ∈ N we can only argue that det Γ(z) = Q(z)/z q with Q(z) a monic polynomial of degree q (so that det Γ(z) → 1 as z → ∞). Suppose q ≥ 1 and let z 0 ∈ C be a root of Q(z); then there is a linear combination of the rows Γ 1,• (z), . . . , Γ p+1,• (z) of Γ(z) such that r(z) = j r j Γ j,• (z) vanishes at z = z 0 but is otherwise not identically zero (if z 0 ∈ R, since we have assumed the potential real-analytic, a simple argument shows that both boundary values of r(z) vanish at z = z 0 ). Then r(z)/(z − z 0 ) is a bounded row-solution of the jump condition (2.5) which at infinity has the behavior (O(z n−1 ),
). But this implies that we could add any multiple of r(z) to the first row, therefore altering its entries. But as we shall see in a few moments (without using the unique solvability of the RHP 2.3) the first row Γ 1,• (z) contains the polynomial ψ n (x), which is uniquely determined, compare Proposition 2.2. Hence we must have q = 0 and unimodularity of Γ(z) follows.
Proof of Theorem 2.5. Uniqueness of the solution follows in the standard way. By Lemma 3.1, det Γ(z) is an entire function and by (2.8) with Liouville's theorem, det Γ(z) ≡ 1. This shows that the ratio of two solutions, Γ 1 (z) and Γ 2 (z), is first well-defined and secondly from (2.5),
with a removable singularity at the origin. Hence by another application of Liouville's theorem, we have
For existence, the jump condition (2.5) and behavior (2.6), (2.7) imply that the first column of Γ(z) = Γ(z; n) must consist of entire functions; on the other hand from the asymptotic behavior at infinity, the first column Γ •,1 (z) of Γ(z) consists of polynomials, more precisely
where π n (z) is a monic polynomial of exact degree n and
are polynomials of degree ≤ n−1 whose coefficients will be determined uniquely later on. The jump condition (2.5) and asymptotics (2.8) imply the following formulae for the remaining columns
Here and in the following, all integrals are ordinary Lebesgue integrals, not oriented line integrals. The asymptotic behavior (2.8) for the (p+1) st column poses certain conditions on the polynomials π n (z), ψ
n−1 (z) which we now read off:
. . .
valid for 0 ≤ ≤ n − 1 and where
Let us consider the first row in (3.4), it reads as
and has to hold for any ∈ {0, . . . , n − 1}, i.e. π n (x), which is a monic polynomial of exact degree n, must be the n th monic orthogonal polynomial ψ n (x) subject to (2.2). The next (p − 1) rows in (3.4) can be written as
and these equations have to hold for any ∈ {0, . . . , n − 1}. A similar equation also follows from the last row in (3.4), it differs from the latter only by a replacement of the right hand side in (3.6). Fixing j in (3.6), we can rewrite the corresponding equation as an n × n linear system of equations on the unknown coefficients ψ
n−1 . In this system however the coefficient matrix is given by the moment matrix [I m ] n−1 m, =0 . Hence assuming ∆ n = 0 ensures solvability of (3.6), which in turn guarantees existence of the polynomials in (3.2) and therefore the solution of the RHP 2.3. Conversely assuming solvability of the RHP for Γ(z) we have already seen that this solution has to be unique. Hence following our previous logic, all resulting systems from (3.6) have to be uniquely solvable, i.e. ∆ n = 0.
As for the remaining identity (2.9), we know from the previous part that ψ n (z) = Γ 11 (z; n). In order to find φ n (z), we let Γ(z) = Γ −1 (z), z ∈ C\R. This leads to the following jump relation for Γ(z)
which follows from (2.5), and adjusted behavior at infinity
Solving this problem recursively as we did it before for Γ(z) (here row by row, instead of column by column), we first see that
and recalling the behavior at infinity in the Γ-RHP therefore
p+1 z which completes the proof.
We state several corollaries to the latter Theorem which are used later on. 
and the "norms" h n in (2.2) equal
Proof. From (3.4) we see that the entry under scrutiny must be proportional to ψ n−1 (z), on the other hand the representation (2.4) gives us
and therefore the claim follows from (3.4).
Corollary 3.3. The solution of the RHP 2.3 is such that
where
Proof. The matrix entry [Y 1n ] 1,p+1 is the coefficient in z −n−1 of the asymptotic expansion of Γ 1,1 (z; n) in the proof of Theorem 2.5, namely
We will prove Theorem 2.7 by induction on n ∈ Z ≥0 and for that we need to analyze the action of the shift n → n + 1 on Γ(z; n). In the Riemann-Hilbert problem, this shift corresponds to an elementary Schlesinger transformation in the sense of [23] which takes on the following form. We first observe that Γ(z; n + 1)Γ −1 (z; n) is a linear affine function, more precisely
Indeed, the expression on the right side of (3.13) is immediately seen to have no jumps on the real axis, and an isolated singularity at the origin. However, due to (2.1) one finds that this singularity is o(z −1 ) and thus concludes that the expression is analytic at z = 0. The asymptotic behavior at z = ∞ implies that the expression grows at most linear and by Liouville's theorem we conclude that it must be an affine function in z. The coefficients A n and B n are determined from the asymptotics (2.8), we have (see [23] , formula (A.1))
and
where we recall from (3.12) that [Y 1n ] 1,p+1 = 0. By similar reasoning as above, one also finds that
, ∈ {2, . . . , p} and
Using the previous identities, we derive the following Proposition, which will be important in the proof of Theorem 2.7
At this point we are ready to derive Theorem 2.7.
Proof of Theorem 2.7. We use induction on n ∈ Z ≥0 and apply (3.15) . During this we employ the notation
and M j (x, y) ≡ M j (x, y; n) to indicate the n-dependency. 
where we used the induction hypothesis as well as (3.12) in the last equality. For j = p and 1
and therefore with (2.18) back in (3.16)
in accordance with (2.22) . Similarly, for 1 ≤ j ≤ p − 1 and 1 ≤ ≤ j, we use in addition
w + z(−) j+1 dw and obtain from (2.18) and (2.20) back in (3.16)
This completes the induction for 1 ≤ ≤ j ≤ p.
Second case: = j + 1. In the base case, we have to take into account that
But from (2.19), we get
e. the base case is completed. The induction step is as before:
where all three identities (2.19), (2.18) and (2.20) are used in the last equality. This completes the induction in case = j + 1.
Third case: > j + 1. We need to use that
and also
Hence certain combinations of W j (w) and W j (z) will appear in the base case. On the other hand (2.19) gives additional terms inside the integrals and using partial fraction decomposition, we can verify the base case. The induction step is again a direct application of (3.15) combined with (2.18),(2.19) and (2.20).
Part II: asymptotic for the p-Laguerre chain
In the rest of the paper we specialize the potentials to the choice (2.29); due to the form of the potentials, we shall refer this chain model as the Cauchy-Laguerre p-chain. In the interest of concreteness, we also choose p = 3, that is the first case which is not analyzed already in the literature. This choice is dictacted mostly by convenience, as the overall logic can be carried out along similar lines for arbitrary p. The only step where a general theorem would be needed is in the construction of the so-called g-function. One of the key features (which is verified here) would be that the macroscopic densities ρ j (x) of the eigenvalues of the matrices M j should have the following local behavior near the origin
For p = 1 (i.e. the ordinary Laguerre unitary ensemble) the density is the arcsine law and has precisely the behavior (4.1). For p = 2 this is verified in [10] ; for p = 3 it is verified in the present paper and for p = 4, 5, 6 see Remark 4.4. For general p (and general potential) a proof of this can only follow from potential theoretic methods.
4.1.
Riemann-Hilbert analysis for the Cauchy-Laguerre three-chain. We shall now address the asymptotic analysis of Problem 2.3 for p = 3 and choice of potentials (2.29) to be analyzed in the limit n = N → ∞.
Following the well established nonlinear steepest descent method of Deift and Zhou [15, 14, 13] a sequence of explicit and invertible transformations is carried out to simplify the initial problem for Γ = Γ(z; n) and to derive an iterative solution valid as n → ∞. The overall logic for this is well-known in the literature and we shall begin with a normalization transformation, the introduction of the (vector) g-functions.
4.1.1. g-function transformation. We transform the initial problem
The diagonal matrices G(z) and L contain functions and normalization parameters which are constructed as follows. Start from the algebraic equation are zeros of the discriminant of (4.3). We denote with y : X → CP 1 the bijective mapping such that y j = y| Xj , j = 1, 2, 3, 4 are the four roots of (4.3). Since we usually identify the sheets X j with copies of the complex plane, y j = y j (z) are defined on C with appropriate cuts. In more detail, we have
with principal branches for all fractional exponents, in particular (z(z − b)) 1 2 is defined and analytic for z ∈ C\(0, b) such that (z(z − b)) 1 2 ∼ z as z → +∞, arg z = 0 and
Notice that y 1 (z) is analytic for z ∈ C\(0, b) whereas y 2 (z) is analytic for z ∈ C\(a, b). In particular,
We can visualize this behavior as shown in Figure 2 . 1 Figure 3 . Schematics of the mapping of the sheets X j to the complex t plane. All sheets meet at the branch point t * 1 shown as black box on the very left. The other brach points t * j correspond to the other boxes. We give the boundary pieces C ± j = C j ∩ { t, ≷ 0}, j = 1, 2, 3 the same orientation as the branch cuts shown in Figure 2 , i.e they are oriented from t * 1 to t * j , j = 1. The labeling of C ± j is according to the labeling of sheets X j . Moreover, the Riemann surface X is of genus g = 0 with a rational uniformization given by
which defines a bijective map T :
In particular, under the map T = T(t), we have the following correspondences:
and we depict the partitioning of CP 1 t into the four sheets under the uniformization map T −1 : X → CP 1 in Figure 3 . With the jump behavior of the y j 's in mind, we introduce the functions
The integration contours are chosen in the upper half plane and avoid crossing the branch cuts (a, 0) ∪ (0, b). Furthermore, the constants l j , j = 1, . . . , 4 are chosen in such a way as to ensure the normalization
As can be seen from (4.5), this is achieved by
We summarize certain analytical properties of the g-functions which are consequences of the jumps of y j (z) in the following Proposition.
In order to perform subsequent steps in the Riemann-Hilbert analysis, we also require Definition 4.2. We introduce the effective potentials
There is a neighborhood of (0, b) for which (ϕ 1 (z)) < 0, (ϕ 3 (z)) < 0 away from the interval (0, b). Similarly there is a neighborhood of (a, 0) for which (ϕ 2 (z)) < 0 away from the interval (a, 0).
− (z), z ∈ R and notice that
Thus the continuations of ϕ j (z) into the upper and lower half plane are ensured and since (π 1 (z)), z ∈ (0, b) and (π 2 (z)), z ∈ (a, 0) are both strictly decreasing on (0, b), resp. on (a, 0), the sign conditions on ϕ 1 (z) and ϕ 2 (z) follow from the Cauchy-Riemann equations.
Remark 4.4. We state here, without proof, the spectral curves to use for the analysis of the longer chains p = 4, 5, 6. They have been obtained by an educated guess starting from a uniformization of the Riemann sphere of degree p + 1 and subsequent verification that they define positive equilibrium measures. A general existence proof for arbitrary p (and in general arbitrary potentials) requires a vector-potential theoretic approach. This framework is partly contained in [6] ; however, the potentials that are of interest here do not satisfy all the properties in loc. cit.: in particular those requirements which were invoked to guarantee that the supports of the equilibrium measures have a finite distance from the origin. In all cases the behavior of the various branches of the solutions y(z) near z = 0 is y(z) ∼ cz
. The spectral curves below and their corresponding vector-equilibrium measures could be used as a starting point for a steepest descent analysis in Remark 4.5. For p = 3 we can consider the following more general case where the exponent a 2 is allowed to scale with n according to a 2 = nβ, β > 0. In this case the spectral curve is the following one (we only make statements without proofs).
where q = q(β) is the unique positive root of the following polynomial (in q)
(The discriminant of (4.17) equals ∆ = −4096 (1 + β) (1 + 2 β) 2 3 β 2 + 3 β + 32 3 β 5 and hence it is negative for β > 0. Therefore there must be at least one pair of complex roots. Since the degree of (4.17) is three there is only one (positive) real root.) The condition (4.17) guarantees that the spectral curve (4.16) is of genus 0 (with one nodal point). The solutions of (4.16) are the four sheets
and thus z = 0, q are branchpoints connecting two pairs of sheets; the other two branchpoints are the zeros of the radicand of the outer root, which turn out to be the roots of Q 0 (z) in (4.16); the equation (4.17) is simply the vanishing of the discriminant w.r.t. z of Q 0 (z), which guarantees that one root of Q 0 (z) is double. A full inspection reveals in turn that the roots of Q 0 (z) are all real: the simple ones are negative, and the positive one is double and greater than q(β). These observations are sufficient to prove that (4.16) is the correct spectral curve for the construction of the relevant g-functions.
Moreover, for β = 0 the curve reduces to (4.3) (with q = 64 27 ). As β → +∞ we have q → 4. The plots of the relevant densities are shown in Figure 4 ; the density on the negative axis is the density of the spectrum of M 2 while the densities of M 1 , M 2 are equal to each other and equal to the density on the positive axis.
Returning now to (4.2), we obtain a transformed Y -RHP with jump matrices
⊕ e −nπ4(z) , z < 0 which can be simplified using Proposition 4.1 and Lemma 4.3,
as well as
In the latter, we also used that (compare earlier)
and we emphasize the normalization Y (z) = I + O z −1 , z → ∞, following from (4.8) and (4.2). 
Lemma 4.3 allows us to perform "opening of lenses", i.e. we consider the transformation (compare Figure 5 )
which leads to the following RHP • S(z) is analytic for z ∈ C\(R ∪ γ
• The jump conditions are as follows
• The behavior at the origin is dictated as in (2.6) and (2.7) as long as we approach z = 0 from the exterior of the lenses Ω • We have jumps
• As z → ∞,
Jump conditions in the form of (4.20), (4.21) have appeared in the literature before, we shall use ideas similar to [25] in the proof of the following Proposition.
where T = T(t) denotes the map T : CP 1 → X introduced in (4.6) and
D(t),
with
Here {t j } 4 j=1 = {t 1 = 1, t 2 = 
.
(4.25)
Proof. The stated jump conditions (4.20) and (4.21) imply for the first row entries of M (z),
We lift the problem to the Riemann surface X and treat M 11 (z) = M 11 (z, y 1 (z)) as defined on the first sheet X 1 , similarly M 12 on X 2 , M 13 on X 3 and M 14 on X 4 . Using the uniformization map
With this the jumps for M 1j , j = 1, 2, 3, 4 are translated into the t-plane (compare Figure 3) as follows
where z = z(t) as in (4.6). We also enforce the normalization M 11 (z) → 1, M 1 (z) → 0, = 2, 3, 4 as z → ∞. In terms of t, this means that
We will seek M 1 (t) in the form
where z = z(t). By straightforward computation, we check that D(t) as given in (4.23) indeed satisfies the latter jumps and in order to ensure the correct normalization for M 1 (t) we must have
To get back from (4.26) to M 11 (z), M 12 (z), M 13 (z) and M 14 (z) we use
The strategy for the remaining second, third and fourth row is identical to the previous, we obtain jumps for M 2 (t), M 3 (t) and M 4 (t) as before, but we enforce slightly different normalizations, namely M j (t k ) = δ jk .
The remaining behavior at the origin follows from the observation that M j (t)(D(t))
2 ) as t → 0 and this combined with (4.6) gives (4.24). Remark 4.9. A somewhat more detailed representation for M (z) near z = 0 than (4.24) is given by the following identity
where we choose principal branches for fractional exponents. Then, M (z) is analytic at z = 0 and we have • It satisfies the boundary relations (see Figure 5 for the orientations; all roots are principal)
• Near the origin it has the singular behaviour as in the RHP 4.7 for S(z)
• As n → ∞, we have uniformly for |z| = r,
Our first step consists in modeling the jump behavior shown in Figure 6 near the origin -we construct a bare parametrix G (3) (ζ). This construction makes use of the Meijer-G function, cf. [30] , which can be defined Figure 6 . A jump behavior near ζ = 0 which can be constructed explicitly using Meijer G functions.
through the Mellin-Barnes integral formula
where a j , b j ∈ C, we have 0 ≤ m ≤ q, 0 ≤ n ≤ p and the integration contour L is chosen in such a way that it separates the poles of the factors Γ(b + s) from those of the factors Γ(1 − a − s). 
, ζ ∈ C\(−∞, 0];
Here, σ m ≡ (m + 1) mod 2 and c m = 2(2πi) 4−m (2π)
the bare parametrix
has jumps on the six rays arg ζ = 0, π, ± π 4 , ± 3π 4 as shown in Figure 6 . It has the same singular behavior at ζ = 0 as the one stated in the RHP 4.7 (we are allowed to locally deform the lens boundaries γ ± j as to match the aformentioned six rays). Moreover, as ζ → ∞ with > 0 fixed,
where λ 4 , U (ζ) and A have appeared in (4.27) and 
1 (ζ) = −2i(2π) We now connect the ζ-plane to the z-plane. The effective potentials in Definition (4.2) satisfy
for 0 < r < 4 3 sufficiently small. We have chosen principal branches for z 1 4 and both functions e 1 (z) and e 2 (z) are analytic at z = 0; in fact
The expansions for ϕ j (z) motivate the use of the locally conformal change of variables
as well as the definition of the origin parametrix 
to be analytic at the origin, compare (4.27).
Remark 4.12. In order to achieve a control over the matching condition (4.30) on the boundary of the disk D(0, r) it will be necessary to re-define the multiplier B 0 (z) in (4.36). This shall be accomplished in (4.55). See Proposition 4.17.
By the jump properties G (3) (ζ), compare Corollary 4.10, the function Q(z) has the following jumps near the origin (we match the jump contours in the S-RHP near the origin with those in the definition of the bare parametrix by a local contour deformation)
This matches exactly the jumps of S(z) in the RHP 4.7 near the origin. Also, as another consequence of Theorem 4.23, Q(z) and S(z) have the same singular behavior at the origin. Thus, by construction, the function Q(z) is related with the exact solution S(z) of the RHP 4.7 by a left analytic multiplier N (z),
Let us now turn towards the matching between the local model functions Q(z) and M (z). From (4.34), as n → ∞ (hence |ζ| → ∞) for 0 < |z| < r with r sufficiently small,
where we introduced the function H(z), z ∈ C\R given by
with U (z) as in (4.27) and the 4 × 4 matrix valued coefficients K j depend polynomial on {a k } 3 k=1 but are independent of ζ and z. We could, in principle, compute all coefficients K j explicitly, however our analysis requires only a certain structural information which is stated after the next Proposition. Proposition 4.13. Let z γ be defined for −π < arg z ≤ π such that z γ > 0 for z > 0. Then z
is an entire function with
Proof. Notice that z 
where E jk are again matrix units, i.e.
, and also 
λ4 is analytic at z = 0 and we obtain the first terms written in (4.40).
Remark 4.14. Subsequently we will make use of the following structure of the error term E n (z), can contain only integer powers of z. Since ζ
where e 1 (z) is analytic, we obtain (4.44) by simply conjugating the formal series by z Our goal is to achieve a matching relation between the model functions Q(z) and M (z) as n → ∞, valid on a disk boundary ∂D(0, r), compare (4.30). As can be seen from (4.38) and (4.39) the presence of the function H(z) forces us to work with a contracting radius r = r n r n = n −2+ ,
Shrinking the radius in this way we obtain from (4.13), as n → ∞ uniformly for |z| = r n ,
with |E n (z)| ≤ c n −1+2 , c > 0. This estimate contains terms which are unbounded in n, but which are all analytic functions in the spectral variable z. Now following Proposition 4.15, we find the bound
Remark 4.16. Also here, we require more detail on the structure of the error term E n (z), as n → ∞ uniformly for z ∈ ∂D(0, r n ),
Let us summarize, as n → ∞ uniformly for z ∈ ∂D(0, r n ),
We fix r = r n as in (4.46) and first eliminate the unbounded terms in z Changing B 0 (z) -step one. Recall (4.40) and move from B 0 (z) as in (4.36) to B 0,1 (z) given by
The parametrix Q(z) defined as in (4.35) but with B 0,1 (z) instead of B 0 (z) still has the same analytical properties near z = 0, however the matching (4.38) is replaced by
where the error termẼ n (z) has the following structurẽ
This information is derived by directly applying Proposition 4.13 and recalling Remarks 4.14 and 4.16, in principle we could computeẼ n (z) explicitly. Still, estimation (4.50) is not of the form (4.30) since, as n → ∞ uniformly for z ∈ ∂D(0, r n ),
We now "peel off" the analytic terms in the latter expression by redefining the multiplier for a second time.
(4.52) Again, the analytical properties of the parametrix Q(z) with B 0,2 (z) instead of B 0 (z) remain unchanged, only the matching relation now reads as
and the error termĖ n (z) has to leading order the same structure asẼ n (z), i.e. 
as n → ∞, uniformly for z ∈ ∂D(0, r n ). The leading growth in (4.53) originates from the term k
which is not analytic in the disk D(0, r n ), hence we cannot absorb it by another change of the analytic multiplier B 0 (z) -we can only remove the constant term k Changing B 0 (z) -step three. In this final step, we replace B 0,2 (z) by
and summarize our estimations in the following Proposition.
Proposition 4.17. Let r n = n −2+ with 0 < < 1 7 fixed. The origin parametrix Q(z), z ∈ D(0, r) is given by (4.35) with B 0 (z) replaced by B 0,3 (z) as in (4.49), (4.52) and (4.55). Moreover, as n → ∞, we have an asymptotic matching relation between the model functions Q(z) and M (z) of the form
uniformly for z ∈ ∂D(0, r n ) whereĖ n (z) is estimated in (4.54).
The last Proposition completes the construction of the origin parametrix. We now briefly discuss 4.1.5. Parametrices near z = a and z = b. Two remaining parametrices need to be constructed inside the disks D(a, r) = z ∈ C : |z − a| < r , D(b, r) = z ∈ C : |z − b| < r with r > 0 sufficiently small and fixed. As for z ∈ D(b, r) ∩ (b, ∞), D(b, r) as well as on the jump contours near z = a, the relevant model functions are constructed with the help of Airy functions. These constructions are well known in the literature, see [14] for the standard Airy parametrices in the 2 × 2 context. 2 We skip the details as they are not relevant for our purposes and only list the matching relations between the endpoint parametrices P j (z) and the outer parametrix M (z),
uniformly for z ∈ ∂D(a, r) ∪ ∂D(b, r).
4.1.6. Ratio problem and final transformation. We introduce . This transformation leads to a ratio-RHP for R(z) on a contour Σ R which is depicted in Figure 7 below. 
• The jumps on Σ R are as follows
• We emphasize that R(z) is analytic at z = 0, this follows from (4.37) and definition (4.58)
• As z → ∞, we have R(z) → I.
In order to proceed, we estimate the behavior of the latter jumps G R (z, n) as n → ∞ and z ∈ Σ R : on the contours of Σ R which extend to infinity, this is done by recalling Proposition 4.1. Since 0 < r 1 < 2 3 remains fixed, we have there
Next for the parts γ ± j which are part of the original lens boundaries: we notice that sup
. Thus with (4.25),
which ensures that, even with a shrinking disk C 0 , the lens boundary contributions are exponentially close to the identity matrix in the limit n → ∞. On the circles C j , j = 1, 2 we obtain a power like decay from (4.57),
As for the corresponding estimation on C 0 , we have already seen in (4.56), that
is not uniformly close to the identity matrix. We resolve this issue with another transformation: note that (with M (z) as defined in (4.27))
exists and
We define
and obtain a RHP for X(z) which is posed on the same contour Σ R as shown in Figure 7 Riemann-Hilbert Problem 4.19. Determine the 4 × 4 piecewise analytic function X(z) such that • X(z) is analytic for z ∈ C\Σ R • The jumps equal
Since for n → ∞, For the relevant estimation on C 0 , we recall (4.56) and in particular (4.54). The latter expansion shows that right multiplication ofĖ n (z) with E 14 does not affect the terms in (4.54) up to O n −1 . But this means that we have the following estimation
which, combined with (4.59),(4.61) and (4.63), guarantees the unique solvability of the X-RHP (cf. [15] ) for sufficiently large n.
4.1.7.
Iterative solution of the X-RHP. The X-RHP is equivalent to solving the singular integral equation
As we have seen in the latter subsection, there exists n 0 > 0 such that
and therefore (4.65) can be solved uniquely in L 2 (Σ R ) via iteration. The solution satisfies
and we have
The latter estimation completes the asymptotical analysis of the initial RHP 2. and are now interested in the n → ∞ behavior of K j (x, y) given in (2.17), Theorem 2.7. We need to unravel the sequence of transformations
to solve the initial Γ-RHP. Through the first transformation (4.2),
To obtain (4.68), one uses the explicit expressions for the g (k) (z) functions. With the help of the transformation sequence Y (z) → S(z) → R(z) → X(z), we have for z ∈ R with |z| = O(n −4 ), 
where we use the notation Ω = [Ω j δ jk ] e 1 (z)
valid for x, y = O(n −4 ). For the remaining matrix use (4.66) and recall the definitions of the analytic multipliers B 0,k (z), thus for w = x(−) j+1 and z = y(−)
It is important to observe that in the last equality the choice of the limiting values (±) would lead to different results as we are not choosing specific entries of the matrix product (G (±) (w)) −1 G (±) (z). This is however irrelevant for our purposes since (4.71) selects concrete entries.
Notice now that all explicit n dependent terms in the right hand side of (4.71) are taken to the exponent
in (4.71) with the special choice p = 3. In order to complete the proof of Theorem 2.11 for this special choice as well as to state the general conjecture 2.9, we require the following Lemma :
is a skew-symmetric p × p matrix and
Proof. If j = it is immediately seen that κ jj = 0. Assume now < j, then
which implies the stated skew-symmetry.
Up to this point we have thus proven 
where the choice of limiting values (±) in the matrix entries upon evaluation at w = ξ(−) j+1 and z = η(−)
is immaterial and the stated convergence is uniform for ξ, η chosen from compact subsets of the half line (0, ∞) ⊂ R.
Proof. We only need to address the independence of choice of the limiting values and here our argument already appeared (implicitly) in the computations which lead to Theorem 2.7. Also the same logic applies to the general p ∈ Z ≥2 bare parametrix G(ζ) which is constructed in the next section. Note that (compare Theorem 4.23 below, in particular (4.84), or also (4.32)) G(w)
The latter Theorem proves that all local scaling limits of the correlation kernels in the given CauchyLaguerre three matrix chain are determined by specific entries of G −1 (w)G(z), with G(ζ) being constructed out of Meijer G-functions, compare Corollary 4.10. We expect that for general p ∈ Z ≥2 similar identities as (4.75) hold, compare Conjecture 2.9, that is the limits of the correlation functions K j (x, y) to be proportional to the ratio
For w, z ∈ C\R the explicit computation of G −1 (w)G(z) is achieved in the following section.
4.2.1. General origin parametrix. The analog of the RHP for the bare parametrix G (p) (ζ) in the general p ≥ 2 chain can be evinced by repeating the steps that we have taken for p = 3.
Riemann-Hilbert Problem 4.22 (Bare Meijer-G parametrix for p-chain). Let G (p) (ζ) be a (p+1)×(p+1) piecewise analytic matrix function analytic in C minus the rays r 0 = R + , r 5 = −R + r 1,2 = e 
A j = 0, the jumps on the 6 rays r j equal
− (ζ)J for ζ ∈ r , = 0, . . . , 5.
As ζ → 0, we have a singular behavior as in (2.6) and (2.7) approaching the origin from the top and bottom sectors. Furthermore, the asymptotic behavior at infinity in the half planes is given by:
Here the constants U ± and Ω ± as well as the jump matrices take the following forms depending on the parity of p.
For p ≡ 1 mod 2 we have,
On the other hand, for p ≡ 0 mod 2: 
and the contour of integration L leaves all possible singularities of the integrands in (4.78) to the left. Let
With this, the solution G (p) (ζ) to the bare RHP 4.22 is given by
in case p ≡ 1 mod 2, and for even p ≡ 0 mod 2 by
We will split the proof of Theorem 4.23 in several parts, starting with the jump conditions and the singular behavior at the origin ζ = 0. 1 (ζ), ζ ∈ C is an entire function, whereas {g (±) j (ζ)} p+1 j=2 are defined and analytic for ζ ∈ C\(−∞, 0]. In particular, for 2 ≤ j ≤ p + 1, we have the monodromy relations
valid on the entire universal covering of the punctured plane. Also, the behavior of g
+1 (ζ) at ζ = 0 for 1 ≤ ≤ p is the same as the behavior of the iterated Cauchy transforms C +1 given in (2.7).
Proof. The singularities in the integrand of g (±)
1 (ζ) are solely located at ζ = −n, n ∈ Z ≥0 . Thus retracting the contour L to −∞ we pick up a residue at each nonpositive integer point equal to
Since the remainder of the integral tends to zero by the properties of the Gamma function, we get
which implies that g
1 (ζ) is entire. The same argument applied to the remaining {g
shows directly that they are analytic in C with a cut along the negative real axis. Suppose now that 2 ≤ j ≤ p + 1 and start with
we can change the variable of integration in (4.83) as s = u − a j−1,j−1 ≡ u − a j−1 , and are lead to
In the last equality we used that there are no singularities of the integrand between L + a j−1 and L since a j−1 > −1. As for the singular behavior at ζ = 0, we simply use analyticity of g
1 (ζ) and apply the monodromy relations iteratively. This combined with the Plemelj-Sokhotskii formula leads to a behavior as in (2.7).
We are now ready to derive the jump behavior of G (p) (ζ) as stated in Theorem 4.23
Proof of Theorem 4.23 -jump and singular behavior. The matrix G(ζ) is analytic in the upper/lower half plane and thus the jumps on the four rays r 1,2,3,4 follow at once from the definition of G (p) (ζ). Now it follows from σ j ≡ (j + 1) mod 2 that for odd j the functions g 
as ζ → ∞ with similar ones in the sectors in the lower half-plane.
4.2.2.
Computation of the right hand side in (4.75) for general p ≥ 2. Our next goal is to express the entries under consideration in the matrix product G −1 (w)G(z) as double contour integrals. To this end it is convenient to pass from the functions g (±)
j (ζ) and G (±) (ζ) to the functions {f
Note in particular that all functions f (±) j (ζ) admit a contour integral representation, with ζ ∈ C\(−∞, 0],
We also define for convenience the following functionŝ
and analogously as before, The goal of this section is to prove Theorem 4.27. For w, z ∈ R,
where the signs (±) are chosen according to whether the corresponding variable belongs to H ± . Also, the multivalued functions ζ γ have to be evaluated with principal branches and the integration contours are chosen as in Definition 2.8.
We split the proof of the latter Theorem into several steps 
which follows from the functional relation of the kernel functions
Proof. The functional relations (4.93) follow simply from the standard relation Γ(1 + s) = sΓ(s). The stated differential equations are then derived by differentiation in (4.89), (4.90) and application of the latter functional relations for the integrands.
Definition 4.29 (Bilinear Concomitant, see [22] ). For ζ ∈ C\(−∞, 0], introduce the bilinear form,
or written equivalently without double integrals,
Here, f j (ζ) orf k (ζ) can be replaced by any function of the collection {f Proof. From the functional equations of F j (s) andF j (s) (here F j (s) can represent any of the F
where we used Cauchy Theorem in the last equality.
The particular choice of the expressions (4.89), (4.90) is explained by the following Proposition. This condition can then be lifted a posteriori since the result is independent of the a j 's. As B(f j ,f k )(ζ) is defined through a double contour integral we shall apply residue theorem to retract first the contourL k to −∞. This procedure amounts to picking up the residues of the inner integrand which by assumption (4.97) are all originating from simple poles of the expressionF k (−v). Let P = {a 11 , a 12 , . . . , a 1p }: note that our assumption (4.97) implies P ∩ Z = ∅. Then the poles of F j (u) are in general located on the lattice (P ∪ {0}) − N whereas the poles ofF k (−v) are in general centered at (P ∪ {0}) + N. Retracting the contours as indicated, we create certain double series of the form B(f Here the integrations around L, L are taken in the indicated order and thus mean the evaluation of the residues in the v variable first at the poles of F k (−v) followed by evaluation of the residues in u at the poles of F j .
Proof. Start from (4.104) and first use the functional equations for F j (u) andF k (−v), i.e.
where each I j is now dependent on the order of integration. By the residue theorem, with P 0 = P ∪ {0}, In order to obtain the expression of the kernels in Definition 2.8 and also completely prove Theorem 2.11, we need to express explicitly the right side in Theorem 4.21, that is we have to compute where j, = 1, . . . , p and c 0 , ξ, η > 0 with {η k } as in (4.74) . For this, we need to use Theorem 4.27, the explicit formulae for F j (u),F j (v) (4.89), (4.90) combined with (4.106), the expressions for c j ,ĉ j in (4.79), (4.91) and then simplify so as to obtain the expression in Conjecture 2.9.
4.2.3. The one-matrix "chain". We show here that for p = 1 the Meijer-G field is nothing but the ordinary Bessel random point field [10] . We make use of where we used the expression of the Bessel kernel as given in [10] , formulae (4.26) and (4.27).
4.2.4.
Comparison with [10] , two matrix chain. In [10] (Theorem 2.2) the chain p = 2 was studied; we can compare those results with our situation. The four kernels defining the Meijer-G field were introduced in [10] as Substituting (4.115) into the formula for the kernels, we obtain Λ q G In principle, at this point, one expects an expression that contributes to order O(1) in Λ; but notice that the integrand is entire in the integration variable u and thus a simple argument using Cauchy theorem shows that it vanishes. Thus the leading contribution must come from the next order in Λ, namely, O(Λ −1 ).
Case: j, > q. This is entirely analogous to the above and left to the reader.
Case: j < q < . We proceed following the same logic as before. For the other scaling we use again a shift of u, v, thus obtaining an estimate of O(1). Details are omitted. Case: < q < j. The computation proceeds similarly to the previous case; this time we obtain a leading order term O(1) in the integrand that is entire in one of the two variables and thus vanishes by Cauchy's theorem. Hence we get a leading order term of order O(Λ −1 ). Remaining cases. They are all handled along the same lines; the verification is left to the reader because there is really no further surprise in the computation.
