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РЕФЕРАТ
Квалiфiкацiйна робота мiстить: 69 стор., 2 рисунки, 11 таблиць, 13
джерел.
Одним з пiдходiв для застосування диференцiального криптоаналiзу
до блокових шифрiв є аналiз усiчених диференцiалiв. Якщо класичний
диференцiальний криптоаналiз дослiджує повну рiзницю мiж двома
текстами, то диференцiальний аналiз, що використовує усiченi
диференцiали, враховує вiдмiнностi мiж текстами, якi визначаються лише
частково. Такий пiдхiд дозволяє успiшно застосовувати диференцiальний
криптоаналiз до сучасних шифрiв, де стандартний пiдхiд не давав жодних
результатiв. Не зважаючи на те, що диференцiальний криптоаналiз з
використанням усiчених диференцiалiв вперше запропонований ще у 1995,
досi не iснує формальної теорiї, яка його описує та дозволяє проводити
оцiнку стiйкостi конкретних шифрiв до нього.
Метою цiєї роботи є розробка формалiзованого пiдходу до
використання усiчених диференцiалiв. Об’єктом дослiдження є
iнформацiйнi процеси в системах криптографiчного захисту. Предмет
дослiдження — моделi та методи диференцiального криптоаналiзу
блокових шифрiв.
В даному дослiдженнi запропоновано два формалiзованих пiдходи
до побудови усiчених диференцiалiв. Для кожного з них запропоновано
параметр стiйкостi, який характеризує iмовiрнiсть усiченого
диференцiала. Для кожного з параметрiв наведено характеристики та
властивостi. Також в роботi запропоновано алгоритм пошуку
високоiмовiрнiсних усiчених диференцiалiв, який був успiшно
застосований на модельному шифрi.
ДИФЕРЕНЦIАЛЬНИЙ КРИПТОАНАЛIЗ, УСIЧЕНI




The qualifying paper contains: 69 pages, 2 figures, 11 tables, 13 sources.
One of the approaches for applying differential cryptanalysis to block
ciphers is the analysis of truncated differentials. If classical differential
cryptanalysis investigates the complete difference between two texts, then
truncated differential analysis investigates differences between the texts,
which are only partially determined. This approach allows to use differential
cryptanalysis to modern ciphers, to which classical differential cryptanalysis is
not applicable. Despite truncated differential cryptanalysis was suggested in
1995, for today there is no formalized theory that describes truncated
differential cryptanalysis and allows evaluate ciphers security against it.
The purpose of this work is to develop formalized approach for truncated
differential cryptanalysis. The object of research is the information processes in
cryptographic security systems. Subject of research — models and methods of
differential cryptanalysis of block ciphers.
In this work were presented two formalized approaches for creating
truncated differentials. For each of them suggested security parameter that
shows truncated differential probability. Also in this work was presented
algorithm for search truncated differentials with high probability. The
algorithm was successfully applied to model cipher.
DIFFERENTIAL CRYPTANALYSIS, TRUNCATED
DIFFERENTIALS, DIFFERENTIAL PROBABILITY, BLOCK CIPHERS
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ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ, СКОРОЧЕНЬ I
ТЕРМIНIВ
⊕ — операцiя побiтового додавання
𝑉𝑛 — простiр бiтових векторiв довжини 𝑛
𝑉 *𝑛 — простiр векторiв довжини 𝑛, елементами яких можуть бути
{0, 1, *}
[𝑃 ] — дужки Айверсона: [𝑃 ] дорiвнює 1, якщо 𝑃 – iстинне, та
дорiвнює 0, якщо 𝑃 – хибне
𝐷𝑃 𝑓(𝛼, 𝛽) — iмовiрнiсть диференцiалу (𝛼, 𝛽) функцiї 𝑓
𝐷𝑓(𝛼, 𝛽) — множина вхiдних текстiв, якi з вхiдною рiзницею 𝛼 дають
вихiдну рiзницю 𝛽 для функцiї 𝑓
Δ(𝛼) — множина усiх можливих рiзниць для певної маски 𝛼
𝑇𝐷𝑃 𝑓(𝛼, 𝛽) — iмовiрнiсть усiченого диференцiалу (𝛼, 𝛽) функцiї 𝑓
𝑇𝐷𝑓(𝛼, 𝛽) — множина двiйкових векторiв, якi з вхiдної рiзницi маски
𝛼, дають вихiдну рiзницю маски 𝛽
<<< — циклiчний зсув влiво на деяку кiлькiсть бiтiв
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ВСТУП
Диференцiальний криптоаналiз став вiдомий широкому загалу на
початку 1990-х рокiв, пiсля публiкацiй Бiхама та Шамiра [1]. Цей метод
виявився ефективним проти деяких вiдомих на той час симетричних
шифрiв. В 1995 роцi Ларс Кнудсен запропонував дещо змiнений пiдхiд до
диференцiального криптоаналiзу, використовуючи усiченi диференцiали.
Це допомогло застосувати диференцiальний криптоаналiз до шифрiв, де
стандартний пiдхiд не давав жодних результатiв. Якщо звичайний
диференцiальний криптоаналiз дослiджує повну рiзницю мiж двома
текстами, то диференцiальний аналiз, що використовує усiченi
диференцiали, враховує вiдмiнностi мiж текстами, якi визначаються лише
частково.
Не зважаючи на вiдносно успiшнi випадки практичного
застосування даного методу, на сьогоднi не iснує формальної теорiї, яка
описує криптоаналiз на основi усiчених диференцiалiв та дозволяє
проводити оцiнку стiйкостi конкретних шифрiв до нього.
Метою роботи розробка формалiзованого пiдходу до використання
усiчених диференцiалiв.
Для досягнення мети необхiдно виконати такi завдання:
1) проаналiзувати опублiкованi результати використання усiчених
диференцiалiв для побудови атак на блоковi шифри;
2) запропонувати формалiзований пiдхiд до побудови усiчених
диференцiалiв;
3) запропонувати параметр стiйкостi, який буде характеризувати
стiйкiсть шифруючих перетворень до атак на основi усiчених
диференцiалiв;
4) перевiрити адекватнiсть запропонованих методiв оцiнювання на
модельних шифрах.
Об’єкт дослiдження: iнформацiйнi процеси в системах
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криптографiчного захисту.
Предмет дослiдження: моделi та методи криптоаналiзу блокових
шифрiв на основi усiчених диференцiалiв.
Методи дослiдження, якi використовувались при розв’язаннi
поставлених завдань: методи теорiї iмовiрностi, лiнiйної та абстрактної
алгебри, математичної статистики, комбiнаторного аналiзу, методи
комп’ютерного та статистичного моделювання.
Наукова новизна: у роботi запропоновано формалiзований пiдхiд
до побудови усiчених диференцiалiв та визначено параметр стiйкостi, який
характеризує iмовiрнiсть усiчених диференцiалiв.
Практична значущiсть: результати цiєї роботи можуть
застосовуватись для оцiнювання стiйкостi iтеративних блокових шифрiв
до криптоаналiзу на основi усiчених диференцiалiв.
Апробацiя. Результати даної роботи було частково представлено на
таких конференцiях:
1) XVIII Всеукраїнська наукова конференцiя студентiв, аспiрантiв та
молодих вчених «Теоретичнi i прикладнi проблеми фiзики, математики та
iнформатики», м. Київ, 12 — 13 травня 2020 року, доповiдь «Параметри,
якi характеризують стiйкiсть 𝑆-блокiв до аналiзу усiчених диференцiалiв»;
2) XII Мiжнародна науково-практична конференцiя «Iнтернет —
Освiта — Наука 2020», м. Вiнниця, 26 — 29 травня 2020 року, доповiдь
«Параметр, який характеризує стiйкiсть 𝑆-блокiв до аналiзу усiчених
диференцiалiв».
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1 ДИФЕРЕНЦIАЛЬНИЙ КРИПТОАНАЛIЗ НА ОСНОВI
УСIЧЕНИХ ДИФЕРЕНЦIАЛIВ
В даному роздiлi розглядаються необхiднi теоретичнi вiдомостi про
диференцiальний криптоаналiз в цiлому, диференцiальний криптоаналiз
на основi усiчених диференцiалiв та аналiзуються вiдомi приклади
успiшного застосування диференцiального криптоаналiзу на основi
усiчених диференцiалiв до сучасних шифрiв.
1.1 Основнi поняття диференцiального криптоаналiзу
Позначимо 𝑀 — множину вiдкритих текстiв, 𝐶 — множину
шифротекстiв, 𝐾 — множину ключiв.
Означення 1.1. Шифруюче перетворення — це функцiя вигляду
𝑓 : 𝑀 ×𝐾 → 𝐶, що задовiльняє такiй умовi: для кожного фiксованого
значення 𝑘 ∈ 𝐾 перетворення 𝑓(𝑥, 𝑘) є бiєктивним.
Для того, щоб пiдкреслити, що в шифруючому перетвореннi ключ
виступає в ролi параметра, використовують позначення 𝑓𝑘(𝑥).
Означення 1.2. Iтеративний r-раундовий шифр 𝐸 — це




















Зауважимо, що в позначеннi 𝑓 𝑖𝑘𝑖(𝑥), параметр 𝑖 означає, що це
перетворення 𝑖-того раунду шифрування. Також тут i надалi будемо
вважати, що раундовi ключi 𝑘 = (𝑘1, 𝑘2, ..., 𝑘𝑟) є випадковими,
незалежними та рiвномiрно розподiленими на ключовому просторi.
Диференцiальний криптоаналiз вiдноситься до атак останнього
раунду, оскiльки цiллю проведення аналiзу є вiдновлення раундового
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ключа останнього раунду шифрування — 𝑘𝑟.
Нехай ×, ∙ — деякi операцiї на просторi 𝑉𝑞. Шифр 𝐸 можна
представити як композицiю перетворень, тобто
𝐸 = 𝐹1,𝑟−1 ∘ 𝑓𝑟,
де 𝑓𝑟 — шифруюче перетворення останнього раунду, 𝐹1, 𝑟−1 — перетворення
всiх iнших раундiв, з першого по (𝑟 − 1)-й. Розглянемо пару вiдкритих
текстiв (𝑋,𝑋 ′) таких, що
𝑋 ′ = 𝑋 × 𝛼
для деякого фiксованого 𝛼, та пару напiвшифротекстiв (𝑌, 𝑌 ′) таких, що
𝑌 = 𝐹1, 𝑟−1(𝑋) та 𝑌 ′ = 𝐹1, 𝑟−1(𝑋 ′).
Нехай для заданого 𝛼 iз високою iмовiрнiстю 𝑝 (бiльшою нiж
iмовiрнiсть при рiвномiрному розподiлi, тобто 𝑝 > 2−𝑞) виконується
рiвнiсть 𝑌 ′ = 𝑌 ∙ 𝛽 для деякого 𝛽, тодi криптоаналiтик, якому це вiдомо,
може побудувати статистичний розпiзнавач для ключа 𝑘𝑟 таким способом:
1. Криптоаналiтик накопичує деяку кiлькiсть пар випадкових
вiдкритих текстiв (𝑋,𝑋 ′) таких, що 𝑋 ′ = 𝑋 × 𝛼 та вiдповiдних їм
шифротекстiв (𝐶,𝐶 ′).
2. Для кожного кандидата в ключi 𝑘𝑟 аналiтик розшифровує пари
(𝐶,𝐶 ′) на один раунд назад та одержує пари (𝑌, 𝑌 ′).
3. Аналiтик перевiряє гiпотезу 𝑌 ′ = 𝑌 ∙ 𝛽. Якщо iмовiрнiсть цiєї
подiї близька до 𝑝, тодi ключ вiдгадано правильно; якщо iмовiрнiсть
близька до 2−𝑞, то ключ вiдгадано неправильно.
Нехай 𝑉𝑛 = {0, 1}𝑛 — простiр 𝑛-бiтових векторiв, а ∘, ∙ – операцiї (не
обов’язково рiзнi), кожна з яких визначає структуру абелевої групи з
нейтральним елементом на 𝑉𝑛 та для них iснує нейтральний елемент.
Означення 1.3. Диференцiал функцiї 𝑓 — пара довiльних
двiйкових векторiв (𝛼, 𝛽). Для диференцiала (𝛼, 𝛽) позначимо подiю
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𝑓(𝑧 ∘ 𝛼) = 𝑓(𝑧) ∙ 𝛽, що iндукується випадковою величиною 𝑧, символом
𝛼 → 𝛽
𝑓
(або просто 𝛼 → 𝛽, якщо функцiя зрозумiла з контексту).
Для кожного диференцiала певної функцiї є параметр який
характеризує важливiсть цього диференцiала, це — iмовiрнiсть
диференцiала.
Означення 1.4. Iмовiрнiсть диференцiала (𝛼, 𝛽) функцiї 𝑓 —
величина
𝐷𝑃 𝑓∘,∙(𝛼, 𝛽) = 𝑃𝑟𝑧{𝛼 → 𝛽} =
∑︁
𝑧
[𝑓(𝑧 ∘ 𝛼) = 𝑓(𝑧) ∙ 𝛽],
де [𝑃 ] — дужки Айверсона: [𝑃 ] дорiвнює одиницi, якщо твердження 𝑃
iстинне, iнакше [𝑃 ] дорiвнює нулю.
Для iмовiрностi диференцiала можна використовувати позначення
𝐷𝑃 𝑓(𝛼, 𝛽). В такому випадку операцiї, що використовуються, повиннi
бути зрозумiлi з контексту.
Введемо деяку загальну класифiкацiю диференцiалiв:
– тривiальний диференцiал — диференцiал 𝛼 = 𝛽 = 0, всi iншi
диференцiали — нетривiальнi ;
– неможливий диференцiал — диференцiал, iмовiрнiсть якого
дорiвнює нулю.
Наведемо властивостi диференцiальних iмовiрностей, якi
використовуються в диференцiальному криптоаналiзi.
Для булевої функцiї 𝑓 : 𝑉𝑞 → 𝑉𝑞 виконуються такi спiввiдношення:
𝐷𝑃 𝑓(0, 𝛽) = [𝛽 = 0],








𝐷𝑃 𝑓(𝛼, 𝛽) = 1. (1.2)
14
Властивостi пiд номером (1.1) та (1.2) виконуються, коли функцiя 𝑓
є бiєктивною. У багатьох випадках зручно розглядати множину
𝐷𝑆(𝛼, 𝛽) = {𝑥 ∈ 𝑉𝑛 : 𝑆(𝑥⊕ 𝛼) = 𝑆(𝑥)⊕ 𝛽}.




1.2 Диференцiальний аналiз на основi усiчених
диференцiалiв
Вперше диференцiальний аналiз на основi усiчених диференцiалiв
був запропонований Ларсом Кнудсеном [2] в 1994 роцi. Якщо звичайний
диференцiальний криптоаналiз аналiзує повну рiзницю мiж двома
текстами, то диференцiальний аналiз, що використовує усiченi
диференцiали, враховує вiдмiнностi мiж текстами, якi визначаються лише
частково. Отже, атака робить передбачення лише деяких бiтiв.
Як вiдомо, (𝛼, 𝛽) називається диференцiалом 𝑖-того раунду
шифрування, якщо рiзниця 𝛼 у двох вiдкритих текстах породжує рiзницю
𝛽 у двох шифротекстах пiсля 𝑖 раундiв шифрування. Проте, як зараз буде
показано, не завжди необхiдно передбачувати шукане значення повнiстю,
iнколи достатньо одного бiту. Диференцiал, за допомогою якого
передбачається лише частина шуканого значення називається усiченим
диференцiалом.
Означення 1.5. Нехай (𝛼, 𝛽) диференцiал 𝑖-того раунду. Якщо 𝛼′ є
пiдпослiдовнiстю 𝛼, а 𝛽′ є пiдпослiдовнiстю 𝛽, то (𝛼′, 𝛽′) називається
усiченим диференцiалом 𝑖-того раунду шифрування. [2]
В данiй роботi [2] Кнудсен представив теорему для оцiнки
складностi виконання диференцiальної атаки на основi усiчених
диференцiалiв. В процесi доведення запропонована загальна схема
проведення диференцiальних атак з використанням усiчених
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диференцiалiв. Така атака може бути розширена для роботи на шифрах з
будь-якою кiлькiстю раундiв, розраховуючи на всi, крiм перших трьох
раундових ключiв.
Теорема 1.1. Нехай 𝑓(𝑥, 𝑘) : 𝐺𝐹 (2𝑛) × 𝐺𝐹 (2𝑛) → 𝐺𝐹 (2𝑛) —
раундова функцiя в 5-раундовiй схемi Фейстеля з розмiром блоку 2𝑛
бiтiв, яка використовує 5 раудових ключiв розмiром по 5 бiтiв кожен.
Нехай параметр 𝛼 (𝛼 ̸= 0) — рiзниця мiж вхiдними вiдкритими
текстами, для якої можливими вихiдними рiзницями є лише частка
𝑊 (0 ≤ 𝑊 ≤ 1) вiд усiх можливих вихiдних рiзниць, тобто
𝑊 =
кiлькiсть можливих вихiдних рiзниць для 𝛼
кiлькiсть усiх можливих вихiдних рiзниць
.
В такому випадку складнiсть диференцiальної атаки з використанням
усiчених диференцiалiв становить 2𝐿 вибраних вiдкритих текстiв та
час її виконання близько 𝐿 × 22𝑛, де 𝐿 найменше цiле число, для якого
виконується: 𝑊𝐿 < 2−2𝑛. Значення 𝐿 не перевищує 2𝑛+ 1.
Доведення. Розглянемо наступну атаку:
1) Нехай 𝛼 — нетривiальна рiзниця двох входiв для функцiї 𝑓 , для
якої лише частка 𝑊 вiд усiх вихiдних рiзниць є можливою.
2) Обчислити таблицю 𝑇 (заповнену нулями при iнiцiалiзацiї), для
𝑖 = 0, . . . , 2𝑛 − 1:
𝑇 [𝑓(𝑖)⊕ 𝑓(𝑖⊕ 𝛼)] = 1.
3) Випадково обрати вiдкритий текст 𝑃1 та обчислити
𝑃2 = 𝑃1 ⊕ (𝛼 || 0).
4) Отримати шифротексти 𝐶1 та 𝐶2, якi вiдповiдають вiдкритим
текстам 𝑃1 та 𝑃2.
5) Для кожного можливого значення 𝑘5 — кандидата на раундовий
ключ 𝑅𝐾5 виконати:
а) Розшифрувати 𝐶1, 𝐶2 та один раунд використовуючи
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раундовий ключ 𝑘5. Позначити цi напiвшифротексти 𝐷1, 𝐷2.
б) Для кожного значення 𝑘4 — кандидата на раундовий ключ 𝑅𝐾4
виконати:
i. Обчислити 𝑡𝑖 = 𝑓(𝐷𝑅𝑖 ⊕ 𝑘4) для 𝑖 = 1, 2.
ii. Якщо 𝑇 [𝑡1 ⊕ 𝑡2 ⊕𝐷𝐿1 ⊕𝐷𝐿2 ] > 0, повернути значення 𝑘4 та 𝑘5.
Оскiльки нелiнiйний порядок функцiї 𝑓(𝑥) не може бути бiльший
вiд 𝑛 − 1, iнформацiю про вихiднi рiзницi, якi отримуються з заданої
вхiдної рiзницi, не обов’язково легко визначити. Тому потрiбно
обрахувати таблицю 𝑇 для заданої вхiдної рiзницi 𝛼; якщо 𝑇 [𝛽] > 0, тодi
вихiдна рiзниця 𝛽 є можливою.
Вхiднi вiдкритi тексти для першого раунду є рiвними, проте вхiднi
тексти для другого раунду мають рiзницю 𝛼. Значить, можна обрахувати
частку 𝑊 вiд усiх можливих рiзниць текстiв четвертого раунду,
використовуючи правi частини шифротекстiв та значення в таблицi 𝑇 .
Пiсля закiнчення процедури отримано близько 𝑊 × 22𝑛 варiантiв
можливих значень для пари (𝑅𝐾4, 𝑅𝐾5), одна з яких є правильною
парою ключiв. Пiсля достатньої кiлькостi повторювань атаки лише одна
пара ключiв (правильна пара) буде залишатись завжди запропонованою.
Будь-яка iнша пара ключiв буде попадати в можливi значення ключiв з
iмовiрнiстю 𝑊 для кожного виконання атаки. Тому, пiсля проведення
атаки для 𝐿 пар вiдкритих текстiв, будь-яка пара ключiв, окрiм
правильної, буде попадати в запропонованi пари завжди з iмовiрнiстю
𝑊𝐿. Якщо 𝑊𝐿 < 2−2𝑛, то з великою iмовiрнiстю правильну пару ключiв








< 2−2𝑛 = 2𝑛+ 1,
що i потрiбно було довести.
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1.3 Приклади успiшних атак на основi усiчених
диференцiалiв
Оскiльки загальну схему диференцiальної атаки з використанням
усiчених диференцiалiв було введено в доведеннi теореми 1.1 вище, тепер
можна розглянути декiлька прикладiв успiшного застосування
диференцiальних атак на основi усiчених диференцiалiв до сучасних
шифрiв.
Приклад 1.1. Атака на 6 раундiв шифру DES. В роботi
Кнудсена [2] було сказано, що для шифру DES [3] iснують усiченi
диференцiали з iмовiрнiстю 1. Коли два входи функцiї 𝐹 є рiвними на
входi до 𝑆-блоку, то виходи з цього 𝑆-блоку є завжди рiвними, незалежно
вiд значення входiв iнших 𝑆-блокiв. Вихiд 𝑆-блоку впливає на входи не
бiльше нiж 6ти 𝑆-блокiв наступного раунду, через структуру
перемiшувань, якi блоки на якi не впливають зазначено в таблицi 1.1.
Таблиця 1.1 – Вплив виходiв 𝑆-блокiв на 𝑆-блоки наступного раунду
шифру DES










Цей факт можна використати для побудови 4-ох раундового усiченого
диференцiала з iмовiрнiстю 1 для DES, який дає iнформацiю про рiзницю
8-ми бiтiв в шифротекстах пiсля 4-ох раундiв шифрування.
Розглянемо пару вiдкритих тестiв, в яких правi частини спiвпадають,
а лiвi вiдрiзняються так, що входи тiльки до одного 𝑆-блоку, наприклад
першого, вiдрiзняються пiсля етапу розширення.
Перший раунд в диференцiалi проводиться завжди, а в другому
раундi результати всiх 𝑆-блокiв є рiвними, крiм першого 𝑆-блоку. На
входi до третього раунду вхiднi тексти для двох 𝑆-блокiв (1 та 7) є
завжди однаковими, оскiльки перший 𝑆-блок не впливає на них згiдно з
таблицею 1.1. Тому виходи цих 𝑆-блокiв є рiвнi, та результат XOR-у 8-ми
бiтiв правої частини шифротекстiв пiсля трьох раундiв є вiдомим,
оскiльки результат XOR-у виходiв до другого раунду вiдомий. Правi
частини пiсля трьох раундiв шифрування спiвпадають з лiвими
частинами пiсля чотирьох раундiв шифрування, саме тому результат
XOR-у восьми бiтiв пiсля чотирьох раундiв вiдомий з iмовiрнiстю 1. Це
буде використано для диференцiальної атаки перших 6-ти раундiв DES,
яка використовує обмежену кiлькiсть вiдкритих текстiв.
На рисунку 1.1 зображено процес пораундового утворення












Рисунок 1.1 – 4 раундовий диференцiал шифру DES
Теорема 1.2. Iснує диференцiальна атака на 6 раундiв DES, яка
вiдновлює особистий ключ, використовуючи 46 вибраних вiдкритих
текстiв, за час 3500 шифрувань.
Доведення. Розглянемо диференцiальну атаку з вибраним
вiдкритим текстом, використовуючи диференцiал на рисунку 1.1 та
аналогiчний диференцiал, де всi величини 20000000𝑥 замiненi на
40000000𝑥.
Спершу припустимо, що результати першого раунду шифрування
мають рiзницю 𝛼. Входи третього раунду вiдрiзняються лише 2 бiтами та
впливають лише на перший 𝑆-блок. Згiдно з описом вище, входи з
рiзницею 𝑋 для четвертого раунду рiвнi входам до 𝑆-блокiв 1 та 7. Тому
8 бiтiв рiзницi 𝑌 — нулi. Оскiльки для криптоаналiтика вiдома рiзниця
входiв третього раунду, зловмисник знає 8 бiтiв рiзницi виходiв 𝐹 -функцiї
шостого раунду шифрування, тому що вiн знає рiзницю в шифротекстах.
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Цi 8 бiтiв є вихiдними бiтами першого та сьомого 𝑆-блокiв. Потiм
криптоаналiтик, перебираючи всi можливi 64 значення ключа, перевiряє,
чи входи в перший 𝑆-блок дають очiкувану рiзницю вихiдних текстiв, i те
ж саме для сьомого 𝑆-блоку.
Для кожної пари шифротекстiв, що використовуються в аналiзi, для
обох 𝑆-блокiв зловмисник отримає, в середньому, 4 можливих значення
ключа, серед яких є правильнi, оскiльки такий диференцiал має
ймовiрнiсть 1. Спробувавши таке для декiлькох пар (наприклад 4 пари
дають хорошу iмовiрнiсть вибору ключа), зловмисник отримує правильне
значення ключа, яке буде запропоновано всiма парами.
Бiльш детально дане доведення наведено в [2].
Приклад 1.2. Атака на 5 раундiв шифру Salsa20 [4]. В роботi
Пауля Кроулi [5] описується диференцiальна атака на основi усiчених
диференцiалiв на потоковий шифр Salsa20. Розглянемо детально як
вiдбувається дана атака.
Для зручностi позначимо Salsa20-𝑤/𝑟, де 𝑤 — розмiр слова, 𝑟 —
число раундiв шифрування. Оригiнальний шифр Salsa20 позначається
Salsa20-32/20. Слово — елемент Z/2𝑤Z. Визначимо бiєктивну функцiю
𝑆 над вектором з чотирьох слiв, параметризовану 𝑎, таким чином:
𝑆𝑎((𝑦0, 𝑦1, 𝑦2, 𝑦3)
𝑇 ) = (𝑦1 ⊕ ((𝑦0 + 𝑦3) <<< 𝑎), 𝑦2, 𝑦3, 𝑦0).
Композицiю наступних функцiй 𝑆 об’єднаємо в одну функцiю 𝑄:
𝑄 = 𝑆18 ∘ 𝑆13 ∘ 𝑆9 ∘ 𝑆7.
Слiд зауважити, що представленi константи застосовнi для 𝑤 = 32,
вони можуть мiнятися в залежностi вiд 𝑤. Якщо виконати композицiю цих
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функцiй по рядках, то отримаємо таку бiєктивну функцiю над матрицями:
𝑄′(𝑚) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑚1,1 𝑚1,2 𝑚1,3 𝑞1
𝑚2,1 𝑚2,2 𝑚2,3 𝑞2
𝑚3,1 𝑚3,2 𝑚3,3 𝑞3
𝑚0,1 𝑚0,2 𝑚0,3 𝑞0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,









𝑚0,0 𝑚0,1 𝑚0,2 𝑚0,3
𝑚1,0 𝑚1,1 𝑚1,2 𝑚1,3
𝑚2,0 𝑚2,1 𝑚2,2 𝑚2,3
𝑚3,0 𝑚3,1 𝑚3,2 𝑚3,3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Використовуючи описану функцiю 𝑄, можна побудувати бiєктивну








Застосовуючи функцiю 𝑅, визначається геш-функцiя шифру Salsa20:
𝐻(𝑚) = 𝑚+𝑅𝑟(𝑚).
Для виконання шифрування Salsa20 необхiдно ключ, який
складається з восьми слiв — 𝑘0, . . . , 𝑘7 та двослiвнi параметри 𝑢, 𝑖: 𝑢0, 𝑢1
та 𝑖0, 𝑖1 вiдповiдно; все це представляється у виглядi матрицi, яка
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складається з 16-ти слiв таким чином:
𝑆𝑎𝑙𝑠𝑎20𝑘(𝑢, 𝑖) = 𝐻
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑐0 𝑘0 𝑘1 𝑘2
𝑘3 𝑐1 𝑣0 𝑣1
𝑖0 𝑖1 𝑐2 𝑘4
𝑘5 𝑘6 𝑘7 𝑐3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Тут 𝑐0, . . . , 𝑐3 — константи, що залежать вiд довжини ключа, проте
їхнє визначення опускаємо для спрощення.
Атака проводиться для 5 раундiв шифру, тобто 𝑟 = 5. Тодi
𝐻(𝑚) = 𝑚 + 𝑅5(𝑚). Вiсiм з шiстнадцяти комiрок 𝑚 для нас вiдомi, iнша
вiсiм комiрок мiстять значення ключа. Якщо правильно вiдгадаємо 𝑘3, це
надасть нам можливiсть повнiстю знати рядок в 𝑅5(𝑚), до якого можна
застосувати 𝑄−1, щоб отримати один рядок 𝑅4(𝑚). Якщо i далi
продовжувати так робити, буде помiтно, що якщо кожне вхiдне слово,
крiм першого, для 𝑄−1 вiдомо, то останнє вихiдне слово може бути
передбачено. Та якщо кожне вхiдне слово, крiм другого, вiдоме, то перше
може бути передбачено. Якщо нам вдасться вгадати ключовi слова
𝑘3, . . . , 𝑘7, це нам надасть можливiсть передбачити такi комiрки
для 𝑅5(𝑚): ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∙ ? ? ?
∙ ∙ ∙ ∙
∙ ∙ ∙ ∙
∙ ∙ ∙ ∙
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Якщо застосувати 𝑄−1 до кожного рядка окрiм першого, отримаємо
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змогу передбачити такi вхiднi комiрки для 𝑅4(𝑚):⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
? ∙ ∙ ∙
? ∙ ∙ ∙
? ∙ ∙ ∙
? ∙ ∙ ∙
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Якщо повторити такi процедуру, можемо передбачити такi вхiднi
комiрки для 𝑅4(𝑚): ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
? ? ? ?
? ? ? ?
? ? ? ?
∙ ? ? ∙
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Обмеження, якi застосовуються до бiтiв, ускладнює визначення
слiдiв, якi починаються з корисних комбiнацiй бiтiв; кожне слово, на яке
опираємося (яке знаємо), поєднується з трьома словами, якi не знаємо,
перш нiж результати комбiнуються мiж собою. Таким чином, наша вхiдна
рiзниця — це просто один бiт у високому словi потокової позицiї,
вибраний для мiнiмiзацiї нелiнiйного лавинного ефекту. Для вхiдних
текстiв оберемо таку рiзницю:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0
0 0 0 0
0 0𝑥80000000 0 0
0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Пiсля першого раунду (з iмовiрнiстю 1/2) рiзниця буде виглядати так:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0
0𝑥00201000 ? 0𝑥80000000 0𝑥00000100
0 0 0 0
0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Пiсля другого раунду (з iмовiрнiстю 2−9) рiзниця матиме такий вигляд:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
? 0𝑥00201000 0𝑥40200000 0𝑥02000800
? ? ? ?
? ? ? 0𝑥00000040
0 0𝑥00001000 0𝑥00200000 0𝑥04000080
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Пiсля третього раунду (з iмовiрнiстю 2−12) рiзниця буде виглядати так:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
? ? ? ?
? ? ? ?
? ? ? ?
0𝑥02002802 ? ? ?
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Цей слiд має достатньо високу ймовiрнiсть, щоб використовувати
його як розпiзнавач, з якого можна побудувати атаку. Однак можна
зробити набагато краще. iмовiрнiсть появи цiєї рiзницi у виходi набагато
вища, нiж це вказано вище, фактично вона наближається до 2−9. Це
пояснюється тим, що iснує багато iнших диференцiальних слiдiв з
низькою вагою, якi призводять до цiєї рiзницi в комiрцi 𝑅3(𝑚)3,0.
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Розглядаючи багато слiдiв, можна побудувати набагато ефективнiшу
атаку. В роботi [5] наведено наступний приклад.
Експериментально визначимо набiр з 1024 можливих рiзниць у
комiрцi 𝑅3(𝑚)3,0 вiд цiєї вхiдної рiзницi, так що ймовiрнiсть того, що один
iз них є правильним — приблизно 30%. Зi 32-ма вихiдними парами,
ймовiрнiсть того, що 5 або бiльше цих пар показують потрiбну рiзницю,
перевищує 1 − 2−3, тодi як ймовiрнiсть того, що цей порiг буде випадково
досягнуто або перевищено — менше 2−99. Було випробувано всi 2160
можливих значень для 𝑘3, . . . , 𝑘7; для кожного, хто перевищує заданий
порiг, пошук 𝑘0, . . . , 𝑘2 вiдбувається шляхом простого перебору.
Справжнiй ключ буде серед цих значень з iмовiрнiстю 1 − 2−3, i можна
очiкувати 2160−99 = 261 помилкових позитивних результатiв. Таким
чином, важкiсть етапу пошуку буде приблизно 296 + 61 = 2157, що
значно менше, нiж важкiсть визначення кандидатiв для 𝑘3, . . . , 𝑘7.
Приклад 1.3. Атака на шифр KLEIN [6]. У роботi [7] представлено
два новi усiченi диференцiальнi шляхи для атаки шифру KLEIN, а також
вдосконалений метод вiдновлення ключа шифрування. Дана атака
застосовна до шифрiв KLEIN-64, KLEIN-80 та KLEIN-96.
Для шифру KLEIN-64 атака знаходить ключ за допомогою 258
операцiй шифрування, використовуючи 249 блокiв пам’ятi. Для шифру
KLEIN-80 iз 14-ма раундами (замiсть стандартних 16-ти) атака знаходить
ключ за допомогою 278 операцiй шифрування, використовуючи 262 блокiв
пам’ятi. Для шифру KLEIN-96 iз 15-ма раундами (замiсть стандартних
20-ти) атака знаходить ключ за допомогою 292 операцiй шифрування,
використовуючи 264 блокiв пам’ятi.
Приклад 1.4. Атака на шифр RoadRunneR [8]. У роботi [9]
запропоновано атаку на легковаговий шифр RoadRunneR на основi методу
«зустрiч посерединi» (англ. meet-in-the-middle). Атака застосовна до
шифрiв RoadRunneR-80 та RoadRunneR-128 зi зменшеною кiлькiстю
раундiв. Для шифру RoadRunneR-128 запропонована атака на основi
усiчених диференцiалiв на 7 раундiв (замiсть стандартних 12-ти)
26
знаходить ключ за допомогою 2121 операцiй шифрування,
використовуючи 268 блокiв пам’ятi та 255 вибраних вiдкритих текстiв.
Висновки до роздiлу 1
В цьому роздiлi розглянуто основнi поняття диференцiального
криптоаналiзу, дослiджено iсторiю виникнення поняття усiченого
диференцiала та наведено модель криптографiчних атак на основi
усiчених диференцiалiв.
Для практичного ознайомлення з криптографiчними атаками, якi
використовують усiченi диференцiали, дослiджено вiдомi успiшнi атаки
на такi шифри:
– шифр DES (атака дозволила зламати 6 раундiв шифру);
– Salsa20 (успiшний злам 5 раундiв шифру);
– шифри KLEIN-64 та KLEIN-80, а також шифр KLEIN-96 зi
зменшеною кiлькiстю раундiв;
– шифри RoadRunneR-80 та RoadRunneR-128 зi зменшеною кiлькiстю
раундiв.
Не зважаючи на вiдносно успiшнi випадки практичного
застосування даного методу, на сьогоднi не iснує формальної теорiї, що
описує криптоаналiз на основi усiчених диференцiалiв та дозволяє
проводити оцiнку стiйкостi конкретних шифрiв до нього.
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2 ФОРМАЛIЗАЦIЯ ТЕОРIЇ СТIЙКОСТI ДО
КРИПТОАНАЛIЗУ НА ОСНОВI УСIЧЕНИХ
ДИФЕРЕНЦIАЛIВ
В цьому роздiлi представлено формалiзацiю пiдходу до
криптоаналiзу на основi усiчених диференцiалiв за схемою, аналогiчною
до класичного диференцiального криптоаналiзу. Для цього потрiбно чiтко
визначити структуру усiченого диференцiала. В даному роздiлi
запропоновано двi рiзнi iнтерпретацiї структури усiчених диференцiалiв.
Для кожної iнтерпретацiї пропонується параметр стiйкостi, що
характеризує iмовiрнiсть усiченого диференцiала. Для цих параметрiв
наводяться результати їх практичної перевiрки та доводяться деякi їхнi
характеристики й властивостi.
2.1 Параметр стiйкостi для масок, якi фiксують лише не
змiненi бiти
У цьому роздiлi розглянуться такi усiченi диференцiали, якi
вiдслiдковують лише не змiненi бiти так, як це було запропоновано
Кнудсеном в [2]. Для цього введемо поняття усiченого диференцiала i
введемо параметр стiйкостi для 𝑆-блоку, який дозволить будувати нижнi
оцiнки для iмовiрностей усiчених диференцiалiв iтеративних блокових
шифрiв.
2.1.1 Формальне означення усiченого диференцiала
Два вектори 𝛼, 𝛽 ∈ 𝑉𝑛 будемо трактувати як маски для вхiдних та
вихiдних рiзниць. Принцип роботи цих масок наступний: якщо в масцi на
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деякiй позицiї стоїть 0, то i в рiзницi на цiй самiй позицiї повинен бути 0;
якщо в масцi на деякiй позицiї стоїть 1, то в рiзницi на цiй самiй позицiї
може бути або 0, або 1. Таким чином, кожнiй масцi у вiдповiднiсть можна
представити множину рiзниць, якi можливi при цiй масцi. Визначимо
множину можливих рiзниць для певної маски 𝛼 таким чином:
Δ(𝛼) = {𝛼′ ∈ 𝑉𝑛 ∖ {0} : 𝛼′ ∨ 𝛼 = 𝛼},
для нульової маски 𝛼 = 0 покладемо Δ(0) = 0.
Розглянемо два вектори 𝛼, 𝛽 ∈ 𝑉𝑛 як маски вхiдних та вихiдних
рiзниць, тодi пара (𝛼, 𝛽) називається усiченим диференцiалом. В даний
iнтерпретацiї усiченi диференцiали застосовуються для передбачення
декiлькох нульових бiтiв вихiдної рiзницi, що потенцiйно дозволяє
будувати бiльш точнi та потужнi розпiзнавачi для шифруючих
перетворень (зокрема, блокових шифрiв).
2.1.2 Параметр стiйкостi на основi безпосереднього
означення
Безпосередньо з iдей усiченого диференцiального криптоаналiзу
випливає, що для аналiзу усiчених диференцiалiв треба розглядати подiю,
що пара входiв, рiзниця яких задовольняє заданiй масцi 𝛼, переходить у
пару виходiв, рiзниця яких вiдповiдає заданiй масцi 𝛽. Вiдповiдно,
визначимо iмовiрнiсть цiєї подiї таким чином:





[∃𝛼′ ∈ Δ(𝛼),∃𝛽′ ∈ Δ(𝛽) : 𝑆(𝑥 ⊕ 𝛼′) = 𝑆(𝑥) ⊕ 𝛽′].
Дану iмовiрнiсть, за аналогiєю до класичної iмовiрностi
диференцiала, можна представити через таку множину двiйкових
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векторiв у чисельнику:
𝑇𝐷𝑆(𝛼, 𝛽) = {𝑥 ∈ 𝑉𝑛|∃𝛼′ ∈ Δ(𝛼),∃𝛽′ ∈ Δ(𝛽) : 𝑆(𝑥 ⊕ 𝛼′) = 𝑆(𝑥) ⊕ 𝛽′}.
Таким чином, отримуємо альтернативну формулу для обчислення
iмовiрностi усiченого диференцiала:
𝑇𝐷𝑃 𝑆(𝛼, 𝛽) = 2−𝑛|𝑇𝐷𝑆(𝛼, 𝛽)|.
Введений параметр iмовiрностi усiченого диференцiала може бути
використаний для пошуку високоймовiрних усiчених диференцiалiв
марковських шифрiв, який побудовано на використаннi методу «гiлок та
границь» за аналогiєю до класичних диференцiалiв. Основна iдея цього
алгоритму полягає в тому, що для заданої маски вхiдної рiзницi
послiдовно шукаємо можливi маски вихiднi рiзницi на кожному раундi,
але тi усiченi диференцiали, iмовiрнiсть яких є малою (тобто нижче
встановленого порогового значення), вiдкидаємо. Таким чином,
вiдбувається суттєва економiя на обчислювальних ресурсах, оскiльки
розглядаємо не всi можливi шляхи поширення рiзницi помiж раундами, а
лише гарантовано високоймовiрнi.
Обрахуємо значення цього параметру для 4-бiтових 𝑆-блокiв,
запропонованих у роботi [11], а також слабких 𝑆-блокiв, якi вiдтворюють
наступнi функцiї: ⊕ вхiдного тексту з певним числом та циклiчний зсув
вхiдного тексту на декiлька бiтiв. Таким чином отримаємо наступний
список 𝑆-блокiв:
– 𝐾1 = (7, 9, 4, 𝐷, 0, 2, 𝐶,𝐵,𝐴, 8, 1, 6, 𝐸, 5, 𝐹, 3);
– 𝐾2 = (1, 9, 6, 5, 𝐵,𝐸, 2, 8, 4, 𝐴, 𝐹, 3, 0, 7, 𝐶,𝐷);
– 𝐾3 = (𝐴,𝐶, 3, 8, 𝐵, 7, 𝐷, 0, 4, 5, 1, 𝐹, 𝐸, 9, 6, 2);
– 𝐾4 = (𝐸,𝐴, 𝐹, 1, 0, 𝐷, 7, 4, 5, 2, 8, 6, 3, 𝐵, 9, 𝐶);
– 𝐾5 = (𝐵, 0, 𝐷,𝐸, 6, 4, 7, 9, 5, 1, 𝐶, 2, 8, 𝐹, 𝐴, 3);
– 𝐾6 = (1, 𝐶, 3, 8, 0, 6, 𝐸,𝐷, 𝐹,𝐵, 4, 5, 9, 2, 𝐴, 7);
– 𝐾7 = (𝐸, 7, 𝐵,𝐷, 8, 2, 5, 6, 3, 0, 1, 𝐶, 𝐹, 9, 4, 𝐴);
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– 𝐾8 = (4, 3, 𝐴,𝐵,𝐷,𝐸, 8, 5, 9, 1, 7, 𝐶, 𝐹, 2, 6, 0);
– 𝑥𝑜𝑟_5 : (5, 4, 7, 6, 1, 0, 3, 2, 𝐷,𝐶, 𝐹,𝐸, 9, 8, 𝐵,𝐴);
– 𝑥𝑜𝑟_7 : (7, 6, 5, 4, 3, 2, 1, 0, 𝐹, 𝐸,𝐷,𝐶,𝐵,𝐴, 9, 8);
– 𝑥𝑜𝑟_11 : (𝐵,𝐴, 9, 8, 𝐹, 𝐸,𝐷,𝐶, 3, 2, 1, 0, 7, 6, 5, 4);
– 𝑠ℎ𝑖𝑓𝑡_𝑙_2 : (0, 4, 8, 𝐶, 1, 5, 9, 𝐷, 2, 6, 𝐴,𝐸, 3, 7, 𝐵, 𝐹 );
– 𝑠ℎ𝑖𝑓𝑡_𝑙_3 : (0, 8, 1, 9, 2, 𝐴, 3, 𝐵, 4, 𝐶, 5, 𝐷, 6, 𝐸, 7, 𝐹 ),
тут значення наведено в шiстнадцятковiй системi числення.
Результати розрахункiв можна знайти за посиланням:
https://bit.ly/2VV5UXj. Розрахунки показують, що цей параметр не
адекватно характеризує iмовiрнiсть усiченого диференцiала та,
вiдповiдно, не може бути застосований для криптоаналiзу.
Для iлюстрацiї вищесказаного розглянемо такий приклад. Вiзьмемо
𝑆-блок 𝐾1. В таблицi 2.1 наведено результати розрахунку потужностi
множини 𝑇𝐷𝑆 для усiх усiчених диференцiалiв з 𝛼 = 0111 для вибраного
𝑆-блоку. Отже, iмовiрнiсть певного усiченого диференцiала можна
обрахувати подiливши вiдповiдну йому потужнiсть множини 𝑇𝐷𝑆 на
24 = 16. У таблицi значення маски 𝛽 представлено в шiстнадцятковiй
системi числення, проте надалi будемо використовувати двiйкову.
Таблиця 2.1 – Результати обчислення потужностi множини 𝑇𝐷𝑆 для
усiчених диференцiалiв виду (0111, 𝛽) для обраного 𝑆-блоку
𝛽 0 1 2 3 4 5 6 7 8 9 A B C D E F
|𝑇𝐷𝑆(𝛼, 𝛽)| 0 4 8 16 8 14 12 16 4 14 16 16 14 16 16 16
Як можемо бачити, в таблицi є декiлька варiантiв 𝛽, при яких
𝑇𝐷𝑃 𝑆(01112, 𝛽) = 1, наприклад, 𝛽 = 𝐴16 = 10102 та 𝛽 = 𝐷16 = 11012.
Таким чином, маємо подiю, що два тексти з маскою рiзницi 0111 на входi,
пiсля застосування до них 𝑆-блоку дають рiзницю з маскою 1010 на
виходi з iмовiрнiстю 1, тобто завжди. Така ж ситуацiя i з вихiдною
маскою рiзницi 1101. Можна стверджувати, що два тексти з маскою
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рiзницi 0111 на входi, пiсля застосування до них 𝑆-блоку, одночасно
дають рiзницю з масками 1010 та 1101. Виходячи з наших позначень для
масок, це можливо i породжує наступну подiю: два тексти з маскою
рiзницi 0111 на входi, пiсля застосування до них 𝑆-блоку завжди дають
рiзницю з маскою 1000 (ми порiвняли побiтово двi вихiднi маски, i на
мiсцях, де бiти рiзнi записали 0). Але це суперечить результатам наших
розрахункiв, оскiльки з таблицi 2.1 можемо обрахувати iмовiрнiсть
усiченого диференцiала (0111, 1000) i вона дорiвнює 14 .
Схожi ситуацiї є в розрахунках для кожного 𝑆-блоку з тих, якi було
розглянуто. Отже, не можна використовувати такий параметр для
побудови розпiзнавача шифруючого перетворення вiд випадкової функцiї.
2.1.3 Уточнений параметр стiйкостi для аналiзу усiчених
диференцiалiв
Розвинемо нашу iдею для внесення адекватностi в наш параметр
оцiнки iмовiрностi усiченого диференцiала, переформульовуючи його.
Квантор ∃ бiля рiзницi 𝛼′ замiнимо на квантор ∀, щоб для будь-якої
вхiдної рiзницi з множини Δ(𝛼) можна було гарантувати нулi на певних
позицiях у вихiднiй масцi з деякою iмовiрнiстю. Таким чином введемо
нове означення для iмовiрностi усiченого диференцiала:





[∀𝛼′ ∈ Δ(𝛼),∃𝛽′ ∈ Δ(𝛽) : 𝑆(𝑥 ⊕ 𝛼′) = 𝑆(𝑥) ⊕ 𝛽′].
Тепер можемо змiнити i означення множини 𝑇𝐷:
𝑇𝐷𝑆(𝛼, 𝛽) = {𝑥 ∈ 𝑉𝑛|∀𝛼′ ∈ Δ(𝛼),∃𝛽′ ∈ Δ(𝛽) : 𝑆(𝑥 ⊕ 𝛼′) = 𝑆(𝑥) ⊕ 𝛽′}.
Визначення iмовiрностi усiченого диференцiала через потужнiсть множини
𝑇𝐷 залишається незмiнним.
Наведемо деякi алгебраїчнi властивостi параметру 𝑇𝐷𝑃 .
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Лема 2.1. При значеннi параметра 𝛼 = 0 виконується таке
спiввiдношення:
𝑇𝐷𝑃 𝑆(0, 𝛽) =
⎧⎪⎨⎪⎩1, якщо 𝛽 = 0;0, iнакше.
Доведення. Для маски 𝛼 = 0 множина Δ(𝛼) = 0, за означенням.
Оскiльки iснує лише один диференцiал з вхiдною рiзницею 0, який має
не нульову iмовiрнiсть — це (0, 0). То для не нульової iмовiрностi усiченого
диференцiала потрiбно, щоб елемент 0 мiстився в множинi Δ(𝛼). Виходячи
з означення множини Δ, це можливо тiльки коли 𝛽 = 0.
Лема 2.2. Для параметру 𝛽 = 11...1 та ∀𝛼 ∈ 𝑉𝑛 ∖ {0} має мiсце
таке спiввiдношення:
𝑇𝐷𝑃 (𝛼, 11...1) = 1.
Доведення. Очевидно, що маска 𝛽 = 11...1 покриває усi можливi
вихiднi рiзницi. Отже, для всiх можливих масок 𝛼, окрiм нульової, вихiдна
рiзниця буде доступна в множинi Δ(𝛼).
Лема 2.3. Для будь-яких значень параметрiв 𝛽1, 𝛽2 ∈ 𝑉𝑛 ∖ {0},
якщо ∀𝑖 має мiсце 𝛽1𝑖 ≥ 𝛽2𝑖, то виконується спiвiдношення
∀𝛼 : 𝑇𝐷𝑃 𝑆(𝛼, 𝛽1) ≥ 𝑇𝐷𝑃 𝑆(𝛼, 𝛽2),
причому 𝑇𝐷𝑆(𝛼, 𝛽1) ⊇ 𝑇𝐷𝑆(𝛼, 𝛽2).
Доведення. Вiзьмемо довiльнi 𝛽1, 𝛽2 ∈ 𝑉𝑛 ∖ {0}. Якщо ∀𝑖 𝛽1𝑖 ≥ 𝛽2𝑖,
тодi назвемо, що 𝛽1 домiнує над 𝛽2, то це значить, що на мiсцях, на яких в
𝛽2 стоять одиницi, в 𝛽1 на цих мiсцях також стоять одиницi; на мiсцях, на
яких в 𝛽2 стоять нулi, в 𝛽1 можуть бути як нулi так i одиницi. Це значить,
що множина маска 𝛽1 як мiнiмум покриває усi можливi рiзницi для маски
𝛽2, тобто Δ(𝛽1) ⊇ Δ(𝛽2). А це розширює можливостi для будь-якої маски 𝛼.
Наслiдок 2.1. Нехай 𝑓 — лiнiйна функцiя вiдносно операцiї ⊕ i 𝛽
домiнує над 𝑓(𝛼), тодi 𝑇𝐷𝑃 𝑓(𝛼, 𝛽) = 1.
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Доведення. Оскiльки функцiя 𝑓 — лiнiйна вiдносно операцiї ⊕, тодi
виконується:
𝐷𝑃 𝑓(𝛼, 𝛽) =
[︀












Отже, для усiчених диференцiалiв ∀𝛼 буде точно iснувати одна маска
𝛽 = 𝑓(𝛼), для якої 𝑇𝐷𝑃 𝑓(𝛼, 𝛽) = 1. Враховуючи лему 2.3: всi маски
вихiдних рiзниць, якi домiнують над 𝛽, будуть мати iмовiрнiсть усiченого
диференцiала рiвну 1 з даною маскою 𝛼.
Обрахуємо значення цього параметру для 𝑆-блокiв, згаданих у
попередньому пунктi. Результати розрахункiв можна побачити за
посиланням: https://bit.ly/2yguh8Q. Для цього випадку потрiбно окремо
розглядати 𝑆-блоки, запропонованими в роботi [11], назвемо їх
«хорошими», та 𝑆-блоки утворенi операцiєю ⊕ з деяким числом та
циклiчним зсувом входу на декiлька бiтiв, назвемо їх «слабкими».
Спершу розглянемо слабкий 𝑆-блок, який вiдтворює операцiю
циклiчного зсуву влiво на два бiти. Як показано в таблицi 2.2, для всiх 𝛽,
окрiм 1100, 1101, 1110, 1111, iмовiрнiсть усiченого диференцiала дорiвнює
нулю. Проте для 𝛽 = 1100 iмовiрнiсть усiченого диференцiала дорiвнює 1.
Слiд зауважити, що маска 1100 утворюється з маски 0011 шляхом
циклiчного зсуву влiво на два бiти, що i є операцiєю, яку симулює
вибраний слабкий 𝑆-блок. Iншi маски для 𝛽, при яких iмовiрнiсть
усiченого диференцiала дорiвнює 1, мiстять маску 1100, вiдповiдно до
наших позначень.
Таблиця 2.2 – Результати обчислення 𝑇𝐷𝑃 𝑆 для усiчених
диференцiалiв виду (0011, 𝛽) для обраного слабкого 𝑆-блоку
𝛽 0 1 2 3 4 5 6 7 8 9 A B C D E F
𝑇𝐷𝑃 𝑆(𝛼, 𝛽) 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
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Така ситуацiя справедлива для всiх слабких 𝑆-блокiв. Для будь-якої
маски вхiдної рiзницi 𝛼*, якщо до неї застосувати функцiю, яку симулює
певний слабкий 𝑆-блок, отримаємо маску вихiдної рiзницi 𝛽*, для якої
iмовiрнiсть усiченого диференцiала з вибраним ранiше 𝛼* дорiвнює 1.
Звичайно, iмовiрнiсть усiченого диференцiала для вибраного 𝛼* зi всiма
вихiдними масками, якi мiстять маску 𝛽*, також дорiвнює 1. Що iлюструє
наслiдок 2.1.
Для будь-якого з хороших 𝑆-блокiв (𝐾1 — 𝐾8) отримуємо наступну
ситуацiю. Для всiх 𝛼, для яких потужнiсть множини можливих вхiдних
рiзниць Δ(𝛼) бiльше одиницi, тобто квантор, який був замiнений, вступає
в дiю, iмовiрнiсть всiх усiчених диференцiалiв, окрiм 𝛽 = 1111, дорiвнює
нулю, що продемонстровано в таблицi 2.3. Виокремлення 𝛽 = 1111,
пояснюється тим, що не залежно вiд вибору вхiдної рiзницi, iмовiрнiсть
отримати будь-яку (саме це означає маска 1111) вихiдну рiзницю завжди
буде рiвна 1. Варто зауважити, що нульове значення 𝑇𝐷𝑃 не означає, що
вiдповiднi диференцiали неможливi, оскiльки 𝑇𝐷𝑃 розглядає усi
диференцiали, якi вiдповiдають заданим маскам у сукупностi.
Таблиця 2.3 – Результати обчислення 𝑇𝐷𝑃 𝑆 для усiчених
диференцiалiв виду (0011, 𝛽) для обраного хорошого 𝑆-блоку
𝛽 0 1 2 3 4 5 6 7 8 9 A B C D E F
𝑇𝐷𝑃 𝑆(𝛼, 𝛽) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
Для 𝛼, для яких потужнiсть множини Δ(𝛼) = 1, множина
𝑇𝐷𝑆(𝛼, 𝛽) буде складатися з усiх векторiв, якi, маючи рiзницю 𝛼 на входi,
породжують хоча б одну з рiзниць з множини Δ(𝛽). Для таких випадкiв
iмовiрнiсть усiченого диференцiала варiюється вiд 0 до 12 , не враховуючи
вихiдну маску 1111. У таблицi 2.4 ми можемо бачити приклад описаного
випадку для 𝛼 = 0100.
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Таблиця 2.4 – Результати обчислення 𝑇𝐷𝑃 𝑆 для усiчених
диференцiалiв виду (0100, 𝛽) для обраного хорошого 𝑆-блоку
𝛽 0 1 2 3 4 5 6 7 8 9 A B C D E F















Описана вище поведiнка нашого параметру не є неадекватною.
Проте, значення цього параметру в ситуацiях, якi представляють
найбiльшу цiкавiсть — |Δ(𝛼)| > 1, не є релевантними. Це може
пояснюватися малим розмiром простору, на якому вiдбувається пошук
вхiдних векторiв для множини 𝑇𝐷. Тому обрахуємо значення цього
параметру для 8-бiтових 𝑆-блокiв зi специфiкацiї шифру Калина [12]. Для
кожного з запропонованих 𝑆-блокiв побудуємо таблицю, де для усiх
можливих пар масок (𝛼, 𝛽), 𝛼, 𝛽 ∈ 𝑉8, буде обраховано:
– 𝐷𝑃 𝑆(𝛼, 𝛽),
– max𝛼′∈Δ(𝛼),𝛽′∈Δ(𝛽)𝐷𝑃 𝑆(𝛼′, 𝛽′),
– 𝑇𝐷𝑃 𝑆(𝛼, 𝛽),
– 𝑇𝐷𝑆(𝛼, 𝛽).
Результати обчислення можна знайти за посиланням:
https://bit.ly/2z9xhnu.
Перше, що видно з результатiв — це те, що для 𝛼 = 0 результати
усiх 𝑇𝐷𝑃 𝑆(0, 𝛽) = 0, що є очiкувано, оскiльки нульова рiзниця вхiдних
текстiв може породити лише нульову рiзницю вихiдних текстiв, яка не
покривається жодною з масок. Наступною тривiальною властивiстю є те,
що для будь-якого 𝛼 при 𝛽 = 11111111 iмовiрнiсть усiченого
диференцiала (𝛼, 𝛽) дорiвнює одиницi, що також є очiкувано, оскiльки
будь-яка рiзниця вхiдних текстiв може породити будь-яку рiзницю
вихiдних текстiв.
Якщо розглянути окремо 𝛼 такi, що |Δ(𝛼)| = 1, то «новий» пiдхiд
нiяк не вiдрiзняється вiд пiдходу, описаного в попередньому роздiлi,
оскiльки в цьому випадку квантор ∀ не надає нiяких додаткових
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обмежень. В такому випадку множина 𝑇𝐷𝑆(𝛼, 𝛽) буде складатися з усiх
векторiв, якi, маючи рiзницю 𝛼 на входi, породжують хоча б одну з
рiзниць з множини Δ(𝛽). Слiд зауважити, що усi 𝛼 для яких |Δ(𝛼)| = 1,
характеризуються тим, що у них вага — 1. Для таких випадкiв









В бiльшостi з усiх iнших випадкiв не описаних вище,
𝑇𝐷𝑃 𝑆(𝛼, 𝛽) = 0, проте розглянемо випадки коли це не так. Для цих
випадкiв, коли iмовiрнiсть усiченого диференцiала не дорiвнює нулю,
характерною ознакою є вага маски 𝛼, яка рiвна або 2, або 3, та має мiсце
правило «домiнуючої» 𝛽. Розглянемо дiю цього правила на одному з
таких усiчених диференцiалiв. Як бачимо з результатiв в таблицi 2.5, для
маски 𝛽, в якої зафiксовано три нульових елементи, отримуємо множину
можливих вiдкритих текстiв потужностi 4, яка складається з таких
елементiв: 7016, 7116, 7216, 7316. Для 𝛽 з двома фiксованими нульовими
елементами, на мiсцях, що спiвпадають з нульовими елементами
попередньої 𝛽, множина 𝑇𝐷𝑆(𝛼, 𝛽) мiстить вiсiм елементiв, чотири з яких
спiвпадають з елементами множини вiдкритих текстiв для 𝛽 = 000111112.
Враховуючи нашi позначення, можемо стверджувати, що маска 001111112
домiнує над маскою 000111112. Оскiльки









𝑇𝐷𝑃 𝑆(0316, 3𝐹16) > 𝑇𝐷𝑃
𝑆(0316, 1𝐹16).
Таким чином, отримаємо таке спiввiдношення
𝑇𝐷𝑆(0316, 1𝐹16) ⊂ 𝑇𝐷𝑆(0316, 3𝐹16),
37
що iлюструє лему 2.3.
Таблиця 2.5 – Частина результатiв розрахунку параметрiв для
𝑆-блоку 𝜋0 зi специфiкацiї шифру Калина, для маски 𝛼 = 00000011
𝛽 00011111 00111111 11011110
|𝐷𝑆(𝛼, 𝛽)| 2 2 0
max𝐷𝑃 𝑆(𝛼′, 𝛽′) 4 4 6














Також слiд зауважити, що в будь-якому випадку, коли
𝑇𝐷𝑃 𝑆(𝛼, 𝛽) > 0, маємо:
𝑇𝐷𝑃 𝑆(𝛼, 𝛽) > 𝐷𝑃 𝑆(𝛼, 𝛽).
При цьому отримати спiввiдношення величин
𝑇𝐷𝑃 𝑆(𝛼, 𝛽) та max
𝛼′∈Δ(𝛼), 𝛽′∈Δ(𝛽)
𝐷𝑃 𝑆(𝛼′, 𝛽′)
не можливо, оскiльки, за результатами розрахункiв, не виявлено нiякої
залежностi мiж цими величинами, це продемонстровано в таблицi 2.5.
У випадках, коли даний метод дає ненульову нижню оцiнку
iмовiрностi усiченого диференцiала, вона виходить бiльшою за iмовiрнiсть
звичайного диференцiала, що потенцiйно дозволяє будувати бiльш
ефективнi атаки.
Отже, у даному пiдроздiлi було запропоновано два параметри
стiйкостi, якi характеризують iмовiрнiсть усiченого диференцiала. Один з
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яких спростовано, та показано, що вiн не iнформативний. Для iншого
параметру, побудованого на основi попереднього, наведено деякi
характеристики та властивостi та показано, що вiн може
використовуватись для побудови атак на основi усiчених диференцiалiв.
Слiд зауважити, що дана iдея формалiзацiї теорiї стiйкостi до
криптоаналiзу на основi усiчених диференцiалiв не є виключною та
єдиною можливою.
2.2 Модифiкований вигляд усiченого диференцiала
В цьому роздiлi розглянемо такi усiченi диференцiали, якi
вiдслiдковують не лише не змiненi бiти, але й бiти, якi обов’язково будуть
змiненими. Для цього заново введемо поняття усiченого дифренцiалу i
введемо параметр стiйкостi для 𝑆-блоку. Також буде обраховано значення
цього параметру для 4- та 8-бiтових 𝑆-блокiв.
2.2.1 Формальне означення розширеного усiченого
диференцiала
Розглянемо простiр усiх можливих формальних векторiв довжини
𝑛 з елементами з множини {0, 1, *}, який позначимо як 𝑉 *𝑛 . Два вектори
𝛼, 𝛽 ∈ 𝑉 *𝑛 будемо трактувати як маски для вхiдних та вихiдних рiзниць:
якщо в масцi на деякiй позицiї стоїть 0, то i в рiзницi на вiдповiднiй позицiї
стоїть 0, якщо 1 – то i в рiзницi 1; якщо ж в масцi на певнiй позицiї стоїть
*, то в рiзницi на цiй позицiї може бути як 0, так i 1 (нам не важливо, чи
змiнилось щось на заданiй позицiї). Кожнiй масцi 𝛼 ∈ 𝑉 *𝑛 у вiдповiднiсть
можна представити множину Δ(𝛼) усiх рiзниць 𝛼′ ∈ 𝑉𝑛, якi вiдповiдають
данiй масцi. Усiченим диференцiалом буде називатися пара векторiв (𝛼, 𝛽).
Визначимо iмовiрнiсть переходу вiд вхiдної маски 𝛼 до вихiдної маски
39
𝛽 таким чином:






∀𝛼′ ∈ Δ(𝛼),∃𝛽′ ∈ Δ(𝛽) : 𝑆(𝑥⊕𝛼′) = 𝑆(𝑥)⊕𝛽′
]︀
.
Дану iмовiрнiсть, за аналогiєю до класичної iмовiрностi
диференцiала, можна представити через таку множину двiйкових
векторiв, якi вiдповiдають ненульовим iндикаторам у чисельнику:
𝑇𝐷𝑆(𝛼, 𝛽) =
{︀
𝑥 ∈ 𝑉𝑛 | ∀𝛼′ ∈ Δ(𝛼),∃𝛽′ ∈ Δ(𝛽) : 𝑆(𝑥⊕ 𝛼′) = 𝑆(𝑥)⊕ 𝛽′
}︀
.
Наведемо деякi алгебраїчнi властивостi параметру 𝑇𝐷𝑃 для усiчених
диференцiалiв на просторi 𝑉 *𝑛 .
Лема 2.4. Якщо 𝛽 ∈ {0, *}𝑛, то 𝑇𝐷𝑃 𝑆(0, 𝛽) = 1, для всiх iнших 𝛽
виконується спiввiдношення 𝑇𝐷𝑃 𝑆(0, 𝛽) = 0.
Доведення. Ця властивiсть випливає з наявностi тривiального
диференцiала (0, 0), який завжди має iмовiрнiсть 1. А оскiльки в масцi 𝛽
вiдсутнi елементи 1, то в множину Δ(𝛽) включається нульовий елемент. А
в множинi Δ(0) є лише один елемент — нуль. Отже, в множину 𝑇𝐷𝑆(0, 𝛽)
попадуть усi елементи простору 𝑉𝑛.
Лема 2.5. Для усiх значень параметру 𝛼 ∈ 𝑉 *𝑛 виконується:
𝑇𝐷𝑃 𝑆(𝛼, * * · · · *) = 1.
Доведення. Очевидно, що маска * * · · · * накриває усi можливi
маски, тому для довiльного 𝛼 та довiльного входу 𝑥 вихiдна рiзниця
точно буде вiдповiдати однiй з рiзниць, що накриваються
маскою * * · · · *.
Лема 2.6. Якщо 𝛼 ∈ {0, 1}𝑛, то виконується:




Доведення. Якщо 𝛼 ∈ {0, 1}𝑛, то множина рiзниць, що
вiдповiдають масцi 𝛼, тобто Δ(𝛼), складається з одного вектору, а маска
𝛼 i є єдиною можливою вхiдною рiзницею. При цьому кiлькiсть можливих
вихiдних рiзниць не зменшується. Якщо ж 𝛼, 𝛽 ∈ {0, 1}𝑛, то маємо
𝑇𝐷𝑃 𝑆(𝛼, 𝛽) = 𝐷𝑃 𝑆(𝛼, 𝛽),
оскiльки в цьому випадку усiчений диференцiал збiгається з класичним.
Для цього означення маски введемо поняття домiнацiї. Будемо
стверджувати, що маска 𝛼1 домiную над маскою 𝛼2, якщо ∀𝑖 або
𝛼1𝑖 = 𝛼2𝑖, або 𝛼1𝑖 = *, а 𝛼2𝑖 ∈ {0, 1}. Тодi маска 𝛼1 буде покривати усi
рiзницi доступнi масцi 𝛼2.
Лема 2.7. ∀ 𝛽1, 𝛽2 ∈ 𝑉 *𝑛 , якщо 𝛽1 домiнує над 𝛽2, то ∀𝛼
𝑇𝐷𝑃 𝑆(𝛼, 𝛽1) ≥ 𝑇𝐷𝑃 𝑆(𝛼, 𝛽2), причому 𝑇𝐷𝑆(𝛼, 𝛽1) ⊇ 𝑇𝐷𝑆(𝛼, 𝛽2).
Доведення. Вiзьмемо довiльнi 𝛽1, 𝛽2 ∈ 𝑉𝑛 ∖ {0}. Якщо 𝛽1 домiнує
над 𝛽2𝑖, то це значить, що маска 𝛽1 як мiнiмум покриває усi можливi рiзницi
для маски 𝛽2, тобто Δ(𝛽1) ⊇ Δ(𝛽2). А це розширює можливостi для будь-
якої маски 𝛼.
2.2.2 Опис результатiв експериментальних обчислень для
запропонованого параметра
Для початку, як i для попередньої формалiзацiї усiчених
диференцiалiв, обчислимо значення параметру для 4-бiтових 𝑆-блокiв.
Повнi результати обрахункiв можна знайти в таблицях за посиланням:
https://bit.ly/2YwA450.
Проiлюструємо поведiнку введеного параметру на прикладi 𝑆-блоку
𝐾1 з [11], який показано в попередньому пунктi.
Для випадкiв, коли |Δ(𝛼)| > 3, усi значення 𝑇𝐷𝑃 𝑆(𝛼, 𝛽) виявились
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нульовими; це можна пояснити тим, що умова виконання подiї в 𝑇𝐷𝑃
дуже строга для 𝑆-блокiв невеликого розмiру. Для випадкiв, коли
потужнiсть множини Δ(𝛼) дорiвнює 2 або 3, iмовiрнiсть усiчених
диференцiалiв приймає значення вiд 0 до 0, 5; для бiльшостi з них
𝑇𝐷𝑃 𝑆(𝛼, 𝛽) = 0, однак є достатньо диференцiалiв iз ненульовими 𝑇𝐷𝑃 .
Як можна побачити з таблицi 2.6, встановити пряму залежнiсть мiж
значенням 𝑇𝐷𝑃 та iмовiрностями звичайних диференцiалiв, якi
вiдповiдають заданим усiченим, доволi важко: 𝑇𝐷𝑃 може бути як бiльше,
так i менше, а iнодi навiть точно спiвпадає зi значенням iмовiрностi
диференцiала. Це свiдчить, в першу чергу, про те, що шифри iз
гарантованою стiйкiстю проти класичного диференцiального
криптоаналiзу можуть виявитись нестiйкими до атак на основi усiчених
диференцiалiв в межах запропонованого формалiзованого методу.
Таблиця 2.6 – Значення параметрiв для деяких усiчених
диференцiалiв 𝑆-блоку 𝐾1
(𝛼, 𝛽) max𝐷𝑃 𝑆(𝛼′, 𝛽′) 𝑇𝐷𝑃 𝑆(𝛼, 𝛽) 𝑇𝐷𝑆(𝛼, 𝛽)
(001*, 10 * 1) 0, 125 0, 125 {0111, 1010}
(001*, 11 * *) 0, 25 0, 125 {0110, 1011}
(001*, 1 * **) 0, 25 0, 5 {0100, 0101, 0110, 0111
1000, 1001, 1010, 1011}
(001*, *101) 0, 25 0 ∅
(001*, *10*) 0, 25 0, 0625 {0001}
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З таблицi 2.6 на прикладi усiчених диференцiалiв (001*, 10 * 1) та
(001*, 1 * **) бачимо iлюстрацiю леми 2.7, оскiльки маска 1 * ** домiнує
над маскою 10 * 1 та мають мiсце такi спiввiдношення:
𝑇𝐷𝑃 𝑆(001*, 1 * **) > 𝑇𝐷𝑃 𝑆(001*, 10 * 1);
𝑇𝐷𝑆(001*, 1 * **) ⊇ 𝑇𝐷𝑆(001*, 10 * 1).
Таблиця 2.7 – Значення параметрiв для деяких усiчених
диференцiалiв 𝑆-блоку 𝐾1 з особливою маскою вхiдної рiзницi
(𝛼, 𝛽) max𝐷𝑃 𝑆(𝛼′, 𝛽′) 𝑇𝐷𝑃 𝑆(𝛼, 𝛽) 𝑇𝐷𝑆(𝛼, 𝛽)
(0001, 1011) 0, 125 0, 125 {1100, 1101}
(0001, 101*) 0, 125 0, 125 {1100, 1101}
(0001, 10 * 1) 0, 125 0, 25 {0010, 0011, 1100, 1101}
(0001, 10 * *) 0, 125 0, 25 {0010, 0011, 1100, 1101}
У таблицi 2.7 можемо бачити iлюстрацiю леми 2.6. В цьому випадку
має 𝛼 = 0001, i для усiх 𝛽 виконується:
𝑇𝐷𝑃 𝑆(𝛼, 𝛽) ≥ max
𝛼′∈Δ(𝛼), 𝛽′∈Δ(𝛽)
𝐷𝑃 𝑆(𝛼′, 𝛽′).
Наприклад, при значеннi 𝛽 = 1011 маємо:
𝑇𝐷𝑃 𝑆(0001, 1011) = max
𝛼′∈Δ(0001), 𝛽′∈Δ(1011)
𝐷𝑃 𝑆(𝛼′, 𝛽′),
а при 𝛽 = 10 * 1 маємо:
𝑇𝐷𝑃 𝑆(0001, 10 * 1) > max
𝛼′∈Δ(0001), 𝛽′∈Δ(10*1)
𝐷𝑃 𝑆(𝛼′, 𝛽′),
Результати обчислення введеного нами параметру для 8-бiтових
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𝑆-блокiв зi специфiкацiї шифру Калина можна знайти за посиланням:
https://bit.ly/3bdiKVy. Для 8-бiтових 𝑆-блокiв переважна частина
усiчених диференцiалiв має iмовiрнiсть нуль, проте всi усiченi
диференцiали, якi мають не нульову iмовiрнiсть iлюструють всi вище
наведенi леми 2.4 — 2.7. Також слiд зауважити, що в загальному випадку
не можна побудувати будь-якої залежностi мiж значеннями
𝑇𝐷𝑃 𝑆(𝛼, 𝛽) та max
𝛼′∈Δ(𝛼),𝛽′∈Δ(𝛽)
𝐷𝑃 𝑆(𝛼′, 𝛽′).
Оскiльки i для 4-бiтових i для 8-бiтових 𝑆-блокiв велика частина
усiчених диференцiалiв має нульову iмовiрнiсть, в таблицях 2.8 та 2.9
наведено порiвняння кiлькостi не нульових усiчених диференцiалiв для
кожного з 𝑆-блокiв, для яких проводились обрахунки. Кiлькiсть усiх
можливих 4-бiтових усiчених диференцiалiв дорiвнює 34 · 34 = 6561, а
кiлькiсть усiх можливих 8-бiтових усiчених диференцiалiв —
38 · 38 = 43046721.
Таблиця 2.8 – Порiвняння кiлькостi ненульових усiчених
диференцiалiв для 4-бiтових 𝑆-блокiв










Таблиця 2.9 – Порiвняння кiлькостi ненульових усiчених
диференцiалiв для 8-бiтових 𝑆-блокiв









Якщо порiвняти результати в таблицях 2.8 та 2.9, то бачимо, що
ненульових усiчених диференцiалiв для 8-бiтових 𝑆-блокiв, якi були
розглянутi, в середньому бiльше нiж в 2000 разiв бiльше нiж для
4-бiтових 𝑆-блокiв, якi були розглянутi. Проте у вiдсотковому
спiввiдношеннi їх в середньому в 3 рази менше.
Висновки до роздiлу 2
В даному роздiлi запропоновано формалiзований пiдхiд до побудови
усiчених диференцiалiв на основi шаблонiв, якi вiдслiдковують лише не
змiненi бiти.
На основi цього пiдходу проведено спробу запропонувати параметр
стiйкостi, який характеризує iмовiрнiсть диференцiала. Запропоновано
два параметри, один з яких спростовано шляхом доведення його
неiнформативностi для аналiзу iмовiрностi диференцiала. Для iншого
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параметра, що побудований на основi попереднього, доведено деякi його
властивостi та характеристики, та, таким чином, обґрунтовано
доцiльнiсть його застосування для побудови атак на основi усiчених
диференцiалiв.
Також запропоновано формалiзований пiдхiд до побудови усiчених
диференцiалiв на основi шаблонiв, якi, окрiм вiдслiдковування не
змiнених бiтiв, розглядають також обов’язковi змiни у рiзницях текстiв.
Для цього пiдходу також запропоновано параметр стiйкостi для 𝑆-блокiв,
що характеризує iмовiрнiсть усiченого диференцiала.
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3 ПЕРЕВIРКА ЗАПРОПОНОВАНИХ МЕТОДIВ
ОЦIНЮВАННЯ НА МОДЕЛЬНОМУ ШИФРI
У даному роздiлi наводяться необхiднi вiдомостi про модельний
шифр, який використовується для перевiрки запропонованих методiв
оцiнювання iмовiрностей усiчених диференцiалiв. Також покроково
описується проведений експеримент пошуку високоiмовiрнiсних усiчених
диференцiалiв для даного модельного шифру та представляються
результати побудованого експерименту.
3.1 Опис модельного шифру
В ролi модельного шифру будемо розглядати шифр Хейса [13].
Шифр Хейса — це iтеративний блоковий шифр, що побудований на
структурi 𝑆𝑃 -мережi. Шифр Хейса був одним з перших шифрiв, для
якого автори, Г. Хейс та С. Таварес, намагались теоретично довести
стiйкiсть до диференцiального криптоаналiзу; в подальшому виявилось,
що розроблена ними теорiя не гарантувала захищеностi вiд даного типу
атак. Однак шифр виявився зручним для пояснення iдей
диференцiального криптоаналiзу.
На рисунку 3.1 зображено один раунд шифру Хейса з параметром
𝑛 = 8, тобто розмiр вхiдного блоку дорiвнює 𝑛2 = 64. Ключ 𝐾𝑖 — раундовий
ключ шифру. Слiд зауважити, що всi 𝑆-блоки однаковi.
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Рисунок 3.1 – Один раунд шифру Хейса при 𝑛 = 8
Шифр Хейса складається iз раундiв 𝐹𝑘(𝑥), 𝑥 ∈ 𝑉𝑛 — вхiдний блок,
що перетворюють блоки розмiром 𝑛2 бiт. Раунд складається iз таких крокiв
(рис. 3.1):
1) додавання вхiдного блоку з раундовим ключем: 𝑦 = 𝑥⊕ 𝑘;
2) розбиття отриманого блоку на фрагменти по 𝑛 бiтiв кожен:
𝑦 = (𝑦0, 𝑦1, . . . , 𝑦𝑛−1);




𝑆(𝑦0), 𝑆(𝑦1), . . . 𝑆(𝑦𝑛−1
)︀
;
4) перестановка бiтiв отриманого блоку, яка вiдбувається таким
чином: 𝑖-тий бiт 𝑗-того блоку стає 𝑗-тим бiтом 𝑖-того блоку.
В данiй роботi використовується шифр Хейса з параметром 𝑛 = 8.
Лема 3.1. Якщо ∀𝑥 ∈ 𝑉𝑛, ∀𝑘 ∈ 𝑉𝑛 має мiсце 𝑓𝑘(𝑥) = 𝑆(𝑥 ⊕ 𝑘), то
виконується:
∀𝑘 ∈ 𝑣𝑛, ∀𝛼 ∈ 𝑣𝑛, ∀𝛽 ∈ 𝑣𝑛 : 𝑇𝐷𝑃 𝑓𝑘(𝛼, 𝛽) = 𝑇𝐷𝑃 𝑆(𝛼, 𝛽).
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Доведення. За означенням:





[∀𝛼′ ∈ Δ(𝛼),∃𝛽′ ∈ Δ(𝛽) : 𝑓𝑘(𝑥⊕ 𝛼′) = 𝑓𝑘(𝑥)⊕ 𝛽′].
Оскiльки 𝑓𝑘(𝑥) = 𝑆(𝑥⊕ 𝑘), то:






[∀𝛼′ ∈ Δ(𝛼),∃𝛽′ ∈ Δ(𝛽) : 𝑆(𝑥⊕ 𝛼′ ⊕ 𝑘) = 𝑆(𝑥⊕ 𝑘)⊕ 𝛽′].
Значення 𝑘 — фiксоване, а значення 𝑥 проходить по всiх множинi 𝑉𝑛, то
значення 𝑦 = 𝑥⊕𝑘 також буде проходити по всiх множинi 𝑉𝑛. Отже, можемо
зробити таку замiну:





[∀𝛼′ ∈ Δ(𝛼),∃𝛽′ ∈ Δ(𝛽) : 𝑆(𝑦 ⊕ 𝛼′) = 𝑆(𝑦) ⊕ 𝛽′].
У правiй частинi рiвностi отримали означення 𝑇𝐷𝑃 𝑆(𝛼, 𝛽). Отже,
𝑇𝐷𝑃 𝑓𝑘(𝛼, 𝛽) = 𝑇𝐷𝑃 𝑆(𝛼, 𝛽), що i необхiдно було довести.
3.2 Постановка i опис експерименту
Метою нашого експерименту є показати, що запропонований нами
метод оцiнювання усiчених диференцiалiв може бути застосовний на
практицi. Завдання цього експерименту полягає в тому, щоб,
використовуючи метод «гiлок i границь», знайти усiчений диференцiал
для якомога бiльшої кiлькостi раундiв, iмовiрнiсть якого вiдрiзняється вiд
iмовiрностi при випадковому виборi усiченого диференцiала.
Для досягнення цiлi експерименту було запропоновано алгоритм
пошуку високоiмовiрнiсних усiчених диференцiалiв, який побудовано на
основi методу «гiлок i границь». Основна iдея цього алгоритму полягає в
тому, що для заданої маски вхiдної рiзницi послiдовно шукаємо можливi
маски вихiдних рiзниць на кожному раундi, але тi рiзницi, iмовiрнiсть
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яких є малою (тобто нижче встановленого порогового значення),
вiдкидаємо. Недолiком такого пiдходу (як i при будь-якому евристичному
пошуку) є те, що можемо вiдкинути практично всi можливi шляхи як
варiанти iз малою iмовiрнiстю i, таким чином, алгоритм не знайде нiчого.
З розрахункiв, якi проводились для даної роботи i описанi в
попередньому роздiлi, нам вiдомi ймовiрностi усiх усiчених диференцiалiв
для 8-бiтових 𝑆-блокiв зi специфiкацiї шифру Калина. Тому для нашого
модельного шифру будемо використовувати один з розглянутих 𝑆-блокiв,
а саме 𝜋−10 , для кожного блоку, на якi розбивається вхiдний блок.
Оскiльки цей алгоритм застосовується до шифру Хейса з параметром
𝑛 = 8, то вхiдна маска буде складатися з восьми 8-бiтових масок. Маска
вхiдної рiзницi 𝛼 ∈ 𝑉64 розбивається на вiсiм масок
𝛼0, 𝛼1, . . . 𝛼7 ∈ 𝑉8.
Тому можемо визначити формулу обчислення iмовiрностi усiченого
диференцiала для шару застосування 𝑆-блокiв, тобто 𝑆 = 𝑆0|𝑆1| . . . |𝑆7,
таким чином:
∀𝛼, 𝛽 ∈ 𝑉64 : 𝑇𝐷𝑃 𝑆(𝛼, 𝛽) =
= 𝑇𝐷𝑃 𝑆0(𝛼0, 𝛽0) · 𝑇𝐷𝑃 𝑆1(𝛼1, 𝛽1) · . . . · 𝑇𝐷𝑃 𝑆7(𝛼7, 𝛽7), (3.1)
де ∀𝑖 = 0, . . . , 7: 𝛼𝑖, 𝛽𝑖 ∈ 𝑉8.
Оскiльки перемiшування бiтiв в четвертому кроцi раунду шифру
Хейса є лiнiйною операцiєю, тому це нiяк не впливає на значення
iмовiрностi усiченого диференцiала, проте сам усiчений диференцiал
зазнає змiн. Таким чином, якщо лiнiйне перетворення позначити
функцiєю 𝑙(𝑥), то можемо стверджувати, що виконується таке
спiввiдношення:
∀𝛼, 𝛽 ∈ 𝑉64 : 𝑇𝐷𝑃 𝑆(𝛼, 𝛽) = 𝑇𝐷𝑃 𝑆 | 𝑙(𝛼, 𝑙(𝛽)).
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Враховуючи лему 3.1, можемо упустити крок додавання ключа до
вхiдного блоку. З розрахункiв, якi проводились для даної роботи i описанi в
попередньому роздiлi, нам вiдомi ймовiрностi усiх усiчених диференцiалiв
для 8-бiтових 𝑆-блокiв зi специфiкацiї шифру Калина. Тому для нашого
модельного шифру будемо використовувати один з розглянутих 𝑆-блокiв,
а саме 𝜋−10 .
Отже, алгоритм пошуку високоiмовiрнiсних диференцiалiв для певної
маски 𝛼 за один раунд буде виглядає таким чином.
1) Маска вхiдної рiзницi 𝛼 ∈ 𝑉𝑛 розбивається на вiсiм 8-бiтових масок
𝛼0, 𝛼1, . . . 𝛼7.
2) Для кожної маски 𝛼𝑖, 𝑖 = 0, . . . , 7 будується множина можливих
масок вихiдних текстiв для вибраного 𝑆-блоку, таких, щоб iмовiрнiсть
усiченого диференцiала була бiльшою вiд деякого параметра 𝑞, тобто
Γ(𝛼𝑖) = 𝛽𝑖 : 𝑇𝐷𝑃
𝑆(𝛼𝑖, 𝛽𝑖) > 𝑞.
Таким чином, отримаємо вiсiм таких множин.
3) Будуємо декартiв добуток усiх множин, що були отриманi на
попередньому раундi i отримуємо вектори з восьми 8-бiтових масок.
Отриманi вектори i будуть 64-бiтовими масками вихiдних рiзниць для
шару застосування 𝑆-блокiв. Таким чином, отримано всi можливi маски
вихiдних рiзниць для маски вхiдної рiзницi 𝛼.
4) Використовуючи формулу 3.1 обчислюється значення iмовiрностi
кожного можливого усiченого диференцiала з 𝛼. На цьому етапi
вiдбувається ще одне вiдсiювання: всi усiченi диференцiали, iмовiрнiсть
яких менша вiд певного параметра 𝑝 — вiдкидаються.
5) До всiх масок вихiдних рiзниць, що пройшли попереднiй пункт,
застосовується лiнiйне перемiшування бiтiв.
Таким чином, пiсля виконання наведених крокiв, отримаємо
множину можливих масок вихiдних рiзниць з певною iмовiрнiстю (яка
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зберiгається вiд попереднього раунду) для маски вхiдних рiзниць 𝛼.
Далi до кожної з отриманих масок вихiдних рiзниць 𝛽 першого
раунду застосовуємо такий самий алгоритм, тiльки на четвертому кроцi
обчислена iмовiрнiсть усiчених диференцiалiв множаться на значення
усiченого диференцiала для 𝛽, отриманого з першого раунду. це i буде
значенням усiченого диференцiала пiсля двох i бiльше раундiв
шифрування.
Якщо виникає ситуацiя, що для двох рiзних результатiв якогось
раунду пiсля наступних раундiв отримується однакова маска вихiдної
рiзницi, то їхнi iмовiрностi додаються.
Вiд значень 𝑞 та 𝑝 залежить точнiсть та швидкiсть алгоритму.
Якщо пороговi значення великi, то алгоритм буде вiдкидати значну
кiлькiсть диференцiалiв (i працювати швидше), однак успiшнiсть пошуку
буде падати. При низьких значеннях цих параметрiв алгоритм обробляє
значно бiльше можливих шляхiв, тому точнiсть пошуку зростає, але
робота уповiльнюється, а зберiгання спискiв вимагатиме значно бiльше
пам’ятi.
3.3 Результати експерименту та їх iнтерпретацiя
В ходi виконання дослiдження створено програмну реалiзацiю
побудованого алгоритму пошуку високоiмовiрнiсних усiчених
диференцiалiв. Текст створеної програми наведено в додатку 3.3.
Експеримент проводився на комп’ютерi з такими характеристиками:
1) процесор: Quad-Core Intel Core i5 8-го поколiння;
2) частота процесора: 2.3 ГГц;
3) об’єм оперативної пам’ятi: 8 ГБ.
Першi спроби запустити алгоритм зi значеннями параметрiв 𝑞 = 0 та
𝑝 = 10−5 ≈ 2−16.6 на всi 8 раундiв шифру Хейса завершились невдачою,
оскiльки така реалiзацiя алгоритму потребувала дуже багато пам’ятi.
Тому для продовження дослiдження емпiричним методом було
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знайдено оптимальнi значення параметрiв для обмеження iмовiрностей
для комп’ютера на якому проводились обчислення, а саме такi значення
параметрiв: 𝑞 = 0.0001 та 𝑝 = 0.00001.
В ролi маски вхiдної рiзницi було обрано маску з одним ненульовим
наймолодшим бiтом. При розбиттi маски вхiдної рiзницi на вiсiм 8-бiтових
масок отримаємо:
– сiм перших масок нульовими;
– остання маска має вигляд 00000001.
Таке значення останньої маски вхiдної рiзницi було обрано для того, щоб
розтягнути якомога далi поширення одиничних бiтiв, щоб побудувати
диференцiал для якнайбiльшої кiлькостi раундiв.
Максимальна кiлькiсть раундiв, для якої дана реалiзацiя алгоритму
змогла розрахувати значення iмовiрностей усiчених диференцiалiв, — це
три раунди.
У таблицi 3.1 наведено декiлька прикладiв отриманих масок
вихiдної рiзницi для вхiдної рiзницi [0, 0, 0, 0, 0, 0, 0, 1]. Запис маски у
такому виглядi одразу роздiляє маску вхiдної рiзницi на вiсiм блокiв.
Вiдповiдно кожне число визначає маску певного 8-бiтового блоку i
записане у десятковому виглядi. Якщо це число перевести у двiйковий
вигляд, то отримаємо звичне представлення маски i наглядно будемо
бачити якi бiти залишаються незмiнними, а якi можуть змiнитися.
Вихiднi рiзницi у таблицi 3.1 записанi за таким же принципом.
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Таблиця 3.1 – Частина результатiв пошуку високоiмовiрнiсних
усiчених диференцiалiв для модельного шифру Хейса
Маска вихiдної рiзницi Iмовiрнiсть Iмовiрнiсть у виглядi 2−𝑥
[0,1,1,5,5,5,5,5] 1.67 · 10−5 2−15.87
[2,0,0,2,0,2,2,2] 6.62 · 10−5 2−13.88
[2,0,0,2,2,0,2,2] 6.62 · 10−5 2−13.88
[0,2,0,2,2,2,2,2] 13.23 · 10−5 2−12.88
Розглянемо один з наведених прикладiв детальнiше. Наприклад,
усiчений диференцiал виду
(︀[︀




2, 0, 0, 2, 2, 0, 2, 2
]︀)︀
має iмовiрнiсть 6.62·10−5 пiсля 3 раундiв шифрування. Це означає, що якщо
у вхiдному текстi не мiняти усi бiти, окрiм останнього, то з iмовiрнiстю
6.62·10−5 на виходi отримаємо не змiненi бiти на всiх мiсцях, окрiм других з
кiнця бiтiв першого, четвертого, п’ятого, сьомого та восьмого блокiв. Таким
чином, цi п’ять бiтiв можуть бути змiненi пiсля трьох раундiв шифрування
завдяки однiй можливiй змiнi у вхiдному текстi.
Значення iмовiрностi диференцiала насправдi показує нижню мiру
iмовiрностi для реальних рiзниць. Враховуючи нашi позначення, на мiсцях,
де в масках стоїть 1, в реальних рiзницях може бути як 1 так i 0, тобто
значення цього бiту може бути змiненим. Оскiльки в означеннi iмовiрностi
усiченого диференцiала перевiряється виконання умови для всiх вхiдних
рiзниць, якi вiдповiдають певнiй масцi, то для кожної з них це значення
буде рiвним, або меншим справжньому.
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Висновки до роздiлу 3
В даному роздiлi наведено алгоритм пошуку високоiмовiрнiсних
усiчених диференцiалiв, що оснований на методi «гiлок i границь» та
використовує у своїй будовi параметр стiйкостi 𝑇𝐷𝑃 , який характеризує
iмовiрнiсть усiченого диференцiала.
Роздiл мiстить результати застосування побудованого алгоритму до
модельного шифру Хейса при використаннi 8-бiтового 𝑆-блоку 𝜋−13 зi
специфiкацiї шифру Калина. Як наслiдок, отримано декiлька
високоiмовiрнiсних усiчених диференцiалiв для трьох раундiв
шифрування даного модельного шифру. Для отримання усiчених
диференцiалiв для бiльшої кiлькостi раундiв шифрування необхiдно




При виконаннi даної дисертацiйної роботи проведено аналiз
опублiкованих дослiджень ефективностi криптографiчного аналiзу на
основi усiчених диференцiалiв. В результатi аналiзу встановлено, що iснує
декiлька прикладiв успiшного застосування атак на основi усiчених
диференцiалiв до сучасних шифрiв або їх модифiкацiй, однак, не
зважаючи на вiдносно успiшнi випадки практичного застосування даного
методу, на сьогоднi не iснує формальної теорiї, що описує криптоаналiз на
основi усiчених диференцiалiв та дозволяє проводити оцiнку стiйкостi
конкретних шифрiв до нього.
В роботi запропоновано формалiзований пiдхiд побудови усiчених
диференцiалiв на основi шаблонiв, якi вiдслiдковують лише не змiненi в
наслiдок процедури шифрування бiти. Використовуючи такий пiдхiд
побудови, виконано дослiдження можливих параметрiв стiйкостi, що
характеризують iмовiрнiсть усiченого диференцiала. Як наслiдок, в
роботi наведено два параметри стiйкостi. Доведено, що один з цих
параметрiв стiйкостi є неiнформативний для оцiнки ймовiрностi усiченого
диференцiала. Iнший параметр стiйкостi побудований на основi першого,
однак може бути застосовним для побудови атак на основi усiчених
диференцiалiв, що також доводиться у роботi шляхом визначення
характеристик та необхiдних властивостей даного параметра стiйкостi.
Запропонований параметр стiйкостi використаний в алгоритмi для
пошуку високоiмовiрнiсних усiчених диференцiалiв у модельному шифрi.
Проведено експеримент зi застосуванням запропонованого алгоритму.
Даний експеримент закiнчився успiшно, було знайдено декiлька
високоiмовiрнiсних усiчених диференцiали для модельного шфиру з
неповною кiлькiстю раундiв.
У данiй квалiфiкацiйнiй роботi також запропоновано iнший
формалiзований пiдхiд до побудови усiчених диференцiалiв. При цьому
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пiдходi використовуються шаблони, що вiдслiдковують не лише незмiннi
при шифруваннi бiти, а й змiни у рiзницях текстiв. Запропоновано
параметр стiйкостi для 𝑆-блокiв, який дозволяє проводити побудову
усiчених диференцiалiв з гарантованою iмовiрнiстю їх появи. Показано,
що для конкретного 𝑆-блоку значення запропонованого параметру слабко
пов’язанi з iмовiрностями диференцiалiв, тому стiйкiсть шифру до
класичного диференцiального криптоаналiзу не може свiдчити про
стiйкiсть до криптографiчного аналiзу на основi усiчених диференцiалiв.
У подальшому розвитку дослiдження планується виконати
уточнення та систематизацiю пiдходiв побудови атак на основi усiчених
диференцiалiв, а також моделей та методiв їх застосування до конкретних
схем шифрування; дослiдити ефективнiсть побудованого алгоритму
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ДОДАТОК А ТЕКСТИ ПРОГРАМ
Далi представлено тексти програм для реалiзацiї обчислення
iмовiрностей усiчених диференцiалiв та iнших параметрiв для рiзних
𝑆-блокiв.
А.1 Програмна реалiзацiя обрахунку iмовiрностей усiчених
диференцiалiв та iнших параметрiв
import itertools
import time
import pandas as pd
from s_box import S_box
from extended_binary_mask import binary_string , extended_binary_mask , create_delta_set
def create_table(s_box_n_bit , V_n , save=False ):
D_table = dict()
for alpha in V_n:
temp_x_list_alpha = set()
for beta in V_n:
temp_x_list = set()
for i in V_n:
s_box_result = s_box_n_bit.calculate_result(i)
s_box_alpha_result = s_box_n_bit.calculate_result(i ^ alpha)
if s_box_alpha_result == s_box_result ^ beta:
temp_x_list.add(i)
D_table [(alpha , beta)] = temp_x_list
# TD_table = dict()
# max_DP_table = dict()
# delta_alpha_table = dict()
# delta_beta_table = dict()
result = dict()
# with open(’res.csv ’, ’w ’) as file:
i = 0
for pair in alpha_beta_pairs:
i+=1
if i % 1000 == 0:
print(pair)
delta_alpha = precalculated_delta_set[pair [0]]
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delta_beta = precalculated_delta_set[pair [1]]
all_diff = itertools.product(delta_alpha , delta_beta)
temp_x_list = list()
temp_max_dp = list()
# print(bool(delta_alpha and delta_beta ))
if delta_alpha and delta_beta:
for x in V_n:
# for x in list(possible_x ):
flag = True
for alpha_1 in delta_alpha:
# print (( s_box_n_bit.calculate_result(x ^ alpha_1) ^ s_box_n_bit.calculate_result(x)))
if (s_box_n_bit.calculate_result(x ^ alpha_1) ^









# line = ’{},{},{},{},{},{}’. format(pair , max(temp_max_dp)




# TD_table[pair] = temp_x_list
# max_DP_table[pair] = max(temp_max_dp) if temp_max_dp else 0
# delta_alpha_table[pair] = delta_alpha
# delta_beta_table[pair] = delta_beta





# result = dict()
# for i in TD_table:
# if len(delta_alpha_table[i]) > 5 and i[1]!= ’**** ’:





















mask_elements = [’0’, ’1’, ’*’]
n = 8
V_n = list(range(2 ** n))
time_start = time.time()
all_masks = [’’.join(i) for i in list(itertools.product(mask_elements , repeat=n))]
print(’All␣masks␣built.’)
# print(len(all_masks ))
print("Time:␣{}".format(time.time() - time_start ))
# calculate all possible alpha -beta pairs
time_start = time.time()
alpha_beta_pairs = list(itertools.product(all_masks , repeat =2))
# for alpha in all_masks:
# for beta in all_masks:




print(’Time:␣{}’.format(time.time() - time_start ))
#precalculate delta for each mask
time_start = time.time()
precalculated_delta_set = dict()




# print(precalculated_delta_set [ ’0101**11 ’])
print(’Time:␣{}’.format(time.time() - time_start ))
s_box_dict = {
# ’kalyna_1 ’: [168, 67, 95, 6, 107, 117, 108, 89, 113, 223, 135, 149,
23, 240, 216, 9, 109, 243, 29, 203, 201, 77, 44, 175, 121, 224, 151, 253,
111, 75, 69, 57, 62, 221, 163, 79, 180, 182, 154, 14, 31, 191, 21, 225, 73,
210, 147, 198, 146, 114, 158, 97, 209, 99, 250, 238, 244, 25, 213, 173, 88,
164, 187, 161, 220, 242, 131, 55, 66, 228, 122, 50, 156, 204, 171, 74, 143,
110, 4, 39, 46, 231, 226, 90, 150, 22, 35, 43, 194, 101, 102, 15, 188, 169,
71, 65, 52, 72, 252, 183, 106, 136, 165, 83, 134, 249, 91, 219, 56, 123,
195, 30, 34, 51, 36, 40, 54, 199, 178, 59, 142, 119, 186, 245, 20, 159, 8,
85, 155, 76, 254, 96, 92, 218, 24, 70, 205, 125, 33, 176, 63, 27, 137, 255,
235, 132, 105, 58, 157, 215, 211, 112, 103, 64, 181, 222, 93, 48, 145, 177,
120, 17, 1, 229, 0, 104, 152, 160, 197, 2, 166, 116, 45, 11, 162, 118, 179,
190, 206, 189, 174, 233, 138, 49, 28, 236, 241, 153, 148, 170, 246, 38, 47,
239, 232, 140, 53, 3, 212, 127, 251, 5, 193, 94, 144, 32, 61, 130, 247, 234,
10, 13, 126, 248, 80, 26, 196, 7, 87, 184, 60, 98, 227, 200, 172, 82, 100,
16, 208, 217, 19, 12, 18, 41, 81, 185, 207, 214, 115, 141, 129, 84, 192, 237,
78, 68, 167, 42, 133, 37, 230, 202, 124, 139, 86, 128]
# ’kalyna_2 ’: [206, 187, 235, 146, 234, 203, 19, 193, 233, 58, 214, 178,
210, 144, 23, 248, 66, 21, 86, 180, 101, 28, 136, 67, 197, 92, 54, 186, 245,
87, 103, 141, 49, 246, 100, 88, 158, 244, 34, 170, 117, 15, 2, 177, 223, 109,
115, 77, 124, 38, 46, 247, 8, 93, 68, 62, 159, 20, 200, 174, 84, 16, 216, 188,
26, 107, 105, 243, 189, 51, 171, 250, 209, 155, 104, 78, 22, 149, 145, 238,
76, 99, 142, 91, 204, 60, 25, 161, 129, 73, 123, 217, 111, 55, 96, 202, 231,
43, 72, 253, 150, 69, 252, 65, 18, 13, 121, 229, 137, 140, 227, 32, 48, 220,
183, 108, 74, 181, 63, 151, 212, 98, 45, 6, 164, 165, 131, 95, 42, 218, 201,
0, 126, 162, 85, 191, 17, 213, 156, 207, 14, 10, 61, 81, 125, 147, 27, 254,
196, 71, 9, 134, 11, 143, 157, 106, 7, 185, 176, 152, 24, 50, 113, 75, 239,
59, 112, 160, 228, 64, 255, 195, 169, 230, 120, 249, 139, 70, 128, 30, 56, 225,
184, 168, 224, 12, 35, 118, 29, 37, 36, 5, 241, 110, 148, 40, 154, 132, 232,
163, 79, 119, 211, 133, 226, 82, 242, 130, 80, 122, 47, 116, 83, 179, 97, 175,
57, 53, 222, 205, 31, 153, 172, 173, 114, 44, 221, 208, 135, 190, 94, 166, 236,
4, 198, 3, 52, 251, 219, 89, 182, 194, 1, 240, 90, 237, 167, 102, 33, 127, 138,
39, 199, 192, 41, 215]
# ’kalyna_3 ’: [147, 217, 154, 181, 152, 34, 69, 252, 186, 106, 223, 2, 159,
220, 81, 89, 74, 23, 43, 194, 148, 244, 187, 163, 98, 228, 113, 212, 205, 112,
22, 225, 73, 60, 192, 216, 92, 155, 173, 133, 83, 161, 122, 200, 45, 224, 209,
114, 166, 44, 196, 227, 118, 120, 183, 180, 9, 59, 14, 65, 76, 222, 178, 144,
37, 165, 215, 3, 17, 0, 195, 46, 146, 239, 78, 18, 157, 125, 203, 53, 16, 213,
79, 158, 77, 169, 85, 198, 208, 123, 24, 151, 211, 54, 230, 72, 86, 129, 143,
119, 204, 156, 185, 226, 172, 184, 47, 21, 164, 124, 218, 56, 30, 11, 5, 214,
20, 110, 108, 126, 102, 253, 177, 229, 96, 175, 94, 51, 135, 201, 240, 93, 109,
63, 136, 141, 199, 247, 29, 233, 236, 237, 128, 41, 39, 207, 153, 168, 80, 15,
63
55, 36, 40, 48, 149, 210, 62, 91, 64, 131, 179, 105, 87, 31, 7, 28, 138, 188,
32, 235, 206, 142, 171, 238, 49, 162, 115, 249, 202, 58, 26, 251, 13, 193, 254,
250, 242, 111, 189, 150, 221, 67, 82, 182, 8, 243, 174, 190, 25, 137, 50, 38,
176, 234, 75, 100, 132, 130, 107, 245, 121, 191, 1, 95, 117, 99, 27, 35, 61, 104,
42, 101, 232, 145, 246, 255, 19, 88, 241, 71, 10, 127, 197, 167, 231, 97, 90, 6,
70, 68, 66, 4, 160, 219, 57, 134, 84, 170, 140, 52, 33, 139, 248, 12, 116, 103]
# ’kalyna_4 ’: [104, 141, 202, 77, 115, 75, 78, 42, 212, 82, 38, 179, 84, 30,
25, 31, 34, 3, 70, 61, 45, 74, 83, 131, 19, 138, 183, 213, 37, 121, 245, 189, 88,
47, 13, 2, 237, 81, 158, 17, 242, 62, 85, 94, 209, 22, 60, 102, 112, 93, 243, 69,
64, 204, 232, 148, 86, 8, 206, 26, 58, 210, 225, 223, 181, 56, 110, 14, 229, 244,
249, 134, 233, 79, 214, 133, 35, 207, 50, 153, 49, 20, 174, 238, 200, 72, 211,
48, 161, 146, 65, 177, 24, 196, 44, 113, 114, 68, 21, 253, 55, 190, 95, 170, 155,
136, 216, 171, 137, 156, 250, 96, 234, 188, 98, 12, 36, 166, 168, 236, 103, 32,
219, 124, 40, 221, 172, 91, 52, 126, 16, 241, 123, 143, 99, 160, 5, 154, 67, 119,
33, 191, 39, 9, 195, 159, 182, 215, 41, 194, 235, 192, 164, 139, 140, 29, 251,
255, 193, 178, 151, 46, 248, 101, 246, 117, 7, 4, 73, 51, 228, 217, 185, 208, 66,
199, 108, 144, 0, 142, 111, 80, 1, 197, 218, 71, 63, 205, 105, 162, 226, 122,
167, 198, 147, 15, 10, 6, 230, 43, 150, 163, 28, 175, 106, 18, 132, 57, 231, 176,
130, 247, 254, 157, 135, 92, 129, 53, 222, 180, 165, 252, 128, 239, 203, 187,
107, 118, 186, 90, 125, 120, 11, 149, 227, 173, 116, 152, 59, 54, 100, 109, 220,
240, 89, 169, 76, 23, 127, 145, 184, 201, 87, 27, 224, 97]
# ’kalyna_5 ’: [164, 162, 169, 197, 78, 201, 3, 217, 126, 15, 210, 173, 231,
211, 39, 91, 227, 161, 232, 230, 124, 42, 85, 12, 134, 57, 215, 141, 184, 18,
111, 40, 205, 138, 112, 86, 114, 249, 191, 79, 115, 233, 247, 87, 22, 172, 80,
192, 157, 183, 71, 113, 96, 196, 116, 67, 108, 31, 147, 119, 220, 206, 32, 140,
153, 95, 68, 1, 245, 30, 135, 94, 97, 44, 75, 29, 129, 21, 244, 35, 214, 234,
225, 103, 241, 127, 254, 218, 60, 7, 83, 106, 132, 156, 203, 2, 131, 51, 221,
53, 226, 89, 90, 152, 165, 146, 100, 4, 6, 16, 77, 28, 151, 8, 49, 238, 171, 5,
175, 121, 160, 24, 70, 109, 252, 137, 212, 199, 255, 240, 207, 66, 145, 248, 104,
10, 101, 142, 182, 253, 195, 239, 120, 76, 204, 158, 48, 46, 188, 11, 84, 26, 166,
187, 38, 128, 72, 148, 50, 125, 167, 63, 174, 34, 61, 102, 170, 246, 0, 93, 189,
74, 224, 59, 180, 23, 139, 159, 118, 176, 36, 154, 37, 99, 219, 235, 122, 62, 92,
179, 177, 41, 242, 202, 88, 110, 216, 168, 47, 117, 223, 20, 251, 19, 73, 136, 178,
236, 228, 52, 45, 150, 198, 58, 237, 149, 14, 229, 133, 107, 64, 33, 155, 9, 25,
43, 82, 222, 69, 163, 250, 81, 194, 181, 209, 144, 185, 243, 55, 193, 13, 186, 65,
17, 56, 123, 190, 208, 213, 105, 54, 200, 98, 27, 130, 143]
# ’kalyna_6 ’: [131, 242, 42, 235, 233, 191, 123, 156, 52, 150, 141, 152, 185,
105, 140, 41, 61, 136, 104, 6, 57, 17, 76, 14, 160, 86, 64, 146, 21, 188, 179,
220, 111, 248, 38, 186, 190, 189, 49, 251, 195, 254, 128, 97, 225, 122, 50, 210,
112, 32, 161, 69, 236, 217, 26, 93, 180, 216, 9, 165, 85, 142, 55, 118, 169, 103,
16, 23, 54, 101, 177, 149, 98, 89, 116, 163, 80, 47, 75, 200, 208, 143, 205, 212,
60, 134, 18, 29, 35, 239, 244, 83, 25, 53, 230, 127, 94, 214, 121, 81, 34, 20, 247,
30, 74, 66, 155, 65, 115, 45, 193, 92, 166, 162, 224, 46, 211, 40, 187, 201, 174,
106, 209, 90, 48, 144, 132, 249, 178, 88, 207, 126, 197, 203, 151, 228, 22, 108,
250, 176, 109, 31, 82, 153, 13, 78, 3, 145, 194, 77, 100, 119, 159, 221, 196, 73,
64
138, 154, 36, 56, 167, 87, 133, 199, 124, 125, 231, 246, 183, 172, 39, 70, 222,
223, 59, 215, 158, 43, 11, 213, 19, 117, 240, 114, 182, 157, 27, 1, 63, 68, 229,
135, 253, 7, 241, 171, 148, 24, 234, 252, 58, 130, 95, 5, 84, 219, 0, 139, 227, 72,
12, 202, 120, 137, 10, 255, 62, 91, 129, 238, 113, 226, 218, 44, 184, 181, 204,
110, 168, 107, 173, 96, 198, 8, 4, 2, 232, 245, 79, 164, 243, 192, 206, 67, 37, 28,
33, 51, 15, 175, 71, 237, 102, 99, 147, 170]
# ’kalyna_7 ’: [69, 212, 11, 67, 241, 114, 237, 164, 194, 56, 230, 113, 253,
182, 58, 149, 80, 68, 75, 226, 116, 107, 30, 17, 90, 198, 180, 216, 165, 138,
112, 163, 168, 250, 5, 217, 151, 64, 201, 144, 152, 143, 220, 18, 49, 44, 71,
106, 153, 174, 200, 127, 249, 79, 93, 150, 111, 244, 179, 57, 33, 218, 156, 133,
158, 59, 240, 191, 239, 6, 238, 229, 95, 32, 16, 204, 60, 84, 74, 82, 148, 14,
192, 40, 246, 86, 96, 162, 227, 15, 236, 157, 36, 131, 126, 213, 124, 235, 24,
215, 205, 221, 120, 255, 219, 161, 9, 208, 118, 132, 117, 187, 29, 26, 47, 176,
254, 214, 52, 99, 53, 210, 42, 89, 109, 77, 119, 231, 142, 97, 207, 159, 206, 39,
245, 128, 134, 199, 166, 251, 248, 135, 171, 98, 63, 223, 72, 0, 20, 154, 189, 91,
4, 146, 2, 37, 101, 76, 83, 12, 242, 41, 175, 23, 108, 65, 48, 233, 147, 85, 247,
172, 104, 38, 196, 125, 202, 122, 62, 160, 55, 3, 193, 54, 105, 102, 8, 22, 167,
188, 197, 211, 34, 183, 19, 70, 50, 232, 87, 136, 43, 129, 178, 78, 100, 28, 170,
145, 88, 46, 155, 92, 27, 81, 115, 66, 35, 1, 110, 243, 13, 190, 61, 10, 45, 31,
103, 51, 25, 123, 94, 234, 222, 139, 203, 169, 140, 141, 173, 73, 130, 228, 186,
195, 21, 209, 224, 137, 252, 177, 185, 181, 7, 121, 184, 225]
# ’kalyna_8 ’: [178, 182, 35, 17, 167, 136, 197, 166, 57, 143, 196, 232, 115,
34, 67, 195, 130, 39, 205, 24, 81, 98, 45, 247, 92, 14, 59, 253, 202, 155, 13,
15, 121, 140, 16, 76, 116, 28, 10, 142, 124, 148, 7, 199, 94, 20, 161, 33, 87,
80, 78, 169, 128, 217, 239, 100, 65, 207, 60, 238, 46, 19, 41, 186, 52, 90, 174,
138, 97, 51, 18, 185, 85, 168, 21, 5, 246, 3, 6, 73, 181, 37, 9, 22, 12, 42, 56,
252, 32, 244, 229, 127, 215, 49, 43, 102, 111, 255, 114, 134, 240, 163, 47, 120,
0, 188, 204, 226, 176, 241, 66, 180, 48, 95, 96, 4, 236, 165, 227, 139, 231, 29,
191, 132, 123, 230, 129, 248, 222, 216, 210, 23, 206, 75, 71, 214, 105, 108, 25,
153, 154, 1, 179, 133, 177, 249, 89, 194, 55, 233, 200, 160, 237, 79, 137, 104,
109, 213, 38, 145, 135, 88, 189, 201, 152, 220, 117, 192, 118, 245, 103, 107,
126, 235, 82, 203, 209, 91, 159, 11, 219, 64, 146, 26, 250, 172, 228, 225, 113,
31, 101, 141, 151, 158, 149, 144, 93, 183, 193, 175, 84, 251, 2, 224, 53, 187,
58, 77, 173, 44, 61, 86, 8, 27, 74, 147, 106, 171, 184, 122, 242, 125, 218, 63,
254, 62, 190, 234, 170, 68, 198, 208, 54, 72, 112, 150, 119, 36, 83, 223, 243,
131, 40, 50, 69, 30, 164, 211, 162, 70, 110, 156, 221, 99, 212, 157]
’k1’: [7, 9, 4, 13, 0, 2, 12, 11, 10, 8, 1, 6, 14, 5, 15, 3],
’k2’: [1, 9, 6, 5, 11, 14, 2, 8, 4, 10, 15, 3, 0, 7, 12, 13],
’k3’: [10, 12, 3, 8, 11, 7, 13, 0, 4, 5, 1, 15, 14, 9, 6, 2],
’k4’: [14, 10, 15, 1, 0, 13, 7, 4, 5, 2, 8, 6, 3, 11, 9, 12],
’k5’: [11, 0, 13, 14, 6, 4, 7, 9, 5, 1, 12, 2, 8, 15, 10, 3],
’k6’: [1, 12, 3, 8, 0, 6, 14, 13, 15, 11, 4, 5, 9, 2, 10, 7],
’k7’: [14, 7, 11, 13, 8, 2, 5, 6, 3, 0, 1, 12, 15, 9, 4, 10],
’k8’: [4, 3, 10, 11, 13, 14, 8, 5, 9, 1, 7, 12, 15, 2, 6, 0],
’xor_5 ’: [5, 4, 7, 6, 1, 0, 3, 2, 13, 12, 15, 14, 9, 8, 11, 10],
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’xor_7 ’: [7, 6, 5, 4, 3, 2, 1, 0, 15, 14, 13, 12, 11, 10, 9, 8],
’xor_11 ’: [11, 10, 9, 8, 15, 14, 13, 12, 3, 2, 1, 0, 7, 6, 5, 4],
’shift_left_2 ’: [0, 4, 8, 12, 1, 5, 9, 13, 2, 6, 10, 14, 3, 7, 11, 15],
’shift_left_3 ’: [0, 8, 1, 9, 2, 10, 3, 11, 4, 12, 5, 13, 6, 14, 7, 15]
}
for s_box_name in s_box_dict:
time_start = time.time()
curent_s_box = S_box(n, name=s_box_name , s_box=s_box_dict[s_box_name ])
a = create_table(curent_s_box , V_n , save=True)
print(’Time:␣{}’.format(time.time() - time_start ))
А.2 Програмна реалiзацiя симуляцiї роботи 𝑆-блоку
class S_box:
def __init__(self , bits , name=None , s_box=None):




if bits == 2:
self.bits = 2
self.s_box = [2, 1, 3, 0]
if bits == 3:
self.bits = 3
self.s_box = [1, 6, 5, 4, 0, 7, 3, 2]
if bits == 4:
self.bits = 4
self.s_box = [7, 9, 4, 13, 0, 2, 12, 11, 10, 8, 1, 6, 14, 5, 15, 3]
self.name = name
def calculate_result(self , input_number ):
’’’
input must be a positive integer
’’’









def __init__(self , value , length ):
if type(value) == type (1):
bin_val = bin(value )[2:]
if len(bin_val) > length:
self.value = bin_val[-length :]
else:
self.value = ’0’*( length - len(bin_val )) + bin_val
else:
if re.search("[0 ,1]{{{}}}".format(len(value)), value):




def __init__(self , string ):




def operation_for_delta(binary_string_el , extended_binary_mask_el ):
if len(binary_string_el.value) == len(extended_binary_mask_el.value) and
type(binary_string_el) == type(binary_string (1, 1)) and
type(extended_binary_mask_el) == type(extended_binary_mask(’1’)):
res = ’’
for i in range(len(binary_string_el.value )):
if extended_binary_mask_el.value[i] == ’*’:
res += ’*’










V_n = list(range(2 ** n))
result = []
for el in V_n [1:]:
if operation_for_delta(binary_string(el, n),
extended_binary_mask_el ).value == extended_binary_mask_el.value:
result.append(el)
return result
А.4 Програмна реалiзацiя алгоритму пошуку
високоiмовiрнiсних усiчених диференцiалiв
import pandas as pd
import numpy as np
import time
from heys import cipher
from collections import defaultdict
from itertools import product









# convert csv to array
start = time.time()
TDP = np.zeros ([256 , 256])
alpha_v = defaultdict(list)
def get_TDP(row):
diff = row[’Unnamed:␣0’][1: -1]. split(’,␣’)
diff = [int(i,2) for i in diff]
TDP[diff [0]][ diff [1]] = int(row[’TDP(a,␣b)’])
if int(row[’TDP(a,␣b)’]) != 0 and diff [1] != 255:
alpha_v[diff [0]]. append(diff [1])
return row
df.apply(lambda row: get_TDP(row), axis =1)
del df
68
TDP = TDP / 256
print(f’csv␣was␣converted␣to␣array.’)
print(f’Time:␣{time.time()␣-␣start}’)
alpha_v [0] = [0]
def permutations_layer(diff):
binary_string_diff = [binary_string(i) for i in diff]
# print(binary_string_diff)
result_binary_string = [[’0’ for i in range (8)] for j in range (8)]
for i in range(len(binary_string_diff )):
for j in range(len(binary_string_diff[i].value )):
result_binary_string[j][i] = binary_string_diff[i].value[j]
for i, e in enumerate(result_binary_string ):
result_binary_string[i] = ’’.join(e)
return [int(i, 2) for i in result_binary_string]
def round_sim(initial_alpha , prob_alpha ):
alpha = initial_alpha
s_box_layer_res = list()
for i in alpha:
s_box_layer_res.append(alpha_v[i])
s_box_layer_res = list(product (* s_box_layer_res ))
# print(s_box_layer_res)
prob = list()
for beta in s_box_layer_res:
temp = prob_alpha
for index , beta_i in enumerate(beta):
temp *= TDP[alpha[index ]][ beta_i]




for i, e in enumerate(prob):










return perm_layer_res , prob_res
initial_alpha = [0, 0, 0, 0, 0, 1, 1, 1]
prob_alpha = 1
prob_alpha = 0.0546875
# prob_alpha = 0.01044464111328125
# initial_alpha = [0, 0, 0, 0, 0, 128, 128, 128]





# second_round_res = list()
# second_round_prob = list()
# for i, diff in enumerate(first_round_res ):
# temp_res = list()
# temp_prob = list()
# res , prob = round_sim(diff)
# prob = list(np.array(prob) * first_round_prob[i])
# for index , el in enumerate(prob):
# if el >= p:
# temp_res.append(res[index ])
# temp_prob.append(el)
# second_round_res += temp_res
# second_round_prob += temp_prob
# print(f’Second round: {len(second_round_prob )}’)
