Abstract We will speculate on some computational properties of the system of Rademacher functions f n g. The n-th Rademacher function n is a step function on the interval [0; 1), jumping at nitely many dyadic rationals of size 1 2 n and assuming values f1; 01g alternatingly.
Introduction
In [?] , Pour-El and Richards proposed to treat computational aspects of some discontinuous functions by regarding them as points in some appropriate function spaces.
It will then be of general interest to nd examples of discontinuous functions which can be regarded as computable in Pour-El and Richards approach. We are working on the integer part function [x] in [?] in this respect. It is not dicult to claim that it is a computable point in a function space.
It is also important to nd out what sort of a principle, beside recursive algorithm, is necessary in evaluating the value of such a function at a possible point of discontinuity. In [?], we are investigating this problem as well.
In this article, we report some facts on a sequence of discontinuous functions which is computable as a sequence of points in a function space.
Let f n (x)g be the sequence of Rademacher functions, that is, for each n, n (x) is dened on [0; 1) , is discontinuous at the dyadic rational numbers of the form k 2 n , and assumes the values 1 and 01 alternatingly. For a real number x, we call a pair hfr m g; i an information on x if fr m g is a sequence of rational numbers which converges to x and is a function from natural numbers to natural numbers which serves as a modulus of convergence (of fr m g to x).
We will discuss computational aspects of this function system from two viewpoints. First, it is a computable sequence of points in the function space L p [0; 1] (Section 2).
Next, we would like to see how one might evaluate the value n (x) for a single computable number x (and for all n) (Section 3). It turns out that f n (x)g has a weak computation in the following sense: input an information on x, say hfr m g; i, there is a program to output a sequence of rational numbers, say fs nm g, which converges to n (x). If x is a computable number, and its information hfr m g; i is recursive, then the output fs nm g is a recursive double sequence.
In order to evaluate a modulus of convergence for fs nm g, one has to apply a case study of a 6 A Rademacher function n (x) is a step function which takes a value 1 or -1, and jumps at binary fractions k 2 n for k = 1; 2; 1 1 1 ; 2 n 0 1. It is right continuous with left limit.
As a sequence of functions, f n g is eventually constant at each binary point. Namely, let x be a binary point k 2 n , where n is the rst number with respect to which x can be expressed as such. Then k is an odd number, and n (x) = 01.
For any m > n, x = 2l 2 m for an l, and this implies that m (x) = 1.
We will show that the function system f n g is endowed with some kind of computational attributes. Note A traditional computable real-function (on a compact interval, say [0; 1]) is assumed to satisfy two conditions: it preserves sequential computability and it is uniformly continuous with a recursive modulus of continuity. Such a function is sometimes called G-computable, meaning Grzegorczyk-computable.
We will rst show that f n g is a computable sequence of points in a Banach space.
Let hX; k ki be a Banach space. According to Section 2 of Chapter 2 in [?], a family of sequences from X, say S, is called a computability structure of the space hX; k ki if it satises the follwoing three properties: S is closed with respect to recursive linear combinations and eective limits, and the norms of a sequence from S form a computable real number sequence.
A Having shown that f n g is a computable sequence of points in a function space, we then question how one might evaluate the values f n (x)g for a computable x. We will observe this problem in the next section.
Computation within a law of excluded middle
We will introduce a weak notion of (pointwise) computability of a function, and show that the Rademacher functions form a sequence of weak computability.
Let x be a real number, let fr m g be a sequence of rational numbers and let be a number-theoretic function (from natural numbers to natural numbers).
When fr m g converges to x, is called a modulus of convergence (of fr m g to x) if the following holds. The pair hfr m g; i is then called an information on x. Denition 3.1 (Weak computation) (1) We will temporarily call an evaluating process of a function value f(x), say P , a weak computation if the following holds: given an information on x, say hfr m g; i, P outputs a sequence of rational numbers fs m g (from the information hfr m g; i) which (classically) converges to f(x).
(2) The denition of weak computation P can be extended to a sequence of functions, say ff n (x)g as follows: given an information hfr m g; i on x, P outputs a sequence of rational numbers fs nm g, which converges to ff n (x)g n as m tends to 1 for each n. Theorem 2 (Weak computation of f n g) The Rademacher function system f n g has a weak computation (cf. (2) of Denition ??).
Proof We will describe an algorithm P 0 which does the following job: input an information on x in [0; 1), say hfr m g; i, P 0 outputs a sequence of ratinal numbers fs nm g, which converges to f n (x)g. P 0 is determined as a composition of several algorithms as below. (For simplicity, we assume x > 0. Amendment for the case x = 0 inclusive will be explained later.) 1 First, we dene an algorithm P 2 which, given hfr m g; i, outputs an integer k (for each n) such that k 2 n < x < k+2 2 n holds. By Propositnion 0 in Chapter 0 of [?], there is a program P 1 which decides, for an information on x and a rational number s, x < s (x > s) when it is true.
In our case, at stage l, P 1 checks whether r (p) < k 2 n 0 1 2 p holds for p l and k l. If the result is Yes, then x < k 2 n has been determined. Similarly with the other direction, cheking the inequality k 2 n + 1 2 p < r (p) . As we have assumed x > 0, the desired k is a natural number. At stage l, keep computing \x < k 2 n ?" and \ k 2 n < x?" for k = 0; 1; 2; 1 1 1 ; 2 n01 0 1 up to step l, applying P 1 . As l increases, P 1 eventually hits a number k such that k 2 n < x and x < k+2 2 n , Then stop the process. P 2 denotes this whole process. Denote such a k by k n .
Although k dependes on n, the algorithm P 2 applies uniformly to any n, and hence P 2 outputs the sequence fk n g n . 2 There is an algorithm P 3 such that, input fk n g, P 3 outputs fM np g, a sequence of integers (natural numbers) for n; p = 1; 2; 3 1 1 1 in the following way.
At each stage p, compute the inequality r (p) < kn+1 We have the following facts at our disposal.
Fact 1 fM np g is eventually constant with respect to p for each n, and this constant number (the limit number) is either k n or k n + 1. Let us write the limit number as K n .
Fact 2 From Fact 1, it can be derived that fs np g is eventually constant with respect to p for each n, and hence fs np g is a converging sequence with respect to p. The limit number s n is 1 if K n is even and s n is -1 if K n is odd. Fact 3 K n is k n if k n 2 n < x < k n +1 2 n and is k n +1 if k n +1 2 n x < k n +2 2 n , and hence the limit of fs np g, say s n , is equal to n (x).
We have thus proved the theorem. Note We have shown only the fact that, from a given information on x, one can nd a recursive sequence of rational numbers which classically converges to n (x), but the convergence may not be eective. This does not assert, however, that the limit number is not computable. Indeed, n (x) is an integer, hence a computable number! In fact, we can even show the following. Proof Notice that what we must claim is a fact for each xed x (and for all n). So, we can use a case study of x.
1) x is a dyadic rational point, that is x = l 2 j , where m 1 and l is odd. If n < j, then a k satisfying k 2 n < x < k+1 2 n can be computed. The value n (x) can be determined by n (x) = 1 if k is even and = 01 if k is odd. If n < j, then n (x) = 01.
If n > j, then n (x) = 1.
Notice that the conditions of the case study are recursive.
2) x is not a dyadic rational number. Then by the algorithm P 2 , one can nd a k n satisfying kn 2 n < x < kn+1 2 n eectively in n. The value of n (x) can be determined to be 1 or 01 according as k n is even or odd.
Amendment When x = 0 is included, one may suspect that one has to start with k = 01 in searching for a k such that k 2 n < x < k+2 2 n . We can avoid this complication by assuming that any computable number in the interval [0; 1) can be eectively approximated by a computable sequence of positive rational numbers.
The reason why a modulus of convergence cannot be determined for the sequence fs np g in the proof of Theorem 2 lies in Fact 3. Namely, kn 2 n < x < kn+1 Suppose next that Case 2 holds. Then n (q) = 1 will serve as a recursive modulus of convergence.
The computation can be carried out for each n parallel to one another, and hence, if we admitt the 6 0 1 -LEM, then the computation of f n (x)g can also be carried out parallel to one another.
We can thus claim that, given an information hfr l g; i on x, a pair of information hfs nl g; n i is output within each case of the 6 0 1 -LEM. Counter-example (Counter-example to eectivity) In order to certify that there is no eective way of deciding whether Case 1 holds or Case 2 holds, we will present a counter-example: there is a computable sequence of numbers fx m g for which the sequence of real numbers f n (x m )g is not computable even for a single n.
Suppose the 6 0 1 -LEM applied to R(n; p) above were decidable. Then, as was remarked earlier, the whole process of computing hfs nl g; n i would become eective. It would therefore hold that, for any computable sequence of real numbers fx m g, f n (x m )g would be computable, contradicting the counter-example.
We will give a counter-example for 1 . The same method applies to any n .
Let a be a recursive injection whose range is not recursive. Let fx l g be a 
Remarks
To conclude our discussion, we will give two remarks.
Remark 1 A computation within 6 0 1 -LEM may be alternatively expressed as the limiting computability in the following sense. In the computation of n (x), the only process that is not eective is taking the limit of an integer sequence fM np g. If we take the limit of fM np g with respect to p, which exists and is either k n or k n + 1, then we will know which modulus of convergence, c n or 1, should be the right one.
Taking the limit of a recursive function whose values are eventually constant was studied in [?] . A number-theoretic function whose values are given by the limits of a recursive function was called limiting recursive.
If we call a computation using limiting recursive functions a limiting computation, then we might say that f n g is a limiting computable sequence of functions.
In fact, it is easy to show that f n g is sequentially limiting computable in the sense that, given a computable sequence of real numbers fx j g, there is a limiting computation of the double sequence of values f n (x j )g nj .
Remark 2 A Rademacher function is a rather special function, since, between any two consecutive jump points, the value is constant. As was mentioned previously, we have taken up the Rademacher function system as a mathematically signicant example of a function sequence with jump points. The forgoing argument goes through, however, for some functions which are not constant between two consecutive jump points and whose jump points are not conned to dyadic rational numbers. Then, a modulus of convergence is usually not a constant.
Consider, for example, a function sequence ff n g on [0; 1) such that f n jumps at k 2 n ; k = 0; 1; 1 1 1 ; 2 n 0 1. Suppose fg nk g is a computable sequence of functions on [0; 1), and suppose f n (x) = g nk (x) if x 2 [ k 2 n ; k+1 For the former case, the modulus of convergence is supplied by that of g nkn and, for the latter case, it is supplied by that of g nk n +1 .
