Relational properties, e.g., the connectivity structure of nodes in a distributed system, have many applications in software design and analysis. However, such properties often have to be written manually, which can be costly and error-prone. This paper introduces the MCML approach for empirically studying the learnability of a key class of such properties that can be expressed in the well-known software design language Alloy. A key novelty of MCML is quantification of the performance of and semantic differences among trained machine learning (ML) models, specifically decision trees, with respect to entire input spaces (up to a bound on the input size), and not just for given training and test datasets (as is the common practice). MCML reduces the quantification problems to the classic complexity theory problem of model counting, and employs state-of-the-art approximate and exact model counters for high efficiency. The results show that relatively simple ML models can achieve surprisingly high performance (accuracy and F1 score) at learning relational properties when evaluated in the common setting of using training and test datasets -even when the training dataset is much smaller than the test dataset -indicating the seeming simplicity of learning these properties. However, the use of MCML metrics based on model counting shows that the performance can degrade substantially when tested against the whole (bounded) input space, indicating the high complexity of precisely learning these properties, and the usefulness of model counting in quantifying the true accuracy.
Introduction
Relational properties which relate abstract entities that can be viewed as vertices in a graph via edges that define the relations, e.g., the connectivity structure of a social or biological network, or of an object graph on the program heap, offer various benefits in the development of software systems [28, 47, 56] . For example, they enable automated analyses of software requirements, designs, specifications, and . implementations [35] . However, in most cases, to benefit from the analyses the properties must be written manually. For complex systems [50, 69] , writing them correctly is challenging, and faults in the properties' statements can lead to erroneous confidence in correctness.
Our motivation is to leverage advances in machine learning (ML) to enhance software analyses, thereby improving software quality and reducing the cost of software failures. Our focus is on training binary classifiers that characterize relational properties. Such classifiers, once trained to have high accuracy, have the potential to offer much value in automated software analysis. For example, an executable classifier can be used as a run-time check, e.g., in an assertion, to validate that the program states at that point conform to the property represented by the classifier. Moreover, executable checks enable automated test input generation [6, 36] , static analysis [18, 54] , error recovery [14, 33] , and automated theorem proving [13] .
In this paper, we introduce the MCML approach for empirically studying the learnability of a key class of relational properties that can be written in the well-known software design language Alloy [28] . Our aim is not to formalize learnability [4] of relational properties; rather, we aim to perform controlled experiments and rigorously study various wellknown properties over small relations and graphs in order to gain insights into the potential role of ML methods in this important domain. Specifically, we consider training binary classifiers with respect to relational properties such that the trained classifiers accurately represent the properties, e.g., training a decision tree classifier for the directed-acyclic graph (DAG) property to accurately classify each input as a DAG or not a DAG.
A key novelty of MCML is that it allows quantifying the performance of trained decision tree models with respect to the entire input space (for a bounded universe of discourse) by utilizing given ground truth formulas, thereby enabling an evaluation of learnability that is not feasible using the commonly used ML approaches based on training and test arXiv:1912.11580v1 [cs. LG] 25 Dec 2019 datasets alone. Likewise, MCML allows quantifying differences among trained decision tree models for the entire (bounded) input space.
To quantify performance of and differences among trained models -irrespective of the datasets -MCML reduces the quantification problems to the classic complexity theory problem of model counting, which is to compute the number of solutions to a logical formula [21] . The formulas in our case represent semantic differences between the ground truth and the trained model, or between the two models. Given ground truth ϕ and decision tree d, the false negative count for d is the model count of "ϕ ∧ ψ " where ψ is d's logic that leads to the output "0" because any solution to "ϕ ∧ ψ " conforms to the ground truth but leads the decision tree to output "0"; likewise, the false positive count for d is the model count of "¬ϕ ∧τ " where τ is d's logic that leads to the output "1". The true positive and true negative counts are defined similarly. Using these counts accuracy, precision, recall and F1 score can be derived. Furthermore, given two decision trees d 1 and d 2 , their semantic difference, i.e., the number of inputs for which the tree outputs differ, is the sum of the model count of "ψ 1 ∧ τ 2 " and the model count of "τ 1 ∧ ψ 2 ", where ψ i is d i 's logic that outputs "0", and τ i is d i 's logic that outputs "1" (i ∈ {1, 2}).
Model counting generalizes the propositional satisfiability checking (SAT) problem, and is #P-complete [48] . Despite the theoretical complexity, recent technological and algorithmic advances have led to practical tools that can handle very large state spaces [5, 20] . To embody MCML and quantify the performance and differences by means of model counting we employ two state-of-the-art model counters: ApproxMC, which uses approximation techniques to estimate the number of solutions with high precision and provides formal guarantees on the counts [55] ; and ProjMC [37] , which uses an effective disjunctive decomposition scheme to compute the exact number of solutions. As is common with model counters for propositional logic, ApproxMC and ProjMC take as input propositional formulas in conjunctive normal form (CNF) -the standard input format for SAT solvers. To create model counting problems in CNF, we define a translation from decision trees to CNF in the spirit of previous work [24] . The translation creates succinct CNF formulas that are linear in the size of the input trees.
To train ML models, we use the standard practice of employing training datasets. To evaluate trained ML models, we use both the standard practice of employing test datasets and the MCML metrics. Our study has three key distinguishing characteristics: 1) for each property, we use bounded exhaustive sets of positive samples which contain every positive sample (up to partial symmetry breaking) within a bounded universe of discourse; 2) we leverage ground truth formulas to quantify the performance of trained decision tree models with respect to the entire input space, not only the given training/test datasets; and 3) we quantify semantic differences among different trained decision tree models with respect to the entire input space without the use of ground truth formulas. Moreover, we evaluate different strategies for splitting the datasets into training sets and test sets, including ratios where the amount of training data is much smaller than the amount of test data.
To create the datasets for learning, we rely on logical formulas that describe the relational properties in Alloy, which is a first-order language with transitive closure [28] . For each property, we use the Alloy tool-set's SAT-based back-end to enumerate all the solutions, i.e., valuations that exhibit the property, up to Alloy's default symmetry breaking which heuristically removes many but not all isomorphic solutions. The solutions created by the Alloy analyzer serve as the samples for training and test/evaluation. The solution spaces are very large -even with small bounds on the number of entities in the relations. For non-trivial properties, the number of positive samples is far smaller than the number of negative samples, and exhaustive enumeration of all negative samples is intractable. To avoid erroneously biasing the ML models to simply predict false if the datasets overwhelmingly consist of negative samples, we create balanced sets that contain the same number of positive and negative samples [17] .
As subjects, we use six ML models, including decision trees, SVMs, and multi-layer perceptrons, and train them using datasets from 16 relational properties over small relations and graphs. We use the adjacency matrix representation for each data item in the training and test datasets; for example, for a relation over 7 entities, i.e., a graph with 7 vertices, we use 49 Boolean inputs for the binary classifier which outputs true or false as the predicted value, and the space of all possible inputs has 2 49 elements.
The results show that relatively simple ML models can achieve surprisingly high performance (accuracy and F1 score) at learning relational properties when evaluated in the common setting of using training and test datasets -even when the training dataset is substantially smaller than the test dataset -indicating the seeming simplicity of learning these properties. However, the use of MCML metrics based on model counting shows that the performance can degrade substantially when tested against the whole (bounded) input space, indicating the high complexity of precisely learning these properties, and the usefulness of model counting in quantifying the true performance. This paper makes the following contributions:
• Learning relational properties. We present a systematic study of learning 16 relational properties using 6 offthe-shelf machine learning models; • Model counting to quantify performance. We reduce the problem of evaluating the performance of trained decision tree models over the entire input space with respect to ground truth formulas to the problem of model counting, and employ cutting edge approximate and exact counters to embody the reduction; and • Model counting to quantify semantic differences. We also introduce the use of model counting to quantify semantic differences between trained decision tree models over the entire input space -without the need for ground truth formulas or evaluation datasets.
We believe the use of model counting in learning is a promising research area that can help gain deeper insights into the trained models, which can inform practical decisions on how to best utilize the models. For example, if a trained model in a deployed system is to be upgraded to a more sophisticated model, model counting could be a metric that in part informs the decision to upgrade.
Related Work
To our knowledge, MCML is the first work to introduce the use of model counting to quantify performance of trained decision tree models with respect to ground truth formulas and to quantify semantic differences among different decision trees. In this section, we discuss the related work in five broad categories: 1) model counting applications in machine learning; 2) verification and testing of machine learning models; 3) analyzing learnability; 4) learning program properties; and 5) Alloy.
Model Counting Applications in ML
The use of model counting in machine learning has focused largely on probabilistic reasoning [10, 15, 19, 38] . Recent work by Baluta [2] introduced model counting for quantifying differences between binarized neural networks [26] that admit a translation to SAT/CNF [44] . This translation enables our MCML metrics to generalize beyond decision trees and become applicable to quantify the performance of binarized neural networks with respect to the entire input space. The MCML metrics also directly generalize to other techniques that use different solvers for model counting, e.g., techniques based on ODDs and OBDDs [9, 52] .
Verification and Testing of ML models
Verification and testing of machine learning models is an active area of research, including work on novel decision procedures such as Reluplex [25, 32] , which has been optimized for the analysis of neural networks with ReLU activation functions, testing trained models [45, 58] , applying symbolic execution [23, 57] , as well as inferring verifiable policies by mimicking deep reinforcement learning agents [3, 66] . A key difference between MCML and previous work on verification of properties of trained models is the focus of previous work on either verifying properties of one trained model, or checking equivalence or implication between two models. In contrast, MCML metrics apply in a more general setting, even when two models are neither equivalent nor such that one implies the other.
For the translation from decision trees to CNF formulas, Hastad [24] introduced the idea that a decision tree can be represented as a Disjunctive Normal Form (DNF) formula. He also showed that these DNF formulas are convertible to Conjunctive Normal Form (CNF) formulas. MCML leverages this work and uses CNF formulas of trained decision trees to create the quantification problems. While the formulas MCML creates are optimal in terms of the size of the CNF formula with respect to the given input tree in the general case, an alternative approach is to use re-writing, e.g., aka compilation [9, 52] , to create smaller CNF formulas in some specific cases. However, re-writing itself has a cost, which can be substantial for non-trivial formulas, e.g., with hundreds of variables (as for our subjects). Moreover, when compilation transforms a decision tree to a simpler decision tree, MCML works in tandem with compilation: first apply re-writing to reduce the tree, and then use MCML's translation to create a reduced CNF formula.
Analyzing Learnability
Analyzing learnability of a machine learning model is of fundamental importance for understanding the model's ability to generalize. Frameworks that enable such analysis include the Probably Approximately Correct (PAC) learning [63] , Vapnik-Chervonenkis (VC) theory [65] , and the general learning setting [51, 64] . These frameworks provide formal analytical characterization of the number of examples needed to train models for binary classification tasks and may provide useful intuition and guidance about the design of algorithms for learning. Blumer [4] showed that finiteness of Vapnik-Chervnenkis(VC) dimension is a basic requirement for distribution-free learning. Using these VC Dimensions, he analyzed the properties in terms of closure and complexity and provided a detailed set of conditions for learnability. In contrast, our study provides insights based on empirical evidence from controlled experiments using various relational properties that are common in software systems.
Learning Program Properties
In the context of learning properties of code, specifically of dynamic data structures in Java programs, two recent projects [41, 62] used a variety of machine learning models to show the effectiveness of off-the-shelf models. However, both these projects used the traditional metrics with training and test datasets, and did not evaluate the performance of the trained models with respect to the entire (bounded) input spaces. More broadly, machine learning has enabled automated detection of program errors and repair of program faults [7, 39] .
Alloy
Alloy has been used in several projects: for design and modeling of software systems [1, 12, 29, 34, 67, 70] ; for software analyses, including deep static checking [16, 30] , systematic testing [40] , data structure repair [49, 68] , and automated debugging [22] ; for analysis of hardware systems [11, 59, 60] ; and testing and studying model counters [42, 43] . MCML introduces the use of Alloy for creating training and test data for machine learning models and leverages Alloy's backend for creating CNF formulas that represent the ground truth. Figure 1 shows an Alloy specification that declares a set (sig) S of atoms, a binary relation r : S ×S, and four predicates (i.e., formulas) that specify reflexive, symmetric, transitive, and equivalence relations. The keyword "all" is universal quantification, "in" is subset, "and" is conjunction, and "implies" is implication. The operator '->' is Cartesian product; for scalars s and t, s->t is the pair (s, t). The command "E4: run Equivalence for exactly 4 S" instructs the Alloy analyzer to solve the formula(s) that define equivalence relation with respect to a scope, i.e., bound, of exactly 4 atoms in set S. The analyzer uses the bound to translate the Alloy specification to a propositional satisfiability formula, and uses off-theshelf SAT solvers to solve it. The Alloy analyzer supports incremental solvers that can enumerate all solutions.
Example
Executing the command E4 and enumerating all solutions creates the 5 solutions illustrated in Figure 2 . Note, each solution is non-isomorphic. The Alloy analyzer adds symmetry breaking predicates during the translation, which breaks several (but, in general, not all) symmetries [53] . The space of all candidate solutions for the command E4 has size 2 16 =65,536 since each candidate is a 4 × 4 matrix of boolean variables. Note, how quickly the state space grows as the number of vertices increases, e.g., for just 7 vertices, the state space has size 2 (7 2 ) = 2 49 which is greater than 10 14 . ApproxMC. To illustrate the use of ApproxMC, consider estimating the number of solutions for the Equivalence predicate with scope 20. The Alloy command "E20: run Equivalence for exactly 20 S" defines the constraint solving problem. The Alloy analyzer translates this problem to a CNF formula that has 18,666 variables (of which 400 are primary variables) and 27,202 clauses. ApproxMC solves this CNF formula in 17.8 seconds and reports an approximate model count of 11,264. The exact model count, which we calculate using the Alloy analyzer (which uses an enumerating SAT solver), is 10,946, i.e., the ApproxMC count is within 3% error rate. ProjMC. To illustrate the use of ProjMC, consider computing the exact model count the Equivalence predicate for scope 20. Given the CNF formula for the Alloy command E20, ProjMC reports the exact model count of 10,946 in 351.1 seconds. The count reported by ProjMC is as expected the exact number of solutions we get using the Alloy analyzer.
MCML Approach
Our approach, called MCML, introduces the use of model counting for quantifying performance of decision tree models in machine learning (ML) and is embodied by two techniques: 1) Acc MC , which quantifies the accuracy of trained ML models with respect to ground truth formulas; and 2) Diff MC , which quantifies the semantic differences between two trained models. Both Acc MC and Diff MC compute the results with respect to the entire input space and do not require any datasets.
Figure 3. A decision tree.
We view a decision tree as a set of paths; any input follows exactly one path, and each path is a conjunction of branch conditions such that each condition contains one input variable [27] . Since our focus is on relational properties over graphs that are represented using adjacency matrices, the input variables for the decision tree are all binary and so is the output. Moreover, each branch condition on any path is simply of the form either "(!v)", i.e., input v is "0" (false), or "(v)", i.e., input v is "1" (true). Therefore, each branch condition is simply a literal, i.e., a variable or its negation. Figure 3 illustrates a decision tree with 2 inputs (x and y) and 4 paths (
Acc MC : Quantifying model accuracy. Assume property ϕ (ground truth) is learned by a decision tree d that is a binary classifier with n inputs and so the input space has size 2 n . Assume d has t unique paths p 1 , . . . , p t (t ≥ 0) that predict label true, and f unique paths q 1 , . . . , q f (f ≥ 0) that predict label false. For path p, let ψ (p) be the conjunction of branch conditions along p; we refer to ψ (p) as the path condition for p [46] . We define the following four metrics based on model counting to generalize (for the entire 2 n input space) the traditional metrics of true positives (tp), false positives (f p), true negatives (tn), and false negatives (f n), where mc(a, b) represents the model count for the formula a with respect to bound b: The formula t i=1 ψ (p i ) characterizes the inputs that the decision tree t classifies as true; the formula is a disjunction of the path conditions for the paths that predict true and any input that is classified as true must be a solution to exactly one of these paths. For example, for the decision tree depicted in Figure 3 , the path condition formula for label true should be (x ∧y) ∨ (!x∧!y). Likewise, the formula f i=1 ψ (q i ) characterizes the inputs that the tree t classifies as false.
While a direct application of our metrics requires the ground truth formula ϕ that characterizes the property of interest, the metrics are also applicable when ϕ is not known. Specifically, the metrics naturally generalize to allow quantifying differences in two trained models, again without requiring any datasets for quantification. Diff MC : Quantifying differences in models Let d 1 and d 2 be decision trees that are trained as binary classifiers (using the same or different datasets) with n inputs. Let d 1 have paths p 1 , . . . , p t 1 (t 1 ≥ 0) that predict true and paths q 1 , . . . , q f 1 (f 1 ≥ 0) that predict f alse. Moreover, let d 2 have paths r 1 , . . . , r t 2 (t 2 ≥ 0) that predict true and paths s 1 , . . . , s f 2 (f 2 ≥ 0) that predict f alse. The following four metrics quantify the numbers of inputs (in the entire 2 n input space) for which d 1 and d 2 make the same decisiontt, i.e., both predict true, or f f , i.e., both predict false -and numbers of inputs for which the decisions differt f , i.e., d 1 predicts true but d 2 predicts false, and f t, i.e., d 1 predicts f alse but d 2 predicts true:
The semantic difference (di f f ) in d 1 and d 2 is quantified as the ratio of the number of inputs x such that decisions for x differ between d 1 and d 2 , to the total number of inputs; and the semantic similarity (sim) in d 1 and d 2 is quantified as the ratio of the number of inputs x such that predicted labels for x match between d 1 and d 2 , to the total number of inputs:
Framework. We embody the metrics into a prototype framework that translates decision trees to CNF and leverages offthe-shelf SAT-based technology to solve the quantification problems. Figure 4a illustrates the key steps to quantify the accuracy of a trained decision tree model d with respect to the ground truth ϕ written in Alloy. ϕ is translated by the Alloy analyzer with respect to bound b (e.g., 20 vertices) into a CNF formula cn f ϕ . The module MCPGen takes as input d and cn f ϕ , translates the relevant parts of d with respect to the desired metric (tp, f p, tn, and f n) into CNF using the sub-module Tree2CNF, and outputs the CNF formula cn f ϕ,d which defines the model counting problem. The CNF is an input to the model counter (e.g., ApproxMC) that outputs the (approximate) model count and exact model count respectively. Figure 4b illustrates the key steps to quantifying the semantic differences between two trained decision tree models d 1 and d 2 .
Translating decision tree logic to CNF. The goal of the sub-module Tree2CNF is to translate a formula ρ of the form ∨ k i=1 ψ (p i ), which represents either all the paths that predict label true or all the paths that predict label false, to CNF. ρ is originally in disjunctive normal form and can be translated to CNF using various techniques. One standard technique is to apply propositional equivalences and De Morgan's laws [31] ; however, this technique can lead to a blow-up in the size of the formula that can negatively impact the back-end solver's performance. Another standard technique is to apply the Tseitin transformation [61] which creates formulas linear in the size of the input; however, this technique uses auxiliary variables and creates an equisatisfiable (but not necessarily equivalent) formula which can have a different model count than the original formula.
Our translation uses the following observation [24] that allows a translation which does not cause a blow up in the formula size and preserves the model counts: any input that does not get classified as true gets classified as false and vice versa. Therefore, if each ψ (p i ) is a path condition for a path that leads to label true and ρ = ∨ k i=1 ψ (p i ) represents the decision tree logic that predicts true, the negation of ρ characterizes the decision tree logic that predicts false. The formula ¬ρ immediately simplifies to CNF because ¬ρ = ¬ ∨ k i=1 ψ (p i ) = ∧ k i=1 ¬ψ (p i ) and each ψ (p i ) is a conjunction of literals; therefore, each ¬ψ (p i ) is a disjunction of literals. For example, for the decision tree in Figure 3 , the path condition formula for label false is the negation of the path condition formula for label true, that is !((x ∧ y) ∨ (!x∧!y)) which can be directly translated into CNF formula (!x∨!y) ∧ (x ∨ y). Analysis. Our translation creates a compact formula directly in CNF without introducing any auxiliary variables -both for output label true and for label false. For a decision tree with n leaf nodes, the number of path conditions (PCs) is n, i.e., linear in the tree size. If there are k features, the size of the CNF formula is O(nk): each PC has ≤ k conditions, each condition is a literal, and the formula is a conjunction of the negation of each PC. Thus, in terms of the size of the formula for the back-end solver, the translation is an optimal choice for CNF with no auxiliary variables used in the general case. Our tool embodiment of MCML supports two state-of-theart back-ends: 1) the exact model counter ProjMC [37] ; and 2) the approximate model counter ApproxMC [55] .
Study
This section describes our study methodology and summarizes the evaluation results for the 16 relational properties (Table 1 ) and 6 machine learning models (decision trees (DT ), random forest decision trees (RFT ), Adaboost decision trees (ABT ), gradient boosting decision trees (GBDT ), support vector machines (SVM) and multi-layer perceptrons (MLP) studied. The properties include: anti-symmetric, bijective, connex, equivalence, function, functional, injective, irreflexive, non-strict order, partial order, pre-order, reflexive, strict order, surjective, total order and transitive. Generation of positive and negative samples. For each property, we used the Alloy tool-set to generate two datasets namely α and β. For each dataset, we generated positive samples, which satisfy the property specified, and negative samples, which negate it. Each data sample consists of a feature vector and a binary label which is 1 for the positive Table 1 . Subject properties and model counts. For each property, the scope used, the size of the state space, the number of positive samples created by Alloy using its default enumeration with symmetry breaking, the count estimated by ApproxMC with symmetry breaking, the count estimated by ApproxMC without symmetry breaking, the count computed by projMC with symmetry breaking, and the count computed by ProjMC without symmetry breaking are shown. "-" indicates time-out. class and 0 for the negative class. The features linearly represent the adjacency matrix. For example, if the scope of a property is 7, a 49-bit feature vector is used. We use all positive samples generated for that scope. Since the number of negative samples is much larger than the number of positive samples due to the complex nature of the properties, it is not feasible to exhaustively enumerate the negative samples. We create negative samples by creating a bit vector at random and checking it against the property using the Alloy evaluator to confirm that it is a negative sample. We create the same number of negative samples as the positive samples for each datasets. For α, we pick the smallest scope such that Alloy generates ≥ 10, 000 positive samples using the default symmetry breaking. We generate datasets for β in the same way except we select the scope such that Alloy generates ≥ 90, 000 positive samples without using the default symmetry breaking. Table 1 tabulates for each property, the scope (i.e., number of atoms in set S), the size of the input space, the number of positive samples created by Alloy, the count of positive samples estimated by ApproxMC, the count of positive samples estimated by ApproxMC when symmetry breaking is turned off, the count of positive samples given by ProjMC and the count of positive samples given by ProjMC when symmetry breaking is turned off. Training models. A key decision in evaluating ML models is to select the training and test ratio. We use 5 different ratios for training:test, specifically 75:25, 50:50, 25:75 10:90 and 1:99 to evaluate a wide range of settings. There is no overlap in the training and test data-sets. We performed the experiments using basic out-of-the-box models. We explored tuning the hyper-parameters but the results were only marginally improved and the small increase in accuracy was offset by a much larger increase in time spent on tuning. We report the results obtained using the basic models without tuning of hyper-parameters. We used Python programming language and Scikit-Learn Library to implement machine learning models. We kept time-out of 5000 seconds which is common in field of model counting. Performance metrics. We used four standard metrics to determine the quality of classification results: accuracy, i.e., T P +T N T P +F P +T N +F N ; precision, i.e., T P T P +F P ; recall, i.e., T P T P +F N ; and F1-score, i.e., 2 * P r ecision * Recall P r ecision+Recall . Due to space limitations we show results for select properties and focus on ApproxMC. The supplementary material includes the complete results of all properties for Ap-proxMC and ProjMC with respect to all ratios and also includes list of metadata items such as number of primary variables, total variables and total clauses for each property. Alloy specifications of the properties and the detailed results are also available in the supplementary material. All experiments were performed on Ubuntu 16.04 with an Intel Core-i7 8750H CPU (2.20 GHz) and 16GB RAM. The training and test/evaluation datasets used in our study together with detailed results are publicly available at: https: // github.com/ muhammadusman93/ mcmlstudy.
Research questions.
We answer the following research questions in our empirical study. RQ1: How effective are ML models in learning relational properties?
RQ2: How well do ML (decision tree) models generalize (outside of the test set)? RQ3: How do symmetries in the dataset affect performance of the ML models? RQ4: How does mismatch in symmetries present in the training and evaluation sets affect the performance? RQ5: What is the quantitative difference between two decision trees models?
Answers to the Research Questions
This section presents the results of the experimental evaluation and answers the research questions.
RQ1: How Effective are ML Models in
Learning Relational Properties? Table 2 summarizes performance of ML classifiers for one selected property (PartialOrder). The dataset is generated using default Alloy symmetry breaking. The dataset is further split into training and test datasets using different ratios (75:25, 25:75 and 1:99) to measure the performance change when using different splits of the datasets. All models exhibit high accuracy as well as F1 score, where the accuracy is in range [0.94, 1.00], the precision is [0.94, 1.00], the recall is [0.94, 1.00], and the F1 score is [0.94, 1.00]. Overall, all models achieve good performance, and surprisingly even for a small training:test ratio (1 : 99) models achieve good performance. We have also performed similar experiments for all other relational properties (shown in Supplementary  Materials) , and results are similar as for the PartialOrder -accuracy is in range [0.92, 1.00], and the F1 score is [0.92, 1.00], where the lowest accuracy is for AntiSymmetric property. It is surprising to note that on most of the properties, all models report accuracy ≥ 0.92 even when trained on only 1% of dataset. The results achieved demonstrate that relational properties are learnable, and that even simple ML models are effective in learning them.
RQ2: How well do ML (Decision Tree) Models
Generalize (Outside of the Test Set)? In RQ1 we show that ML models can exhibit high accuracy when learning relational properties. Now, we move to the question of how well do those models generalize outside of the test set. Our framework allows us to answer that question for decision tree models, which is focus of this section. Specifically, we answer the question of how well the previously trained decision tree models perform in respect to the whole input space. Table 3 compares performance of the (same) decision trees models when evaluated: (1) on the test set, and (2) in respect to the whole input space. Decision trees are trained using 10% of the constructed dataset (used in the previous section), while the test set represents the remaining part of the dataset. Time shown is the total time taken by MCML for computing all 4 performance metrics,
where MCML leverages the model counting techniques to predict the number of true positives and negatives, and false positives and negatives. To evaluate in respect to the whole input space we use the ground truth formula constrained with symmetry breaking conditions 1 .
When decision trees are evaluated on the test set, accuracy, recall and F1 score is ≥ 0.99 while precision is ≥ 0.98. However, when decision trees are evaluated on ground truth, minimum accuracy decreases to 0.89, minimum precision and F1 decreases to 0.00 and minimum recall remains at 0.99. Precision and F1 score is spread all over the range 0 to 1, and is generally low. In-fact, out of 15 properties that did not time-out, precision is around 0 on 12 properties. This is because of high false positive rate showing that the decision trees are classifying many negative instances as positives. This indicates that the models are biased towards classifying an example as positive, likely learning patterns present in training dataset but not generalizable-applying the models outside of the dataset will likely incur many false positives. For the properties Reflexive and Irreflexive, the models continue to have perfect performance since establishing these properties requires only checking the diagonal. To summarize the findings, while the results in previous section showed encouraging results of learnability of relational properties, evaluation in respect to the whole input space shows concerning issues (with false positives) if models are to be used in the wild.
In summary, MCML's ability to quantify w.r.t. the entire state space is of unique value as it quantifies model's generalizability, and avoids a false sense of confidence in traditional ML metrics. In addition, MCML is also time efficient as it reported results for 12 properties within 10 seconds and 3 properties within 220 seconds. It timed-out on only one property (Equivalence), where the state space for possible solutions is around 2 400 .
RQ3: How do Symmetries in the Dataset Affect
Performance of the ML Models? We now move on to study the effect of symmetries in the dataset on ML models performance. We perform experiments similar as in the RQ1 and RQ2 now shown in Table 4 and Table 5, but without performing symmetry breaking on training and evaluation sets. Table 4 summarizes performance of ML classifiers for one selected property (PartialOrder). The dataset is generated without performing symmetry breaking. Across all ratios, the accuracy is ≥ 0.83, the precision is ≥ 0.84, the recall is ≥ 0.80, and the F1-score is ≥ 0.83. We have performed experiments for other properties (shown in Supplementary  Material) , and noticed similar trends. Across all 16 properties, all 5 ratios, and all 6 ML models, the accuracy is ≥ 0.82, the precision is ≥ 0.81, the recall is ≥ 0.81, and the F1-score is ≥ 0.82. Similar to before, all models achieve good performance, and good performance is preserved even for small training:test ratio. However, in comparison to the previous results ( Table 2) there is a noticeable decrease in terms of accuracy and F1 score, introduced by symmetries. This shows that if symmetries are broken (in both train and test set) than model can better learn the properties, as it only uses the representatives of distinct groups for learning. This is analogous to training a digit classifier where all digits are upright. Introducing symmetries, e.g., digits at different orientations makes it harder for classifier to learn well. Table 5 compares results of the decision tree models on the test set and in respect to the whole input space. Unlike in RQ2, now the training set is generated without symmetry breaking, and the whole input space encoded by the formula ϕ is now not constrained with symmetry breaking. On the test set accuracy, recall and F1 score is at ≥ 0.99 and precision is at ≥ 0.98. However, in respect to the whole input space, minimum accuracy is 0.98, minimum precision and F1 score decreases to 0.00, but minimum recall remains at 0.99. The outliers are properties Reflexive and Irreflexive, where the models continue to have perfect performance. In summary, the results shows a similar trend as before, where even with enhancing the training set with symmetric examples, decision tree models still generalize poorly. We now move to the next question of how the mismatch in presence of symmetries in training and evaluation sets affect the performance. Specifically, we look at the two scenarios:
(1) symmetries are not present in the training set but are in the evaluation set, and (2) symmetries are present in the training set but not in the evaluation. Table 6 shows results of decision tree models trained and tested on datasets with symmetry breaking, but evaluated on the whole input space (without symmetry breaking). When decision trees are evaluated on the test set accuracy, precision and F1 score is at ≥ 0.99, while precision is at ≥ 0.98. However, when decision trees are evaluated on ground truth (without symmetry breaking constraints), minimum accuracy decrease to 0.94, minimum precision and F1 decreases to 0.00, while minimum recall decrease to 0.17. Since symmetries are present in the whole input space, the performance decreases compared to the case where symmetries are also present in the training set (Table 5 ) These experiments show that decision trees perform worst when they are trained on the dataset without symmetries and evaluated w.r.t entire state space (with no symmetry breaking). This is expected result since the trained model did not see any symmetrical instances in the training dataset and is likely to perform incorrectly when tested on permutations of same instances. This is similar to an example of neural networks failing to generalize on digit recognition task, when seeing digits at different orientation than observed during the training [8] . Table 7 shows results of decision tree models trained and tested on datasets without symmetry breaking, and evaluated on the whole input space with added symmetry breaking constrains. When decision trees are evaluated on the test set, accuracy, recall and F1 score is ≥ 0.99 while precision is ≥ 0.98. However, when decision trees are evaluated on ground truth (with added symmetry breaking), minimum accuracy remains at 0.99, minimum precision and F1 decreases to 0.00 while minimum recall remains at 0.99. This results show that even when training set is richer (contains symmetries) than evaluation set, ML models still fail to generalize in respect to the whole input space.
RQ5: What is the Quantitative Difference
Between Two Decision Tree Models? We next employ MCML to quantify the difference between the two decision tree models. Our framework allows us to get rigorous measure of the differences between the two models, i.e., the measure in respect to the whole input space (not just the train/test datasets). We trained two decision tree models for each property, using different values of hyperparameters, and measured difference between the two. Table 8 shows the results for quantifying differences between 2 trained models, where we show number of examples in which both models predict true (TT), in which the first predicts true and second false (TF), and the other combinations denoted by FT and FF. The Diff column shows the percentage of cases in which the two models make a different prediction. In all cases, the difference is close to 0. MCML is able to quantify the differences between the two models in respect to the whole input space, which makes it a powerful technique for evaluation of models. For example, one can take a smaller (compressed) model and rigorously quantify it in respect to the larger model to see if it can be used as a replacement. MCML is able to detect this for 12 properties within 10 seconds and is able to detect all properties within 1000 seconds. Tables 2 and 4 evaluate off-the-shelf models using traditional ML metrics based on training and test datasets. These metrics give a false sense of confidence, which our proposed MCML framework addresses. Tables 3, 5, 6 and 7 show that the majority of precision scores and F1 scores are low w.r.t the whole state space. An important characteristic of the properties we consider is that the number of positive cases is far too small compared to the number of negative cases. We believe new classifiers are needed to handle complex relational properties. Alloy formulas are intuitively simple but semantically quite complex, and getting high precision with respect to the entire state space is hard. In fact, in only 2 cases (reflexive and irreflexive) the precision is 1, and that is because the properties can be checked simply by inspecting the diagonal entries -the trained decision trees indeed do so. In all other cases, the precision is very low (<0.1). MCML provides a new tool to rigorously study properties that seem "easy" to learn in the traditional setting of training and test data, but are actually "hard" to learn when viewed in the context of the full state space. For example, for partial order, precision was 0.9936 in traditional setting whereas MCML reported that the precision is 0.0059 for the whole state space. This indicates that the model is biased towards classifying an example as a partial order, likely learning patterns present in training dataset but not generalizable -when using data outside of dataset one can anticipate many false positives. MCML's ability to quantify w.r.t. the entire state space is of unique value as it quantifies model's generalizability, and avoids a false sense of confidence in traditional ML metrics.
Discussion
MCML uses a very efficient encoding of decision trees directly into CNF that is linear in the size of the tree and does not require any auxiliary variables. The resulting formulas are solved readily by off-the-shelf model counters.
The primary limitation of MCML with respect to ground truth is the requirement for ϕ; we expect property synthesis methods can help here, and even when ϕ is not available, an approximation of ϕ that is human understandable can be of much use.
Conclusion
This paper introduced the MCML approach for empirically studying the learnability of relational properties that can be expressed in the software design language Alloy. A key novelty of MCML is quantification of the performance of and semantic differences among trained machine learning (ML) models, specifically decision trees, with respect to entire input spaces (up to a bound on the input size), and not just for given training and test datasets (as is the common practice). MCML reduces the quantification problems to the classic complexity theory problem of model counting, and employs state-of-the-art approximate and exact model counters for high efficiency. The results show that relatively simple ML models can achieve surprisingly high performance (accuracy and F1 score) at learning relational properties when evaluated in the common setting of using training and test datasets -even when the training dataset is much smaller than the test dataset -indicating the seeming simplicity of learning these properties. However, the use of MCML metrics based on model counting shows that the performance can degrade substantially when tested against the whole (bounded) input space, indicating the high complexity of precisely learning these properties, and the usefulness of model counting in quantifying the true accuracy.
MCML offers exciting new directions for leveraging model counting in machine learning, e.g., 1) it provides quantitative answers to key questions like "did we train enough?", "how much did we overfit?", and "is this model basically the same as this other model (I have in mind)?"; and 2) it allows informed decision making for ML-based systems, e.g., "should a deployed model be replaced with another (newer) model?".
