Abstract-An important amount of clinical data concerning the medical history of a patient is in the form of clinical reports that are written by doctors. They describe patients, their pathologies, their personal and medical histories, findings made during interviews or during procedures, and so forth. They represent a source of precious information that can be used in several applications such as research information to diagnose new patients, epidemiological studies, decision support, statistical analysis, and data mining. But this information is difficult to access, as it is often in unstructured text form. To make access to patient data easy, our research aims to develop a system for extracting information from unstructured text. In a previous work, a rule-based approach is applied to a clinical reports corpus of infectious diseases to extract structured data in the form of named entities and properties. In this paper, we propose the use of a Boolean inference engine, which is based on a cellular automaton, to do extraction. Our motivation to adopt this Boolean modeling approach is twofold: first optimize storage, and second reduce the response time of the entities extraction.
INTRODUCTION
An important amount of clinical data concerning the medical history of a patient is in the form of clinical reports that are written by doctors. They describe patients, their pathologies, their personal and medical histories, findings made during interviews or during procedures, and so forth. CR presents a source of precious knowledge that can be used in several applications, such as research information to diagnose new patients, epidemiological studies, decision support, statistical analysis, and data mining, but these CR are difficult to analyze due to their unstructured nature and the large volume of records available. Thus, an efficient system for extracting information in structured form can greatly benefit these applications. These kinds of systems have become very necessary tools; they will enable researchers to access the accurate data and required information, and reducing the time spent by doctors on making decisions about the patient. At our laboratory, we are interested in developing a system of mining textual data from clinical reports. The system is typically comprised of two main phases. We first, use the techniques of natural language processing to extract the relevant information to be stored in a structured database from clinical reports. In the second phase, the data mining tools will be used to extract information that will be used in the exploration and discovery of new knowledge. In this paper, we focus on the first phase; and we are interested in extracting entities from French clinical reports (FCR). Most of the elements in these reports are name entities (e.g.., the names of patients, diseases, symptoms, and drugs).
There are three major reasons why we felt it was important to capture entities from clinical reports.
First, we know that these reports represent a source of valuable knowledge that can be used in several applications, such as research information to diagnose new patients, epidemiological studies, decision support, statistical analysis, and data mining. But these types of CR are difficult to analyze due to their large volume and unstructured nature.
Second, we believe that such a system for extracting entities can greatly benefit these applications. It will enable researchers to access the required information, and will reduce the time spent by doctors on making decisions about the patient.
Third, most of the work on named entity extraction (NEE) has been done in English. Research being done in French medical language is only in the initial stages.
For these reasons, we propose an original approach to do extraction from French clinical reports. We propose the CASI cellular automaton as a tool for extracting entities. We will study how to adapt this automaton to extract the named entities from French clinical reports.
The rest of this paper is organized as follows: Section 2 summarizes the named entity extraction task and work related to this field. Section 3 presents the cellular automaton CASI, which is a cellular inference engine and a machine learning system. In section 4 we propose to study our approach based on this cellular automaton, which is a contribution to the improvement of rulebased methods in the field of medical information extraction. Section 5 presents evaluation results concerning our proposed system performance. In Section 6 we conclude this research paper with the motivations that led us to adopt the principle of Boolean representation and Boolean inference to extract named entities and finally, we present some ideas for future works.
RELATED WORK
Named Entity Extraction consists in the automatic determination of continuous fragments of texts (called Named Entities), which refers to information units such as persons, geographical locations, names of organizations, dates, percentages, amounts of money, and references to documents [21] .
Named entities extraction is mostly based on two different groups of methodologies: (a) pattern matching rules and (b) machine learning (ML). Many systems combine both approaches but the majority does not use machine learning and instead rely only on pattern matching, rules, and dictionaries [20] .
The first approach is to manually define linguistic rules to detect each type of entity. These rules use lexical markers, dictionaries of proper names, and dictionaries of general language for identifying and typing named entities. This approach is time consuming during development, but gives very good results. The main disadvantage of these approaches is their lack of generalization, which limits their extension to new domains. Machine learning techniques have demonstrated remarkable results in the general domain and hold promise for medical information extraction, but they require large, annotated corpora for training, which are both expensive and time-consuming in regards to training the models [20] .
NEE has attracted the interest of many researchers, and there is an enormous amount of published research on this technology [7] . Although mostly tested on general entities such as names, places, organizations, dates, times, and numeric expressions [17] , named entities extraction was also used, with promising results, in medical and biomedical texts to extract entities such as the names of genes, proteins, diseases, and symptoms. NEE has been applied to medical records and other clinical documents, such as reports from radiology and mammography. In [19] Meystre et al. presented a review of recent research on information extraction from medical records.
For rule-based approaches, there has been a large effort in processing clinical reports. Many clinical NLP systems have been developed, including MedLEE [12] , SymTex [13] , and MetaMap [1] .
The MedLEE system [12] was applied to patient records using natural language processing techniques. It can extract useful entities from radiology and mammography reports to identify patients with tuberculosis [17] or breast cancer [14] . A similar approach was used in [6] for the automatic detection of fevers from clinical reports and therefore the possibility of detecting the existence of infectious diseases in affected patients… MedLEE [11] was even combined with machine translation to detect abnormal findings and devices in Portuguese radiology reports [5] .
The authors in [23] presented an approach based on MetaMap for the extraction of medical entities of 20 medical classes from pathologist reports. The authors in [19] obtained 89.9% recall and 75.5% precision for the extraction of medical problems with an approach based on MetaMap Transfer (MMTx) and the NegEx negation detection algorithm.
Embarek and Ferret [10] proposed an approach relying on linguistic patterns and canonical entities for the extraction of medical entities belonging to five categories: disease, treatment, drugs, tests, and symptoms.
In the literature we found some studies that have worked on extracting only drug names from clinical reports. The representative research efforts include [8, 18, 27] .
Chhieng et al. [8] reported a precision of 83% when using a string matching method to identify drug names in clinical records. Levin et al. [18] developed an effective rule-based system to extract drug names from anesthesia records and mapped them to RxNorm concepts with 92.2% sensitivity and 95.7% specificity. Recently, Xu et al. [27] developed a rule-based system for extracting medication information, called MedEx, and reported F-scores over 90% on extracting drug names, dosages, routes and, frequency in drug use from discharge summaries.
Recent systems are almost always based on some machine learning methods. An example is the semantic category classifier developed by [24] . It employs support vector machines to attribute semantic categories to each word in discharge summaries. In [9] they developed a medical information extraction system that combines a rule-based extraction engine with machine learning algorithms to identify and categorize references in clinical reports to patients who smoke.
The largest efforts to develop and evaluate information extraction from clinical text have been achieved in the context of the i2b2 smoking status identification challenge in 2006 and the Medical NLP challenge in 2007. A corpus of 502 de-identified and "re-identified" discharge summaries was first created by Uzuner et al. [25] . The task was to use discharge summaries to classify each patient as current smoker, past smoker, non smoker, or unknown. The best performing system was developed by Clark et al. [9] .
The authors in [16] implemented a machine-learning-based named entity recognition system for clinical text and systematically evaluated the contributions of different types of features and ML algorithms using a training corpus of 349 annotated notes. This project was part of the 2010 Center of Informatics for Integrating Biology and the Bedside/Veterans Affairs (VA) naturallanguage-processing challenge. Based on the results from training data, the authors developed a novel hybrid clinical entity extraction system, which integrated heuristic rule-based modules with the ML-base named entity recognition module. On a test corpus containing 477 hospital discharge summaries, they achieved an F-measure of 0.8391 for concept extraction and 0.9313 for assertion classification.
CELLULAR AUTOMATON CASI
CASI (Cellular Automata for Symbolic Induction) is a cellular method of generation representation and a means to optimize induction graphs generated from a set of learning examples [2] . This Cellular system is organized into cells where each cell is connected only with its neighbors (subset of cells). All cells obey in parallel to the same rule, which is called the "local transition function" This results in an overall transformation of the system.
As illustrated in Fig.1 , CASI is composed of three modules: COG (Cellular Optimization and Generation), CIE (Cellular Inference Engine), and CV (Cellular validation) [2] .
COG module
Using a cellular automaton and cooperating with an induction graph (SIPINA method), COG module will extract new knowledge from training data. Two finite layers of finite automata represent the knowledge that is generated.
CV module
After the rules have been generated by the SIPINA method, which has been coupled along with the CASI machine, validation of this knowledge could be done using the CV module. 
CIE module
In this work, we are interested by the CIE component. The authors in [2] consider CIE as a cellular automaton that is made of two finite arbitrary long layers of finite state machines (cells) that are all identical. The operation of the system is synchronous, and the state of each cell at time t+1 depends only on the state of its vicinity cells, and on its own state at time t.
This module, which is the core of the machine CASI, simulates the functioning of the basic cycle of an inference engine by using two finite layers of finite automata. The first layer, called CELFACT, is for representing the fact base, and the second layer, called CELRULE, is for representing the rule base. In each layer, the content of a cell determines whether and how it participates in each inference step. At every step, a cell can be active or passive, and can take part in the inference or not. The states of cells are composed of two parts: EF and SF, and ER and SR, which are the input and output parts of the CELFACT cells, and of the CELRULE cells, respectively.
Any cell i in the CELFACT layer with input EF(i) = 1 is regarded as representing an established fact. If EF(i) = 0, the represented fact has to be established. Any cell j of the CELRULE layer with input ER(j) = 0 is regarded as a candidate rule. When ER(j) = 1, the rule should not take part in the inference.
Two incidence matrices called RE and RS define the neighborhood of cells. They represent the facts input relation respectively and the facts output relation. They are used in forward chaining.
The input relation, noted iR E j, is formulated as follows: if (fact i ∈ Premise of rule j) then iR E j =1 else iR E j = 0.
The output relation, noted iR S j, is formulated as follows: if (fact i ∈ Conclusion of rule j) then iR S j =1 else iR S j =0.
In order to illustrate the cellular inference engine, let us consider the set of rules generated by ML SIPINA (see Table 1 ). Table 2 shows how the automaton layers CELFACT and CELRULE represent the knowledge base.
As illustrated in Table 3 , the neighborhood in CIE is defined by the incidence matrices of input (R E ) and output (R S ).
Finally, since there are l cells in the layer CELFACT, the EF and SF will be considered as ldimensional vectors (EF, SF ∈{0, 1} l ). Similarly, since there are r cells in the layer CELRULE, the ER and SR will be considered as r-dimensional vectors (ER, SR ∈{0, 1} r ). Fig. 2 shows the general outline of the cellular automaton. A goal fact, which is the basic cycle of an inference engine in forward chaining, traditionally operates as follows:
1. Search for applicable rules (evaluation and selection). 2. Choose one of these rules for example R (filtering). 3. Apply and add the conclusion part of R to the fact base (execution).
The cycle is repeated until the goal fact is added to the fact base, or stops when no rule is applicable.
The cellular automaton dynamics implements the CIE component as a cycle of an inference engine made up of two local transitions functions δfact (equation 1) and δrule (equation 2), Table 3 . Input and output incidence matrices Fig. 2 . Cellular Automaton for systems inference [2] where δfact corresponds to the evaluation, selection, and filtering phases and δrule corresponds to the execution phase.
( , , ,
T E
EF SF ER SR fact EF EF ER R EF SR
δ + × uuuuuuur (1) After applying this function we have:
;
; ( )
T E EF EF SF EF ER ER R EF and SR SR
= = = + × = ( ,, , ) ( ( ), , , ) S
EF SF ER SR rule EF R ER SF ER ER
δ + × uuuuur (2) After applying this function, we have:
S EF EF R ER SF SF ER ER and SR ER
R is the transposed matrix of R E and ER is the negation of ER
We consider G0 as the initial cellular automaton configuration (see Table 4 ) and the ∆=δrule•δfact, as a global transition function: ∆(G0) = G1 where δfact(G0) = (G'0) and δrule(G'0)= G1 Let G = {G0, G1, . . .,Gq} be the configuration set of the cellular automaton. The automaton evolution in discrete time steps from one generation to the next and is defined by the configuration sequence G0, G1…Gq, where Gi+1 =∆(Gi).
As an example, let us try first to establish fact C with the knowledge base from Table 1 where Initially, all the cell inputs in the CELFACT layer are passive (EF = 0), except those representing the initial facts (EF(1) = 1) (see Table 4 ). Using the cellular automaton principle, Table 5 presents the two layers, CELFACT and CELRULE, after evaluating, selecting, and filtering them in the synchronous mode with the first transition law, δfact. After the application of the second transition law, δrule, we obtain the configuration G1, as shown in Table 6 .
δfact and δrule will be executed in parallel until goal C is reached or no rule is applicable. At the end we have the final configuration, as shown in Table 7 .
CELLULAR APPROACH FOR EXTRACTING NAMED ENTITIES
We discuss in this section the use of cellular automaton for extracting named entities from clinical reports. Our goal is shown in Fig. 3 1 .
The system proposed for this extraction task consists of two modules. The first is responsible for building the Boolean knowledge base following the principle of the cellular automaton CASI. The second module uses the inference engine CIE of CASI to classify named entities. In this paper we use the manually written rules that we have already established in [3, 4] .
To extract named entities from French clinical reports written in a free and natural language, our contribution adopts the following approach:
-Manual construction of named entities classification rules; -Boolean Modeling of constructed rules; 1 Patient names in the report are not real names 
Building rules for classifying entities
A preliminary study [4] on a corpus of medical records of patients in the infectious diseases department of the hospital of Oran allowed us to identify the different entities that must be extracted for future data mining. We selected the following entities: person, disease, symptom, medication, place, and date (consultation, birth, duration of treatment), and to study the syntactic structure of each type of named entity. Indeed, we found that most of the named entities present Table 8 ).
To recognize these nominal phrases (NP), we rely on their linguistic characteristics that are part of the grammatical categories of the NP and other syntactic rules of their arrangement. In Table 8 we present the grammatical sequences of some of the NP that we encounter most often in a FCR. We first tokenize and tag words that appear in different sections of (FCR) with the TreeTagger 2 tool. Secondly, the tagged medical report is parsed with a NP parser in order to detect NP. The analysis began by applying a set of syntactic rules to locate all the nominal phrases that are present in different sections of the clinical report. A filter is then applied to favor the longest NP among several NPs who share the same name.
To classify these NP, we decided to consider their internal structure and their neighbors that are on the left of NP. Thus, for our work, the process of named entities classification is to first recognize the NP that are present in the text of the clinical report, and then assign a class to these NP. To do so, we used the following four properties:
-Morphosyntactic information of the first three words of the NP.
-Semantic information of the first three words of the NP.
-Size of the NP.
-Neighborhood of the NP.
Thus, each NP is represented by a vector of words; these words are those belonging to this NP and those that appear in its neighborhood on the left. For example, the term "patiente Aissati Lyla" 3 of the report shown in Figure 3 receives the following representation (Table 9) :
Using a set of training reports, a set of rules is formalized for each section in [4] . For example, in the identification section of the CR we have established "person rules" to extract patient entity. In the treatment section, we can extract a list of medication entities with their dosage as properties by applying "medication rules .." This extracted information can be imported into a structured data repository, where they can be queried or used for other applications. Below, we give some simple rules for extracting entities. For example, the first rule (R1) classifies a term as a person if its first word appears in the list of person triggers. Its second and third words are tagged with proper name category (e.g., "patiente Aissati Lyla").
Boolean modeling of rules
Our motivation to model rules for extracting entities with the Boolean principle adopted by the cellular automaton CASI is to reduce the storage complexity of these rules and also the response time while using them for classification.
We adopt the following approach as shown in Fig. 4 . We first transform rules and secondly we produce Boolean rules. Thus, the rules previously described will be pre-processed and transformed, which will generate the Boolean rules.
Coding
We present in this section the coding adopted by the cellular automaton CASI to represent the different information used for named entities extraction. Table 10 provides some variables used by rules to describe NP.
Transformation
The CELFACT and CELRULE layers of CASI represent transformed rules. The input/output matrices represent the input and output relationships between the various facts.
To illustrate this representation, we consider that our knowledge base consists of only two rules, R1 and R3, as cited in Section ( §4.1.). According to the coding presented in Table 10 we have the following transformation: -R1: If (SIW1= =0) and (POS2= =0) and (POS3= =0) then C is person -R3 : If (LN1= = « de ») and (LN2= « âgé ») and (POS1==2) et (SIW2==1) then C is age This rule set, which is integrated into the cellular automaton CASI, is shown in Table 11 (for this illustration we use only some descriptive variables). To build the Boolean Knowledge base, we use the following principles:
-Every premise or conclusion of a rule is represented by a cell in the CELFACT layer -0 initializes the EF state of each cell in CELFACT.
-Every rule in the original base constitutes a cell in the CELRULE layer.
-0 initializes the ER state of each cell in CELRULE.
-For every fact f belonging to CELFACT and for every rule r in CELRULE, if (f) is a premise of (r) then R E [f, r]=1 otherwise 0.
-For every fact f belonging to CELFACT and for every rule r in CELRULE, if (f) is a conclusion of (r) then RS[f, r]=1 otherwise 0.
Boolean inference
To explain the principle of this Boolean inference, we consider the knowledge base shown in Table 11 and the noun phrase "patiente Aissati Lyla .." We first recall the functioning of the cellular automaton CASI. It consists of three phases: selection, filtering, and execution. Before running the inference engine CIE, we must initialize the CELFACT layer with information about the nominal phrase to analyze. In the case of the noun phrase "patiente Aissati Lyla" the following cells are set (EF=1). See Table 12 (a).
In the filtering phase, the transition function δfact is executed to select only established facts. Those facts can participate in the filtering step. SF (output of facts) receives the initial value of EF (input facts).
The ER (input rules) is obtained according to the rule ER =ER + R E T × EF, as shown in Table   12 (b). The cellular engine compares the premises of the rules to all established facts. In our case, the rule R1 is a candidate and its ER receives the value of 1.
During the execution phase, the transition function δ rule is started. At this stage, one or more rules that must be actually called are set. In our case it is only rule R1 that has been selected and therefore its output SR receives the value 0, as shown in Table 12 (c). The conclusion fact of that rule (person) is established in the CELFACT base by EF=EF + (SR×ER). The cellular automaton implemented for entity classification performs only one cycle after each selection step. As shown in Table 12 (c), entries of cells "SIW1= 0 ", "POS2 = 0 " and "POS3 = 0" are active (their EF = 1). After one cycle of inference, the cellular automaton determines the class of "Aissati Lyla" as a person and the EF cell of "C=Person" fact becomes active (EF=1).
EXPERIMENTATION AND DISCUSSION
In this section we describe the data and metrics used to test our approach experimentally and discuss the different results.
Data: Clinical Reports
We have analyzed 50 clinical reports to build the knowledge base, and for the test we created the data set from 15 new clinical reports from patients seen in 2009/2010 at the infectious disease department of the University Hospital of Oran (Algeria). With the help of a doctor, we annotated the test data. We identified 348 different entities. For each of these we recorded the name (person, disease, symptom, etc.) Fig. 5 summarizes the various entities present in the test data.
Metrics
These are standard metrics for evaluating named-entity detection. Three metrics were used to measure the accuracy of named-entity detectors: Precision, Recall, and F-measure. 
Experimental results
Fig . 6 shows the precision, recall, and F-measure for each class. Analysis of the results of this experiment allowed us to better understand the reasons for the decline in performance, especially recall, that were relative to certain entities. For example, the low recall was due to the insufficient coverage of the diversity of disease, symptoms, and findings expressions in our small set of rules. The system fails to recognize entities because it does not have rules for catching these. This case was especially apparent for entities like symptoms, and clinical review.
Globally, the system performs a good extraction. Out of 348 entities, it accurately matched 278, missed 70 (false negative), and identified 28 entities erroneously (false positive). This gives a precision of 92% (macro precision) and a recall of 89% (macro recall). These results are very interesting but need to be checked in a collection of clinical reports, which is more important. The Cellular automaton relies on a library of rules and a lexicon of proper nouns to identify entities. Fortunately, both the lexicon and the rules are flexible, and can be easily customized to better extract the missing named entities.
CONCLUSION
In this paper, we proposed the passage of a classic named entities classification to a cellular classification. In fact, we have explicitly shown the functioning of the cellular automaton for named entities classification.
Our motivation to adopt the principle of cellular automata for this classification task is to exploit its advantages which are knowledge representation and computation time during classification. The Boolean principle offers the following advantages:
-In the form of binary matrices, the representation of knowledge and its controls are simple and require minimal pretreatment.
-Ease of implementation of the transition functions, which are robust and have a low complexity.
-Determining the class for an entity results from the execution of a single cycle of the cellular engine.
This new Boolean representation will reduce the amount of storage and execution time. In fact, this is due to the use of Boolean representation matrices RE and RS, and the multiplication used by Boolean transition functions: δfact and δrule.
Boolean matrices can be expressed as two vectors of several binary sequences and the amount of memory required to store these Boolean matrices is in the order of O (q), when using the q sequences of the r-bit.
The proposed approach has the ability to take into account an initial knowledge base in the form of symbolic rules and convert it according to the principle of Boolean cellular automaton CASI. In the context of improving the performance of this new solution, we plan to add knowledge (rules) by machine learning. The COG component of the automaton CASI, which is based on supervised learning, allows us to make the induction from data. This hybridization will be a performance evaluation for future work. We therefore propose as a perspective or increasing the rate of named entities extraction by using the automatic acquisition of Boolean classification rules. What we are going to baptize a named entities extraction tool that is guided by data mining.
