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〔論 文〕 
参入下限値を単位としたベキ乗則生成モデル 
 
 
鈴  木   武 
 
本稿では，あるシステムがどのような仕組みで
ベキ乗則を生成するかについて，優先的選択を仮
定して考察している。これについては Simon 
(1955) 以来多くの研究がなされてきたが，ほとん
どの場合，要素数 1 で新たなグループとしてシス
テムに参入することが前提とされてきた。その結
果，グループの要素数が大きい場合でのみベキ乗
則が成立するという結論を導いている。 
本稿ではシステムへの参入下限値を設定し，そ
の大きさを単位としてグループ要素数の確率分布
を計算した。その結果，すべての範囲にわたって
ベキ乗則が成立することを述べている。また，従
来の研究では初期条件の確率を表す式と，その後
の確率の変化を表現する式に整合性がなかったが，
その点も整合的になるように考察している。 
【1】モデルの前提である優先的選択を述べ，各
グループの時間経過による確率の変化を表す式を
記述している。【2】モデルの解を段階を追って記
述している。そのうち(a)t 時点における大きさ x
の期待度数を求めている。(b)期待度数の関係式で
用いられる比例定数を計算している。(c)システム
に参入するグループ数を考察し，そこから t 時点
における大きさ xの期待相対度数である確率の関
係式を導いている。(d)定常状態における確率の関
係式を求めている。(e)初期条件の確率を計算する
さいに必要な定数を考察している。(f)確率分布を
計算している。その結果，ユール分布を導いてい
る。(g)参入下限値を単位にした確率分布を求めて
いる。その結果，一般化ユール分布を導いている。
さらにその極限としてパレート分布を求めている。
【3】先行研究の問題点を記述している。そのうち
(a)Simon 論文と，(b)Kullmann & Kertész 論文を取
り上げている。(c)本稿の特徴を述べている。【4】
優先的選択の代わりにランダム・モデルを仮定し，
同様の手順で計算している。(a)モデルの解を計算
している。その結果，幾何分布を導いている。(b)
参入下限値を単位にした確率分布を求めている。
その結果，指数分布を導いている。【5】優先的選
択とランダム・モデルをミックスした混合モデル
を考察している。(a)モデルの解を計算している。
その結果，一般的なパラメータをもつユール分布
を導いている。(b)その分布の両極端なケースを計
算し，それぞれ通常のユール分布と幾何分布を得
ている。(c)参入下限値を単位にした確率分布を求
めている。その極限として，混合分布を導いてい
る。さらに両極端なケースとして，それぞれパレ
ート分布と指数分布を求めている。 
【1】モデルの前提 
あるシステムがどのような仕組みでベキ乗則を
生成するのであろうか。本稿ではそれを説明する
モデルを考察する。モデルを構成するために，以
下の前提をおく。 
システムはいくつかのグループから構成されて
おり，各グループの大きさは要素数で示される。
グループの大きさ x は m 以上の自然数であり， 
x■■m■■1である。初期状態で m 以上の大きさを
もつグループが a 個存在し，大きさの合計を c と
する。初期にシステムの中にグループが存在しな
いことも含め，a ■0 とする。 
毎期 1 要素ずつシステムに参入する。そのさい，
既存のグループのどれかに所属するように参入す
る確率を 1   とする。したがって，既存のグル
ープではなく新たに構成されるグループに参入す
る確率は  になる。ただし，新たなグループは m
以上の要素がなければならないので，大きさが m
になるまでシステムには参入しないで待機してい
るものとする。m  1 の場合には，新たなグルー
プとして，すぐにシステムに参入する。システム
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外で待機している新たなグループは 1 つとする。 
日本の都市システムという事例を考えてみよう。
現在，「市」というグループが数百存在している。
市の大きさは人口という要素で表現される。市を
構成するために必要最低限の人口が m に相当す
る。m は数万人と考えられるので，かなり大きな
数である。 
都市への人口移動，あるいは，都市で生まれる
人口が，都市システムへの参入になる。ただし，
本モデルでは都市から出ていく人口や，都市にお
ける死亡者については考慮していない。毎期 1 人
が都市システムに参入することになるが，参入者
数が多い場合には，各期の間隔を短くとればよい
であろう。 
既存の都市ではなく新たな都市を形成しそこに
参入する場合には，人口が m 人に達するまで都市
以外のところに待機しているものとしている。待
機人口が m 人に達したとき都市システムに参入
してくる。 
 
特定のグループがどのような大きさをとるか，
その確率分布を考えよう。t 時点において，第 i
グループが大きさ xをとる確率を Pi(x, t)であら
わす。t 時点におけるグループの大きさは m から
t  c までの範囲内にある。したがって 
1),( 


txP
ct
mx
i  
である。 
ここで 2 つの仮定を設けよう。それは Simon 
(1955) が初めて提示した仮定である。 
【仮定 1 】システムに参入する要素が既存のど
のグループに所属するかは，各グループの大きさ
に誘引されるものとする。 
【仮定 2 】システムに参入する要素が既存グル
ープではなく，新たなグループに所属する確率は
である。ただし，0■■■■1■。 
仮定 1 は「優先的選択」(preferential attachment)
と呼ばれているので，このモデルを「優先的選択
モデル」と呼ぼう。 
 
第 i グループにおける時間経過による確率の変
化をみよう。( t  1)時点から t 時点にかけて大き
さ x がとる確率の変化は， 
x  m の場合，仮定 1 から 
)1,(),(  txPtxP ii  
)1,1()1({)1(  txPxtK i  
)}1,(  txxPi  (1) 
である。ただし，K( t  1)は時間に依存する比例
定数とする。 
x m の場合 
)1,(),(  tmPtmP ii  
)1,()1()(  tmmPtKt ii  (2) 
ここで i(t)は第 iグループが t時点でシステムに
参入する確率である。 
【2】モデルの解 
時間が経過し t→∞となったとき，システム
全体として大きさ xに関する確率分布がどのよう
になるか，(1)式，(2)式をもとに算出しよう。 
 
(a) 期待度数 
t 時点において大きさ x を固定し，全グループ
の確率合計を求めると，t 時点における大きさ x
の期待度数 f (x, t)になる。 
t 時点におけるグループ数を g(t)としよう。初
期状態においてグループは a個存在しているので，
すべてのグループの大きさが 1 であるならば，グ
ループ数は t  a になる。したがって，グループ
数は a■g(t)■ta の範囲にある。ただし，a  0
の場合には 1 ■g(t)■t の範囲とする。この小さな
差はモデルの本質ではないので，ここでは
a 10g(t)■t  a としよう。それゆえ，t 時点に
おける大きさ x の期待度数は 
),(),(
)(
1
txPtxf
tg
i
i

  (3) 
と表現される。また，期待度数を合計すると 
),(),(
)(
1
txPtxf
ct
mx
i
tg
i
ct
mx





  
)(tg  
であり，グループ数に一致する。 
 
Hosei University Repository
経営志林 第44巻 2 号 2007年 7 月  3 
(1)式を i で合計しよう。( t  1)時点において t
時点のものは実現していない。したがって，その
確率は 0 であることに注意すると 
)1,()1,(
)1(
1
)(
1
 


txPtxP
tg
i
i
tg
i
i  
である。 
(1)式を i で合計すると 
)1,(),(
)1(
1
)(
1



txPtxP
tg
i
i
tg
i
i  




)1(
1
)1,1()1{()1(
tg
i
i txPxtK  
)}1,(  txxPi  
 
よって 
)1,(),(  txftxf  
)1,1()1{()1(  txfxtK  
)}1,(  txxf  (4) 
同様に(2)式についても 
)1,(),(  tmftmf  
)1,()1()(
)(
1


tmmftKt
tg
i
i  (5) 
である。 
ここで )(
)(
1
t
tg
i
i

 について考えてみよう。これ 
は t 時点においてシステムに新たなグループが参
入する確率を意味する。 
新たなグループがシステムに参入するためには，
要素数がm 個に達していなければならない。m 個
に達していない場合はシステム外で待機している
と想定している。待機しているケースとしては，
要素数が 0 個， 1 個，･･･，(m 1)個の m 通り
の場合がある。 
要素が新たなグループに所属する事象は毎期ラ
ンダムに起こり，m 個になるとクリアされ 0 個に
戻るので，どのケースも同じ条件にある。したが
って，各ケースの生じる確率は等しいと考えてよ
い。t 時点において要素が新たなグループに所属
する確率は であり，(m 1)個の要素がシステ
ム外で待機している場合のみ，新たなグループが
システムに参入してくる。したがって，その確率 
は
m

となる。それゆえ(5)式は 
)1,(),(  tmftmf  
)1,()1(  tmmftK
m

 (6) 
と書ける。 
 
(b) 比例定数の計算 
比例定数 K( t 1)を求めよう。( t 1)時点にお
ける全グループの要素数合計は( t 1 c)である。
ただし，新たなグループに所属するためシステム
への参入を待機している要素があるかもしれない。
その数もここでは含めている。というのは，後述
する定常状態における確率を考慮するさい，都合
がよいからである。 
グループの大きさは m から( t 1 c)までの可
能性がある。該当する大きさがない場合には，そ
の確率を 0 とする。 
K( t 1)xf(x, t 1)は第 t 要素がシステムに参
入するとき，すでに x 回生起しているグループの
どれかに属する確率である。すべての x について
その和をとると，第 t 要素が既存のどれかのグル
ープに属する確率(1 )になるので 



1)1,()1(
1
txfxtK
ct
mx
 (7) 
また，すべての大きさを合計すると要素数全体の
値になるから 
cttxfx
ct
mx



1)1,(
1
 (8) 
したがって，(7)式，(8)式から 
ct
tK



1
1
)1(

 (9) 
である。 
 
(c) グループ数についての仮定 
相対度数を求めるさい度数の合計が必要である。
本モデルではグループ数と度数の合計が一致する
ので，グループ数の具体的な表現を考察する必要
がある。そこで，グループ数は参入する要素数に
比例するという仮定を設けよう。すなわち，t 時
点におけるグループ数 g(t)は初期状態における a
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個のグループ数と，要素数 t に比例する部分から
なると仮定する。比例定数を k とすると 
)10(,)(  katktg  (10) 
と表される。 
t 時点における大きさ x の期待相対度数，すな
わち確率は 
)(
),(
),(
tg
txf
txP   
atk
txf


),(
 (11) 
と表現される。 
 
もし要素数としてシステム外で待機している要
素を含めないとしよう。t 時点における待機要素
数を w(t)とすると，グループ数の期待値は(10)
式ではなく 
atwtktg  )}({)(  
となり，大きさ x の確率も 
atwtk
txf
txP


)}({
),(
),(  
となる。 
ここで t→∞として，定常状態における大き
さ x の確率 P(x)を求めよう。w(t)は 0 から
(m 1)までたえず変化するので P(x)の値も揺ら
ぐことになる。とくに m の値が大きい場合には，
m 1 の状態から 0 の状態に変化するとき，P(x)
の値のブレも大きい。それゆえ，システム外で待
機している要素も含めて数えることにする。 
 
(11)式を用いると，(4)式は 
)1,(1),( 











 txP
k
a
ttxP
k
a
t  
ct
t
k
a



1
1
)1( ・  
)1,1()1({  txPx・  
)}1,(  txxP  (12) 
(6)式は 
)1,(1),( 











 tmP
k
a
ttmP
k
a
t  
ct
t
mk
k
a



1
1
)1( ・

 
)1,( tmmP・  (13) 
となる。 
 
(d) 定常状態における確率 
t→∞としたとき，定常状態になると仮定して，
大きさ x の確率を求めよう。その準備として(12)
式，(13)式に出てくる 
ct
t
k
a


1
1
 
の値について考えてみよう。 
もし a  c  0 ならば，この値は 1 である。ま
た，グループ数が要素数に比例するという仮定に
従うとすれば a  kc であり，この場合も値は 1
になる。 
グループ数と要素数は比例関係に近いと考えら
れるが，それから多尐はずれたとしても，t が大
きな値をとる場合には分母・分子がほぼ等しい値
になる。したがって，この値は 1 とみなしてよい。 
 
以上のことを考慮すると，x m の場合におけ
る(12)式は 
)(1)( xP
k
a
txP
k
a
t 











  
)}()1()1({)1( xxPxPx    (14) 
となる。したがって 
)(})1(1{ xPx  
)1()1()1(  xPx  
変形して 
)1(
)1(1
)1()1(
)( 


 xP
x
x
xP


 
)1(
1
1
1





xP
x
x

 
となる。ここで 




1
1
 (15) 
とすると 
)1(
1
)( 


 xP
x
x
xP

 (16) 
と表現される。 は後述するように分布を特徴づ
けるパラメータとなる。 
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t→∞のとき，x m の場合における(13)式は 
)(1)( mP
k
a
tmP
k
a
t 











  
)()1( mmP
mk


  (17) 
したがって 
mk
mPm

  )(})1(1{  
変形して 
m
mP mk
)1(1
)(



  (18) 
となる。 
 
(e) 定数の計算 
ここで，定数
mk

の値について考えてみよう。 
(10)式から 
matg
t
mk

・


)(
 
である。 
t 時点までに t 個の要素がシステムに参入して
いる。そのうち，新たなグループに所属する要素
の期待割合は  である。グループを形成するため
にはm個の要素が必要なので t時点におけるグル
ープ数の期待値は， 
個）（初期に存在しているa
m
t






 
である。したがって，
m
t
atg

)( となるので， 
mk

の期待値は 
1
m
t
mk
m
t

 ・  (19) 
それゆえ，(18)式における P(m)の期待値は 
m
mP
)1(1
1
)(

  




m
 (20) 
となる。 
 
(f) 確率分布の計算 
(16)式，(20)式から 
)1(
1
)( 


 xP
x
x
xP

 
)(
11
21
mP
m
m
x
x
x
x






・・・・  









mx
m
m
x
・・
)1(
)1(
)(
)(
 











mm
m
x
x
・・
)1()(
)1(
)1(
)1()(
 
)()(
)(
)1(
)1()(









m
m
x
x
・  
),(
)1,(


mB
xB 
  
したがって 
),(
)1,(
)(


mB
xB
xP

  (21) 
これは定義域 x m, m 1, m 2,･･･で，パラ
メータ のユール分布である。 
 
(g) 参入下限値を単位にした確率分布の表現 
ここまでは xのとりうる単位を 1 としてきたが，
参入下限値 m が 1 に比べてかなり大きいときに
はm を単位にした方が現実的である。 
m を単位にした確率変数を Y とし 
m
x
y   
とする。 
y のとりうる区間幅は 
m
h
1
  
であり，定義域は y 1, 1 h, 1 2h,･･･である。 
そのとき確率変数 Y の分布は 
),(
)1,(
)(
1 

h
h
y
B
B
yP

  (22) 
となる。 
これは「一般化ユール分布」と呼ばれるもので
ある。m が大きくなるほど h は 0 に漸近する。し
たがってパレート分布 
)1(,)( 1   yyyf   (23) 
に近似する(注 1 )。 
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【3】先行研究の問題点 
ベキ乗則現象をユール分布に帰着して説明した
ものとしては，Simon (1955) をもって嚆矢とする。
したがって，本稿では主として Simon 論文を参考
にして議論を組み立てた。Simon の考え方を踏ま
えた論文は数多く発表されているが，そのひとつ
として，本稿では Kullmann & Kertész (2001) を
取り上げている。とくにこの論文が代表的という
わけではないが，一例として参考にした。 
 
(a) Simon 論文 
Simon 論文と本稿との主な相違を記述するが，
そのさい本稿の記号に翻訳して述べる。 
本稿では各グループの確率の変化を説明する
(1)式と(2)式から始めている。しかし，Simon 論
文ではいきなり仮定 1 から(4)式を導いており，
各グループについての記述である(1)式と(2)式を
省いている。その理由として，Simon は(1)式から
(4)式は導けるが，その逆は必ずしも成りたたない
ことを言い，それゆえ，仮定 1 を尐し緩やかな条
件と解釈し，モデルを組み立てている。Simon の
議論では，f (x, t )は t 時点における実現値を意味
している。また，f (x , t 1)は t時点からみた t  1
時点での度数の予測値であり，期待値でそれを表
している。したがって Simon は E f(x, t 1)と
いう記号を用いている。 
本稿では各グループの確率を説明する Pi(x,t)
は実現値ではなく，期待値として考えている。し
たがって各グループの確率を合計した f (x,t)も
期待値である。各グループごとに実現値として(1)
式，(2)式を想定することはなかり厳しい仮定にな
るであろう。しかし，グループの確率を合計した
(4)式と(6)式であれば大数法則が作用するので，
より現実的である。その点で，Simon 論文の方が
本稿より緩い仮定で成りたっている。 
Simon 論文で不備な点は，いきなり度数を表現
する(4)式から始めているので，本稿【2】(c)で記
述したグループ数についての考察が欠ける結果に
なっていることである。それゆえ，初期条件を与
える(6)式は m 1 のケースについて導かれてい
るが，(4)式を解いたときの初期条件である P(1)
が具体的な式として与えられていない。もっとも， 
(4)式を解いて 1)(
1


x
xP という条件を付加す 
れば，初期条件としての P(1)は定まる。そのと
きの問題点は，(6)式における P(1)と整合的であ
るかということである。整合的にするためには，
本稿【2】(e)で記述している定数の計算を考慮し
なければならない。Simon 論文ではこの点が欠落
している。 
 
(4)式と(6)式を用いて定常状態における P(x)
を求めるさいに，何らか追加的な仮定が必要であ
る。本稿では(10)式がそれにあたる。Simon 論文
ではすべての x，t について 
t
t
txf
txf 1
),(
)1,( 


 (24) 
を仮定している。 
本稿の記述からは，a  0 のケースで(11)式を用い 
),(
)1,()1(
),(
)1,(
txPtk
txPtk
txf
txf 


 
となる。さらに定常状態を想定し， 
)1,(),(  txPtxP  
を用いて(24)式を導くことができる。このような
手順を踏まないと(24)式の仮定の意味は分かりに
くい。 
Simon 論文では(24)式を仮定することにより 
t
t
txf
txf
txf
txf 1
),1(
)1,1(
),(
)1,( 





 
であるから 
)(
)1,1(
)1,(
),1(
),(
x
txf
txf
txf
txf





 
を導き，t によらない比を求めている。t によらな
い比であるので，定常状態においては期待相対度
数，すなわち確率の比と書き直してもよい。 
)(
)1(
)(
x
xP
xP


 
と表される。これが(16)式に対応する。 
 
(b) Kullmann & Kertész 論文 
Kullmann & Kertész 論文では，各グループの確率
の変化を説明する(1)式，(2)式から始めている。
したがって本稿と同じように，Pi(x,t)は実現値で
はなく期待値である。 
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ただし，その先の展開が本稿とは異なり，度数
f (x,t)を求めず，確率 P(x,t)を直接求めている。
すなわち，a  c  0 のケースで 
),(
1
),(
1
txP
t
txP
t
i
i

  (25) 
としている。これに相当する本稿の記述では，(11)
式を変形した 
),(
)(
1
),(
)(
1
txP
tg
txP
tg
i
i

  (26) 
である。 
(25)式と(26)式の相違は，各グループを表す i
が 1 から t までをとるのか，あるいは 1 から g( t)
までかの点にある。すべての要素が異なるグルー
プを形成するならば前者になるが，それ以外では
グループ数は t 個より尐ない。その場合に(25)式
のように t で割ると，確率 P(x, t)は小さめに計算
されてしまう。この点が問題である。 
Kullmann & Kertész 論文において 
),(),(
1
txPtxf
t
i
i

  (27) 
とおき，新たなグループを構成していない i の確
率を 0 とすれば，(3)式と同等のものが得られる。
したがって，(1)式と(2)式から，(4)式と(6)式を
導くことができる。 
(4)式から(12)式に相当するものを導くとき，
f (x, t)を g( t)で割るのではなく，t で割ることに
なる。ただし，各項に f (x, t)あるいは f (x, t 1)
があるので，結果は(12)式と同じものが得られる。
すなわち 
)1,()1(),(  txPttxtP  
)1,1()1({)1(  txPx  
})1,(  txxP  (28) 
である。 
問題は(13)式に相当する式である。m 1 の場
合，(6)式の右辺第 1 項は  である。そこに注意
して，(13)式に相当する式を書いてみると 
)1,1()1(),1(  tPttPt  
)1,1()1(  tP  (29) 
となる。ここで定常状態における式を求めると 




2
)1(P  
になる。 
これは(28)式を 1)(
1


x
xP という制約条件 
で解いたときの初期値である 


2
1
)1(P  
とは整合的でない。 
 
(c) 本稿の特徴 
Simon (1955) を踏まえた従来の論文にはない
本稿の特徴は，①初期条件の式を明確にしたこと
に加え，② x のとりうる下限 m を明示し，m を
単位にして分布 P(y)を求めた点にある。Simon 論
文では，ベキ乗則が成りたつのは x が大きな値を
とるようになる場合である。すなわち，(21)式に
おいてm  1 の場合 
),1(
)1,(
)(


B
xB
xP

  
)1(
)(
),1(
)1(





x
x
B
・  
xxxB ・・・
・
)1()(
1
),1(
)1(





 
 
x とすると 
)1(
),1(
)1(  


x
B
・～  
である。 
本稿では大きな m の値を想定しているので， 
0
1
 mh の場合，(22)式が(23)式に漸近する。 
したがって y  1 のすべての範囲にわたってベキ
乗則が成立する。 
【4】ランダム・モデル 
仮定 1 の代わりに次の仮定をおく。仮定 2 はそ
のままである。 
【仮定 1 R】システムに参入する要素が既存の
どのグループに所属するかは，各グループすべて
同じ確率である。 
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(a) モデルの解 
前述した優先的選択モデルと同様の手順を踏ん
で，モデルの解を求めてみよう。 
まず，各グループの確率の変化を記述する式で，
(1)式に対応する x m の場合は 
)1,(),(  txPtxP ii  
)1,1({)1(  txPrtK i  
)}1,(  txPi  (30) 
(2)式に対応する x m の場合は 
)1,(),(  tmPtmP ii  
)1,()1()(  tmrPtKt ii  (31) 
である。仮定 1 R から，r はグループの大きさに
関わらず一定の値とする。 
期待度数を表す(4)式に対応する式は 
)1,(),(  txftxf  
)1,1({)1(  txfrtK  
})1,(  txf  (32) 
(6)式に対応するのは 
)1,(),(  tmftmf  
)1,()1(  tmfrtK
m

 (33) 
である。 
比例定数 K( t  1)を求める計算において， 
(7)式に対応するのは 



1)1,()1(
1
txfrtK
ct
mx
 (34) 
また，期待度数を合計するとグループ数になるか
ら，(8)式に対応するのは 
)1()1,(
1



tgtxf
ct
mx
 
atk  )1(  (35) 
したがって，(34)式，(35)式から 
atk
rtK



)1(
1
)1(

 (36) 
となる。 
 
大きさに関する確率の関係式を記述しよう。 
まず x m の場合，(11)式と(36)式を(32)式に
代入すると 
)1,(1),( 











 txP
k
a
ttxP
k
a
t  
)1,1({
1


 txP
k

 
)}1,(  txP  (37) 
になる。したがって定常状態では 
)}()1({
1
)( xPxP
k
xP 



 
よって 
)1(
1
1
)(
1




xPxP
k

 (38) 
である。これを解くと 
)(
1
1
)(
1
mPxP
mx
k













 
になる。 
ここで初期条件 P(m)を求めよう。 
mx
mx
k
mx
mPxP

 


 








1
1
1
)()(  






1
1
1
)(
k
k
mP ・  
したがって， 1)( 

mx
xP から 






1
1
1
)(
k
k
mP  (39) 
でなければならない。 
 
初期条件 P(m)の確率を決める関係式を(33)式
から直接求めよう。 
)1,(1),( 











 tmP
k
a
ttmP
k
a
t  
)1,(
1


 tmP
kmk

 (40) 
定常状態では 
)(
1
)( mP
kmk
mP
 
  
ここで(19)式から 1
mk

とすると 






1
1
1
)(
k
k
mP  
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したがって(39)式で求めた P(m)と整合的である。
それゆえ 
mx
kk
k
xP















11
1
1
1
1
)( ・  (41) 
が得られる。これは幾何分布である。 
 
(b) 参入下限値を単位にした確率分布の表現 
参入下限値m を単位とした分布を考えよう。 
1,
1
1
,
1
11
1 





 qpqp
kk
k


 
とすると 
mxqpxP )(  (42) 
と書ける。ここでm を単位とする確率変数 Y を 
m
h
m
mx
y
1
, 

  
とする。確率密度関数は 
h
y
qpyP )(  (43) 
と書ける。x m, m  1, m  2,･･･の値をとる
から y  0, h, 2h,･･･の値である。 
 
【定理】(43)式において，区間幅 h を限りなく
0 に近づけたとき
h
yP )(
は指数分布 
)0(,)(   yeyf y  (44) 
に収束する。ただし，
hq
p
 である。 
 
（証明）
h
h
p




1
，
h
q


1
1
であるから 
hhh
h
h
yP h
y
1
1
1
1
)(










 
)(1
)1(
1
y
hh
h



 


  
ここで h とすると 
y
h
e
h
yP
yf  


)(
lim)(
0
 
（証明終わり） 
 
定理より，ランダム・モデルにおいて参入下限
値m を単位とした分布は，指数分布に近似される。 
次の混合モデルを議論する準備として， を用
いて分布を表現しておこう。 
hq
p
  
h
k 1
1
・

  
したがって 
m
h
k 



1
 (45) 
である。(41)式は次のように表現される。 
mx
mm
mxP













1
1
1
)( ・  (46) 
【5】混合モデル 
仮定 1 の代わりに次の仮定をおく。仮定 2 はそ
のままである。 
【仮定 1 M】システムに参入する要素が既存の
どのグループに所属するかは，各グループの大き
さに誘引される部分と，すべてのグループに共通
な誘因部分とからなる。 
混合モデルは優先的選択モデルとランダム・モ
デルをミックスしたものである。 
 
(a) モデルの解 
優先的選択モデルと同様の手順を踏んで，モデ
ルの解を求めよう。x m の場合，(1)式に対応す
るのは 
)1,(),(  txPtxP ii  
)1,1()1({)1(  txPxtK i  
)1,1()1,(  txPstxPx ii  
)}1,(  txPs i  (47) 
 
x m の場合，(2)式に対応するのは 
)1,(),(  tmPtmP ii  
)1,({)1()(  tmPmtKt ii  
})1,(  tmPs i  (48) 
である。仮定 1 M から，s はグループの大きさに
関わらず一定の値とする。 
(4)式に対応する期待度数の式は(47)式から 
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)1,(),(  txftxf  
)1,1()1({)1(  txfsxtK  
})1,()(  txfsx  (49) 
 
(6)式に対応するのは 
)1,(),(  tmftmf  
)1,()()1(  tmfsmtK
m

 (50) 
である。 
比例定数 K( t  1)を求めよう。(7)式に対応す
るのは 
)1,()()1(
1



txfsxtK
ct
mx
・  
 1  (51) 
要素数全体の値から 
cttxfx
ct
mx



1)1,(
1
 (52) 
また，期待度数の合計から 
atktxf
ct
mx



)1()1,(
1
 (53) 
したがって，(51)式に(52)式，(53)式を代入して 
 1]})1({)1[()1( atkscttK  
変形して 
})1({1
1
)1(
atksct
tK




 (54) 
となる。 
 
大きさに関する確率の関係式を記述しよう。 
x m の場合，(49)式に(11)式と(54)式を代入
すると 
)1,(1),( 











 txP
k
a
ttxP
k
a
t  
})1({)1(
)1()1(
atksct
t
k
a




 
)1,1()1([  txPsx・  
])1,()(  txPsx  (55) 
である。定常状態では 
)(1)( xP
k
a
txP
k
a
t 











  
})1({)1(
)1()1(
atksct
t
k
a




 
)]()()1()1[( xPsxxPsx ・  
 
【2】(d)の議論を踏まえて 
)1(
1
)(
1
1






xP
sx
sx
xP
sk

 
となる。 
(15)式および(45)式から 
 





11
1
1
1 ksks
 
m
s
   (56) 
したがって 
)1(
1
)( 


 xP
sx
sx
xP
m
s
 (57) 
と表現される。これを解くと 
m
s
m
s
sx
sx
sx
sx
xP
  




1
21
)( ・  
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1
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m
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


m
s
m
s
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



・  
)(mP・  
ここで

mx
xP )( を計算するために，つぎの準備
が必要である。 











)(
)(
m
s
sx
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)1(
)(
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







m
s
sx
sx
m
s


 ・  
以下，上式を途中の変形で用いる。 


mx
xP )(  
)(
)1(
)(
sm
sm
mP m
s




・  
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
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m
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


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したがって 
m
s
m
s
sm
mP






)(  (58) 
でなければならない。 
 
初期条件の確率 P(m)を(50)式から直接求めよ
う。 
)1,(1),( 


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
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



 
)1,( tmP・  (59) 
定常状態では【2】(d)の議論を踏まえて 
)(
1
)()1(
)( mP
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


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ここで(19)式から 1
mk

とすると 

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
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m
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となり，(58)式に一致するので整合的である。 
 
(57)式を解いて，初期条件の(58)式を代入すれ
ば 
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)1,(
)(
m
s
m
s
smB
sxB
xP






  (60) 
が得られる。 
 
(b) 両極端のケース 
(60)式において s  0 とおけば 
),(
)1,(
)(


mB
xB
xP

  
となり，優先的選択モデルの解である(21)式に一
致する。 
 
s →∞の場合には，(46)式に一致することを
述べよう。 
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s
m
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・  
ここで s →∞とする。 
m
m
mx
m
xP



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









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1
)( ・  
となり，ランダム・モデルの解である(46)式に一
致する。 
 
(c) 参入下限値を単位にした確率分布の表現 
参入下限値 m を単位にする確率変数 Y の分布
を求めよう。(60)式において 
m
h
m
x
y
1
,   
とおく。x m, m  1, m  2,･･･であるから
y  1, 1  h, 1  2h,･･･の値をとる。 
(60)式は 
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m
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y
sB
sB
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  (61) 
と変形される。 
(61)式で h → 0 としたときの確率密度関数 
h
yP
yf
h
)(
lim)(
0
  
を求めよう。 
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ここで lm
s
hs  とおく。 
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h → 0，s →∞で l  hs が一定の値に収束する
ならば，Y の分布は 
,)()1()()( )1(    ll lyllyf  
 )1( y   (62) 
となる。 
l → 0 ならば 
)1(,)( )1(   yyyf   
である。Y の分布はパレート分布になり，(23)式
に一致する。 
l →∞ならば，h → 0 であるから 
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ここで l →∞とすると 
h
yP
xf
l
)(
lim)(

  
yee    
)1(,)1(   ye y  
である。Y の分布は指数分布になり，(44)式と一
致する。ただし，(44)式は y  0 の範囲で表現さ
れていることに注意する必要がある。 
 
(62)式において   1 として，l → 0 (パレ
ート分布)，l →∞ (指数分布)，l  1 (混合分布
の一例)のケースをグラフに描いた。 
 
混合モデル分布から得られるケース
0
0.2
0.4
0.6
0.8
1
1 2 3 4 5
ｙ
ｆ（ｙ） パレート分布
指数分布
混合分布
 
(63)式において    1で， l → 0  パレート分布 
 l →∞  指数分布 
 l → 1 混合分布 
 
【注】 
(1) 鈴木(2007)を参照 
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