The 26 December 2004 Sumatra earthquake produced static offsets at continuously operating GPS stations at distances of up to 4500 km from the epicenter. We used these displacements to model the earthquake, and include consideration of the Earth's shape and depth-varying rigidity. The results imply that the average slip was >5 m along the full length of the rupture, including the ~650-km-long Andaman segment. Comparison of the source derived from the far-field static offsets with seismically derived estimates suggests that 25 to 35% of the total moment release occurred at periods greater than 1 hour. Taking into consideration the strong dip-dependence of moment estimates, the magnitude of the earthquake did not exceed M w = 9.2.
inferred from very long-period data (> 500 s) (3) . Static surface offsets are caused by the elastic deformation of the Earth in response to the earthquake. Geodetic measurements of these motions can be used to derive kinematic rupture models and calculate the size of the event, independent of the seismic energy released by the earthquake.
Here we utilize data from 41 continuously operating GPS stations to calculate coseismic surface displacements throughout southeast Asia (4) . All but five of the stations are located at distances > 1000 km from the earthquake epicenter ( Fig. 1 ). We combined our own solutions with daily solutions of global IGS stations (5) . The GPS data were processed using the GAMIT/GLOBK software package to produce time series of station coordinates in the ITRF-2000 reference frame spanning at least 20 days before and after the earthquake (see Supporting Online Material, and fig. S1 ). We estimated offsets at the time of the earthquake by differencing the mean positions in the 5-days before and after the earthquake, respectively. Data from the first 5 hours following the earthquake are not included in that day's solution. We only used the horizontal components in our analysis. We also utilized estimated offsets from campaign GPS measurements on the Andaman and Nicobar Islands (6) . The GPS data show that there was a coherent surface motion roughly directed toward the earthquake rupture at distances up to 4500 km from the epicenter (Fig. 1, table S1 ).
The standard approach of modeling the surface motions from an earthquake using an elastic half-space approximation of the Earth (7) is inappropriate for an event of the magnitude and dimensions of the Sumatra earthquake. We model the event using PREM, a spherically-layered elastic structure of the earth determined from inversion of Earth's free oscillation spectra (8, 9) . Static deformation in a spherical geometry is evaluated using the method of (10, 11) . Forward model comparisons of the Sumatra earthquake show that surface motions calculated with a homogeneous spherical model greatly exceed surface motions of the layered spherical model at large distances ( fig. S2) .
We define the geometry of the earthquake rupture based on constraints provided by the distribution of aftershocks and independent seismic source studies (1). We sub-divided the model geometry into three principal along-strike segments aligned with the strike of the megathrust from Sumatra to the northern Andaman Islands (table S2). The magnitudes of the far-field displacements are highly sensitive to fault dip ( fig.  S4 ), and we thus subdivided each segment in our model into two sub-segments to simulate the dip increase with depth. This geometry is consistent with seismic constraints of depths to the top of the slab (12) and the ~30° nodal-plane dips of a large cluster of aftershocks at ~5° N and depths of 45 to 50 km (Fig. 2) . Seismic source studies suggest that the rake of the rupture became more oblique toward the north (2) . Little strike-slip motion on the southern segment is evident in the focal mechanism solutions of the aftershocks but significant strike-slip motion appears likely on the Andaman and Nicobar segments (segments 1 and 2 in Fig. 2 ). The firstorder models that we consider therefore involve uniform dipslip and strike-slip components on the Andaman and Nicobar segments and uniform dip slip on the southern segment.
If we solve for the optimal uniform slip values on each rupture segment (Model M1 in Table 1 ), the slip averages more than 5 m on all segments. The displacement field predicted by this model (Fig. 1A) fits the GPS dataset well at all distance ranges. A second case (Model M2), which does not allow for slip on the Andaman segment results in a significantly worse fit (13) ( Table 1 ). The predicted displacement field of Model M2 (Fig. 1B ) fails particularly to predict the coseismic offsets of Indian sites, which moved up to 25 mm eastward. This confirms that the Andaman segment participated in the Sumatra-Andaman earthquake sequence and slipped by several meters predominantly as dip slip, but with a minor, right-lateral strike-slip component.
A variation of Model M1 in which the deeper subsegment of segment 3 is neglected leads to a significantly worse fit (reduced χ 2 =1.63 versus 1.36 for Model M1). The sensitivity to fault dip around the southern part of the rupture arises from the large dependence of displacement azimuth on dip at Sumatran sites south of the equator ( fig. S4 ). This indicates that the deeper portion of the megathrust in the southernmost part of the rupture participated with several meters of slip, consistent with the occurrence of deeper aftershocks there (Fig. 2) . If we restrict slip on the northern segments 1 and 2 to their shallowly dipping portions, the dataset is fit nearly as well as that involving slip on the wider faults and estimated slip values nearly double (Model M3 in Table 1 and Fig. 1C) .
These kinematic models may be compared with available horizontal movements determined from campaign GPS measurements of the Andaman and Nicobar Islands (6) (Fig.  2) . Model M3 generally matches well the measured offsets, whereas model M1 predicts offsets that are too small and predicts the incorrect sense of uplift at some of these sites. These comparisons indicate that most of the coseismic slip was shallow (less than ~30 km depth) in these regions. However, the actual slip distribution is expected to be more complex than our simple uniform slip models, consistent with substantial heterogeneity in the observed near-field uplift and subsidence patterns along the Island chains (14) .
The scalar seismic moment of the earthquake sequence calculated with Model M1 is M 0 =5.67 x 10 22 Nm, corresponding to a moment magnitude of M w =9.14. This is 40% larger than the seismic moment determined in the Harvard CMT solution using long period body waves and surface waves up to 300 sec period. It is about one-half of that determined by (3) using free oscillations up to one hour period, which corresponds to M w =9.30. We note that source excitation of very-long-period fundamental spheroidal modes (15) is primarily through the moment tensor components M rr and (M tt + M pp ), which are proportional to slip x sin(λ) x sin(2δ), where λ is fault rake and δ is dip. With moderate dips of δ =35° used here on the deeper portions of the various segments, the contribution to the free oscillation excitation is equivalent to that produced by a 15°-dipping fault with twice the slip. An increase in seismic moment will therefore result if slip is constrained to be on the shallowly-dipping portions of the fault segments. This is verified by Model M3, which is identical to Model M1 except that slip on segments 1 and 2 is restricted to their shallowly-dipping portions and has an increased M w =9.17. The best-fitting point source constrained to the CMT source depth of 28.4 km and dip of 8° (i.e., the source depth and dip assumed by (3)) results in M w =9.37 (Model P in Table 1 ) and a scalar moment M 0 that is 27% greater than that estimated by (3) . The sensitivity of the scalar moment to fault dip is directly illustrated in Fig. 3A , where M 0 estimated from inversion for the best-fitting point source exhibits a ~ (sin 2δ) -1 dependence, whereas the estimated moment tensor component M rr varies little with changing dip. Thus, once the steeper average dip of the Sumatra rupture is taken into consideration the estimated moment magnitude does not exceed M w = 9.2. The static displacement field measures earthquake size at periods far greater than the ~1 hour period measured by Earth's free oscillations (3) . A useful measure of the earthquake size is the combination of moment tensor components M rr and (M tt + M pp ) which dominate the excitation of both the low-degree fundamental spheroidal modes as well as the static displacements. Since M rr = -(M tt + M pp ) for a shear dislocation, we consider the single measure M rr , which carries the advantage of being nearly geometryindependent (Fig. 3A) . The model of (3) corresponds to M rr = 2.59 x 10 22 Nm. Our finite source models yield M rr = 3.26 to 3.61 x 10 22 Nm (Table 1) . Fig. 3B demonstrates a systematic increase in M rr with period, including the CMT solution involving periods < 300 s and the seismic slip inversion of (1) at periods up to 2000 s. This trend, first noted by (3) , implies that about 25-35% of the total seismic moment release occurred beyond the ~1 hour timescale that is directly detectable with seismic waves. The precise time of cessation of significant moment release is uncertain. The GPS time series ( fig. S1 ) qualitatively suggest an upper bound of 1 day. If most or all of the post-1 hour slip were confined to the Andaman segment, then the evolution of aftershocks may provide guidance. Moderate-sized earthquakes on the Andaman segment may have occurred on localized asperities simultaneously with predominantly aseismic slip. The rate of moderate earthquakes on the Andaman segment (Fig. 3B) suggests that a large part of the slip occurred between 40 minutes after the mainshock, coinciding approximately with the initiation of coseismic subsidence of Port Blair (14), and 2.5 hours after the mainshock. u i and λ i denote, respectively, slip and rake on fault i. We hold fixed λ 3 = 90 • . Inversions are subjected to the constraint 90 • = λ 3 ≤ λ 2 ≤ λ 1 . Variable rake on fault-1 subsegments is described in Table S2 . § Reduced χ 2 , equal to the full χ 2 divided by N − n, where N = 82 is the number of data constraints and n is the number of independent parameters (n = 5 for Models M1 and M3, n = 3
for Model M2, n = 5 for Model P). 
