We present a method that exploits self-consistent simulation of coarse-grained and fine-grained models, in order to analyse properties of physical systems. The method uses the coarse-grained model to obtain a first estimate of the quantity of interest, before computing a correction by analysing properties of the fine system. We illustrate the method by applying it to the Asakura-Oosawa (AO) model of colloid-polymer mixtures. We show that the liquid-vapour critical point in that system is affected by three-body interactions which are neglected in the corresponding coarse-grained model. We analyse the size of this effect and the nature of the three-body interactions. We also analyse the accuracy of the method, as a function of the associated computational effort. arXiv:1907.07912v1 [cond-mat.stat-mech] 
I. INTRODUCTION
Coarse-grained models are useful throughout many areas of physics and chemistry. 1, 2 Depending on their context, they are used in different ways. In some cases, the idea is to develop a simple model that captures important qualitative features of some physical system. [3] [4] [5] Alternatively, one may develop a coarse-grained (CG) model that captures quantitatively the behaviour of a more detailed (fine-grained, FG) model. 2, [6] [7] [8] [9] This second type of application is one of the foundations of multi-scale modelling approaches. 10, 11 Enormous theoretical and computational effort has been invested in the development of accurate CG models. In the simplest case, one starts from a FG model with a classical Hamiltonian, and one aims to characterise its potential energy surface (PES) as a function of some simpler collective variables. 6, 12 Alternatively, the FG model might be a quantum mechanical system, and one develops a CG model that aims to fit the Born-Oppenheimer PES for the nuclear co-ordinates. 10, 11 A number of recent works have used machine-learning methods [13] [14] [15] to derive approximate PESs in this case.
Independent of the specific application, the most common approach in such cases is to derive a CG model that is as accurate as possible, and then to estimate observable properties of the original (FG) model by computing the corresponding quantities in the CG model. If the CG model is an accurate representation of the fine one then this approach works well. However, it is very rare for the CG model to be perfect, which means that this approach almost always results in some systematic errors, when estimating properties of the fine model. No information about these errors is available from analysis of the CG model alone.
In this work, we discuss a method for eliminating these coarse-graining errors. Specifically, we make quantita-tive estimates of observable properties of the FG model, which we decompose as the value of the corresponding quantity for the CG model, and an explicit correction term. We show how this correction can be estimated, in an efficient way. Our method is inspired by recent mathematical studies, particularly the multilevel approach, [16] [17] [18] which has been developed recently for applications in Bayesian statistics and uncertainty quantification. [19] [20] [21] (We note that the term "multi-level" has a specific mathematical meaning and should not be confused with the "multi-scale" terminology used in physics and chemistry. 10, 11 ) Our method corresponds to a multi-level implementation with only two levels, so we call it a two-level (TL) method. It shares many features with importance sampling methods, biased sampling techniques, 22, 23 and free-energy perturbation methods 24 (see for example Ref. 15 for a recent application of this method, in order to correct for coarse-graining errors). Our implementation of the TL method is informed by recent mathematical results and has been chosen to minimise the systematic errors (bias) in our estimates of properties of the FG system. As we discuss below, we minimise the bias by using a method for free-energy estimation 25 that is based on the fluctuation theorems of Jarzynski 26 and Crooks. 27 This free-energy estimation method is equivalent to the mathematical technique of annealed importance sampling. 28 The method that we present is general. As a specific application, we use it to analyse the Asakura-Oosawa (AO) model 29, 30 of colloid-polymer mixtures. 31 In this model, colloidal particles and polymers are described as spheres of different sizes, with pairwise interactions. The ratio of particle sizes is q ≤ 1. In the corresponding CG model, only the colloidal particles are included. If q is sufficiently small then a CG model with pairwise interactions provides an exact description of the colloidal degrees of freedom. 32 For larger q, only approximate CG models are available, because of effective interactions among the large particles that cannot be described by a pairwise additive potential. [32] [33] [34] In this case -as in many other CG models which restrict to pairwise interactions 1, 35 -corrections to the CG model are required 34 in order to accurately estimate properties of the full (finegrained) mixture.
For the specific case of the AO model, a method for calculation of these corrections was previously exploited by Dijkstra and co-workers. 36, 37 They used a geometrical construction to analyse many-body interaction terms on the fly, during a CG simulation. Our method provides an alternative route to computation of these corrections: it provides an accurate characterisation of the critical point of the AO mixture. As expected, 33, 36, 37 we find that many-body effective interactions for the colloids tend to reduce the tendency of the system to form clusters. We also analyse the nature and strength of the three-body and many-body effective interactions. In particular, for q = 2 5 , we show that a CG model with two-and threebody interactions can capture the critical point to high accuracy, where a two-body CG model fails.
The structure of the paper is as follows. Sec. II describes the general method, while Sec. III describes the AO model and details how the method is applied in this case. In Sec. IV we present numerical results. Then, Sec. V analyses the accuracy of the method, and its statistical uncertainties. Finally, Sec. VI summarises the conclusions and outlook. Additional technical detail is provided in the appendices.
II. THE TWO-LEVEL METHOD

A. Outline
This Section presents our method in general terms, using a schematic notation. The specific application that we consider is a mixture of large and small particles, for which full definitions are given in Sec. III.
Consider a system with many degrees of freedom, and suppose that we are given a coarse-grained model which describes the same physical system in terms of a smaller set of (coarse) variables. In our application, the full system consists of a mixture of large and small particles, in the grand canonical ensemble. The coarse degrees of freedom are the number of large particles N , and their positions (R 1 , R 2 , . . . , R N ). The other degrees of freedom are the number of small particles n, and their positions (r 1 , r 2 , . . . , r n ). In our schematic notation, we denote a configuration of the coarse system as C = (N, R 1 , R 2 , . . . , R N ) and a configuration of the full system as (C, F) with F = (n, r 1 , r 2 , . . . , r n ). This full system is the FG system, whose degrees of freedom comprise both C and F. See Fig. 1(a) .
Given some configuration of this FG system, the energy is E(C, F) and the associated Boltzmann distribu- (b) TL method. Direct MC simulation of the FG model is very slow, so the TL method bypasses this step. It uses (fast) simulation of the CG model to generate independent configurations of the large particles. The small particles are then repopulated via a tractable step (similar to a reverse-mapping) that also yields an estimate for their free energy. This enables accurate computation of averages in the FG system. tion is
where β = 1/(k B T ) is the inverse temperature (scaled by Boltzmann's constant k B ), and Z is the partition function. The aim of the method is to compute averages with respect to p f . We restrict to averages of observable quantities that depend only on the coarse degrees of freedom. The average of such a quantity A is denoted by
The definition of the integration measure dCdF depends on the system of interest. The marginal probability density for the coarse variables is
Hence
A configuration C of the coarse-grained system has energy E c (C). The Boltzmann distribution for the coarse system is
and the associated equilibrium average is
For a given fine system, the identification of suitable coarse degrees of freedom C and the inference of the energy function E c (C) are both part of the coarse-graining procedure. A related procedure is the generation of representative configurations of the full (FG) system, starting from coarse configurations C; this is known as reversemapping, see for example Ref. 38 . See Fig. 1(a) . A great deal of effort 1, 2, 8, 9, 13, 14 has gone into developing energy functions E c such that coarse averages such as A c provide good estimates of the corresponding fine average A f . This obviously requires that p c ≈ p m . Our method addresses the following question: Suppose that E and E c are given, with p c close (but not equal) to p m . How should one obtain an accurate estimate of A f , at reasonable computational cost?
The TL method can achieve this, as shown schematically in Fig. 1(b) . It combines computations on the CG model with a reverse-mapping procedure that is used to assess the accuracy of the this model. We first estimate A c by classical Monte Carlo (MC) sampling, which is assumed to have a relatively low computational cost. (In mathematics, this would be called a Markov chain Monte Carlo (MCMC) method.) This method is used to generate N c representative samples from (4) which should be identically distributed but need not be independent. These are denoted by (C 1 , C 2 , . . . , C Nc ). Define the esti-matorÂ
This is a consistent estimator of A c but it is not an accurate estimate of the quantity of interest, which is A f . To quantify the difference between these two averages we make a computational estimate of
where w(C) = p m (C)/p c (C) is a reweighting factor. This is achieved by drawing N f samples from those that were used in (1) . With slight abuse of notation we denote these by (C 1 , C 2 , . . . , C N f ). Then one estimates (7) aŝ
whereŵ(C i ) is an estimate of the ratio p m (C i )/p c (C i ) that is obtained by a free energy computation using Jarzynksi's equality (see Section III D, this step has significant computational cost but is tractable in the systems of interest). Finally, one has an estimator for the fine average:Â =Â c +∆ .
We show below that as N c , N f → ∞ then
B. General properties From (3), one identifies (−1/β) log p m (C) as the free energy of the F variables, for a given coarse configuration C.
is an estimate of this free energy, and the correction (9) is analogous to the free-energy perturbation formula of Zwanzig. 24 In general, this perturbation formula suffers from large errors, except when the correction is small. Our TL method provides a method for computing the weightsŵ so as to obtain accurate estimates for A f .
It is natural to compare the TL method with simple MC algorithms that operate directly on the fine system. In cases where coarse-graining is useful, one should expect a separation of length scales between coarse and fine degrees of freedom. Often, this means that direct MC calculations on the fine system are frustrated by the disparate length scales. For example, it is likely that MC moves should involve co-ordinates that change only on the fine scale, but exploration of configuration space requires changes over the (much larger) coarse scale. The result is that it takes many such moves to relax (or decorrelate) the configurations of the system. In mathematical parlance, the MCMC chain for the FG system is expected to mix very slowly.
The TL method avoids this problem: the central idea is illustrated in Fig. 1(b) . Note that the estimatorÂ c only involves coarse degrees of freedom, so it does not suffer from the separation of length scales. Computation of∆ requires MC computations to be performed on the fine degrees of freedom but it does not require that the coarse degrees of freedom are relaxed during this process. Hence, this computation does not suffer from the (very slow) mixing in the FG system. In cases where the CG model is accurate, this can lead to a strong improvement in performance. Given a FG system, the TL method can be applied using any CG model. The results are (in principle) correct in all cases. This feature -which is standard within methods based on histogram reweighting, importance sampling, and free-energy perturbations 23,24 -allows enormous flexibility in the choice of CG model. However, if the CG model is a poor representation of the fine one, the method is not efficient from a numerical point of view. In this case, the weightsŵ i acquire large fluctuations, which leads to large statistical errors on∆ (that is, large error bars). This is an in-built diagnostic of the quality of the CG model, within the method. The computed weights can also be used to refine CG models, to improve their accuracy.
III. ASAKURA-OOSAWA MODEL SYSTEM
A. Fine-grained system
As an application of the TL method, we consider a model of a colloid-polymer mixture, as studied by Asakura and Oosawa 29 and by Vrij 39 It consists of large and small spherical particles in three spatial dimensions, with diameters σ B and σ S respectively. The behaviour of this model is reviewed in Ref. 30 , see also Fig. 2 . Its phase behaviour has been studied extensively, both computationally 32, 37 and theoretically. [40] [41] [42] [43] [44] The large particles are hard spheres that represent the colloid. The small particles are schematic representations of (ideal) polymer chains and their size is given by the polymer radius of gyration. These spheres are free to overlap with each other, because the excluded volume of a polymer is very small in comparison with its radius of gyration. In colloid-polymer mixtures, the effect of the polymers is to promote clustering of the colloidal particles, which leads eventually to phase separation and/or crystallisation. 31 The AO model captures both these features. 30 We focus here on fluid phases.
The particles occupy a periodic box in three dimensions, of size L × L × L . The large particles are hard: the potential energy U f (C) = ∞ if two large particles overlap or if a large particle overlaps with a small one; otherwise U f (C) = 0. This means in particular that small particles are free to overlap with each other. The chemical potentials of the large and small particles are µ B , µ S . The Boltzmann distribution for this system is similar to (1):
where Ξ f is the grand partition function. Computation of averages like (2) requires a definition of the integration measure dCdF: this is chosen such that the average in (2) is equal to an average over the grand canonical ensemble. It includes sums over N, n and also a combinatorial factor of N !n! that accounts for particle indistinguishability. Details are given in Appendix A 1.
In place of the parameter βµ S , it is convenient to work with the volume fraction of the small particles η r S in a (nominal) reservoir at chemical potential µ S , that is η r S = πe βµS /6. The size ratio between large and small particles is
Since the small particles do not interact with one another, the integral in (3) can be computed, by summing 30, 32 as a function of the number density of large particles ρB and the reservoir volume fraction of small particles η r S . For q 0.4, the liquid-vapour binodal occurs inside the fluid-crystal coexistence regime and is therefore metastable. 32 This work focusses on the (metastable) critical point marked by CP, which signals the onset of phase coexistence of the colloidal liquid and colloidal vapor phases. (b) Snapshot of the fine system at its critical point. The size ratio is q = (2/13) ≈ 0.1538 which is small enough that the coarse model is exact. The box size is L = 6σB and η r S = 0.3198, the number of large particles in this configuration is N = 108. Direct simulation of this system is challenging due to the size disparity between large and small particles. over the number of small particles and integrating their positions. Following Ref. 32 , we show in Appendix A 1 that for configurations C without overlapping particles the result is
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where V a (C) is the total volume that is accessible to the (centres of) the small particles.
We summarise the dimensionless model parameters, which are the colloid size ratio q, the large-particle chemical potential βµ B , the volume fraction of the small particles (in the reservoir) η r S , and the size of the simulation box L/σ B .
B. Coarse-grained model
The coarse system only has large particles. These still have (repulsive) hard cores but they also interact by a pairwise additive interaction with the Asakura-Oosawa (AO) pair potential. That is, for configurations C without overlapping particles one has 30
with
If there are overlapping particles then U c = ∞. The corresponding Boltzmann distribution is
where Ξ c is the coarse partition function. Comparing (13, 16) , one sees that the coarse model corresponds to a pairwise additive approximation for the accessible volume V a . The model is parameterised by the same dimensionless parameters as the fine system (q, βµ B , η r S , L/σ B ). The behaviour of this system depends on the size ratio q. In particular, for q ≤ (2/ √ 3) − 1 ≈ 0.1547, a geometrical construction can be used to show that the pairwiseadditive approximation for V a is exact and p c (C) = p m (C) for all coarse configurations C. 30 For larger values of q, the effective interaction in the fine system includes 3body and higher contributions, which means that
where the sums run over all the large particles, ∆µ is a constant, and V 3 , V 4 , . . . are many-body interaction potentials. For the specific case of the AO model, these many-body terms can be computed (numerically) using a geometrical construction, as shown in Refs. 36 and 37.
For the purposes of this work we note that p m = p c so computations on the coarse system (16) do not provide accurate estimates of properties of the fine system. Hence the method of Sec. II is applicable. The estimators (6, 8) require that we generate representative samples from (16) . This is achieved by grand canonical MC simulations of the coarse system. 22
C. Observable quantities
The phase diagram for the AO system is sketched in Fig. 2(a) , as a function of η r S and the large particle number density ρ B , for a representative value of q. For small η r S there is a fluid phase at low to moderate density, and a crystalline phase at high density. On increasing η r S at moderate ρ B , the crystalline phase becomes stable, but the fluid is still accessible as a metastable phase. On further increasing η r S within the metastable fluid, there is a critical point at (η r S ) c , and for η r S > (η r S ) c one observes coexistence between phases with many large particles ("colloidal liquid") and few large particles ("colloidal vapour"). This work concentrates on the behaviour near the critical point. In this regime the system depends very sensitively on interaction parameters, so it provides a challenging test case for the TL method. In our grandcanonical MC simulations of the coarse system, the fluid is sufficiently metastable that we do not observe crystallisation (see also Appendix B).
In the following we focus on the critical point. As a quantity of interest, we consider the histogram of the number of large particles. That is, we compute the probability to have exactly N b large particles, which is
This is of the required form (2) . The distribution P b has a characteristic form at the critical point. 45 In the vicinity of this point, it depends strongly on the model parameters. Hence the accurate determination of P b is a stringent test of our method and allows us to locate the critical point of the fine system. A previous study 33 has characterised this critical point by direct Monte Carlo computations on the fine system. However, despite the use of advanced MC methods, 46 that work was limited to relatively large q ≥ 2 5 , otherwise the scale separation between the large and small particles makes such computations extremely expensive. Fig. 2 shows a typical configuration of the FG system near the critical point, for a small size ratio q = 2 13 . This picture illustrates that particle insertion MC moves for the large particles would be extremely challenging in this regime. Here we are able to obtain accurate results for the fine system at q = 1 4 . This allows us to estimate effects of three-body interactions, which are not captured by the coarse model, although they could be analysed following Ref. 37 . Our method is also accurate at q = 2 13 ≈ 0.15: this case is useful as a test of the method but the coarse model is already exact at that state point so it does not yield any new physical insight.
D. Jarzynski integration and estimation of P b
Computation of the weightsŵ in (8) involves grand canonical MC simulations where the large particles are held fixed while small particles are inserted and removed. The system is divided into cells of size σ S so that there are n cell cells in total: this facilitates the computation of whether an attempted small-particle insertion is successful. We define a Monte Carlo sweep (MCS) as a sequence of n cell attempted MC updates, where each update is cho- sen to be either a particle insertion or a particle removal, with equal probability.
The weight factorsŵ(C i ) are computed in two stages. We first calculate non-normalised weightsŴ (C i ) by a Monte Carlo (Jarzynski) integration method. 25, 28 The procedure is described below where we also explain that for any fixed C then
The average in this equation is an expectation value with respect to the Monte Carlo (Jarzynski) integration (see below). Then we takê
Observe from (13, 16) that (19) is equal to (Ξ f /Ξ c ) · (p m (C)/p c (C)). Taking the average of (20) and comparing with (13, 16) , one has for large N f that
where we used that the denominator of (20) converges for large N f to the expectation of (19) with respect to p c , which is (Ξ f /Ξ c ). [The approximate equality in (21) is accurate up to a small correction associated with the difference between the denominator of (20) and its average, see Sec. V, below.] We now describe the computation of the weightsŴ . Given some C, we identify the grand partition function for the small particles as
To computeŴ (C), we hold the large particles fixed in position and we perform grand-canonical MC for the small particles. We first choose some chemical potential µ 0 which is small enough that the partition function Ξ S (µ 0 , C) can be estimated directly from a grand canonical simulation of the small particles: it is equal to the reciprocal of the probability that n = 0.
Next we perform an MC simulation with M MCS during which the small particle chemical potential increases from µ 0 to µ S . Let the small-particle chemical potential after t MCS be µ(t), and the number of small particles at this time be n(t). Then define
The parameter M and the dependence of µ on t are arbitrary at this stage and can be chosen to optimise the accuracy of the method. In our simulations, µ increases stepwise. Let ∆µ j be the change in µ on the jth step and n j be the number of small particles in the system when that step takes place. Then
where K is the number of steps. (A simple choice is to make one step per MCS so that M = K, but other choices are possible.) A consistent choice of the weight is thenŴ (C) = Ξ S (µ 0 , C)e βI(C)+βUc(C) . Then Crooks' fluctuation formula 27 (analogous to Jarzynski's equality 26 ) can be used to show that (19) holds. A short derivation is given in Appendix A 2, see also Refs. 25, 28, and 47. Alternatively we may repeat the same computation m times (always with the same C) and takê
where I p (C) is the value of (24) obtained on the pth iteration of the computation. Finally, using (25) in (20) gives the weight factorsŵ i .
We summarise the parameters of the TL method. The numbers of configurations used for the coarse and fine estimates are N c , N f . These should both be large in order to have accurate results. In addition, the Jaryznski integration depends on M which is the total number of MCS in a Jarzysnki run, and m which is the number of Jarzynski runs for each C. The computation of∆ is the dominant computational cost in the method, which scales as mM N f . The choice of these parameters is discussed in Sec. V. The other choice that must be specified is the annealing schedule: that is, the dependence of µ on t in (23), as well as the initial chemical potential µ 0 and the number of steps K. The choice of this schedule is discussed in Appendix B.
IV. NUMERICAL RESULTS
A. Critical behaviour
As anticipated in Sec. III C, we focus on the probability distribution of N , the number of large particles in the system. We analyse this distribution based on the theory of liquid-vapour critical points, but neglecting field-mixing effects. 45 At this level of theory, the distribution of N has a characteristic (universal) form at the critical point, with two peaks of equal height, separated by a trough. The ratio of probability between the peak and trough is 0.46, in contrast to the phase-coexistence regime for which this ratio scales with system size as e −κL 2 , where κ is proportional to the surface tension. The two peaks correspond to particle densities whose difference scales as L −β/ν where β, ν are the critical exponents for the 3d Ising universality class, so that β/ν ≈ 0.52, see for example Ref. 45 . Hence the variance of the distribution decreases as L −2β/ν , as expected at liquid-vapour critical point. (These critical fluctuations are much larger than a comparable three-dimensional system with short-ranged correlations, where the variance decreases as L −3 ).
In order to characterise the shape of the distribution, we define a scaling variable X associated with the number of large particles by subtracting the mean of N and dividing by the standard deviation:
The probability density for this variable is denoted by P L (X), where L indicates the system size. For q = (1/4), direct simulation of the FG system is challenging, especially in the grand-canonical ensemble. However, the TL method is applicable. Fig. 3 shows results obtained using this method, in a system of size L = 5σ B . Fig. 3(a) shows that the critical point in this system occurs at η r S ≈ 0.4080. Taking this value and making an appropriate choice of µ B , the distribution of N matches well to the universal critical distribution. Fig. 3(b) shows results at η r S ≈ 0.4025, for both coarse and fine models. One sees that the coarse model is very close to its critical point, but the corresponding distribution for the fine model does not match the critical form. In the fine system, the bimodality of the distribution is less pronounced than the critical form, indicating that this system is in the one-phase regime, for this value of η r S . The physical interpretation of this result is that three-body (and higher) interactions in the fine system act to reduce the attractive forces, which pushes the critical point to a larger value of η r S . This shift is ∆η r S ≈ 0.006 for these parameters. This is a small effect but our method is accurate enough to resolve it. The qualitative difference between the FG distributions in Figs. 3(a,b) emphasises that critical properties are very sensitive to model parameters: the values of η r S differ by less than 2%.
Note also that estimating the critical point by this method is only accurate up to an error that decays as a power law in L. This error has contributions from fieldmixing effects and from corrections to scaling. 45 For the systems considered here, this correction might be comparable with ∆η r S itself. However, we expect a similar correction for both coarse and fine systems, in which case our measured ∆η r S should be a reasonable estimate of the difference in the critical points between coarse and fine systems.
For the system shown in Fig. 3(a) , a histogram of the reweighting factorsŵ i is shown in Fig. 3(c) . If the coarse and fine models matched exactly and the Jarzynski integration was perfect then all weight factors would be equal to unity. We see that some weights are significantly larger than 1: these are predominately coming from configurations whose probabilities are underestimated by the coarse model. Such configurations must be given larger weight when estimating observable quantities for the fine model, and this is the effect of the correction∆.
C. Size ratio q = 2 5 We now turn to a size ratio q = (2/5). This system was analysed by direct simulation in Ref. 33 , using the grand-canonical ensemble, with cluster moves 46 that remove small particles at the same time as inserting large ones (and vice versa). As in this work, the critical point was estimated by comparison with the universal orderparameter distribution: they found η r S = 0.5215 ± 0.0001, in a system of size L = 10σ B . We note that the TL method does not outperform these previous methods for this moderate value of q: the TL method is designed to be effective for smaller q, which is the most challenging regime. For example, the next section considers q = (2/13).
Ref. 33 also shows that three-body interactions are sig- nificant for the size ratio q = (2/5), in that the critical points differ significantly between the fine model and the coarse model with energy (14) . We show in Appendix C that the differences between the coarse and fine systems are too large for the TL method to be able to correct the coarse-graining error in that case We also explain how this problem can be avoided. Specifically, we define a new coarse model whose energy is
with U c given by (14) and
where R ab = |R a −R b | is the distance between particles a and b. That is, V 3 is a 3-body interaction potential which we have chosen to represent as a function of the three rel-evant interparticle distances [see Appendix C and recall also (17) ].
We refer to the model with energy (27) as the (2+3)body coarse model. The three-body interaction is repulsive: it weakens the effective attractive attraction between particles so the critical point for the (2+3)-body coarse model is at a higher volume fraction η r S than the critical point of the two-body coarse model (14) .
Results using the (2+3)-body coarse model within the TL method are shown in Fig. 4 . In particular, Fig. 4(a) shows histograms of the large-particle density for coarse and fine models at η r S = 0.5174, compared with the critical form. Two results are notable: first, the fine model matches well the critical distribution, so we conclude that this system is close to its critical point. Second, the fine model matches extremely accurately the coarse model. This indicates that the (2+3)-body coarse model is an almost-quantitative description of the fine system. This is confirmed by Fig. 4(b) which shows the distribution of theŵ i which is peaked nearŵ i = 1, consistent with the fact that the coarse-grained model is very accurate. Compared with Ref. 33 , the difference (less than 1%) in the estimated critical value of η r S is presumably attributable to the smaller system size L = 6.4σ B used in this work.
Since the (2+3)-body coarse model gives an almostexact representation of the critical point, we conclude that four-body and higher interactions are negligible at this state point. This is perhaps not surprising since the (average) volume fraction of the large particles is around 0.22 at the critical point, and the effects of four-body and higher interactions are suppressed as the fourth power of the density. However, the result is promising in that it shows how low-order corrections to two-body interaction potentials can already give a significant improvement in accuracy.
D. Size ratio q = 2 13
As a third example system, we consider q = (2/13) ≈ 0.1538 for which the two-body coarse model is exact. 30 Results are shown in Fig. 5 . They show that the FG and CG models do indeed have the same order-parameter distribution, as they must. There are many small particles (recall Fig. 2 , which has over 20,000 of them) so direct simulation of this system would be extremely challenging.
Within the TL method it is known that ∆ = 0 because the coarse model is exact. However, it is not easy to confirm this result numerically because the Jarzynski integration requires significant computational cost. Nevertheless, Fig. 5(b) shows that the distribution of weightŝ w i is peaked near unity, which means that the method is effective, even for this challenging test case. Fig. 5(a) confirms that the results are accurate. The width of the distribution of weights comes entirely from the Jarzynski integration. It is suppressed by choosing a large value of M , corresponding to a significant computational effort for the computation of each individual weight. The small error on P (N ) is ensured by combining a sufficiently narrow distribution of weights (large M ), with an average over many of these weights (sufficiently large N f ). For details of the simulations see Appendix B. The scaling of the numerical error with respect to the algorithmic parameters is the subject of the next section. The physical insight of Fig. 5 is that the TL method is applicable even when the number of small particles is very large, recall Fig. 2(b) .
V. ERROR ESTIMATION AND CHOICE OF ALGORITHMIC PARAMETERS
A. Overview
This section analyses the convergence shown in (10) . We will show that as N c , N f → ∞ then
where the outer average (without subscript) is over all random aspects of the TL algorithm, which includes the generation of the original N c coarse samples, the selection of the N f samples to be used in (8) , and the Jarzynski integration. The mean square error of the method is
We will analyse the scaling of the error h 2 in the limit N c , N f → ∞.
Our analysis requires several assumptions, which are all satisfied in the physical situations of interest. Note first that the weighting factor w(C) = p m (C)/p c (C) may be very large if p c is very small. This happens if there are configurations of the FG model that are very rare in the CG model. We assume that the variance of w(C j ) is finite, which requires that the CG model is not too inaccurate. In fact, it is useful to quantify the accuracy of the CG model in terms of the χ 2 -divergence 48, 49 between p c and p m , which is defined as
This quantity is non-negative in general and equals zero only if the coarse model is perfect, that is p c = p m . Smaller values of D χ 2 correspond to coarse models that are more accurate. Our assumption is that
We also require an assumption on the variance of the weight factorsŴ generated by the Jarzynski integration method. As a minimal assumption, we suppose that this variance is finite, which means that
The expected behaviour of the weightsŴ is discussed below, but we expect that (33) holds in all situations of physical interest. In addition to (32, 33) , we make several other assumptions, to simplify the analysis. In particular, we assume that all the samples (both coarse and fine) are independent of each other. In practical situations this assumption will not hold exactly, but we argue that our results still have the correct scaling with respect to the algorithmic parameters. For simplicity, we also assume throughout that A is a bounded quantity, so that
for some a, independent of C.
B. Convergence of the mean
To establish (29), we first note from (6) that
which follows by linearity of the average, because every C i is distributed as p c . Similarly,
The next step is to quantify the approximation in (21) . To this end define ξ = Ξ f /Ξ c = Ŵ (C j ) and also
Clearly = 0, and is an average of independent meanzero variables. AlsoŴ (C j ) has a finite variance by (33) , so that obeys a central limit theorem, and its typical value is therefore small as N f → ∞. Also from (20)
which is a more precise statement of (21) . Observe that
Hence, using again that the C j are distributed as p c , one has
Using (38) and that is small, we can establish a bound on the average ofÊ. Details are given in Appendix D. The result is
With (9, 35) , this establishes (29) .
We have emphasised throughout that the Jarzynski method for computing weights is useful because it minimises systematic errors. To be specific, the simplest alternative to this approach would be to use a standard thermodynamic integration to estimate p m /p c , with the same computational effort M as was used in the Jarzynski method. The disadvantage of this approach is that one expects a systematic error on∆ from the finite rate of integration, which would appear in (42) as a correction at O(M −1 ). (Recall that M is the total number of MCS used in the Jarzynski integration.) In this case convergence of the method requires a joint limit N c , N f , M → ∞, instead of the (simpler) limit N c , N f → ∞ required here.
C. Mean square error
This section estimates the the error defined in (30) , and how it scales with the parameters N c , N f , M . Let
Assuming that the N c samples used inÂ c are independent, it is immediate that
Using (34), the numerator is bounded above by a 2 , so h 2 c → 0 as N c → ∞. In practice, (5) uses a sequence of samples from a MC simulation, so that samples which are nearby in the sequence are not independent. However, these correlations will be short-ranged, as long as the MC simulation is converged. In this case h 2 c is larger than (44) by a constant factor but the scaling with N c is the same.
For the N f samples used in (8), it is again convenient to assume that these samples are independent of each other and of the coarse samples. The mean square error of∆ is
Writing∆ = (∆ − ∆ ) + ∆ and using (42) yields
We show below that h 2 f = O(N −1 f ) so it is consistent to drop the correction term. Using (39) we then obtain the leading order result
Substituting forŵ with (38) , the leading-order behaviour can be obtained by dropping all terms proportional to . Hence
It follows from (34) that for any random variable B then
The physical interpretation of (49) is that the scaling of the error is controlled by the variance of the weightŝ W . There are two contributing factors to this variance, which are the randomness in the Jarzynski integration and the fact that C i is distributed as p c .
We split the error estimate into two pieces, one from each source of randomness. Assume first that the reweighting factorsŵ are obtained exactly soŵ i = p m (C i )/p c (C i ). In this case all randomness comes from the C i . Hence (49) reduces to
The case where p c = p m is instructive, it corresponds to a perfect coarse model so that D χ 2 = 0 and h 2 f,0 = 0. Note however that the inequality in (50) is valid only if the weightsŵ are exact.
To account for the randomness in these weights, recall that the average ofŴ (C) obeys (19) , but (48) also depends on the fluctuations of this quantity. To estimate the variance ofŴ (C), note that I in (24) is a sum of weakly correlated increments, so one expects its statistics to be ruled by a central limit theorem. 28 For this reason, we assume that for any fixed C, the sum I has a Gaussian distribution with variance Λ/M . We assume that Λ is independent of C, for convenience.
Recall from (25) that we obtain the weightŴ by averaging over m independent realisations of the Jarzynski integration. If m = 1 one sees that logŴ (C) differs from I by an additive constant and is therefore Gaussian with variance Λ/M . It follows that Ŵ (C) 2 J = W (C) 2 J exp(Λ/M ). For m > 1 the variance ofŴ is suppressed by a factor of m, which leads to
Using this result in (49) yields
The key point here is that even if the coarse model is perfect (D χ 2 = 0), there is randomness in the Jarzynski integration which generates statistical errors. From (50, 53, 54) one sees that indeed h 2 f = O(N −1 f ), as asserted above.
Combining all these ingredients and recalling our various assumptions, we find the scaling of the mean square error,
D. Implications for optimisation of the TL method
The results (55, 56) establish useful properties of the TL algorithm. The computational effort for the Jarzynski integration is proportional to the product mM N f . We infer that the optimal parameter choice is to take Λ/M = O(1) in order that the exponential factor in (56) is not too large, and then to devote the remaining computational effort towards larger N f . The benefits of increasing m are less than those of increasing N f or M , so the choice m = 1 is likely optimal. However, it may be convenient in practice to take some other small integer since (for example) increasing m can be achieved by additional parallel processing while increasing M requires longer simulation (wall) time. The parameters of the Jarzynski integration (particularly the annealing schedule) should be chosen to minimise Λ (at fixed M ). It is obviously desirable that D χ 2 be small -this simply means that the coarse model should be as accurate as possible. In fact, D χ 2 can be related to the exponential of a free energy difference between p m and p c , via (31) . Hence we expect that this quantity will scale exponentially in the system size -very accurate coarse models are required if the method is to be effective in very large systems.
The factors of D χ 2 and e Λ/M in (56) both indicate that the method can suffer from exponentially growing errors. However, the numerical results of Sec. IV show that the method is still practical in realistic soft-matter systems. The fact that D χ 2 and Λ may be large in practice indicate that the majority of the computational effort in this method should be spent on the computation of∆, which requires that both M and N f should be large. By contrast, we found that the error h c coming from N c tends to be small, in the systems analysed here.
VI. CONCLUSION
We have presented a two-level method for correction of coarse-graining errors and we have demonstrated it using the AO mixture. We have found that three-body interactions shift the critical point to higher η r S , for q = (2/5) and q = (1/4). For q = (2/5) we characterised the three-body interactions, which have a significant effect on the critical point, and also we showed that four-body and higher interactions are negligible, at criticality.
We also analysed the errors associated with the method, in Sec. V. The first important result of that section is that the method is accurate as N c , N f → ∞ but does not require any limit of large M . That is, we do not require that the individual weight factorsŵ i are accurate measures of p m /p c . Instead we require only that these weights have the right average, which is ensured by (21) . The results (55, 56) show how the parameters of the method should be chosen, as discussed in Sec. V D.
As noted above, the general two-level method is similar in spirit to free-energy perturbation theory and importance sampling. As such, it has a range of potential applications. Its main strength is that direct simulation of the whole system is never required. For example, in the system presented here, the large particles remain fixed while the small particles are introduced, which avoids the difficulty of moving (or inserting) large particles in a system like Fig. 2 . If one attempted direct MC simulation of the full system then the error (55) would be inversely proportional to the total number of MCS, but it would be proportional to the number of MCS required to generate an independent sample of the full system. This number is expected to be extremely large in practice. (In particular, it would likely be much larger than Λ.) On the other hand, direct MC simulation does not suffer from problems associated with large values of D χ 2 , which can hamper the TL method. That is, the TL method requires rather accurate coarse descriptions in order to be successful (see also Fig. 6 in Appendix C). Nevertheless, we have shown that information from Jarzynski integration can be used to learn about corrections to coarse models, including three-body interactions. Combination of the TL method with machine-learning methods [13] [14] [15] seems to be a promising future direction.
Of course, there are many strategies for direct MC simulation. In particular there are tailored algorithms for mixtures of large and small particles, including the cluster moves used in Ref. 33 , other cluster moves, 50 and staged (grand-canonical) particle insertion. 51 These methods reduce the number of MCS required to generate an independent sample. For the specific case of the AO model, the method of Ref. 37 is also available. A direct comparison with these methods is tricky because the computational efficiency depends strongly on details of the implementation. However, the results shown here are promising, especially given the relatively high volume fractions of the small particles. We also emphasise that the TL method is generic, while these other algorithms have been tailored to the specific problems of interest.
Another strength of the TL method is that while the computational effort of the Jarzynski integration is proportional to mM N f , this effort is easily split into mN f independent simulations, each involving M MCS. This means that the method is well-suited to parallel computation, in contrast to direct MC simulation where very long individual simulations may be required.
In the future, we intend to test the TL method on mixtures of large and small hard spheres, for which accurate coarse models can be computed theoretically. 35, 52, 53 The method will allow analysis of phase behaviour in these systems, and also quantification of the effects of manybody interactions. 34 Similar questions arises in systems where the large particles are not spherical, in which case the depletion interaction has a more complicated charac-ter [54] [55] [56] and can lead to new phase behaviour. 55, 57 There are also potential applications of the TL method to other soft matter systems including star polymers and dendrimers, for which accurate coarse-grained models are available, 1, 58, 59 and whose phase behaviour is rich and complex. 60, 61 ACKNOWLEDGMENTS This work was supported by the Leverhulme Trust through research project grant number RPG-2017-203.
Appendix A: Additional theoretical details
Grand canonical ensemble
To analyse these fluids in the grand canonical ensemble requires a definition of the integration measure in (2), which includes a sum over the numbers of particles and an integral over their positions. We take
where all particle positions are integrated over the box [0, L] 3 . This formula is consistent with (11) , recall that C = (N, R 1 , . . . , R N ) and F = (n, r 1 , . . . , r n ) and note that the zero of chemical potential has been chosen so that the thermal de Broglie wavelength does not appear, as usual in simulation studies. Note also that the definition of the integration measure dC includes the factor of 1 N ! that accounts for indistinguishability of particles, and similarly for dF.
Also, normalisation of p f requires
Similar formulae hold for A c and Ξ c . To compute p m (C) from (3, 11) one notes that the integrations over the particle positions can be performed independently and that each of them yields a factor of V a , which is the volume accessible to a single small particle. For configurations C where no large particles are overlapping one finds
Recognising the sum as the Taylor expansion of an exponential and using the definition of η r S yields (13).
2. Jarzynski average (19) We outline the derivation of (19), following Ref. 27 . As in (24) , the chemical potential increases in a sequence of K steps. Hence we consider a sequence of K + 1 values of the chemical potential, (µ 0 , µ 1 , . . . , µ K ), with µ K = µ S , the value of the chemical potential for the fine system. Also ∆µ k = µ k −µ k−1 . Between steps k and k +1 one inserts and removes small particles using an MC algorithm that obeys detailed balance with respect to a probability distribution
which is similar to (11) with µ S replaced by µ k . To establish (19) from (25) it is sufficient to show that e βI(C)
where the average is with respect to this random MC algorithm and the small-particle partition function of (22) can be alternatively expressed as
Let the sequence of small-particle configurations when the steps take place be (F 1 , F 2 , . . . , F K ), and let the associated particle numbers be (n 1 , n 2 , . . . , n K ). The initial small-particle configuration is distributed as
which is a normalised probability density. Then write e βI(C) J = π 0 (F 1 )
where q k (F k → F k+1 ) is the probability (density) that the small particles evolve from F k to F k+1 , between steps k and k +1. Rearranging factors in the exponential term, this becomes e βI(C)
Detailed balance of the Markov chains implies that
Using this in (A9) together with (A7) yields e βI(C) J = 1 Ξ S (µ 0 , C)
The integrals can now be performed one by one (starting with F 1 ) and using that q k (F k+1 → F k ) is a normalised probability density for F k . The final integral over F K is of the form (A6) with µ = µ S and one obtains (A5).
Appendix B: Simulation details
For simulation of the coarse model we use grandcanonical MC simulations as in Ref. 45 . We restrict to particle insertion and removal (that is, no translational moves): this enables accurate results for fluid phases but helps to suppress crystallisation. 62 We perform long MC runs (for example up to 10 8 MCS, for which the computational effort is a few hours) and we extract N f = 128, 000 configurations for the computation of∆.
The Jarzynski integration follows Sec. III D and Appendix A 2. The parameter µ 0 is chosen such that
with n 0 of order unity being the average number of small particles that would be present, if there were no large particles. From grand-canonical simulations at this chemical potential (with fixed large particle configuration C), we estimate P C (n = 0) as the probability to have no small particles at all, from which we compute Ξ S (µ 0 , C) = 1/P C (n = 0). The chemical potential is increased in steps with βµ k = βµ 0 + log(k + 1), so that (L/σ S ) 3 e βµ k = (k + 1)n 0 . That is, the average number of particles in the system increases linearly with the number of steps. Between each step in µ, we perform 1 MCS for the small particles. We take n 0 = (0.25, 0.48, 0.45) for q = ( 2 5 , 1 4 , 2 13 ). The number of steps K is fixed by the condition that µ K = µ S , which is the chemical potential for the state point of interest.
The nature of the AO system means that accurate computation of the Jarzynski integral can be simplified. The system is divided into cells of size σ S . Before starting the computation, we identify cells that do not overlap at all with any large particle, and also cells where the large particles block the insertion of any small particle. We do not attempt to insert small particles in any of these cells. The remaining cells are called interaction cells and the number of them is n int . Hence the grand-canonical acceptance probabilities for particle insertion P in and removal P del are
where n is the number of small particles in the system. The time taken for the Jarzynski integration depends strongly on the number of small particles that have to be inserted, but a single calculation might take a few minutes, in a typical case. We compute the Jarzysnki integral based on (24) with this MC method, which yields an unbiased estimate e βI(C) of exp[(e βµS − e βµ0 )V int a (C)/σ 3 S ]. Here, V int a is the volume accessible to the small particles, within the interaction cells. The total accessible volume is then V a = n free v cell + V int a , where n free is the number of cells that do not overlap at all with any large particle. This number is known and so we can replace (25) which still satisfies (19) .
Appendix C: Coarse model with three-body interactions
This Appendix gives extra information on three-body interactions in the system discussed in Sec. IV C, which has q = 2 5 . As a starting point, Fig. 6 shows the performance of the TL method, using the coarse model of (14) , which has only two-body interactions. In contrast to Fig. 4 , it is clear that the TL method is not able to correct the coarse-graining errors in this coarse model. The failure of the method appears as a small number of very large weightsŵ i in Fig. 6c , up to 10 10 . The computational effort of Fig. 6 is comparable with that of Fig. 4 , and N f = 128, 000 in both cases. In principle the TL method can be used with any coarse model, but it is clear from (8) that N f should be significantly larger than the largest weights appearing in the calculation, otherwise large errors are expected. Hence one sees that the TL method is not feasible for the case shown in Fig. 6 , since one would need N f 10 10 .
As discussed in Sec. IV C, we analyse the system at q = (2/5) using a CG model with (2+3)-body interactions. This interaction is represented as in (28), which is a scalar function U 3 of three scalar variables (which are interparticle distances). The function is symmetric in all its arguments and is non-zero only if all arguments are between σ B and σ B + σ S . In practice we make the slightly stronger restriction that U 3 (x, y, z) = 0 except if σ 2 B < (x 2 + y 2 + z 2 ) < (σ B + σ S ) 2 . We tabulate this function by estimating U 3 (x i , x j , x k ) with x j = j∆σ and ∆σ = σ S /10, and then we estimate the function at generic arguments using linear interpolation.
The tabulated values of the function are evaluated by Jarzynski integration as in (19) , for systems with N = 3 large particles. We take L = 3.6σ B and we generate N f = 512, 000 configurations of the large particles by MC simulation of the coarse model (14) . We perform Jarzynski integration on each of these configurations C which yields an estimate of V 3 (C) = 6η r S V a (C)/(πσ 3 S β) + U c (C) which is the three-body interaction in (17) . For each C we compute the distances R 12 , R 13 , R 23 which are the arguments of U 3 . Then we define U 3 (x i , x j , x k ) as an average the estimated V 3 (C) over configurations C for which the 3-vector (R 12 , R 13 , R 23 ) is inside a cubic box of side ∆σ, centred at (x i , x j , x k ).
An alternative approach would be to compute U 3 based on a deterministically chosen set of large-particle configurations. This might reduce the computational effort but it requires prior knowledge of the structure of the threebody potential. Instead, we computed the function at a set of representative points and we used these results to build the table. This "human-learning" method is sufficient for this simple three-body potential; machinelearning strategies would also be possible. [13] [14] [15] To illustrate the structure of the three-body potential, Fig. 7 shows the energy of the (2+3)-body coarse The effective interaction in this three-particle system is shown with symbols (FG) in (a), calculated by Jarzynski integration. The energy obtained from the pairwise additive two-body interaction potential of Eq. (14) is shown with a solid line (CG). In (b) we take q = 1 2 and there are significant differences between FG effective interaction and the two-body coarse model. In (c) then q = 1 4 and the differences are smaller.
model for three particles in contact, as a function of the bond angle θ. This calculation is performed by explicitly constructing large-particle configurations as in Fig. 7(c) , and computing their weight factors using (19) . Then
where C 0 is a configuration where all particles in the system are well-separated. This is the exact coarse energy of the (2+3)-body system, which is to be is compared with the energy of the twobody coarse model. Small θ (close to π/3) corresponds to the case where all three particles are close to each other. For q = (1/2), the three-body interaction acts to increase the energy of such configurations, so the effective interaction between large particles is weaker than the prediction of the two-body coarse-model (14) . For q = (1/4) this effect is weaker, although the result of Fig. 3b shows that even these small changes in the interaction potential have significant effects close to criticality.
Appendix D: The bias of the estimatorÂ
We show under the assumptions of Sec. V A that the expectation ofÊ appearing in (40) is of order N −1 f . By definition,Ê is an importance sampling estimator which converges to 0 almost surely for N f → ∞. In (38) we have seen that the normalisation ofŵ slightly perturbs the weights appearing inÊ , i.e. in general = 0. This results in a bias which we can estimate by following Ref. 49 . For completeness, we reproduce here the steps used in the proof of their Theorem 2.1, adapted to our notation.
We introduce the short-hand notation
Also note from (19) that
Using the definition ofÊ with (36,38,D2) yields
We decompose the expectation value into contributions from ≤ − 1 2 and > − 1 2 , so that
where the indicator function 1 {X} is equal to unity if X is true, and zero otherwise. For the first term on the right hand side of (D4), we use that | /(1 + )| ≤ 2| | for > − 1 2 to obtain | Ê 1 {2( +1)>1} | ≤ 2 | | · 1 N f j δA(C j )Ŵ (C j )/ξ (D5) The right hand side is less than or equal to 2 2 1/2 · 1 N f j δA(C j )Ŵ (C j )/ξ 2 1/2 (D6) which follows from the Cauchy-Schwarz inequality. Using this fact together with (37) and that the C i are all independent, we find
Then (34) yields
For the second term on the right hand side of (D4), one uses (20, 34, 41) to show that |Ê| ≤ a. Hence | Ê 1 {2( +1)≤1} | ≤ a Prob( ≤ −1/2).
This probability can be bounded by Chebyshev's inequality which implies that for any mean-zero random variable X and any number x > 0 then Prob(X ≤ −x) ≤ Var(X)/x 2 . Hence | Ê 1 {2( +1)≤1} | ≤ 4aVar( ) = 4a ξ 2 N f Var(Ŵ (C j )). (D10)
Combining (D4,D8,D10) we have
which is an explicit bound that holds for all N f . The right hand side is finite by (33) so Ê is O(N −1 f ) as advertised above. With (40) this establishes (42) .
We note in passing that if the weights have zero variance thenÊ = 0 strictly and there is no bias, although the bound (D11) does not capture this fact. In fact this bound may be improved by refining the estimate of 2 used in (D7).
