The adoption of Independent Component Analysis for spatial source filtering of EEG data presents the new challenge of clustering independent component processes across subjects (and/or sessions) based on their estimated spatial generator locations and one or more features of their activities across multiple subjects, conditions, and/or sessions. Clustering methods must consider the differing natures of the different component features used in the analysis -for example, their mean time-locked ERP responses and their equivalent dipole positions. The goal is to find clustering methods that can optimally exploit the information contained in different measures while integrating them into a distance metric producing independent component clusters most consistent with all (or most) features. We consider several methods of data clustering, novel to the EEG domain, that attempt to work with these constraints, and consider the initial results of their application to 30 EEG data sets from a working memory experiment.
-Independent Component Analysis (ICA) finds approximately independent set of sources from signals across multiple receivers.
-Used to build spatial source filter to estimate location and signal of sources; 3D brain imaging using EEG data capture. [4] Left: 3-D topography of the 'flicker of recognition' of a visual target feature. A frame from an animation showing the evolving density distribution of independent source locations producing the average response (below) evoked by the appearance of a target feature in a rapidly-presented (12-Hz) stream of images in a group of subjects.
-Previous grouping methods based on electrode scalp position no longer applicable.
-New methods for grouping (clustering) data across subjects and/or sessions needed, draw upon data mining and statistical learning advances.
Unifying disparate data representations
-ICA output gives sources that can be processed for estimated 3D location and various signal features common in EEG analysis.
-These extracted features give different views of the data, each carrying information about underlying neural sources.
-Clustering methods need to exploit the information from all views in a productive and meaningful way.
Right: Difficulty arises when trying to utilize, or compare, the different views as each one has a unique space in which the data resides, with different types and scales of measurement. Thus it becomes important to find methods to resolve these incompatibilities, or find methods that will work with the incompatibilities. -For all clustering algorithms, correlation matrices are first combined via Hadamard (array) product.
-Hybrid Measure Product Clustering (Hybrid) forms one matrix of pairwise divergences by a weighted combination of Euclidean dipole distances and combined correlations. The matrix is clustered with Affinity Propagation as described by Frey and Dueck.
[3]
Left: The pairwise Hybrid divergence: D is the matrix of dipole distances, N the combined correlation matrix, and ω the user-tunable weighting factor. The norm is the Frobenius matrix norm.
-Multi-View Spectral Clustering (MV) [2] is modified to use the combined correlation matrix as one view. The other view is provided by passing the matrix of euclidean distances through a gaussian kernel function with selectable variance. This clusters both views simultaneously attempting to minimize disagreement between views.
-Joint Measure Product Clustering (Joint) ignores differences between correlation and distance. The distance matrix passed through gaussian kernel function with selectable variance, and combined with correlations via Hadamard product. Resulting relation matrix clustered using Spectral Clustering. [5] Experiment Description
The dataset used for an example clustering was collected at the Swartz Center by Julie Onton and Scott Makeig. The experiment was conducted with 29 subjects, and consisted of a set of 6 letters presented one at a time in sequence. For each letter the subject was asked to indicate whether the current letter matched the one shown 2 frames prior (right thumb button) or was different (left thumb button). An auditory feedback signal informed the subject of correct or incorrect responses. A performance reward was increased by 1 for each correct response, and decremented by 1 for incorrect responses. Randomly 20% of correct responses were awarded a bonus, and 10% of incorrect responses an extra penalty, for a random 6% of responses a neutral feedback was given.
Clustered Data
-The clustering algorithms were run on the experiment data described above.
-The weighting factor for the Hybrid algorithm was chosen as 0.7.
-The gaussian kernel variance was chosen as the variance of the dipole locations.
-The data were grouped into 17 clusters.
Above: Dipole locations from clustering using each of the described algorithms. Note significant similarity in clusters between the Hybrid and MV algorithms, and the loose, un-focused clusters of the Joint algorithm. This tends to lend weight to separately treating dipole location and signal data.
-To quantify cluster "goodness" the cluster silhouette measure is considered.
[1]
-The silhouette measures how close a point is to the cluster it belongs to, relative to all other clusters.
-The silhouette takes value on [-1,1] with higher values representing tighter cluster membership.
-For different clusterings the collection of values can be compared.
The plots show the sorted silhouette values for the different clusterings. Curves that are overall higher tend to imply compact clustering with better statistical support. Note that the visibly poor Joint clustering shows as a significantly lower curve.
-Clusters should contain similar signal features as well as locations.
-Innate structure in the data should come through in multiple clusterings, using different algorithms or parameters.
Left: The clustering attempts to find similarities in the signal features as well. The figure shows ERSP plots for 3 sample sources from Hybrid cluster 10.
Below: An important feature of clustering algorithms is the ability to find meaningful structure within the data, not merely dump points into bins at random. Evidence of such structure can be found by comparing clusters from multiple methods, or parameter choices. The figures below show clusters from both the Hybrid and MV algorithms that highly overlap. Current tests often show good agreement in more than half the clusters between the two methods over different parameter values.
Summary
-Independent Component Analysis applied to EEG data has opened new avenues for locating and describing source activity in the cortex.
-New methods of grouping or clustering data are needed to work with the source filtered data.
-The data are represented by diverse and often incompatible features; suggested alleviating issues by representing data structure with pairwise relations, such as correlation and Euclidean distance.
-Considered three algorithms for performing clustering on such collections of pairwise relations.
-Early testing shows promise for developing tools to find statistically and physiologically meaningful groupings of the data.
