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FINITE ENERGY SOLUTIONS TO INHOMOGENEOUS
NONLINEAR ELLIPTIC EQUATIONS WITH
SUB-NATURAL GROWTH TERMS
ADISAK SEESANEA AND IGOR E. VERBITSKY
Abstract. We obtain necessary and sufficient conditions for the
existence of a positive finite energy solution to the inhomogeneous
quasilinear elliptic equation
−∆pu = σu
q + µ on Rn
in the sub-natural growth case 0 < q < p− 1, where ∆p (1 < p <
∞) is the p-Laplacian, and σ, µ are positive Borel measures on Rn.
Uniqueness of such a solution is established as well.
Similar inhomogeneous problems in the sublinear case 0 < q < 1
are treated for the fractional Laplace operator (−∆)α in place of
−∆p, on R
n for 0 < α < n
2
, and on an arbitrary domain Ω ⊂ Rn
with positive Green’s function in the classical case α = 1.
1. Introduction
We consider the quasilinear elliptic equation
(1.1) −∆pu = σu
q + µ on Rn
in the sub-natural growth case 0 < q < p− 1.
Here ∆pu = ∇·(|∇u|
p−2∇u) is the p-Laplacian with 1 < p <∞, and
σ, µ are nontrivial nonnegative locally integrable functions on Rn, or
more generally, nonnegative locally finite Borel measures on Rn (in brief
σ, µ ∈ M+(Rn)) such that σ 6= 0 and µ 6= 0. The homogeneous case
µ = 0 was considered earlier in [9]. However, treating general data
µ ≥ 0 leads to some new phenomena involving possible interaction
between µ and σ.
We establish necessary and sufficient conditions on both σ and µ
for the existence of a positive finite energy solution u to (1.1), so that∫
Rn
|∇u|p dx < +∞ (see Definition 2.1), and prove its uniqueness.
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Our methods are also applicable to the existence problem for positive
finite energy solutions u ∈ H˙α(Rn), so that
∫
Rn
|(−∆)
α
2 u|2 dx < +∞
(see Definition 4.1), to the fractional Laplace equation
(1.2) (−∆)α u = σuq + µ in Rn,
where 0 < q < 1 and (−∆)α is the fractional Laplacian with 0 < α < n
2
.
Uniqueness of such a solution is proved in the case 0 < α ≤ 1.
In the classical case α = 1, our approach is employed to obtain
the existence and uniqueness of a positive finite energy solution u ∈
W˙
1,2
0 (Ω), such that
∫
Ω
|∇u|2 dx < +∞ (see Definition 2.1 in the case
p = 2), to the equation
(1.3) −∆u = σuq + µ in Ω,
where 0 < q < 1 and Ω ⊂ Rn is an arbitrary domain (possibly un-
bounded) which possesses a positive Green’s function. The existence
of positive weak solutions to (1.3), not necessarily of finite energy, is
discussed in [23], [24].
We would like to point out that the existence and uniqueness of
bounded solutions to (1.3) on Ω = Rn in the case where µ is a nonneg-
ative constant was characterized in [6].
As was mentioned above, this work has been motivated by the results
of Cao and Verbitsky [9], who proved that there exists a unique positive
finite energy solution u to the homogeneous equation
(1.4) −∆pu = σu
q in Rn,
where 1 < p <∞, 0 < q < p− 1 and σ ∈M+(Rn), if and only if
(1.5) W1,pσ ∈ L
(1+q)(p−1)
p−1−q (Rn, dσ).
Here, for 1 < p <∞, 0 < α < n
p
and σ ∈M+(Rn), the (homogeneous)
Wolff potential Wα,pσ is defined by [14]
Wα,pσ(x) =
∫ ∞
0
[
σ(B(x, r))
rn−αp
] 1
p−1 dr
r
, x ∈ Rn,
where B(x, r) = {y ∈ Rn : |x − y| < r} is a ball centered at x ∈ Rn
of radius r > 0. Notice that Wα,pσ = +∞ for α ≥
n
p
unless σ = 0.
(See [1], [19] for an overview of Wolff potentials and their applications
in Analysis and PDE.)
For 1 ≤ p < ∞ and a nonempty open set Ω ⊂ Rn, by W˙ 1,p0 (Ω) we
denote the homogeneous Sobolev (or Dirichlet) space defined [15], [20]
as the closure of C∞0 (Ω) with respect to the (semi)norm
‖u‖
W˙
1,p
0 (Ω)
= ‖∇u‖Lp(Ω)
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We denote by W−1,p
′
(Ω) = [W˙ 1,p0 (Ω)]
∗ the dual space, where p′ = p
p−1
.
If p < n then W−1,p
′
(Ω) ⊂ D′(Ω).
For equation (1.1) on Rn, we will show that condition (1.5), combined
with the natural assumption that µ has finite energy, i.e. (see [1], Sec.
4.5),
(1.6) µ ∈ W˙−1,p
′
(Rn)⇐⇒
∫
Rn
W1,pµ dµ < +∞,
is necessary and sufficient for the existence of a positive finite energy
solution to (1.1). More precisely, we state our main results as follows.
Theorem 1.1. Let 1 < p < n, 0 < q < p− 1, and let σ, µ ∈M+(Rn).
Then there exists a positive finite energy solution u ∈ Lqloc(R
n, dσ) ∩
W˙
1,p
0 (R
n) to equation (1.1) if and only if both (1.5) and (1.6) hold.
Moreover, such a solution is unique in W˙ 1,p0 (R
n). In the case p ≥ n,
there is only a trivial supersolution.
In our proof of Theorem 1.1, we show that if (1.5) holds, then (1.6)
implies a crucial two-weight condition
(1.7) W1,pµ ∈ L
1+q(Rn, dσ),
which turns out to be necessary for the existence of a positive solution
u ∈ Lqloc(R
n, dσ) ∩ W˙ 1,p0 (R
n) to (1.1).
Given (1.5), it allows us to deduce the existence of a positive finite
energy solution u to equation (1.1) under assumption (1.6), by using
a positive solution u˜ ∈ L1+q(Rn, dσ) to the corresponding nonlinear
integral equation
(1.8) u˜ =W1,p(u˜
qdσ) +W1,pµ dσ-a.e.
Such a solution u˜ can be constructed by an iterative method, provided
(1.7) holds.
As shown in [7], condition (1.5) is equivalent to the trace inequality
(1.9) ‖ϕ‖L1+q(Rn,dσ) ≤ C‖∇ϕ‖Lp(Rn), ∀ϕ ∈ C
∞
0 (R
n),
where C is a positive constant independent of ϕ.
Moreover, there is an alternative charaterization of (1.9) in terms of
capacities due to Maz’ya and Netrusov (see [21, Sec. 11.6]),
(1.10)
∫ σ(Rn)
0
[
r
κ(σ, r)
] 1+q
p−1−q
dr < +∞,
where κ(σ, r) = inf{capp(E) : σ(E) ≥ r, E ⊂ R
n compact} and capp(·)
is the p-capacity defined, for a compact set E ⊂ Rn, by
capp(E) = inf
{
‖∇u‖p
Lp(Rn) : u ≥ 1 on E, u ∈ C
∞
0 (R
n)
}
.
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Thus, any one of conditions (1.5), (1.9), or (1.10), combined with
(1.6), is necessary and sufficient for the existence of a positive finite
energy solution to equation (1.1). The uniqueness part will be proven
by first establishing the minimality of such a solution, and then using
convexity of the Dirichlet integrals
∫
Rn
|∇u|p dx.
Furthermore, we are able to adjust our argument outlined above to
obtain analogous results for the fractional Laplace equation (1.2) as
follows.
Theorem 1.2. Let 0 < q < 1, 0 < α < n
2
, and let σ, µ ∈ M+(Rn).
Then there exists a positive finite energy solution u ∈ Lqloc(R
n, dσ) ∩
H˙α(Rn) to equation (1.2) if and only if the following two conditions
hold:
(1.11) I2ασ ∈ L
1+q
1−q (Rn, dσ),
and
(1.12) µ ∈ H˙−α(Rn).
Moreover, if 0 < α ≤ 1, then such a solution is unique in H˙α(Rn).
Here, for 0 < α < n
2
and σ ∈ M+(Rn), we denote by I2ασ =Wα,2σ
the Riesz potential of order 2α (up to a normalization constant). The
homogeneous Sobolev space H˙α(Rn) (0 < α < n
2
) can be defined by
means of Riesz potentials,
H˙α(Rn) =
{
u : u = Iαf, f ∈ L
2(Rn)
}
,
equipped with norm
‖u‖H˙α(Rn) = ‖f‖L2(Rn).
We denote by H˙−α(Rn) = [H˙α(Rn)]∗ the space of distributions dual to
H˙α(Rn).
Adapting the previous argument, if (1.11) holds, we first construct
a positive solution u˜ ∈ L1+q(Rn, dσ) to the integral equation
(1.13) u˜ = I2α(u˜
qdσ) + I2αµ dσ-a.e.
using an iterative procedure, under the additional assumption that
(1.14) I2αµ ∈ L
1+q(Rn, dσ).
Using the nontrivial fact (1.11)&(1.12)=⇒(1.14), we deduce the ex-
istence of a solution u˜ ∈ L1+q(Rn, dσ), and then a positive finite energy
solution u to equation (1.2).
We observe that (1.11) is equivalent to the trace inequality [8]
(1.15)
∥∥Iαg∥∥L1+q(Rn,dσ) ≤ C‖g‖L2(Rn), ∀g ∈ L2(Rn),
FINITE ENERGY SOLUTIONS TO NONLINEAR EQUATIONS 5
where C is a positive constant independent of g. Thus, condition (1.11),
or equivalently (1.15), together with condition (1.12) is necessary and
sufficient for the existence of a positive finite energy solution to equa-
tion (1.2). The restriction on the value of α in the uniqueness result is
due to availability [4] of a certain convexity property of the Dirichlet
integrals
∫
Rn
|(−∆)
α
2 u|2 dx in the case α ∈ (0, 1].
We now consider sublinear elliptic equation (1.3) on arbitrary do-
mains Ω ⊂ Rn (possibly unbounded) with positive Green’s function
G(x, y) on Ω× Ω. Define the Green potential by
Gσ(x) =
∫
Ω
G(x, y) dσ(y), x ∈ Ω.
Our main results in this setup are stated in the following theorem.
Theorem 1.3. Let 0 < q < 1 and σ, µ ∈M+(Ω), and let G be Green’s
function associated with −∆ on Ω. Then there exists a positive finite
energy solution u ∈ Lqloc(Ω, dσ)∩ W˙
1,2
0 (Ω) to equation (1.3) if and only
if the following two conditions hold:
(1.16) Gσ ∈ L
1+q
1−q (Ω, dσ),
and
(1.17) µ ∈ W˙−1,2(Ω).
Moreover, such a solution is unique in W˙ 1,20 (Ω).
Recently, it has been shown in [27] that (1.16) is equivalent to the
weighted norm inequality for Green’s potentials,
(1.18)
∥∥G(fdσ)∥∥
L1+q(Ω,dσ)
≤ C‖f‖
L
1+q
q (Ω,dσ)
, ∀f ∈ L
1+q
q (Ω, dσ)
where C is positive constant independent of f . Therefore, condition
(1.16), or equivalently (1.18), together with condition (1.17) turns out
to be necessary and sufficient for the existence of a positive finite energy
solution to equation (1.3).
Our argument is based on the results in [27] mentioned above, along
with a new element that given (1.16), condition (1.17) yields
(1.19) Gµ ∈ L1+q(Ω, dσ).
As before, when (1.16) holds, this allows us to construct a positive
finite energy solution to equation (1.3) by using an auxiliary solution
u˜ ∈ L1+q(Ω, dσ) to the corresponding integral equation
(1.20) u˜ = G(u˜qdσ) +Gµ dσ-a.e.
Analogues of Theorems 1.2 and 1.3 for the fractional Laplacian (−∆)α
on domains Ω with Green’s function G in the case 0 < α < 1 (see [3])
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will be considered elsewhere. There are also some analogous results
(less precise at the boundary ∂Ω) for equation (1.1) involving the p-
Laplace operator in domains Ω ⊂ Rn; see Remark 3.7 below.
This paper is organized as follows. In Sec. 2, we recall the necessary
mathematical background, together with preliminary results concern-
ing quasilinear equations and nonlinear potentials. In Sections 3, 4 and
5, we establish explicit necessary and sufficient conditions for the ex-
istence of positive finite energy solutions to equations (1.1), (1.2), and
(1.3), respectively. Uniqueness results for such solutions are discussed
in Sec. 6.
Throughout, the letters c and C denote various positive constants
whose value may change from one place to another.
2. Preliminaries
Let Ω ⊆ Rn be a domain (nonempty open connected set). We denote
byM+(Ω) the set of all nontrivial nonnegative locally finite Borel mea-
sures in Ω, and by C∞0 (Ω) the set of all smooth compactly supported
functions in Ω.
For 1 ≤ p < ∞ and σ ∈ M+(Ω), we denote by Lp(Ω, dσ) the space
of all real-valued measurable functions u on Ω such that
‖u‖Lp(Ω,dσ) =
(∫
Ω
|u|p dσ
) 1
p
<∞.
The corresponding local space Lploc(Ω, dσ) consists of real-valued mea-
surable functions u on Ω such that the restriction u|K ∈ L
p(K, dσ) for
every compact subset K ⊂ Ω. When σ is (n-dimensional) Lebesgue
measure, dσ = dx, we write Lp(Ω) and Lploc(Ω), respectively.
For 1 ≤ p < ∞, the Sobolev space W 1,p(Ω) consists of all functions
u ∈ Lp(Ω) such that |∇u| ∈ Lp(Ω), where ∇u is the vector of distri-
butional (or weak) partial derivatives of u of order 1. The norm on
W 1,p(Ω) is given by
‖u‖W 1,p(Ω) = ‖u‖Lp(Ω) + ‖∇u‖Lp(Ω).
The corresponding local space denoted by W 1,ploc (Ω) is the space of all
functions u in Ω such that the restriction u|F ∈ W
1,p(F ) for every
relatively compact open subset F ⊂ Ω.
The Sobolev space W 1,p0 (Ω) is defined as the closure of C
∞
0 (Ω) in
W 1,p(Ω). It is easy to see that W 1,p0 (R
n) = W 1,p(Rn). The homo-
geneous version of W 1,p0 (Ω), called the homogeneous Sobolev space (or
Dirichlet space), denoted by W˙ 1,p0 (Ω), is defined as the closure of C
∞
0 (Ω)
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with respect to the seminorm
‖u‖W˙ 1,p0 (Ω)
= ‖∇u‖Lp(Ω).
That is, W˙ 1,p0 (Ω) is the set of all functions u ∈ W
1,p
loc (Ω) such that
|∇u| ∈ Lp(Ω) for which there exists a sequence {ϕj}
∞
1 ⊂ C
∞
0 (Ω) such
that ‖∇u − ∇ϕj‖Lp(Ω) → 0 as j → ∞. When 1 < p < n, the dual
space to W˙ 1,p0 (Ω) denoted by W
−1,p′(Ω), is the space of distributions
µ ∈ D′(Ω) such that
‖µ‖W−1,p′(Ω) = sup
|〈µ, u〉|
‖u‖W˙ 1,p0 (Ω)
< +∞,
where the supremum is taken over all nontrivial functions u ∈ C∞0 (Ω).
Here, p′ = p
p−1
is the Ho¨lder conjugate of p. For a measure µ ∈M+(Ω),
µ ∈ W˙−1,p
′
(Ω) if and only if there exists a positive constant C such that
∣∣∣ ∫
Ω
ϕ dµ
∣∣∣ ≤ C (∫
Ω
|∇ϕ|p dx
) 1
p
, ∀ϕ ∈ C∞0 (Ω).
For 0 < α < n, the Riesz potential Iαf of a function f ∈ L
1
loc(R
n) is
defined by
Iαf(x) = (−∆)
−α
2 f(x) = γ(α, n)
∫
Rn
f(y)
|x− y|n−α
dy, x ∈ Rn,
where γ(α, n) =
Γ(n−α2 )
pi
n
2 2αΓ(α2 )
is a normalization constant.
Observe that, for f ∈ Lp(Rn), 1 < p < n
α
, the Riesz potential Iαf is
well-defined and finite (α, p)-quasi everywhere (briefly, q.e.), meaning
everywhere except for a set of (α, p)-capacity zero (see [1]). More-
over, Iαf is (α, p)-quasicontinuous (in brief, quasicontinuous) which
means that, for every ǫ > 0, there is an open set G ⊂ Rn such that
capα,p(G) < ǫ and the restriction Iαf |Gc is continuous on G
c. Here the
(α, p)-capacity of E ⊂ Rn is defined by
capα,p(E): = inf
{
‖u‖p
Lp(Rn) : Iαu ≥ 1 on E, u ≥ 0 a.e., u ∈ L
p(Rn)
}
.
Note that Lebesgue measure is absolutely continuous with respect to
the (α, p)-capacity, i.e., each set of (α, p)-capacity zero has Lebesgue
measure zero.
In a similar manner, the Riesz potential Iασ of order α ∈ (0, n) of a
measure σ ∈M+(Rn) is defined by
Iασ(x) = (−∆)
−α
2 σ(x) = (n− α)γ(α, n)
∫ ∞
0
σ (B(x, r))
rn−α
dr
r
, x ∈ Rn.
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Henceforth, the normalization constant will be dropped for the sake of
convenience.
For 1 < p <∞ and 0 < α < n
p
, the fractional homogeneous Sobolev
space is defined by (see [25])
L˙α,p(Rn) =
{
u : u = Iαf, f ∈ L
p(Rn)
}
,
equipped with norm
‖u‖L˙α,p(Rn) = ‖f‖Lp(Rn).
Clearly, W˙ 1,p0 (R
n) = L˙1,p(Rn). In the case p = 2, we use the notation
L˙α,2(Rn) = H˙α(Rn). It is well-known that when 0 < α < 1, ‖u‖H˙α(Rn)
is equivalent to the Gagliardo seminorm(∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|n+2α
dxdy
)1
2
,
see, for example, [1, Sec. 3.5].
The dual space of H˙α(Rn) for 0 < α < n
2
, denoted by H˙−α(Rn),
consists of distributions µ ∈ D′(Rn) such that
‖µ‖H˙−α(Rn) = sup
|〈µ, u〉|
‖u‖H˙α(Rn)
< +∞,
where the supremum is taken over all nontrivial functions u ∈ C∞0 (R
n).
Thus, by duality, for a measure µ ∈M+(Rn), we have µ ∈ H˙−α(Rn) if
and only if
∥∥Iαµ∥∥L2(Rn) < +∞, or equivalently ∫Rn I2αµ dµ <∞.
Let 1 < p < ∞, 0 < α < n
p
and σ ∈ M+(Rn). The (homogeneous)
Wolff potential Wα,pσ is defined by (see [1], [19])
Wα,pσ(x) =
∫ ∞
0
[
σ(B(x, r))
rn−αp
] 1
p−1 dr
r
, x ∈ Rn,
where B(x, r) = {y ∈ Rn : |x− y| < r} is a ball centered at x ∈ Rn of
radius r > 0.
Observe thatWα,pσ is always positive since σ 6≡ 0. Moreover, either
Wα,pσ ≡ +∞ or Wα,pσ < +∞ a.e. In other words, Wα,pσ < +∞ a.e.
if and only if Wα,pσ(x0) < +∞ for some x0 ∈ R
n.
In the linear case, when p = 2, Wα,2σ = I2ασ, and in particular,
W1,2σ = I2σ is the Newtonian potential.
The energy of σ is given by
Eα,p(σ) =
∥∥Iασ∥∥p′Lp′(Rn)
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The fundamental Wolff’s inequality, see [1, Sec. 4.5], provides a certain
estimate of the energy by means of the corresponding Wolff potential:
(2.1) C−1Eα,p(σ) ≤
∫
Rn
Wα,pσ dσ ≤ CEα,p(σ),
where C = C(α, n, p) ≥ 1. Consequently,
Wα,pσ ∈ L
1(Rn, dσ) ⇐⇒ Eα,p(σ) < +∞.
More generally, it was shown in [7] (see also [8]) that for 0 ≤ q < p,
p > 1,
Wα,pσ ∈ L
q(p−1)
p−q (Rn, dσ)
is equivalent to the trace inequality
(2.2)
(∫
Rn
∣∣Iαg∣∣q dσ
) 1
q
≤ C
(∫
Rn
∣∣g∣∣p dx) 1p , ∀g ∈ Lp(Rn),
where C is a constant independent of g. When α = k < n
2
is a positive
integer, (2.2) is equivalent to the generalized Sobolev inequality
(2.3)
(∫
Rn
∣∣g∣∣q dσ) 1q ≤ C (∫
Rn
∣∣∇kg∣∣p dx) 1p , ∀g ∈ C∞0 (Rn),
where C is a constant independent of g.
For 1 < p <∞, the p-Laplacian ∆p is defined by
∆pu = ∇ ·
(
|∇u|p−2∇u
)
, u ∈ W 1,ploc (Ω),
in the distributional sense, i.e., for every ϕ ∈ C∞0 (Ω),
〈∆pu, ϕ〉 = 〈∇ ·
(
|∇u|p−2∇u
)
, ϕ〉 = −
∫
Ω
|∇u|p−2∇u · ∇ϕ dx.
Definition 2.1. Let 1 < p <∞, 0 < q < p− 1 and σ, µ ∈ M+(Ω). A
function u is said to be a finite energy solution to the equation
(2.4) −∆pu = σu
q + µ in Ω
if u ∈ Lqloc(Ω, dσ) ∩ W˙
1,p
0 (Ω), u ≥ 0 dσ-a.e. and∫
Ω
|∇u|p−2∇u · ∇ϕ dx =
∫
Ω
ϕuq dσ +
∫
Ω
ϕ dµ, ϕ ∈ C∞0 (Ω).
We shall extend the notion of distributional solutions u to equation
(2.4), for u not necessarily belonging to W 1,ploc (Ω). We will understand
such solutions in the potential-theoretic sense using p-superharmonic
functions, which is equivalent to the notion of locally renormalized
solutions in terms of test functions, see [16].
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A function u ∈ W 1,ploc (Ω) is said to be p-harmonic if u satisfies the
p-Laplace equation
−∆pu = 0 in Ω
in the distributional sense. Note that every p-harmonic function has
a continuous representative which coincides with u a.e., see [15]. A
function u : Ω→ (−∞,+∞] is p-superharmonic if u is lower semicon-
tinuous in Ω, u 6≡ +∞ in each component of Ω, and whenever D is
an open relatively compact subset of Ω and h ∈ C(D) is p-harmonic
in D with h ≤ u on ∂D, then h ≤ u on D. Also note that every
p-superharmonic function u in Ω has a quasicontinuous representative
which coincides with u p-quasi-everywhere in Ω (briefly, q.e.), i.e., ev-
erywhere except for a set of p-capacity zero. Here, the p-capacity of a
compact set E ⊂ Ω is defined by
capp(E) := inf
{
‖∇u‖p
Lp(Ω) : u ≥ 1 on E, u ∈ C
∞
0 (Ω)
}
.
Notice that capp(E) is equivalent to cap1,p(E) for compact sets E ⊂ Ω.
A p-superharmonic function u ≥ 0 does not necessarily belong to
W
1,p
loc (Ω), but its truncation
Tk(u) := min(u, k)
does for every k ∈ N. Moreover, each Tk(u) is a supersolution, i.e.,
−∇ ·
(
|∇Tk(u)|
p−2∇Tk(u)
)
≥ 0
in the distributional sense. The generalized (or weak) gradient of a
p-superharmonic function u is defined by (see [15]):
Du = lim
k→∞
∇ (Tk(u)) .
Let u be a p-superharmonic function in Ω. Then |Du|p−1 and con-
sequently |Du|p−2Du, are of class Lrloc(Ω) for every 1 ≤ r <
n
n−1
, see
[17]. This allows us to define a nonnegative distribution −∆pu by
−〈∆pu, ϕ〉 =
∫
Ω
|Du|p−2Du · ∇ϕ dx, ϕ ∈ C∞0 (Ω).
Thus, by the Riesz Representation Theorem, there exists a unique mea-
sure ω[u] ∈ M+(Ω) so that −∆pu = ω[u]. The measure ω[u] is called
the Riesz measure of u.
Definition 2.2. For ω ∈M+(Ω), a function u is said to be a solution
to the equation
−∆pu = ω in Ω
(in the potential-theoretic sense) if u is p-superharmonic in Ω and
ω[u] = ω.
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Thus, for σ, µ ∈ M+(Ω), a function u is said to be a solution to
equation (2.4) (in the potential-theoretic sense) if u is p-superharmonic
in Ω so that u ∈ Lqloc(Ω, dσ) and dω[u] = u
qdσ + dµ.
A supersolution to (2.4) is a nonnegative p-superharmonic function
u in Ω so that u ∈ Lqloc(Ω, dσ) and∫
Ω
|Du|p−2Du·∇ϕ dx ≥
∫
Ω
uqϕ dσ+
∫
Ω
ϕ dµ, ϕ ∈ C∞0 (Ω) with ϕ ≥ 0.
Note that if u ∈ W 1,ploc (Ω) is a solution (or supersolution) to equation
(2.4), then the generalized gradient Du coincides with the regular gra-
dient u. Thus u is the usual distributional solution (or supersolution,
repectively).
The following weak continuity result, see [26], will be used to prove
the existence of p-superharmonic solutions to quasilinear equations.
Theorem 2.3 ([26]). Suppose {uj}
∞
1 is a sequence of nonnegative p-
superharmonic functions in Ω such that uj → u a.e. as j →∞, where
u is a p-superharmonic function in Ω. Then ω[uj] converges weakly to
ω[u], that is,
lim
j→∞
∫
Ω
ϕ dµ[uj] =
∫
Ω
ϕ dµ[u]
for all ϕ ∈ C∞0 (Ω).
We shall use the following lower bounds for supersolutions.
Theorem 2.4 ([9]). Let 1 < p < n, 0 < q < p− 1 and σ ∈ M+(Rn).
Suppose u is a nontrivial supersolution to equation (1.4). Then u sat-
isfies the inequality
u ≥ c (W1,pσ)
p−1
p−1−q
where c = c(n, p, q) > 0.
Theorem 2.5 ([10]). Let 1 < p < n, 0 < q < p − 1, 0 < α < n
p
and
σ ∈M+(Rn). Suppose u ∈ Lqloc(R
n, dσ) satisfying
u ≥Wα,p(u
qdσ) dσ-a.e.
Then, u satisfies the inequality
u ≥ c (Wα,pσ)
p−1
p−1−q dσ-a.e.,
where c = c(α, n, p, q) > 0.
The following important result, [18], is concerned with pointwise
estimate of nonnegative p-superharmonic functions in terms of Wolff’s
potential.
12 ADISAK SEESANEA AND IGOR E. VERBITSKY
Theorem 2.6 ([18]). Let 1 < p < n and ω ∈ M+(Rn) Suppose u is a
p-superharmonic function in Rn satisfying{
−∆pu = ω in R
n,
lim inf
|x|→∞
u(x) = 0
Then
K−1W1,pω ≤ u ≤ KW1,pω,
where K = K(n, p) ≥ 1.
The next three lemmas are discussed in [9], which will be used in our
arguments occasionally.
Lemma 2.7 ([9]). Let 1 < p < n, 0 < q < p−1 and σ ∈M+(Rn). Sup-
pose there exists a nontrivial supersolution u ∈ Lqloc(R
n, dσ)∩W˙ 1,p0 (R
n)
to equation (1.4) Then
−∆pu ∈ W
−1,p′(Rn) ∩M+(Rn) and u ∈ L1+q(Rn, dσ),
for a quasicontinuous representative of u. Consequently, (1.5) holds.
Lemma 2.8 ([9]). Suppose u ∈ L1+q(Rn, dσ) is a nontrivial superso-
lution to the integral equation
(2.5) u =W1,p(u
qdσ) dσ-a.e.
Then
uqdσ ∈ W−1,p
′
(Rn) ∩M+(Rn).
Lemma 2.9 ([9]). Let µ, ω ∈ W−1,p(Rn) ∩M+(Rn). Suppose u, v ∈
W˙
1,p
0 (R
n) are solutions to the equations
−∆pu = µ in R
n and −∆pv = ω in R
n,
respectively. If µ ≤ ω, then u ≤ v q.e.
The following theorem is due to Brezis and Browder [5] (cf. [20,
Theorem 2.39]).
Theorem 2.10. Let 1 < p < n and µ ∈ W−1,p
′
(Ω) ∩M+(Ω). Then
for any u ∈ W˙ 1,p0 (Ω) we have u ∈ L
1(Ω, dµ) and
〈µ, u〉 =
∫
Ω
u dµ,
for a quasicontinuous representative of u.
We shall use the following facts, which are discussed in [20, Secs. 2.1
- 2.2].
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Remark 2.11. Let 1 < p < n and ω ∈ W−1,p
′
(Rn) ∩M+(Rn). There
exists a unique p-superharmonic solution u ∈ W˙ 1,p0 (R
n) to the equation
−∆pu = ω in R
n
in the distributional sense. Moreover, u ∈ L1(Rn, dω) and
〈ω, u〉 =
∫
Rn
u dω = ‖u‖p
W˙
1,p
0 (R
n)
= ‖ω‖p
′
W−1,p
′(Rn)
= ‖I1ω‖
p′
Lp
′(Rn)
= E1,p(ω)
for a quasicontinuous representative of u.
We will need the next lemma which shows that if there exists a
nontrivial supersolution u ∈ Lqloc(R
n, dσ) to the integral equation
(2.6) u =Wα,p(u
qdσ) dσ-a.e.,
then σ must be absolutely continuous with respect to capα,p(·).
Lemma 2.12 ([10]). Let 1 < p < ∞, 0 < α < n
p
and 0 < q < p − 1
and σ ∈ M+(Rn). Suppose there exists a nontrivial supersolution u ∈
L
q
loc(R
n, dσ) to (2.6). Then there exists a positive constant c such that
σ(E) ≤ c
[
capα,p(E)
] q
p−1
(∫
E
uq dσ
) p−1−q
p−1
for all compact sets E ⊂ Rn.
Consequently, if (1.4) has a nontrivial p-superharmonic supersolution
then σ is absolutely continuous with respect to capp(·).
3. Existence of a Positive Finite Energy Solution to
Equation (1.1)
In this section, we establish necessary and sufficient conditions for
the existence of a positive finite energy solution to equation (1.1). Min-
imality of such a solution is demonstrated as well. In the case p ≥ n,
it follows immediately from the result in [9] that there is only a trivial
supersolution to (1.1). Henceforth, we assume 1 < p < n.
Our first theorem is stated in the general framework of nonlinear
integral equations involving Wolff potentials,
(3.1) u =Wα,p(u
qdσ) +Wα,pµ in R
n,
where 1 < p < n, 0 < q < p − 1, 0 < α < n
p
and σ, µ ∈ M+(Rn).
This theorem will be used to construct positive finite energy solutions
to both equations (1.1) and (1.2) in the cases α = 1 and p = 2, respec-
tively.
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Theorem 3.1. Let 1 < p < n, 0 < q < p − 1, 0 < α < n
p
and
σ, µ ∈M+(Rn). Suppose that the following conditions hold:
(3.2) Wα,pσ ∈ L
(1+q)(p−1)
p−1−q (Rn, dσ),
and
(3.3) Wα,pµ ∈ L
1+q(Rn, dσ).
Then there exists a positive solution u ∈ L1+q(Rn, dσ) to integral equa-
tion (3.1).
The following result will be used in the proof of Theorem 3.1 (see
[9, Lemma 3.3], or [8] in more generality).
Lemma 3.2 ([9]). Let 1 < p < ∞, 0 < q < p − 1, 0 < α < n
p
and σ ∈ M+(Rn). Suppose (3.2) holds. Then the nonlinear integral
operator T defined by
T (g) := (Wα,p(|g|dσ))
p−1
, g ∈ L
1+q
q (Rn, dσ)
is bounded from L
1+q
q (Rn, dσ) to L
1+q
p−1 (Rn, dσ).
Proof of Theorem 3.1. Without loss of generality we may assume that
g ≥ 0, g ∈ L
1+q
q (Rn, dσ). Since (3.2) holds, then by Lemma 3.2, there
exists a positive constant c such that
(3.4)
(∫
Rn
∣∣Wα,p(gdσ)∣∣1+q dσ
) 1
1+q
≤ c
(∫
Rn
|g|
1+q
q dσ
) q
(1+q)(p−1)
,
where c is a positive constant that does not depend on g ∈ L
1+q
q (Rn, dσ).
We construct a sequence of functions {uj}
∞
0 as follows. Set
u0 :=Wα,pµ and uj+1 :=Wα,p(u
q
jdσ) +Wα,pµ, j ∈ N0.
Observe that u0 > 0 since µ 6≡ 0, and
u1 =Wα,p(u
q
0dσ) + u0 ≥ u0.
Suppose u0 ≤ u1 ≤ . . . ≤ uj for some j ∈ N. Then
uj+1 =Wα,p(u
q
jdσ) +Wα,pµ ≥Wα,p(u
q
j−1dσ) +Wα,pµ = uj.
Hence, by induction, {uj}
∞
0 is a nondecreasing sequence of positive
functions. Moreover, each uj ∈ L
1+q(Rn, dσ). To see this, notice that
by assumption (3.3), we have
u0 =Wα,pµ ∈ L
1+q(Rn, dσ).
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Suppose u0, . . . , uj ∈ L
1+q(Rn, dσ) for some j ∈ N. By Minkowski’s
inequality,
‖uj+1‖L1+q(Rn, dσ) =
∥∥Wα,p(uqjdσ) +Wα,pµ∥∥L1+q(Rn, dσ)
≤
∥∥Wα,p(uqjdσ)∥∥L1+q(Rn, dσ) + ∥∥Wα,pµ∥∥L1+q(Rn, dσ).
(3.5)
The first term on the right-hand side of (3.5) is estimated by applying
(3.4) with g := uqj ∈ L
1+q
q (Rn, dσ). In fact,
∥∥Wα,p(uqjdσ)∥∥L1+q(Rn,dσ) ≤ c
(∫
Rn
u
1+q
j dσ
) q
(1+q)(p−1)
≤ c
(∫
Rn
u
1+q
j+1 dσ
) q
(1+q)(p−1)
= c‖uj+1‖
q
p−1
L1+q(Rn,dσ).
(3.6)
Combining (3.5) and (3.6), we arrive at
(3.7) ‖uj+1‖L1+q(Rn,dσ) ≤ c‖uj+1‖
q
p−1
L1+q(Rn,dσ) +
∥∥Wα,pµ∥∥L1+q(Rn,dσ).
We estimate the first term on the right-hand side of (3.7) using Young’s
inequality,
(3.8) c‖uj+1‖
q
p−1
L1+q(Rn,dσ) ≤
q
p− 1
‖uj+1‖L1+q(Rn,dσ) +
p− 1− q
p− 1
c
p−1
p−1−q
Hence, by (3.7) and (3.8), we obtain
(3.9)
‖uj+1‖L1+q(Rn,dσ) ≤ c
p−1
p−1−q +
p− 1
p− 1− q
∥∥Wα,pµ∥∥L1+q(Rn,dσ) < +∞.
By induction, we have shown that each uj ∈ L
1+q(Rn, dσ). Finally,
applying the Monotone Convergence Theorem to the sequence {uj}
∞
0 ,
we see that the pointwise limit
u := lim
j→∞
uj
exists so that u > 0, u ∈ L1+q(Rn, dσ) and satisfies (3.1). 
Remark 3.3. The converse to Theorem 3.1 is also true in a more
general sense. In fact, if u ∈ L1+q(Rn, dσ), u > 0 dσ-a.e., satisfies the
equation
u =Wα,p(u
qdσ) +Wα,pµ dσ-a.e.,
then obviously u ∈ Lqloc(R
n, dσ) by Ho¨lder’s inequality, and
u ≥Wα,p(u
qdσ) dσ-a.e.
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Applying Theorem 2.5, we obtain a lower pointwise estimate of u,
u ≥ c (Wα,pσ)
p−1
p−1−q dσ-a.e.,
where c = c(α, n, p, q) > 0. This implies that (3.2) holds since u ∈
L1+q(Rn, dσ). Similary, (3.3) holds because u ∈ L1+q(Rn, dσ) and
u ≥Wα,pµ dσ-a.e.
The next lemma is our main observation in this section. It gives us
a relation between conditions (1.5), (1.6) and (1.7).
Lemma 3.4. Let 1 < p < n, 0 < q < p− 1 and σ, µ ∈M+(Rn). Then
conditions (1.5) and (1.6) imply (1.7).
Proof. As shown in [7], (1.5) holds if and only if there exists a positive
constant c such that
(3.10)
∥∥I1g∥∥L1+q(Rn,dσ) ≤ c‖g‖Lp(Rn), ∀g ∈ Lp(Rn).
Since µ ∈ L−1,p
′
(Rn) then I1µ ∈ L
p′(Rn). Substituting g := (I1µ)
1
p−1 ∈
Lp(Rn) into (3.10) yields∥∥I1 (I1µ) 1p−1 ∥∥L1+q(Rn,dσ) ≤ c∥∥ (I1µ) 1p−1 ∥∥Lp(Rn) < +∞.
Notice thatW1,pµ is always pointwise smaller than I1 (I1µ)
1
p−1 (see, for
example, [21, Sec. 10.4.2]). More precisely,
W1,pµ ≤ CI1 (I1µ)
1
p−1 ,
where C is a constant which depends only on p. This yields (1.7). 
The following lemma, in particular, gives necessary conditions for
the existence of a positive finite energy solution to equation (1.1).
Lemma 3.5. Let 1 < p < n, 0 < q < p− 1 and σ, µ ∈ M+(Rn). Sup-
pose there exists a nontrivial supersolution u ∈ Lqloc(R
n, dσ)∩W˙ 1,p0 (R
n)
to equation (1.1). Then
−∆pu ∈ W
−1,p′(Rn) ∩M+(Rn) and u ∈ L1+q(Rn, dσ)
for a quasicontinuous representative of u. Consequently, (1.5) and (1.6)
hold.
Proof. It follows directly from Lemma 2.7 that
−∆pu ∈ W
−1,p′(Rn) ∩M+(Rn) and u ∈ L1+q(Rn, dσ)
for a quasicontinuous representative of u. The former implies (1.6).
The latter yields (1.5) in view of the global pointwise lower bound for
supersolutions contained (Theorem 2.4). 
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In the next theorem, we verify that conditions (1.5) and (1.6) are suf-
ficient for the existstence of a positive finite energy solution to equation
(1.1). Further, the minimality of such a solution is also proven.
We first observe that for 1 < p < n, 0 < α < n
p
, ω, ν ∈M+(Rn) and
γ, β ≥ 0,
(3.11) Wα,p(γω + βν) ≤ A
(
γ
1
p−1Wα,pω + β
1
p−1Wα,pν
)
,
where A = A(α, p, n) ≥ 1. This follows immediately from the definition
of Wolff’s potential and the estimates
|a+ b|r ≤
{
2r−1 (|a|r + |b|r) for 1 ≤ r <∞,
|a|r + |b|r for 0 ≤ r < 1,
where a, b ∈ R.
Theorem 3.6. Let 1 < p < n, 0 < q < p − 1 and σ, µ ∈ M+(Rn).
Suppose (1.5) and (1.6) hold. Then there exists a positive finite energy
solution w to equation (1.1). Moreover, w is a minimal solution in the
sense that w ≤ u q.e. (for their respective quasicontinuous representa-
tives) for any positive finite energy solution u to (1.1).
Proof. We first prove the existence of w. Since (1.5) and (1.6) hold,
then by Lemma 3.4, (1.7) holds. By Theorem 3.1 in the case α = 1,
there exists a positive solution v ∈ L1+q(Rn, dσ) to the integral equation
v =W1,p(v
qdσ) +W1,pµ in R
n.
Using a constant multiple c−1v, where c > 0, in place of v, we have
v = c
p−1−q
p−1 W1,p(v
qdσ) + cW1,pµ in R
n.
Choose c ≥ (KA)
p−1
p−1−q ≥ KA ≥ 1 where K ≥ 1 is the constant in
Theorem 2.6, and A ≥ 1 is the constant in (3.11). Then, by Lemma
2.8, we have
vqdσ ∈ W−1,p
′
(Rn).
Set
w0 := K
−1W1,pµ and dω0 := w0
qdσ + µ.
Since K−1 ≤ 1 ≤ c then 0 < w0 ≤ v, and hence
w0 ∈ L
1+q(Rn, dσ) and ω0 ∈ W
−1,p′(Rn).
As discussed in Remark 2.11, for such a measure ω0, there exists a
unique p-superharmonic solution w1 ∈ W˙
1,p
0 (R
n) to the equation
−∆pw1 = ω0 in R
n and ‖w1‖
p−1
W˙
1,p
0 (R
n)
= ‖ω0‖W−1,p(Rn)
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for a quasicontinuous representative of w1. Moreover, by Theorem 2.6,
0 < w1 ≤ KW1,pω0 ≤ KAW1,p(v
qdσ) +KAW1,pf ≤ v q.e.
Since σ is absolutely continuous with respect to capp(·), this yields
w1 ∈ L
1+q(Rn, dσ) and ω1 := w1
qdσ + dµ ∈ W−1,p
′
(Rn).
Again by Theorem 2.6,
w0 = K
−1W1,pµ ≤ K
−1W1,pω0 ≤ w1 q.e.
We now have
0 < w0 ≤ w1 ≤ v q.e.
We shall construct, by induction, a sequence {wj}
∞
1 so that
(3.12)


−∆pwj = σw
q
j−1 + µ in R
n,
wj ∈ L
1+q(Rn, dσ) ∩ W˙ 1,p0 (R
n),
supj∈N ‖wj‖W˙ 1,p0 (Rn)
<∞,
w
q
j−1dσ + dµ ∈ W
−1,p′(Rn),
0 < wj−1 ≤ wj ≤ v q.e.
We set
dωj := w
q
jdσ + dµ, j ∈ N.
Suppose w1, w2, ..., wj−1 have been constructed. Since ωj−1 ∈ W
−1,p′(Rn),
then by Remark 2.11, there exists a unique p-superharmonic solution
wj ∈ W˙
1,p
0 (R
n) to the equation
−∆pwj = ωj−1 in R
n.
Moreover,
‖wj‖
p
W˙
1,p
0 (R
n)
= ‖ωj−1‖
p′
W−1,p
′(Rn)
≤
∫
Rn
wjw
q
j−1 dσ + ‖µ‖
p′
W−1,p
′(Rn)
.
Applying Theorem 2.6, we obtain
wj ≤ KW1,pωj−1 ≤ KAW1,p(w
q
j−1dσ) +KAW1,pµ q.e.
Since wj−1 ≤ v q.e. then
wj ≤ KAW1,p(v
qdσ) +KAW1,pµ ≤ v q.e.
Hence, wj ∈ L
1+q(Rn, dσ) since σ is absolutely continuous with respect
to capp(·). Furthermore,
‖wj‖
p
W˙
1,p
0 (R
n)
≤
∫
Rn
wjw
q
j−1 dσ + ‖µ‖
p′
W−1,p
′(Rn)
≤
∫
Rn
v1+q dσ + ‖µ‖p
′
W−1,p
′(Rn)
< +∞.
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This shows that {wj}
∞
1 is a bounded sequence in W˙
1,p
0 (R
n). Moreover,
since ωj−2 ≤ ωj−1, then by Weak Comparison Principle (Lemma 2.9),
wj−1 ≤ wj q.e. Hence, the sequence {wj}
∞
1 satisfying (3.12) has been
constructed. Applying the weak continuity of p-Laplacian (Theorem
2.3), the Monotone Convergence Theorem and the Weak Compactness
Property in W˙ 1,p0 (R
n), see [15, Lemma 1.33], we deduce that the point-
wise limit w := limj→∞wj is a positive finite energy solution to (1.1).
We now prove the minimality of w. Suppose u is any positive finite
energy solution to (1.1). Set dω := uqdσ+dµ. By Lemma 3.5, we have
u ∈ L1+q(Rn, dσ) and ω ∈ W−1,p
′
(Rn) ∩M+(Rn),
for a quasicontinuous representative of u. We need to show that w ≤ u
q.e. Notice that
u ≥ (W1,pµ) > K
−1(W1,pµ) = w0 q.e.
Therefore ω0 ≤ ω since σ is absolutely continuous with respect to
capp(·). By the Weak Comparison Principle (Lemma 2.9), w1 ≤ u q.e.
Arguing by induction as above, we see that
wj−1 ≤ wj ≤ u q.e.
It follows that w = limj→∞wj ≤ u q.e., which proves the claim. 
Remark 3.7. For a similar equation in a domain Ω ⊂ Rn,
(3.13) −∆pu = u
qσ + µ in Ω,
where 1 < p < n, 0 < q < p− 1 and σ, µ ∈M+(Ω), we also have anal-
ogous sufficient conditions for the existence of a positive finite energy
solution in terms of truncated Wolff’s potential, namely:
(3.14) WR1,pσ ∈ L
(1+q)(p−1)
p−1−q (Ω, dσ), R ≥ 2diam(Ω),
and
(3.15) µ ∈ W˙−1,p
′
(Ω).
Here, for 1 < p <∞, 0 < α < n
p
and σ ∈M+(Ω), the truncated Wolff
potential WRα,pσ is defined by (see [19])
WRα,pσ(x) =
∫ R
0
[
σ(B(x, r) ∩ Ω)
rn−αp
] 1
p−1 dr
r
, x ∈ Ω, 0 < R ≤ +∞.
Moreover, conditions (3.14) and (3.15) are also necessary whenever σ
and µ have compact supports in Ω. These results are deduced easily
from Theorem 1.1; see details in [22].
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4. Existence of a Positive Finite Energy Solution to
Equation (1.2)
In this section, we employ an argument similar to the one used in
the previous section to deduce necessary and sufficient conditions for
the existence of a positive finite energy solution to fractional Laplace
equation (1.2).
Definition 4.1. Let 0 < q < 1, 0 < α < n
2
and σ, µ ∈ M+(Rn).
A finite energy solution u to equation (1.2) will be understood in the
sense that u ∈ Lqloc(R
n, dσ) ∩ H˙α(Rn), u ≥ 0 dσ-a.e. such that
(4.1) (−∆)
α
2 u = Iα(u
qdσ) + Iαµ dx-a.e.
Remark 4.2. Using the same notation as above, suppose u is a positive
finite energy solution to (1.2). Applying the Riesz potential Iα of order
α to both sides of (4.1) yields
u(x) = I2α(u
qdσ)(x) + I2αµ(x) whenever u(x) < +∞.
Notice that u ∈ Lqloc(R
n, dσ) ∩ H˙α(Rn). Then
(4.2) u = I2α(u
qdσ) + I2αµ dσ-a.e. and q.e.
In particular,
u ≥ I2α(u
qdσ) dσ-a.e.,
which implies, by Lemma 2.12, that σ is absolutely continuous with
respect to capα,2(·). On the other hand, (4.1) implies in particular that
(−∆)
α
2 u ≥ Iαµ dx-a.e.
Therefore Iαµ ∈ L
2(Rn), and hence µ ∈ H˙−α(Rn). In particular, µ
is absolutely continuous with respect to capα,2(·) (see, for example,
[1, Sec. 7]). In summary, u satisfies integral equation (4.2) in the
following senses: a.e., dσ-a.e., dµ-a.e., and q.e.
The following important observation is analogous to Lemma 3.4.
Lemma 4.3. Let 0 < q < 1, 0 < α < n
2
and σ, µ ∈ M+(Rn). Then
(1.11) and (1.12) imply (1.14)
Proof. As shown in [7], (1.11) holds if and only if there exists a positive
constant c such that
(4.3)
∥∥Iαg∥∥L1+q(Rn,dσ) ≤ c‖g‖L2(Rn), ∀g ∈ L2(Rn).
Letting g := Iαµ ∈ L
2(Rn) in (4.3), we have∥∥I2αµ∥∥L1+q(Rn,dσ) ≤ c∥∥Iαµ∥∥L2(Rn) <∞,
which proves (1.14). 
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The neccessary conditions for the existence of a positive finite energy
solution to equation (1.2) are established in the following lemma.
Lemma 4.4. Let 0 < q < 1, 0 < α < n
2
and σ, µ ∈ M+(Rn). Suppose
there exists a positive finite energy solution u to equation (1.2). Then
(1.12) holds and u ∈ L1+q(Rn, dσ). Consequently, (1.11) holds.
Proof. Suppose u is a positive finite energy solution to (1.2). Then
(1.12) holds as discussed in Remark 4.2. We next show that u ∈
L1+q(Rn, dσ). By (4.1), for each nonnegative function ϕ ∈ L2(Rn),
we have∫
Rn
[(−∆)
α
2 u]ϕ dx =
∫
Rn
[Iα(u
qdσ)]ϕ dx+
∫
Rn
[Iαµ]ϕ dx.
Applying Tonelli’s Theorem and Schwarz’s inequality, we obtain∣∣∣∣
∫
Rn
uq [Iαϕ] dσ
∣∣∣∣ =
∣∣∣∣
∫
Rn
[Iα(u
qdσ)]ϕ dx
∣∣∣∣
≤
∣∣∣∣
∫
Rn
[
(−∆)
α
2 u
]
ϕ dx
∣∣∣∣ +
∣∣∣∣
∫
Rn
(Iαµ)ϕ dx
∣∣∣∣
≤ c‖ϕ‖L2(Rn),
(4.4)
where c := ‖(−∆)
α
2 u‖L2(Rn) + ‖Iαµ‖L2(Rn) <∞, since u ∈ H˙
α(Rn) and
µ ∈ H˙−α(Rn). Letting ϕ := (−∆)
α
2 u, which is a nonnegative function
of class L2(Rn) in (4.4), we get
‖u‖1+q
L1+q(Rn,dσ) ≤ c
∥∥(−∆)α2 u∥∥
L2(Rn)
< +∞.
This shows that u ∈ L1+q(Rn, dσ). Notice that
u = I2α(u
qdσ) + I2αµ dσ-a.e.
Hence, by the discussion in Remark 3.3 in the case p = 2, we have that
(1.11) holds. 
The next theorem shows that conditions (1.11) and (1.12) allow us to
construct a positive finite energy solution to equation (1.2). Minimality
of such a solution will be proven as well.
Theorem 4.5. Let 0 < q < 1, 0 < α < n
2
and σ, µ ∈ M+(Rn).
Suppose (1.11) and (1.12) hold. Then there exists a positive finite
energy solution w to equation (1.2). Moreover, w is a minimal solution
in the sense that w ≤ u q.e. for any positive finite energy solution u to
(1.2).
Proof. We first prove the existence of w. Since (1.11) and (1.12) hold,
then by Lemma 4.3 it follows that (1.14) holds. By Theorem 3.1 in
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the case p = 2, there exists a positive solution w ∈ L1+q(Rn, dσ) to the
integral equation
(4.5) w = I2α(w
qdσ) + I2αµ in R
n.
We will show that
w ∈ Lqloc(R
n, dσ) ∩ H˙α(Rn).
Clearly, w ∈ Lqloc(R
n, dσ) by Ho¨lder’s inequality. In order to prove that
w ∈ H˙α(Rn), by duality, it suffices to show that there exists a positive
constant c such that
(4.6)
∣∣∣∣
∫
Rn
wψ dx
∣∣∣∣ ≤ c‖ψ‖H˙−α(Rn), ψ ∈ C∞0 (Rn).
By the semigroup property of the Riesz potentials, Tonelli’s Theorem
and Ho¨lder’s inequality, we have
∣∣∣∣
∫
Rn
wψ dx
∣∣∣∣ ≤
∫
Rn
Iα(w
qdσ)
∣∣Iαψ∣∣ dx+
∫
Rn
Iαµ
∣∣Iαψ∣∣ dx
≤
∥∥Iα(wqdσ)∥∥L2(Rn)∥∥Iαψ∥∥L2(Rn) + ∥∥Iαµ∥∥L2(Rn)∥∥Iαψ∥∥L2(Rn)
=
[∥∥Iα(wqdσ)∥∥L2(Rn) + ‖µ‖H˙−α(Rn)] ‖ψ‖H˙−α(Rn)
(4.7)
for all ψ ∈ C∞0 (R
n). Since ‖µ‖H˙−α(Rn) < +∞, we see that, in view of
(4.6) and (4.7), it remains to show that
(4.8)
∥∥Iα(wqdσ)∥∥L2(Rn) <∞.
To this end, notice that by the result in [7], (1.11) is equivalent to
(4.9) ‖Iαg‖L1+q(Rn,dσ) ≤ c‖g‖L2(Rn), ∀g ∈ L
2(Rn),
where c is a positive constant independent of g. Moreover, by duality,
(4.9) is equivalent to
(4.10) ‖Iα(ϕdσ)‖L2(Rn) ≤ c‖ϕ‖
L
1+q
q (Rn,dσ)
, ∀ϕ ∈ L
1+q
q (Rn, dσ),
where c is a positive constant independent of ϕ. Letting ϕ := wq ∈
L
1+q
q (Rn, dσ) in (4.10), we have
(4.11)
∥∥Iα(wqdσ)∥∥L2(Rn) ≤ c‖w‖qL1+q(Rn,dσ) < +∞,
which proves (4.8), and hence w ∈ H˙α(Rn). Moreover, by (4.5), we
have
(−∆)
α
2 w = Iα(w
qdσ) + Iαµ a.e.
This shows that w is a positive finite energy solution to (1.2).
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Minimality of the solution w is obvious by its construction in The-
orem 3.1 in the case p = 2. Recall that w is the pointwise limit
w = limj→∞wj, where
w0 := I2αµ and wj+1 := I2α(w
q
jdσ) + I2αµ, j ∈ N0.
If u is any positive finite energy solution to (1.2). Then
w0 = I2αµ ≤ I2α(u
qdσ) + I2αµ = u q.e.
Consequently,
w1 = I2α(w
q
0dσ) + I2αµ ≤ I2α(u
qdσ) + I2αµ = u q.e.
Arguing by induction, we obtain
wj−1 ≤ wj ≤ u q.e. for all j ∈ N.
Therefore, w = limj→∞wj ≤ u q.e. This proves the minimality of
w. 
5. Existence of a Positive Finite Energy Solution to
Equation (1.3)
Let Ω be a domain in Rn and let G : Ω × Ω → (0,∞] be a positive
lower semicontinuous kernel. For ν ∈ M+(Ω), the potential of ν is
defined by
Gν(x) :=
∫
Ω
G(x, y) dν(y), x ∈ Ω.
A positive kernel G on Ω × Ω is said to satisfy the weak maximum
principle (WMP) with constant h ≥ 1 if for any ν ∈M+(Ω),
(5.1)
sup{Gν(x) : x ∈ supp(ν)} ≤M =⇒ sup{Gν(x) : x ∈ Ω} ≤ hM
for every constant M > 0. Here we use the notation supp(ν) for the
support of ν ∈M+(Ω).
When h = 1 in (5.1), the positive kernel G is said to satisfy the
strong maximum principle, which holds for positive Green’s functions
associated with the classical Laplacian −∆, and more generally the
fractional Laplacian (−∆)α in the case 0 < α ≤ 1, for every domain
Ω ⊂ Rn which possesses a positive Green’s function.
The WMP holds for Riesz kernels on Rn associated with (−∆)α in the
full range 0 < α < n
2
, and more generally for all radially nonincreasing
kernels on Rn (see [1]).
We say that a function d(x, y) : Ω × Ω → [0,∞) satisfies the quasi-
metric triangle inequality with constant κ > 0 if
(5.2) d(x, y) ≤ κ [d(x, z) + d(z, y)] , x, y, z ∈ Ω.
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A positive kernel G on Ω×Ω is quasimetric if G is symmetric and the
function d(x, y) = 1
G(x,y)
satisfies (5.2). The WMP holds for quasimetric
kernels, see [11–13, 24]. We say that a positive kernel G on Ω × Ω is
quasi-symmetric if there exists a constant a > 0 such that
a−1G(y, x) ≤ G(x, y) ≤ aG(y, x), x, y ∈ Ω.
There are many kernels associated with elliptic operators that are
quasi-symmetric and satisfy the WMP (see [2]).
In this section, we establish necessary and sufficient conditions for
the existence of a positive solution u ∈ L1+q(Ω, dσ) to the integral
equation
(5.3) u = G(uqdσ) +Gµ dσ-a.e.
where 0 < q < 1 and σ, µ ∈ M+(Ω), provided that G is a quasi-
symmetric kernel which satisfies the WMP.
If G is Green’s function associated with −∆ on Ω, integral equation
(5.3) is equivalent to the sublinear elliptic boundary value problem
(5.4)
{
−∆u = σuq + µ in Ω,
u = 0 on ∂Ω.
As an application, we can deduce necessary and sufficient conditions for
existence of a positive finite energy solution u ∈ Lqloc(Ω, dσ) ∩ W˙
1,2
0 (Ω)
to equation (1.3).
We will need the following result proved in [27], which explicitly
characterizes (p, r)-weighted norm inequalities
(5.5)
∥∥G(fdσ)∥∥
Lr(Ω,dσ)
≤ C‖f‖Lp(Ω,dσ), ∀f ∈ L
p(Ω, dσ),
where C is a positive constant independent of f , in the case 0 < r < p
and 1 < p <∞, under some mild assumptions on the kernel G.
Theorem 5.1 ([27]). Let σ ∈ M+(Ω) and G be a positive quasi-
symmetric lower semicontinuous kernel on Ω × Ω, which satisfies the
WMP.
(i) If 1 < p < ∞ and 0 < r < p, then the (p, r)-weighted norm
inequality (5.5) holds if and only if
(5.6) Gσ ∈ L
pr
p−r (Ω, dσ).
(ii) If 0 < q < 1 and q < r < ∞, then there exists a positive su-
persolution u ∈ Lr(Ω, dσ) to the homogeneous integral equation
(5.3) with µ = 0, so that
(5.7) u ≥ G(uqdσ) dσ-a.e.
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if and only if weighted norm inequality (5.5) holds with p = r
q
,
that is,
(5.8)
∥∥G(fdσ)∥∥
Lr(Ω,dσ)
≤ C‖f‖
L
r
q (Ω,dσ)
, ∀f ∈ L
r
q (Ω, dσ),
where C is positive constant independent of f , or equivalently
(5.9) Gσ ∈ L
r
1−q (Ω, dσ).
The following theorem gives necessary and sufficient conditions for
the existence of a positive solution u ∈ L1+q(Ω, dσ) to integral equation
(5.3). In fact, it is a more general version of Theorem 3.1 in the linear
case p = 2.
Theorem 5.2. Let 0 < q < 1 and σ, µ ∈M+(Ω), and let G be a posi-
tive quasi-symmetric lower semicontinuous kernel on Ω×Ω, which sat-
isfies the WMP. Then there exists a positive solution u ∈ L1+q(Ω, dσ)
to integral equation (5.3) if and only if (1.16) and (1.19) hold.
Proof. The sufficiency part is similar to the one of Theorem 3.1 when
p = 2, proved by applying Theorem 5.1 (ii) in the case r = q + 1
in place of Lemma 3.2, and replacing Wolff’s potentials by potential
operators G associated with the kernel G. The necessity part follows
immediately from Theorem 5.1 (ii) in the case r = q + 1. 
We now apply the above result to deduce necessary and sufficient
conditions for the existence of a positive finite energy solution to equa-
tion (1.3). As in previous sections, we first make the following obser-
vation regarding relation between conditions (1.16), (1.17) and (1.19).
Lemma 5.3. Let 0 < q < 1 and σ, µ ∈M+(Ω), and let G be a positive
quasi-symmetric lower semicontinuous kernel on Ω×Ω, which satisfies
the WMP. Then (1.16) and (1.17) imply (1.19).
Proof. By Theorem 5.1 (ii) with r = 1 + q, (1.16) holds if and only if
there exists a constant C such that
(5.10)
∥∥G(fdσ)∥∥
L1+q(Ω,dσ)
≤ C‖f‖
L
1+q
q (Ω,dσ)
, ∀f ∈ L
1+q
q (Ω, dσ).
Suppose f is any nonnegative bounded measurable function with com-
pact support in Ω. Applying Ho¨lder’s inequality and the weighted norm
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inequality (5.10) we have∥∥G (fdσ)∥∥2
W˙
1,2
0 (Ω)
=
∫
Ω
∣∣∇G(fdσ)∣∣2 dx
=
∫
Ω
G(fdσ) · f dσ
≤
∥∥G(fdσ)∥∥
L1+q(Ω, dσ)
∥∥f∥∥
L
1+q
q (Ω, dσ)
≤ C
∥∥f∥∥2
L
1+q
q (Ω, dσ)
.
(5.11)
Since µ ∈ W˙−1,2(Ω), by Tonelli’s Theorem and Brezis-Browder theorem
(Theorem 2.10), we obtain∣∣∣∣
∫
Ω
(Gµ) f dσ
∣∣∣∣ =
∣∣∣∣
∫
Ω
G (fdσ) dµ
∣∣∣∣
=
∣∣∣〈G(fdσ), µ〉∣∣∣
≤
∥∥G(fdσ)∥∥
W˙
1,2
0 (Ω)
∥∥µ∥∥
W˙−1,2(Ω)
≤ c
∥∥f∥∥
L
1+q
q (Ω, dσ)
∥∥µ∥∥
W˙−1,2(Ω)
.
(5.12)
Applying a standard density argument, we see that (5.12) actually
holds for all f ∈ L
1+q
q (Ω, dσ). By duality, taking the supremum over
all f ∈ L
1+q
q (Ω, dσ), we get(∫
Ω
(Gµ)1+q dσ
) 1
1+q
≤ c‖µ‖W˙−1,2(Ω) < +∞,
which proves the lemma. 
The next lemma shows in particular that conditions (1.16) and (1.17)
are neccessary for the existence of a positive finite energy solution to
equation (1.3).
Lemma 5.4. Let 0 < q < 1 and σ, µ ∈ M+(Ω), and let G be Green’s
function associated with −∆ on Ω. Suppose there exists a positive
supersolution u ∈ Lqloc(Ω, dσ) ∩ W˙
1,2
0 (Ω) to equation (1.3). Then
−∆u ∈ W˙−1,2(Ω) ∩M+(Ω),
and hence (1.17) holds. Moreover, u ∈ L1+q(Ω, dσ) for a quasicontin-
uous representative of u, and consequently (1.16) holds as well.
Proof. By Schwarz’s inequality, for every ϕ ∈ C∞0 (Ω) we have∣∣〈−∆u, ϕ〉∣∣ = ∣∣∣∣
∫
Ω
∇u · ∇ϕ dx
∣∣∣∣ ≤ ‖∇u‖L2(Ω)‖∇ϕ‖L2(Ω).
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Hence, −∆u ∈ W˙−1,2(Ω). Moreover, for every nonnegative ϕ ∈ C∞0 (Ω)
we have
〈−∆u, ϕ〉 =
∫
Ω
∇u · ∇ϕ dx ≥
∫
Ω
uqϕ dσ +
∫
Ω
ϕ dµ ≥ 0.
This shows that −∆u ∈ M+(Ω), from which it follows that (1.17)
holds, and
dν := uqdσ ∈ W˙−1,2(Ω) ∩M+(Ω).
Let {ϕj}
∞
1 ⊂ C
∞
0 (Ω) be a sequence of nonnegative functions such that
ϕj → u in W˙
1,2
0 (Ω) as j →∞. Then
〈ν, ϕj〉 ≤
∫
Ω
∇u · ∇ϕj dx for all j ∈ N.
Hence,
〈ν, u〉 = lim
j→∞
〈ν, ϕj〉 ≤ lim
j→∞
∫
Ω
∇u · ∇ϕj dx =
∫
Ω
|∇u|2 dx < +∞.
Applying the Brezis-Browder theorem (Theorem 2.10), for a quasicon-
tinuous representative of u, we have∫
Ω
u1+q dσ =
∫
Ω
u dν = 〈ν, u〉 < +∞.
Hence, u ∈ L1+q(Ω, dσ). Consequently, by Theorem 5.2, it follows that
(1.16) holds. 
Finally, if G is Green’s function associated with −∆ on Ω, the next
lemma shows in particular that conditions (1.16) and (1.17) are suffi-
cient for the existence of a minimal positive finite energy solution to
equation (1.3).
Lemma 5.5. Let 0 < q < 1 and σ, µ ∈M+(Ω), and let G be a positive
quasi-symmetric lower semicontinuous kernel on Ω×Ω, which satisfies
the WMP. Suppose (1.16) and (1.17) hold. Then there exists a positive
solution w ∈ Lqloc(Ω, dσ)∩W˙
1,2
0 (Ω) to integral equation (5.3). Moreover,
w is a minimal positive solution in the sense that w ≤ u q.e. for any
positive solution u ∈ Lqloc(Ω, dσ) ∩ W˙
1,2
0 (Ω) to (5.3).
Proof. Since (1.16) and (1.17) hold, then by Lemma 5.3, it follows that
(1.19) holds. In view of Theorem 5.2, there exists a positive solution
w ∈ L1+q(Ω, dσ) to (5.3). Obviously, w ∈ Lqloc(Ω, dσ) by Ho¨lder’s
inequality. We will show that w ∈ W˙ 1,20 (Ω). By (5.11) in the proof of
Lemma 5.3, we observe that
(5.13)
∥∥G (wqdσ)∥∥
W˙
1,2
0 (Ω)
≤ c
∥∥w∥∥
L1+q(Ω, dσ)
< +∞.
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Hence ∥∥w∥∥
W˙
1,2
0 (Ω)
≤
∥∥G (wqdσ) ∥∥
W˙
1,2
0 (Ω)
+
∥∥Gµ∥∥
W˙
1,2
0 (Ω)
=
∥∥G (wqdσ)∥∥
W˙
1,2
0 (Ω)
+
∥∥µ∥∥
W˙−1,2(Ω)
< +∞,
which proves the lemma. As in the proof of Theorem 4.5, minimality
of w follows immediately from its construction in Theorem 5.2. 
6. Uniqueness
In this section, we establish the uniqueness of positive finite energy
solutions to equations (1.1), (1.2) and (1.3), using the idea used in
[9], namely employing convexity properties of Dirichlet integrals and
minimality of such solutions.
Theorem 6.1. Let 1 < p < n, 0 < q < p − 1 and σ, µ ∈ M+(Rn).
Suppose there exists a positive finite energy solution to equation (1.1).
Then such a solution is unique in W˙ 1,p0 (R
n).
Proof. Suppose u and v are positive finite energy solutions to (1.1). We
start with the following two observations. We first claim that
if u = v dσ-a.e. then u = v as elements of W˙ 1,p0 (R
n).
To see this, suppose u = v dσ-a.e., and set
dω := uqdσ + dµ = vqdσ + dµ.
Then, ω ∈M+(Rn) and
(6.1) −∆pu = −∆pv = ω in R
n.
As usual, we may consider quasicontinuous representatives of u and v.
Then, by Lemma 3.5,
u, v ∈ L1+q(Rn, dσ) and ω ∈ W−1,p
′
(Rn).
As discussed in Remark 2.11, for such a measure ω, a solution u ∈
W˙
1,p
0 (R
n) to the equation −∆pu = ω in R
n, is unique. Hence, u = v
q.e., so they coincide as elements of W˙ 1,p0 (R
n).
Secondly, we claim that
if u ≥ v q.e. then u = v dσ-a.e.
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Suppose u ≥ v q.e. then u ≥ v dσ-a.e. and u ≥ v dµ-a.e., since σ
and µ are absolutely continuous with respect to capp(·). Testing the
equations ∫
Rn
|∇u|p−2∇u · ∇φ dx
=
∫
Rn
uqφ dσ +
∫
Rn
φ dµ, φ ∈ W˙0
1,p
(Rn),
(6.2)
∫
Rn
|∇v|p−2∇v · ∇ψ dx
=
∫
Rn
vqψ dσ +
∫
Rn
ψ dµ, ψ ∈ W˙ 1,p0 (R
n),
(6.3)
with φ = u and ψ = v, respectively, where ω = uqσ + µ ∈ W˙−1,p
′
(Rn),
so that Theorem 2.10 is applicable for quasi-continuous representatives
of u and v, we obtain
(6.4)
∫
Rn
|∇u|p dx =
∫
Rn
u1+q dσ +
∫
Rn
u dµ, and
(6.5)
∫
Rn
|∇v|p dx =
∫
Rn
v1+q dσ +
∫
Rn
v dµ.
Using convexity of the Dirichlet integral
∫
Rn
|∇ · |p dx along curves of
the type
λt(x) := [(1− t)v
p(x) + tup(x)]
1
p , t ∈ [0, 1],
see [4, Proposition 2.6], we obtain∫
Rn
|∇λt|
p dx ≤ (1− t)
∫
Rn
|∇v|p dx+ t
∫
Rn
|∇u|p dx
= t
(∫
Rn
|∇u|p dx−
∫
Rn
|∇v|p dx
)
+
∫
Rn
|∇v|p dx.
Notice that λ0 = v. By (6.4) and (6.5), we get∫
Rn
|∇λt|
p − |∇λ0|
p
t
dx ≤
∫
Rn
(u1+q − v1+q) dσ +
∫
Rn
(u− v) dµ.
Using the inequality
|a|p − |b|p ≥ p|b|p−2b · (a− b) for a, b ∈ Rn,
we deduce that
|∇λt|
p − |∇λ0|
p ≥ p|∇λ0|
p−2∇λ0 · (∇λt −∇λ0),
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and hence
(6.6)
p
∫
Rn
|∇v|p−2∇v ·
∇(λt − λ0)
t
dx ≤
∫
Rn
(u1+q−v1+q) dσ+
∫
Rn
(u−v) dµ.
Testing (6.3) with ψ = λt − λ0 ∈ W˙
1,p
0 (R
n), we obtain
(6.7)∫
Rn
|∇v|p−2∇v · ∇(λt− λ0) dx =
∫
Rn
vq(λt− λ0) dσ+
∫
Rn
(λt− λ0) dµ.
Thus, by (6.6) and (6.7), we have
(6.8)
p
∫
Rn
vq
λt − λ0
t
dσ+p
∫
Rn
λt − λ0
t
dµ ≤
∫
Rn
(u1+q−v1+q) dσ+
∫
Rn
(u−v) dµ.
Since u ≥ v q.e. then λt ≥ λ0 dσ-a.e. and λt ≥ λ0 dµ-a.e. Applying
Fatou’s Lemma, we obtain
(6.9)
∫
Rn
vq
up − vp
vp−1
dσ ≤ lim inf
t→0
p
∫
Rn
vq
λt − λ0
t
dσ
and
(6.10)
∫
Rn
up − vp
vp−1
dµ ≤ lim inf
t→0
p
∫
Rn
λt − λ0
t
dµ.
Since (6.8) holds for all t ∈ [0, 1] then by (6.9) and (6.10), we arrive at∫
Rn
upvq
vp−1
−v1+q dσ+
∫
Rn
up
vp−1
−v dµ ≤
∫
Rn
(u1+q−v1+q) dσ+
∫
Rn
(u−v) dµ,
that is, ∫
Rn
upvq
vp−1
− u1+q dσ +
∫
Rn
(
up
vp−1
− u
)
dµ ≤ 0.
Here both integrals on the left-hand side are nonnegative since u ≥ v
dσ-a.e. and u ≥ v dµ-a.e. Indeed,∫
Rn
upvq
vp−1
− u1+q dσ =
∫
Rn
upvq − u1+qvp−1
vp−1
dσ
=
∫
Rn
u1+qvq(up−1−q − vp−1−q)
vp−1
dσ
≥ 0
and ∫
Rn
(
up
vp−1
− u
)
dµ =
∫
Rn
up − uvp−1
vp−1
dµ ≥ 0.
Therefore, both integrals must vanish, and thus u = v dσ-a.e. and
u = v dµ-a.e. In particular, this proves the second claim.
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Now, suppose w˜ is any positive finite energy solution to (1.1). Then
w˜ ≥ w q.e.,
where w is the minimal positive finite energy solution to (1.1) con-
structed in Theorem 3.6. Applying the second claim above, we have
w˜ = w dσ-a.e.,
and hence, by the first claim, they coincide as elements of W˙ 1,p0 (R
n). 
By a slight modification of the argument above, we can establish the
uniqueness of a positive finite energy solution to equation (1.2) when
0 < α ≤ 1.
Theorem 6.2. Let 0 < q < 1, 0 < α ≤ 1, and σ, µ ∈ M+(Rn).
Suppose there exists a positive finite energy solution to equation (1.2).
Then such a solution is unique in H˙α(Rn).
Proof. When α = 1, this follows from Theorem 6.1 in the case p = 2.
If 0 < α < 1, we use the same argument as in the proof of Theorem
6.1 together with convexity of Gagliardo seminorms established in [4],
instead of convexity of the Dirichlet integrals
∫
Rn
|∇ · |p dx. 
Since convexity of the Dirichlet integrals
∫
Ω
|∇· |2 dx is also available
on arbitrary nonempty open sets Ω ⊂ Rn (see [4]), we may argue in the
same way as in the proof of Theorem 6.1 in the case p = 2 to obtain the
following theorem on the uniqueness of a positive finite energy solution
to equation (1.3).
Theorem 6.3. Let 0 < q < 1, and let σ, µ ∈ M+(Ω). Suppose there
exists a positive finite energy solution to equation (1.3). Then such a
solution is unique in W˙ 1,20 (Ω).
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