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Diffusion is a fundamental process that can have an impact on numerous technological applications,
such as nanoelectronics, nuclear materials, fuel cells, and batteries, whereas its understanding is
important across scientific fields including materials science and geophysics. In numerous systems, it
is difficult to experimentally determine the diffusion properties over a range of temperatures and
pressures. This gap can be bridged by the use of thermodynamic models that link point defect
parameters to bulk properties, which are more easily accessible. The present review offers a
discussion on the applicability of the cBX model, which assumes that the defect Gibbs energy is
proportional to the isothermal bulk modulus and the mean volume per atom. This thermodynamic
model was first introduced 40 years ago; however, consequent advances in computational modelling
and experimental techniques have regenerated the interest of the community in using it to calculate
diffusion properties, particularly under extreme conditions. This work examines recent characteristic
examples, in which the model has been employed in semiconductor and nuclear materials. Finally,
there is a discussion on future directions and systems that will possibly be the focus of studies in the
decades to come. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4968514]
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I. INTRODUCTION
The connection of point defect parameters with bulk
properties in order to describe point defect properties in sol-
ids is a key issue in solid state physics.1–20 In particular,
nearly seventy years ago the Zener model1,2 proposed that
the Gibbs energy gi (i¼ defect formation f, self diffusion
activation act, or migration m) is proportional to the shear
modulus of the solid and this provides physical insights con-
sidering the assumption that gi accounts for the work to
strain the lattice. Forty years ago, Varotsos et al.3–6 proposed
an alternative model refered to as the cBX model. This pos-
tulates that gi is proportional to the isothermal bulk modulus
B and the mean volume per atom X. Numerous studies have
demonstrated the cBX model to be in better agreement with
experimental studies than the Zener model (see Ref. 14 for
review). Studies performed in the previous decades have
established the efficacy of the cBX model in describing
defect processes for numerous materials, including alkali and
silver halides, PbF2, AgI, nuclear fuels, gallium arsenide
a)Author to whom correspondence should be addressed. Electronic mail:
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(GaAs), germanium (Ge), diamond, olivine, ZnO, LiH, sili-
con (Si), and others.21–30
The present review is mainly focused on the application
of the cBX model and, in particular, on the interconnection
between point defect parameters in solids and bulk proper-
ties. The focus is on calculating self- and dopant diffusion
properties in systems where limited experimental data are
available. The first part briefly introduces key point defect
parameters and the important aspects concerning diffusion of
the cBX model. The discussion then focuses on the applica-
bility of the cBX model in describing diffusion properties in
Ge, Si, and GaAs. The second part deals with the description
of oxygen self-diffusion in nuclear fuels. This part is
focussed on the ability of the cBX model to describe oxygen
self-diffusion in uranium dioxide (UO2) under pressure and
oxygen self-diffusion in mixed-oxide (MOx) nuclear fuels.
Finally, a brief summary and an outlook on future directions
are offered in view of the recent advancements in computa-
tional modelling.
II. METHODOLOGY
A. Background of point defect parameters
The defect formation parameters of a crystalline mate-
rial can be defined by comparing a real (i.e., defective) crys-
tal to an isobaric ideal (i.e., non-defective) crystal.11,14 The
isobaric parameters are defined with respect to the corre-
sponding Gibbs energy (gf) as11,14
sf ¼  dg
f
dT

P
; (1)
hf ¼ gf  T dg
f
dT

P
¼ gf þ Tsf ; (2)
tf ¼  dg
f
dP

T
; (3)
where P is the pressure; T is the temperature; sf , hf , and tf
are the defect formation entropy, enthalpy, and volume,
respectively.
In a crystalline material with a single diffusion mecha-
nism, the self-diffusion process can be described by the acti-
vation Gibbs energy ðgactÞ. The activation Gibbs energy is
the sum of the Gibbs formation ðgfÞ and the Gibbs migration
ðgmÞ processes. The activation entropy sact and the activa-
tion enthalpy hact are given by11,14
sact ¼  dg
act
dT

P
; (4)
hact ¼ gact þ Tsact: (5)
The diffusion coefficient (or diffusivity) D is defined by
D ¼ fa20e
gact
kBT ; (6)
where f is the diffusion correlation factor, which depends
upon the diffusion mechanism and the structure, a0 is the
lattice constant,  is the attempt frequency, and kB is
Boltzmann’s constant.
B. The cBXmodel
In the cBX model, the defect Gibbs energy gi is related
to the bulk modulus and the mean volume per atom of the
solid via3–9
gi ¼ ciBX; (7)
where ci is dimensionless.
si ¼ ciX bBþ dB
dT

P
 !
; hi ¼ ciX B TbB T dB
dT

P
 !
;
ti ¼ciX dB
dP

T
 1
 !
; (8)
where b is the thermal (volume) expansion coefficient.
A thermodynamic proof of the cBX model and the
extent to which c can be considered as pressure and tempera-
ture independent is given by Varotsos and Alexopoulos
(Chap. 14 of Ref. 11). In the bulk solid, one can prove the
following relation:11
dG ¼ d BVð Þ
@B=@Pð ÞT  1
  : (9)
When a solid is subjected to a small uniform deformation d,
the energy density u gained from this deformation is given
by u ¼ 1
2
Bd2. In this approximate scheme, B can be consid-
ered as a measure of the density of this elastic energy and
hence “BV” is a measure of the total elastic energy stored in
the body. Thus, Eq. (9) shows that in any isothermal process
of a real (anharmonic) solid, the ratio of the variations of the
“elastic energy BV” and the Gibbs energy G is equal to
@B
@P
 
T
 1 (and not to 1, which would be valid if the solid
were harmonic).
It can be also directly proven that the cBX formula gf
¼ cBX is just the relation
gf ¼ Btf=½ð@B=@PÞT  1 (10)
with c  tfX
 
@B
@P
 
T
 1
 	
: Equation (10) is strikingly
similar to Eq. (9) which is valid for the macroscopic body.
In principle, when using the cBX model, the diffusion
coefficient at any temperature and pressure can be calculated
by means of a single experimental measurement. Combining
Eqs. (6) and (7)
D ¼ fa20e
cactBX
kBT : (11)
Considering an experimentally determined diffusivity D1
value at T1, the c
act can be calculated, since the pre-
exponential factor fa20 is either known or can be approxi-
mated. Then, using the value of cact, the diffusivity D2 at a
temperature T2 can be calculated employing Eq. (11),
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provided that the elastic data and expansivity are known for
this temperature. Commonly, cact is regarded as a constant
that can be assumed to be temperature and pressure indepen-
dent to a first approximation.11,14 Furthermore, sact, hact , and
tact can be calculated at any T using cact in Eqs. (8)–(10).
Finally, for constant T, the D can be studied at any pressure.
III. APPLICATIONS IN SEMICONDUCTORS
A. Self-diffusion in Si
1. Background
Si is traditionally the most important and investigated
group IV semiconductor with numerous applications in micro-
electronic, sensor, and photovoltaic devices.31–36 Key advan-
ces in the diffusion properties of group IV semiconductors are
due to recent advances in experimental techniques (for exam-
ple: Time-of-Flight Secondary Ions Mass Spectrometry, TOF-
SIMS) and theoretical methods (such as density functional
theory).37–39 Intrinsic point defects (i.e., vacancies (V) and
self-interstitials (I)) are the vehicles for self- and dopant diffu-
sion in most crystalline materials including group IV semicon-
ductors, such as Si and Ge.37–39 Self-diffusion studies provide
a direct route to intrinsic defect processes and therefore con-
tribute to the understanding and control of diffusion during
device fabrication.
2. Evidence of a single self-diffusion mechanism?
In a recent study, Saltas et al.40 employed the cBX
model to investigate the temperature dependence of self-
diffusion in Si and the influence of the non-linear behavior
of its bulk modulus at high temperatures to the point defect
thermodynamic parameters. The experimental studies of
Bracht et al.41–43 covered a wide temperature range
(923K–1661K) and revealed that the Arrhenius plot of self-
diffusion in Si is curved (refer to Fig. 4 in Ref. 43). This, in
turn, may imply that self-diffusion in Si cannot be described
with a single diffusion mechanism.
In the study of Saltas et al.,40 the mean volume per
atom, X(T), was calculated from the lattice parameter, a(T),
given by
aðTÞ ¼ ao 1þ
ðT
To
aðTÞdT
 !
; (12)
where ao¼ 5.431 A˚ is the lattice parameter at room tempera-
ture To. The linear thermal expansion coefficient over the
temperature range 120K–1500K, aðTÞ , is given by44
aðTÞ ¼ ð3:725ð1 e5:88103ðT124ÞÞ
þ 5:548 104TÞ  106 K1: (13)
In Eq. (13), the isothermal bulk modulus B(T) has been cal-
culated from previous experimental data45 of the adiabatic
bulk modulus Bs, (temperature range 293K–1273K)
B Tð Þ ¼ Bs
1þ 3acTð Þ ; (14)
where a is given by Eq. (13) and the Gr€uneisen constant c of
Si is 0.367.46
Saltas et al.40 used the 2nd order polynomial fitting
describing B in the temperature range 873K–1273K to
extrapolate the values of B at the higher temperature range
(1273K–1661K, refer to Fig. 1). This is essentially based on
the assumption that, in the higher temperature range B pre-
serves the same functional relationship as T in the range
873K to 1273K.40
Figure 2 presents the experimental41,42 self-diffusion
coefficients of Si in the temperature range (923K–1661K)
plotted as a function of 1000/T (Arrhenius plot) and as a
function of BX/kB. It is important to note that the upward
curved Arrhenius plot is converted into a straight line (with
R-square¼ 0.99). The slope of this line is the cact parame-
ter of the cBX model (refer to Eq. (11)) and is equal to
0.3116 0.004.40 It is therefore demonstrated (refer to
Fig. 2) that there is no need to have both the V (at low tem-
perature) and I (at high temperatures) self-diffusion mech-
anisms in Si, because the curved Arrhenius behavior can
be accounted by the anharmonic behaviour of the bulk
modulus.40–42
The study of Saltas et al.40 concluded that the charac-
teristic curved Arrhenius plot of self-diffusion in Si can be
explained within the cBX thermodynamic model, using a
single diffusion mechanism. The hypothesis in this study is
the anharmonic behavior of the bulk modulus at high
temperatures, which leads to temperature dependent activa-
tion properties.40 This is consistent with the reported
temperature-dependent activation enthalpy proposed for the
contribution of V to Si self-diffusion.40 The existence of a
single self-diffusion mechanism in Si needs to be further
investigated given that the prevailing picture is that both
self-interstitials and vacancy mechanisms have an impact
on self-diffusion in Si.
FIG. 1. The temperature dependence of the isothermal bulk modulus B that
was derived from the experimentally determined of adiabatic bulk modulus
BS (temperature range 293K–1273K).
45 The grey shaded area highlights the
range of the reported self-diffusion data.41–43 For the higher temperatures, B
values (where experimental self-diffusion data is available) were extrapo-
lated, using 2nd order polynomial fitting in the range 873K–1273K.
Reprinted with permission from Saltas et al., Mater. Chem. Phys. 181, 204
(2016). Copyright 2016 Elsevier.
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B. Diffusion in Ge
1. Self-diffusion
Although the defect processes of Ge have been studied
since the early days of the microelectronics industry, the
study of Werner et al.47 determined the acceptor nature of
the vacancy in Ge about thirty years ago. The vacancy self-
diffusion mechanism in Ge was established given the agree-
ment of Ge self-diffusion and the vacancy contribution to
self-diffusion, derived from copper (Cu) diffusion in
dislocation-free Ge.48–50 More recently, H€uger et al.51
observed that Ge self-diffusion in the temperature range
702K–1177K is described via the Arrhenius relation
DV ¼ 2:54e3:13kBT  103m2s1: (15)
The experimental data of H€uger et al.51 show that, in this
temperature range, the increase in diffusivity is about 9 orders
of magnitude. Previous experimental data were used for expan-
sivity and the isothermal bulk modulus.52,53 The experimentally
determined self-diffusion coefficients in Ge, with respect to BXkBT,
verified that the relation is linear and can be described by30
DVcBX ¼ 1:80e
0:274BX
kBT  105m2s1 : (16)
The values derived by the cBX model are in excellent agree-
ment with the experimental diffusion coefficients,51 with dif-
ferences being within 6%.30
The aforementioned agreement prompted Saltas and
Vallianatos29 to employ the cBX model to investigate the
pressure dependence of self-diffusion coefficients in Ge.
Experimentally, the impact of hydrostatic pressure (up to
600MPa) and temperature on Ge self-diffusion had been
reported by Werner et al.47 Saltas and Vallianatos29 calcu-
lated the diffusion coefficients with respect to P and T using
the following relation:11,19
ln D P; Tð Þ ¼ lnD 0; Tð Þ  t
actð0; TÞ
kBT
 joco

 
P
þ j
acttactð0; TÞ
2kBT

 
P2; (17)
where jo is the compressibility, co is the Gr€uneisen constant,
whereas Dð0; TÞ and tactð0; TÞ refer to zero pressure.29
Additionally, jact is the compressibility of the activation
volume29
jact ¼  1
tact
@tact=@P
 
T
: (18)
This, in turn, can be expressed as a function of bulk proper-
ties using Eq. (10) as follows:29
jact ¼ jo 
@2B=@P2
 
T
@B=@Pð ÞT  1
: (19)
It was previously determined that there is linear relationship
for B(P) over the pressure range 0–3GPa. Therefore,
ð@2B=@P2ÞT is negligible and thus, jact  jo.29,54 The values
of Werner et al.47 were used for jo ¼ 1:44 1011Pa1 and
co ¼ 0:72. Using these parameters, tact, and the experimental
diffusion coefficients at ambient pressure from Werner et al.47
in Eq. (17), the diffusion coefficients can be calculated at any
temperature and pressure.29 Figure 3 shows the dependence of
the lnDðP; TÞ as a function of pressure at different tempera-
tures in comparison to experimental values determined.29,47
Figure 3 also demonstrates the good agreement between the
cBX model and the experimental diffusion data for a range of
pressures and temperatures. The calculations of Saltas and
Vallianatos29 are restricted to 3GPa as there is a phase transi-
tion to Ge-II at this pressure and high temperatures.
2. Dopant diffusion
From an application viewpoint, the n-type dopants are
the most important as the community pursued the formation
FIG. 2. The characteristic curved Arrhenius plot of the experimental self-
diffusion coefficients in Si (blue circles).42,43 The same data are plotted as a
function of BX/kBT (open circles), in the framework of the cBX model (Eq.
(11)). The parameter cact has been calculated by the fitted red line. Reprinted
with permission from Saltas et al., Mater. Chem. Phys. 181, 204 (2016).
Copyright 2016 Elsevier.
FIG. 3. The pressure dependence derived from the cBX model of Ge self-
diffusion coefficients in germanium, at the temperature range 876K–1086K.
The data points are the experimental values determined by Werner et al.47
Reprinted with permission from V. Saltas and F. Vallianatos, Mater. Chem.
Phys. 163, 507 (2015). Copyright 2015 Elsevier.
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of the n-MOSFET.39,55 The technologically important n-type
dopants (A) in Ge are phosphorous (P), arsenic (As), and
antimony (Sb). Both experimental and theoretical studies
agree that n-type dopants (P, As, and Sb) diffuse in Ge via
vacancy-mediated mechanisms.56–59 In particular, it was
determined that the diffusion of n-type dopants increases
with the square of the free electron concentration.56,57 This
behaviour can be accounted by considering singly negatively
charged dopant-vacancy pairs, ðAVÞ, formed by ðAVÞ $
Aþs þ V2 where Aþs is the singly positively charged n-type
dopant and V2 the doubly negatively charged vacancy.56,57
It has been determined experimentally that the Ge n-type
dopant diffusion can be described via Arrhenius relations (in
the temperature range 873K–1193K)56,57
DPexp ¼ 9:1e
2:85
kBT  104m2s1; (20)
DAsexp ¼ 3:2e
2:71
kBT  103m2s1; (21)
DSbexp ¼ 1:67e
2:55
kBT  103m2s1: (22)
A recent study demonstrated the validity of the cBX
model in describing n-type dopant diffusion in Ge (refer to
Fig. 4).30 Equivalently to Eqs. (20)–(22), the Ge n-type dop-
ant diffusion can be described in the framework of the cBX
model via30
DPcBX ¼ 1:06e
0:25BX
kBT  105m2s1; (23)
DAscBX ¼ 4:09e
0:2367BX
kBT  105m2s1; (24)
DSbcBX ¼ 2:77e
0:2228BX
kBT  105m2s1: (25)
Other recent studies also employed the cBX model to
describe dopant diffusion in Ge.60–64 The results, which are
summarized in Table I and compared to the available experi-
mental results,47,50,56,65–68 in essence provide a roadmap
FIG. 4. Arrhenius plot for n-type dopant diffusion coefficients in Ge. A com-
parison of experimental results56,57 and cBX model results.30 Reprinted with
permission from A. Chroneos and R. V. Vovk, Mater. Sci. Semicond.
Process. 36, 179 (2015). Copyright 2015 Elsevier.
TABLE I. Calculated values of the parameter cact, activation enthalpy (hactcalc), activation entropy (s
act), activation Gibbs free energy (gact), and activation vol-
ume (tact), in the framework of the cBX model for diffusion in Ge.21,29,30,60–64 The results derived from the cBX model are compared to the available experi-
mental results.47,50,56,65–68 Error bars have been omitted for clarity.
Element Temperature (K) cact hactcalc (eV) h
act
ecp (eV) s
act (kB units) g
act (eV) tact (1029 m3)
P 923–1193 0.239a (2.57–2.74)a 2.856 0.04b (1.93–2.56)a (2.39–2.56)a 1.09a
As 913–1193 0.227a (2.45–2.61)a 2.71b (1.83–2.45)a (2.27–2.43)a (1.03–1.04)a
Sb 873–1193 0.214a (2.31–2.46)a 2.55b (1.76–2.40)a (2.14–2.29)a 0.98a
Al 827–1178 0.288a (3.12–3.31)a 3.45c (2.37–3.39)a (2.90–3.07)a 1.326 0.11a
Ge 808–1177 0.257a (2.80–2.96)a 3.09d (2.12–3.08)a (2.59–2.75)a (1.17–1.18)a
3.14e
Ge 850–1176 0.251f … … 12a 2.5a …
Si 823–1173 0.278a (3.01–3.20)a 3.32h (2.30–3.28)a (2.80–2.98)a (1.27–1.28)a
0.2909g
In 827–1176 0.3078i … 3.51j … … …
Cu 827–1176 0.0158k … 0.18l … … …
Pd 827–1176 0.0026m … … … … …
O 827–1176 2.05n
aReference 29.
bReference 56.
cReference 65.
dReference 47.
eReference 66.
fReference 21.
gReference 61.
hReference 67.
iReference 60.
jReference 68.
kReference 62.
lReference 50.
mReference 63.
nReference 64.
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of all the parameters needed to model diffusion properties
of the most technologically important dopants and impurities
in Ge.
C. Dopant diffusion in GaAs
1. Background
Compared to Si, III–V semiconductors have advanta-
geous material properties, including high electron mobility
and—most importantly—the ability to lattice match with ter-
nary (and/or quaternary) III–V compounds.69–74 III–V mate-
rials have applications in nanoelectronic devices, radiation
detectors, lasers, and solar cells.75 GaAs is the archetypal
III–V material that has been thoroughly investigated by the
community for numerous years.69–75 Previous studies have
determined that Ga diffusion is the dominant self-diffusion
mechanism in GaAs.76 There are several investigations
focusing on the diffusion of n- and p-type dopants in
GaAs.77–84 In GaAs, Si is a common n-type dopant when
occupying the Ga Site (i.e., in As-rich growth conditions),75
whereas Beryllium (Be) and Zinc (Zn) are the important p-
type dopants.79
2. Thermodynamic parameters
Recently, Saltas et al.85 employed the cBX thermody-
namic model to study the thermodynamic parameters, self-
and dopants diffusion in GaAs. Figure 5 represents the
temperature dependence of point defect thermodynamic
parameters in GaAs, within the framework of the cBX
model.85 It can be observed in Figure 5 that the calculated val-
ues of the activation Gibbs free energy decrease with tempera-
ture, whereas the corresponding term Tsact increases.85 The
overall result is constant values of activation enthalpy, as
hact ¼ gact þ Tsact.85 These calculated activation enthalpy
values are in excellent agreement with the available experi-
mental data (refer to Table I of Ref. 85).76–78,86–88 The
values of activation entropy were calculated by Saltas et al.85
FIG. 5. The temperature dependence of
point defect thermodynamic parameters
[(a) Activation volume tact, (b) activa-
tion entropy sact, (c) activation specific
heat cP
act, (d) activation enthalpy hact,
(e) the term Tsact ( hact ¼ gact þ Tsact)
and (e) the activation Gibbs free energy,
gact] of self- and dopant diffusion in
GaAs, in the framework of the cBX
model.85 Reprinted with permission
from Saltas et al., RSC Adv. 6, 53324
(2016). Copyright 2016 Royal Society
of Chemistry.
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using the cBX model, whereas the experimental activation
entropies were calculated using
sactexp ¼ kBln
Do
gfa2
 
; (26)
where g ¼ 1, f ¼ 1=2, a ¼ 5:653 A˚, and  ¼ 7:17
1012 Hz.76,78,85,89 There are errors in the activation entropy
that appear due to the imprecise determination of activation
enthalpy in diffusion experiments, the approximations in the
values of f and g and the assumption that the attempt fre-
quency is the Debye frequency.85
3. Pressure dependence of Ga self-diffusion
Saltas et al.85 calculated the pressure dependence of Ga
self-diffusion coefficients using the following relation that is
valid for pressures up to 10GPa, as at higher pressures GaAs
transforms from zinc blende to orthorhombic:90
lnD P; Tð Þ ¼ lnD 0; Tð Þ  t
act 0; Tð Þ
kBT
 jo co 
2
3
 
 
P
þ j
acttact 0; Tð Þ
2kBT

 
P2  j
actð Þ2tact 0; Tð Þ
6kBT
( )
P3;
(27)
where co is the Gr€uneisen constant at zero pressure. The
compressibility of the activation volume, jact, can be calcu-
lated by
jact ¼ jo 
@2B=@P2
 
T
@B=@Pð ÞT  1
; (28)
where jo ¼ 1=Bo and Bo is the bulk modulus at zero pres-
sure, which is temperature dependent (refer to Fig. 1(c) of
Ref. 85). Assuming that: Bð@2B=@P2ÞT  ð@B=@PÞT ,91 jact
is given by
jact  jo 1þ @B=@Pð ÞT
@B=@Pð ÞT  1
 !
: (29)
In the quasi-harmonic approximation, ð@B=@PÞT has a con-
stant value that is pressure and temperature independent,
whereas there is a slight variation upon compression in a real
(anharmonic) solid.11
The Gr€uneisen constant can be calculated via the
Dugdale-MacDonald equation92
c ¼ ½ð@B=@PÞT  1=2: (30)
This has values in the range 1.80–1.84 for the temperature
range (1068K–1503K).
Saltas et al.85 used relations 27–30 to derive the pressure
dependence of Ga self-diffusion coefficients in GaAs, as
depicted in Fig. 6(a). Figure 6(b) represents the activation
volume for Ga self-diffusion as a function of pressure and
relies on the relation85
tactðP; TÞ ¼ tactð0; TÞ exp 
ðP
0
jactdP
 !
: (31)
Fig. 6(b) also demonstrates that pressure has a more significant
impact on the activation volume tact than temperature.85
4. Diffusion mechanisms of dopants
The detailed understanding of a diffusion process neces-
sitates the determination of the activation energy, activation
entropy, and activation volume.93 Concerning the activation
volume, the sign and magnitude can provide evidence on the
diffusion mechanism. Saltas et al.85 plotted the activation
volume (at zero pressure) of dopants with respect to the
atomic volume (refer to Fig. 7). The trend is that activation
volume increases with the increase of the atomic volume of
the dopants, with the exception of Ga and Fe.85 H has a small
activation volume (tactH  0.25 XoÞ and this is typical of a
small atom that preferentially resides in interstitials posi-
tions.85 For the larger Zn and Be diffusion in GaAs, tactZn
> tactBe in the case of the larger Zn atom and this is consistent
with diffusion in interstitial sites as opposed to vacancies
where the contribution to the formation volume should be
significant.85 This in turn is consistent with the interstitial-
substitutional mechanism (also known as the kick-out mech-
anism) that has been previously proposed for Zn and Be
diffusion in GaAs by Yu et al.79
FIG. 6. (a) The cBX model derived pressure dependence of Ga self-
diffusion coefficients in GaAsin, in the temperature range 1068–1248K. (b)
The corresponding variation of activation volumes.85 Reprinted with permis-
sion from Saltas et al., RSC Adv. 6, 53324 (2016). Copyright 2016 Royal
Society of Chemistry.
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IV. APPLICATIONS IN OXIDES
A. Background of nuclear fuels and methods
UO2 is the principal component of conventional nuclear
fuel and it can be blended with actinide oxides (for example,
ThO2 and PuO2) to form mixed-oxide fuel.
94–97 The advan-
tage of atomistic simulations is that they overcome the chal-
lenges of working with nuclear materials. This has been
practiced by the community for decades and as a result there
is now comprehensive data on nuclear fuel materials, which
can be used to advance our understanding of their properties
and/or complement experimental studies.98–100
MOx fuels are necessary for the sustainability of the
nuclear industry and are applicable to alternative nuclear
fuel cycles for traditional light-water reactors, as well as
advanced fuels for the Generation IV reactors. Th is more
abundant as compared to U.96 Mixed Th and U based fuels
have a high melting point and higher thermal conductivity
compared to pure UO2 fuels. Additionally, the U in
UxTh1xO2 provides a source of fissile isotopes which are
not present in pure ThO2. Finally, the introduction of PuO2,
directly or as a MOx form, provides a way to take advantage
of legacy stockpiles of the plutonium-rich material.
UO2, ThO2, and PuO2, as well as their solid solutions,
have a fluorite crystal structure. Understanding self-
diffusion, and in particular, oxygen diffusion, in nuclear fuel
is important in order to determine the physical properties of
the fuel. In particular, oxygen diffusion in fuel is associated
with the tolerance to radiation damage,101 the accumulation
of oxygen point defects into clusters (driving the formation
of high burn up microstructures during operation),102 and the
solubility and migration of fission products.103
In recent studies, the cBX model was employed to
investigate the defect processes in UO2, PuO2, ThO2, and the
mixed oxides.26–28,104 An important difference between
Section III, which considered semiconductor materials, and
the work that will be described in oxides is that, in the latter,
the material parameters upon which the model is based were
not derived experimentally, but by using molecular
dynamics. In particular, the Cooper-Rushton-Grimes (CRG)
potentials derived by Cooper et al.105 efficiently reproduce
the thermomechanical and thermophysical properties of a
range of related oxides (including AmO2, CeO2, CmO2,
NpO2, PuO2, ThO2, and UO2) for an extended temperature
range. The efficacy of this approach lies on the CRG model
introducing many-body interactions in the embedded atom
method (EAM). The calculated elastic and diffusion proper-
ties in CeO2, U1xThxO2, and Pu1xUxO2 are in good agree-
ment with the available experimental results.105–109
Subsections IVB and IVC examine self-diffusion in UO2
under pressure and describe self-diffusion in MOx nuclear
fuels in the framework of the cBX model.
B. Self-diffusion in UO2 under pressure
In a recent study, the cBX model was used to describe
oxygen self-diffusion in UO2 via the following relation:
27
DUO2cBX ¼ 1:277e
0:3052BX
kBT  104m2s1: (32)
The expansivity and isothermal bulk modulus data were
derived using MD within the CRG potential model for a
range of temperatures and pressures.28 In that study, the vari-
ation of bulk modulus as a function of pressure and tempera-
ture, B(T,P), was described by28
BðT;PÞ ¼ aþ b Tþ c T2þ d  Pþ e  P2þ f  P T; (33)
where a is the bulk modulus at (T¼ 0, P¼ 0, i.e., 218GPa), b
(¼ 4.330  102GPa K1) and c (¼ 1.846  106GPa
K2) represent temperature dependent terms, d (¼ 5.864) and
e (¼ 1.387  101GPa1) are dependent on pressure, and f
(¼1.301  103 K1) accounts for the interdependency
between pressure and temperature.28
Figure 8 presents the pressure dependence for oxygen
self-diffusion coefficients in UO2 for the characteristic tem-
peratures in the temperature range considered.27 It is
observed that hydrostatic pressure significantly reduces oxy-
gen diffusivity in UO2.
27 This is consistent with the impact
of hydrostatic pressure on self-diffusion coefficients in other
materials. For example, a similar trend was observed by
Zhang and Wu16 when they employed the cBX model to
investigate self-diffusion in diamond under pressure.
An interesting consequence of hydrostatic pressure is
that it affects the activation energies of oxygen diffusion
(refer to Fig. 5 of Ref. 28). This dependence of the activation
energy on pressure is given by28
Ea ¼ 5:66þ 0:123  P–0:00356  P2: (34)
It should be emphasised that, although the cBX model can
be used to calculate oxygen self-diffusion (and other defect
processes) in UO2 over a range of pressures and tempera-
tures, the model will not be applicable beyond the superionic
transition temperature (note that the superionic transition
marks the commencement of significant anion disorder in the
lattice) because in this temperature a different cact is
required.26,28 For example, Figure 9 illustrates, for the
related PuO2, the differences in the oxygen diffusivities in
FIG. 7. Activation volume of dopants with respect to the atomic volume
(derived from the covalent radius of the dopants). The (red) line is the linear
fit of the data.85 Reprinted with permission from Saltas et al., RSC Adv. 6,
53324 (2016). Copyright 2016 Royal Society of Chemistry.
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the superionic regime and the part where PuO2 is fully crys-
talline.26 Similarly, for hyperstoichiometric, UO2þx, the cBX
model is applicable but again with a different cact. The effi-
cacy of the cBX model in describing UO2 for a wide range
of P and T is what motivated the investigation of MOx
nuclear fuels.110
C. Self-diffusion in MOx nuclear fuels
1. Framework of the Rose-Vinet equation of state
As it has been highlighted in the present review, it is
essential for the cBX model to account for the pressure-
volume-temperature data of the material. A way to do this is
to use these data to fit in an equation of state. In the Rose-
Vinet equation of state,111 a material of volume, V, at an equi-
librium temperature, T, and pressure, P, is interlinked via
P T;Xð Þ ¼ 3B0 Tð Þ
X2
1 X Vð Þð Þexp g0 Tð Þ 1 X Vð Þð Þ
 
; (35)
where B0(T) is the zero pressure bulk modulus with respect
to T and X(V) the normalised length defined by
X Vð Þ ¼ V
V0 Tð Þ
 	1=3
; (36)
where V is the material volume, V0(T) is the zero-pressure
volume with respect to T, and g0ðTÞ is given by
g0 Tð Þ ¼
3
2
@B
@P

0
pTð Þ  1
" #
; (37)
where @B@P j0 Tð Þ is the pressure derivative of the bulk modulus
at P¼ 0 as a function of T.
In the Rose-Vinet equation of state, the volume deriva-
tive of the Helmholtz free energy, F(V,T), is divided into two
terms110
P V; Tð Þ ¼  @F T;Vð Þ
@V
 
T
¼  dE Vð Þ
dV
þ Pthem: T;Vð Þ; (38)
where E(V) is the energy of the system at T¼ 0K and Pthem.
is a thermal pressure which tends to zero as T ! 0.112,113
The pressure at a given volume and temperature is given
by110
PðT;VÞ ¼ PðTR;VÞ þ a0ðTRÞB0ðTRÞðT  TRÞ: (39)
In essence, PðT;VÞ can be split into a term that has a depen-
dence of the volume at reference temperature (TR) and a
term that is volume independent and linearly dependent
upon T. Notably, Eq. (39) is valid above the material’s
Debye temperature (typically 300–400K for MOx and when
there are no phase transformations).114,115
According to Vinet et al.,111 the pressure isotherm
P(TR,V) at a non-zero temperature can be described by
H TR;Xð Þ  X
2
3 1 Xð ÞP TR; Xð Þ ¼ B0 TRð Þe
g0 TRð Þ 1Xð Þ; (40)
where H(TR, X) is effectively motivated by Rose et al.
112
who investigated the scaling laws of the cohesive energy of
materials with respect to their lattice parameter. Vinet
et al.111 obtained B0ðTRÞ and a gradient of g0ðTRÞ by the plot
of lnðXÞ versus (1X).
An arbitrary reference temperature, TR, is typically used
to calculate the parameters for the Rose-Vinet equation of
state.110 The pressure isotherm P(TR, X) can be calculated
using Eqs. (39) and (40)110
P T;XRð Þ ¼ 3B0 TRð Þ
X2R
1 XRð Þexp g0 TRð Þ 1 XRð Þ
 
þ a0 TRð ÞB0 TRð Þ T  TRð Þ: (41)
The isothermal bulk modulus, BðT;XRÞ; is given by110
B T;XRð Þ ¼ B0 TRð Þ
X2R
2þ g0 TRð Þ  1½ XR  g0 TRð ÞX2R
 
 exp g0 TRð Þ 1 XRð Þ
 
(42)
FIG. 8. Pressure dependence for oxygen self-diffusion coefficients in UO2
derived by the cBX model for a wide temperature range (T¼ 300–1900K).28
Reprinted with permission from Cooper et al., Solid State Ionics 282, 26
(2015). Copyright 2015 Elsevier.
FIG. 9. The Arrhenius plot for oxygen diffusivity in PuO2 calculated by
MD106 and derived by the cBX model.26 The dashed line marks the range in
which the superionic regime is applicable, up to the point where PuO2 is
fully crystalline.26 Reprinted with permission from Chroneos et al., J. Mater.
Sci.: Mater. Electron. 26, 3287 (2015). Copyright 2015 Springer.
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and
@B
@P
 	
T;XRð Þ
¼ 4þ 3g0 TRð Þ1½ XRþg0 TRð Þ g0 TRð Þ1½ X
2
Rg20 TRð ÞX3R
3 2þ g0 TRð Þ1½ XRg0 TRð ÞX2R
  ;
(43)
where a0(TR) is the zero pressure instantaneous thermal
expansion at temperature TR and XR is given by Eq. (36) but
evaluated at for T¼TR.
The Rose-Vinet equation of state is more complex than
the more widely used isothermal Birch-Murnaghan equation
of state.116,117 Its main advantage though is that it can be
used to calculate the volume of the material at an arbitrary T
and P from only the thermal expansion coefficient, volume,
bulk modulus, and pressure derivative of the bulk modulus at
zero pressure and a single reference temperature TR.
110
The Levenberg–Marquardt least-squares algorithm118,119
is an efficient way to fit V0(TR), B0(TR),
@B
@P j0ðTRÞ, and a0(TR)
to the sets of P, V, and T data that are produced by the molec-
ular dynamics simulations.110 Thereafter, employing Eqs.
(41)–(43) to predict volume, bulk modulus and the pressure
derivative of the bulk modulus can be calculated.
In the study of Parfitt et al.,110 the Rose-Vinet equation
of state was fitted to the molecular dynamics data (within the
CRG model) for the end members (i.e., UO2, ThO2, and
PuO2) and intermediate compositions (UxTh1xO2 and
UxPu1xO2 for x¼ 0.25, 0.5, and 0.75). In essence, the statis-
tically averaged intermediate compositions and the consider-
ation of V and T in the Rose-Vinet equation of state enable
the calculation of the V at an arbitrary composition, pressure,
and temperature.110
The bulk modulus of a solid solution MxN1xO2 is given
by110
B xð Þ ¼ BN f xð Þ
g xð Þ ; (44)
where f ðxÞ and gðxÞ are given by
f xð Þ ¼ 1þ x VM
VN
 
 1
 	
; (45)
g xð Þ ¼ 1þ x BNVM
BMVN
 
 1
 	
; (46)
where BM,N and VM,N are bulk moduli and equilibrium vol-
umes of the end members MO2 and NO2. It has been shown
(refer to Fig. 2 of Ref. 110) that the bulk modulus calculated
from the relation above is in very good agreement with the
values derived using the Rose-Vinet equation of state.
The pressure derivative of the bulk modulus with respect
to the composition can calculated by Eq. (42)110
dB xð Þ
dP
¼ B0N
f xð Þ
g xð Þ þ BN
f 0 xð Þg xð Þ  f xð Þg0 xð Þ
g xð Þ2 ; (47)
where f 0ðxÞ and g0ðxÞ are the pressure derivatives of f ðxÞ and
gðxÞ110
f 0 xð Þ ¼ x VM
VN
1
BM
 1
BN
 
; (48)
g0 xð Þ ¼ f 0 xð Þ þ x VMBN
VNBM
B0N
BN
 B
0
M
BM
 
: (49)
Again there is excellent agreement (refer to Fig. 2 of Ref.
110) and it can be deduced that the elastic properties at an
arbitrary composition are well-represented by the relations
considered above.
Finally, concerning the thermal expansivity, the variation
in linear thermal expansion at zero pressure is defined as110
DL Tð Þ
L TRð Þ ¼
V Tð Þ1=3  V TRð Þ1=3
V TRð Þ1=3
: (50)
Parfitt et al.110 calculated that the compositional varia-
tion is smaller for the PuO2-UO2 but greater for the ThO2-
UO2 system. Additionally, the difference becomes greater at
higher temperatures in agreement with previous experimen-
tal studies.120
2. Diffusion in MOx via the cBXmodel
Parfitt et al.110 for simplicity made the assumption that a
universal value of the pre-exponential holds irrespective of
the composition and that only cact can be allowed to vary
depending on the composition of the oxide. This leads to the
general expression
DcBX MxN1xO2ð Þ ¼ D0e
Cact xð ÞBX
kBT : (51)
The activation coefficient with respect to the composi-
tion is given by110
cactðxÞ ¼
XN
n¼0
anx
n: (52)
Figure 10 represents the oxygen diffusivity (top part) and
the dependence of the activation coefficient cact with respect to
the oxide composition in UxTh1xO2 and UxPu1xO2.
110 It is
observed that cact varies monotonically in the PuO2-UO2 system
and increases as the Pu content is decreased.110 For the ThO2-
UO2 system, there is a minimum in cact for x¼ 0.5 in agreement
with the maximum in oxygen ion diffusivity fromMD.
In essence, the study of Parfitt et al.110 demonstrates
how molecular dynamics simulations in synergy with ther-
modynamics models such as the cBX model can offer an
understanding of the temperature and pressure dependent
defect processes of energy related materials (Fig. 11). These
methods can be employed to numerous systems where the
defect and in particular, diffusion processes are difficult to
determine.
V. SUMMARYAND FUTURE DIRECTIONS
A. Summary of models
To summarize, the association of point defect parame-
ters to bulk properties is important because it positively
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affects the understanding of numerous technological issues,
ranging from the optimization of nanoelectronic devices to
the investigation of seismic phenomena.
The cBX model has been employed to describe the defect
processes in solids for nearly forty years.3–9 Most studies con-
cern the derivation of defect parameters and in particular, dif-
fusion coefficients, using a few data points of experimentally
determined diffusion coefficients in conjunction with elastic
and expansivity data for a range of temperatures. The method
can be applicable even for a single diffusion coefficient if the
pre-exponential factor is approximated.
In the present review, we discussed the applicability of
the cBX model in MOx nuclear fuels, a system in which lim-
ited experimental data exist and systematic experiments are
difficult to perform. This example was included to highlight
the relevance of the cBX model in contemporary studies,
where there are numerous advances in computational meth-
ods, power and resources compared to four decades ago.
Modern computational methods facilitate the derivation of
reliable defect parameters. However, problems remain in the
calculation of diffusivities at low temperatures for systems in
which the migration energy barriers are substantial. To
exemplify the above, we provided a review of the study of
Parfitt et al.,110 where advanced MD calculations were
employed in conjunction to the cBX model and the Rose-
Vinet equation of state to calculate defect parameters in
Th1xUxO2 or Pu1xUxO2. In essence, the model coefficients
required to calculate self-diffusion coefficients at any pres-
sure and temperature are: (a) volume, V0(TR) (i.e., linear
interpolation between end members), (b) bulk modulus
B0(TR), (c) pressure derivative of bulk Modulus,
@B
@P j0ðTRÞ,
(d) thermal expansivity, a0(TR), and (e) the cact.
In the decades to come, due to the constant increase in
computational resources, it is anticipated that ab initio
molecular dynamics of extended systems will become stan-
dard. At any rate, the cBX model will continue to be relevant
in these ab initio molecular dynamics, since it can be
employed in the same manner as the classical molecular
dynamics calculations described above.
B. Conclusions and future directions
Concerning Si, in the study of Saltas et al.,40 the cBX
model revealed that the curved Arrhenius plot of self-diffusion
can be explained by a single mechanism. The evidence
FIG. 10. The top part of the figure represents the oxygen diffusivity, whereas
the bottom part represents the fitted values of the activation coefficient cact,
with respect to the oxide composition in the UxTh1xO2 and UxPu1xO2 sys-
tems. Dashed lines are the polynomial fits to the data for the UxTh1xO2
(forth-order polynomial) and the UxPu1xO2 (third-order polynomial).
110
Reprinted with permission from Parfitt et al., RSC Adv. 6, 74018 (2016).
Copyright 2016 Royal Society of Chemistry.
FIG. 11. cBX model and MD values of the (a) volume per formula unit and (b) oxygen diffusivity for a range of compositions.110 Reprinted with permission
from Parfitt et al., RSC Adv. 6, 74018 (2016). Copyright 2016 Royal Society of Chemistry.
041304-11 A. Chroneos Appl. Phys. Rev. 3, 041304 (2016)
provided for the single self-diffusion mechanism in Si is
compelling but further experiments are required to test the
accepted notion that there is a transition between interstitial
and vacancy self-diffusion mechanisms at a certain tempera-
ture. This is because the transition may be hidden by the tem-
perature dependence of the bulk properties. Additionally,
further experimental data are required on the elastic proper-
ties in Si at high temperatures to verify the proposition of
Saltas et al.40 It should be noted that the non-linear behavior
of the bulk modulus at high temperatures and the consequent
curved Arrhenius plot has been linked in sodium (Na) and
vanadium (V) to a single self-diffusion mechanism.11,14 The
elegance of the cBX thermodynamic model lies in the incor-
poration of the anharmonic elastic behavior of the solid to
the calculation of its diffusion and other defect parameters.
As there are numerous other curved Arrhenius plots, there
are many materials that will need to be examined in order to
reconsider the interpretation of the experimental diffusion
data.
For Ge and GaAs, recent comprehensive studies using
the cBX thermodynamic model have described defect pro-
cesses including diffusion for most technologically important
dopants.29,30,60–64,85 For Ge, the pressure dependence of self-
diffusion has been considered; however, future studies could
investigate the pressure dependence of dopant diffusion.
Although most of the issues concerning the cBX model in
GaAs have been addressed for the most important dopants
and impurities by Saltas et al.,85 there is still ground to study
other technologically important III–V compounds, such as
GaSb and InSb. For example, previous experimental121,122
and theoretical studies123 have shown that self-diffusion in
GaSb is asymmetric and that Ga diffuses more rapidly than
Sb (up to three orders of magnitude). In this example, the
cBX thermodynamic model could be employed to clarify the
large disparity between the diffusion coefficients of the III
and V elements.
The insights offered by the application of the cBX ther-
modynamic model in semiconductor materials could moti-
vate systematic future investigations on the temperature and
pressure dependence of defect process in ternary and quater-
nary semiconductor systems, where it is difficult to deconvo-
lute the different contributions of the constituent
components. For example, Si1xyGexSny alloys are notable
as they offer a range of strain options and they may be used
to lattice match of Si or Si1xGex substrates with important
III–V and II–VI compounds.124–130
Concerning the nuclear fuel oxides considered here, the
stresses investigated are beyond those typically existing in a
nuclear fuel pin. Nevertheless, they can be relevant when
considering diffusion around microstructural defects (for
example, the enhanced diffusion encountered near disloca-
tion cores)131,132 and in the modelling of oxide corrosion
layers formed on metallic U, Pu, or Th.110 This is because
the latter are formed under significant compressive stresses
due to the mismatch in the lattice parameter between the
oxide and the metal.110 The application of the cBX thermo-
dynamic model can limit the use of expensive experiments
and calculations (for example, in UO2 the uranium ion f-
electrons can complicate the identification of the ground
state electronic structure.133–135 The comprehensive study of
the defect processes of MOx by Parfitt et al.110 serves as an
example for the application of the cBX model in conjunction
to MD in oxides and materials. This methodology could lead
to advances in energy materials (for example, materials for
batteries and solid oxide fuel cells), where the requirement
to optimize self-diffusion is limited by the complicated com-
positions and crystal structures of numerous materials.136–140
Future work could include spinels and other geologically
related materials, which present compositional complexity
and high activation energies of diffusion.
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