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Abstract
Given a graph G of n vertices, where each vertex is
initially attached an opinion of either red or blue.
We investigate a random process known as the Best-
of-three voting. In this process, at each time step,
every vertex chooses three neighbours at random and
adopts the majority colour. We study this process
for a class of graphs with minimum degree d = nα ,
where α = Ω
(
(log log n)−1
)
. We prove that if ini-
tially each vertex is red with probability greater than
1/2 + δ, and blue otherwise, where δ ≥ (log d)−C for
some C > 0, then with high probability this dynamic
reaches a final state where all vertices are red within
O (log log n) +O
(
log
(
δ−1
))
steps .
Keywords: random processes on graphs; voting
models; consensus problem.
1 Introduction
Algorithms and protocols that solve consensus prob-
lems play an important role in distributed comput-
ing, analysis of social networks, etc. Usually, in these
processes, vertices of a graph revise their opinions in
a systematic and distributed way based on opinions
of other neighbours, typically by sampling some of
their neighbours. The aim of these protocols is to
eventually reach a state where all vertices share the
same opinion, and ideally this final state reflects the
characteristics of the initial mix of opinions, e.g. the
initial majority.
Among the protocols that solve consensus problems,
one well-known protocol is the Best-of-k model, in
particular the cases with k = 1, 2 and 3. In this
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protocol, we consider a graph G = (V,E), in which
each vertex has an initial opinion (colour), and at
each time step, every vertex adopts the opinion of the
majority of a sample of k neighbours (uniformly with
replacement). If there is no clear majority several
rules can be applied, but usually i) the vertex keeps
its opinion or ii) the vertex picks a random one from
the popular opinions among the k neighbours.
The Best-of-1 model is the well-known voter model.
This protocol solves the consensus problem in con-
nected non-bipartite graphs. It is widely known that
the probability of the system reaching consensus on
a particular colour is proportional to the sum of the
degrees of the vertices whose initial opinion is such
colour. Specifically, a particular colour ‘wins’ with
probability equals to the initial proportion of that
colour in the configuration. Although the voter model
can be used to solve consensus problems, it is not the
desired protocol for applications where consensus to
majority is required.
Best-of-k with k = 2, 3 partially overcomes the
aforementioned problem, and it converges to ma-
jority under appropriate circumstances. More-
over, it converges considerably faster compared to
the voter model. This model has been exten-
sively studied when the underlying topology is
a complete graph. In [2], the authors investi-
gated the Best-of-3 dynamics breaking ties at ran-
dom. They considered q initial different opinions
and proved that if the initial imbalance in the
number of opinions between the first and second
majorities is Ω(min{√2q, (n/ log n)1/6}√n/ log n),
then consensus is reached with high probability in
O(min{q, (n/ log n)1/3} log n) steps on the initial ma-
jority. Similar results can be proved for Best-of-2
dynamics [8].
When it comes to non-complete graphs, the Best-of-k
process seems very difficult to study. In this regard,
[4] studied the Best-of-two process on a d-regular
graph where each vertex has one out of two opinions,
say, Red or Blue. The authors showed that if the im-
balance between the number of red and blue opinions
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is greater than Kn
√
1/d+ d/n initially, where K is a
large constant, then w.h.p the process reaches consen-
sus towards majority in O(log n) time-steps. In [5],
the result was extended and refined to general graphs
with large expansion. Denote by R0 and B0 the ini-
tial sets of vertices with red and blue opinions respec-
tively. Then assume that d(R0) − d(B0) ≥ 4λ2d(V ),
where d(X) denotes the sum of the degrees of the
vertices in X, and λ2 is the second largest absolute
eigenvalue of the transition matrix associated with
the graph, then w.h.p consensus is reached inO(log n)
rounds and opinion red wins. In regular graphs, the
aforementioned condition implies an Ω(n) gap be-
tween the sizes of the set R0 and B0. In [7], the result
is extended to a larger number of initial opinions but
with stronger assumptions.
Best-of-k with odd k ≥ 5 was studied in [1] for the
two-party model on random graphs with a given de-
gree sequence. Under their setting, initially, each ver-
tex is blue independently with probability 1/2−δ > 0,
and red otherwise. Then, it is demonstrated that
if δ is large enough, and k ≥ dˆmin, then consensus
is reached in O(logk logk n) time steps and opinion
red wins. Here dˆmin is the effective minimum degree,
which is the smallest integer that appears Θ(n) times
in the degree sequence.
1.1 Main Results
In the current work, we study the particular case k =
3 in the two-party setting, where initially each vertex
is blue independently with probability 1/2 − δ > 0,
otherwise red. By applying two models to analyse
the process of a vertex updating its opinions, we find
conditions for convergence to majority in O(log log n)
time-steps with high probability. Our main result is
the following.
Theorem 1. Given a graph G on n vertices
with minimum degree d = nα , where α =
Ω((log log n)−1) , we suppose that initially each vertex
is blue independently with probability 1/2− δ , other-
wise red, with δ ≥ (log d)−C for some C > 0. Then,
w.h.p, the Best-of-Three protocol reaches consensus
in O(log log n) + O
(
log(δ−1)
)
time-steps and the fi-
nal opinion is red.
Compared to previous work, [1] is the closest to ours,
as they also look at forward conditions to ensure
double logarithmic consensus time towards majority
and they work on non-complete graphs. In order to
reach double logarithmic speed the graph requires a
tractable local structure around each vertex, and we
need to be able to keep track of the configuration of
opinions around each vertex at each time step. In
this regard, the techniques used in [4] and [5] are not
necessarily useful to tackle the problem in our case,
even though they work on a large class of graphs.
This is because in their work, the authors track the
number of red (and blue) opinions instead of the ac-
tual configuration of the opinions of the vertices. Al-
though tracking the number of red opinions is easier,
the obtained result is not precise enough, and indeed,
the technique gives O(log n) steps towards consen-
sus, which is not fast enough as desired. Moreover,
by tracking only the number of red vertices, we lose
the extra information of how the opinions of vertices
are distributed given by the fact that vertices start
with randomised opinions. Additionally, the proof
technique used in [5] works under adversarial set-
ting where the adversarial can reorganise the opin-
ions among the vertices and keep the total number
of each opinion fixed, thus the initial location of the
opinion does not matter.
With respect to [1], our result is weaker in some re-
spects and much stronger in others. First of all, both
proofs are based on a sort of ‘time-reversal duality’
while instead of tracking the opinion of a vertex v
from time 0 to fixed value T , we obtain the opinion
at time T by looking at the opinions at time T − 1,
and to determine those we look at the opinions at
time T − 2 etc. The process of keeping track of the
opinion of a vertex is more complex, since it depends
on several random variables which are dependent and
thus difficult to analyse. To avoid dealing with such
problem directly, [1] decided to work in the setting
of k ≥ 5 , which allows them to assume that certain
vertices have the ‘bad’ opinion (i.e. minority) even
if they actually have the ‘good’ opinion (majority).
This helps them to reduce the dependency caused by
the opinion updating process so as to transform the
real process into a simpler and easier-to-analyse pro-
cess. As k ≥ 5, assuming that one opinion is ‘bad’
does not particularly damage the speed of conver-
gence to consensus, as we can hope that the other
k − 1 opinions have the ‘good’ majority. However,
since for some vertex one ‘bad’ opinion is assumed,
they rely on the other k−1 opinions getting the good
majority quite often in the process. In other words,
they need to ensure a large initial gap between the
initial numbers of the two opinions, thus their result
holds only when the initial probability of being blue
is way less than 1/2 (i.e. 1/2 − q for large enough
q ∈ (0, 1/2)). Due to this reason, their result cannot
be extended to k = 3 , as assuming a ‘bad’ opinion
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will affect the majority significantly. Indeed, if one of
the other two opinions is the ‘bad’ opinion, then the
vertex will adopt it. Our proof partially overcomes
this problem. We work with k = 3 and allow the
initial probability of being blue to be 1/2− δ , where
δ is arbitrarily close to 0 and we can even choose it
tending to 0 as the graph grows. Finally, our analysis
works on the family of graphs with minimum degree
nΩ(1/ log logn), whereas in [1] the authors consider ran-
dom graphs of a given degree sequence with average
degree o(log n) among other constrains. Note that
both classes of graphs are disjoint.
2 Model and Proof Strategy
Let us recall our model and introduce some notations.
Let G = (V,E) be a graph where each vertex is blue
(B) independently with probability 1/2−δ, otherwise
red (R) .
Define the opinion set of each vertex at time t to be
ξt = (ξt(1), · · · , ξt(n)) . The evolution of the opin-
ions (ξt)t≥0 is as follows: For v ∈ V , define ξ0(v)
as the initial opinion of v. For each t ≥ 0, ev-
ery vertex v independently samples three random
neighbours w1v, w
2
v, w
3
v (with replacement), and sets
ξt+1(v) = majority{ξt(w1v), ξt(w2v), ξt(w3v)} . Note
that the value of (ξt+1(v))v∈V is determined only by
(ξt(v))v∈V plus some independent randomness, i.e.
(ξt)t≥0 is a Markov chain.
Our proof strategy consists of verifying that
P(ξT (v) = B) = o(1/n) holds for T =
O(log log n) , and thus P(G is red at step T ) = 1 −
P(
⋃
v∈V {ξT (v) = B}) = 1 − o(1). Therefore, the
emphasis of our work is essentially in computing
P(ξT (v) = B). From the definition of the process
we know that ξT (v) is determined by the opinions of
three random neighbours of vertex v , say w1v, w
2
v, w
3
v ,
at time T − 1, i.e. ξT−1(wiv). Similarly, ξT−1(wiv) is
determined by the opinions at time T−2 of three ran-
dom neighbours of wiv. We can continue recursively
until the point where we query for the opinions of
vertices at time 0, whose joint distribution is known.
The above recursive (random) structure can be rep-
resented as a directed acyclic graph (DAG).
A DAG H is a directed graph with no directed cycles.
The in-degree of a vertex v is the number of edges
incoming to v, while the out-degree is the number of
edges outgoing from v. A root in V (H) is a vertex
with in-degree 0. In this work we assume that there
is only 1 root. A leaf in V (H) is a vertex with out-
degree 0. Given v ∈ V (H), we define H[v] as the
subgraph induced by all the vertices w that can be
reached from v, i.e. there exists a directed path from
v to w. As in this work we will consider some random
DAGs, we shall denote them by H while H is used to
denote a fixed, deterministic DAG.
Let us construct the random voting-DAG associated
with ξT (v0). In our work, we call it a voting-DAG to
specify the DAG that has out-degree at most three.
Define the set QT = {v0}, and for t ∈ {0, . . . , T − 1}
define Qt ⊆ V as the (random) subset of all vertices
queried to determine the opinions of the vertices in
Qt+1 at time t+ 1 , e.g. QT−1 is the set of three ran-
dom neighbours of v0 required to determine ξT (v0),
etc. We define the random voting-DAG H = Hv0 by
setting V (H) = {(v, t) ∈ V (G)×{0, . . . , T} : v ∈ Qt},
and we say that ((v, t+ 1), (w, t)) ∈ E(H) if and only
if (v, t+ 1) ∈ Qt+1 and one of the three vertices sam-
pled by v to compute ξt+1(v) is w. Given the random
voting-DAG H we divide its sets of vertices into lev-
els, where level t ∈ {0, . . . , T} contains all the vertices
(v, t) ∈ V (H). Note that each vertex at level t + 1
connects to exactly three vertices at level t and that
directed paths go from higher to lower levels.
Given a realisation H of H with root (v0, T ) we can
simulate ξT (v) as following. First, settle the opinion
of vertices (v, 0) ∈ Q0 to be independently B with
probability 1/2 − δ, otherwise R . Then recursively
compute the opinions of vertices at level t+ 1 as the
majority of the three neighbours at level t , for t ∈
{0, · · · , T − 1} . Denote by XH(v, t) the colour of
vertex (v, t) in H. By summing up over all possible
realisations of H, it is clear that the colour of (v0, T )
has the same distribution as ξT (v0), i.e.
P (ξT (v0) = B) = P (XH(v0, T ) = B) .
Note that XH(v0, T ) involves two independent
sources of randomness. One source generates the
voting-DAG H, and the other settles the colours of
the leaves of H (vertices at level 0) independently.
Note that (v0, T ) ∈ V (H) for any realisation H of H,
so the random variable XH(v0, T ) is well-defined. Fi-
nally, the process of defining XH as above to colour
the realisation H of H is referred as the colouring
process.
Given H = H we have that the opinions of the ver-
tices at level 0 are i.i.d, as they do not depend on
the structure imposed by H , which is unfortunately
not true for levels t > 0 . Recall that H[(v, t)] is
the subgraph induced by all the reachable vertices
from vertex v at level t . Indeed, it is clear that the
colour XH(v, t) depends only on the colouring of the
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leaves of H[(v, t)] . Therefore the variables XH(v, t)
and XH(w, t) with (v, t), (w, t) ∈ V (H) are indepen-
dent if and only if V (H[(v, t)]) ∩ V (H[(w, t)]) = ∅.
As the structure distribution of H (and so its sample
H) strongly depends on the underlying structure of
G, it is very unlikely to have the above independence
condition for all vertices in H. However, let us as-
sume for a moment that the independence condition
above is satisfied for all pairs of vertices sharing the
same level. In such a case, H is a directed ternary
tree with root (v0, T ) . Let Bt−1 be the number of
blue vertices at level t− 1 among three random sam-
ples Qt−1(v) of a vertex v at level t − 1 , and bt be
the probability that any vertex at level 0 < t ≤ T
is blue. Observe that Bt follows a Binomial distri-
bution Bin(3, bt) , thus the probability bt follows the
recursions: b0 = 1/2− δ , and
bt = P(Bt−1 ≥ 2)
= b3t−1 + 3b
2
t−1(1− bt−1) = 3b2t−1 − 2b3t−1 . (1)
Therefore, a simple computation shows that by
choosing T = O(log log n + log δ−1) we get bT =
o(n−1).
As the probability that H is realised as a ternary tree
is low, the above recursion does not necessarily reflect
the true process. In order to deal with the inner de-
pendency between levels, we divide the graph H into
two subgraphs, one from level T to T ′ and another
from level T ′ to 0, where T ′ is going to be fixed later.
For the subgraph from level T ′ to 0 we couple the
colouring XH with another colouring X
′
H such that
if colour B represents 1 and colour R represents 0,
then XH(v, t) ≤ X ′H(v, t) for all (v, t) ∈ V (H). The
process where X ′H arises is called the Sprinkling pro-
cess. By introducing an error term to deal with the
dependency in this process, we have an easier way
to study X ′H as opinions among vertices at the same
level are independent given H . Moreover, if we do
not reveal H in advance (i.e. randomize over H), the
distribution of the colours of vertices at level t for
t ∈ {0, · · · , T ′} is i.i.d. and follows a recursion sim-
ilar to (1). Unfortunately, this recursion cannot be
applied any further for t > T ′, since after T ′ steps it
reaches a fixed point where the error term becomes
significant in the recursion. Nevertheless, the above
strategy is good enough to prove that with probabil-
ity 1− o(n−1) the number of blue vertices at level T ′
is sufficiently small. As for the subgraph of H from
T ′ to 0 , the only way that the root of H gets colour
B is that the structure of H from level T to T ′ is
particularly bad for R . We can prove that the event
of H having such a structure occurs with probability
o(n−1) .
Remark 2. The random voting-DAG H(v0) can be
viewed as the trajectory of a Coalescing and Branch-
ing random walk or, for short, COBRA walk (see
[3],[6], [9] for recent research). A COBRA walk is
a discrete process on a graph G where vertices are
occupied by particles. At each time-step, each parti-
cle makes k− 1 copies of itself and they locate at the
same vertex, then all the particles in the graph inde-
pendently move to a random neighbour. After that,
if a vertex is occupied by more than one particle they
coalesce into one. The process keeps repeating for-
ever. In our setting, H represents the trajectory of T
steps of a COBRA walk with k = 3 starting with one
particle, located at v0. Level T −t of H represents the
set of occupied vertices at time t of the COBRA walk,
and the edges between level T − t and T − t− 1 rep-
resent the movements of the particles between times
t and t+ 1. The COBRA walk with parameter k = 1
is the classic Coalescing random walk process which
is the dual process of the voter model (or best-of-1
according to our notation).
The proof is presented in two parts. In Section3 we
work with the lower levels of the voting-DAG (i.e.
closer to the leaves) while in Section 4 we study the
colouring structure close to the root.
3 Lower Levels
Let G = (V,E) be a graph with minimum degree
d = nβ/ log logn with β > 0. For the simplicity of the
results in this section we associate the opinion B to
the value 1 and R to the value 0 .
Let T ′ ≤ T , and consider the following protocol,
which is called the Sprinkling process. Suppose we
only know the structure of the voting-DAG from level
0 up to level T ′ , then we choose an arbitrary order
of the vertices at level T ′, say (v1, T ′), . . . , (vm, T ′)
where m = |QT ′ |. For each vertex at level T ′ from
v1 to vm , we start revealing the three sampled neigh-
bours of them at level T ′ − 1 one by one. We say
that a collision happens at (v, T ′) if (w, T ′ − 1) was
revealed by (v, T ′) and it was already revealed by an-
other vertex before v in the order at level T ′ or by v
itself. (See Figure 1 as an example.) In such a case,
we first erase ((v, T ′), (w, T ′ − 1)) from the edge set
of H . Then we add a new vertex to V (H) at level
T ′− 1, say (q, T ′− 1), and a new edge from (v, T ′) to
(q, T ′ − 1) . Next we set the outdegree of (q, T ′ − 1)
to be 0 , and set the opinion of (q, T ′ − 1) to be de-
terministically 1 (or B in colour language) irrespec-
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Figure 1: H with 2 levels. Start the Sprinkling process in level 1. Vertices are ordered from left to right.
tive of the actual colour of (w, T ′ − 1) . By applying
the Sprinkling model when revealing the neighbours
of vertices at level T ′, we will have a collision-free
level, where any two vertices at this level do not have
common neighbours. After this we repeat the Sprin-
kling process on levels T ′−1, T ′−2, . . . up to level 1.
At the end we will have a new voting-DAG H ′ with
V (H) ⊆ V (H ′), and all vertices in V (H ′) \ V (H)
have colour 1 (B) deterministically. Apart from the
Sprinkling process, the rest of the colouring process
of H ′ is the same as what we do in H. We colour
all normal vertices (which are not artificially added)
at level 0 with colour B with probability 1/2 − δ,
otherwise red. As those vertices without a collision
also exist in V (H) , a coupling that uses the same
(random) initial colours in both H and H ′ gives us
XH(v, t) ≤ XH′(v, t) for all (v, t) ∈ V (H), as a result
of the extra blue vertices we added in the Sprinkling
process. Denote by H′ the result of the above process
applied to the random voting-DAG H.
Since the Sprinkling process gives a collision-free sub-
graph from level 0 to T ′ in H′ , it holds that for
t ∈ {0, . . . , T ′}, {XH′(v, t), (v, t) ∈ V(H)} are inde-
pendent random variables. In spite of the fact that
their distribution is not identical (and is difficult to
compute because of its dependency on several fac-
tors, such as the colours at level 0 and the (random)
structure of H and thus H′) , we will prove that
P(XH′(v, t) = B|(v, t) ∈ V (H)) ≤ pt,
where pt satisfies the recursion p0 = 1/2− δ , and
pt ≤ (3pt−12 − 2pt−13) · (1− εt−1)3
+
(
2pt−1 − pt−12
) · (3
1
)
εt−1(1− εt−1)2
+ 1 ·
(
3
2
)
εt−12(1− εt−1) + 1 ·
(
3
3
)
εt−13
≤ (3pt−12 − 2pt−13) + 6pt−1εt−1 + 3ε2t−1 + ε3t−1 ,
(2)
where εt−1 = 3T−t+1/d.
The proof goes by induction. ‘Clearly’ the bound ap-
plies for any vertex at level 0 . Assume it works up
to level t − 1 and consider a vertex (v, t) ∈ V (H)
at level t . The event that (v, t) is coloured by B in
H′ is the same as: vertex (v, t) ∈ V (H) has at least
two neighbours that have opinion B at level t − 1 ,
or there is exactly one collision in (v, t) and at least
one of its two normal neighbours are B, or there are
2 or 3 collisions in (v, t) . Note that at level t − 1
there are at most 3T−t+1 vertices, therefore when re-
vealing one neighbour of (v, t), the probability of a
collision is at most 3T−t+1/d(v) ≤ 3T−t+1/d = εt−1.
Then, the expression in equation (2) is obtained by
revealing the neighbours of the vertices at level t in-
dependently of the order. The first term is the prob-
ability that no collision occurs and there are at least
two blue vertices out of three normal vertices, the
second term represents one collision with at least one
blue vertex out of two normal vertices, and the last
two terms mean two and three collisions respectively.
We summarise the above argument in the following
proposition.
Proposition 3. Let G = (V,E) be a graph of n ver-
tices. Let v ∈ V be any vertex and consider H the
random voting-DAG associated to v of T levels. Let
T ′ ≤ T , then the opinions at level T ′ can be majorised
by a set of independent opinions where the probability
of being B is given by pT ′ as in equation (2) , where
εt−1 = 3T−t+1/d .
Lemma 4. Let G = (V,E) be a graph with minimum
degree d ≥ nβ/ log logn for some β > 0, and assume
the initial opinions are independently B with proba-
bility 1/2− δ with δ ≥ (log d)−C for some C > 0. Let
v ∈ V be an arbitrary vertex. Then for any a > 0
there exists T ≥ ba log log dc such that if we consider
the random voting-DAG H of T levels, then the opin-
ions at level T−ba log log dc are majorised by a vector
of independent opinions where opinion B has proba-
bility o(d−1).
Proof. The proof consists of considering a voting-
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DAG of heigh T = ba log log dc+1+T2+T3, where T2
and T3 are chosen later. Remember that at level 0 all
vertices have independent opinions with pB = 1/2−δ.
Our proof consists of three steps: i) opinions at
level T3 can be majorised by i.i.d. opinions with
pB = 1/2−1/2
√
3, ii) opinions at level T2 +T3 can be
majorised by i.i.d. opinions with pB = polylog(d)/d,
and iii) opinions at level 1+T2 +T3 can be majorised
by i.i.d. opinions with pB = o(d
−1).
We first check iii) assuming i) and ii). For that,
we ignore all previous levels and consider a voting-
DAG of height h1 = ba log log dc + 1 and the colour
of the leaves are independently B with probability
p0 = polylog(d)/d. From equation (2) we have
p1 ≤ 3p20 + 6p0ε0 + 3ε20 + ε30
and ε0 = 3
h1/d = polylog(d)/d, hence p1 =
(polylog(d)/d)
2
= o(1/d).
Next, we check ii) assuming i). We consider a voting-
DAG of height h2 = h1 + T2, and assume that
leaves are independently B with probability p0 =
1/2− 1/(2√3). We choose T2 to be
T2 = min{min{t ≥ 0 : pt ≤ 12εt}, 2 log2 log d} .
For t ≤ h2 we have that εt ≤ 3h2/d = 3O(log log d)/d =
polylog(d)/d. Then for t ∈ {1, . . . , T2}, we have that
pt ≤ 3p2t−1 + 6pt−1εt−1 + 4ε2t−1 ≤ 4p2t−1. (3)
The first inequality of (3) is due to equation (2), while
the second follows from the fact that for t ≤ T2 we
have pt−1 > 12εt−1. Iterating the recursion, we have
that
pt ≤ (4p0)2t ≤
(
4
(
1
2
− 1
2
√
3
))2t
≤ (0.85)2t .
Let L = log2(− log(d)/ log(0.85)), and note that
L ≤ 2 log2 log d for large enough d. If L < T2 then we
would have that pL ≤ 1/d but εL ≥ 3h2−T2/d =
3h1/d = polylog(d)/d, which contradicts the fact
that pL > 12εL. Therefore, we conclude that T2 =
min{t ≥ 0 : pt ≤ 12εt} = O(log log d) and that
opinions at level T2 can be majorised by independent
opinions with the probability of being blue equal to
12εT2 = 12× 3h1/d = polylog(d)/d.
Finally, we check i). We consider a voting-DAG of
height h3 = h2 + T3, and assume the initial opin-
ions are i.i.d with probability of being blue p0 =
1/2 − δ. We choose T3 = min{min{t ≥ 0 : δt ≥
1/(2
√
3)}, C log δ−1}, where C is a suitable constant
greater than 10/ log(5/4). Let δt = 1/2 − pt. Then,
replacing pt = 1/2 − δt in equation (2) and noting
that 3ε2t−1 + ε
3
t−1 ≤ εt−1 give us
δt ≥ δt−1 +
(
1
2
δt−1 − 2δ3t−1 − 4εt−1
)
. (4)
The function f(x) = x/2− 2x3 is such that f(0) = 0,
and it is increasing from 0 to 1/(2
√
3) where it reaches
a local maximum. Note that if δt−1 ≥ 12εt−1 and
δt−1 < 1/(2
√
3), then equation (4) yields
1
2
δt−1 − 2δ3t−1 − 4εt−1
≥δt−1
(
1
2
− 2δ2t−1 −
εt−1
δt−1
)
≥δt−1
(
1
2
− 1
6
− 1
12
)
=
δt−1
4
, (5)
implying that δt ≥ 5δt−1/4. Note that as long as
we can apply the previous recursion we have an in-
creasing sequence of δt while εt is decreasing, there-
fore if δ0  ε0 then δt  εt for all t ≤ T3. To
check that δ0  ε0, recall that δ0 = δ ≥ (log d)−C
for some constant C > 0, and ε0 ≤ 3h3/d =
3O(log log d+log δ
−1)/d = (polylog(d))/d, then ε0  δ0.
We conclude that δt > 5δt−1/4 for all t ≤ T3. Let L =
log(δ−1/(2
√
3))
log(5/4) . Note that δL ≥ (5/4)Lδ0 ≥ 1/(2
√
3),
implying that L ≥ min{t ≥ 0 : δt ≥ 1/(2
√
3)},
therefore by our choice of C in T3 we conclude that
T3 = min{t ≥ 0 : δt ≥ 1/(2
√
3)} = O(log(δ−1)). 
4 Upper Levels
From the results in the previous section, we know
that the opinions of vertices at level T ′ (see Proposi-
tion 3) in H are majorised by i.i.d. Bernoulli random
variables with probability of being 1 (or colour B)
equals o(d−1). In this section, we will deal with the
levels above T ′ .
Now, since there is no need to care about lower levels,
we assume that H is a voting-DAG of h + 1 = T −
T ′ levels with root (v0, h) and that the vertices at
levels 0 are independently B with probability o(d−1),
otherwise R. Our strategy to deal with this case is to
show that for most realisations of the random voting-
DAGH, the number of vertices at bottom with colour
B is too small for the root of H to have colour B.
We start by supposing that H is (deterministically)
a ternary tree.
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Lemma 5. Suppose that H is a ternary tree of h+ 1
levels. Then, if the number of leaves with opinion B
is less than 2h, then the root has opinion R.
Proof. The statement is equivalent to that if the root
is B then there are at least 2h vertices with opinion
B at level 0. The result holds easily by noting at
least two neighbours of the root have opinion B, and
that they are also the root of a (sub)-ternary tree of
H. 
For the case that the voting-DAG is not a ternary
tree, the next lemma establishes that we can find a
colouring on a ternary tree that gives the same colour
to the root, and the number of B leaves in the ternary
tree depends on the number of levels that involve col-
lisions in the DAG.
Lemma 6. Let H be a fixed voting-DAG of h + 1
levels with root v0 ∈ V (G). Given a colouring ξ of
the vertices at level 0, there exists a colouring ξ′ of
the leaves of a ternary tree H ′ of h+1 levels such that
the colouring process in H and in H ′ give the same
colour to the root. Moreover, the number of B leaves
in ξ′ is at most B0 · 2C where B0 is the number of B
leaves in ξ and C is the number of levels of H that
involve at least one collision.
Proof. The proof follows by induction on the number
of levels. If the number of levels is 1, then H is a sin-
gle vertex and the result holds trivially. Suppose the
result holds for h levels, we will prove it for h+ 1 lev-
els. Let XH be the colouring of H given the colouring
ξ of the leaves. Consider the root at level h and let e1,
e2 and e3 be its three outgoing edges. We consider
two cases: i) at least two of these edges share the
same endpoint at level h − 1 (i.e. a collision at level
h), or ii) the edges do not share endpoints at level
h− 1 (i.e. level h is collision-free). In the first case i)
the opinion of (v0, h) is determined by the colour of
the shared endpoint, say (v, h − 1). In this case, we
consider a voting-DAG H ′ of h+ 1 levels. At level h
we have the root (v0, h) . At level h − 1 we put two
disjoint copies of H[(v, t)] (without sharing vertices),
and one ternary tree of h−1 levels. Then we connect
(v0, h) with the root of those three sub-graphs. We
colour the leaves of H ′ as follows. In the copies of
H[(v, t)] the colours of the vertices are given by the
original opinions settling in ξ , while the leaves of the
ternary tree are attached to colour R . Note that the
colour of the root of H ′ is the same as the root of H
since the colour of the root of H ′ is determined by the
colour of the root of H[(v, t)] (the colour of the root
of the ternary tree is irrelevant). By the induction
hypothesis, H[(v, t)] can be transformed into a tree
with at most B′02
C′ leaves with opinion B, where B′0
and C ′ are the number of blue leaves and the number
of levels involving at least one collision in H[(v, t)],
respectively. By the construction of H ′, all the colli-
sions are represented in the copies of H[(v, t)] which
are C ′. Clearly C ′ + 1 ≤ C and B′0 ≤ B0. Applying
the induction hypothesis to the two copies ofH[(v, t)],
where H[(v, t)] is transformed in a ternary tree such
that B′02
C′ leaves have colour B. As H ′ contains two
copies of such graphs, after the induction step we get
a ternary tree with 2C
′
2B′0 = 2
C′+1B′0 ≤ 2CB0 leaves
with colour B. Case ii) can be done similarly by ap-
plying the induction hypothesis to the three vertices
in level 1. 
Finally, we combine the two previous lemmas to show
that with w.h.p the root is R. The idea is to show that
the number of levels involving collisions in the DAG is
not large and therefore a straightforward application
of Lemma 6 and Lemma 5, together with the fact
that a leaf is B with probability o(d−1), tell us the
the root of the DAG is R w.h.p.
Lemma 7. Consider a random voting-DAG H with
h+ 1 levels, whose leaves have opinion B with prob-
abiluty o(d−1), otherwise R. Then, with probability
o(n−1) the root of H is B.
Proof. Let Ci be the indicator random variable tak-
ing value 1 if at least one clash occurs at level i . Re-
call that level i involves a collision if two vertices at
level i share a neighbour at level i− 1 . Consider the
event Ei = {there are mi vertices at level i} , where
mi ≤ 3h−i , and start revealing the neighbours of the
vertices at level i one by one. Then,
P(Ci = 1|Ei) = 1−P(Ci = 0|Ei)
≤1− [(1− 1/d)(1− 2/d) · · · (1− (mi − 1)/d)]
≤1− (1−mi/d)mi ≤ 1− (1−mi ·mi/d)
=mi
2/d ≤ 9h/d .
Denote by C =
∑h
i=1 Ci the total number of levels
that involve at least one collision. Then, as Ci only
depends on the out-edges of vertices at level i of H ,
we have that C can be majorised by a Bin(h, 9h/d)
random variable.
We first construct a ternary tree H′ by applying
Lemma 6 to H. Let B and B′ be the number of
leaves with opinion B in H and H′ , respectively.
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Then B′ ≤ 2CB, and by Lemma 5 it holds that
P(root of H is blue) ≤ P(B′ ≥ 2h)
≤ P(2C ·B ≥ 2h)
= P(B ≥ 2h−C) ,
and
P(B ≥ 2h−C) ≤ P(B ≥ 2h−C |C ≥ h
2
)P(C ≥ h
2
)
+P(B ≥ 2h−C |C < h
2
)P(C <
h
2
)
≤ P(C ≥ h
2
) +P(B ≥ 2h/2) . (6)
For the first probability of inequality (6) , we get
P(C >
h
2
) ≤
h∑
k=bh/2c
(
h
k
)(
9h
d
)k
≤
h∑
k=bh/2c
(
he
k
)k (
9h
d
)k
≤
h∑
k=bh/2c
(
2e 9h
d
)k
≤
(
2e 9h
d
)dh/2e ∞∑
k=0
(
2e 9h
d
)k
≤
(
2e 9h
d
)h/2
. (7)
The last step holds as we claim that 2e 9h/d ≤ 1/2.
To see this, let h = a log log2(d) for some constant
a > 0, then for any b < 1 ,
2e 9h/d = 2e exp{a log 9 log(log2 d)}/d
= 2e(log2 d)
a log 9/d ≤ d−b .
This proves the claim. From the previous equation,
using d = nα we obtain
P(C >
h
2
) ≤ d−bh/2 = n−bhα/2 . (8)
We finish by checking that bhα/2 > 1 , in which h =
a logα log2(n) . Then we get
bhα
2
=
αba
2
log(α log2(n))
=
ab
2
(α logα+ α log log2 n) . (9)
For α > c/ log log2 n , we can choose a large enough
such that the above quantity is greater than 1, so that
P(C > h/2) = o(n−1) .
For the other term of the inequality (6) ,
P
(
B ≥ 2h/2
)
≤
3h∑
k=bh/2c
(
3h
k
)(
3h
d
)k
≤
3h∑
k=bh/2c
(
3h e
dh/2e
)k (
3h
d
)k
≤
(
2e 9h
d h
)bh/2c ∞∑
k=0
(
2e 9h
d h
)k
≤
(
2e9h
d
)h/2
.
The last step holds as long as 2e9h/(dh) = o(1) ,
which was showed before. Note that we already
demonstrated that
(
2e 9h/d
)h/2
= o(n−1), then we
conclude that P(B > 2h/2) = o(n−1). 
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