Abstract. A three-step sextic simple-root finder is constructed with the use of weighting functions of derivative-to-derivative ratios. Their convergence and computational properties are investigated along with concrete numerical examples to verify the theoretical analysis.
Introduction
High-order multipoint root-finders have been developed for a given nonlinear equation f (x) = 0, some of which can be found in [7, 11, 13] . Simple-root finders using more than two derivatives are rarely found. Jarratt [8] , in 1966, suggested a multipoint iterative methods of order 4 or 5 costing three derivatives and one function below in (1.1):
f (yn) , β, σ ∈ R, x n+1 = x n − f (xn) a 1 f (xn)+a 2 f (yn)+a 3 f (zn) , a 1 , a 2 , a 3 ∈ R.
(1.1) Definition 1.1. (Error equation, asymptotic error constant, order of convergence) Let x 0 , x 1 , · · · , x n , · · · be a sequence of numbers converging to α. Let e n = x n − α for n = 0, 1, 2, · · · . If constants p ≥ 1, c = 0 exist in such a way that e n+1 = c e n p + O(e p+1 n ) called the error equation, then p and η = |c| are said to be the order of convergence and the asymptotic error constant, respectively. It is easy to find c = lim n→∞ en+1 en p . Some authors call c the asymptotic error constant.
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If we select α = − 2 3 , θ = 0, θ = α with θ = β+γ in (1.1), then we find a two-parameter family of fourth-order methods if
Convergence analysis
The desired conditions on parameters γ, β, σ ∈ R, a i , b i (1 ≤ i ≤ 4) will be obtained along with the proof of Theorem 2.1 describing the methodology and convergence analysis on iterative scheme (1.5).
Theorem 2.1. Assume that f : C → C has a simple root α and is analytic in a region containing α. Let ∆ = f (α) and c j = and
. Then iterative scheme (1.5) defines a sextic-order simple-root finders satisfying the error equation below: for n = 0, 1, 2, · · · , 3) For brevity of notation, e n will be denoted by e throughout the proof. With the aid of symbolic computation of Mathematica [16] , we have: 6 ). In view of the fact that f (y n ) = f (x n )| en→(yn−α) , we get:
, (2.6a)
we have:
In view of the fact that f (z n ) = f (x n )| en→(zn−α) , we get:
f (xn) in (1.5), we find
, (2.8)
By substituting a 1 into Γ 3 = 0, we find two relations independently of c 2 and c 3 below:
As a result, we find
By substituting a 1 , a 3 , b 3 into Γ 4 = 0, we find three relations independently of c 2 , c 3 and c 4 with β(β − γ) = 0 below:
Solving (2.11) for β, a 4 , b 4 yields
By Solving (2.13) for γ, σ, b 1 , a 2 , b 2 and simplifying, we obtain:
. (2.14)
After substituting (2.14) into (2.9), (2.10),(2.12), we further simplify:
We finally substitute overall relations found so far into Γ 6 to obtain Γ 6 = φ 1 c 5 2 + φ 2 c 3 2 c 3 + φ 3 c 2 2 c 4 + φ 4 c3c4 + φ 5 c 2 c 2 3 + φ 6 c 2 c 5 + φ 7 c 6 , where φ i are described in (2.1). This completes the proof. 
Numerical experiments and concluding remarks
Many numerical analysis arising in engineering problems often requires a large number of working-precision digits. Computing asymptotic error constants η = lim n→∞ |en| |e n−1 | p with several significant digits of accuracy would encounter extreme calculations due to the indeterminate form of a small-number division near the root α.
In the current numerical experiments, high-precision computing with programming language Mathematica (Version 7) has been performed with 100 working-precision digits, being large enough to minimize roundoff errors as well as to clearly observe the computed asymptotic error constants requiring small-number divisions. In addition, the error bound = 1 2 × 10 −80 was used. The values of initial guess x 0 were selected close to α to guarantee the convergence of the iterative methods. Only 15 significant digits of approximated roots x n are displayed in Tables  1-3 due to the limited paper space, although 80 significant digits are available. Numerical experiments have been carried out on a personal computer equipped with an AMD 3.1 Ghz dual-core processor and 64-bit Windows 7 operating system.
Iterative method (1.5) was identified by Y1 and has shown acceptable performance when applied to a test function: Method Y1 in Table 1 clearly confirmed hexic-order convergence. Table 1 lists iteration indexes n, approximate zeros x n , residual errors |f (x n )|, errors |e n | = |x n − α| and computational asymptotic error constants η n = | en e n−1 6 | as well as the theoretical asymptotic error constant η and computational asymptotic convergence order p n = log |en/η| log |e n−1 | . The values of η n agree up to 7 significant digits with η. As expected, the computed asymptotic order of convergence well approaches 6.
Additional functions below are tested to verify the convergence behavior of proposed scheme (1.5): Table 3 . Comparison of computational ACO p n = log |en/η|
For the purpose of comparison, we first identify methods (1.1), (1.3), (1.4) by JA, CH, PG, respectively. Table 2 displays the values of |x n − α| for methods JA, CH, PG, Y1. As a result of Table 2 , proposed method shows favorable or equivalent performance as compared with existing methods JA, CH and PG. In Table 2 , italicized numbers indicates the least errors |x n − α|. When the same order of convergence is known, one should note that the local convergence of |x n − α| behaves differently depending on c j , namely f (x) and α. Table 3 well exhibits computational convergence orders of the listed methods, among which method Y1 clearly shows the convergence order of 6.
During the current numerical experiments, CH has shown best accuracy for f 3 , f 5 , while Y1 for f 2 , f 4 , f 7 . On the other hand, two methods CH, Y1 have shown similar performance for f 1 and three methods CH, PG, Y1 for f 6 . Computational accuracy is sensitively dependent on the structures of the iterative methods, the sought zeros and the test functions as well as good initial approximations. We should be aware that no iterative method always shows best accuracy for all the test functions. The corresponding efficiency index for the proposed method (1.5) is found to be 6 1/4 , which is same as those of listed sextic-order methods but better than that of fourth-order Jarratt's method [2] . A new development of a family of higher-order iterative methods will be pursued in the near future using the current approach employing three derivatives and one function.
