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Nucleation of water by MD simulations
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We performed molecular dynamics (MD) simulations of the nucleation of water vapor in order to test nu-
cleation theories. Simulations were performed for a wide range of supersaturation ratios (S = 3-25) and
water temperatures (Tw = 300-390 K). We obtained the nucleation rates and the formation free energies of a
subcritical cluster from the cluster size distribution. The classical nucleation theory (CNT) and the modified
classical nucleation theory (MCNT) overestimate the nucleation rates in all cases. The semi-phenomenological
(SP) model, which corrects the MCNT prediction using the second virial coefficient of a vapor, reproduces
the formation free energy of a cluster with the size <∼ 20 to within 10 % and the nucleation rate and cluster
size distributions to within one order of magnitude. The sticking probability of the vapor molecules to the
clusters was also determined from the growth rates of the clusters. The sticking probability rapidly increases
with the supersaturation ratio S, which is similar to the Lennard-Jones system.
Keywords: water, molecular dynamics method, nano-clusters, nucleation, phase transitions, liquid-vapour
transformations, sticking probability
I. INTRODUCTION
The classical nucleation theory (CNT) is the most
widely used model for describing homogeneous nucleation
and provides the nucleation rate as a function of the
supersaturation ratio and the surface tension of a con-
densed phase1–4. However, many studies have reported
that the CNT fails to describe experimentally obtained
results5–27. In the case of water, the deviations between
the nucleation rates predicted by the classical nucleation
theory and the experimental values are in the order of
102-1036,13,18,20–27. The nucleation rates obtained by
molecular dynamics (MD) and Monte Carlo (MC) sim-
ulations also significantly differ from the predictions of
the CNT28–49. The nucleation rate is governed by the
formation free energy of a critical cluster, which is the
smallest thermodynamically stable cluster. In the classi-
cal nucleation theory, the formation free energy is simply
evaluated using the surface energy of the bulk material.
Since the critical clusters are considered to be nano-sized,
the error in the classical theory is thought to come from
the difference in the properties of such a small cluster
and a bulk material.
In previous studies, there have been significant
advances in theoretical models of homogeneous
nucleation9,10,12,14,40,50–55. One of the most suc-
cessful and useful models is the semi-phenomenological
(SP) model9,12,14, which corrects the evaluation of the
formation energy of a cluster in the CNT by using the
second virial coefficient of a vapor. The predictions of
the SP model agree well with experimental data for
a)Electronic mail: kktanaka@lowtem.hokudai.ac.jp
various substances including water9,12,14. By perform-
ing MD simulations of nucleation for Lennard-Jones
systems, Tanaka et al.46,48 tested the SP model and
found that it also agrees well with their MD simulations.
However, only large supersaturation ratios were possible
in their MD simulations. Recent large scale simulations
by Diemand et al.49 found some deviations in the
nucleation rate from the SP model in the case of a small
supersaturation ratio.
Besides Lennard-Jones systems, many other MD
simulations examining the nucleation process of wa-
ter molecules have been carried out. Yasuoka and
Matsumoto31 investigated homogeneous nucleation for
the first time using MD simulations of water molecules.
The nucleation rate they obtained at 350 K was two or-
ders of magnitude less than that predicted by the classical
theory. Matsubara et al.47 carried out MD simulations at
various temperatures and supersaturation ratios, using a
simple point charge/extended (SPC/E) water model56.
They measured the nucleation rate, the critical nucleus
size, and the formation free energy of a cluster and com-
pared them with the various theoretical models. They
showed that all theoretical models (CNT, SP model, and
the scaled model) predict the nucleation rates obtained
by the simulations to within one or two orders of mag-
nitude. On the other hand, the formation free energy
of a cluster derived by the simulations was considerably
larger than that obtained with the theoretical models.
They showed that the deviations in the formation free
energy can be explained by the larger growth rate of clus-
ters than that assumed by the theories. Recently, Zipoli
et al.57 developed a new coarse-grained model for water
to study nucleation from the vapor and obtained smaller
nucleation rates than the previous studies.
In addition to the formation free energy of a cluster,
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the sticking probability α of vapor molecules to clusters
is another important factor for determining the nucle-
ation rate. The sticking probability is usually assumed
to be unity, despite the fact that the nucleation rate is
proportional to α in the nucleation theory. In the pre-
vious studies48,49, the sticking probability in a Lennard-
Jones type system was examined through MD simula-
tions, by observing the growth rate of stable clusters
larger than the critical size. They showed that the stick-
ing probability decreases with decreasing supersaturation
ratio; however, the validity of their findings has not been
confirmed. Therefore, it is worthwhile investigating the
sticking probability for various materials.
In the present study, we performed MD simulations
of water molecules for a wide range of initial super-
saturation ratios and temperatures. We observed the
nucleation rates and derived the formation free energy by
using the size distribution of the clusters. By comparing
these numerical results with theories, we can test the
theoretical models. We also obtained the sticking prob-
ability from the MD simulations based on the previous
method48,49. In Section II, we describe the numerical
procedure for our MD simulations, and in Section III we
present our numerical results and compare the numerical
results with the theories. We also determine the sticking
probability and the dependence of the supersaturation
ratio. In Section IV, we summarize the results of the
present study.
II. NUMERICAL PROCEDURE AND ANALYSIS
We performed simulations of the nucleation process in
systems of 4,000 of water molecules, using the SPC/E
rigid water model56. We assumed NV T (constant vol-
ume and temperature) ensembles and used a three-
dimensional periodic boundary condition. Initially, the
molecules are located randomly without being overlapped
with others and the system is relaxed to be in the equi-
librium state at 1000 K. Using this initial condition, we
started the simulations. In our simulations, the number
of water molecules was not so large. In order to improve
the statistical accuracy, we performed 20 runs with dif-
ferent initial positions and velocities of molecules for each
parameters of temperature T and initial supersaturation
ratio S0. The time step was set as 2.0 fs. The total
number of time steps was (4-10)× 106 in each run. The
simulation box contained 4000 water molecules and 4000
(or 8000) argon carrier gas molecules to control the tem-
perature. To compute the long-range electrostatic inter-
actions, we adopted the reaction field-zero method58 in
which a dielectric constant of infinity and a group-based
cutoff are employed. In this study we set the cutoff radius
to 3.5 nm.
The computational region is a cube with periodic
boundaries. By varying the box size L, we set the initial
number density of molecules or the initial supersatura-
tion ratio S0. The supersaturation ratio is defined as
S = P1/Psat, where P1 and Psat are the partial pressure
of the monomers and the pressure in a saturated vapor.
The resulting supersaturation is approximately given by
S = Ptotal/Psat with the total pressure Ptotal because of
small amount of clusters larger than dimers. Simulations
were performed for various temperatures and supersat-
uration ratios, i.e., T = 250-375 K and S = 3-25. The
parameter sets for each run are shown in Table I. 28 pa-
rameter sets were chosen, so that the total number of
simulations is 560. For a sufficiently high supersatura-
tion ratio, the simulation gives a very large nucleation
rate and the number of the vapor molecules decreases so
quickly. In such a case, a steady nucleation with a con-
stant supersaturation ratio is not realized. In our simu-
lations, in order to observe steady nucleation, we chose
lower supersaturation ratios compared with the previous
study47. For the interaction between carrier gas and wa-
ter, we used the potential of the Lennard-Jones type:
V (r) = 4ε[(σ/r)12 − (σ/r)6], (1)
where r is the distance between argon and oxygen and
the parameters σ and ε are given by σ =
√
σArσO and
ε =
√
εArεO with σAr = 3.40A˚, σO = 3.17A˚, εAr = 0.979
kJ mol−1, and εO = 0.652 kJ mol
−159. The carrier
gas temperature T was controlled directly with a Nose´-
Hoover thermostat, while the temperature of the water
was controlled indirectly through interaction with the
carrier gas molecules. The temperature of the water
molecules Tw deviates from the temperature of the car-
rier gas because of the latent heat effect that results from
condensation formation. We defined clusters using the
bonding criterion that the interaction energy of a molec-
ular pair is less than -10 kJ/mol47.
We obtained the nucleation rate and compared the
number density of clusters based on the same method as
in the previous studies48,49. We also derived the forma-
tion free energies from the cluster size distribution60. To
derive the formation free energy of a cluster ∆Gi, where
i is the number of molecules in the cluster, we use the
relation between the equilibrium size distribution ne(i)
and the formation free energy of a cluster ∆Gi
48,49:
∆Gi
kT
= ln
(
n(1)
ne(i)
)
, (2)
where n(1) is the number density of the monomers.
The steady nucleation rate J is the net number of the
transition from i-mer to i+ 1-mer and given by
J = R+(i)n(i)−R−(i+ 1)n(i+ 1), (3)
where R+(i) is the transition rate from a cluster of i
molecules, i-mer, to (i+1)-mer per unit time, i.e., the
accretion rate, and R−(i) is the transition rate from i-
mer to (i-1)-mer per unit time, i.e., the evaporation rate
of i-mer. R+(i) is given by
R+(i) = αn(1)vth(4pir
2
0i
2/3), (4)
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where vth is the thermal velocity,
√
kT/2pim, and r0 is
the radius of a monomer, (3m/4piρm)
1/3 where m is the
mass of a molecule and ρm is the bulk density. The evap-
oration rate is obtained from the principle of detailed
balance in thermal equilibrium.
R−(i+ 1)ne(i+ 1) = R
+(i)ne(i). (5)
From Eqs.(4) and (5), we have
J = R+(i)n(i)−R+(i)ne(i)
n(i+ 1)
ne(i + 1)
, (6)
which leads to
ne(i)
n(i)
=
ne(i− 1)
n(i− 1)
(
1− J
R+(i − 1)n(i− 1)
)
−1
. (7)
Equation (7) shows ne(i) agrees well with the number
density of the clusters n(i) obtained by the MD sim-
ulations for subcritical clusters i ≤ i∗, because J ≪
R+(i)n(i) for i ≤ i∗. From Eq.(7), we obtain ne(i) if
J, n(i) and ne(i− 1) are given. For example ne(2) is ob-
tained by J, n(2), and ne(1)[= n(1)]. Also for a larger i,
we can obtain ne(i) recursively. Matsubara et al.
47 cal-
culated the equilibrium number density, using the differ-
ent formula derived by Yasuoka and Matsumoto30 from
Fokker-Plank equation. Our formula leads to the same
as Matsubara et al.47 for i∗ >> 1 (see Appendix).
In the theoretical models, the formulae for ∆Gi are
given by
∆GCNT,i
kT
= −i lnS + ηi2/3,
∆GMCNT,i
kT
= −(i− 1) lnS + η(i2/3 − 1),
∆GSP,i
kT
= −(i− 1) lnS + η(i2/3 − 1) + ξ(i1/3 − 1),(8)
where ∆GCNT,i, ∆GMCNT,i, and ∆GSP,i are the for-
mation free energies of a cluster in the CNT, the
modified CNT (MCNT), and the SP model, respectively,
and η and ξ are parameters determined by the bulk
surface energy and second virial coefficient48,49. In
the classical theory, there is a theoretical inconsistency
in the S dependence. Consequently the MCNT has
often been used. In the next section, we compare the
CNT, MCNT and SP models with the our numerical
results. Although there are some differences between
the thermodynamic quantities obtained by using SPC/E
force and those by experiments of real water, we should
use those of SPC/E force for the consistency to the
model. For thermodynamic quantities such as the
surface tension and the saturated vapor pressure of the
SPC/E water, we use the same data as Matsubara et al.47
III. RESULTS
A. A typical case
Let N(> ith) denote the number of clusters larger
than a threshold size ith. Based on Yasuoka and Mat-
sumoto method30, we can obtain the nucleation rate from
N(> ith). Figure 1 shows time evolution of the super-
saturation ratio and the number of clusters, N(> ith), in
a typical case where T = 350 K and S0 = 6.67 (run 5d
in Table I). Note that N(> ith) is averaged over 20 runs
with different initial positions and velocities of molecules.
In Figure 1, we plot N(> ith) for ith =20, 30, and 40.
The threshold ith should be larger than the critical size
i∗ for the evaluation of the nucleation rate. In this case,
the critical size i∗ is estimated to be 14 (or 7) with the
SP (or CNT) model. In this figure, the number of stable
nuclei N(> ith) increases almost linearly in the period of
t = (6 − 12)ns. From the slope, the nucleation rate is
measured with J(= N˙ [> ith]/L
3). In the evaluation of
J, we chose the slope between the times at N(> ith) = 2
and 4, e.g., t = 8−10 ns for ith=20. Then, the nucleation
rate is obtained as 8.92 × 1024, 7.37 × 1024, and 6.19 ×
1024cm−3s−1, for ith = 20, 30, and 40, respectively. In
this evaluation of the nucleation rate, uncertainties of 20-
30% exist, depending on the choice of ith and the time
interval.
During this period of t = (8-10) ns, the average value
of the supersaturation S and the temperature of the
water molecules Tw were 4.7 and 361 K, respectively.
Using these values, we can calculate J predicted by the
theoretical models. In the MCNT, the CNT and the SP
models, the nucleation rate are obtained as 1.5 × 1027,
8.0 × 1025, and J = 2.1 × 1024cm−3s−1, respectively.
The prediction of the SP model is much closer to the
values obtained in the MD simulations than the MCNT
and the CNT.
B. Nucleation rate
Fig. 2 shows the time evolutions of N(> ith) for ith =
20, 30, and 40 in the various runs (6e, 5c, 3c and 2e). We
evaluate the nucleation rates from the slopes between
the times at N(> ith) = 2 and N(> ith) = 4 for all
runs except run 6e. For run 6e, we use the slope between
the times at N(> ith) = 1 and 3 because of the small
number of clusters. The nucleation rates obtained in all
MD simulations are listed in Table II, where we chose
ith =20 for all runs because the size of critical cluster
is estimated to be less than 20 for all runs (see Section
III.D). As stated in the previous section, there are some
uncertainties in the estimation of the nucleation rates.
So we include the errors in the nucleation rates in Table
II.
Fig. 3 shows the nucleation rates obtained by the MD
simulations as a function of the supresaturation ratio
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for various temperatures. The previous results are also
shown: crosses and triangles are the results by Matsubara
et al.47 and Zipoli et al.57, respectively. The nucleation
rates by SP model (solid curves) are also plotted. The ob-
tained nucleation rates are about one-order-of-magnitude
smaller than Matsubara et al.47 because of the smaller su-
persaturation ratios. We find good agreements between
the MD simulations and the SP model within one-order-
of-magnitude in the cases of low temperatures for both
our runs and the previous results.
Figure 4 shows the ratios of the nucleation rates in the
MD simulations (at Tw) to the rates obtained with the
theoretical models. The results are plotted with circles
for the SP model, triangles for the MCNT, and crosses for
the CNT. The nucleation rates predicted by the SP model
are within one order of magnitude of the MD simulations,
whereas the nucleation rates predicted by the CNT and
MCNT are much larger than the MD simulations. We
also plotted the ratios JMD/JSP, by using results by Mat-
subara et al.47 (i.e., data in Table I in47). Our results
agree well with theirs. The ratio of JMD/JSP gradually
increases with temperature in both results. The nucle-
ation rates obtained with the theoretical models are also
listed in Table II.
In Figure 4, we also show the results of the Lennard-
Jones system48 for reference. The SP model also predicts
the nucleation rates to within one order of magnitude
for the Lennard-Jones system, although the supersatu-
ration ratios are limited to be small. In the case of the
Lennard-Jones system, the CNT considerably underesti-
mates the nucleation rates ( i.e., the JMD/JCNT ratio is
much larger than 109) at T < 0.4(ε/kB), where ε and
kB are the depth of the Lennard-Jones potential and the
Boltzmann constant, respectively. On the other hand,
the CNT predictions agree with the nucleation rates ob-
tained by the MD simulations to within two orders of
magnitude in the case of water.
In Fig. 5, we show the nucleation rates as a function
of lnS/(Tc/T − 1)1.5 in order to compare our results
with the scaling relation proposed by Hale61. The data
by the MD simulations and the theoretical predictions
are the same as those in Fig. 3. For the MD simula-
tions using SPC/E water model, we set Tc = 630 K
for the consistency to the model47. We also put the
experimental data for water nucleation6,20,22,23,26,27.
For the experimental results and Zipoli et al.57,
Tc is set to be 647 K
20. From Fig. 5, J seems to be
scaled by lnS/(Tc/T−1)1.5, but is not proportional to it.
C. Cluster size distributions
Figure 6 shows the size distributions n(i) obtained
from 8 runs at various temperatures Tw and initial
supersaturation ratios. For each temperature, we
show high-S cases (right column) and low-S cases (left
column). The MCNT significantly overestimates the
distributions (by factors 103). In all cases, the SP model
predicts the size distributions more accurately than both
the MCNT and the CNT for clusters smaller than the
critical size. At i = 2 the SP model agrees perfectly with
the MD simulations in all cases. However, the SP model
disagrees with the results of the MD simulations for large
clusters. There is also a relatively large deviation at
i = 4. This is due to the stable four-ring structure54,62.
These results for the size distributions are consistent
with the nucleation rate, as shown Section II.B.
D. Formation free energy
We derive the formation free energy of a cluster
∆Gi(S), using the equilibrium size distribution ne(i)
given by Eq.(7). In the derivation, we use the nucle-
ation rate J and n(i) obtained by the MD simulations
and R+(i), where we use the value of α measured by the
simulations (see Section II.E. and Table II.) Using the
S-dependence of ∆Gi in Eq.(8) except the CNT, we also
obtain ∆Gi at S = 1 as
∆Gi(S=1) = ∆Gi(S) + (i− 1)kT lnS, (9)
where ∆Gi is obtained from Eq.(2). ∆Gi(S = 1) corre-
sponds to the contribution of the surface effect to the for-
mation free energy of a cluster. If we know ∆Gi(S=1),
we can predict ∆Gi and the nucleation rate for any value
of S.
Fig. 7 shows the size distribution of clusters obtained
by MD simulations and the equilibrium one in run 5d.
The formation free energies ∆Gi are shown for S = 4.7
and S = 1 in Fig. 7. From ∆Gi for S = 4.7, we obtain
the maximum value of the formation free energy and the
size of the critical cluster in run 5d, i.e., ∆G∗i = 7.0kT
and i* = 12. Table II shows the sizes of critical cluster
obtained by the simulations for all runs.
In Fig. 8, we compare the maximum value of the for-
mation free energy at the critical cluster between the
theoretical models and the MD simulations for all runs.
Evaluating ∆G∗i in the theoretical model, we use the val-
ues of the temperature Tw and the supersaturation ra-
tio obtained by the simulations shown in Table II. The
CNT and MCNT considerably underestimate the max-
imum free energies. The SP model predicts the maxi-
mum free energies to a higher accuracy than the CNT
and MCNT: the SP model predicts the maximum free
energies within 30 %. In Matsubara et al.47, the similar
comparison was performed. There are some differences
between the our results and47. We confirmed that there is
an inconsistency in Matsubara et al.47 where they used
slightly smaller temperatures in their figures than the
true values of Tw in Table I.
47 (private communications).
Figure 9 shows the formation free energy ∆Gi(S =1)
obtained by simulations at various temperatures. Predic-
tions of the theoretical models are plotted with solid lines
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(SP model) and dashed lines (MCNT). The SP model ex-
hibits much better agreement with the numerical results
than the MCNT. The SP model reproduces the formation
free energy of a cluster to within 10 %. The CNT also
reproduces the formation free energy of a cluster better
than the MCNT, but the gradient of the CNT data is
different to the numerical results.
From ∆Gi obtained by MD simulations, we can calcu-
late the nucleation rate by using
J =
{
∞∑
i=1
1
R+(i)ne(i)
}
−1
, (10)
where ne(i) is given by Eq.(2). We confirmed the
nucleation rates given by Eq.(10) predict JMD measured
by the MD simulations within the accuracy of 1 % for
all runs.
E. Sticking probability
As shown in Section II, the nucleation rate is obtained
from the equilibrium number density ne(i) and the accre-
tion rate which is proportional to the sticking probabil-
ity α. Using the growth rate of stable clusters obtained
in the present MD simulation, we evaluated the sticking
probability.
Tanaka et al.48 evaluated the sticking probability from
the growth rate of stable clusters, di/dt, neglecting the
effect of evaporation. In the present study the evapora-
tion effect was taken into account based on the method
of Diemand et al.49. The growth rate of clusters, di/dt,
is given by
di
dt
= R+(i)−R−(i). (11)
From Eqs.(4) and (5), we have
di
dt
= 4pir20i
2/3αn(1)vth
[
1−
(
i− 1
i
)2/3
e
∆Gi−∆Gi−1
kT
]
,(12)
where we use ne(i) = n(1) exp[−∆Gi/(kT )].
As shown in Eq.(8), ∆Gi has a bulk term (∝ i) and
a surface term (∝ i2/3). Since the other terms in Eq.(8)
are smaller than these terms, the sum, ∆Gi + ikT lnS is
approximately proportional to i2/3 and
∆Gi −∆Gi−1 ≃ −kT lnS (13)
for i≫ 1. Hence for i≫ 1, we obtain
di
dt
= αn(1)vth(4pir
2
0i
2/3)
[
1− 1
S
]
. (14)
Equation (14) suggests that the evaporation becomes
considerable when the supersaturation ratio is small. Ac-
cordingly, the sticking probability is given by
α =
3
4pir20vthn(1)
(
1− 1
S
)
−1
di1/3
dt
. (15)
The time derivative of i1/3 was evaluated from the MD
simulations. Figure 10 shows the time derivative of i1/3
for run 5d. Based on the slope, the sticking probability
was measured to be 0.472. Using Eq.(15), we obtained
the sticking probability for all runs. The values of α
are also listed in Table II. The results are shown in Fig-
ure 11 (a) as a function of supersaturation rate. By plot-
ting a line of best fit, we obtained an empirical formula
for the sticking probability:
lnα = 1.16 lnS
(
T
273K
)3.3
− 5.3 (16)
(see Fig. 11 (b)). The sticking probability increases with
the supersaturation ratio, which is consistent with the
Lennard-Jones system48,49. The formula (16) is valid
within the parameter range of S in which our MD sim-
ulations are done. In this range (S > 3), Eq.(16) indi-
cates that α increases with the temperature for a fixed
S. In the case of the flat surface and the equilibrium
state (S = 1), on the other hand, the decreasing of α
with the increasing temperature is reported by the pre-
vious study63. Around the equilibrium state (S ≃ 1),
the sticking probability should be examined in the future
work.
We evaluated α, by using the growth rate of clus-
ters larger than the critical size with Eq.(15). Matsub-
ara et al.47 evaluated the sticking probability (or the
sticking coefficient), by directly measuring the conden-
sation flux (i.e., accretion rate) for clusters smaller than
or comparable to the critical size instead of the growth
rate. Their values are one-order-of-magnitude greater
than ours. This would indicate that the sticking proba-
bility might be different between the under-critical and
the over-critical sizes. Matsubara et al.47 suggested that
their large sticking coefficients are due to the large sur-
face area of clusters. For small clusters, larger surface
areas than the simple prediction with the bulk density
are also reported by other studies30,64. A high supersat-
uration ratio in Matsubara et al.47 can be another factor
which causes the above difference in α.
IV. SUMMARY AND FUTURE WORK
Our results on the nucleation of water molecules are
summarized as follows.
1. The cluster size distributions, the formation free en-
ergy of a cluster, and the nucleation rates obtained from
the MD simulations are compared with the predictions
by the theoretical models (see Figures 3-6 and Table II).
The CNT and the MCNT overestimate the nucleation
rates (or the number density of critical clusters) for all
runs. On the other hand, the SP model gives a better
prediction. The nucleation rates predicted by the SP
model are within one order of magnitude. The free en-
ergy of cluster formation ∆Gi (or the cluster integrals)
for small clusters (i <∼ 20) is also well predicted by the
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SP model (with 10% accuracy) for a wide range of tem-
perature. In this study, only large supersaturation ratios
and nucleation rates were considered. In order to verify
the validity of the SP model for smaller supersaturation
ratios, simulations using a larger number of molecules are
necessary.
2. The sticking probability of vapor molecules onto
clusters was measured in supersaturated conditions,
by using the growth rate of stable clusters in the MD
simulations. The sticking probability α increases with
the supersaturation ratio. This tendency is the same as
exhibited by the Lennard-Jones system48,49. The lowest
value of α was observed to be 0.3 for T ≃ 380 K and
S ≃ 3.3. It is expected that α would be much smaller
than 0.3 for lower supersaturation ratios. For such low-S
cases, we must estimate α precisely for the evaluation of
J .
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VI. APPENDIX
In the present paper, we use Eq.(7) to obtain the equi-
librium number density. In this appendix, we show the
relation Eq.(7) to the formula used in Matsubara et al.47.
Equation (7) is a recurrence relation and yields
ne(i)
n(i)
=
i−1∏
k=1
(
1− J
R+(k)n(k)
)
−1
=
i−1∏
k=1
exp
{
− ln
(
1− J
R+(k)n(k)
)}
. (17)
If we assume
J
R+(i)n(i)
≪ 1, (18)
for all i, we obtain
ne(i)
n(i)
=
i−1∏
k=1
exp
{
− J
R+(k)n(k)
}
= exp
{
−J
k−1∑
k=1
1
R+(k)n(k)
}
(19)
which corresponds to the formula (27) in Matsubara et
al47. Since the nucleation rate is expressed with the Zel-
dovich factor Z:
J ≃ R+(i∗)ne(i∗)Z,
Z =
{
−1
2pikT
(
d2∆Gi
di2
)
i=i∗
}1/2
, (20)
the condition (18) is written as
Z ≪ 1. (21)
In the theory of CNT, MCNT, and SP model, the Zel-
dovich factor is given by
Z =
1
3
i
−2/3
∗
√
η
pi
+
ξ
pi
i
−1/3
∗ , (22)
where Z in the CNT (or MCNT) corresponds to the
case of ξ = 0. Equation (22) indicates that the condition
(18) is satisfied in the case of i∗ ≫ (η/9pi)3/4 ∼ 1.
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FIG. 1. Supersaturation ratio and number of clusters above
various threshold sizes as a function of time for run 5d, where
N(> ith) is averaged from 20 runs with the same initial con-
ditions.
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FIG. 2. Number of clusters above various threshold sizes as a
function of time for various runs, where N(> ith) is averaged
from 20 runs with the same initial conditions.
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FIG. 3. The nucleation rates obtained by the MD simu-
lations as a function of the supresaturation ratio for various
temperatures. The previous results are also shown: crosses
and triangles are the results by Matsubara et al.47 and Zipoli
et al.57, respectively. In Zipoli et al.57, we use the nucleation
rates at 350 K. The nucleation rates by SP model (solid curve)
are also plotted.
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FIG. 4. The top panel shows the results for water obtained
in this study. The ratios of nucleation rates of our MD sim-
ulations and the theoretical models, plotted with closed cir-
cles for the SP model (JMD/JSP), triangles for the MCNT
(JMD/JMCNT), and crosses for the CNT (JMD/JCNT). The
temperature is Tw. By using JMD obtained by Matsubara
et al47, we also plot JMD/JSP with open circles. The results
of the Lennard-Jones system48 are also shown in the bottom
panel for reference.
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FIG. 5. The nucleation rates as a function of lnS/(Tc/T −
1)1.5. The data by the MD simulations and the theoretical
predictions by the SP model (316 K, 346 K, and 383 K) are
the same as those in Fig. 3. For the MD simulations using
SPC/E water model, we set Tc = 630 K
47. We also put the
experimental data for nucleation of water by Miller et al.6,
Wo¨lk and Strey20, Khan et al.22, Kim et al.23 , Brus et al.26,
and Manka et al.27. For the experimental results and Zipoli
et al.57, Tc is set to be 647 K
20.
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FIG. 6. The size distribution of clusters n(i) obtained by the
MD simulations is indicated by closed circles for the typical
case. The size distributions obtained by the SP model (solid
curve), the MCNT (dotted curve), and the CNT (dotted-
dashed curve) are also plotted. The dotted-dashed lines show
the size of critical clusters evaluated by the MD simulations.
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FIG. 7. The size distribution of clusters obtained byMD sim-
ulations (filled circles) and the equilibrium one (filled squares)
in run 5d are shown in the top panel. In the bottom panel,
the formation free energies of a cluster ∆Gi(S = 1)/kT are
shown for S = 4.7 (filled circles) and S = 1 (filled squares).
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FIG. 8. The comparison of the maximum values of the
formation free energy obtained by theoretical models and MD
simulations ∆G∗i,MD.
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FIG. 9. The formation free energy of a cluster ∆Gi(S =
1)/kT at various temperatures is shown by the filled circles.
Tw = 316 K (run 2e), 340 K (4e), 361 K (5d), and 379 K (6e).
The values obtained by the SP model (solid lines), the MCNT
(dotted lines), and the CNT (dotted-dashed lines) are also
shown. In run 5d, we also plotted the results of Tw = 359K
(run 4b) with open circles.
FIG. 10. Time evolution of the size of the largest cluster for
20 runs of 5d. The average value is plotted by a black line.
Based on the averaged slope (red line), the sticking probability
was found to be 0.472.
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FIG. 11. (a) The sticking probabilities obtained by MD
simulations as a function of supersaturation. (b) The sticking
probabilities as a function of lnS(T/273K)3.3 The equation of
the line of best fit is lnα = 1.16 lnS(T/273K)3.3 − 5.3, which
is shown by a solid line.
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TABLE I. Parameters in the MD simulations, temperature of
carrier gas T , cell size L, initial number density of monomers
n(1)t=0, number of carrier gas Ncg, and simulation time tend.
run# T [K] L[nm] n(1)t=0[10
−2nm−3] Ncg tend [ns]
6e 375 44.10 4.66 4000 20
6d 375 42.30 5.28 4000 15
6c 375 40.50 6.02 4000 10
6b 375 36.82 8.01 4000 8
5e 350 52.50 2.76 4000 30
5e2 350 52.50 2.76 8000 30
5d 350 49.50 3.30 4000 15
5c 350 45.00 4.39 4000 10
5b 350 40.91 5.84 4000 8
4e 325 59.90 1.86 4000 20
4e2 325 59.90 1.86 8000 20
4d 325 54.45 2.48 4000 15
4c 325 49.50 3.30 4000 10
4b 325 45.00 4.39 4000 8
3e 300 65.34 1.43 4000 20
3e2 300 65.34 1.43 8000 20
3d 300 59.40 1.91 4000 15
3c 300 54.00 2.54 4000 10
3b 300 49.09 3.38 4000 8
2e 275 70.79 1.13 4000 20
2e2 275 70.79 1.13 8000 20
2d 275 64.35 1.50 4000 15
2c 275 58.50 2.00 4000 10
v2b 275 53.18 2.66 4000 8
1e 250 76.23 0.903 4000 20
1d 250 69.30 1.20 4000 15
1c 250 63.00 1.60 4000 10
1b 250 57.27 2.13 4000 8
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TABLE II. Summary of the results of the MD simulations. T [K]: temperature of carrier gas, Tw [K]: temperature of water
molecules, S: averaged supersaturation ratio in the nucleation stage, JMD[10
24 cm−3s−1]: nucleation rates obtained by the
MD simulations, JSP[10
24cm−3s−1]: nucleation rates by the SP model, JMCNT[10
24cm−3s−1]: nucleation rates by the MCNT
, JCNT[10
24cm−3s−1]: nucleation rates by the CNT , i∗: critical cluster size evaluated by the MD simulations, i∗SP: critical
cluster size evaluated by the SP model, i∗CNT: critical cluster size evaluated by the CNT (or MCNT) model, and α: sticking
probability.
run# T TW S JMD JSP JMCNT JCNT i∗ i*,SP i*,CNT α
6e 375 379 3.35 4.44±0.82 0.563 985 58.4 14 20 10 0.328
6d 375 380 3.37 9.74±1.6 1.13 1461 92.1 14 19 10 0.425
6c 375 383 3.49 19.2±2.3 3.71 2811 193.1 13 17 9 0.479
6b 375 390 3.41 83.7±19.0 13.7 6116 490.8 12 16 8 0.671
5e 350 357 4.61 3.71±0.65 0.67 822.1 38.5 13 15 7 0.407
5e-2 350 355 4.98 7.03±3.0 1.29 1189 53.5 11 14 6 0.464
5d 350 361 4.70 8.92±1.5 2.05 1530 79.5 12 14 7 0.472
5c 350 366 4.78 29.1±3.9 9.77 3684 224.7 14 13 6 0.609
5b 350 374 4.50 68.7±9.6 27.2 7015 497.0 13 12 6 0.798
4e 325 340 6.72 3.73±0.8 1.46 911 38.0 11 11 5 0.476
4e-2 325 338 7.28 5.94±0.3 2.32 1099 46.7 12 10 5 0.649
4d 325 346 6.54 8.63±0.5 4.79 1837 88.6 12 11 5 0.613
4c 325 352 6.48 19.1±4.3 16.8 3805 213 11 10 4 0.719
4b 325 359 6.08 49.1±9.8 39.6 6630 422 11 10 4 0.904
3e 300 328 10.0 2.99±0.4 3.7 1076 43.9 10 9 4 0.622
3e-2 300 323 11.8 4.92±0.5 7.08 1347 57.3 10 8 3 0.762
3d 300 334 9.09 7.42±0.3 8.14 1845 84.7 11 9 4 0.794
3c 300 340 8.73 18.3±0.57 21.5 3369 175.8 9 8 3 0.776
3b 300 347 7.99 46.6±21 47.8 5813 343 10 8 3 0.938
2e 275 316 13.8 4.20±0.60 4.69 921.8 36.4 9 7 3 0.748
2e-2 275 310 18.6 4.50±0.60 12.2 1254 53.7 10 6 2 1.02
2d 275 322 13.4 5.59±1.1 13.5 1766 79.6 11 7 3 0.803
2c 275 327 12.7 16.1±4.7 33.2 3144 160 10 7 3 0.911
2b 275 335 11.2 20.0±4.3 62.4 5113 287 11 7 3 1.02
1e 250 303 23.0 4.39±2.0 9.47 908 37.2 9 6 2 0.885
1d 250 310 21.0 5.22±0.95 2.19 1623 74.1 10 6 2 0.927
1c 250 316 18.8 10.0±1.4 42.1 2644 132 10 6 2 1.01
1b 250 323 16.3 24.0±3.1 82.6 4472 246 10 6 2 1.12
