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ABSTRACT
We present a measurement of the Hubble constant H0 using the gravitational wave (GW) event GW190814,
which resulted from the coalescence of a 23 M black hole with a 2.6 M compact object, as a standard siren.
No compelling electromagnetic counterpart with associated host galaxy has been identified for this event, thus
our analysis accounts for∼ 2,700 potential host galaxies within a statistical framework. The redshift information
is obtained from the photometric redshift (photo-z) catalog from the Dark Energy Survey. The luminosity
distance is provided by the gravitational wave sky map published by the LIGO/Virgo Collaboration. Since this
GW event has the second–smallest sky localization area after GW170817, GW190814 is likely to provide the
best constraint on cosmology from a single standard siren without identifying an electromagnetic counterpart.
Our analysis uses photo-z probability distribution functions and corrects for photo-z biases. We also reanalyze
the binary–black hole GW170814 within this updated framework. We explore how our findings impact the H0
constraints from GW170817, the only GW merger associated with a unique host galaxy, and therefore the most
powerful standard siren to date. From a combination of GW190814, GW170814 and GW170817, our analysis
yields H0 = 69.0+14−7.5 km s
−1 Mpc−1 (68% Highest Density Interval, HDI) for a prior in H0 uniform between
[20,140] km s−1 Mpc−1. The addition of GW190814 and GW170814 to GW170817 improves the 68% HDI
from GW170817 alone by ∼ 12%, showing how well–localized mergers without counterparts can provide a
marginal contribution to standard siren measurements, provided that a complete galaxy catalog is available at
the location of the event.
Keywords: catalogs — cosmology: observations — gravitational waves — surveys
1. INTRODUCTION
The first detection of gravitational waves (GW) from
a binary–black–hole merger (GW150914; Abbott et al.
2016), and only two years later the first detection of a
binary–neutron–star merger (GW170817; Abbott et al. 2017)
with associated electromagnetic counterpart (LIGO Scien-
tific Collaboration et al. 2017; Soares-Santos et al. 2017; Ar-
cavi et al. 2017; Coulter et al. 2017; Lipunov et al. 2017; Tan-
vir et al. 2017; Valenti et al. 2017), have generated tremen-
dous excitement amongst the astrophysics community. One
of the most appealing applications of gravitational wave de-
tections is in cosmological analyses. The GW signal from
mergers of neutron–star and black–hole binary systems are
in fact absolute distance indicators, and can be used as “stan-
dard sirens”, as first proposed in Schutz (1986). The lu-
minosity distance to the source can be inferred from the
gravitational wave signal, and if a redshift measurement is
also available (for example, through identification of the host
galaxy), we can measure the present rate of expansion of the
Universe H0 via the distance–redshift relation.
New and independent measurements of the Hubble con-
stant are of great interest to cosmology. Local measurements
obtained from type Ia Supernovae (SN Ia) with and other dis-
tance indicators (including parallax, Cepheids or Tip of the
Red Giant Branch), as well as the predicted value inferred
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from the cosmic microwave background, have achieved re-
markable precision of 1− 2% (e.g. Riess et al. 2019; Planck
Collaboration et al. 2018; Freedman et al. 2019). However,
they disagree at the 4.4σ level. Independent, precise and ac-
curate measurements of H0 could help clarify whether the
tension arises from beyond–ΛCDM physics or unknown sys-
tematics (Freedman 2017; Mörtsell & Dhawan 2018; Verde
et al. 2019).
The standard siren methodology was applied for the first
time to the binary–neutron–star (BNS) merger GW170817
(Abbott et al. 2017a), thanks to the association of its electro-
magnetic (EM) counterpart to the nearby host galaxy NGC
4993 (e.g. Palmese et al. 2017). However, no other com-
pelling counterparts to GW events have been identified to
date (e.g. Andreoni et al. 2020; Vieira et al. 2020; Morgan
et al. 2020; Garcia et al. 2020). Events without counterparts
can also be used for cosmological analyses, using a statisti-
cal approach first proposed in Schutz (1986). If a complete
catalog of potential host galaxies exists within the event lo-
calization region, their redshift distribution can provide the
redshift information needed to infer cosmological parame-
ters from the distance–redshift relation. We refer to this
method as the “dark” or “statistical” standard siren method,
as opposed to the “bright” or “counterpart” case. Del Pozzo
(2012) and Chen et al. (2018) provide a Bayesian frame-
work that enables a measurement of H0 with the statistical
approach. This framework is implemented in Fishbach et al.
(2019) using GW170817, and in Soares-Santos & Palmese
et al. (2019), where we measure the Hubble constant using a
binary–black–hole (GW170814; Abbott et al. 2017b) for the
first time. LIGO Scientific Collaboration & Virgo Collabora-
tion (2019b) combine dark sirens from all of the binary black
holes detected during O1 and O2, but find that the method
could only bring a ∼ 7% improvement to the GW170817
bright siren constraint due to the lack of complete public
galaxy catalogs in the regions of interest. Eventually, a large
sample of events, combined with wide field on-going and up-
coming galaxy surveys (e.g. LSST, DESI, 4MOST), will
enable precise cosmological measurements with dark and
bright standard sirens (e.g. Holz & Hughes 2005; MacLeod
& Hogan 2008; Nissanke et al. 2010; Del Pozzo 2012; Nis-
sanke et al. 2013; Nishizawa 2017; Chen et al. 2018; Vitale
& Chen 2018; Nair et al. 2018; Mortlock et al. 2019; Feeney
et al. 2019; Palmese et al. 2019; Yu et al. 2020). In par-
ticular, Chen et al. (2018) forecast a 2% precision within
5 years for bright standard sirens detected by LIGO/Virgo.
Nair et al. (2018) predict a∼ 7% measurement with 25 binary
black hole (BBH) events from next generation GW detectors,
while Yu et al. (2020) anticipate that a 1− 4% measurement
is already possible with LIGO/Virgo BBHs if these mergers
originate in groups and clusters of galaxies. Interesting cos-
mological constraints can also be placed using gravitational
wave compact binary mergers and large galaxy surveys by
measuring their peculiar velocity power spectrum, along with
their overdensity and cross–correlation power spectra, as pro-
posed in Palmese & Kim (2020).
With the promises of gravitational wave cosmology in
mind, the Dark Energy Survey (DES) collaboration and ex-
ternal collaborators launched the DES gravitational waves
(DESGW) program. As part of this program, we seek op-
tical emission from LIGO/Virgo events using the Dark En-
ergy Camera (DECam; Flaugher et al. 2015). Our searches
resulted in the independent discovery of the kilonova as-
sociated with GW170817 (Soares-Santos et al. 2017), and
in some of the most stringent limits for optical emission
from binary–black–hole (Soares-Santos et al. 2016; Cow-
perthwaite et al. 2016; Doctor et al. 2019) and other compact
object (Morgan et al. 2020) mergers.
In this work, we measure H0 using the gravitational wave
event GW190814 (LIGO Scientific Collaboration & Virgo
Collaboration 2019a; Abbott et al. 2020) as a dark siren.
GW190814 resulted from the inspiral and merger of a 23 M
black hole with a 2.6 M compact object at 241+41−45 Mpc (Ab-
bott et al. 2020), where the secondary component was either
the lightest black hole or the heaviest neutron star ever found
in a binary system. This event is particularly interesting for
a dark standard siren analysis because counterpart searches
have not identified a convincing counterpart thus far (e.g.
Morgan et al. 2020; Andreoni et al. 2020; Vieira et al. 2020;
Watson et al. 2020; Gomez et al. 2019; Ackley et al. 2020),
and because its localization volume is the second–smallest
after GW170817. Additionally, the event localization region
falls within the DES footprint, making DES galaxy catalogs
an ideal sample for a measurement of H0. Compared to pre-
vious works on dark standard sirens, we improve upon the
treatment of the photometric redshifts (photo-z’s) by taking
into account their full probability distribution function (PDF)
rather than a Gaussian approximation of the former, and by
correcting for photo-z biases in the data. This methodology
ensures a more accurate recovery of the true redshift distribu-
tion of galaxies, as it has been extensively studied in the lit-
erature, particularly within the context of weak gravitational
lensing analyses (e.g. Lima et al. 2008; Oyaizu et al. 2008;
Cunha et al. 2009). We also reanalyze GW170814 using DES
galaxies within this updated framework.
A detailed description of the data used in this analysis is
provided in §2, followed by a description of our method
in §3. We present our results and discussion in §4, and
our conclusions in §5. Throughout this paper we assume a
flat ΛCDM cosmology with Ωm = 0.3 and H0 values in the
20−140 km s−1 Mpc−1 range. All quoted error bars represent
the 68% credible interval level (CI), unless otherwise stated.
2. DATA
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Figure 1. Left: LIGO/Virgo GW dark standard sirens analyzed in this paper, where the shaded regions represent the 90% CI localization from
the sky maps. The blue contour represents the DES footprint. Top right: Difference between several inferred redshift distributions dN/dz and
the distribution (dN/dz)com for a uniform-number-density case with H0 = 70 km s−1 Mpc−1. This difference is shown to highlight the presence of
overdensities and underdensities in the dN/dz distribution. The redshifts have been inferred with the DNF method using DES photometry. The
redshift range shown is the one relevant for an H0 prior extending out to 140 km s−1 Mpc−1. The dotted line represents the distribution obtained
when considering the mean photo–z value of each galaxy as provided by DNF. The pink curve is given by Monte Carlo (MC) sampling the
photo-z PDF for each galaxy, assuming that this is a Gaussian centered on the mean value (from the dotted line) with standard deviation given
by the 1σ uncertainty provided by DNF. The blue solid curve is a sum of the full, non-Gaussian, redshift PDFs of each galaxy, and is used in
our final results. Bottom right: DNF photo-z bias ∆z = 〈zsp〉− 〈zph〉 in bins of photo-z measured on a validation sample of ∼ 140,000 galaxies
with spectroscopic data in the DES footprint. The photo-z estimator used to compute the bias is the mean DNF PDF value.
2.1. The LIGO/Virgo GW data
The gravitational wave data used in this work come from
the publicly available LALInference sky map (LIGO Sci-
entific Collaboration & Virgo Collaboration 2019a)1. The
area of the sky enclosing 90% of the localization probabil-
ity is 23 deg2, and it is shown in Figure 1 together with the
GW170814 90% CI contours and the DES footprint (in blue).
Angular and distance probabilities are provided in HEALPix
(Górski et al. 2005) pixels, where the distance probability
distribution is approximated by a Gaussian along each line
of sight. The maximum probability pixel is centered at RA,
Dec = (12.832,−25.241) deg. Marginalized over the whole
sky, the luminosity distance has a mean value of 267 Mpc
and a standard deviation of 52 Mpc in the Gaussian ap-
proximation. The resulting 90% CI comoving volume is
9.16× 103 Mpc3, which is two orders of magnitude larger
than the GW170817 volume, but two orders of magnitude
smaller than GW170814. We derive the redshift range of in-
terest for this analysis by considering the highest value of
H0 in our prior range (i.e. 140 km s−1 Mpc−1) with a flat
ΛCDM cosmology having Ωm = 0.3, and the high limit of the
1 https://gracedb.ligo.org/superevents/S190814bv/view/
luminosity distance at 90 and 99.7% CI. These two CI limits
correspond to z = 0.15 and 0.18, implying that our analysis is
sensitive to galaxies at redshifts below these values.
2.2. The DES data
The DES2(The Dark Energy Survey Collaboration 2005,
2016) is an optical-near-infrared survey that has imaged 5000
deg2 of the South Galactic Cap in the grizY bands. It was car-
ried out over the span of 6 years using the ∼ 3 deg2 DECam,
mounted on the Blanco 4-m telescope at the Cerro Tololo
Inter-American Observatory (CTIO) in Chile. The data used
here are from the first 3 years of observations (“Y3”; DES
Collaboration et al. 2018; September 2013 – February 2016).
The DES Data Management (DESDM) pipeline was used
for data reduction (Morganson et al. 2018). The process in-
cludes calibration of the single-epoch images, which are co–
added after background subtraction and then cut into tiles.
The source catalogue was created using SOURCE EXTRAC-
TOR (SEXTRACTOR, Bertin & Arnouts 1996) to detect ob-
jects on the riz co-added images. The median 10σ limiting
magnitudes of Y3 data for galaxies are g = 24.33, r = 24.08,
i = 23.44, z = 22.69, and Y = 21.44 mag (DES Collaboration
2 www.darkenergysurvey.org
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et al. 2018). The data were carefully selected to produce a Y3
“gold” catalog, as described in Sevilla-Noarbe et al., in prep.
In this work we use the gold catalog, and the photometry
is derived through the Single–Object Fitting (SOF) pipeline
that relies on the ngmix code.3 The SOF fluxes have been
used to compute photometric redshifts using the Directional
Neighborhood Fitting (DNF; De Vicente et al. 2016) method,
as described in more detail in the next subsection.
Galaxy properties for the Y3 sample (Palmese et al., in
prep.) are derived using the SOF photometry, and by fixing
the redshift to the DNF photo-z mean value, or spectroscopic
redshift where available. In particular, stellar mass and ab-
solute magnitudes are derived through a broadband Spectral
Energy Distribution (SED) fitting of galaxy magnitudes with
LEPHARE (Arnouts et al. 1999, Ilbert et al. 2006). Estimates
of the galaxy properties used here from DES data alone have
been tested and studied in several DES works (Palmese et al.
2016; Etherington et al. 2017; Palmese et al. 2020). We add a
0.05 systematic uncertainty in quadrature to the magnitudes,
to account for systematic uncertainties in magnitude estima-
tion and model variance. The templates used for the galax-
ies’ SED fitting are the simple stellar populations (SSP) from
Bruzual & Charlot (2003), with three metallicities (0.2 Z,
Z and 2.5 Z), a Chabrier (2003) Initial Mass Function
(IMF) and a Milky Way (Allen 1976) extinction law with
five different values between 0 and 0.5 for the E(B−V ) red-
dening. The star formation history (SFH) chosen is expo-
nentially declining with the age of the galaxy t as e−t/τ with
τ = 0.1,0.3,1,2,3,5,10,15 and 30 Gyr.
The source list of the Y3 gold catalog is 95% complete
for galaxies within our apparent magnitude limit, r < 23.35
(DES Collaboration et al. 2018). By converting the apparent
magnitude source completeness into a completeness in red-
shift intervals using the DNF photo–z’s, in Soares-Santos &
Palmese et al. (2019) we find that our sample with r < 23.35
is > 93% complete across the range z < 0.26. As a result,
our catalog is highly complete over the redshift range of in-
terest, therefore we do not apply completeness corrections.
The sample is nonetheless magnitude–limited, implying that
intrinsically fainter galaxies will be more easily observed at
the lowest redshifts. We overcome this problem by defining
a volume-limited sample, obtained by applying a luminosity
cut. Following Pozzetti et al. (2010) and Hartley et al. (2013),
we identify galaxies with observed magnitudes that are bright
enough to be complete and representative of the real galaxy
population within redshift bins. In order to facilitate a com-
parison with GW170814, we adopt the same luminosity cut
used in Soares-Santos & Palmese et al. (2019) because such
a limit is valid in the range 0 < z< 0.26, which includes the
3 https://github.com/esheldon/ngmix
redshifts of interest here. This cut is made at −17.2 in r-band
absolute magnitude and∼ 3.8×108 M in stellar mass. With
this cut, our galaxy catalog contains> 77% of the total stellar
mass in the volume considered by assuming that the galax-
ies follow a Schechter stellar mass function with the best fit
values from Weigel et al. (2016).
2.2.1. The redshift catalog
The DNF method applied to Y3 data provides redshift in-
formation for each galaxy in the form of a PDF, from which
we compute a mean redshift, and half of the central 68th per-
centile width. Our method requires having individual galax-
ies’ PDFs as will be clear in Section 3. We use the full PDF
for each galaxy, and contrast the results with a Gaussian ap-
proximation of the PDF using mean redshifts with the 1σ val-
ues. Where available, we use public spectroscopic redshifts
to complement the sample.
The final galaxy redshift distributions are shown in the
top right panel of Figure 1. There are 2,684 galaxies in
the GW190814 90% probability region supporting H0 values
out to 140 km s−1 Mpc−1 (z ∼ 0.135). Of these, ∼ 700 have
available spectroscopic redshifts from 2dF, 2dFLens and 6dF
(Colless et al. 2001; Jones et al. 2009). The top right plot in
Figure 1 shows the difference between several inferred red-
shift distributions dN/dz and the distribution (dN/dz)com for
a uniform–number–density case (i.e. a distribution which is
uniform in comoving volume) with H0 = 70 km s−1 Mpc−1.
The different lines show the results from different redshift
estimators. The dotted line represents the dN/dz given by
the mean photo–z value of each galaxy as provided by DNF.
The pink curve is given by Monte Carlo (MC) sampling a
Gaussian approximation of the photo-z PDF for each galaxy.
In this case, we assume that the PDF is a Gaussian with width
given by the 1σ uncertainty provided by DNF. The blue solid
curve is a sum of the full, non-Gaussian, redshift PDFs of
each galaxy.
We have tested these redshift estimators using a spectro-
scopic sample of 140,000 galaxies matched to DES Y3 ob-
jects as a validation sample (Gschwend et al. 2018). This
sample does not contain any galaxies used for training DNF.
The metric that we choose to evaluate the performance of the
photo–z algorithm in recovering the redshift distribution is:
¯∆N(z)(%) =
∑
k
|Nph(zk)−Nsp(zk)|
Nsp(zk)
×100 , (1)
where the sum extends over the redshift bins of interest, and
Nph(zk) and Nsp(zk) are the photometric and spectroscopic
sample galaxy counts in the k-th bin, respectively. In the
case of the full photo–z PDF, Nph(zk) is computed by sum-
ming the contributions of single galaxies’ PDFs in each bin
k. We consider redshift bins of width 0.05 out to z < 0.6.
Compared to using the mean photo-z values for Nph(zk), this
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metric is improved by more than a factor of 2 when Nph(zk)
is summed by integrating the PDF of all galaxies over the
k’th redshift bin. Using MICE simulations (Fosalba et al.
2015; Crocce et al. 2015), we also find that the ¯∆N(z) met-
ric is significantly reduced (again by a factor of ∼ 2) when
using the full PDF versus the mean DNF values. The magni-
tude of the improvement is equivalent to adding u band to the
measurements. This is due to the fact that the full PDF cap-
tures the effect of color-redshift degeneracies. On the other
hand, these degeneracies are not well captured when only
a point estimate such as the mean is taken into account, or
when the PDF is approximated by a Gaussian (Buchs et al.
2019; Gschwend et al., in prep.). We conclude that account-
ing for full PDF is more accurate than using point estimates,
as they are able to best reproduce the redshift distribution
of galaxies. This conclusion is broadly supported by several
works on photometric surveys (e.g. Lima et al. 2008; Oyaizu
et al. 2008; Cunha et al. 2009).
Using the spectroscopic validation sample, we estimate the
extent of systematic biases that propagate to a bias in the H0
posterior. We find that in the redshift range of interest for this
work, z < 0.3, the bias ∆z = 〈zsp〉− 〈zph〉 in bins of photo–z
with width 0.1 is of the order ∼ 0.002. The photo-z estima-
tor used to compute this bias is the mean DNF value. We
marginalize over the redshift dependent bias shown in the
bottom right panel of Figure 1.
We notice that the redshift distributions show the large
“galaxy wall” already seen for GW170814 (see Fig.1 of
Soares-Santos & Palmese et al. 2019), spanning most of
the DES footprint and confirmed by spectroscopic data, at
z ∼ 0.06. This overdensity is also present in Bayesian Pho-
tometric Redshift (BPZ; Benítez 2000) redshifts, which is a
template–based method, proving that the structure is not a
result of machine learning training in DNF.
3. METHOD
In this work, we follow the approach of Chen et al. (2018),
and slightly adapt it for our purposes, similarly to Soares-
Santos & Palmese et al. (2019). The posterior probability of
H0 given the GW data dGW from a single event detection and
EM data dEM from a galaxy survey can be written as:
p(H0|dGW,dEM)∝ p(dGW,dEM|H0)p(H0) , (2)
as follows from Bayes’ Theorem. The joint likelihood
p(dGW,dEM|H0) can be written as the product of two in-
dividual likelihoods, p(dGW|H0) and p(dEM|H0), since the
GW and EM data are independent. The GW likelihood is
marginalized over all variables except for the true luminos-
ity distance dL and solid angle ΩˆGW of the GW source, while
the EM likelihood explicitly depends on the true redshift zi
and solid angle Ωˆi for each galaxy i. We refer to Ωˆi as
“solid angles”, but these are vectors with the angular posi-
tion of the source/galaxy as direction, subtending the area
(∼ 3× 103 deg2) of each HEALPix pixel. We assume that
the GW source is located within one of the galaxies in the
galaxy catalog. Therefore, the location and distance of the
GW source can be directly related to solid angle Ωˆi and the
redshift (through the cosmology) of each galaxy. Finally, we
marginalize over the choice of galaxy i, over the true lumi-
nosity distance and over the position of the GW source, and
write the joint, marginal likelihood as:
p(dGW,dEM|{z j, Ωˆ j},H0)∝
∑
i
wi
∫
ddL dΩˆGW p(dGW|dL, ΩˆGW)
×p(dEM|{z j, Ωˆ j})δD(dL −dL(zi,H0))δD(ΩˆGW − Ωˆi) ,
(3)
where {z j, Ωˆ j} are all of the galaxies’ redshift and solid an-
gle, wi are weights that represent the relative probability that
different galaxies host a GW source, and δD is the Dirac delta
function. The weights could be based on galaxy properties,
such as luminosity or star–formation rate, but here we as-
sume they are uniform across all galaxies given our lack of
knowledge of GW host galaxy properties.
Eq. (3) needs to be marginalized over the galaxies’ red-
shifts and sky positions, which require a prior p(zi,Ωi). To
first order, galaxies are uniformly distributed in comoving
volume V , and assuming that our sample is volume–limited
within Vmax:
p(zi, Ωˆi) dzi dΩˆi ∝ 1Vmax
d2V
dzidΩˆi
dzi dΩˆi ∝ 1Vmax
r2(zi)
H(zi)
dzi dΩˆi ,
(4)
where r is the comoving distance to the galaxy.
If we assume that the galaxies’ positions {Ωˆ j} are known
with exquisite precision, these can easily be marginalized
over with a delta function about the observed values, re-
ducing the marginal EM likelihood to p(dEM|{z j}). The as-
sumption on the precision of the galaxies’ position is realistic
given that spatial probabilities for the GW sources vary sig-
nificantly over scales that are usually larger than a galaxy’s
size at the redshifts of interest (in this specific work, they are
uniform in each HEALPIX pixel). The marginal EM likeli-
hood is then given by:
p(dEM|{z j}) =
∏
k
p(z˜k|zk) , (5)
where the EM data dEM here only refers to the measured
(photometric or spectroscopic) redshift z˜k for each galaxy
k. In the photo–z Gaussian approximation case mentioned
above, we approximate Eq. (5) with a product of Gaussian
distributions, N , for each galaxy, centred around the ob-
served redshift values zobs,k with a width given by the red-
shift’s uncertainty σz,k for each galaxy k.
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The marginal GW likelihood p(dGW|dL, Ωˆ) can be com-
puted as prescribed in Singer et al. (2016):
p(dGW|dL, Ωˆ)∝ p(Ωˆ) 1√
2piσ(Ωˆ)
exp
[
−
(
dL −µ(Ωˆ)
)2
2σ2(Ωˆ)
]
N(Ωˆ) ,
(6)
where the position probability p(Ωˆ), the mean µ, normaliza-
tion N and scale σ of the luminosity distance at each position
are provided in the sky map.
We take into account selection effects arising from the de-
tection of GW events through a normalization factor β(H0),
by which we divide the right–hand side of Eq. (2). Omit-
ting these effects would bias our inference of H0, in particu-
lar because the detection of GW events depends on the Hub-
ble constant, amongst other variables (e.g. Chen et al. 2018;
Mandel et al. 2019; Mortlock et al. 2019). Following Chen
et al. (2018) and Mandel et al. (2019), we normalize the like-
lihood over all possible GW and EM data with a [β(H0)]−1
factor. In this work, the galaxy catalog is volume–limited
and complete beyond the maximum observable distance for
the GW events, so that the normalization factor becomes:
β(H0) =
V [dmaxL,GW(H0)]
Vmax(H0)
, (7)
where V [dmaxL,GW(H0)] is the maximum observable volume for
the GW events considered. This volume is computed assum-
ing the distance horizon for BBH from KAGRA Collabora-
tion et al. (2018).
Finally, Eq. (2) becomes:
p(H0|dGW,dEM)∝ p(H0)V [dmaxL,GW(H0)]
∑
i
1
Zi
∫
dzi p(dGW|dL(zi,H0), Ωˆi)p(dEM|zi) r
2(zi)
H(zi)
, (8)
where Zi =
∫
p(dEM|zi)r2(zi)/H(zi) dzi are evidence terms
that correctly normalize the posterior. We further take into
account photometric redshift systematics in the form of a bias
∆z, and marginalize over it. We model the bias prior p(∆z)
with a Gaussian, where the mean and standard deviation take
the same value, which is the bias evaluated from the DES Y3
validation sample presented in Section 2.2. For simplicity of
notation we remove the subscript i for the redshifts inside the
integral, since what really differentiates the integral for each
galaxy is the different EM likelihood pi(dEM|z):
p(H0|dGW,dEM)∝ p(H0)V [dmaxL,GW(H0)]
∑
i
1
Zi
∫
dz d∆z p(dGW|dL(z,H0), Ωˆi)pi(dEM|z,∆z) p(∆z) r
2(z)
H(z)
. (9)
The redshift PDF, shifted in redshift by the observed bias
∆z, enters in Eq. (9) through pi(dEM|z,∆z).
This formalism can be extended to combine data {dGW,i}
and dEM from a sample of multiple events i, assuming that
the GW events are independent and that the galaxy catalog is
fixed for all events. If we start again from Eq. (2) and add a
marginalization over the redshift zk and position Ωˆk for each
galaxy k out of the N galaxies in the galaxy catalog:
p(H0|{dGW,i},dEM)∝ p(H0)
∏
j
p(dGW, j,dEM|H0)
∝ p(H0)p(dEM|H0)
∏
j
p(dGW, j|H0)
∝ p(H0)
∫
dNzkdNΩˆkp(zk, Ωˆk)×
p(dEM|H0,{zk, Ωˆk})
∏
j
p(dGW,j|H0,{zk, Ωˆk})
 .
(10)
From this equation, the same steps followed between Eq. (2)
and Eq. (9) can be repeated in the same fashion in order to
recover the final posterior for the combined sample.
In the following, we assume a flat prior on H0 within
[20,140] km s−1 Mpc−1, while all the other cosmological pa-
rameters are fixed (flat ΛCDM cosmology with Ωm = 0.3 and
ΩΛ = 0.7). The choice of this prior is mostly dictated by the
choices made in previous standard siren measurements, in
particular Soares-Santos & Palmese et al. (2019) and LIGO
Scientific Collaboration & Virgo Collaboration (2019b), in
order to ensure an easier comparison of the results. Similarly
to these works, the width of this prior ensures that the result
is mostly informed by the LIGO/Virgo and DES data, rather
than by external constraints.
We perform blinded analysis when estimating the H0 pos-
terior from the data to avoid confirmation bias. The values
of the Hubble constant have been randomly displaced by an
unknown amount, and we unblinded after we were confident
about the method and datasets.
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Figure 2. Hubble constant posterior distributions for GW190814
(blue curves) and GW170814 (gray curves), comparing results us-
ing the Gaussian redshift PDF versus the full PDFs. The latter case
does not depend on the choice of redshift cut, as long as this con-
tains the range of z supported by the H0 prior. The 68% HDI of all
PDFs is shown by the dashed lines. Posteriors have been rescaled
for visualization purposes.
4. RESULTS AND DISCUSSION
The resulting posterior distributions for H0 using
GW170814 and GW190814 are shown in Fig. 2. We con-
trast results for both the full redshift PDF, used in this work,
and the Gaussian approximation of the redshift PDF (as done
in Soares-Santos & Palmese et al. 2019 and LIGO Scientific
Collaboration & Virgo Collaboration 2019b). The difference
in the shape of the posterior is most significant at the lowest
H0 values. The final 68% Highest Density Intervals (HDI;
shown in Fig. 2 by the dashed lines) are consistent with each
other. It is thus unclear at this level of precision whether
differences between the PDF choices are statistically signif-
icant. However, the Gaussian approximation does not accu-
rately reproduce a realistic photo-z PDF of galaxies, which
may contain multiple peaks due to color-redshift degenera-
cies. Similarly, the sum of these Gaussians does not accu-
rately reproduce the true dN/dz. Let us note that the dN/dz
is effectively what enters Eq. (7) if we approximate it with
the sum of the redshift PDFs, as often done in weak lensing
(e.g. Benjamin et al. 2013). On the contrary, the sum of red-
shift PDFs of single galaxies, or equivalently MC draws from
those, are optimized to reproduce the true dN/dz in photo-
metric surveys such as DES and CFHTLenS (e.g. Benjamin
et al. 2013; Hoyle & Gruen et al. 2018). Moreover, the dark
siren method with the Gaussian approximated PDFs suffers
from a dependence on the redshift cut applied, as was already
noted in Soares-Santos & Palmese et al. (2019). This effect is
due to the contribution of the Gaussian tails, which becomes
non-negligible at the high redshift end, i.e. at the high–H0
end of Figure 2, where one marginalizes over thousands of
galaxies. Another effect of the Gaussian distributions is the
flattening of the posterior, as a consequence of the overden-
sities being suppressed in the dN/dz. The results shown here
for the Gaussian approximation case correspond to a redshift
cut at the 90% high limit in luminosity distance, assuming the
highest H0 value in our prior (cf. §2.1). On the other hand,
the posterior resulting from the use of full photo-z PDFs is
stable against different choices of redshift cuts (changes are
at the sub–percent level). For these reasons, we prefer to
adopt the full PDF result as our fiducial result, and thus rean-
alyze GW170814 in light of these findings. For both events
in our fiducial result, we adopt a conservative redshift cut
corresponding to the high bound in luminosity distance at
> 99.7% CI for the highest H0 value considered here.
We note that the GW190814 posterior shows a clear peak
between 50 and 80 km s−1Mpc−1 for the PDF case, corre-
sponding to the large overdensity shown in the top right
panel of Figure 1. On the other hand, both posteriors for
GW170814 appear to be flatter. One main difference be-
tween the two events is that GW170814 has a significantly
larger localization volume, i.e. we marginalize over a larger
number of galaxies (∼ 77,000 versus ∼ 2,700). Posteriors
for events that are not well localized are more likely to pro-
vide flatter, less informative posteriors because the overden-
sities are more likely to be washed out in the marginalization
over the galaxies, regardless of the photo–z estimator chosen.
The marginalization over the photo–z bias does not have a
significant effect at the current level of precision, confirming
our expectations. In fact, a redshift bias of ∆z∼ 0.002 is ex-
pected to cause a bias on H0 of the level ∆H0 ∼ c∆z/dL ∼
2.5 km s−1Mpc−1 for GW190814 at dL ∼ 240 Mpc. How-
ever, the photo–z bias also depends on redshift and it could
have a more complicated effect on the final H0 posterior. It
is thus important to take into account these biases as we start
combining events.
We note that the posteriors in Figure 2 show significant
probability at the high H0 end. This effect is intrinsic to the
dark siren method, therefore we do not widen the prior to
larger values of H0. In fact, the GW analysis only provides
a luminosity distance estimate, which is consistent with ar-
bitrarily large values of H0. These values will be supported
in the posterior from a dark siren analysis if there are galax-
ies at sufficiently large redshifts, which is the case for DES
galaxies that extend out to z> 1. The advantage of using full
PDFs is that one can extend the H0 prior, and thus the red-
shift range considered, out to larger values without biasing
the final result, since the shape of the H0 posterior in a given
interval is insensitive to the redshift cut.
The validity of the result presented here for GW190814 is
further supported by an independent study presented in sub-
section 6.4 of Abbott et al. (2020), that appeared almost con-
currently with this paper. That study uses an independent
pipeline and a galaxy sample, severely incomplete, of ∼ 472
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galaxies (in the 90% CI) from the GLADE catalog (Dálya
et al. 2018). Their analysis also finds an overdensity of galax-
ies around the same redshift as in this work, resulting in an
H0 posterior (H0 = 75+59−13 km s
−1 Mpc−1) fully consistent with
this work.
The final posterior distribution resulting from combining
the dark sirens GW190814 with GW170814 is shown in
dark blue in Figure 3. We also show the posterior from
GW190814 only in light blue. The maximum a posteriori
and the 68% HDI around it is H0 = 66+55−18 km s
−1 Mpc−1 for
GW190814 only, and H0 = 68+43−21 km s
−1 Mpc−1 for the com-
bination of both dark sirens (GW190814 with GW170814),
using a flat prior in the range [20,140] km s−1 Mpc−1 in all
cases.4 We further combine these two dark siren events with
the bright standard siren analysis of GW170817 from Nico-
laou et al. (2020), which includes a more careful treatment of
the peculiar velocity for NGC 4993 compared to Abbott et al.
(2017a). We adapt the H0 prior of Nicolaou et al. (2020) to
be the same used in this work. The GW170817–only poste-
rior is shown in Figure 3 by the gray shaded region, while
the combined result from GW170817 with the dark sirens
analyzed in this work (GW170814 plus GW190814) is given
by the red solid line. We find that the addition of these dark
sirens brings a ∼ 12% improvement to the 68% HDI from
GW170817 alone. For reference, we show constraints from
Planck (Planck Collaboration et al. 2018) and Riess et al.
(2019) (R19) at 1σ. Our results are broadly consistent with
both estimates, which is expected given the large uncertainty
of the standard siren measurements. In the future, this com-
parison will become more interesting as we combine hun-
dreds of events.
The final H0 results from this and other standard siren anal-
yses are summarized in Table 1. As expected, GW170817
is the most constraining event, followed by GW190814 and
GW170814, as a result of the increasing localization volume.
Table 1 also shows the value of the 68% HDI from the pos-
terior divided by the 68% CI from the flat prior, labeled as
σH0/σprior.
In this work we have ignored the effect of peculiar veloc-
ities on the H0 inference. While peculiar velocities can have
a significant impact on the H0 inference for nearby events,
such as GW170817 (Howlett & Davis 2020; Mukherjee et al.
2019; Palmese et al. 2019; Nicolaou et al. 2020), this effect
is expected to be negligible at the distance of GW190814
at the current level of precision. For example, a pessimistic
bias of 300 km s−1 would result in a ∼ 1 km s−1 Mpc−1 bias
4 Note that the 68% HDI for these multi–modal distributions is composed of
two disjunct intervals. In this case we force the interval to be around the
mode in one contiguous interval. The 68% equal–tailed credible interval
(i.e. the 16th and 84th quantiles) has a similar width, but we quote the HDI
for consistency with previous results.
on H0. Moreover, typical biases and uncertainties on pecu-
liar velocities are not significant compared to typical photo–z
uncertainties. It is however possible that at the lowest red-
shifts the peculiar motion is correlated across large portions
of the sky, and that this effect will become relevant after we
combine many events. Thus, we will address this issue in a
separate work.
In this analysis we have not taken into account possible
systematics introduced by the Gaussian approximation made
in the sky map for the distance posterior (which enters in Eq.
(6)). At the time of writing, only the approximated sky map
was public, but we will be able to assess the extent of this
issue in the future.
It is interesting to note that both GW events overlap-
ping with the DES footprint analyzed thus far are corre-
lated with large overdensities. In fact, the luminosity dis-
tance of GW190814 corresponds to z ∼ 0.06 (for H0 =
70 km s−1 Mpc−1), and it is clear from the top right panel
of Figure 1 that an overdensity of galaxies is present at that
redshift. Similarly, there is an overdensity at the location of
GW170814 at z∼ 0.14. This suggests that GW events could
follow the underlying large scale structure (LSS), possibly
with a large bias factor. Future work combining more events
with LSS could confirm this hypothesis and shed light on the
formation channels of these binaries (e.g. Raccanelli et al.
2016).
5. CONCLUSIONS
In this paper we present a statistical standard siren mea-
surement using the gravitational wave event GW190814, de-
tected by LIGO/Virgo on August 14, 2019. The redshift in-
formation used comes from the DES DNF photo–z’s. Our
work shows the advantages of using a full redshift PDF of the
potential host galaxies versus a Gaussian approximation. Full
redshift PDFs provide a better representation of the dN/dz,
which, together with the luminosity distance estimates, is the
ultimate ingredient needed in the dark standard siren frame-
work. We also correct for photo–z biases, however, these
are subdominant at the current level of precision. Peculiar
motions are also not expected to provide a significant contri-
bution to our results at the distance of GW190814.
For GW190814, the maximum a posteriori value of
H0 with its 68% CI is H0 = 66+55−18 km s
−1 Mpc−1, while
it is H0 = 68+43−21 km s
−1 Mpc−1 when combined with our
re-analysis of GW170814, using a flat prior in the
range [20,140] km s−1 Mpc−1. Finally, a combination
of GW190814, GW170814 and GW170817 yields H0 =
69.0+14−7.5 km s
−1 Mpc−1. The addition of GW190814 and
GW170814 to GW170817 improves the 68% CI interval by
∼ 12%, showing how well–localized mergers without coun-
terparts can provide a marginal contribution to standard siren
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Figure 3. Hubble constant posterior distribution for GW190814 obtained by marginalizing over∼ 2,700 possible host galaxies from DES (light
blue line). The dark blue curve represents the posterior obtained by the combination of GW190814 and GW170814 using DES galaxies. The
maximum a posteriori and its 68% CI for the combined result is H0 = 68+43−21 km s
−1 Mpc−1 using a flat prior in the range [20,140] km s−1 Mpc−1.
The posterior obtained by Nicolaou et al. (2020) for the bright standard siren event GW170817, associated to one galaxy, is shown in gray. A
combination of the two dark sirens considered in this work with GW170817 is shown in red and gives H0 = 69.0+14−7.5 km s
−1 Mpc−1. The addition
of the dark sirens provides a∼ 12% improvement to the 68% CI from GW170817 alone. The maximum a posteriori is represented by the solid
vertical line. Posteriors have been rescaled for visualization purposes. The 68% CI of all PDFs is shown by the dashed lines. Constraints from
Planck (Planck Collaboration et al. 2018) and Riess et al. (2019) (R19) at 1σ are shown in purple boxes.
Event Prior H0 σH0/H0 σH0/σprior Reference
GW170817 - bright [20,140] 68.8+17−7.6 18% 31% Adapted from Nicolaou et al. (2020)
GW170817 - dark [10,220] 76+48−23 47% 50% Fishbach et al. 2019
GW190814 [20,140] 66+55−18 55% 89% This work
GW170814 [20,140] 77+41−33 48% 90% Soares-Santos & Palmese et al. 2019
GW170814 [20,140] 72+51−20 49% 87% This work
GW190814+GW170814 [20,140] 68+43−21 47% 78% This work
All [20,140] 69.0+14−7.5 16% 26% This work
Table 1. Hubble constant estimates from GW170817 and the dark sirens considered in this work. All H0 values and errors are in km s−1 Mpc−1,
all priors are flat. The uncertainty from the flat prior only is derived by assuming the same H0 maximum found in the analysis. Quoted
uncertainties represent 68% HDI around the maximum of the posterior. The “σH0/σprior” column shows the 68% CI from the posterior divided
by 68% CI of the prior width.
measurements, provided that a complete galaxy catalog is
available at the location of the event.
In the future, a combination of well–localized GW events
with on–going and upcoming galaxy surveys, such as DESI,
4MOST and LSST, will be able to provide competitive con-
straints on the Hubble constant using the dark standard siren
method. We remind the reader that this method is not ex-
pected to provide constraints that are competitive with cur-
rent precision measurements of H0 from single events. In
fact, the Hubble constant posteriors for single events can
present multiple peaks or be asymmetric distributions, as
is the case in this work and in previous dark siren analy-
ses. These effects are due to the presence of overdensities
or underdensities along the line of sight at the position of the
events, and those will differ from event to event. However,
after enough events are combined, the analysis will converge
to the true value of H0 (e.g. Gray et al. 2020): the back-
ground or foreground overdensities will not be consistently
present for the same values of H0, and their contribution to
the final posterior will eventually be washed out. If we as-
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sume that the statistical uncertainty on H0 scales as 1/
√
N,
where N is the number of events considered, a combination
of O(100) events with a localization similar to GW170814
and GW190814, will provide a O(1)% statistical precision
on the Hubble constant. We stress that a range of system-
atic effects and biases that have been neglected so far will
become important at that level of precision (for example, as-
sumptions about the background cosmology; Keeley et al.
2019; Shafieloo et al. 2020), and will need to be addressed
in the coming years. An event sample of this size will in
fact be available a few years after LIGO/Virgo run at design
sensitivity (KAGRA Collaboration et al. 2018).
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