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ABSTRACT
The variation of wind-optimal transatlantic flight routes and their turbulence potential is investigated
to understand how upper-level winds and large-scale flow patterns can affect the efficiency and safety of
long-haul flights. In this study, the wind-optimal routes (WORs) that minimize the total flight time by
considering wind variations are modeled for flights between John F. Kennedy International Airport
(JFK) in New York, New York, and Heathrow Airport (LHR) in London, United Kingdom, during two
distinct winter periods of abnormally high and low phases of North Atlantic Oscillation (NAO) tele-
connection patterns. Eastbound WORs approximate the JFK–LHR great circle (GC) route following
northerly shifted jets in the 1NAO period. Those WORs deviate southward following southerly shifted
jets during the 2NAO period, because eastbound WORs fly closely to the prevailing westerly jets to
maximize tailwinds. Westbound WORs, however, spread meridionally to avoid the jets near the GC in
the 1NAO period to minimize headwinds. In the 2NAO period, westbound WORs are north of the GC
because of the southerly shifted jets. Consequently, eastbound WORs are faster but have higher prob-
abilities of encountering clear-air turbulence than westbound ones, because eastboundWORs are close to
the jet streams, especially near the cyclonic shear side of the jets in the northern (southern) part of the GC
in the1NAO (2NAO) period. This study suggests how predicted teleconnection weather patterns can be
used for long-haul strategic flight planning, ultimately contributing to minimizing aviation’s impact on the
environment.
1. Introduction
Emissions from en route commercial aircraft are a sig-
nificant anthropogenic contribution to globalwarming as air
transportation over the globe grows rapidly (e.g., Lee et al.
2009, 2010). From an operational perspective, a method of
reducing these emissions is to optimize flight routes in the
presence of wind variations, which minimizes the total
travel time and fuel consumption (e.g., Sridhar et al. 2011;
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Kim et al. 2015). This wind-optimal route (WOR) is re-
garded as an efficient and environmentally friendly flight
route because the amount of airborne emissions is simply a
function of fuel usage, which is approximately proportional
to the travel time, although other factors like NOx, O3,
water vapor, and contrail formation need to be considered
for the total climate impact (e.g., Grewe et al. 2014). These
efficient WORs may not be viable if clear-air turbulence
(CAT) is embedded near upper-level jets, because CAT
causes safety issues and must be avoided. For commercial
aircraft, CAT encounters are the leading cause of in-flight
injuries among all weather-related incidents (e.g., Sharman
et al. 2006). As international air traffic density increases
dramatically, problems like economic costs for injuries,
cabin and structural damage, and flight delays become sig-
nificant. Therefore, it becomes necessary to develop routes
that minimize both fuel use and the potential for CAT
encounters.
Several strategies have been developed to determine
WORs for air traffic management (ATM) but they do
not take into account turbulence. For example, Ng et al.
(2012) developed and computed WORs at multiple
flight levels, which minimized total flight times by taking
into account the variations of upper-level winds. Pilots’
behavior during turbulence encounters and the impact
on ATM has been well documented by Krozel et al.
(2011), showing that CAT avoidancemaneuvers depend
on aircraft type and company policies. Since most of
the moderate-or-greater (MOG)-level CAT encounters
occur near the upper-level jet and frontal systems (e.g.,
Lester 1994; Wolff and Sharman 2008; Kim and Chun
2011), flight routes that approach a jet to benefit from
tailwinds may incur extra fuel uses to avoid adverse
turbulence encounters (e.g., Williams and Joshi 2013;
Kim et al. 2015).
For long-haul transatlantic flights, WOR trajectories
depend on the prevailing jet streamposition and strength.
Transatlantic WORs are known to be changing as the jet
stream responds to climate change (Williams 2016). The
CATpotential along these trajectories also depends upon
weather conditions because local gradients of horizontal
and vertical wind and temperature are generally large
near the jet stream (e.g., Jaeger and Sprenger 2007;
Williams and Joshi 2013; Karnauskas et al. 2015). The
North Atlantic Oscillation (NAO) is one of the most
prominent teleconnection patterns, which is composed
of a north–south dipole pattern of height or pressure
anomalies over the North Atlantic, especially in winter-
time (e.g.,Wallace andGutzler 1981;Barnston andLivezey
1987). In the positive phase of the NAO (hereinafter
referred to as 1NAO), stronger pressure gradients
between the persistent subtropical high and Icelandic
low lead to a higher-latitude position of the jet stream.
Weaker gradients in the negative phase of the NAO
(hereinafter 2NAO) shift the jet stream farther south,
which can create different flight trajectories and envi-
ronmental impacts (Irvine et al. 2013), as well as different
CAT probabilities (Jaeger and Sprenger 2007). There-
fore, this study aims to investigate how upper-level jet
stream characteristics associated with the NAO can lead
to variations in long-haul transatlantic flight routes and
their CAT potential. This information can be used for
efficient and safe decision-making, while also minimizing
aviation’s impact on the environment.
Section 2 describes themodeling ofWOR trajectories,
and section 3 examines deviations of the transatlantic
WORs and their CAT potential during two winter sea-
sons with distinct NAO patterns. The summary and
conclusions are discussed in section 4.
2. Modeling of WOR aircraft trajectories
When an aircraft is flying horizontally above Earth’s
surface with a true airspeed Vt and heading angle
a during a certain period of time Dt, as shown in Fig. 1,
the longitudinal l and latitudinal f position changes of
the aircraft with time in the presence of horizontal winds
are governed by the following aircraft-motion equations
(e.g., Sridhar et al. 2011; Ng et al. 2012; Kim et al. 2015):
dl(t)
dt
5
V
t
cosa(t)1 u(l,f, z)
R cosf(t)
and (1)
df(t)
dt
5
V
t
sina(t)1 y(l,f, z)
R
. (2)
FIG. 1. Schematic of an aircraft flying horizontally over Earth’s
surface with a true airspeedVt and heading angle a during a certain
period of timeDt. Here,f and l are the latitudinal and longitudinal
directions, respectively.
764 JOURNAL OF APPL IED METEOROLOGY AND CL IMATOLOGY VOLUME 55
Here, R is Earth’s radius (Earth is assumed to be a
sphere); zR is the height above the surface; and u and
y are the zonal and meridional wind components, re-
spectively. The value of Vt is a constant of 250ms
21
(which is representative of the general airspeed of
commercial flight).
To maximize the advantage of a tailwind and/or
minimize the disadvantage of a headwind in the mod-
eling of an aircraft trajectory, we need to take into ac-
count wind variations in the calculation of the heading
angle a at each time step to minimize the total travel
time from departure to destination. To compute the
WOR, the aircraft a is regarded as a control parameter.
Then, the analytic solution of a that minimizes the total
cost function (i.e., total travel time) is derived by Pon-
tryagin’s minimum principle (Bryson and Ho 1975):
J5
ðtf
t0
C
t
dt . (3)
Here, Ct is the cost coefficient of travel time (Ct 5 1
in this study), and t0 and tf are the times at the de-
parture and arrival airports, respectively. The analytic
solution for the control parameter of a that takes into
account the variations of the winds in Eqs. (1) and (2)
and minimizes the total cost function in Eq. (3) is
da(t)
dt
52
F
wind
(t)
C
t
R cosf(t)
, where
F
wind
(t)52sina(t) cosa(t)
›u(l,f, z)
›l
1 cos2a(t) sinf(t)u(l,f, z)1 cos2a(t) cosf(t)
›u(l,f, z)
›f
2
›y(l,f, z)
›l
1 sina(t) cosa(t) sinf(t)y(l,f, z)1 cosa(t) sina(t) cosf(t)
›y(l,f, z)
›f
1V
t
cosa(t) sinf(t)1 cos2a(t)
›y(l,f, z)
›l
. (4)
A full derivation of the analytic solution in Eq. (4)
can be found in previous studies (e.g., Sridhar et al.
2011; Ng et al. 2012; Kim et al. 2015). In the next stage,
the optimal initial heading angle a(t0) at the depar-
ture airport is determined as follows. First, the great
circle (GC) heading angle aGC between the departure
and arrival airports is selected as a first guess for
the optimal heading angle (Kim et al. 2015). Then,
Eqs. (1), (2), and (4) are solved using the explicit
Euler forward integration scheme fy(t1 1)5 y(t)1
Dt[dy(t)/dt], where y5 l,f, and ag from the departure
to the destination. This process is iterated with differ-
ent a(t0) ranging between aGC 2 458 and aGC 1 458
with an increment of 2.58 until each trajectory meets
the termination condition of either 1) the minimum
distance between the trajectory and the final destina-
tion is smaller than 100 km or 2) the distance between
each trajectory and the initial departure airport is
greater than 1.2 times the total GC distance between
the departure and arrival destinations. Finally, among
these, the trajectory that arrives at the destination
faster than any of the others is chosen as the WOR.
Because Vt is fixed in Eqs. (1) and (2) in this study, the
calculated WOR is time optimal at a given flight level.
Figure 2 shows an example of theWOR calculations
for eastbound (EB) and westbound (WB) routes at
250 hPa (about z 5 11 km) between John F. Kennedy
International Airport (JFK) in New York, New York,
and Heathrow Airport (LHR) in London, United
Kingdom, for 0000 and 1200 UTC 3 January 2005 (left
and right panels, respectively). In this example, wind
data are from the 6-hourly Modern-Era Retrospective
Analysis for Research and Applications (MERRA)
reanalysis data with 1/28 (latitude) 3 2/38 (longitude)
horizontal grid spacing. The time step Dt 5 180 s
(3min) for the trajectory modeling by Eqs. (1), (2),
and (4) with Vt of 250m s
21, which roughly corre-
sponds to the resolution of the MERRA wind data.
EB (gray lines in Fig. 2, top left) and WB (gray lines in
Fig. 2, top right) trajectories reach different regions ac-
cording to the initial heading angles selected in a given
wind situation, which corresponds to the minimum dis-
tance between each trajectory and the destination in
Fig. 2 (bottom). The fastest one to the destination has
been picked up as the EBWOR (thick blue line in Fig. 2,
top left) andWBWOR (thick red line in Fig. 2, top right)
in this wind condition. For a reference, the GC route
between JFK andLHR is depicted by the thick black line.
The total flight time along this GC with still air (no
wind) would be 368min withVt of 250ms
21. In this case,
the EBWOR (blue line) follows the strong westerly and
southwesterly jet over the North Atlantic to maximize
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its tailwind (Fig. 2a; 321min of total flight time). The
WB WOR (red line) detours northward near the
southern tip of Greenland to avoid the prevailing
westerly jet flow, thereby minimizing its headwind
(Fig. 2b; 417min of total flight time). It is noted that in
Figs. 2b and 2d the WB trajectory with the initial
heading angle of the GC routes (1628) does not go di-
rectly to JFK and has a longer flight time than two other
WB trajectories as it avoids the jet stream. In this case,
the northerly route with a(t0) 5 154.58 (red line) is se-
lected as the WBWOR because this is 1min faster than
the southerly detouring route with a(t0) 5 1728 to the
JFK in a given wind condition.
3. Results
Variations of the WORs and their CAT poten-
tial between the JFK and LHR are investigated
during two distinct winter seasons [December 2004–
February 2005 (DJF04–05) and December 2009–
February 2010 (DJF09–10)]. The two seasons are se-
lected because monthly averaged values of the NAO
index during DJF04–05 are highly positive (11.21 in
December and 11.52 in January), while they are ex-
tremely negative during DJF09–10 (21.92 in De-
cember and 21.11 in January) according to the
Climate Prediction Center. These periods were al-
ready selected for the study of aviation’s impact on
the environment based on weather patterns in Irvine
et al. (2013).
Figure 3 shows the averaged horizontal wind speed
(Figs. 3a,b), as well as the variability of the EB (blue
lines; Figs. 3c,d) and WB (red lines; Figs. 3e,f) WORs at
250 hPa during DJF 04–05 (Figs. 3a,c,e) and DJF 09–10
(Figs. 3b,d,f). In this study, the EB (WB) WORs are
launched at 0000 (1200) UTC each day during the study
FIG. 2. (a) EB (thick blue) and (b) WB (thick red) WORs between JFK and LHR with candidate trajectories
(gray lines) from different initial heading angles ranging from GC heading angle aGC2 458 to aGC1 458 with 2.58
bins and horizontal winds vectors at (left) 0000 and (right) 1200 UTC 3 Jan 2005 at 250 hPa (about z 5 11 km or
34 000 ft). Corresponding minimum distances (km) between the trajectories and the destination airport for (c) EB
and (d)WB. Reference wind vectors to the bottom right of (a) and (b) are 50m s21. The optimal EB (blue) andWB
(red) flight routes having the minimum time and distance are shown in the left and right plots. In all plots, the black
line is the GC route between JFK and LHR.
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periods, which corresponds to a maximum of actual air
traffic in the North Atlantic corridor (Schumann and
Graf 2013), and the route between JFK and LHR is
selected as a representative transatlantic flight route
(Irvine et al. 2013). Figures 3a and 3b show distinct jet
streams in two different NAO phases. Because of the
interannual variability of persistent high and low
pressure systems in the North Atlantic, the dominant
jet stream shifts northward directly to northwestern
Europe in 1NAO (Fig. 3a) and moves southward
closer to southern Europe in 2NAO, which is con-
sistent with results from previous studies (e.g.,
Barnston and Livezey 1987; Jaeger and Sprenger 2007;
Irvine et al. 2013).
In Figs. 3c–f, the overall features of the EB (blue lines
in Figs. 3c and 3d) and WB (red lines in Figs. 3e and 3f)
WORs are different between the two designated winter
seasons. The EB WORs from JFK to LHR usually fol-
low the prevailing westerly jet stream to maximize tail-
winds, thereby reducing total travel time and fuel
consumption. In particular, the EB WORs are close to
the GC between JFK and LHR (a black reference
line) and distributed both north and south directly to
northern Europe following northerly shifted jets in
the1NAOphase duringDJF04–05 (Fig. 3c). EBWORs
are more southerly toward southern Europe and the
Mediterranean Sea (Fig. 3d), following the southerly
shifted jet streams in the2NAO phase during DJF09–10
FIG. 3. (top)Averaged horizontal wind speed (shadings from 10 to 50m s21 with 10m s21 interval) and variations
of theWORs at 250 hPa between JFK and LHR for (middle) EB (blue-dotted lines) and (bottom)WB (red-dotted
lines) during (a),(c),(e) DJF04–05 and (b),(d),(f) DJF09. The GC between JFK and LHR is depicted as a reference
(black line) in all plots.
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(Fig. 3b). These results are consistent with the flight
trajectories in weather pattern 2 in Irvine et al. (2013; see
their Fig. 7). The WB WORs from LHR to JFK, how-
ever, avoid the prevailing westerly jet stream to mini-
mize their headwinds. In the 1NAO phase during
DJF04–05 (Fig. 3e), the WB WORs deviate southward
or northward to avoid the strong jet stream dominating
along the GC, so that the envelope of the WB WORs
becomes meridionally spread. However, in the 2NAO
phase during DJF09–10 (Fig. 3f), as a result of the
southerly shifted westerly jet stream, theWBWORs are
mostly around the northern part of theGC (Fig. 3f). This
is similar to the trajectories of weather pattern 4 in
Irvine et al. (2013; see their Fig. 7).
Figure 4 shows bar charts of the mean, 6 2 standard
deviations, and maximum and minimum values of the
flight times for the EBandWBWORs during the1NAO
(DJF04–05; leftmost two) and 2NAO (DJF09–10;
rightmost two). First, EB WORs are faster than WB
WORs, as expected from Fig. 3. Second, the difference in
total travel time betweenEB andWBWORs is greater in
the 1NAO phase during DJF04–05 than in the 2NAO
phase during DJF09–10, because the prevailing westerly
jet along the GC is stronger in 1NAO than 2NAO
phases as shown in Figs. 3a and 3b. Third, EB WORs
(WB WORs) in 1NAO (2NAO) phase are faster than
those in 2NAO (1NAO), because the distances of the
EBWORs (WBWORs) are smaller in1NAO (2NAO)
phase as well as tailwinds (headwinds) that are stronger
in 1NAO (2NAO) phase (Figs. 3c–f).
Based on the aforementioned variability of theWORs
in each period, the differences in CAT potential along
these WORs can be investigated using the MERRA
data with 50-hPa vertical grid spacing between the 400-
and 100-hPa levels, because grid-resolvable strong ver-
tical wind shears and temperature gradients can be a
good indicator for aircraft-scale turbulence (e.g.,
Sharman et al. 2006; Jaeger and Sprenger 2007; Kim
et al. 2011; Williams and Joshi 2013). Figures 5a and 5b
show the averaged values of the turbulence index 1 (TI1)
for two winter periods. The TI1 diagnostic is a combi-
nation of vertical shear and total deformation, which is a
simplified version of upper-level frontogenesis that is a
typical CAT generation mechanism, especially above
and below the jet core on the cyclonic shear side of the
jet streak (Ellrod and Knapp 1992). Thus, it is most
skillful and is the most widely used CAT indicator in
operational forecasts (e.g., Sharman et al. 2006; Kim
et al. 2011; Gill 2014):
TI1(x, y, z)5VWS(x, y, z)3DEF(x, y, z), where
VWS(x, y, z)5

›u(x, y, z)
›z
2
1

›y(x, y, z)
›z
21/2
and
DEF(x, y, z)5

›y(x, y, z)
›x
1
›u(x, y, z)
›y
2
1

›u(x, y, z)
›x
2
›y(x, y, z)
›y
1/2
.
In Figs. 5a and 5b, higher values of the averaged TI1
in northern parts of the JFK–LHR GC in 1NAO and
southern parts in 2NAO correspond to the cyclonic
shear side of the jets shown in Figs. 3a and 3b, which is
more obvious in Fig. 5c for the difference in the av-
eraged TI1 between two periods. Considering the
variations of EB and WB WORs shown in Figs. 3c–f,
the EB WORs would pass more frequently through
higher TI1 areas during both winter periods. As an
example, Fig. 5d shows a snapshot for the TI1 with
horizontal wind vectors at 250 hPa during 3 January
2005. During this time, the WB WOR (red line)
passed through less area with higher CAT potential,
because it deviates northward to avoid the prevailing
westerly and southwesterly flows (it might be also
small when it would detour southward), while EB
WOR (blue line) encountered higher CAT potential
areas for a longer period of time.
The probability density functions (PDFs) for TI1
along the EB andWBWORs during two winter seasons
are investigated. Figure 6 shows PDFs for TI1 along the
EB (blue) and WB (red) WORs in1NAO (DJF04–05).
FIG. 4. Bar charts of the mean, mean 6 2 standard deviations,
and minimum and maximum values of the travel times along the
EB and WBWORs between JFK and LHR shown in Fig. 3 during
the 1NAO phase during DJF04–05 (left two boxes) and 2NAO
phase during DJF09–10 (right two boxes).
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Overlaps between EB and WB WORs are depicted as
orange color bars. The median of EB WORs (blue;
23.4 3 1029 s22) is higher than that of WB WORs (red;
21.53 1029 s22). Median values of the PDFs for EB and
WB WORs during two winter periods are summarized
in Table 1. The probability of the 99th percentile value
(13.4 3 1028 s22) of TI1, approximately representing
MOG-level CAT, has also been calculated and tabu-
lated in Table 1. As expected, the medians of CAT for
EB WORs are higher than those of WB WORs during
both winter periods. The chances of encountering
MOG-level CAT are also higher along the EB WORs
than the WB WORs because they are following the jet
stream where CAT potential is higher. Especially, EB
WORs in2NAO have the highest chance because most
trajectories tend to pass directly to the cyclonic shear
side of the southerly shifted jet stream (e.g., Figs. 3d and
5b). For the WBWORs, the 1NAO phase has a higher
median value and higher chances for MOG-level CAT
because some of the WB WORs detouring northward
would encounter high CAT potential areas on the cy-
clonic shear side of the northerly shifted jet stream
in1NAO (e.g., Figs. 3e and 5a). For the confidence test,
200 half-portions of the total TI1 data sample along the
WORs have been randomly selected to make the same
PDFs, medians, and the MOG-level CAT probabilities
in Table 1. Among the 200, the maximum and minimum
values of medians and MOG-level CAT probabilities
are within 610% of the values in Table 1, which shows
that the results in Table 1 are statistically significant
(e.g., Sharman et al. 2006; Kim et al. 2011).
4. Summary and conclusions
In this study, the variations of transatlantic WORs
between JFK and LHR, and their CAT potential, during
two different winter seasons were investigated. Simpli-
fied aircraft trajectory models were derived by applying
the minimal principal theory to the control parameter of
aircraft heading angle in the presence of winds. Results
FIG. 5. Shadings of averagedTI1 (s22) for (a)1NAOphase duringDJF04–05 and (b)2NAOphase inDJF09–10,
and (c) their difference. (d) EB (blue) and WB (red) WORs with TI1 (shading) and horizontal wind vectors at the
250-hPa level between JFK and LHR on 3 Jan 2005. Note that the shading levels for the TI1 in the top and bottom
panels are different.
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show the variability of WORs and their CAT potential
during two distinct upper-level flow patterns. Depend-
ing on the upper-level winds, the modeled WORs had
different flight trajectories and flight times (and, conse-
quently, fuel burned). EB WORs are close to the GC
between JFK and LHR by following northerly shifted
jet streams in 1NAO, while EB WORs deviate south-
ward by taking advantage of the southerly shifted jets
in2NAO.WBWORs, however, detoured northward or
southward of the prevailing jets along the GC, which
spreads out the trajectories meriodionally in 1NAO,
but those are along the GC in 2NAO because of the
southerly shifted jets. Eventually, EBWORswere faster
than WB WORs. EB WORs in 1NAO are faster than
those in2NAO, because the jet stream along the GC is
stronger in 1NAO. EB WORs had a higher proba-
bility of encountering MOG-level CAT than WB
WORs, as they pass through the higher regions of
vertical and horizontal wind shears near the jet
stream in both winter periods. In particular, the EB
WOR trajectories in the 2NAO period are in phase
with high CAT potential in the cyclonic shear side of
the southerly shifted jets.
This information can be used in the aviation sector to
understand how the predicted upper-level teleconnec-
tion weather patterns can be translated to make a de-
cision for safe and efficient long-haul transatlantic flight
routes. For example, the predicted jet stream would be
shifted northward in a 1NAO pattern, so a pilot from
JFK to LHR (i.e., EB) could fly on the anticyclonic shear
side of the jet streak and a pilot from LHR to JFK (i.e.,
WB) could detour southward rather than northward of
the jet streak. This routing eventually yields social
benefits by producing efficient and safe flights and also
reduces the impacts on the environment, although more
impacts from NOx-induced O3 and water vapor in the
stratosphere, contrail formations in ice supersaturated
regions, and noise near airports should be also consid-
ered for climate-optimal and environmentally sound
WORs (e.g., Köhler et at. 2008; Grewe and Stenke 2008;
Grewe et al. 2014). WORs and their adverse CAT en-
counters can be changed by upper-level weather pat-
terns, which can be also applied to future climate
scenarios (e.g.,Williams and Joshi 2013). Further studies
designed to investigate other types of CAT indicators
related to spontaneous imbalance (e.g., Knox et al.
2008), mountain waves (e.g., Kim and Chun 2010;
Sharman et al. 2012), and deep convection (e.g., Kim
and Chun 2012; Kim et al. 2014; Trier and Sharman
2009), or a combined indicator like graphical turbulence
guidance (GTG; Sharman et al. 2006; Kim et al. 2011;
Gill 2014), should be priorities for future research.
Other types of weather constraints such as deep con-
vection, icing, volcanic ash, as well as climate concerns
like NO2 and water vapor emissions in stratosphere and
contrail formations (e.g., Grewe and Stenke 2008;
Grewe et al. 2014), can be also considered in optimizing
routes using similar techniques in the future.
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