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Abstract. Variable order ODE codes are biased towards low orders. It is shown that for the 
popular families of implicit formules, the efficiency of evaluation of the formma improves as the 
order is raised. The benefit is not great, but raising the order is a help in this respect rather 
than a hindrance as is generally assumed. 
1. INTRODUCTION 
Important codes for the numerical solution of the initial value problem for a system of 
ordinary differential equations (ODES) are based on variable order implementations of im- 
plicit formulas. Such codes implement Adams-Moulton formulas (AMFs) for the solution 
of non-stiff problems and backward differentiation formulas (BDFs) for the solution of stiff 
problems. When choosing between two formulas of different order, the most important is- 
sues are accuracy and stability. For all sufficiently stringent accuracy requests, the higher 
order formula will be the more efficient. Unfortunately, within the two popular families of 
formulas, the stability of the higher order formula is the less satisfactory. A factor of some 
importance is that the formulas in these families make use of previously computed solution 
values. Because the higher order formula requires more values, the overhead is increased 
when the order is increased, and there is more difIiculty with abrupt changes in the solution 
such as when starting and passing discontinuiti~. The typical algorithm for order selection 
is biased towards using low order formulas. Implicit formulas involve the solution of a system 
of algebraic equations at each step of the integration. The natural question about the im- 
plications for this task of increasing the order does not seem to have been addressed before. 
Bere it is shown that, insofar as can be judged, increasing the order is actually favorable in 
this respect for the AMFs and the BDFs. Although the benefit is not great, this aspect of 
the implementation of implicit formulas does not support a bias towards lowering the order. 
2. EVALUATION OF IMPLICIT FORMULAS 
When the integration of a system of the form 
Y’ = f(Y), a~x<6, ~(4 given, 
has reached a mesh point t, with an approximation g* to y(zn), the evaluation of an implicit 
formula calls for the computation of the solution y* of a system of algebraic equations of 
the form 
Y = kf(Y) + 111. (I) 
This y* is the approximation yn+l to y(zn + h), the result of advancing a step of size h from 
2,. The vector + depends on the formula and previously computed solution values. The 
scalar y depends on the formula and possibly on the mesh, i.e., tn, ~~-1, ~~-2,. - . . Both 11, 
and y are constant during the solution of the algebraic system (1). Details about the system 
and its solution may be found in [4]; here only the relevant points are mentioned. 
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In typical implementations of the AMFs and the BDFs, 7 depends only on the order of 
the formula. The values for the lowest order formulas are 
Order 1 2 3 4 5 6 
yAM 1 3 & & 251 2 
720 1440 
yBDF 1 $ 6 60 60 
ii 
12 
25 137 in 
The highest order BDF that is zero-stable is 6. AMFs through order 12 are used in popular 
codes, and for these higher orders as well as the ones displayed, it is the case that 7 is 
monotonely decreasing in the order. Except at the lowest orders, 7 decreases slowly as the 
order is increased. 
Two kinds of iterations are used to solve (l), but they can be described formally in a unified 
way. When solving a stiff initial value problem, it is necessary to use an approximation J 
to the Jacobian af(Y*)/aY to linearize (1). Given an iterate Ym, the chord, or simplified 
Newton, method obtains the next iterate by solving 
or equivalently, 
Y m+l = $+ h7f(yrn) + h7J(ym+l - y”), (2) 
Y m+l = g(yrn) = (I - hyJ)-‘[$ + h7f(yrn) - hyJyrn]. 
This is formally the same as the simple, or functional, iteration used for non-stiff problems 
when J is taken to be 0. As used in the codes, the vector function g is a contraction mapping. 
A little calculation shows that 
g(u) - g(v) = (I- h7J)-‘h7[(f(4 - Ju) - (f(v) - Jv>l. 
The difference j(y) - Jy indicates the deviation of f from linearity. It is always assumed 
that f satisfies a Lipschitz condition, and in this context the more relevant quantity is what 
Deuflhard [2] calls the “deflated” Lipschitz constant ,C: 
II(f(u) - Ju) - (f(v) - Jv)II I4b - 41. 
With this concept we have 
IMu) - dv)ll I ll(I - ~7J)--‘ll~7~ll~ - 41. 
(The term hy is positive.) 
In the case of simple iteration, J = 0, this bound for the contraction constant shows that 
there is convergence for all sufficiently small step sizes h, and the rate of convergence is 
proportional to hy. The matter is more complicated for stiff problems. To get convergence 
for “large” step sizes, it is necessary that J be close to the local Jacobian so that L is 
“small.” A stiff problem is characterized by Jacobians with eigenvalues A such that ]hx] is 
“small” or X has negative real part. A concept much used to study stiff problems is that of 
logarithmic norm p[J]. This is associated with a vector norm and has many of the properties 
of a matrix norm, but it can be a negative number. It is an upper bound for the real part of 
the eigenvalues of J, so a reasonable description of J when solving stiff problems is that p[J] 
is either negative or hp[J] is “small.” Details about logarithmic norms and their properties 
can be found in [l, $1.51. With the properties presented there, it is easy to prove that 
Il!du) - S(~>ll I 1 _Ifiry7;[J] b - ‘11, 
provided that 1 > hyp[J]. A little calculation shows that this bound on the rate of contrac- 
tion is a monotonely increasing function of hy. 
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Suppose now that the integration has reached (x,,, y,,) and we wish to consider which of 
two formulas to use for the next step. One formula is specified by (1). The other will be 
distinguished with capital letters: 
Y = Hl?f(Y) + \E. (3) 
It is to be recognized that the two step sizes h and H may be different. The argument about 
the rate of contraction of the two kinds of iteration for the computation of y* apply without 
change to the computation of the solution Y’ of (3) because the same approximate Jacobian 
J is to be used in both cases. It was observed that with both kinds of iteration, a bound on 
the rate of convergence is monotone in hy. This means that if r < y, then with the same 
step size, H = h, the system (3) will be solved faster, at least according to the bounds. 
Alternatively, solution of the second system is just as fast as solution of the first when the 
larger step size H = h(-y/I’) is used. Recall that y is monotonely decreasing as a function 
of order for both the AMFs and BDFs. An increase of order would be contemplated only if 
an increase of step size were possible. Generally, an increase of step size reduces the rate of 
convergence of the solution of (l), but we see that this is counteracted in part in (3) by the 
reduction of y to r. Unfortunately, the y decrease so slowly as the order is increased that 
the benefit is not large, but it is a help rather than a hindrance. 
These arguments are based on bounds on the rate of convergence. It is illuminating to 
consider the actual rate. A standard analysis [3, Chapter lo] shows that the iteration (2) 
converges at a rate given by the spectral radius of the derivative of g evaluated at y*: 
g’(y*) = (I - hyJ)-‘hy[g(y*) - J]. 
The equivalent expression for the system (3) is 
g’(Y*) = (I - HI’J)-‘HI’@‘*) - J]. 
If Hr = h-y, these expressions differ only in the argument of the Jacobian. If f is linear, 
they are exactly the same. When solving stiff problems, it is crucial that the Jacobian be 
nearly constant so that it can be approximated well by a constant matrix J. Both y* and 
Y* approximate the solution y(x) of the differential equation. They differ both because 
the formulas are different and because they do not approximate y(z) at the same point - 
the step sizes are different. Still, y( z cannot change rapidly when the problem is stiff so ) 
y’ M Y’. It appears that if y is not greatly different from I and if we are solving a stiff 
problem, then the actual rates of convergence will be about the same when the step size 
H has the larger value H = by/I’. Th e same conclusion is drawn in the case of non-stiff 
problems. 
In summary, as best we can judge from bounds on the rate of convergence and from 
approximations to the actual rate, increasing the order within the families of the Adams- 
Moulton and backward differentiation formulas is beneficial for the evaluation of the implicit 
formula. The benefit is modest for these formulas, but it does not support a bias towards 
lowering the order in variable order codes. 
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