Propuestas arquitectónicas para servidores Web distribuidos con réplicas parciales by García Sánchez, José Daniel
Universidad Carlos III de Madrid
Escuela Polite´cnica Superior
TESIS DOCTORAL
Propuestas arquitecto´nicas para servidores Web
distribuidos con re´plicas parciales
Junio de 2005
Autor: Jose´ Daniel Garc´ıa Sa´nchez
Directores: Jesu´s Carretero Pe´rez
Fe´lix Garc´ıa Carballeira

Tesis Doctoral
Propuestas arquitecto´nicas para servidores Web distribuidos con
re´plicas parciales
Autor: Jose´ Daniel Garc´ıa Sa´nchez
Directores: Jesu´s Carretero Pe´rez
Fe´lix Garc´ıa Carballeira
Presidente D. ............................................................
Vocal D. ............................................................
Vocal D. ............................................................
Vocal D. ............................................................
Secretario D. ............................................................
Realizado el acto de defensa y la lectura de tesis en .............................. el d´ıa ........ de
.......................... del an˜o 2005.
Calificacio´n: ..............................................
El Presidente El Secretario
Los Vocales

A mi esposa, Flor,
sin cuyo apoyo nunca
habr´ıa comenzado el doctorado.
A mis hijos, Carlos y Mar´ıa.
Por el tiempo que esta tesis les robo´.

Resumen
En esta tesis se propone una arquitectura distribuida de servidor Web, basada en switch
distribuido y replicacio´n parcial de contenidos, que permite alcanzar una alta escalabilidad
en cuanto a los volu´menes de datos manipulados sin que se produzca un deterioro en la
fiabilidad del sistema resultante, haciendo posible adema´s que la asignacio´n de contenidos se
adapte de forma dina´mica a las necesidades del servicio.
Ma´s concretamente, las propuestas realizadas en esta tesis incluyen:
• Una familia novedosa de soluciones arquitecto´nicas de cluster Web con switch distribui-
do que satisface los objetivos de replicacio´n parcial y distribucio´n dina´mica de re´plicas,
mitigando las debilidades relativas a la fiabilidad.
• Un algoritmo de asignacio´n de re´plicas que hace que los elementos con mayor frecuencia
de acceso sean replicados en ma´s nodos servidores que los elementos con baja frecuencia
de acceso.
• Una estrategia de replicacio´n dina´mica de contenidos que permite determinar cuan-
do es necesario realizar la redistribucio´n de contenidos y co´mo debe realizarse dicha
redistribucio´n.
• La adaptacio´n de tres pol´ıticas de asignacio´n de peticiones al caso de replicacio´n parcial
de contenidos: la pol´ıtica esta´tica circular, la pol´ıtica de asignacio´n al nodo menos car-
gado y la pol´ıtica de distribucio´n de peticiones dependiente de la localidad de referencias
(LARD).
Las evaluaciones realizadas han demostrado que la fiabilidad de un sistema Web basado en
cluster esta´ limitada por la fiabilidad de su switch Web. As´ı mismo en esta tesis se demuestra
que un sistema basado en replicacio´n parcial que utilice un nu´mero relativamente bajo de
re´plicas ofrece una fiabilidad equivalente a la de un sistema totalmente replicado, aunque
ofrece una capacidad de almacenamiento mucho mayor. Adema´s, la replicacio´n parcial no
afecta negativamente al rendimiento global del sistema.
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Abstract
In this thesis a new Web server distributed architecture is proposed. The proposed archi-
tecture is based on the usage of a distributed switch and the partial replication of contents,
in such a way that a high scalability can be achieved regarding managed data volume and
without a reliability loss of the resulting system. Besides, content allocation may be adapted
to service needs.
The proposals presented in this thesis include:
• A new family of architecture solutions based on a Web cluster with distributed switch
which satisfies the goals of partial replication and dynamic replica distribution reducing
the reliability weaknesses.
• A replica allocation algorithm making the highly accessed elements to be replicated in
more server nodes than the lowly accessed elements.
• A dynamic content replication strategy which allows to determine when content redis-
tribution is needed and how this redistribution must be performed.
• The adaptation of three request dispatching policies to the case of partial content
replication: round robin dispatching, less loaded node dispatching and locality aware
request distribution dispatching (LARD).
Evaluations have proved that the reliability of a cluster based Web system is limited by
its Web switch reliability. In the same way, this thesis shows that a partial replication based
system using a relatively low number of replicas offers an equivalent reliability to that of a
system based on full replication, while its storage capacity is much higher. Besides, partial
replication does not affect in a negative way to the global system performance.
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Cap´ıtulo 1
Introduccio´n
En este cap´ıtulo se realiza una introduccio´n al trabajo realizado en esta tesis. Primeramente,
se presenta una motivacio´n del problema que se trata en el trabajo. Posteriormente, se plan-
tean los objetivos que se pretende alcanzar. Finalmente, se describe la organizacio´n del resto
del documento.
1.1 Motivacio´n
Desde hace pocos an˜os, Internet ha cambiado la manera en que los individuos trabajan y
se relacionan entre s´ı. La comunicacio´n entre individuos, compan˜´ıas e instituciones es ahora
fa´cil e instanta´nea a nivel mundial y, de igual manera, el acceso a una enorme cantidad de
informacio´n es tan variada como el quehacer humano. La demanda de servicios basados en
Web sigue creciendo y, como consecuencia de ello, los servidores Web se enfrentan cada vez a
una mayor carga. Los problemas de rendimiento de las arquitecturas de servidores Web sera´n
incluso mayores en el futuro debido al crecimiento en el nu´mero de usuarios que acceden a los
servicios y al incremento en los volu´menes de informacio´n que las organizaciones necesitan
poner a disposicio´n de sus clientes.
El creciente desarrollo de las aplicaciones basadas en Web ha creado un enorme intere´s
en el disen˜o y la construccio´n de software y hardware para este tipo de sistemas que permita
satisfacer las necesidades de rendimiento a medida que se incrementa el nu´mero de usuarios
que accede a los sistemas. Dado que la escalabilidad es una de las principales caracter´ısticas
requeridas para este tipo de sistemas, la construccio´n de servidores Web distribuidos se aprecia
como una de las soluciones ma´s efectivas para satisfacer esta necesidad.
Debido a la complejidad de la infraestructura de Internet, los problemas de rendimiento
pueden aparecer en muchos puntos durante la interaccio´n entre un cliente y un sistema basado
en Web. Por ejemplo, podr´ıan aparecer en la red debido a una congestio´n en los routers, o
bien, podr´ıan aparecer en el servidor de bases de datos por falta de capacidad.
No obstante, al tratarse Internet de una red sin administracio´n centralizada, el sitio Web
es el u´nico componente que se encuentra bajo control directo del proveedor de contenidos. El
resto de componentes escapan a su control. Es por esto que las u´nicas estrategias aplicables
a corto plazo son aquellas que no requieren actuacio´n sobre el resto de componentes (desde
los protocolos utilizados, pasando por los servidores proxy hasta las clientes Web).
1
2 CAPI´TULO 1. INTRODUCCIO´N
Por otra parte se estima que la contribucio´n de los servidores Web a la latencia total de
una transaccio´n Web supera el 40% [1]. Existen, al menos, dos razones que pueden hacer que
este porcentaje se incremente en el futuro: la reduccio´n de la latencia de red y el aumento de
taman˜o de los contenidos.
En primer lugar, el ancho de banda de las redes es cada vez mayor en comparacio´n con la
capacidad de los servidores. En 1997 Gilder [2] predijo un incremento anual en el ancho de
banda superior al 100%. Esta prediccio´n parece confirmarse segu´n algunos trabajos [3, 4, 5, 6].
Adema´s, los sitios Web han ido evolucionando a lo largo del tiempo. Durante este proceso
evolutivo se ha pasado de sitios que conten´ıan principalmente texto a sitios que ofrecen
contenidos en diversos formatos incluyendo ima´genes, sonidos y v´ıdeos. Esto hace que los
contenidos que se sirven tengan cada vez un mayor taman˜o, lo que hace que cada vez sea
necesario ma´s tiempo para recuperar dichos contenido de disco antes de enviarlos por la red.
Los servidores Web distribuidos ya sean geogra´ficamente distribuidos [7] o localmente dis-
tribuidos [8] se presentan como una solucio´n escalable al problema de aumento de prestaciones
de servicios basados en Web.
Existen diversas soluciones que permiten la construccio´n de servidores Web distribuidos.
Estas soluciones se basan, bien en la replicacio´n total de contenidos (todos los contenidos
se replican en todos los nodos servidores), bien en la distribucio´n total de contenidos (todos
los contenidos se distribuyen de forma que cada elemento se encuentra en un u´nico nodo
servidor).
Si todos los contenidos se encuentran replicados en todos los nodos servidores (lo que
suele ser la alternativa ma´s habitual), se dispone de sistemas altamente tolerantes a fallos y
muy fiables. No obstante, este tipo de sistemas presenta limitaciones cuando el volumen de
informacio´n que se desea publicar crece. De hecho, la adicio´n de nuevos nodos servidores no
permite escalar la capacidad de almacenamiento.
Si los contenidos se encuentran totalmente distribuidos, de forma que cada archivo se
encuentre alojado en un u´nico nodo servidor, el sistema resultante presenta una tolerancia a
fallos mucho menor, as´ı como una menor fiabilidad. Por otra parte, como cada archivo sola-
mente tiene que almacenarse en un u´nico nodo, la capacidad de almacenamiento conseguida
con los mismos recursos es mucho mayor. Y lo que es ma´s importante, la capacidad de alma-
cenamiento es fa´cilmente escalable y se incrementa al incorporar nuevos nodos servidores al
sistema.
Entre estas dos alternativas (la replicacio´n total de contenidos y la distribucio´n total), se
puede situar una tercera, la replicacio´n parcial, consistente en almacenar un cierto nu´mero
de copias de cada elemento. Esta tercera alternativa constituye una parte fundamental de las
propuestas presentadas en esta tesis.
1.2 Objetivos
A la vista de las necesidades de incremento de volumen de almacenamiento de forma que se
mantenga un nivel aceptable de fiabilidad, en esta tesis se plantea como objetivo principal
el disen˜o de una arquitectura de servidor Web que se base en una replicacio´n parcial de
contenidos de forma que se pueda alcanzar una alta escalabilidad en cuanto a los volu´menes
de datos manipulados sin que se produzca un deterioro en la fiabilidad del sistema resultante
y permitiendo que la asignacio´n de contenidos se adapte de forma dina´mica a las necesidades
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del servicio.
La tesis estudiara´ las arquitecturas existentes en la actualidad y sus pol´ıticas de encamina-
miento asociadas, con el objeto de determinar las posibles soluciones que permitan basarse en
la replicacio´n parcial de contenidos y la adaptacio´n dina´mica de los mismos a las necesidades
del servicio.
Objetivos ma´s espec´ıficos de esta tesis son:
• Estudiar las arquitecturas que son susceptibles de ser adaptadas a la situacio´n de repli-
cacio´n parcial de contenidos.
• Realizar una propuesta de arquitecturas especialmente adaptadas para la replicacio´n
parcial de contenidos y la adaptacio´n dina´mica de los mismos.
• Estudiar el problema de la asignacio´n de re´plicas a los nodos servidores.
• Proponer un algoritmo de asignacio´n de re´plicas a nodos servidores basado en las pro-
babilidades de acceso a los contenidos.
• Proponer una pol´ıtica de asignacio´n de peticiones a los nodos servidores que tiene en
cuenta que los contenidos se encuentran parcialmente replicados.
La tesis se ocupa del servicio de las peticiones esta´ticas, no incluye´ndose el tratamiento
de las peticiones dina´micas. Las peticiones esta´ticas son aquellas que no requieren un pro-
cesamiento especial por parte del servidor para construir la respuesta, sino que devuelven
el contenido de un archivo que reside en dicho servidor. El tratamiento de las peticiones
dina´micas se ha dejado como un trabajo futuro.
1.3 Organizacio´n del documento
El resto de este documento se ha organizado de la siguiente forma:
• El cap´ıtulo 2 presenta las arquitecturas de servidores Web distribuidos existentes en la
actualidad y describe sus te´cnicas de encaminamiento asociadas.
• El cap´ıtulo 3 estudia las arquitecturas susceptibles de ser adaptadas a la situacio´n de
replicacio´n parcial de contenidos y presenta las propuestas arquitecto´nicas realizadas.
• El cap´ıtulo 4 realiza una propuesta de las pol´ıticas de asignacio´n de re´plicas a nodos
servidores y de asignacio´n de peticiones.
• El cap´ıtulo 5 presenta los resultados de las evaluaciones realizadas.
• El cap´ıtulo 6 presenta las conclusiones del trabajo.
• Al final del documento se presentan las referencias bibliogra´ficas utilizadas para la
realizacio´n de esta tesis.
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Cap´ıtulo 2
Estado de la cuestio´n
En este cap´ıtulo se presentan las arquitecturas de servidores Web distribuidos actualmente
existentes y se describen sus te´cnicas de encaminamiento asociadas. Las arquitecturas de
servidores Web distribuidos han aparecido en los u´ltimos an˜os como alternativa a otros me-
canismos de escalado para servidores Web con el objetivo de resolver limitaciones derivadas
del uso de un u´nico computador. Cada una de las arquitecturas presentadas lleva asocia-
dos unos mecanismos espec´ıficos de encaminamiento de peticiones que permiten traspasar
las peticiones de un componente a otro del servidor Web distribuido. Dichos mecanismos de
encaminamiento tambie´n se estudian en este cap´ıtulo.
Por u´ltimo, en este cap´ıtulo tambie´n se presentan las pol´ıticas existentes para la asignacio´n
de peticiones, que son las responsables de decidir que´ elemento de un servidor Web distribuido
es responsable de dar servicio a una peticio´n determinada.
En la seccio´n 2.1 se presenta las te´cnicas generales para escalar las prestaciones de un
servidor Web. En la seccio´n 2.2 se presentan las distintas arquitecturas distribuidas existentes
en la actualidad, as´ı como los mecanismos de encaminamiento de peticiones disponibles en
cada una de las arquitecturas. En la seccio´n 2.3 se realiza una presentacio´n general de los
distintos tipos de pol´ıticas de asignacio´n de peticiones existentes. La seccio´n 2.4 presenta las
pol´ıticas de asignacio´n de peticiones que no utilizan informacio´n de estado. La seccio´n 2.5
presenta las pol´ıticas de asignacio´n de peticiones que se basan exclusivamente en informacio´n
del cliente que origina la peticio´n. La seccio´n 2.6 presenta las pol´ıticas de asignacio´n de
peticiones que se basan en informacio´n de estado del servidor. La seccio´n 2.7 presenta pol´ıticas
que son exclusivas de una arquitectura concreta (los sistemas Web distribuidos). Finalmente
la seccio´n 2.8 resume los contenidos del cap´ıtulo.
2.1 Escalabilidad de los servidores Web
Cuando es necesario mejorar el rendimiento de un servidor Web las dos primeras alternativas
que se plantean son el escalado hardware y el escalado software. Ambas alternativas cumplen
con la restriccio´n de mantener el servidor Web alojado en un u´nico nodo.
El escalado hardware consiste en la mejora de los recursos f´ısicos del servidor. Esto puede
conseguirse bien migrando el sistema a una nueva ma´quina con mayores prestaciones, o bien,
an˜adiendo ma´s recursos a la ma´quina, como podr´ıa ser la adicio´n de ma´s procesadores, discos
o memoria. Esta solucio´n suele ayudar a resolver problemas puntuales a corto plazo, pero
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puesto que el nu´mero de recursos que se pueden alojar en una ma´quina es limitado, no se
puede considerar su aplicacio´n continuada a lo largo del tiempo.
El escalado software consiste en la mejora de los componentes software del servidor [8],
bien sean estas mejoras, del sistema operativo o del propio servidor Web.
Una alternativa en este sentido es la mejora de un sistema operativo concreto como UNIX
[9]. En [10] se propone la adicio´n de nuevas caracter´ısticas al sistema operativo como los
contenedores de recursos (que permiten controlar la utilizacio´n de los recursos del nu´cleo por
parte de las distintas tareas de un servidor) y en [11] se propone la mejora de las llamadas
al sistema para el soporte de eventos (dividiendo la llamada al sistema select() en dos
llamadas distintas).
Otra propuesta, es la modificacio´n del sistema operativo [12, 13] de forma que se permita el
env´ıo directo de datos desde la cache´ del sistema de archivos a la red. Esta mejora se encuentra
disponible en la Windows NT [14] y sus sucesores mediante la funcio´n TransmitFile()[15].
El sistema operativo tambie´n se puede mejorar introduciendo modificaciones que propor-
cionen un mecanismo unificado de gestio´n de bu´feres y cache´s como IO-Lite [16]. El objetivo
de dicho mecanismo es reducir las copias de datos mediante la unificacio´n de bu´feres y cache´s
de los distintos subsistemas de entrada/salida.
Otra opcio´n es la mejora del servidor Web. Se han propuesto diversas medidas [12, 13]
para la mejora del servidor Web Apache [17] como el uso de una cache´ en el espacio de
usuario, la aceleracio´n de la generacio´n de los logs o el uso de una cache´ para la traduccio´n de
URL’s a nombres de archivo. Otro servidor Web, Flash [18], intenta evitar el bloqueo de sus
hilos y procesos. Para ello Flash tiene una arquitectura denominada arquitectura multiproceso
dirigida por eventos que desacopla la entrada/salida a disco del procesamiento de peticiones.
2.2 Arquitecturas distribuidas
La mejora de un servidor Web no resuelve el problema de la escalabilidad. Otra posible
solucio´n es el uso de una arquitectura distribuida, en la que que un conjunto de nodos ofrecen
el servicio. De esta forma la escalabilidad se obtiene an˜adiendo nuevos nodos al sistema [8].
En todos estos sistemas, es necesario distribuir la carga entre los distintos nodos.
La Figura 2.1 muestra una arquitectura general. El servidor Web esta´ compuesto por un
conjunto de nodos que pueden recibir peticiones y procesarlas. El conjunto de todos los nodos
ofrece una imagen u´nica, de forma que los clientes no son conscientes de los nombres o las
localizaciones de los nodos que componen el sistema Web. Desde el punto de vista de los
clientes, se accede al sitio Web mediante una u´nica interfaz virtual o nombre de sitio.
El sitio Web recibe peticiones realizadas por los clientes. Se debe observar que cuando un
usuario realiza una peticio´n (por ejemplo pinchando en un hiperenlace), esta peticio´n suele
traducirse en varias peticiones al servidor (una peticio´n para cada objeto que forma la pa´gina).
Cuando se realiza una peticio´n (por ejemplo: http://www.uc3m.es/index.html), el cliente
extrae el nombre del dominio (www.uc3m.es) y resuelve el nombre de dominio para encontrar
la correspondiente direccio´n IP. El cliente establece una conexio´n TCP con la direccio´n IP y
la utiliza para enviar la peticio´n y recibir la respuesta. En caso de tratarse la versio´n 1.0 del
protocolo HTTP [19], se utiliza una conexio´n nueva para cada peticio´n. Por el contrario si se
trata de la versio´n 1.1 [20], se utiliza la misma conexio´n.
Las arquitecturas distribuidas existentes [8] se pueden clasificar en tres familias:
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Figura 2.1: Arquitectura distribuida general de un servidor Web.
Sistemas Web basados en cluster La direccio´n IP de los nodos del cluster no es visible
para los clientes. En lugar de esto, los clientes utilizan una direccio´n IP virtual que
se corresponde con algu´n dispositivo de distribucio´n situado entre los clientes y los
servidores Web.
Clusters Web virtuales La direccio´n IP de los nodos del cluster no es visible para los
clientes. En su lugar, los clientes utilizan una direccio´n IP virtual que es compartida
por todos los nodos servidores.
Sistemas Web distribuidos Cada nodo dispone de una direccio´n IP distinta que es pu´blica
y visible para todos los clientes. No existe en este caso ningu´n dispositivo intermedio,
por lo que cualquier peticio´n puede llegar a cualquier nodo.
Sea cual sea la arquitectura distribuida utilizada, es necesario realizar algu´n tipo de repar-
to de las peticiones. Esto requiere, por una parte, un mecanismo de asignacio´n de peticiones,
que decida que´ nodo debe procesar cada peticio´n. Por otra parte, es necesario un mecanismo
de encaminamiento de peticiones que dirija la peticio´n al nodo seleccionado.
2.2.1 Sistemas Web basados en cluster
Un sistema Web basado en cluster [21] o cluster Web esta´ formado por un conjunto de nodos
que se conoce pu´blicamente a trave´s de un u´nico nombre y una direccio´n IP virtual. La
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direccio´n IP virtual se corresponde con un u´nico dispositivo frontal que actu´a de interfaz
entre Internet y los nodos servidores. Este elemento frontal se suele denominar switch Web.
El switch Web recibe todas las peticiones dirigidas a la direccio´n IP virtual y las encamina a
algu´n nodo servidor. La Figura 2.2 muestra la arquitectura general de un sistema Web basado
en cluster.
Figura 2.2: Arquitectura general de un sistema Web basado en cluster.
En un cluster Web el switch Web es el elemento que define el comportamiento del sistema.
Dependiendo del modo en que el switch analiza y procesa las peticiones se tienen dos grupos
de encaminamiento de peticiones.
El encaminamiento independiente del contenido se produce cuando el switch analiza las
peticiones al nivel TCP (lo que equivale al nivel 4 del modelo OSI [22]). Este tipo de enca-
minamiento se realiza a un nivel de protocolo en el que no se pueden analizar las peticiones
HTTP lo que tiene como ventaja un mayor nivel de eficiencia, pero con el coste de no poder
tomar decisiones en funcio´n de la peticio´n realizada.
El encaminamiento dependiente del contenido se produce cuando el switch analiza la
peticio´n HTTP antes de realizar el encaminamiento. Esto requiere que el switch establezca
una conexio´n TCP completa con el cliente y examine el contenido completo de la peticio´n
HTTP antes de decidir el nodo al que se asigna la peticio´n. Este encaminamiento es menos
eficiente que el anterior, pero permite la aplicacio´n de pol´ıticas mas complejas que tengan en
cuenta los atributos de cada peticio´n individual.
Independientemente del tipo de encaminamiento utilizado, los sistemas Web basados en
cluster se pueden clasificar atendiendo al camino que sigue el flujo de respuesta desde el nodo
2.2. ARQUITECTURAS DISTRIBUIDAS 9
que sirve la peticio´n hasta el cliente. Dependiendo del camino seguido se tienen arquitecturas
unidireccionales o arquitecturas bidireccionales.
Las arquitecturas de flujo bidireccional son aquellas en que las respuestas del nodo servidor
vuelven a pasar por el switch Web, que es el encargado de transmitir las respuestas a los
clientes. Este tipo de arquitecturas son ma´s sencillas pero menos eficientes, ya que el switch
se tiene que encargar tanto de los paquetes entrantes como de los salientes.
En las arquitecturas de flujo unidireccional, los nodos que sirven las peticiones env´ıan
las respuestas directamente a los clientes. En este caso el switch Web solamente tiene que
procesar las peticiones (pero no sus respuestas) con lo que se consigue un mayor grado de
eficiencia. No obstante, estas arquitecturas requieren que los nodos dispongan de una conexio´n
independiente para los paquetes de salida.
La tabla 2.1 ofrece una clasificacio´n de las principales soluciones atendiendo al tipo de
encaminamiento y los caminos seguidos por las respuestas.
Encaminamiento
Independiente
del contenido
Dependiente
del contenido
Flujo
bidireccional
Doble reescritura
Pasarela TCP
Empalme TCP
Flujo
unidireccional
Reescritura simple de paquete
Encapsulado de paquetes
Reenv´ıo de paquetes
Cesio´n TCP
Tabla 2.1: Clasificacio´n de arquitecturas para sistemas Web basados en cluster.
2.2.1.1 Doble Reescritura
En la doble reescritura de paquetes [23], la direccio´n privada de cada nodo es una direccio´n IP
privada. El switch Web reescribe, tanto los paquetes entrantes como los paquetes salientes.
Cuando un paquete llega desde el exterior al Web switch, e´ste cambia en la cabecera del
paquete la direccio´n IP virtual (es decir, la direccio´n del switch Web) por la direccio´n del nodo
seleccionado. Cuando un paquete llega al switch Web desde un nodo del cluster, e´ste cambia
la direccio´n IP del nodo por la direccio´n IP virtual. La Figura 2.3 muestra el funcionamiento
de un switch Web con doble reescritura.
2.2.1.2 Reescritura Simple
En la reescritura simple de paquetes [24], la direccio´n privada de cada nodo es tambie´n una
direccio´n IP privada. En esta arquitectura, el switch Web realiza la reescritura de los paquetes
entrantes. Cuando los nodos env´ıan la respuesta, no lo hacen a trave´s del switch Web. En
vez de esto, el nodo reescribe los paquetes salientes sustituyendo su propia direccio´n IP por
la direccio´n IP del switch Web. La Figura 2.4 muestra el funcionamiento de un switch Web
con reescritura simple.
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Figura 2.3: Flujo de paquetes en un cluster Web con doble reescritura.
Figura 2.4: Flujo de paquetes en un cluster Web con reescritura simple.
2.2.1.3 Encapsulado de paquetes
El encapsulado de paquetes [25] crea por cada paquete recibido en el switch Web un nuevo
paquete que tiene como informacio´n el paquete recibido. Cuando un nodo recibe un paquete
encapsulado analiza la informacio´n del paquete interno y env´ıa las respuestas directamente
al cliente. La Figura 2.5 muestra el funcionamiento de un switch Web con encapsulado de
paquetes.
2.2.1.4 Reenv´ıo de paquetes
El reenv´ıo de paquetes [26] se basa en el uso de direcciones privadas para los nodos al nivel
MAC. Todos los nodos comparten con el switch Web la direccio´n IP virtual. Los paquetes
llegan al switch Web que, los reenv´ıa al nodo correspondiente reescribiendo la direccio´n MAC
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Figura 2.5: Flujo de paquetes en un cluster Web con encapsulado de paquetes.
en la direccio´n destino (nivel 2 del protocolo). Como todos los nodos tienen configurada la
direccio´n IP virtual, reconocen los paquetes como suyos y pueden contestar directamente al
cliente. La Figura 2.6 muestra el funcionamiento de un switch Web con reenv´ıo de paquetes.
Figura 2.6: Flujo de paquetes en un cluster Web con reenv´ıo de paquetes.
2.2.1.5 Pasarela TCP
El switch Web mantiene conexiones TCP persistentes con cada uno de los nodos servidores
[27]. Cuando llega una peticio´n HTTP al switch, e´ste retransmite la peticio´n al nodo selec-
cionado. Cuando el nodo contesta al switch Web, e´ste tambie´n se encarga de retransmitir la
respuesta al cliente. En esta solucio´n toda la retransmisio´n se hace en la capa de aplicacio´n
(HTTP). La Figura 2.7 muestra el funcionamiento de un switch Web con pasarela TCP.
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Figura 2.7: Flujo de paquetes en un cluster Web con pasarela TCP.
2.2.1.6 Empalme TCP
El empalme TCP supone una mejora sobre la pasarela TCP [28]. Para obtener una mejora
de rendimiento, se evita que los datos tengan que llegar hasta el nivel de aplicacio´n y se
realiza su tratamiento en el nivel de red. Cuando se establece una conexio´n TCP entre un
cliente y el switch Web, e´ste u´ltimo selecciona un nodo servidor y trata todos los paquetes
correspondientes a dicha conexio´n realizando sustituciones en las cabeceras IP y TCP. El
empalme TCP se puede implementar mediante mecanismos hardware [29], la modificacio´n
del sistema operativo [30, 31, 32, 33, 34, 35, 36] o una biblioteca de funciones para sockets
[37]. La Figura 2.8 muestra el funcionamiento de un switch Web con empalme TCP.
Figura 2.8: Flujo de paquetes en un cluster Web con empalme TCP.
2.2.1.7 Cesio´n de conexio´n TCP
El protocolo cesio´n de conexio´n TCP [38, 39, 40, 41, 42, 43] permite que el switch Web ceda
a un nodo servidor la conexio´n con el cliente, de forma que el nodo servidor pueda contestar
directamente. Cuando el switch Web recibe una peticio´n, selecciona un nodo servidor y le
env´ıa la peticio´n. Cuando llegan ma´s paquetes al switch Web que se corresponden con la
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misma conexio´n, e´ste simplemente reenv´ıa los paquetes al nodo servidor responsable de esa
conexio´n. Antes de enviar cualquier paquete a un nodo servidor, se reescriben los paquetes con
la direccio´n del cliente. De esta forma, los nodos servidores pueden contestar directamente
a los clientes, simplemente reescribiendo los paquetes con la direccio´n del switch Web. La
Figura 2.9 muestra el funcionamiento de un switch Web con cesio´n de conexio´n TCP.
Figura 2.9: Flujo de paquetes en un cluster Web con cesio´n de conexio´n TCP.
2.2.2 Clusters Web virtuales
Un cluster Web virtual [44, 45, 46] esta´ formado por un conjunto de nodos que tienen todos
asignada la misma direccio´n IP. En este caso no existe ningu´n dispositivo central. Por el
contrario, todas las peticiones llegan a todos los nodos del cluster. Cada nodo debe realizar
un proceso de filtrado y decidir que´ peticiones debe procesar y que´ peticiones debe descartar.
La Figura 2.10 muestra la arquitectura general de un cluster Web virtual.
Es necesario que un u´nico nodo sirva cada peticio´n. La solucio´n ma´s comu´n suele ser que
cada nodo evalu´e una funcio´n hash sobre la direccio´n IP del cliente y su puerto para decidir
si debe procesar o no la peticio´n.
Para conseguir que todas las peticiones lleguen a todos los nodos de la red, se asigna la
misma direccio´n IP a todos los nodos. Por tanto, el encaminamiento se realiza a nivel MAC.
Existen dos soluciones alternativas para la construccio´n de clusters Web virtuales: unicast
MAC y multicast MAC.
Unicast MAC Todos los nodos se configuran con la misma direccio´n MAC. Esto implica
que todos los nodos tienen que estar en la misma red y que no pueden comunicarse
entre ellos.
Multicast MAC Todos los nodos se configuran con una misma direccio´n MAC para mul-
ticast, pero cada nodo tiene su propia direccio´n MAC unicast y su propia direccio´n IP.
La direccio´n IP virtual se hace corresponder con la direccio´n MAC para multicast. Esta
segunda alternativa s´ı permite la comunicacio´n interna entre nodos.
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Figura 2.10: Arquitectura general de un cluster Web virtual.
2.2.3 Sistemas Web distribuidos
Un sistema Web distribuido esta´ formado por un conjunto de nodos, en el que cada nodo
tiene una direccio´n IP diferenciada y visible para los clientes. Cualquier peticio´n puede llegar
a cualquier nodo servidor. La Figura 2.11 muestra la arquitectura general de un sistema Web
distribuido.
En general, el encaminamiento en un sistema Web distribuido se realiza mediante la
resolucio´n de nombre de dominio (DNS). Mediante DNS, se traduce un nombre de dominio en
una direccio´n IP. Esto dar´ıa como resultado que siempre se encaminar´ıan todas las peticiones
al mismo nodo. Para evitar esto se puede utilizar la variante dina´mica de DNS [47]. Este
es un mecanismo muy simple que hace que cada vez que se realice una peticio´n al servidor
DNS este devuelva la direccio´n de algu´n nodo del sistema y un tiempo de validez para dicha
asignacio´n. La asignacio´n dina´mica puede ser c´ıclica [48, 49] o bien utilizar otra estrategia
[50].
No obstante, la resolucio´n dina´mica de DNS es de una utilidad bastante limitada. Esto es
debido al sistema de cache´s de DNS existente en Internet. De hecho, diversas medidas [24, 51]
muestran que el nu´mero de peticiones para los que se realiza una consulta al servidor de DNS
autoritativo (el u´nico sobre el que se puede tener control) es menor del 5% del total.
Independientemente de la utilizacio´n o no de un mecanismo de encaminamiento mediante
DNS dina´mico, un sistema Web distribuido necesita un mecanismo adicional de encamina-
miento que permita que un nodo pueda traspasar ciertas peticiones a otro nodo del sistema.
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Figura 2.11: Arquitectura general de sistema Web distribuido.
El encaminamiento de peticiones se puede realizar con distintos mecanismos como la
triangulacio´n, la reescritura de URL o la redireccio´n HTTP. Estos mecanismos se describen
a continuacio´n.
2.2.3.1 Triangulacion
La triangulacio´n [48] sigue una idea bastante parecida al encapsulado de paquetes (ve´ase en-
capsulado de paquetes en 2.2.1.3). Cuando un nodo decide redirigir la peticio´n a otro nodo,
encapsula sus paquetes y los reenv´ıa al nodo seleccionado. Cuando llegan nuevos paquetes,
e´stos tambie´n se encapsulan y se reenv´ıan al nuevo nodo. El nodo seleccionado contesta
directamente al cliente, reescribiendo previamente los paquetes salientes. Obse´rvese, que la
triangulacio´n puede implementarse en la capa TCP y ser por tanto independiente del conte-
nido. La Figura 2.12 muestra el flujo de paquetes en un sistema Web con triangulacio´n.
2.2.3.2 Reescritura de URL
La reescritura de URL [52, 53, 54] es especialmente u´til cuando los contenidos son complejos
y esta´n compuestos de muchos elementos enlazados entre si. La idea ba´sica consiste en hacer,
que cuando se realiza una peticio´n de un objeto (por ejemplo, una pa´gina Web) que contiene
referencias a otros elementos, estas referencias se sustituyan dina´micamente por referencias a
objetos en otros nodos. La Figura 2.13 muestra el flujo de peticiones en un sistema Web con
reescritura de URL.
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Figura 2.12: Flujo de paquetes en un sistema web distribuido con triangulacio´n.
Figura 2.13: Flujo de paquetes en un sistema Web distribuido con reescritura de URL.
2.2.3.3 Redireccio´n HTTP
La redireccio´n HTTP es un mecanismo soportado por el protocolo HTTP (tanto en su versio´n
1.0 [19] como en su versio´n 1.1 [20]). Cuando un nodo decide redirigir una peticio´n a otro
nodo, contesta al cliente con un mensaje de redireccio´n. Es responsabilidad del cliente enviar
una nueva peticio´n al nodo indicado. La Figura 2.14 muestra el flujo de peticiones en un
sistema Web con redireccio´n de peticiones HTTP.
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Figura 2.14: Flujo de paquetes en un sistema web distribuido con redireccio´n HTTP.
2.3 Pol´ıticas de asignacio´n de peticiones
Las pol´ıticas de asignacio´n de peticiones tienen como misio´n decidir que´ nodo debe procesar
cada peticio´n que llega al sistema. El resultado ideal de cualquier algoritmo de asignacio´n
de peticiones deber´ıa ser el equilibrio de carga (todos los nodos tienen la misma carga de
trabajo). No obstante, en muchos casos, es suficiente con alcanzar el reparto de carga (se
produce un reparto de peticiones entre los nodos) [55].
Cualquier algoritmo de asignacio´n de peticiones debe cumplir los siguiente requisitos:
1. Debe ser de baja complejidad. Un retardo en el algoritmo deteriora el rendimiento del
sistema.
2. El algoritmo debe ser computable haciendo uso exclusivamente de los esta´ndares y
protocolos actuales para Web.
3. La informacio´n de estado utilizada debe ser accesible para el nodo que evalu´a el algo-
ritmo.
El lugar de ejecucio´n del algoritmo de asignacio´n de peticiones var´ıa dependiendo de la
arquitectura del sistema.
En un sistema Web basado en cluster el lugar ideal para alojar el algoritmo de asignacio´n
de peticiones es el switch Web [8]. Esto se debe a que todas las peticiones pasan por el switch
Web, que es el responsable de transferir la peticio´n a algu´n nodo. Por tanto, es razonable que
la seleccio´n del nodo al que se asigna la peticio´n se realice en el mismo lugar donde se realiza
la transferencia de dicha peticio´n.
En un cluster Web virtual el algoritmo tiene que ser necesariamente de naturaleza distri-
buida, puesto que todas las peticiones llegan a todos los nodos. Es ma´s, como la aceptacio´n
o rechazo de paquetes se hace en la capa MAC, no es posible utilizar la informacio´n de la
peticio´n HTTP. Es por esto, por lo que normalmente se utiliza una funcio´n hash [45] basada
en la direccio´n del cliente (y posiblemente su puerto).
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En un sistema Web distribuido el algoritmo puede ser distribuido o centralizado. No
obstante siempre se debe tener en cuenta que la peticio´n puede llegar inicialmente a cualquier
nodo del sistema.
A continuacio´n se presenta una clasificacio´n de las pol´ıticas de asignacio´n de peticiones.
Pol´ıticas sin informacio´n de estado Estas pol´ıticas no tienen en cuenta ninguna infor-
macio´n de estado. La seleccio´n del nodo se realiza mediante alguna funcio´n que hace
corresponder a cada peticio´n un nodo.
Pol´ıticas basadas en informacio´n del cliente Estas pol´ıticas tienen en cuenta exclusiva-
mente la informacio´n proveniente del cliente. La asignacio´n del nodo se hace mediante
una funcio´n que determina el nodo a partir de datos contenidos en la peticio´n.
Pol´ıticas basadas en informacio´n del servidor Estas pol´ıticas tienen en cuenta la in-
formacio´n del estado de carga de los nodos servidores para seleccionar el nodo al que
se asigna la peticio´n. El uso de estas pol´ıticas se basa en la toma de algu´n ı´ndice que
indique el nivel de carga del nodo.
Pol´ıticas espec´ıficas para sistemas Web distribuidos Estas pol´ıticas tienen en cuenta
detalles arquitecto´nicos que las hacen u´nicamente utilizables en sistemas Web distri-
buidos.
2.4 Pol´ıticas sin informacio´n de estado
Estas pol´ıticas no tienen en cuenta ninguna informacio´n de estado. La seleccio´n del nodo
se realiza mediante alguna funcio´n que hace corresponder a cada peticio´n un nodo. Esta
seleccio´n se puede expresar como una funcio´n del nu´mero de peticio´n que da como resultado
el identificador del nodo seleccionado (ve´ase expresio´n 2.1).
f : N 7−→ [0, n− 1] (2.1)
La asignacio´n puede ser aleatoria esta´tica (ve´ase 2.4.1), circular esta´tica (ve´ase 2.4.2).
2.4.1 Asignacio´n aleatoria esta´tica
La asignacio´n aleatoria esta´tica utiliza una funcio´n que sigue una distribucio´n estad´ıstica
determinada. En el caso de que las capacidades de todos los nodos sean homoge´neas, es usual
utilizar una funcio´n que siga una distribucio´n uniforme (ve´ase ecuacio´n 2.2). Esto puede
conseguirse fa´cilmente utilizando un generador uniforme de nu´meros aleatorios.
P [f(i) = j] =
1
n
∀j ∈ [0, n− 1] (2.2)
Si las capacidades de procesamiento de los nodos no son homoge´neas se puede realizar
una asignacio´n de probabilidades basada en la capacidad relativa de cada nodo. Para ello se
determina la capacidad relativa de cada nodo a partir de su capacidad absoluta Cj (ve´ase
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ecuacio´n 2.3) y se utiliza dicha capacidad relativa como la tasa de peticiones que debe servir
dicho nodo.
P [f (i) = j] =
Cj
n∑
k=1
Ck
∀j ∈ [0, n− 1] (2.3)
2.4.2 Asignacio´n esta´tica circular
Otra alternativa es el uso de una pol´ıtica de asignacio´n circular (round-robin). La ecuacio´n 2.4
muestra una funcio´n de asignacio´n circular.
f (i) = i mo´d n (2.4)
Para obtener una asignacio´n de este tipo basta con guardar la u´ltima asignacio´n. Si la
u´ltima peticio´n fue asignada al nodo i, la siguiente peticio´n se asigna al nodo (i+1) mod n.
En el caso de nodos heteroge´neos, se puede modificar esta pol´ıtica incluyendo el uso de
pesos [56]. A cada nodo se le asigna inicialmente un peso w0i que indica la capacidad relativa
del nodo, y se representa mediante w∗ la suma de todos los pesos, que determina el per´ıodo
de asignacio´n (ve´ase ecuacio´n 2.5).
w0j =
Cj
mı´n(Ck)
k∈[0,n−1]
w∗ =
n∑
j=0
w0j
(2.5)
Para la asignacio´n de cada peticio´n es necesario determinar el peso ma´ximo mp, y selec-
cionar el primero de los nodos de peso ma´ximo sp. Todos los pesos se mantienen, excepto
el del nodo seleccionado que se decrementa en una unidad. Esta te´cnica de asignacio´n se
utiliza para las w∗ primeras peticiones y luego las asignaciones se repiten c´ıclicamente (ve´ase
ecuacio´n 2.6).
mp = ma´x(w
p
j )
j∈[0,n−1]
sp = j ⇔ wpj = mp ∧ @k < i que cumple wp−1k = mp
wpi =
{
wp−1j − 1 ⇔ j = sp
wp−1j ⇔ j 6= sp
f (i) = si mo´d w∗
(2.6)
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2.5 Pol´ıticas basadas en informacio´n del cliente
Estas pol´ıticas tienen en cuenta exclusivamente la informacio´n proveniente del cliente. La
asignacio´n del nodo se hace mediante una funcio´n que determina el nodo a partir de datos
contenidos en la peticio´n. La asignacio´n pude ser por particio´n de clientes (ve´ase 2.5.1), por
particio´n de URL (ve´ase 2.5.2), por particio´n de servicios (ve´ase 2.5.3) o por taman˜o de
las respuestas (ve´ase 2.5.4). En todos los casos la asignacio´n se puede expresar como una
funcio´n de la informacio´n de la peticio´n P que da como resultado el identificador del nodo
seleccionado (ve´ase expresio´n 2.7).
f : P 7−→ [0, n− 1] (2.7)
2.5.1 Asignacio´n por particio´n de clientes
Los clientes pueden clasificarse en grupos y asignar cada grupo a un nodo. Esta clasificacio´n
puede realizarse mediante una funcio´n hash [45] o realizando una clasificacio´n de los clientes
efectivos [57].
La identificacio´n de los clientes puede realizarse en la capa TCP. Esta identificacio´n puede
realizarse a partir de la direccio´n IP. No obstante, tambie´n puede tenerse en cuenta el puerto
TCP.
La solucio´n de clasificacio´n mediante funcio´n hash tiene como ventaja el ser ma´s general
y se puede aplicar a distintas arquitecturas, incluyendo clusters Web virtuales. Una opcio´n
comu´nmente utilizada es el uso de una funcio´n hash sobre el u´ltimo byte de la direccio´n
IP. Asumiendo que los valores de dicho byte estara´n siempre distribuidos uniformemente, se
puede utilizar como funcio´n el mo´dulo sobre el nu´mero de nodos (ve´ase ecuacio´n 2.8).
f (pi) = ultimobyte (ip (pi)) mo´d n (2.8)
Por el contrario, la clasificacio´n basada en los clientes efectivos realiza una particio´n de los
clientes en funcio´n de la utilizacio´n pasada del servicio Web. Normalmente la extraccio´n de
la informacio´n se realiza a partir de los logs de los servidores, para realizar un agrupamiento
de los clientes que distribuya de forma uniforme las peticiones entre los nodos servidores.
2.5.2 Asignacio´n por particio´n de URL
La particio´n de URL necesita tener acceso a la peticio´n HTTP completa. Esto permite que se
pueda utilizar los datos de la peticio´n de nivel de aplicacio´n (en vez de utilizar u´nicamente los
datos de nivel de TCP/IP). Una primera solucio´n es dividir el a´rbol del sistema de archivos
en n sub-a´rboles (de A1 a An) que se alojan en cada uno de los n nodos servidores. Con esta
solucio´n, cuando llega una peticio´n se analiza la URL solicitada y se asigna la peticio´n al
nodo que aloja el sub-a´rbol correspondiente (ve´ase ecuacio´n 2.9).
f (pi) = j ⇔ url (pi) ∈ Aj (2.9)
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No obstante, la particio´n del a´rbol plantea problemas en muchos casos. Para aplicarla, es
necesario realizar un reparto equilibrado entre los nodos. Desafortunadamente, la mayor´ıa de
las peticiones en un servicio Web se concentran en una misma parte del a´rbol, por lo que se
genera un importante desequilibrio en la asignacio´n de peticiones.
Otra solucio´n consiste, en aplicar una funcio´n hash sobre el la direccio´n URL para deter-
minar el nodo al que se asigna la peticio´n (ve´ase ecuacio´n 2.10).
f (pi) = hash (url (pi)) (2.10)
Una funcio´n hash esta´ndar tiene como principal inconveniente que casi todas las asigna-
ciones se modifican cada vez que se modifica el nu´mero de nodos servidores activos. Esto
puede tener un impacto muy negativo, ya que se generar´ıan un gran nu´mero de fallos en
cache´. El algoritmo HRW [58] (Highest Random Weight) tiene como ventaja que el nu´mero
de reasignaciones es mucho menor. La funcio´n de asignacio´n selecciona el nodo para el que se
obtiene un mayor peso W basado en la URL y el identificador del nodo i. El peso se obtiene
como una generacio´n de nu´meros pseudoaleatorios a partir del identificador del nodo y de la
aplicacio´n de una funcio´n de resumen D() a la URL.
f (pi) = j ⇔W (url (pi) , j) ≥W (url (pi) , k) ∀k 6= j
W (u, i) = (1103515245 ∗ ((1103515245 ∗ i+ 12345)⊕D (u)) + 12345) mo´d 231 (2.11)
La asignacio´n de nodo a partir de la URL tambie´n se puede realizar manteniendo una
tabla de asignacio´n, en la que se almacena el nodo en el que se encuentra almacenado cada
objeto usando como clave su URL. En principio, este mecanismo podr´ıa presentar como
inconveniente el presentar tiempos de bu´squeda mayores que la aplicacio´n de una funcio´n
hash. Este tiempo se puede reducir notablemente si se combina el uso de estructuras de datos
basadas en intentos (LC-trie) y la formalizacio´n de URL [59].
No obstante, todos los mecanismos de asignacio´n por particio´n de URL mantienen el
problema de no equilibrar la carga cuando las peticiones no son uniformes. Existen diversos
estudios emp´ıricos que demuestran que esto no es as´ı [60, 61]. De hecho, un gran nu´mero de
peticiones se concentran en un pequen˜o nu´mero de elementos [62].
2.5.3 Asignacio´n por particio´n de servicios
La particio´n de servicios [63, 64] es de especial aplicacio´n cuando los servicios proporcionados
son heteroge´neos. Este es el caso de los servicios Web que ofrecen distintos tipos de contenidos
[54] (pa´ginas HTML, fotograf´ıas, archivos multimedia, flujo de v´ıdeo, contenidos dina´micos).
En esta situacio´n, se pueden usar nodos servidores especializados en ofrecer cierto tipo de
contenido.
Una primera aproximacio´n, es la particio´n esta´tica (ve´ase ecuacio´n 2.12) en la que se
asigna el nodo que sirve peticiones del tipo correspondiente. El tipo de peticio´n se suele
deducir por la extensio´n de la URL (todos los archivos con extensio´n .jpg son ima´genes) o
por el directorio en que se encuentra el elemento (todos los archivos en el directorio cgi son
pa´ginas dina´micas).
f (pi) = j ⇔ tipo(pi) = tipo(Sj) (2.12)
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Otra aproximacio´n, es la clasificacio´n de las peticiones por su consumo de recursos. La
pol´ıtica CAP (Client Aware Policy) [27, 65] es una evolucio´n de MC-RR [66] (Multi Class
Round Robin). Clasifica las peticiones en cuatro categor´ıas:
Esta´ticas Bajo esta categor´ıa se incluyen las peticiones de elementos esta´ticos (como una
pa´gina HTML o una fotograf´ıa), as´ı como las peticiones dina´micas con muy pocas
necesidades de procesamiento.
Ligadas a disco Bajo esta categor´ıa se incluyen las peticiones que realizan un uso intensivo
de disco (como una consulta compleja a base de datos).
Ligadas a CPU Bajo esta categor´ıa se incluyen las peticiones que realizan un uso intensivo
de la CPU (como aquellas que requieren cifrado de los contenidos).
Ligadas a disco y CPU Combinacio´n de las dos anteriores.
El objetivo de la pol´ıtica CAP es mantener el equilibrio entre los distintos nodos ser-
vidores para cada una de las categor´ıas. De esta forma, los conjuntos de peticiones (ve´ase
2.13a) esta´ticas PEstatica, peticiones ligadas a disco PDisco, peticiones ligadas a CPU PCPU y
peticiones ligadas a disco y CPU Pmixta forman una particio´n sobre el conjunto de peticiones
P . Las peticiones que llegan al servidor se pueden ver como una sucesio´n (ve´ase 2.13b) de
peticiones o como una sucesio´n independiente por cada clase de peticio´n (ve´ase 2.13c). La
asignacio´n de peticiones se puede hacer de forma c´ıclica independiente para cada clase de
peticiones (ve´ase 2.13d).
P = PEstatica ∪ PDisco ∪ PCPU ∪ Pmixta (2.13a)
S = {pi} : pi ∈ P (2.13b)
pi = pcj : p
c
j ∈ Pc (2.13c)
f
(
pcj
)
= j mo´d n (2.13d)
2.5.4 Asignacio´n de intervalos de taman˜os a tareas con igual carga (SITA-
E)
La asignacio´n de intervalos de taman˜os a tareas con igual carga (Size Interval Task As-
signment with Equal Load) [67] esta´ especialmente orientada a servicios Web eminentemente
esta´ticos. Esta asignacio´n parte de la premisa de que el tiempo de procesamiento es propor-
cional al taman˜o del elemento servido. SITA-E considera que los taman˜os de los archivos
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siguen una distribucio´n de Pareto limitada (ve´ase ecuacio´n 2.14). Dicha distribucio´n esta´ ca-
racterizada por su variabilidad α, el menor taman˜o posible k y el mayor taman˜o posible
p.
f (x) =
αkαx−α−1
1−
(
k
p
)α k ≤ x ≤ p y 0 ≤ α ≤ 2 (2.14)
SITA-E define un conjunto de puntos de corte x0, x1, . . . , xn (con x0 = k y xn = p) en el
rango de taman˜os de archivo de forma que la carga se distribuya uniformemente entre todos
los nodos. Es decir, que dichos puntos deben cumplir que la esperanza de la distribucio´n en
cada intervalo sea la misma (ve´ase ecuacio´n 2.15).
Ei {x} =
∫ xi+1
xi
xf (x) dx
E0 {x} = E1 {x} = . . . = En−1 {x} = E {x}
n∫ x1
x0
xf (x) dx =
∫ x2
x1
xf (x) dx = . . .
∫ xn
xn−1
xf (x) dx
(2.15)
En el caso de la distribucio´n limitada de Pareto, la asignacio´n para los puntos de corte
tiene solucio´n anal´ıtica (ve´ase ecuacio´n 2.16).
xi =
(
(h− i)
h
k1−α +
i
h
p1−α
) 1
1−α
∀i = 0, . . . , n y α 6= 1 (2.16)
La asuncio´n principal de SITA-E es que el tiempo de procesamiento es proporcional al
taman˜o del elemento solicitado. Esto es va´lido para el servicio de pa´ginas esta´ticas. Pero
esta asuncio´n no puede mantenerse cuando se trata de pa´ginas dina´micamente generadas.
Incluso en el caso de elementos esta´ticos, SITA-E no tiene en cuenta el impacto de ciertas
optimizaciones que pueden existir en el nu´cleo o en la pila TCP [15] y que pueden tener efecto
especialmente para archivos pequen˜os.
2.6 Pol´ıticas basadas en informacio´n del servidor
Estas pol´ıticas tienen en cuenta la informacio´n del estado de carga de los nodos servidores para
seleccionar el nodo al que se asigna la peticio´n. El uso de estas pol´ıticas se basa en la toma de
algu´n ı´ndice que indique el nivel de carga del nodo (utilizacio´n de CPU, memoria disponible,
utilizacio´n de E/S, nu´mero de conexiones activas, etc.). La asignacio´n puede expresarse como
una funcio´n del conjunto de peticiones P y del conjunto de estados E que da como resultado
el identificador del nodo seleccionado (ve´ase expresio´n 2.17). La seleccio´n puede realizarse
atendiendo al nodo menos cargado (ve´ase 2.6.1), mediante una pol´ıtica c´ıclica por pesos
evaluados dina´micamente (ve´ase 2.6.2) o intentando que peticiones sucesivas de un mismo
cliente sean servidas por un mismo nodo para incrementar los aciertos de cache´ (ve´ase 2.6.3).
f : P × E 7−→ [0, n− 1] (2.17)
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2.6.1 Asignacio´n al nodo menos cargado
Existen diversas soluciones que asignan las peticiones al nodo menos cargado [68]. La pol´ıtica
concreta dependera´ del ı´ndice de carga seleccionado. Los ı´ndices de carga ma´s utilizados son
el nu´mero de conexiones activas o el tiempo de respuesta.
En general, esta familia de pol´ıticas se utiliza en clusters Web. Esto permite la implanta-
cio´n de la pol´ıtica en el switch Web.
En el caso de la asignacio´n de peticiones basada en el nu´mero de conexiones activas, el
ı´ndice utilizado es instanta´neo. El switch Web conoce en todo momento cuantas conexiones
existen con cada nodo servidor y realiza la asignacio´n al nodo con menor nu´mero de conexiones
abiertas. En este caso la funcio´n de asignacio´n de peticiones f() depende exclusivamente del
tiempo y del nu´mero de conexiones activas ci de cada nodo (ve´ase ecuacio´n 2.18).
f(t) = i⇔ ci(t) ≤ cj(t) ∀j 6= i (2.18)
2.6.2 Asignacio´n dina´mica c´ıclica por pesos
La asignacio´n dina´mica c´ıclica por pesos [69] (Weighted Round Robin) es una variante de la
asignacio´n c´ıclica por pesos (ve´ase 2.4.2) en la que los pesos se recalculan perio´dicamente en
funcio´n de la carga de cada nodo.
Perio´dicamente, se calcula para cada nodo servidor un ı´ndice de me´tricas [70] de carga
Li (t). Este ı´ndice se evalu´a, para un per´ıodo de tiempo [t−∆t, t], a partir de un conjunto
de me´tricas de carga. Las me´tricas de carga utilizadas pueden dividirse en tres categor´ıas:
Me´tricas de entrada Son estimaciones del estado de los nodos servidores a partir de las
peticiones que se reciben. Un ejemplo de este tipo de me´tricas, es el nu´mero de peticiones
recibidas durante el per´ıodo de medida.
Me´tricas de estado Son medidas del estado de un nodo servidor a partir de su consumo
de recursos al final de un per´ıodo de medida. Como ejemplo de este tipo de me´tricas se
pueden citar, el nu´mero de procesos en ejecucio´n, o la cantidad de memoria en uso.
Me´tricas de servicio Son medidas del rendimiento de un nodo servidor en cuanto al ser-
vicio de peticiones. Por ejemplo, se puede medir el tiempo medio necesario para servir
cada peticio´n durante el per´ıodo de medida.
Dado un conjunto de c me´tricas de carga, se puede representar mediante mij (t) la j-e´sima
me´trica sobre el i-e´simo servidor durante el per´ıodo [t−∆t, t]. A cada me´trica se le asigna
un peso relativo rj , que se considera un para´metro esta´tico de configuracio´n, de forma que
se cumpla la ecuacio´n 2.19.
c∑
j=1
rj = 1 (2.19)
De esta forma, el ı´ndice de me´tricas de carga se determina como la suma de las me´tricas
ponderadas por los factores de peso relativo (ve´ase ecuacio´n 2.20a). Los pesos a utilizar
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durante el siguiente periodo sera´n los ı´ndices de carga, si la modificacio´n es superior a un
cierto umbral  (ve´ase ecuacio´n 2.20b).
Li (t) =
c∑
j=1
rjm
i
j (t) (2.20a)
wi(t) =
{
wi (t−∆t) si |wi (t−∆t)− Li(t)| < 
Li (t) en otro caso
(2.20b)
2.6.3 Distribucio´n de peticiones consciente de la localidad (LARD)
La pol´ıtica LARD (Locality Aware Request Distribution) [38, 71, 39] intenta asignar todas
las peticiones de un cierto elemento al mismo nodo, siempre que e´ste se encuentre por debajo
de un cierto umbral de carga. Cuando se supera dicho umbral, se selecciona otro nodo para
las siguientes peticiones del mismo elemento. El objetivo de esta idea es conseguir el ma´ximo
nu´mero de aciertos en la cache´ de disco y del sistema de archivos.
Esta pol´ıtica se basa en tres me´tricas de coste: el coste de equilibrio ce (ve´ase ecua-
cio´n 2.21a), el coste de localidad cl (ve´ase ecuacio´n 2.21b) y el coste de remplazo cr (ve´ase
ecuacio´n 2.21c). Estas me´tricas utilizan como valores de referencia un valor de infrautilizacio´n
ri (valor de carga por debajo del cual el nodo esta´ infrautilizado), un valor de sobrecarga rs
(valor por encima del cual el nodo ofrece tiempos de respuesta inaceptables) y un valor de
fallo rf (valor que representa el coste de un fallo en cache´). El coste de equilibrio representa
el retraso en el servicio de una peticio´n provocado por el resto de peticiones en la cola del
nodo. El coste de localidad representa el retraso en el servicio de una peticio´n provocado por
el acierto o fallo en la cache del nodo. El coste de remplazo representa el retraso futuro que
se producira´ por el remplazo de un elemento en la cache del nodo.
ce (i) =

0 si carga (i) < ri
∞ si carga (i) > rs
carga (i)− ri en otro caso
(2.21a)
cl (e, i) =
{
1 si e en cache´ de Si
rf en otro caso
(2.21b)
cr (e, i) =

0 si carga (i) < ri
0 si e en cache´ de Si
rf en otro caso
(2.21c)
c (e, i) = ce (i) + cl (e, i) + cr (e, i) (2.21d)
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El coste agregado c (ve´ase ecuacio´n 2.21d) es una me´trica del coste de asignar una peticio´n
a cada uno de los nodos servidores. Cada peticio´n se asigna al nodo para el que el coste
agregado es menor (ve´ase ecuacio´n 2.22).
f (p) = i⇔ c (p, i) ≤ c (p, j)∀j 6= i (2.22)
2.7 Pol´ıticas espec´ıficas para sistemas Web distribuidos
Existen pol´ıticas que solamente son aplicables a la arquitectura de un sistemaWeb distribuido.
Las pol´ıticas de esta familia var´ıan desde las totalmente centralizadas (ve´ase 2.7.1) hasta las
totalmente distribuidas (ve´ase 2.7.2).
2.7.1 Asignacio´n centralizada para sistemas Web distribuidos
La idea de esta pol´ıtica es coordinar [50] el comportamiento de los nodos de un sistema Web
distribuido con el encaminamiento realizado por una implementacio´n dina´mica del servicio
de DNS de autoridad. Esto constituye una mejora sobre las implementaciones c´ıclicas del
servicio de DNS [49, 48]. Dicho servicio realiza la asignacio´n de nodos teniendo en cuenta
la carga de cada nodo y la carga generada por cada dominio de clientes. No obstante, tal y
como se menciono´ anteriormente (ve´ase 2.2.3), el encaminamiento mediante DNS dina´mico
tiene efecto sobre un pequen˜o porcentaje de las peticiones. Para reforzar el comportamiento
de la pol´ıtica, cada nodo realiza redirecciones para las peticiones que no le corresponden. La
Figura 2.15 muestra la estructura general de la pol´ıtica de asignacio´n centralizada.
Figura 2.15: Estructura general de la pol´ıtica de asignacio´n centralizada para sistemas Web
distribuidos.
En cada nodo existe un servidor Web con un mo´dulo de redireccio´n que es responsable de
decidir si una peticio´n recibida debe redirigirse o no. Este mo´dulo recibe una actualizacio´n
perio´dica de la informacio´n de encaminamiento por parte del servicio de DNS.
Cada nodo tiene, adema´s, un mo´dulo de recogida de informacio´n de carga, que es respon-
sable de recoger dos tipos de informacio´n:
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Carga del nodo El mo´dulo realiza un seguimiento de las condiciones de carga del nodo.
Carga de clientes El mo´dulo analiza las peticiones recibidas (posiblemente a trave´s del
archivo de log), para determinar los dominios [57, 72] a los que pertenecen los clientes.
Los mo´dulos de recogida de informacio´n local de cada nodo notifican perio´dicamente al
servicio de DNS dina´mico su estado de carga para que realice una fusio´n de los mismos y
actualice las tablas de redireccio´n, que sera´n, adema´s propagadas a todos los nodos servidores.
2.7.2 Asignacio´n distribuida para sistemas Web distribuidos
La asignacio´n distribuida, al contrario que la centralizada, no requiere una coordinacio´n [50]
entre el servicio de DNS y los nodos servidores. Por el contrario, la pol´ıtica de asignacio´n
se implementa en los nodos servidores. La Figura 2.16 muestra la estructura general de la
pol´ıtica de asignacio´n distribuida.
Figura 2.16: Estructura general de la pol´ıtica de asignacio´n distribuida para sistemas Web
distribuidos.
En cada nodo existe un mo´dulo de redireccio´n que es responsable de decidir si una peticio´n
debe redirigirse o no. Cada nodo tiene, adema´s, un mo´dulo de recogida de informacio´n de
carga. Este mo´dulo mantiene la informacio´n de carga local y, adema´s, consulta perio´dicamente
la informacio´n de carga de un subconjunto de nodos. El subconjunto de nodos puede variar
desde un u´nico nodo (el propio nodo local) hasta todos los nodos del sistema. No obstante, lo
ma´s habitual es el uso de un pequen˜o subconjunto de nodos seleccionados de forma aleatoria.
2.8 Resumen
Ante la necesidad de la mejora del rendimiento de un servidor Web, las dos primeras alterna-
tivas que se plantean son el escalado hardware y el escalado software. Ambas alternativas se
centran en la mejora de las prestaciones manteniendo la restriccio´n de mantener el servidor
alojado en un u´nico nodo.
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Otra alternativa consiste en el uso de una arquitectura distribuida en la que un conjunto
de nodos ofrecen el servicio. De este modo, se puede escalar el sistema mediante la adicio´n de
nuevos nodos al sistema. En este cap´ıtulo se ha presentado una clasificacio´n de las arquitec-
turas distribuidas para servidores Web existentes en la actualidad: los sistemas Web basados
en cluster, los clusters Web virtuales y los sistemas Web distribuidos.
Los sistemas Web basados en cluster se apoyan en la utilizacio´n de un nodo central o
switch Web que se encarga de distribuir las peticiones entre los nodos para lo que se puede
utilizar diversos mecanismos de encaminamiento. Dichos mecanismos pueden ser indepen-
dientes del contenido (trabajando en el nivel TCP de la pila de protocolos) o dependientes
del contenido (trabajando en el nivel HTTP de la pila de protocolos). Adema´s el encamina-
miento puede ser de flujo bidireccional (las respuestas tambie´n pasan por el switch Web) o
de flujo unidireccional (los nodos servidores pueden contestar directamente a los clientes).
Los clusters Web virtuales comparten una misma direccio´n IP y no necesitan ningu´n nodo
central para realizar el reparto. En este caso, todas la peticiones llegan a todos los nodos,
y cada nodo es responsable de realizar un filtrado y decidir a que´ peticiones debe atender.
En esta arquitectura se hace necesario que el proceso de filtrado no permita que dos nodos
decidan satisfacer una misma peticio´n. Esto suele hacerse mediante la aplicacio´n de algu´n
algoritmo hash sobre la informacio´n del cliente que origina la peticio´n.
Los sistemas Web distribuidos utilizan un conjunto de nodos servidores en los que cada
nodo dispone de una direccio´n IP pu´blica. Como primer mecanismo de distribucio´n se suele
incorporar el uso de un servidor DNS dina´mico, aunque este mecanismo no es plenamente
efectivo. Un segundo mecanismo de distribucio´n de peticiones consiste en la posibilidad de
que un nodo servidor pueda redirigir ciertas peticiones a otro nodo del cluster.
Un aspecto importante en todas las soluciones es la pol´ıtica utilizada para la asignacio´n
de peticiones a nodos servidores. Estas pol´ıticas deciden que´ nodo servidor es responsable
de dar servicio a cada peticio´n. En este cap´ıtulo se ha realizado una clasificacio´n de las
pol´ıticas existentes en cuatro grupos: pol´ıticas sin informacio´n de estado, pol´ıticas basadas en
informacio´n del cliente, pol´ıticas basadas en informacio´n del servidor y pol´ıticas espec´ıficas
para sistemas Web distribuidos.
Todas las pol´ıticas de asignacio´n de peticiones se basan en considerar que todos los nodos
alojan todos los contenidos del sitio Web o que cada contenido se encuentra alojado en un
u´nico nodo. Por ejemplo, la asignacio´n al nodo menos cargado selecciona el nodo con menos
carga sin realizar ninguna otra consideracio´n por lo que asume que cualquier peticio´n puede
ser servida por cualquier nodo servidor. En el otro extremo se puede considerar, por ejemplo,
la asignacio´n por particio´n de URL que realiza la seleccio´n del nodo servidor determinando,
a partir de la URL, cua´l es el nodo servidor que almacena el contenido.
Un objetivo de esta tesis es la replicacio´n parcial de contenidos. Otro objetivo es la adap-
tacio´n dina´mica de la asignacio´n de dichos contenidos a los nodos servidores. En el siguiente
cap´ıtulo se estudia la compatibilidad de las arquitecturas existentes con los objetivos mencio-
nados y se realizan las propuestas arquitecto´nicas que se consideran necesarias para alcanzar
dichos objetivos. En el cap´ıtulo 4 se proponen las pol´ıticas de replicacio´n de contenidos en-
tre nodos, as´ı como las pol´ıticas de asignacio´n de peticiones que pueden utilizarse con las
arquitecturas propuestas en el cap´ıtulo 3.
Cap´ıtulo 3
Propuestas arquitecto´nicas
En este cap´ıtulo se realizan propuestas de modificacio´n de las arquitecturas distribuidas
existentes que se han presentado en el cap´ıtulo anterior. Dichas propuestas se derivan de la
necesidad de adaptar las arquitecturas para que sean compatibles (si esto es posible) con los
objetivos de esta tesis (el uso de replicacio´n parcial de contenidos y la adaptacio´n dina´mica de
la asignacio´n de los mismos a los nodos servidores). Tras realizar las propuestas pertinentes
para cada familia de arquitecturas, se presenta una nueva propuesta arquitecto´nica de
especial intere´s en presencia de re´plicas parciales: el cluster Web con switch distribuido.
Como ya se ha presentado en el cap´ıtulo 1 (ve´ase seccio´n 1.2), dos objetivos restringen el
tipo de soluciones que se estudian en esta tesis. Por una parte, el uso de replicacio´n parcial de
contenidos, que hace que cada elemento se distribuya en un subconjunto de nodos servidores.
Por otra parte, la asignacio´n adaptativa de los contenidos a los nodos servidores, que revisa
la asignacio´n de los elementos dependiendo de las necesidades del sistema.
En una solucio´n basada en replicacio´n parcial cada elemento ei se encuentra almacenado
en un subconjunto del conjunto de nodos servidores. Este hecho tiene impactos sobre la
arquitectura del sistema. La principal razo´n es que esta restriccio´n elimina la libertad de
distribuir una peticio´n a cualquier nodo servidor. Adema´s, se hace necesario el establecimiento
de un mecanismo que permita determinar de forma eficiente los nodos que albergan un
determinado recurso. En este cap´ıtulo se estudian las consecuencias de esta restriccio´n sobre
cada una de las arquitecturas existentes (sistemas Web basados en cluster, clusters Web
virtuales y sistemas Web distribuidos).
La asignacio´n de re´plicas se puede realizar de forma esta´tica (una asignacio´n inicial que
se mantiene sin alteraciones en el tiempo) o dina´mica (la asignacio´n de re´plicas a nodos
se modifica a lo largo del tiempo). Las pol´ıticas de asignacio´n de re´plicas, tanto esta´ticas
como dina´micas, se discuten en el cap´ıtulo 4. Independientemente de la pol´ıtica seleccionada,
el hecho de que la asignacio´n de re´plicas sea esta´tica o dina´mica ejerce un impacto sobre
la arquitectura del sistema. Dicho impacto se estudia en este cap´ıtulo para cada posible
arquitectura.
El esquema ma´s simple de asignacio´n de contenidos a los nodos servidores es el de natura-
leza esta´tica. En dicho enfoque, se determinan, en un momento inicial, el nu´mero de re´plicas
que se va a tener de cada elemento y el nodo servidor en que se va a alojar cada una de
las re´plicas. Desgraciadamente, la asignacio´n esta´tica de contenidos carece de informacio´n
sobre el grado de utilizacio´n de los distintos elementos y no puede realizar ninguna accio´n de
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adaptacio´n a las necesidades del servicio.
Un esquema ma´s avanzado es el de asignacio´n dina´mica de contenidos a los nodos ser-
vidores. En este caso, se revisa perio´dicamente la asignacio´n de contenidos a los nodos para
determinar el nu´mero de re´plicas de cada recurso y el nodo en que debe alojarse dicha re´plica.
El objetivo perseguido es la adaptacio´n a las necesidades del servicio.
El cap´ıtulo presenta las propuestas arquitecto´nicas para cada una de las arquitecturas
existentes y concluye con una propuesta novedosa de solucio´n arquitecto´nica. La seccio´n 3.1
presenta las propuestas arquitecto´nicas para sistemas Web basados en cluster. La seccio´n 3.2
justifica las razones que hacen imposible el uso de un cluster Web virtual en presencia de
re´plicas parciales. La seccio´n 3.3 presenta las propuestas arquitecto´nicas para sistemas Web
distribuidos. La seccion 3.4 realiza una comparacio´n entre las propuestas de arquitecturas
adaptadas. Tras esta comparacio´n, la seccio´n 3.5 presenta una propuesta novedosa: el cluster
Web con switch distribuido. Finalmente, la seccio´n 3.6 realiza una presentacio´n de las
conclusiones relativas a las propuestas arquitecto´nicas.
3.1 Ana´lisis de sistemas Web basados en cluster
En un sistema Web basado en cluster existe un nodo (switch Web) encargado del reparto de
peticiones y un conjunto de nodos encargados de dar servicio a las peticiones recibidas.
El encaminamiento de peticiones ma´s sencillo es el bidireccional. Este es el encamina-
miento utilizado por los mecanismos pasarela TCP y empalme TCP. Las peticiones llegan
al switch Web que las env´ıa a un nodo servidor para su procesamiento. Posteriormente, el
nodo servidor env´ıa la respuesta al switch Web que es el responsable de contestar al cliente.
La diferencia entre los dos mecanismos radica en que la pasarela TCP actu´a en el nivel de
aplicacio´n y el empalme TCP actu´a en niveles inferiores, requiriendo modificaciones en la
pila TCP y proporcionando un mejor rendimiento.
Un sistema Web basado en cluster tambie´n puede utilizar encaminamiento unidireccional.
Este el encaminamiento que se utiliza con el mecanismo de cesio´n TCP. La peticiones llegan
al switch Web que las env´ıa a un nodo servidor que, tras procesar la peticio´n, contesta por
un canal de salida distinto al de entrada. Este mecanismo requiere la modificacio´n de la pila
TCP tanto en el switch Web como en los nodos servidores.
En las siguientes secciones se comienza realizando un ana´lisis de las restricciones sobre la
arquitectura derivadas de los objetivos de esta tesis, para posteriormente pasar a presentar la
familia de propuestas arquitecto´nicas para sistemas Web basados en cluster, dependiendo del
tipo de replicacio´n parcial (esta´tica o dina´mica) y del tipo de flujo de peticiones (unidireccional
o bidireccional).
3.1.1 Restricciones sobre la arquitectura
En funcio´n de los objetivos establecidos en esta tesis, existen dos factores que imponen res-
tricciones sobre la arquitectura general de un sistema Web basado en cluster. Por una parte la
existencia de un mecanismo de replicacio´n parcial y, por otra parte, la asignacio´n adaptativa
de contenidos.
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3.1.1.1 Replicacio´n parcial
Un objetivo fundamental del presente trabajo es el uso de estrategias de re´plicas parciales.
Esto quiere decir que un elemento ei solo reside en un subconjunto de nodos servidores.
Cuando llega una peticio´n de un elemento, la asignacio´n solo puede tener como resultado uno
de los nodos que contienen dicho elemento (ve´ase Figura 3.1).
Figura 3.1: Encaminamiento de peticiones en sistemas Web basados en cluster con replicas
parciales.
Por tanto, el switch Web debe mantener la informacio´n de la asignacio´n de los contenidos
a los nodos y realizar la asignacio´n a partir de la informacio´n de la peticio´n. Esto implica que
el u´nico tipo de encaminamiento aceptable es aquel que es dependiente del contenido.
La replicacio´n parcial de contenidos implica que cada elemento se encuentra en un sub-
conjunto de nodos servidores. Cuando llega una peticio´n al switch, e´ste es responsable de
seleccionar un nodo servidor en el que resida una copia del elemento y realizar el encamina-
miento de la peticio´n.
Es importante tener en cuenta que la existencia de re´plicas parciales tiene impacto sobre
las pol´ıticas de asignacio´n de peticiones que se pueden utilizar. La pol´ıtica de asignacio´n de
peticiones debe ser capaz de determinar eficientemente el subconjunto de nodos que contie-
nen una re´plica. Esto requiere el uso de algu´n servicio de directorio en el que se mantenga
dicha informacio´n [54]. Aunque un servicio de directorio gene´rico puede provocar retrasos
importantes, se pueden construir estructuras de datos con bajo consumo de recursos y que
impongan pequen˜os retrasos [29, 59]. Por ejemplo, las estructuras de datos propuestas por
Luo et al. en [59] basadas en la formalizacio´n de URL y el uso de tablas hash multinivel
permiten el almacenamiento de la informacio´n de 76000 archivos en una estructura de datos
de unos 540KB y con un tiempo de consulta de 1.12 microsegundos.
En definitiva, la replicacio´n parcial hace necesario:
• El uso de una arquitectura que permita un encaminamiento dependiente del contenido
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(pasarela TCP, empalme TCP o cesio´n TCP). El encaminamiento independiente del
contenido no es aplicable en el caso de replicacio´n parcial, puesto que al no encontrarse
los elementos en todos los nodos es preciso conocer el elemento solicitado antes de
decidir el nodo servidor que se encargara´ de la peticio´n.
• La definicio´n de una pol´ıtica de asignacio´n de contenidos a nodos, ya sea e´sta esta´tica
o dina´mica.
• El uso de una pol´ıtica de asignacio´n de peticiones basada en una estructura de datos
que mantenga informacio´n actualizada sobre la asignacio´n de contenidos a nodos.
3.1.1.2 Asignacio´n de contenidos adaptativa
Puesto que la asignacio´n de contenidos debe adaptarse a las necesidades del servicio, es
necesario una reasignacio´n de los contenidos a los nodos dependiendo del estado de cada
elemento del sistema. Esta reasignacio´n debe hacerse en funcio´n de de las peticiones recibidas
anteriormente y del estado de cada nodo servidor.
El switch Web puede determinar la informacio´n de estado necesaria realizando una mo-
nitorizacio´n de su actividad. En algunos casos puede ser necesario, adema´s, la consulta de
informacio´n de estado adicional sobre los nodos servidores. Esto u´ltimo ocurre cuando se
realiza un encaminamiento unidireccional, en el que el switch Web puede no ser consciente de
algunos para´metros de las respuestas, ya que e´stas no pasan por e´l, sino que son directamente
enviadas por los nodos servidores a los clientes.
Una modificacio´n sobre la arquitectura base de un sistema Web basado en cluster que
puede mejorar el funcionamiento de una asignacio´n de contenidos adaptativa es el uso de una
red adicional de servicio, para realizar las redistribuciones de contenidos sin afectar a la red
de datos principal del cluster (ve´ase Figura 3.2).
3.1.2 Propuesta de soluciones arquitecto´nicas
Teniendo en cuenta las restricciones establecidas en esta tesis se proponen distintas alterna-
tivas de arquitectura para sistemas Web basados en cluster.
Las variaciones en las distintas arquitecturas presentadas vienen dadas por dos propieda-
des:
Tipo de asignacio´n de re´plicas Se distingue entre las necesidades arquitecto´nicas de la
asignacio´n esta´tica de re´plicas y la asignacio´n dina´mica de re´plicas.
Tipo de flujo de encaminamiento Se distingue entre las necesidades derivadas del enca-
minamiento bidireccional y el encaminamiento unidireccional.
Estas variaciones dan lugar a cuatro posibles variantes arquitecto´nicas:
WC RE/FB Cluster Web con asignacio´n esta´tica de re´plicas y encaminamiento con flujo
bidireccional.
WC RE/FU Cluster Web con asignacio´n esta´tica de re´plicas y encaminamiento con flujo
unidireccional.
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Figura 3.2: Arquitectura de un sistema Web basado en cluster con red de servicio para
redistribucio´n.
WC RD/FB Cluster Web con asignacio´n dina´mica de re´plicas y encaminamiento con flujo
bidireccional.
WC RD/FU Cluster Web con asignacio´n dina´mica de re´plicas y encaminamiento con flujo
unidireccional.
3.1.2.1 Propuesta arquitecto´nica WC RE/FB
La arquitectura ma´s ba´sica para el caso de un sistema Web basado en cluster es la que se
basa en una asignacio´n esta´tica de re´plicas y con encaminamiento de peticiones con flujo
bidireccional (ve´ase Figura 3.3).
La asignacio´n esta´tica de re´plicas se discute con detalle en la seccio´n 4.2. Cualquiera que
sea la pol´ıtica de asignacio´n utilizada, su aplicacio´n se efectu´a una u´nica vez antes de la puesta
en funcionamiento del sistema y no impone ningu´n requerimiento sobre la arquitectura del
sistema. Al realizarse la asignacio´n de re´plicas antes de la puesta en funcionamiento, no es
necesario el uso de una red de servicio.
El uso de encaminamiento de peticiones con flujo bidireccional permite que cada nodo
servidor tenga una u´nica interfaz de red por la que recibe las peticiones y env´ıa las respuestas.
En el caso de que el encaminamiento se realice mediante pasarela TCP no es necesaria
ninguna modificacio´n en el sistema operativo del switch Web, ya que el encaminamiento se
implementa mediante una aplicacio´n HTTP que analiza las peticiones y realiza peticiones a
los correspondientes nodos servidores. Es ma´s, esta solucio´n no plantea ningu´n problema con
las conexiones de cliente persistentes o las peticiones en pipeline ya que puede realizar cada
peticio´n a un nodo servidor distinto.
Si el encaminamiento se realiza mediante empalme TCP es necesaria la modificacio´n de
la pila TCP del nodo correspondiente al switch Web. Esto se debe a que la optimizacio´n
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Figura 3.3: Arquitectura WC RE/FB un sistema Web basado en cluster.
ofrecida por el empalme TCP se consigue mediante el reenv´ıo de paquetes desde el nivel
de red. Adema´s en este caso se debe tener en cuenta que si el cliente utiliza conexiones
persistentes o env´ıa peticiones en pipeline se debe realizar una seleccio´n de nodo servidor
para cada peticio´n.
Tanto si el encaminamiento se realiza mediante pasarela TCP como si se realiza mediante
empalme TCP, la latencia asociada con la apertura y cierre de conexiones TCP se puede
reducir si el switch Web mantiene un conjunto de conexiones permanentemente abiertas con
cada nodo servidor.
Para que el switch Web pueda realizar sus funciones es necesaria la cooperacio´n de varios
mo´dulos (ve´ase Figura 3.4).
Figura 3.4: Mo´dulos que intervienen en el procesamiento de peticiones en un sistema WC
RE/FB.
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A continuacio´n se presenta una descripcio´n de las funciones de cada mo´dulo:
Mo´dulo de asignacio´n de peticiones Es el mo´dulo encargado de recibir las peticiones y,
tras analizarlas, asignar el servicio de cada peticio´n a un nodo servidor. Las asignacio´n
de peticiones se realiza de acuerdo con la pol´ıtica de asignacio´n de peticiones vigente. En
cualquier caso, la asignacio´n puede necesitar tener en cuenta la asignacio´n de re´plicas a
nodos servidores (suministrada por el servicio de directorio) y la informacio´n de estado
del cluster (suministrada por el mo´dulo de monitorizacio´n).
Mo´dulo de encaminamiento Recibe las peticiones que han sido asignadas por el mo´dulo
de asignacio´n de peticiones con la correspondiente asignacio´n del nodo servidor que debe
procesarlas y realiza el encaminamiento bidireccional. Esto incluye el env´ıo de peticiones
a los nodos servidores as´ı como la recepcio´n de respuestas de los nodos servidores y su
retransmisio´n a los clientes.
Servicio de directorio Mantiene la informacio´n de asignacio´n de re´plicas a nodos servido-
res y permite la consulta de dicha informacio´n por parte del mo´dulo de asignacio´n de
peticiones.
Mo´dulo de monitorizacio´n Recibe del mo´dulo de encaminamiento la informacio´n de las
peticiones enviadas a los nodos servidores as´ı como de las respuestas recibidas. Con esta
informacio´n construye la informacio´n de estado que suministra al mo´dulo de asignacio´n
de peticiones.
3.1.2.2 Propuesta arquitecto´nica WC RE/FU
Esta arquitectura se basa en la asignacio´n esta´tica de re´plicas y encaminamiento de peticiones
con flujo unidireccional (ve´ase Figura 3.5). Su diferencia con la arquitectura RE/FB es que
el encaminamiento de peticiones sigue un flujo unidireccional en vez de bidireccional.
El uso de encaminamiento de peticiones con flujo unidireccional requiere que cada nodo
servidor tenga dos interfaces de red:
• Una interfaz de red para la conexio´n con el switch Web. Esta es la interfaz de red
utilizada para la recepcio´n de las peticiones enviadas por el switch Web al nodo servidor.
• Una interfaz de red para la conexio´n con el canal de salida. Esta es la interfaz de red
utilizada para el env´ıo de las respuestas HTTP a los clientes que se realiza de forma
directa y sin pasar por el switch Web.
Adema´s, en este caso es necesario que tanto el switch Web como los nodos servidores eje-
cuten una versio´n modificada del sistema operativo que permita la implantacio´n del protocolo
de cesio´n TCP.
La estructura interna propuesta para el switch Web (ve´ase Figura 3.6) es similar a la
del switch de un cluster WC RE/FB, aunque con algunas variaciones, que se describen a
continuacio´n.
La principal diferencia en la estructura interna del switch Web con respecto a la arquitec-
tura WC RE/FB es que en este caso el mo´dulo de encaminamiento tiene que implementarse
necesariamente en el nivel del nu´cleo del sistema operativo y que requiere la modificacio´n
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Figura 3.5: Arquitectura WC RE/FU un sistema Web basado en cluster.
Figura 3.6: Mo´dulos que intervienen en el procesamiento de peticiones en un sistema WC
RE/FU.
de la pila TCP. Adema´s dicho mo´dulo de encaminamiento solamente se responsabiliza del
encaminamiento de las peticiones y no de las respuestas. Esto se debe a que las respuestas
las env´ıan los nodos servidores directamente a los clientes.
Este u´ltimo hecho hace que el mo´dulo de monitorizacio´n no pueda obtener toda la informa-
cio´n directamente del resto de mo´dulos del switch Web y que tenga que obtener informacio´n
de estado enviada por los nodos servidores, ya que las respuestas no pasan por el switch.
Por otra parte en este caso, no es suficiente con que los nodos servidores tengan alojado
un servidor Web esta´ndar. Adema´s, de forma perio´dica, cada nodo servidor debe enviar
informacio´n de estado al mo´dulo de monitorizacio´n del switch Web.
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3.1.2.3 Propuesta arquitecto´nica WC RD/FB
Esta arquitectura es la basada en la asignacio´n dina´mica de re´plicas y encaminamiento de pe-
ticiones con flujo bidireccional (ve´ase Figura 3.7). Su diferencia con respecto a la arquitectura
RE/FB es que la asignacio´n de elementos a los nodos se realiza de forma adaptativa.
Figura 3.7: Arquitectura RD/FB un sistema Web basado en cluster.
La asignacio´n dina´mica de re´plicas se discute en la seccio´n 4.3. Independientemente de
la pol´ıtica de asignacio´n utilizada, la redistribucio´n de re´plicas se realiza de forma perio´di-
ca e implica la transferencia de archivos entre los distintos nodos servidores, as´ı como la
actualizacio´n de la estructura de directorio del switch Web.
Se propone que la arquitectura del sistema utilice dos redes para mejorar las prestaciones
del sistema:
• Una red de datos para el env´ıo de peticiones desde el switch a los nodos servidores y el
env´ıo de respuestas desde los nodos servidores hasta el switch.
• Una red de servicio para las comunicaciones necesarias para la redistribucio´n de con-
tenidos entre los nodos servidores y la actualizacio´n de las estructuras de datos del
servicio de directorio.
Esta arquitectura impone el requisito hardware de que tanto los nodos servidores como
el switch Web deben estar conectados a dos redes. Por esta razo´n, se requiere que todos los
nodos servidores este´n equipados con dos interfaces de red. En el caso del switch Web, se
hace necesaria la instalacio´n de tres interfaces de red, pues adema´s necesitara´ otra interfaz
de red para su conexio´n a la red externa.
La estructura interna propuesta para el switch Web (ve´ase Figura 3.8) incorpora en este
caso los mecanismos necesarios para la adaptacio´n dina´mica de re´plicas.
Es necesaria la incorporacio´n de un nuevo mo´dulo:
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Figura 3.8: Mo´dulos que intervienen en el procesamiento de peticiones en un sistema WC
RD/FB.
Mo´dulo de equilibrio de re´plicas Este mo´dulo es responsable de determinar las modifi-
caciones en la distribucio´n de re´plicas entre los nodos servidores. De forma perio´dica
determina los cambios que deben realizarse en dicha distribucio´n y lo notifica a los
nodos servidores y al servicio de directorio.
3.1.2.4 Propuesta arquitecto´nica WC RD/FU
Esta arquitectura se basa en la asignacio´n dina´mica de re´plicas y el encaminamiento de
peticiones con flujo unidireccional (ve´ase Figura 3.9). Es la arquitectura ma´s compleja, que
combina caracter´ısticas de las arquitecturas RE/FU y RD/FB.
Se propone que la arquitectura del sistema utilice tres redes:
• Una red de datos para el env´ıo de peticiones desde el switch a los nodos servidores.
• Otra red de datos para el env´ıo de respuestas desde los nodos servidores hasta los
clientes.
• Una red de servicio para las comunicaciones necesarias para la redistribucio´n de con-
tenidos entre los nodos servidores y la actualizacio´n de las estructuras de datos del
servicio de directorio.
Por tanto, y por el mismo razonamiento que en la seccio´n anterior, sera´ necesario equipar
a los nodos servidores con tres interfaces de red y al switch Web con cuatro interfaces de red.
La estructura interna propuesta para el switch Web (ve´ase Figura 3.10) tiene algunos
aspectos derivados de la solucio´n WC RE/FU y otros aspectos derivados de la solucio´n WC
RD/FB. Si bien la estructura general es bastante parecida a la solucio´n WC RD/FB, la
gestio´n del encaminamiento de peticiones se realiza al estilo de la solucio´n WC RE/FU.
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Figura 3.9: Arquitectura WC RD/FU un sistema Web basado en cluster.
Figura 3.10: Mo´dulos que intervienen en el procesamiento de peticiones en un sistema WC
RD/FU.
Por una parte, se hace necesario que el mo´dulo de encaminamiento se implemente en
el nivel del nu´cleo del sistema operativo, al requerirse la modificacio´n de la pila TCP. El
encaminamiento solamente se responsabiliza de la transferencia de peticiones a los nodos
servidores. Por esta misma razo´n, el mo´dulo de monitorizacio´n debe recibir de los nodos
servidores la informacio´n de estado de los mismos.
La adaptacio´n dina´mica de re´plicas se consigue mediante el uso de un mo´dulo de equilibrio
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de re´plicas que se encarga de determinar perio´dicamente la asignacio´n de re´plicas a nodos
servidores.
Adema´s, no es suficiente con que los nodos servidores tengan alojado un servidor Web
esta´ndar. De forma perio´dica, cada nodo servidor debe enviar informacio´n de estado al mo´dulo
de monitorizacio´n del switch Web.
3.1.3 Resumen de las propuestas sobre sistemas Web basados en cluster
Las arquitecturas de sistemas Web basados en cluster tienen, en general, la ventaja de tener
un nodo central (el switch Web) que se encarga de coordinar el comportamiento del resto de
nodos servidores. El uso de mecanismos de encaminamiento unidireccionales suele permitir
descargar al switch de una parte del procesamiento necesario a cambio de incorporar dos
l´ıneas de comunicaciones separadas: una para la llegada de las peticiones y otra para la salida
de las respuestas.
Ante la restriccio´n de replicacio´n parcial se impone una limitacio´n sobre el conjunto de
pol´ıticas de asignacio´n de peticiones que se pueden seguir, ya que solamente son admisibles
aquellas pol´ıticas que se basan en un servicio de directorio. No obstante, trabajos previos
han demostrado que se pueden construir servicios de directorio altamente escalables y que
imponen un retardo mı´nimo.
Cuando es necesaria una adaptacio´n de la replicacio´n al estado del sistema, la complejidad
adicional introducida no es excesiva gracias a la existencia de un u´nico punto central: el switch
Web.
No obstante, la principal fuente de ventajas de esta familia de arquitecturas (el switch
Web) es tambie´n su principal inconveniente. Por una parte, la existencia de dicho punto
central supone un cuello de botella en el procesamiento de peticiones. Cuando la utilizacio´n
del switch llega a su punto de saturacio´n no es posible mejorar el rendimiento del sistema.
Por otra parte, el switch supone un punto de fallo u´nico. Si se produce una aver´ıa en dicho
elemento el resto del sistema dejara´ de funcionar. Es decir, esta familia de arquitecturas ofrece
una nula tolerancia a fallos.
La seleccio´n de una propuesta arquitecto´nica de entre las cuatro presentadas en esta
seccio´n depende las necesidades del servicio que se desee ofrecer y de la infraestructura dis-
ponible.
La propuesta ma´s completa es la propuesta WC RD/FU que permite la adaptacio´n
dina´mica de la distribucio´n de re´plicas entre los nodos y que utiliza flujo unidireccional (los
mensajes de vuelta no vuelven a pasar por el switch Web). Esta alternativa requiere el uso de
dos redes separadas para comunicar el switch con los nodos, as´ı como de una separacio´n entre
la red de entrada y la red de salida al cluster. Adema´s la solucio´n implica que tanto el switch
como los nodos servidores deben ejecutar una versio´n modificada del sistema operativo.
3.2 Ana´lisis de clusters Web virtuales
En un cluster Web virtual todas las peticiones llegan a todos los nodos del cluster. Cada nodo
servidor es responsable de realizar un filtrado de peticiones de forma que pueda identificar
las peticiones que debe servir y descarte el resto.
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Este mecanismo es de fa´cil implantacio´n en el caso de replicacio´n total. En dicho caso se
puede realizar un filtrado por transformacio´n de clave (hashing) sobre algunos campos de la
peticio´n HTTP.
Tambie´n es fa´cil la implantacio´n en el caso de distribucio´n total. En tal caso, cada elemento
se encuentra alojado en un u´nico nodo, por lo que cada peticio´n puede ser servida por un
u´nico nodo y todos los dema´s descartara´n la peticio´n.
No obstante, en el caso de replicacio´n parcial existen varios nodos que alojan un determi-
nado elemento. Para que fuese posible la utilizacio´n de un cluster Web virtual en presencia de
replicacio´n parcial ser´ıa necesario que un nodo servidor pudiese decidir si debe o no procesar
una peticio´n HTTP de un elemento que tambie´n puede estar alojado en otros nodos.
Dado que cada elemento se puede alojar en un conjunto distinto de nodos servidores, ser´ıa
necesario disponer de una funcio´n hash distinta para cada elemento del sitio Web. Adema´s,
el conjunto de posibles resultados deber´ıa ser distinto para cada elemento. Es decir que si el
elemento e1 esta´ alojado en los servidores s2, s6 y s13 la funcio´n hash solamente debe poder
generar como resultado los valores 2, 6 y 13. El disen˜o de esta familia de funciones hash
plantea problemas, ya que todas ellas (una para cada elemento) deber´ıan generarse de forma
automa´tica
Otro obsta´culo reside en la necesidad de incluir la URL solicitada en el proceso de filtrado.
La URL es una cadena de texto relativamente larga que habr´ıa que analizar para determinar
que funcio´n hash deber´ıa aplicarse. Adema´s, este ana´lisis deber´ıa realizarse para todas la
peticiones. Dicho ana´lisis es mucho ma´s costoso que la simple aplicacio´n de una funcio´n hash
sencilla al u´ltimo byte de una direccio´n IP.
Dado que el uso de re´plicas parciales es el objetivo principal de esta tesis, se ha decidido
no considerar el uso de soluciones basadas en clusters Web virtuales.
3.3 Ana´lisis de sistemas Web distribuidos
En un sistema Web distribuido cualquier peticio´n puede llegar a cualquier nodo del sistema,
gracias al uso de DNS dina´mico. No obstante no existe ninguna forma de asegurar que las
peticiones se distribuira´n entre los nodos de una determinada manera. Es ma´s, es probable
que las peticiones se distribuyan con un cierto grado de desequilibrio hacia algu´n nodo. Cada
nodo puede realizar la redireccio´n de algunas peticiones basa´ndose en algu´n mecanismo de
encaminamiento de peticiones para sistemas Web distribuidos.
3.3.1 Restricciones sobre la arquitectura
Teniendo en cuenta los objetivos de esta tesis, es necesario considerar el impacto que tienen
las restricciones establecidas en dichos objetivos sobre un sistema Web distribuido. Por una
parte, la replicacio´n parcial impide que se asuma la existencia de todos los elementos en
todos los nodos servidores. Por otra parte, la asignacio´n adaptativa de contenidos hace que
sea necesario transferir contenidos entre los distintos nodos.
3.3.1.1 Replicacio´n parcial
Al estar los contenidos replicados de forma parcial, cada elemento ei se encuentra almacenado
en un subconjunto de nodos. La asignacio´n de elementos a los nodos se puede realizar de forma
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esta´tica o dina´mica. Cuando llega una peticio´n a un nodo, el comportamiento dependera´ de
si el elemento solicitado se encuentra o no alojado en dicho nodo:
• Si el elemento solicitado se encuentra alojado en el nodo receptor de la peticio´n, dicho
nodo puede servirlo directamente o realizar la redireccio´n (en caso de encontrarse muy
cargado) a otro nodo que tambie´n contenga el elemento solicitado.
• Si el elemento solicitado no se encuentra alojado en el nodo receptor de la peticio´n, el
nodo puede redirigir la peticio´n a otro nodo que contenga el elemento solicitado.
La replicacio´n parcial implica que un determinado elemento puede no estar presente en
un nodo servidor. Esto hace imposible el uso de un encaminamiento de peticiones basado en
reescritura de URL, ya que dicho mecanismo asume que, al menos, los elementos primarios (los
elementos que hacen referencia a otros elementos, como los archivos HTML) esta´n replicados
en todos los nodos servidores.
Como consecuencia, el encaminamiento de peticiones solamente se puede realizar mediante
triangulacio´n en el nivel HTTP o mediante redireccio´n HTTP. Es importante tener en cuenta
que la triangulacio´n requiere la reescritura de los paquetes que forman las respuestas HTTP,
mientras que en el caso de la redireccio´n HTTP esto no es necesario.
Cada nodo servidor debe ser capaz de:
1. Determinar de una forma eficiente si tiene alojado un determinado elemento.
2. Determinar de una forma eficiente en que´ nodos se encuentra alojado un determinado
elemento.
3. Ser capaz de seleccionar un nodo al que redirigir una peticio´n basa´ndose en la informa-
cio´n de carga global.
4. Realizar la recogida de su informacio´n de carga.
5. Notificar perio´dicamente de su informacio´n de carga al resto de nodos.
La determinacio´n de la informacio´n de alojamiento de los elementos, se puede realizar
mediante el uso de una estructura de datos basadas en la formalizacio´n de URL y el uso de
tablas hash multinivel. En cuanto a la recogida y utilizacio´n de la informacio´n de carga, se
puede usar informacio´n global de utilizacio´n del nodo servidor.
3.3.1.2 Asignacio´n de contenidos adaptativa
Como ya se ha comentado anteriormente, la asignacio´n esta´tica de contenidos no tiene ningu´n
impacto sobre la arquitectura del sistema, ya que tanto el nu´mero de re´plicas de cada elemento
como su asignacio´n a nodos se realiza en una fase inicial y no se modifica a lo largo del tiempo.
En este caso no existe ninguna adaptacio´n a las condiciones de carga.
En el caso de asignacio´n adaptativa a las condiciones de carga, la informacio´n necesaria
debe ser recogida por cada nodo servidor y debe producirse intercambio de informacio´n entre
los distintos nodos del sistema.
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Un sistema Web distribuido tiene una arquitectura totalmente distribuida (no existe
ningu´n nodo central), y por tanto cualquier reasignacio´n de contenidos debe pasar previa-
mente por el intercambio de informacio´n de carga entre los distintos nodos del sistema. En
una fase posterior se puede efectuar la redistribucio´n de contenidos entre los nodos.
Para que que el efecto de las comunicaciones debidas a la asignacio´n adaptativa de con-
tenidos tenga un impacto mı´nimo sobre el rendimiento del sistema, se puede utilizar una red
de servicio para dichas comunicaciones.
3.3.2 Propuesta de soluciones arquitecto´nicas
En esta seccio´n se presentan las distintas alternativas de arquitectura para sistemas Web
distribuidos propuestas en esta tesis.
Las variaciones en las distintas arquitecturas presentadas son consecuencia de las posi-
bilidades de asignacio´n de re´plicas. En este sentido se distingue entre las necesidades arqui-
tecto´nicas de las asignacio´n esta´tica de re´plicas y la asignacio´n dina´mica de re´plicas.
En esta familia de arquitecturas no se considera la diferencia entre flujo unidireccional y
bidireccional (tal y como se ha hecho en el caso de sistemas Web basados en cluster). Esto se
debe a que en este caso, las peticiones llegan al nodo servidor, que debe enviar la respuesta al
cliente. Esta simplificacio´n se debe al hecho de que todos los nodos servidores de un sistema
Web distribuido tienen un direccio´n IP distinta y visible desde el exterior.
Las variaciones en cuanto al tipo de asignacio´n de re´plicas dan lugar a dos posibles
variantes arquitecto´nicas:
WD RE Sistema Web distribuido con asignacio´n esta´tica de re´plicas.
WD RD Sistema Web distribuido con asignacio´n dina´mica de re´plicas.
3.3.2.1 Propuesta arquitecto´nica WD RE
La arquitectura ma´s ba´sica para el caso de un sistema Web distribuido es la que se basa en
la asignacio´n esta´tica de re´plicas (ve´ase Figura 3.11). En esta arquitectura el u´nico requisito
es que todos los nodos servidores tengan una direccio´n IP pu´blica y visible desde el exterior.
Adema´s, de forma opcional, se puede utilizar un primer nivel de encaminamiento mediante
DNS dina´mico.
En cada nodo servidor existen varios mo´dulos (ve´ase Figura 3.12) que se encargan del
procesamiento previo de las peticiones:
Filtro de existencia Determina si el elemento solicitado se encuentra en el nodo servidor.
En caso de no encontrarse se pasa la peticio´n al filtro de estado para la seleccio´n del
nodo servidor al que debe encaminarse la peticio´n.
Filtro de estado Determina si la peticio´n la debe servir el nodo actual o debe efectuarse
una redireccio´n a otro nodo servidor. Para tomar la decisio´n tiene en cuenta las con-
diciones de estado de cada nodo. Si la peticio´n la debe servir el nodo actual, e´sta se
traspasa al mo´dulo de servicio de peticiones. En otro caso, se traspasa al mo´dulo de
encaminamiento.
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Figura 3.11: Arquitectura RE para un sistema Web distribuido.
Figura 3.12: Mo´dulos que intervienen en el procesamiento de peticiones en un nodo de un
sistema Web distribuido RE.
Mo´dulo de encaminamiento Realiza el encaminamiento de la peticio´n a otro nodo utili-
zando el mecanismo de encaminamiento activo (triangulacio´n o redireccio´n).
Mo´dulo de servicio de peticiones Realiza el servicio de la peticio´n HTTP. Este mo´dulo
es normalmente el propio servidor Web.
Mo´dulo de monitorizacio´n propio Recoge los datos de utilizacio´n del nodo servidor y
perio´dicamente notifica al resto de nodos de la informacio´n recogida.
Mo´dulo de estado Recibe perio´dicamente la informacio´n de estado de todos los mo´dulos
y realiza la fusio´n de la misma para su uso por el filtro de estado.
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3.3.2.2 Propuesta arquitecto´nica WD RD
Esta arquitectura se basa en la asignacio´n dina´mica de re´plicas (ve´ase Figura 3.13). En
esta arquitectura los nodos servidores deben poder comunicarse entre si, no solamente para
intercambiar informacio´n de estado, sino que tambie´n deben poder realizar intercambio de
archivos para que se pueda producir una adaptacio´n de las re´plicas al estado del sistema.
Este mayor volumen de intercambio de informacio´n justifica el uso de una red de servicio.
Figura 3.13: Arquitectura RD para un sistema Web distribuido.
En cada nodo servidor es necesario incorporar dos nuevos mo´dulos (ve´ase Figura 3.14)
que se encarguen de la gestio´n de las re´plicas:
Mo´dulo de equilibrio de re´plicas Se encarga de observar las peticiones que llegan al nodo
y, en colaboracio´n con el resto de nodos servidores, determinar que´ elementos necesitan
incrementar o decrementar el nu´mero de re´plicas.
Mo´dulo de intercambio de re´plicas Se encarga de realizar las eliminaciones de re´plicas
y las transmisiones de re´plicas a otros nodos servidores.
3.3.3 Resumen de las propuestas sobre sistemas Web distribuidos
Los sistemas Web distribuidos presentan, en general, una arquitectura muy flexible que per-
mite incluso que el sistema se pueda distribuir geogra´ficamente. Como contrapartida, suelen
tener la necesidad de utilizar mecanismos de coordinacio´n ma´s complejos al tratarse de siste-
mas totalmente distribuidos y sime´tricos. Esto implica que las decisiones deben ser negociadas
entre todos los nodos. Adema´s se hace necesario que todos los nodos servidores que participan
en el sistema posean una direccio´n IP pu´blica, lo que puede limitar su escalabilidad.
Cuando se impone la restriccio´n de replicacio´n parcial de contenidos puede ocurrir que
muchas peticiones lleguen inicialmente a un nodo servidor que no contenga el recurso solicita-
do y que deba, por tanto, producirse una redireccio´n. Si, adema´s, se impone la restriccio´n de
replicacio´n adaptativa, se hace necesario el uso de una red de servicio separada que elimina
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Figura 3.14: Mo´dulos que intervienen en el procesamiento de peticiones en un nodo de un
sistema Web distribuido RD.
la ventaja de la distribucio´n geogra´fica, ya que en este caso ser´ıa necesario tener a todos los
nodos servidores en una misma localizacio´n geogra´fica.
Si bien la replicacio´n parcial y adaptativa puede no ser ventajosa en el uso de los sistemas
Web distribuidos algunas de las ideas en las que se basan se pueden utilizar para una arqui-
tectura mejorada de clusters Web que ofrezca una mayor tolerancia a fallos y disponibilidad.
La seleccio´n de una propuesta arquitecto´nica de entre las dos presentadas en esta seccio´n
depende las necesidades del servicio que se desee ofrecer y de la infraestructura disponible.
La propuesta ma´s completa es la propuesta WD RD/FU que permite la adaptacio´n
dina´mica de la distribucio´n de re´plicas entre los nodos. Esta alternativa requiere el uso de
una red de servicio separada de la red de datos. No obstante, debe tenerse en cuenta que la
incorporacio´n de esta segunda red limita la distribucio´n geogra´fica de los nodos.
3.4 Comparacio´n de arquitecturas propuestas
En las secciones anteriores se ha realizado una propuesta de alternativas arquitecto´nicas
para los sistemas Web basados en cluster (ve´ase 3.1.2) y los sistemas Web distribuidos
(ve´ase 3.3.2). As´ı mismo, se ha justificado la imposibilidad de compatibilizar de una for-
ma sencilla los objetivos de esta tesis con una arquitectura basada en un cluster Web virtual
(ve´ase 3.2).
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La tabla 3.1 realiza una comparacio´n de las distintas arquitecturas propuestas en las
secciones anteriores.
WC WD
RE RD RE RD
FB FU FB FU
Asignacio´n de re´plicas
E - Esta´tica
D - Dina´mica
E E D D E D
Flujo de peticiones
U - Unidireccional
B - Bidireccional
B U B U - -
Interfaces de red por nodo servidor 1 2 2 3 1 2
Interfaces de red por switch Web 2 3 3 3 - -
Modificacio´n de Sistema
Operativo en nodo servidor
N - No, S - Si
N S N S S/N S/N
Modificacio´n de Sistema
Operativo en switch Web
N - No, S - Si,
S/N S S/N S - -
Punto de fallo u´nico
N - No, S - Si
S S S S N N
IP pu´blica de nodo servidor
N - No, S - Si
N N N N S S
Tabla 3.1: Comparacio´n de caracter´ısticas de arquitecturas propuestas para sistemas Web
basados en cluster y sistemas Web distribuidos.
Las arquitecturas de sistemas Web basados en cluster presentan algunos inconvenientes,
como la necesidad de modificar el sistema operativo o su vulnerabilidad ante cierto tipo de
fallos (un fallo en el switch Web afecta a todo el sistema). No obstante, estos sistemas pueden
escalar fa´cilmente, siendo sencilla la incorporacio´n de nuevos nodos servidores.
Los sistemas Web distribuidos son menos vulnerables al no existir un punto de fallo u´nico.
Sin embargo, la necesidad de que todos los nodos servidores dispongan de una direccio´n IP
pu´blica plantea un problema de escalabilidad (se debe disponer de una direccio´n IP pu´blica
distinta para cada nodo) y adema´s puede no ser compatible con las directivas de seguridad
de ciertas organizaciones.
Por esta u´ltima razo´n, en esta tesis se opta por los principios de las arquitecturas de
sistemas Web basados en cluster. La vulnerabilidad de dichas arquitecturas ante cierto tipo
de fallos se puede mitigar tomando algunas de las ideas utilizadas en los sistemas Web dis-
tribuidos. Esta combinacio´n da lugar a la arquitectura propuesta en esta tesis: el cluster
Web con switch distribuido, que se presenta en la siguiente seccio´n.
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3.5 Nueva propuesta: Cluster Web con switch distribuido
Teniendo en cuenta lo expuesto en la seccio´n anterior, la arquitectura propuesta para un clus-
ter Web con switch distribuido (ve´ase Figura 3.15) utiliza varios switches Web para realizar
las asignaciones de peticiones. De esta forma se elimina el punto central de fallo del sistema.
Para distribuir, dentro de lo posible, la llegada de peticiones a los distintos switches se puede
utilizar como primer mecanismo, el encaminamiento mediante DNS dina´mico. No obstante,
no debe olvidarse la falta de garant´ıas de dicho mecanismo (ve´ase 2.2.3).
Figura 3.15: Arquitectura general de un cluster Web con switch distribuido.
Cuando una peticio´n llega a un switch, e´ste puede pasarla a uno de los nodos servidores
para su procesamiento. En los casos en que su estado aconseje traspasar la peticio´n a otro
switch Web, se puede utilizar un mecanismo de encaminamiento de sistemas Web distribuidos
para traspasar la peticio´n.
3.5.1 Restricciones sobre la arquitectura propuesta
Como en secciones anteriores, en esta seccio´n se estudia el efecto de las dos restricciones
establecidas en esta tesis: la replicacio´n parcial de contenidos y la asignacio´n adaptativa de
re´plicas.
3.5.1.1 Replicacio´n parcial
Como ya se ha expresado anteriormente, la replicacio´n parcial elimina la garant´ıa de que un
determinado elemento pueda estar alojado en todos los nodos servidores. La asignacio´n de
re´plicas se puede realizar de forma esta´tica o dina´mica.
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Independientemente del tipo de asignacio´n de re´plicas utilizada y de la correspondiente
pol´ıtica de asignacio´n, cada switch Web es el responsable de seleccionar un nodo servidor
para cada peticio´n recibida, de forma que en dicho nodo seleccionado resida una copia del
elemento solicitado. As´ı mismo, el switch es responsable de realizar el encaminamiento de la
peticio´n. Al igual que en el caso de los sistemas Web basados en cluster, es posible utilizar un
servicio de directorio basado en formalizacio´n de URL y tablas hash multinivel para acelerar
la determinacio´n del nodo servidor que debe recibir la peticio´n.
Al igual que en los sistemas Web basados en cluster, el encaminamiento puede realizarse
mediante pasarela TCP, empalme TCP o cesio´n TCP.
3.5.1.2 Asignacio´n de contenidos adaptativa
En un cluster Web con switch distribuido la informacio´n del servicio de directorio se encuentra
replicada en cada switch. Esto permite que el tiempo necesario para realizar el encaminamien-
to de cada peticio´n sea mı´nimo.
Cuando es necesario adaptar la asignacio´n de contenidos al estado del sistema, la infor-
macio´n del servicio de directorio debe actualizarse despue´s de cada adaptacio´n. Esto requiere
la actualizacio´n de la informacio´n en todos los nodos que actu´an como switch.
Por otra parte, la informacio´n necesaria para realizar la adaptacio´n de contenidos no
se encuentra en este caso centralizada en un u´nico punto ya que existen varios puntos de
entrada al sistema. Por ello, antes de la adaptacio´n es necesario que se efectu´e una fusio´n de
la informacio´n que posee cada switch.
3.5.2 Propuesta de soluciones arquitecto´nicas
En esta seccio´n se presentan las distintas alternativas de arquitectura para clusters Web con
switch distribuido.
Como en casos anteriores, las variaciones en las distintas arquitecturas presentadas son
consecuencia de dos propiedades:
Tipo de asignacio´n de re´plicas Se distingue entre las necesidades arquitecto´nicas de la
asignacio´n esta´tica de re´plicas y la asignacio´n dina´mica de re´plicas.
Tipo de flujo de encaminamiento Se distingue entre las necesidades derivadas del enca-
minamiento bidireccional y el encaminamiento unidireccional.
Estas variaciones dan lugar a cuatro posibles variantes arquitecto´nicas:
SD RE/FB Cluster Web con switch distribuido con asignacio´n esta´tica de re´plicas y enca-
minamiento con flujo bidireccional.
SD RE/FU Cluster Web con switch distribuido con asignacio´n esta´tica de re´plicas y enca-
minamiento con flujo unidireccional.
SD RD/FB Cluster Web con switch distribuido con asignacio´n dina´mica de re´plicas y en-
caminamiento con flujo bidireccional.
SD RD/FU Cluster Web con switch distribuido con asignacio´n dina´mica de re´plicas y en-
caminamiento con flujo unidireccional.
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3.5.2.1 Propuesta arquitecto´nica SD RE/FB
La arquitectura ma´s ba´sica para el caso de un cluster Web con switch distribuido es la
correspondiente a la asignacio´n esta´tica de re´plicas y encaminamiento de peticiones con flujo
bidireccional.
La estructura de mo´dulos de un switch Web (ve´ase Figura 3.16) es ma´s compleja, incluso
para el caso ma´s simple de esta familia de arquitecturas, de lo que lo son en otras familias de
arquitecturas. Esto se debe al hecho de que esta arquitectura incluye aspectos de los clusters
Web y de los sistemas Web distribuidos.
Figura 3.16: Mo´dulos que intervienen en el procesamiento de peticiones en un sistema SD
RE/FB.
Cada switch realiza una monitorizacio´n de su estado e intercambia su informacio´n de
estado con la de los otros switches. De esta forma cada switch tiene la informacio´n necesa-
ria para decidir cua´ndo debe traspasar una peticio´n a otro switch y cuando puede servirla
directamente.
Debe tenerse en cuenta que el traspaso de una peticio´n a otro switch tiene un menor coste
que el mantenimiento de la peticio´n en el switch actual. Esto se debe a que el traspaso a otro
switch se puede realizar sin tener en cuenta el contenido de la peticio´n, lo que permite que
se pueda realizar en el nivel TCP de la pila de protocolos y se pueda integrar fa´cilmente en
el nu´cleo del sistema operativo. Sin embargo, la pol´ıtica de asignacio´n de peticiones debe ser
dependiente del contenido y esto requiere un mayor tiempo de procesamiento.
Cuando un switch decide encargarse del servicio de una peticio´n realiza la seleccio´n de
un nodo servidor de acuerdo con la pol´ıtica de asignacio´n de peticiones y le env´ıa la peticio´n.
Al igual que ocurre con los clusters Web es posible utilizar tanto encaminamiento mediante
pasarela TCP como mediante empalme TCP. Adema´s se puede reducir la latencia asociada a
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la apertura y cierre de conexiones manteniendo un conjunto de conexiones permanentemente
abiertas con cada nodo servidor.
A continuacio´n se presenta una descripcio´n de las funciones de cada mo´dulo:
Filtro de encaminamiento a switches Se encarga de decidir si la peticio´n recibida debe
ser procesada por el switch actual o debe traspasarse a otro switch. Su fuente de infor-
macio´n principal es la informacio´n de estado de los distintos switches que se sincronizan
mediante el mo´dulo de sincronizacio´n de estado.
Mo´dulo de asignacio´n de peticiones Es el mo´dulo encargado de recibir las peticiones
que han pasado con e´xito el filtro de encaminamiento a switches y, tras analizarlas,
asignar el servicio de cada peticio´n a un nodo servidor. La asignacio´n de peticiones
se realiza de acuerdo con la pol´ıtica de asignacio´n de peticiones vigente. En cualquier
caso, la asignacio´n puede necesitar tener en cuenta la asignacio´n de re´plicas a nodos
servidores (suministrada por el servicio de directorio) y la informacio´n de estado del
sistema (suministrada por el mo´dulo de sincronizacio´n de estado).
Mo´dulo de encaminamiento a nodos Recibe las peticiones que han sido asignadas por el
mo´dulo de asignacio´n de peticiones, con la correspondiente asignacio´n del nodo servidor
que debe procesarlas, y realiza el encaminamiento bidireccional. Esto incluye el env´ıo
de peticiones a los nodos servidores, as´ı como la recepcio´n de respuestas de los nodos
servidores y su retransmisio´n a los clientes.
Servicio de directorio Mantiene la informacio´n de asignacio´n de re´plicas a nodos servido-
res y permite la consulta de dicha informacio´n por parte del mo´dulo de asignacio´n de
peticiones.
Mo´dulo de monitorizacio´n Recibe del mo´dulo de encaminamiento a nodos la informacio´n
de las peticiones enviadas a los nodos servidores as´ı como de las respuestas recibidas.
Con esta informacio´n construye la informacio´n de estado que suministra al mo´dulo de
sincronizacio´n de estado.
Mo´dulo de sincronizacio´n de estado Recibe la informacio´n de estado suministrada por
el mo´dulo de monitorizacio´n y se encarga de sincronizar la informacio´n de estado del
switch con la de los otros switches. La informacio´n global de estado que mantiene,
sirve de entrada al mo´dulo encaminamiento de switches y al mo´dulo de asignacio´n de
peticiones.
3.5.2.2 Propuesta arquitecto´nica SD RE/FU
Esta arquitectura (ve´ase Figura 3.17) se basa en la asignacio´n esta´tica de re´plicas y el encami-
namiento de peticiones con flujo unidireccional. Su diferencia con la arquitectura SD RE/FB
es que el encaminamiento de peticiones sigue un flujo unidireccional en vez de bidireccional.
En este caso es necesario que cada nodo servidor posea dos interfaces de red:
• Una interfaz de red para la conexio´n con la red que comunica los nodos servidores con
los switches Web. Esta es la interfaz de red que se usa para la recepcio´n de las peticiones
enviadas por los switches Web al nodo servidor.
52 CAPI´TULO 3. PROPUESTAS ARQUITECTO´NICAS
Figura 3.17: Arquitectura RE/FU de un cluster Web con switch distribuido.
• Una interfaz de red para la conexio´n con el canal de salida. Esta es la interfaz de red
usada para el env´ıo de las respuestas HTTP a los clientes, que se realiza de forma
directa y sin pasar por el switch Web.
Adema´s, se hace necesario que tanto el switch Web como los nodos servidores ejecuten
una versio´n modificada del sistema operativo que permita la implantacio´n del protocolo de
cesio´n TCP.
La estructura interna para cada switch Web (ve´ase Figura 3.18) es similar a la de un
switch Web SD RE/FB con algunas variaciones.
La principal diferencia en la estructura interna de los switches Web con respecto a la
arquitectura WC RE/FB es que en este caso el mo´dulo de encaminamiento tiene que im-
plementarse necesariamente en el nivel del nu´cleo del sistema operativo y que requiere la
modificacio´n de la pila TCP. Adema´s dicho mo´dulo de encaminamiento solamente se respon-
sabiliza del encaminamiento de las peticiones, y no de las respuestas. Esto se debe a que las
respuestas las env´ıan los nodos servidores directamente a los clientes.
Este u´ltimo hecho hace que el mo´dulo de monitorizacio´n no pueda obtener toda la informa-
cio´n directamente del resto de mo´dulos del switch Web y que tenga que obtener informacio´n
de estado enviada por los nodos servidores, ya que las respuestas no pasan por el switch.
3.5.2.3 Propuesta arquitecto´nica SD RD/FB
Esta arquitectura (ve´ase Figura 3.19) se basa en la asignacio´n dina´mica de re´plicas y el
encaminamiento de peticiones con flujo bidireccional. Su diferencia con la arquitectura SD
RE/FU es que la asignacio´n de elementos a los nodos se realiza de forma adaptativa.
La arquitectura del sistema utiliza en este caso dos redes:
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Figura 3.18: Mo´dulos que intervienen en el procesamiento de peticiones en un sistema SD
RE/FU.
Figura 3.19: Arquitectura RD/FB de un cluster Web con switch distribuido.
• Una red de datos para el env´ıo de peticiones desde los switches a los nodos servidores
y el env´ıo de respuestas desde los nodos servidores hasta los switches.
• Una red de servicio para las comunicaciones necesarias para la redistribucio´n de con-
tenidos entre los nodos servidores y la actualizacio´n de las estructuras de datos del
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servicio de directorio.
Esta arquitectura impone el requisito hardware de que tanto los nodos servidores como
los switches Web deben estar conectados a dos redes. Por esta razo´n, se requiere que todos
los nodos servidores este´n equipados con dos interfaces de red. En el caso del switch Web, se
hace necesaria la instalacio´n de tres interfaces de red, pues adema´s necesitara´ otra interfaz
de red para su conexio´n a la red externa.
La estructura interna de los switches Web (ve´ase Figura 3.20) incorpora en este caso los
mecanismos necesarios para la adaptacio´n dina´mica de re´plicas.
Figura 3.20: Mo´dulos que intervienen en el procesamiento de peticiones en un sistema SD
RD/FB.
En este caso es necesario la incorporacio´n de un mo´dulo adicional:
Mo´dulo de equilibrio de re´plicas Este mo´dulo se ejecuta de forma perio´dica en un u´nico
switch Web. El mo´dulo es responsable de determinar las modificaciones en la distribu-
cio´n de re´plicas entre los nodos servidores. Cuando el mo´dulo determina que es necesario
realizar cambios en la distribucio´n, lo notifica a los nodos servidores y a los servicios
de directorio de todos los switches Web.
Es posible utilizar distintas estrategias para asegurar que en cada per´ıodo un u´nico switch
ejecuta el mo´dulo de equilibrio de re´plicas. Una estrategia sencilla es seleccionar uno de los
switches como switch primario y hacer que el mo´dulo se ejecute siempre all´ı. Tambie´n se
puede decidir ejecutar el mo´dulo cada vez en un switch distinto con algu´n criterio de reparto
(como la asignacio´n c´ıclica o la asignacio´n al switch menos cargado).
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3.5.2.4 Propuesta arquitecto´nica SD RD/FU
Esta arquitectura (ve´ase Figura 3.21) se basa en la asignacio´n dina´mica de re´plicas y el
encaminamiento de peticiones con flujo unidireccional. Es la arquitectura ma´s compleja y
combina caracter´ısticas de las arquitecturas SD RE/FU y SD RD/FB.
Figura 3.21: Arquitectura RD/FU de un cluster Web con switch distribuido.
La arquitectura del sistema utiliza tres redes:
• Una red de datos para el env´ıo de peticiones desde los switches a los nodos servidores.
• Otra red de datos para el env´ıo de respuestas desde los nodos servidores hasta los
clientes.
• Una red de servicio para las comunicaciones necesarias para la redistribucio´n de con-
tenidos entre los nodos servidores y la actualizacio´n de las estructuras de datos de los
servicios de directorio.
Por tanto, y por el mismo razonamiento que en la seccio´n anterior, sera´ necesario equipar
a los nodos servidores con tres interfaces de red y a los switches Web con cuatro interfaces
de red.
La estructura interna del switch Web (ve´ase Figura 3.22) tiene algunos aspectos derivados
de la solucio´n SD RE/FU y otros aspectos derivados de la solucio´n SD RD/FB.
Por una parte, se hace necesario que el mo´dulo de encaminamiento se implemente en
el nivel del nu´cleo del sistema operativo, al requerirse la modificacio´n de la pila TCP. El
encaminamiento solamente se responsabiliza de la transferencia de peticiones a los nodos
servidores. Por esta misma razo´n, el mo´dulo de monitorizacio´n debe recibir de los nodos
servidores la informacio´n de estado de los mismos.
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Figura 3.22: Mo´dulos que intervienen en el procesamiento de peticiones en un sistema SD
RD/FU.
La adaptacio´n dina´mica de re´plicas se consigue mediante el uso de un mo´dulo de equilibrio
de re´plicas que se encarga de determinar perio´dicamente la asignacio´n de re´plicas a nodos
servidores y de coordinar la redistribucio´n de re´plicas y los contenidos de los servicios de
directorio.
Adema´s, no es suficiente que los nodos servidores tengan alojado un servidor Web esta´ndar.
De forma perio´dica, cada nodo servidor debe enviar informacio´n de estado al mo´dulo de mo-
nitorizacio´n del switch Web.
3.5.3 Resumen de las propuestas arquitecto´nicas sobre cluster Web con
switch distribuido
En esta seccio´n se ha propuesto una nueva arquitectura: el cluster Web con switch distribuido.
Dicha arquitectura combina ventajas de las arquitecturas que este trabajo ha identificado
como ma´s interesantes para el uso con replicacio´n parcial y distribucio´n dina´mica de re´plicas.
Las arquitecturas de sistemas Web basados en cluster presentan un cuello de botella en
el procesamiento de peticiones debido a que todas las peticiones deben pasar por el switch
Web. Adema´s, en dichas arquitecturas el propio switch Web supone un serio problema desde
el punto de vista de la tolerancia a fallos.
Las arquitecturas de cluster Web con switch distribuido solucionan este problema al ofrecer
un conjunto de switches como punto de entrada al sistema. Esto permite distribuir la carga
para incrementar la escalabilidad y adema´s incrementa la tolerancia a fallos del sistema.
Por otra parte las arquitecturas basadas en sistemas Web distribuidos requieren que todos
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los nodos servidores posean una direccio´n IP pu´blica. Adema´s, al utilizarse replicacio´n parcial
se corre el riesgo de que el nu´mero de redirecciones sea tan elevado que pueda afectar al
rendimiento global del sistema.
Las arquitecturas de cluster Web con switch distribuido no se ven afectadas por este
problema al requerirse u´nicamente que los switches Web posean direccio´n IP pu´blica. Adema´s,
con estas arquitecturas, el primer nivel de redireccio´n es independiente de la localizacio´n de
las re´plicas, al encontrarse una copia del servicio de directorio en cada switch. Esto hace que
la u´nica razo´n para que una peticio´n sea redirigida a otro switch venga dada por la saturacio´n
del mismo.
3.6 Conclusiones
En este cap´ıtulo se han presentado diversas arquitecturas para servidores Web distribuidos
y se ha estudiado su adecuacio´n ante las restricciones de replicacio´n parcial de contenidos y
asignacio´n dina´mica de re´plicas.
La arquitectura de cluster Web virtual se ha descartado por no ser adecuada para el uso
con re´plicas parciales de contenidos.
La primera contribucio´n de este cap´ıtulo ha sido la propuesta de soluciones arquitecto´nicas
de sistemas Web basados en cluster que son capaces de satisfacer los objetivos de replicacio´n
parcial de contenidos y distribucio´n dina´mica de re´plicas.
La segunda contribucio´n ha sido la propuesta de soluciones arquitecto´nicas de sistemas
Web distribuidos que son capaces de satisfacer los objetivos de replicacio´n parcial de conte-
nidos y distribucio´n dina´mica de re´plicas.
La comparacio´n de ambas soluciones arquitecto´nicas sugiere que aunque ninguna de las
dos soluciones esta´ exenta de inconvenientes, es ma´s deseable el uso de soluciones de sistemas
Web basados en cluster realizando modificaciones que mitiguen su vulnerabilidad.
A partir de esta consideracio´n se ha llegado a la tercera contribucio´n de este cap´ıtu-
lo: la propuesta de una nueva solucio´n arquitecto´nica denominada cluster Web con switch
distribuido.
En el siguiente cap´ıtulo se realiza un estudio de las estrategias que pueden utilizarse para
la asignacio´n de re´plicas parciales a nodos servidores. As´ı mismo, en dicho cap´ıtulo se estudia
que´ pol´ıticas de asignacio´n de peticiones se pueden utilizar de forma que sean compatibles
con las arquitecturas propuestas en este cap´ıtulo.
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Cap´ıtulo 4
Pol´ıticas de asignacio´n de re´plicas y
de peticiones
En el cap´ıtulo anterior se ha realizado un estudio de diversas arquitecturas distribuidas que
son compatibles con el uso de re´plicas parciales. As´ı mismo, en dicho cap´ıtulo se ha propuesto
una nueva arquitectura: el cluster Web con switch distribuido.
Independientemente de la arquitectura seleccionada, el uso de una estrategia de replica-
cio´n parcial impone la necesidad de realizar la asignacio´n de las re´plicas de cada elemento a
los distintos nodos. En este cap´ıtulo se proponen diversos algoritmos para la asignacio´n de
re´plicas a nodos. El cap´ıtulo realiza primero una aproximacio´n formal al problema definiendo
la notacio´n utilizada para formularlo. Posteriormente se realizan propuestas para la resolu-
cio´n del problema, comenzando con las soluciones a la asignacio´n esta´tica de re´plicas, para
continuar luego con las soluciones a la asignacio´n dina´mica.
Tanto en el caso de una arquitectura de sistema Web basado en cluster como en el de
una arquitectura de cluster Web con switch distribuido es necesario, adema´s, la definicio´n de
un mecanismo de asignacio´n de peticiones a los nodos. En este cap´ıtulo se proponen distin-
tas estrategias de asignacio´n de peticiones que pueden utilizarse en presencia de replicacio´n
parcial. Primero se presenta una pol´ıtica que no utiliza informacio´n de estado, para pasar
posteriormente a pol´ıticas que utilizan informacio´n de estado.
En este cap´ıtulo se realiza una presentacio´n de las aportaciones realizadas tanto en lo
relativo a la asignacio´n de re´plicas como en lo relativo a la asignacio´n de peticiones. La
seccio´n 4.1 realiza una presentacio´n del problema de la asignacio´n de re´plicas y define los mo-
delos necesarios para la representacio´n del mismo. La seccio´n 4.2 presenta diversos algoritmos
para la asignacio´n esta´tica de re´plicas. En la seccio´n 4.3 se tratan los aspectos relativos a la
distribucio´n dina´mica de las re´plicas. La seccio´n 4.4 presenta el problema de la asignacio´n de
peticiones a los nodos servidores y propone soluciones al mismo. Finalmente, la seccio´n 4.5
presenta un resumen de las contribuciones realizadas en este cap´ıtulo.
4.1 El problema de la asignacio´n de re´plicas
El problema de asignacio´n de re´plicas consiste en asignar las distintas re´plicas de cada ele-
mento a cada uno de los nodos servidores. En esta seccio´n se presenta el modelo general (y
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su notacio´n) que se utilizara´ para definir las distintas variantes del problema y para expresar
los correspondientes algoritmos que lo resuelven.
4.1.1 Modelo de sitio Web
Un sitio Web esta´ formado por un conjunto de elementos o recursos, donde cada uno de
ellos puede ser de un determinado tipo (pa´gina HTML, imagen, video, archivo de descarga,
mu´sica, etc). Se puede definir el conjunto E como el conjunto de todos los elementos que
forman el sitio Web:
E = {e1, e2, . . . , eN}
Una pa´gina Web esta´ formada por un elemento primario (por ejemplo, una pa´gina HTML)
que hace referencia a un conjunto de elementos secundarios (otros elementos incluidos en la
pa´gina). Cuando un cliente solicita una pa´gina Web, primero solicita el elemento primario,
y tras analizarlo y determinar los elementos secundarios asociados, solicita dichos elementos
secundarios.
Por tanto, cada elemento del conjunto E puede ser un elemento primario o un elemento
secundario. De esta forma, el conjunto E se puede expresar como la unio´n del conjunto de
elementos primarios Ep y el conjunto de elementos secundarios Es:
E = Ep ∪ Es
Ep = {ep1, ep2, . . . , epn}
Es = {es1, es2, . . . , esm}
Existe una relacio´n de dependencia entre los elementos secundarios y los elementos primarios
que viene dada por el hecho de que en un elemento primario pueden estar incluidos un
cierto nu´mero de elementos secundarios. Estas relaciones de dependencia entre elementos
primarios y elementos secundarios se puede expresar mediante una matriz de inclusio´n I
(ve´ase ecuacio´n 4.1).
I = (iij) |iij =
{
1 si epi incluye e
s
j
0 en otro caso
(4.1)
Con el apoyo de la matriz de inclusio´n se puede definir una pa´gina Web como un par
formado por un elemento primario y un conjunto de elementos secundarios:
wi = 〈epi , Esi 〉
Esi =
{
esj | iij = 1
}
Con lo que se puede definir el conjunto W de todas las pa´ginas Web del sitio como:
W = {w1, w2, . . . , wn}
Cada elemento tiene asociado un taman˜o ti. La tabla 4.1 muestra el taman˜o de distintos
elementos y conjuntos.
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Expresio´n Valor Significado
ei ti Taman˜o de un elemento.
epi t
p
i Taman˜o de un elemento primario.
esi t
s
i Taman˜o de un elemento secundario.
E
N∑
k=1
tk Taman˜o del sitio Web.
Ep
N∑
k=1
tpk Taman˜o de los elementos primarios.
Es
M∑
k=1
tsk Taman˜o de los elementos secundarios.
Esi
M∑
k=1
iikt
s
k Taman˜o de los elementos secundarios de una pa´gina Web.
wi t
p
i +
M∑
k=1
iikt
s
k Taman˜o de una pa´gina Web.
Tabla 4.1: Taman˜o de distintos elementos y conjuntos.
4.1.2 Modelo de servidor
Independientemente de la arquitectura utilizada, un servidor Web distribuido utiliza un con-
junto de nodos servidores para alojar y proporcionar los contenidos de un sitio Web.
Sea S un conjunto de M nodos servidores:
S = {s1, s2, . . . , sM}
Cada nodo si tiene asociada una capacidad de almacenamiento ci, que es el ma´ximo volumen
de almacenamiento que puede utilizar para alojar contenidos.
La asignacio´n de contenidos a nodos se puede representar mediante la matriz de asignacio´n
A (ve´ase ecuacio´n 4.2).
A = (aij) |aij =
{
1 si ei esta´ asignado a sj
0 en caso contrario
(4.2)
Esta matriz se puede descomponer en dos submatrices: una para representar la asigna-
cio´n de elementos primarios (ve´ase ecuacio´n 4.3a) y otra para representar la asignacio´n de
elementos secundarios (ve´ase ecuacio´n 4.3b).
Ap =
(
apij
)
|apij =
{
1 si epi esta´ asignado a sj
0 en otro caso
(4.3a)
As =
(
asij
) |asij =
{
1 si esi esta´ asignado a sj
0 en otro caso
(4.3b)
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En general, el problema de la asignacio´n consiste en encontrar los valores de una matriz
A que represente la asignacio´n de elementos a nodos. Como se vera´ en las pro´ximas secciones,
los valores de dicha matriz pueden estar sujetos a distintas restricciones lo que dara´ lugar a
las soluciones que se proponen para dicho problema.
4.2 Propuestas de asignacio´n esta´tica de re´plicas
En la asignacio´n esta´tica de re´plicas la matriz A se determina antes de poner en marcha
el sistema y sus valores se mantienen constantes a lo largo de la vida del sistema. En esta
seccio´n se proponen distintas soluciones al problema dependiendo de las restricciones que
deban cumplirse.
Primeramente, se presentan las soluciones ma´s simples en las que se supone que la capa-
cidad de almacenamiento de los nodos no esta´ restringida y que todos los elementos deben
replicarse un mismo nu´mero de veces. Si bien esta familia de problemas no tiene un intere´s
pra´ctico, su solucio´n permite introducir las estrategias a utilizar. Posteriormente, se propo-
nen las soluciones para el caso en que la capacidad de almacenamiento esta´ restringida y el
nu´mero de re´plicas es el mismo para todos los elementos. Por u´ltimo, se elimina la restriccio´n
de igual nu´mero de re´plicas y se propone un algoritmo que determina un nu´mero distinto de
re´plicas para cada elemento.
4.2.1 Propuestas de asignacio´n para capacidad de almacenamiento no res-
tringida
En esta seccio´n se presentan algoritmos de asignacio´n esta´tica de re´plicas que no tienen en
cuenta la capacidad de almacenamiento de los nodos.
Por simplicidad, en este caso se considera que el nu´mero de re´plicas por elemento es un
para´metro del algoritmo y es fijo e igual para todos los elementos.
Por tanto, en este caso el problema a resolver consiste en realizar la asignacio´n de N
elementos primarios a un conjunto de M nodos servidores, de forma que cada elemento sea
asignado a r nodos servidores. Es decir, el problema consiste encontrar un conjunto de valores
aij que permiten que cumpla
M∑
j=1
aij = r ∀i = 1, . . . , N
4.2.1.1 Asignacio´n c´ıclica inicial
Este algoritmo (ve´ase algoritmo 1) realiza la asignacio´n de las re´plicas de forma c´ıclica en
el conjunto de nodos, de forma que si el elemento ek se replica en la secuencia de nodos
si, si+r, el elemento ek+1 se replica en los nodos si+1, si+r+1. Para los sub´ındices de los nodos
servidores se utiliza aritme´tica modular referida al nu´mero de nodos servidores.
El algoritmo no realiza ninguna distincio´n entre elementos primarios y secundarios. Para
cada pa´gina Web realiza primero la distribucio´n de su elemento primario, seguida de la dis-
tribucio´n de todos sus elementos secundarios. Para mostrar el comportamiento del algoritmo
se aplicara´ a un conjunto de pa´ginas (ve´ase tabla 4.2).
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k ← 1
para todo wi ∈W
{Replicar epi en r nodos consecutivos a partir de sk}
para l = 0, . . . , r − 1
u← 1 + (k + l − 1) mo´dM
apiu ← 1
fin para
k ← 1 + k mo´dM
para todo esj ∈ Esi
{Replicar esj en r nodos consecutivos a partir de sk}
para l = 0, . . . , r − 1
u← 1 + (k + l − 1) mo´dM
asiu ← 1
fin para
k ← 1 + k mo´dM
fin para
fin para
Algoritmo 1: Asignacio´n c´ıclica inicial de re´plicas.
Pa´gina Web Elemento primario Elementos secundarios
w1 e
p
1 e
s
1 , e
s
2
w2 e
p
2
w3 e
p
3 e
s
3 , e
s
4 , e
s
5
Tabla 4.2: Conjunto de pa´ginas ejemplo.
Aplicando la distribucio´n c´ıclica inicial a este ejemplo, con un conjunto de ocho nodos
servidores y un nu´mero de re´plicas por elemento igual a tres, la distribucio´n obtenida ser´ıa
la de la tabla 4.3.
Servidor 1 ep1 e
s
4 e
s
5
Servidor 2 ep1 e
s
1 e
s
5
Servidor 3 ep1 e
s
1 e
s
2
Servidor 4 es1 e
s
2 e
p
2
Servidor 5 es2 e
p
2 e
p
3
Servidor 6 ep2 e
p
3 e
s
3
Servidor 7 ep3 e
s
3 e
s
4
Servidor 8 es3 e
s
4 e
s
5
Tabla 4.3: Ejemplo de distribucio´n de re´plicas utilizando el algoritmo de distribucio´n c´ıclica
inicial.
Una desventaja que plantea este tipo de distribucio´n es que se da frecuentemente el caso de
que un nodo servidor aloja varios elementos secundarios correspondientes a una misma pa´gina
Web. Esto se debe a que la distancia entre el primer nodo de un elemento y el primer nodo
del siguiente es de 1. Esto plantea un inconveniente desde el punto de vista de distribucio´n de
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las peticiones, ya que cuando un cliente accede a una pa´gina Web realiza una peticio´n para
cada uno de sus elementos secundarios. Dicho inconveniente se produce si el cliente pide los
elementos en paralelo, que es lo que ocurre con la mayor´ıa de los clientes modernos.
Si se define el siguiente conjunto:
N si ≡ {conjunto de nodos en los que se aloja el elemento esi}
Se pueden determinar los conjuntos (y sus correspondientes nu´meros de elementos) para las
distintas pa´ginas Web del ejemplo presentado (ve´ase tabla 4.4).
Conjunto Elementos Nu´mero de elementos
N s1 {s2, s3, s4} 3
N s2 {s3, s4, s5} 3
N s1 ∪N s2 {s2, s3, s4, s5} 4
N s1 ∩N s2 {s3, s4} 2
N s3 {s6, s7, s8} 3
N s4 {s1, s7, s8} 3
N s5 {s1, s2, s8} 3
N s3 ∪N s4 ∪N s5 {s1, s2, s6, s7, s8} 5
N s3 ∩N s4 {s7, s8} 2
N s4 ∩N s5 {s1, s8} 2
N s3 ∩N s4 ∩N s5 {s8} 1
Tabla 4.4: Conjuntos de nodos que alojan diversos elementos en el caso de distribucio´n c´ıclica
inicial.
En general el nu´mero de nodos que contiene al menos un elemento secundario de una
pa´gina Web es
mı´n {M, r + s− 1}
donde M es el nu´mero de nodos servidores, r es el nu´mero de re´plicas por elemento y s es el
nu´mero de elementos secundarios de la pa´gina Web.
As´ı mismo, el nu´mero de nodos que contienen a todos los elementos secundarios de una
pa´gina Web es
ma´x {0, r − s+ 1}
Lo deseable ser´ıa que, para cada pa´gina Web, la primera cantidad fuese lo ma´s alta posible
y la segunda lo ma´s baja posible.
4.2.1.2 Asignacio´n c´ıclica final
Una alternativa para mitigar el problema identificado en la seccio´n anterior es realizar una
asignacio´n c´ıclica que, dentro de la medida de lo posible, minimice el nu´mero de nodos
servidores que contengan dos elementos consecutivos.
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k ← 1
para wi ∈W
{Replicar epi en r nodos a partir de sk}
para l = 0, . . . , r − 1
u← 1 + (k + l − 1) mo´dM
apiu ← 1
fin para
k ← 1 + (k + r − 1) mo´dM
para esj ∈ Esi
{Replicar esj en r nodos a partir de sk}
para l = 0, . . . , r − 1
u← 1 + (k + l − 1) mo´dM
asiu ← 1
fin para
k ← 1 + (k + r − 1) mo´dM
fin para
fin para
Algoritmo 2: Asignacio´n c´ıclica final de re´plicas.
El algoritmo de asignacio´n c´ıclica final (ve´ase algoritmo 2) realiza la asignacio´n de las
re´plicas de forma c´ıclica en el conjunto de nodos, de forma que si el elemento ek se replica en
la secuencia de nodos si, si+r−1, el elemento ek+1 se replica en los nodos si+r, si+2r−1.
En este caso, el algoritmo no realiza tampoco distincio´n entre elementos primarios y
secundarios. Por cada pa´gina Web realiza primero la distribucio´n de su elemento primario, y
despue´s, la distribucio´n de todos sus elementos secundarios. La tabla 4.5 muestra la aplicacio´n
del algoritmo de distribucio´n al ejemplo de la tabla 4.2 para un conjunto de cuatro nodos
servidores y tres re´plicas por elemento.
Servidor 1 ep1 e
s
2 e
s
4
Servidor 2 ep1 e
p
2 e
s
4
Servidor 3 ep1 e
p
2 e
s
5
Servidor 4 es1 e
p
2 e
s
5
Servidor 5 es1 e
s
3 e
s
5
Servidor 6 es1 e
s
3
Servidor 7 es2 e
s
3
Servidor 8 es2 e
s
4
Tabla 4.5: Ejemplo de distribucio´n de re´plicas utilizando el algoritmo de distribucio´n c´ıclica
final.
Si se determinan los conjuntos (y sus correspondientes nu´meros de elementos) para las
distintas pa´ginas Web del ejemplo (ve´ase tabla 4.6) se obtienen valores distintos del caso
anterior.
El nu´mero de nodos que contiene al menos un elemento secundario de una pa´gina Web es
mı´n {rs,M}
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Por otra parte, el nu´mero de nodos que contienen a todos los elementos de una pa´gina
Web es{
0 si rs ≤M
ma´x {0, r − (s− 1) (M − r)} en otro caso
Conjunto Elementos Nu´mero de elementos
N s1 {s4, s5, s6} 3
N s2 {s1, s7, s8} 3
N s1 ∪N s2 {s1, s4, s5, s6, s7, s8} 6
N s1 ∩N s2 ∅ 0
N s3 {s5, s6, s7} 3
N s4 {s1, s2, s8} 3
N s5 {s3, s4, s5} 3
N s3 ∪N s4 ∪N s5 {s1, s2, s3, s4, s5, s6, s7, s8} 8
N s3 ∩N s4 ∅ 0
N s4 ∩N s5 ∅ 0
N s3 ∩N s4 ∩N s5 ∅ 1
Tabla 4.6: Conjuntos de nodos que alojan diversos elementos en el caso de distribucio´n c´ıclica
final.
4.2.2 Propuestas de asignacio´n equitativa para capacidad de almacena-
miento restringida
Los algoritmos presentados en la seccio´n anterior realizan el reparto de re´plicas sin tener en
cuenta la posible limitacio´n de capacidad de almacenamiento. No obstante, suele ser habitual
que el almacenamiento disponible en cada nodo servidor no sea ilimitado. De hecho, las
restricciones de capacidad de almacenamiento son una de las razones que justifican el uso de
replicacio´n parcial en vez de replicacio´n total.
En esta seccio´n se estudia la asignacio´n equitativa para capacidad de almacenamiento
restringida. Es decir, que el nu´mero de re´plicas que se realiza de cada elemento es el mismo.
En la seccio´n siguiente (ve´ase 4.2.3) se presenta la asignacio´n que utiliza distinto nu´mero de
re´plicas para distintos elementos.
Ahora el problema consiste en encontrar el nu´mero de re´plicas r y la matriz de asignacio´n
A de forma que el nu´mero de re´plicas de cada elemento sea r y que no se rebase la capacidad
de almacenamiento de ningu´n nodo. Es decir:
M∑
j=1
aij = r ∀i ∈ [1, N ] (4.4a)
N∑
i=1
aijti ≤ cj ∀j ∈ [1,M ] (4.4b)
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Si se realiza una suma de la familia de inecuaciones 4.4b se obtiene la restriccio´n de la
ecuacio´n 4.5.
M∑
j=1
N∑
i=1
aijti ≤
M∑
j=1
cj (4.5)
Por otra parte, se tiene que
M∑
j=1
N∑
i=1
aijti =
N∑
i=1
ti
M∑
j=1
aij
Pero, aplicando la ecuacio´n 4.4a
N∑
i=1
ti
M∑
j=1
aij =
N∑
i=1
tir = r
N∑
i=1
ti
Aplicando este resultado sobre la ecuacio´n 4.5 se tiene
r
N∑
i=1
ti ≤
M∑
j=1
cj
De donde se obtiene una restriccio´n (ve´ase ecuacio´n 4.6) sobre el nu´mero de re´plicas en
forma de cota superior.
r ≤
M∑
j=1
cj
N∑
i=1
ti
(4.6)
En muchas ocasiones el nu´mero ma´ximo de re´plicas admisible puede ser menor que este
valor. Esto se debe a dos razones. Por una parte, no es admisible distribuir una u´nica re´plica
entre varios nodos servidores. Es decir la unidad de asignacio´n es el archivo. Por otra parte,
no tiene sentido que ma´s de una re´plica se asigne a un mismo nodo servidor (es decir, ∀i, j :
aij ∈ {0, 1}).
Estas restricciones transforman el problema de la asignacio´n en un problema de progra-
macio´n lineal entera que es computacionalmente costoso. No obstante, en la mayor´ıa de los
casos existen varios factores que pueden permitir simplificar dicho problema.
• El nu´mero de nodos servidores es much´ısimo menor que el nu´mero de elementos a
distribuir.
• El nu´mero de nodos servidores es un nu´mero relativamente cercano a 0.
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• El nu´mero de re´plicas es un nu´mero bastante cercano a la cota inferior de la ecuacio´n
4.6.
Todo esto hace que una solucio´n ma´s practicable sea partir de la cota superior y reali-
zar reducciones en dicho nu´mero si el algoritmo de asignacio´n supera la capacidad ma´xima
de algu´n nodo servidor. En las siguientes secciones se muestran diversas variantes para la
asignacio´n de re´plicas.
4.2.2.1 Asignacio´n equitativa c´ıclica inicial
Este algoritmo (ve´ase algoritmo 3) es una modificacio´n del algoritmo de asignacio´n c´ıclica
inicial, que tiene en cuenta las restricciones de capacidad de almacenamiento de los nodos
servidores y asigna igual nu´mero de re´plicas para todos los elementos.
r ← 1
A← 0, B ← 0
mientras r ≤M y T (A+B) ≤ C
A← A+B
B ← 0
k ← r
para todo wi ∈W
bpik = 1
k ← 1 + (k + 1) mo´dM
para todo esj ∈ Esi
bsjk ← 1
k ← 1 + (k + 1) mo´dM
fin para
fin para
r ← r + 1
fin mientras
Algoritmo 3: Asignacio´n equitativa c´ıclica inicial de re´plicas.
El algoritmo realiza asignaciones de todos los elementos siguiendo la estrategia c´ıclica
inicial. Si despue´s de una asignacio´n de este tipo, queda sitio para realizar otra asignacio´n de
todos los elementos se vuelve a repetir el proceso. Cuando en una iteracio´n no se puede alojar
algu´n elemento (por sobrepasarse la capacidad ma´xima de un nodo), se anula la iteracio´n
completa.
Para simplificar la exposicio´n del algoritmo, se utiliza en algunos puntos del mismo no-
tacio´n matricial. El algoritmo utiliza la matriz de asignacio´n A, y una matriz auxiliar de
asignacio´n B. La matriz B se inicia en cada iteracio´n con todos sus elementos a 0 y se utiliza
para realizar las asignaciones de una iteracio´n que se consolidan en la siguiente, exclusiva-
mente si hay espacio disponible. El vector fila T contiene los taman˜os de todos los elementos.
As´ı mismo, el vector fila C contiene las capacidades de los nodos servidores.
Por tanto, el producto
T ·A
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da lugar a un vector fila con el espacio ocupado en cada nodo. Si se considera que el operador
≤ realiza la comparacio´n de dos vectores elemento a elemento, de forma que un vector es
menor que otro, solamente si cada elemento del primer vector es menor que el correspondiente
elemento del segundo vector, la condicio´n para que una asignacio´n A sea compatible con las
capacidades de almacenamiento de los nodos es
T ·A ≤ C
y la condicio´n para que una asignacio´n auxiliar B se pueda incorporar a la asignacio´n A es
T · (A+B) ≤ C
Obse´rvese, que en el algoritmo, y por conveniencia de notacio´n, a veces se accede a la
matriz B mediante sus submatrices Bp (matriz de asignacio´n de elementos primarios) y Bs
(matriz de asignacio´n de elementos secundarios).
Para ilustrar el funcionamiento del algoritmo se ha tomado el ejemplo de la tabla 4.2 y se
ha supuesto que dichos elementos tienen los taman˜os de la tabla 4.7. Adema´s, se ha supuesto
que todos los nodos tienen una capacidad de 15000.
Elemento Taman˜o
ep1 100
es1 2500
es2 4000
ep2 150
ep3 175
es3 1800
es4 3200
es5 10000
Tabla 4.7: Taman˜os de los elementos utilizados en el ejemplo.
La tabla 4.8 muestra los elementos que se asignan a cada nodo servidor, as´ı como el
espacio ocupado.
Nodo Elementos Ocupacio´n
s1 e
p
1 , e
s
5 , e
s
4 13300
s2 e
s
1 , e
p
1 , e
s
5 12600
s3 es2 , e
s
1 , e
p
1 6600
s4 ep2 , e
s
2 , e
s
1 6650
s5 ep3 , e
p
2 , e
s
2 4325
s6 es3 , e
p
3 , e
p
2 2125
s7 es4, e
s
3 , e
p
3 5175
s8 es5 , e
s
4 , e
s
3 15000
Tabla 4.8: Ejemplo de resultado con asignacio´n equitativa c´ıclica inicial.
Al igual que en el caso de la asignacio´n c´ıclica inicial sin limitacio´n de la capacidad de
almacenamiento (ve´ase 4.2.1.1), las re´plicas correspondientes a distintos elementos secunda-
rios de un mismo elemento primario quedan asignadas a conjuntos de nodos con interseccio´n
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no vac´ıa. Para resolver este problema, otra alternativa es el uso de un esquema basado en
asignacio´n c´ıclica final como el de la siguiente seccio´n.
4.2.2.2 Asignacio´n equitativa c´ıclica final
Este algoritmo (ve´ase algoritmo 4) es una modificacio´n del algoritmo de asignacio´n c´ıclica
final, que tiene en cuenta las restricciones de capacidad de almacenamiento de los nodos
servidores y asigna igual nu´mero de re´plicas para todos los elementos.
El algoritmo realiza asignaciones de todos los elementos siguiendo la estrategia c´ıclica
final. El primer paso es la seleccio´n de un nu´mero de re´plicas tentativo (ve´ase ecuacio´n (4.6)).
A partir del nu´mero de re´plicas seleccionado se trata de realizar un asignacio´n c´ıclica final,
si en algu´n momento se excede la capacidad de algu´n nodo, se reduce el nu´mero de re´plicas
y se vuelve a repetir el proceso.
La tabla 4.9 muestra el resultado final de aplicar el algoritmo al conjunto de pa´ginas
utilizado como ejemplo. Como puede observarse en este caso se produce un menor grado de
replicacio´n y el aprovechamiento de la capacidad de almacenamiento de los nodos servidores
es menor.
Nodo Elementos Ocupacio´n
s1 e
p
1 , e
s
2 , e
p
3 , e
s
2 7475
s2 e
p
1 , e
s
2 , e
p
3 , e
s
2 7475
s3 ep1 , e
s
2 , e
p
3 , e
s
2 7475
s4 ep1 , e
s
2 , e
p
3 , e
s
2 7475
s5 es1 , e
p
2 , e
s
1 , e
s
3 14450
s6 es1 , e
p
2 , e
s
1 , e
s
3 14450
s7 es1 , e
p
2 , e
s
1 , e
s
3 14450
s8 es1 , e
p
2 , e
s
1 , e
s
3 14450
Tabla 4.9: Ejemplo de resultado con asignacio´n equitativa c´ıclica final.
4.2.2.3 Asignacio´n voraz de re´plicas
Otra solucio´n distinta para resolver el problema de la asignacio´n de re´plicas (ve´ase algorit-
mo 5) es la utilizacio´n de un algoritmo voraz. En este caso la seleccio´n de elementos se hace
basa´ndose en el taman˜o del elemento, realizando primero la asignacio´n de los elementos de
mayor taman˜o. Adema´s debe tenerse en cuenta la restriccio´n de que no se puede asignar ma´s
de una re´plica de un elemento a un mismo nodo.
Al igual que en el caso anterior, el algoritmo comienza intentando asignar el ma´ximo
nu´mero de re´plicas posible. Si no se encuentra una solucio´n para ese nu´mero de re´plicas, se
reduce dicho nu´mero y se vuelve a intentar encontrar una solucio´n.
La tabla 4.10 muestra el resultado final de aplicar el algoritmo al conjunto de pa´ginas
utilizado como ejemplo. En el ejemplo puede observarse que el algoritmo tiende a generar
espacios de ocupacio´n ma´s equilibrados.
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r ←
M∑
i=1
ci
N∑
j=1
tj
repetir
A← 0
k ← 1
para todo wi ∈W
{Replicar epi en r nodos a partir de sk}
para l = 0, . . . , r − 1
u← 1 + (k + l − 1) mo´dM
apiu ← 1
si
N∑
i=1
aiuti > cu entonces
r ← r − 1
Pasar a siguiente iteracio´n de repetir
fin si
fin para
k ← 1 + (k + r − 1) mo´dM
para todo esj ∈ Esi
{Replicar esj en r nodos a partir de sk}
para l = 0, . . . , r − 1
u← 1 + (k + l − 1) mo´dM
apiu ← 1
si
N∑
i=1
aiuti > cu entonces
r ← r − 1
Pasar a siguiente iteracio´n de repetir
fin si
fin para
k ← 1 + (k + r − 1) mo´dM
fin para
fin para
salir
fin repetir
Algoritmo 4: Asignacio´n equitativa c´ıclica final de re´plicas.
4.2.3 Propuesta de asignacio´n no equitativa para capacidad de almacena-
miento restringida
Todos los algoritmos, presentados hasta el momento se basan en la asignacio´n del mismo
nu´mero de re´plicas para todos los elementos. Esto ser´ıa apropiado si las peticiones de elemen-
tos se distribuyesen de forma uniforme para todos los elementos de un sitio Web. No obstante
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r ←
M∑
i=1
ci
N∑
j=1
tj
Ordenar los elementos ei en orden decreciente de taman˜o
repetir
para i = 1 to M
li ← ci
fin para
para todo ei ∈ E
Generar la lista o = 〈o1, . . . , om〉 con los ı´ndices de los servidores ordenados por orden
decreciente de espacio disponible lj
si ∃j ∈ {o1, . . . , or} |ti > lj entonces
r ← r − 1
A← 0
Pasar a siguiente iteracio´n del bucle externo
fin si
aij ← 1 ∀j = o1, . . . , or
lj ← lj − ti ∀j = o1, . . . , or
fin para
salir
fin repetir
Algoritmo 5: Asignacio´n voraz re´plicas.
Nodo Elementos Ocupacio´n
s1 e
p
1 , e
p
2 , e
p
3 , e
s
5 10425
s2 e
p
1 , e
p
2 , e
p
3 , e
s
5 10425
s3 ep1 , e
p
2 , e
p
3 , e
s
5 10425
s4 ep1 , e
p
2 , e
p
3 , e
s
5 10425
s5 es1 , e
2
2 , e
s
3 , e
s
4 11500
s6 es1 , e
2
2 , e
s
3 , e
s
4 11500
s7 es1 , e
2
2 , e
s
3 , e
s
4 11500
s8 es1 , e
2
2 , e
s
3 , e
s
4 11500
Tabla 4.10: Ejemplo de resultado con asignacio´n equitativa voraz.
esto no suele ser as´ı. En un sitio Web, unos elementos son ma´s populares que otros, de forma
que las peticiones recibidas sobre dichos elementos sera´n superiores en nu´mero.
En estos casos, puede ser ma´s conveniente disponer de un mayor nu´mero de re´plicas para
los elementos ma´s populares, y disponer de un menor nu´mero de re´plicas para los elementos
menos populares.
Ahora el problema consiste en encontrar los valores ri y la matriz de asignacio´n A, de
forma que el nu´mero de re´plicas de cada elemento ei sea ri y que no se rebase la capacidad
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de almacenamiento cj de ningu´n nodo. Es decir
M∑
j=1
aij = ri ∀i ∈ [1, N ] (4.7a)
N∑
i=1
aijti ≤ cj ∀j ∈ [1,M ] (4.7b)
Si se realiza la suma de la familia de inecuaciones 4.7b se obtiene la restriccio´n 4.8.
M∑
j=1
N∑
i=1
aijti ≤
M∑
j=1
cj (4.8)
Por otra parte, se tiene que
M∑
j=1
N∑
i=1
aijti =
N∑
i=1
ti
M∑
j=1
aij
Y aplicando la ecuacio´n 4.7a
N∑
i=1
ti
M∑
j=1
aij =
N∑
i=1
tiri
Por tanto la restriccio´n que debe mantenerse viene expresada por la inecuacio´n 4.9.
N∑
i=1
tiri ≤
M∑
j=1
ci (4.9)
Si se conoce la probabilidad de que se realice una peticio´n sobre un elemento, se puede
realizar una asignacio´n de re´plicas que asigne un mayor nu´mero de re´plicas para los elementos
ma´s populares y un menor nu´mero de re´plicas para los elementos menos populares.
Sea pi la probabilidad de que una peticio´n haga referencia al elemento ei. Se puede reor-
denar los elementos de tal forma que
pi ≥ pi+1
Se puede realizar un reparto del espacio proporcional a la probabilidad y que tenga en
cuenta las restricciones del problema.
La idea pasa por asignar inicialmente a cada elemento una cuota de participacio´n en el
almacenamiento global proporcional a su probabilidad asociada. De esta forma, los elementos
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ma´s populares tendra´n ma´s espacio disponible que los elementos menos populares. Por tanto,
el nu´mero de re´plicas inicial para cada elemento vendra´ dado por
ri =
pi
M∑
j=1
cj
ti
No obstante, el nu´mero de re´plicas de un elemento no puede ser menor que 1 ni mayor
que M , por lo que es necesario realizar ajustes del nu´mero de re´plicas. Por tanto, se puede
definir r∗i tal y como se muestra en la ecuacio´n 4.10.
r∗i =

1 si ri < 1
M si ri > M
bric si 1 ≤ ri ≤M
(4.10)
Una vez realizado el ajuste del nu´mero de re´plicas de cada elemento, se puede utilizar un
algoritmo voraz de asignacio´n de re´plicas basado en probabilidades (ve´ase algoritmo 6).
Determinar r∗i ∀i mediante la ecuacio´n 4.10
Ordenar los elementos ei en orden decreciente de taman˜o
repetir
li ← ci ∀i
para todo ei ∈ E
Generar la lista o = 〈o1, . . . , om〉 con los ı´ndices de los servidores ordenados por orden
decreciente de espacio disponible lj
si ∃j ∈ {o1, . . . , or} | ti > lj entonces
Seleccionar un r∗k al que reducir el nu´mero de re´plicas
r∗k ← r∗k − 1
A← 0
Pasar a siguiente iteracio´n de bucle externo
fin si
aij ← 1 ∀j = o1, . . . , or∗i
lj ← lj − ti ∀j = o1, . . . , or∗i
fin para
salir
fin repetir
Algoritmo 6: Asignacio´n basada en probabilidades.
Un problema adicional a resolver es la seleccio´n del elemento sobre el que realizar reduccio´n
de re´plicas en caso de que el algoritmo llegue a una situacio´n en que la asignacio´n no sea
posible.
Para resolver este problema debe seleccionarse un elemento al que reducir el nu´mero de
re´plicas. La idea de la reduccio´n del nu´mero de re´plicas se basa en la determinacio´n del valor
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αi (ve´ase ecuacio´n 4.11).
αi =
r∗i
ri
(4.11)
Para aquellos elementos para los que ri fuese menor que 1, r∗i es exactamente 1 y por
tanto
ri < 1⇒ r∗i = 1⇒ αi =
r∗i
ri
=
1
ri
> 1
Para el resto de elementos, αi expresa la proximidad entre los valores ri y r∗i . Un valor de
αi muy pro´ximo a 1 indica que dicho elemento tiene asignados un nu´mero de re´plicas muy
pro´ximo al que le corresponder´ıa por su probabilidad pi. Por tanto, el mejor candidato para
reducir re´plicas, sera´ aquel cuyo valor αi sea ma´s pro´ximo a 1 sin sobrepasarlo.
Teniendo en cuenta este criterio, se puede refinar el algoritmo (ve´ase algoritmo 7).
Determinar r∗i ∀i mediante la ecuacio´n 4.10
Ordenar los elementos ei en orden decreciente de taman˜o
repetir
li ← ci ∀i
para todo ei ∈ E
Generar la lista o = 〈o1, . . . , om〉 con los ı´ndices de los servidores ordenados por orden
decreciente de espacio disponible lj
si ∃j ∈ {o1, . . . , or} | ti > lj entonces
Determinar αi ∀i mediante la ecuacio´n 4.11
Seleccionar k|@q : αq ≤ 1 ∧ αq > αk
r∗k ← r∗k − 1
A← 0
Pasar a siguiente iteracio´n de bucle externo
fin si
aij ← 1 ∀j = o1, . . . , or∗i
lj ← lj − ti ∀j = o1, . . . , or∗i
fin para
salir
fin repetir
Algoritmo 7: Asignacio´n basada en probabilidades refinada.
Un aspecto importante a tener en cuenta es la seleccio´n de las probabilidades pi asociadas
a cada uno de los elementos ei. Cuando la asignacio´n de re´plicas es esta´tica, no se tiene
informacio´n sobre la probabilidad que tiene cada elementos de ser solicitado. De hecho la
u´nica informacio´n que se tiene sobre los elementos del sitio Web es la relativa a su estructura
y a los taman˜os de los elementos.
No obstante, a partir del taman˜o de cada elemento se puede realizar una estimacio´n de la
probabilidad de peticio´n. Diversos estudios emp´ıricos [73, 74] demuestran que si se ordenan los
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elementos en orden de popularidad decreciente, la probabilidad de acceso al i-esimo elemento
sigue la distribucio´n propuesta por George Zipf [75] (ve´ase ecuacio´n 4.12).
p (i) =
k
i
(4.12)
Por la definicio´n de probabilidad, debe verificarse que
N∑
i=1
p (i) = 1
y por tanto
N∑
i=1
k
i
= k
N∑
i=1
1
i
= 1
y el valor de k debe ser
k =
1
N∑
i=1
1
i
No obstante, no se tiene ningu´n conocimiento a priori sobre la popularidad de las pa´ginas.
Otros estudios [76, 77] demuestran que la popularidad de un elemento es mayor cuanto menor
es su taman˜o.
El algoritmo 8 muestra como puede generarse las probabilidades de acceso para cada uno
de los elementos.
Ordenar los elementos ei en orden decreciente de taman˜o ti
k ← 1
N∑
i=1
1
i
para i = 1 hasta N
pi ← k
i
fin para
Algoritmo 8: Asignacio´n de probabilidades mediante distribucio´n de Zipf.
Si se aplica este algoritmo al conjunto de pa´ginas ejemplo presentado en las Tablas 4.2
y 4.7, la funcio´n de Zipf debe tener un valor de k = 0,367936925. La tabla 4.11 presenta los
valores de pi, r y r∗ para el conjunto de pa´ginas ejemplo.
Dada esta asignacio´n de coeficientes, la ejecucio´n del algoritmo, genera la asignacio´n de
re´plicas que se muestra en la tabla 4.12.
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Elemento Taman˜o Orden pi r r∗
ep1 100 8 0,045992116 55,19053876 8
es1 2500 4 0,091984231 4,415243101 4
es2 4000 2 0,183968463 5,519053876 5
ep2 150 7 0,052562418 42,0499343 8
ep3 175 6 0,061322821 42,0499343 8
es3 1800 5 0,073587385 4,905825668 4
es4 3200 3 0,122645642 4,599211564 4
es5 10000 1 0,367936925 4,415243101 4
Tabla 4.11: Asignacio´n de probabilidades y valores de r y r∗ para el conjunto de elementos
del ejemplo.
Nodo Elementos Ocupacio´n
s1 e
s
5 , e
s
2 , e
p
3 , e
p
2 , e
p
1 675
s2 e
s
5 , e
p
3 , e
p
2 , e
p
1 4575
s3 es5 , e
p
3 , e
p
2 , e
p
1 7475
s4 es5 , e
p
3 , e
p
2 , e
p
1 4575
s5 es2 , e
s
4 , e
s
1 , e
s
3 , e
p
3 , e
p
2 , e
p
1 3075
s6 es2 , e
s
4 , e
s
1 , e
s
3 , e
p
3 , e
p
2 , e
p
1 3075
s7 es2 , e
s
4 , e
s
1 , e
s
3 , e
p
3 , e
p
2 , e
p
1 3075
s8 es2 , e
s
4 , e
s
1 , e
s
3, e
p
3 , e
p
2 , e
p
1 3075
Tabla 4.12: Ejemplo de resultado con asignacio´n no equitativa de re´plicas.
4.3 Propuestas de asignacio´n dina´mica de re´plicas
Todas las estrategias de asignacio´n esta´tica de re´plicas establecen una asignacio´n inicial de
re´plicas que no se modifica a lo largo del tiempo. Para cierto tipo de servicios, esto puede ser
va´lido porque el patro´n de acceso es esta´tico. Pero es frecuente que el patro´n de acceso a un
servidor Web se modifique a lo largo del tiempo. Existen razones para ello:
• En muchos casos la informacio´n que se publica ma´s recientemente es la ma´s accedida
por los usuarios. En un sitio Web que muestre las u´ltimas noticias relacionadas por la
organizacio´n, el acceso a dicha informacio´n implica peticiones de elementos distintos en
cada momento.
• Existen ciertos servicios en los que el perfil de los usuarios se modifica con cierta pe-
riodicidad. En muchos sitios Web, el perfil de los usuarios que acceden durante los d´ıas
laborables es muy distinto del perfil de los usuarios que acceden en fin de semana.
• El patro´n de acceso se puede modificar ante la proximidad de un cierto evento. En el
servicio Web de una universidad, la demanda de informacio´n sobre los contenidos de las
asignaturas optativas se incrementa cuando se aproxima un periodo de matriculacio´n.
• El patro´n de acceso se puede modificar a lo largo de un mismo d´ıa. En muchos sitios
Web el patro´n de acceso es distinto por la man˜ana, al mediod´ıa, por la tarde o por la
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noche.
Todo esto hace que, en ciertos casos, pueda ser necesario modificar la distribucio´n de
re´plicas entre nodos de forma perio´dica. Adema´s, la adaptacio´n dina´mica de re´plicas introduce
una ventaja sobre la asignacio´n esta´tica de re´plicas: en este caso no es necesario asumir que
la frecuencia de peticiones para cada elemento sigue una determinada distribucio´n teo´rica.
En vez de esto, se puede realizar una recogida de la informacio´n y utilizar dicha informacio´n
como entrada para la realizacio´n de la asignacio´n de re´plicas.
Dos problemas deben resolverse en relacio´n con la asignacio´n dina´mica de re´plicas. Por
una parte, debe estimarse la probabilidad de acceso a cada elemento a partir del funciona-
miento del sistema. Por otra parte, debe realizarse la redistribucio´n de re´plicas con un mı´nimo
impacto sobre el rendimiento del sistema.
4.3.1 Frecuencia de peticiones
La estimacio´n de la probabilidad de acceso a cada elemento se puede realizar a partir de
las peticiones recibidas para cada elemento. Sea qi el nu´mero de peticiones recibidas sobre
el elemento ei. La probabilidad de que una peticio´n se realice sobre el elemento ei se puede
estimar como
p̂i =
qi
N∑
i=1
qi
Por tanto la estimacio´n de probabilidades no requiere ningu´n algoritmo complejo.
No obstante la recogida del nu´mero de peticiones que hacen referencia a cada elemento
es distinta dependiendo de la familia de arquitectura utilizada.
En el caso de un sistema Web basado en cluster la recogida de informacio´n es sencilla
puesto que todas las peticiones pasan por el switch Web y por tanto se puede realizar en ese
punto dicha recogida de informacio´n.
En un sistema Web distribuido, cada nodo servidor recibe un conjunto de peticiones (que
puede en algu´n caso traspasar a otro nodo). Por tanto, cada nodo debe recoger informacio´n
sobre las peticiones efectivamente servidas por e´l y posteriormente es necesario realizar una
fusio´n de la informacio´n de todos los nodos antes de realizar la asignacio´n de elementos. Esta
es una de las razones por las que en esta tesis no se ha dado preferencia al uso de este tipo
de arquitecturas.
En un cluster Web con switch distribuido, cada switch recibe un conjunto de peticiones
(que pueden ser traspasadas a otro switch). Por tanto, cada switch debe recoger informacio´n
sobre las peticiones de las que se responsabiliza. Posteriormente, todos los switches menos
uno (el que toma el rol de primario) traspasan la informacio´n recogida a uno de los switches,
que es el encargado de realizar la asignacio´n de elementos.
4.3.2 Asignacio´n de elementos
En la asignacio´n de elementos a los nodos se distinguen dos tipos: la asignacio´n inicial y la
asignacio´n posterior.
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La asignacio´n inicial se realiza antes del arranque del sistema. Como en ese momento no
se dispone de informacio´n sobre la frecuencia de acceso a cada elemento, se puede utilizar
como estimador de la probabilidad de peticio´n, una funcio´n de probabilidad a priori como
las expuestas en la seccion 4.2.3.
La asignacio´n posterior se realiza perio´dicamente o cuando el patro´n de acceso ha cam-
biado sustancialmente. Para las asignaciones posteriores se puede utilizar como estimador de
la probabilidad de peticio´n, la frecuencia de peticio´n.
En cualquier caso, el algoritmo a utilizar es el ya expuesto en la seccio´n 4.2.3 (ve´ase
algoritmo 7).
Un problema que se plantea es la determinacio´n del momento en que debe ejecutarse
el algoritmo de asignacio´n de re´plicas. Si se opta por la ejecucio´n perio´dica del algoritmo
cada cierto tiempo, puede ocurrir que algunas veces el patro´n de acceso se haya modificado
sustancialmente mientras que otras veces los cambios sean mı´nimos.
Una solucio´n a este problema es el uso del concepto de distancia entre dos vectores de
probabilidad.
Sea p̂ti el estimador de la probabilidad asociada al elemento ei en el instante t. Se puede
definir la distancia entre dos instantes de tiempo como
d (t, t+∆t) =
N∑
i=1
(
p̂ti − p̂t+∆ti
)2
Utilizando el concepto de distancia se puede definir un umbral de redistribucio´n ur, de
forma que la condicio´n para que se ejecute el algoritmo de asignacio´n de elementos sea
d (t, t+∆t) > ur
No obstante, el problema del uso de la distancia eucl´ıdea es que puede dar mucha im-
portancia a modificaciones en el vector de probabilidades que no generen modificaciones en
el nu´mero de re´plicas que se debe asignar a un determinado elemento. Otra solucio´n que se
puede aplicar a este problema es la utilizacio´n como criterio, las modificaciones en el nu´mero
de re´plicas de los elementos.
Sea r¯∗ (t) el vector que define el nu´mero de re´plicas que debe asignarse a cada elemento,
evaluado en el momento t. El nu´mero de re´plicas se determina mediante la ecuacio´n (4.10).
Sea r¯∗ (t+∆t) el vector que define el nu´mero de re´plicas que debe asignarse a cada elemento,
evaluado en el momento t+∆t. La expresio´n
N∑
i=1
|r∗i (t)− r∗i (t+∆t)|
representa el nu´mero de re´plicas que deben eliminarse ma´s el nu´mero de re´plicas que deben
an˜adirse como efecto de los cambios en los vectores de probabilidades.
El criterio que puede utilizarse para decidir si se realiza la redistribucio´n sera´
N∑
i=1
|r∗i (t)− r∗i (t+∆t)| > R
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donde R es el nu´mero combinado de eliminaciones y adiciones de re´plicas a partir del cual es
necesario realizar redistribuciones.
La Figura 4.1 muestra la evolucio´n de la funcio´n distancia a lo largo del tiempo. Cuando
la funcio´n distancia rebasa el umbral establecido se realiza la redistribucio´n de elementos
entre los nodos servidores con lo que se reduce el valor de la funcio´n.
Figura 4.1: Evolucio´n de la funcio´n distancia a lo largo del tiempo y momentos de redistri-
bucio´n.
4.3.3 Redistribucio´n de elementos
Una vez se ha ejecutado el algoritmo de asignacio´n de re´plicas en algu´n momento posterior
al inicial, es necesario realizar la distribucio´n f´ısica de re´plicas. Para determinar las acciones
que deben realizarse se puede utilizar la matriz de asignacio´n A.
Sea A la matriz de asignacio´n antes de ejecutar el algoritmo de asignacio´n de re´plicas, y
sea A′ la matriz de asignacio´n despue´s de ejecutar dicho algoritmo. Se puede definir la matriz
de transacciones T como
T = A−A′
Como tanto A como A′ son matrices en que todos sus elementos pertenecen al conjunto
{0, 1}, la matriz tendra´ el siguiente significado
T = (tij) |

−1 Se debe copiar el elemento ei al nodo sj
0 No se debe realizar ninguna operacio´n
1 Se debe eliminar el elemento ei del nodo sj
Las operaciones de la matriz T no se pueden realizar en cualquier orden, porque existen
dos restricciones:
• Por una parte no se pueden realizar primero todas las eliminaciones porque se corre el
riesgo de borrar totalmente un elemento.
• Por otra parte no se pueden realizar primero todas las copias porque se podr´ıa requerir
mas espacio del disponible.
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Es ma´s, siempre existen casos para el que cualquier transicio´n entre el estado A y el estado
A′ tiene que pasar necesariamente por un estado intermedio que viola las restricciones del
problema.
Por tanto, es necesario el uso de un espacio de almacenamiento para poder realizar las
transiciones desde A hasta A′.
4.4 Propuestas de asignacio´n de peticiones
Un servidor Web recibe de un conjunto de clientes una sucesio´n de peticiones zi. De forma
general el problema de la asignacio´n de peticiones consiste en encontrar una funcio´n que
asigne a cada peticio´n zi un nodo servidor si.
En el caso de los sistemas Web basados en cluster la asignacio´n de peticiones se realiza
en el switch Web. En el caso de la arquitectura propuesta en esta tesis (el cluster Web con
switch distribuido) se hace necesario la implantacio´n de la pol´ıtica de asignacio´n de peticiones
en cada switch del cluster.
Como ya se ha expuesto en el cap´ıtulo 2, la forma ma´s sencilla de asignacio´n de peticiones
es aquella en que la funcio´n de asignacio´n no depende de ninguna informacio´n externa. En
esta categor´ıa entran, por ejemplo, el uso de una pol´ıtica de asignacio´n esta´tica circular (ve´ase
2.4.2), en la que la funcio´n de asignacio´n es del tipo:
f : Z 7→ [1,M ]
f(zi) = (i mo´dM) + 1
Otras formas ma´s complejas de asignacio´n tienen en cuenta informacio´n del cliente (ve´ase
2.5) o del servidor (ve´ase 2.6). Si se considera que Y es el conjunto de informacio´n adicional,
se tiene que de forma general, la funcio´n de asignacio´n es
f : Z × Y 7→ [1,M ]
En general, unas pol´ıticas de asignacio´n de peticiones son apropiadas para el caso en
que los contenidos esta´n totalmente replicados y otras pol´ıticas de asignacio´n son apropiadas
para el caso en que los contenidos esta´n totalmente distribuidos. La tabla 4.13, muestra
que´ pol´ıticas pueden ser utilizadas en el caso de replicacio´n total y que´ pol´ıticas pueden
usarse en el caso de distribucio´n total.
La asignacio´n aleatoria esta´tica hace corresponder aleatoriamente un nodo servidor con
cada peticio´n, por lo que asume que cualquier peticio´n puede ser servida por cualquier nodo
servidor. Esto hace que solamente sea compatible con la replicacio´n total de contenidos.
La asignacio´n esta´tica circular selecciona, de forma rotatoria, un nodo servidor para cada
peticio´n, de forma que tambie´n asume que cualquier peticio´n puede ser servida por cualquier
nodo. Por la misma razo´n, solamente es compatible con la replicacio´n total de contenidos.
En la asignacio´n por particio´n de clientes todas las peticiones que provienen de un mismo
cliente se asignan siempre a un mismo nodo servidor. Otra vez, se asume, de forma impl´ıcita,
que todos los contenidos deben estar replicados en todos los nodos servidores.
Con la asignacio´n por particio´n de URL se selecciona para cada URL un nodo servidor.
Esto hace esta pol´ıtica especialmente apropiada para la distribucio´n total de contenidos.
Aunque en este caso no se impide la replicacio´n total de contenidos, dicha estrategia no tiene
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Pol´ıtica Replicacio´n
total
Distribucio´n
total
Replicacio´n
parcial
Asignacio´n aleatoria esta´tica X × ×
Asignacio´n esta´tica circular X × ×
Asignacio´n por particio´n de clientes X × ×
Asignacio´n por particio´n de URL X X ×
Asignacio´n por particio´n de servicios X X ×
Asignacio´n SITA-E X X ×
Asignacio´n al nodo menos cargado X × ×
Asignacio´n dina´mica c´ıclica por pesos X × ×
Asignacio´n LARD X × ×
Tabla 4.13: Comparacio´n de la idoneidad de distintos tipos de pol´ıticas de asignacio´n de
peticiones para modelos de replicacio´n de contenidos.
mucho sentido con esta pol´ıtica porque las peticiones de un cierto elemento siempre ira´n
dirigidas al mismo nodo.
La asignacio´n por particio´n de servicios puede ser esta´tica o dina´mica. En el caso de
particio´n de servicios esta´tica, las peticiones se asignan a los nodos servidores dependiendo
del tipo de contenido asociado al elemento solicitado. Esto hace que la u´nica opcio´n sea la
distribucio´n total de contenidos (todos los contenidos de un mismo tipo deben alojarse en
un mismo nodo servidor). En el caso de la particio´n dina´mica de servicios, como la pol´ıtica
Client Aware Policy (ve´ase 2.5.3), una determinada peticio´n puede ser asignada a cualquier
nodo servidor por lo que la u´nica opcio´n ser´ıa la replicacio´n total.
La pol´ıtica SITA-E distribuye las peticiones dividiendo el conjunto de elementos en tantos
subconjuntos como nodos servidores, atendiendo al taman˜o de los elementos. Si se alojan los
elementos de cada subconjunto en el correspondiente nodo servidor, se permite el uso de
distribucio´n total. No obstante, debe recordarse que esta pol´ıtica no es compatible con la
replicacio´n parcial porque, dado un elemento de un cierto taman˜o, todas las peticiones que
hagan referencia a dicho elemento sera´n siempre asignadas al mismo nodo servidor.
La asignacio´n al nodo menos cargado selecciona siempre el nodo servidor con menor carga
segu´n alguna me´trica, lo que una vez ma´s se apoya en la asuncio´n impl´ıcita de que todos los
nodos servidores contienen una copia de todos los elementos que componen el sitio Web.
La asignacio´n dina´mica c´ıclica por pesos selecciona los nodos de forma circular aunque
repitiendo ma´s veces la seleccio´n de los nodos que tienen ma´s capacidades disponibles. Como
cada peticio´n puede ser asignada a cualquier nodo servidor, esta pol´ıtica tambie´n se apoya en
el hecho de que todos los contenidos se encuentran replicados en todos los nodos servidores.
Por u´ltimo la pol´ıtica LARD tambie´n se apoya en la replicacio´n total de contenidos,
puesto que el conjunto de nodos servidores que dan servicio a un cierto elemento se amplia
seleccionando al nodo que tiene menos carga en un cierto momento.
Como se ha expuesto, ninguna de estas pol´ıticas puede usarse directamente en el caso
de replicacio´n parcial de contenidos. Por una parte, las pol´ıticas orientadas al caso de repli-
cacio´n total determinan el nodo servidor asumiendo que todos los elementos se encuentran
en todos los nodos. Por otra parte aquellas pol´ıticas apropiadas para contenidos totalmente
distribuidos, determinan el nodo en el que se encuentra el contenido solicitado y asignan la
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peticio´n a dicho nodo.
Para que una pol´ıtica de asignacio´n de peticiones pueda usarse en el caso en que los
contenidos se encuentran parcialmente replicados, es necesario que incorpore a su proceso de
decisio´n la restriccio´n de seleccionar un nodo servidor que efectivamente contenga el elemento
solicitado. Dicho de otra forma, es necesario adaptar la pol´ıtica de forma que solamente se
tenga en cuenta para cada peticio´n aquellos nodos que alojan el elemento solicitado.
En las siguientes secciones se proponen las adaptaciones necesarias para el uso, en caso
de contenidos parcialmente replicados, de distintas pol´ıticas. Primeramente se propone la
adaptacio´n de la pol´ıtica esta´tica circular (ve´ase seccio´n 4.4.1). Posteriormente se propone
la adaptacio´n de la pol´ıtica de asignacio´n al nodo menos cargado (ve´ase seccio´n 4.4.2). Por
u´ltimo, se propone la adaptacio´n de la pol´ıtica de asignacio´n LARD (ve´ase seccio´n 4.4.3).
4.4.1 Asignacio´n parcial esta´tica circular
En esta seccio´n se propone una adaptacio´n de la pol´ıtica esta´tica circular que tiene en cuenta
la restriccio´n de replicacio´n parcial.
Al estar los contenidos parcialmente replicados, cada elemento se encontrara´ replicado
en un subconjunto de nodos distinto. Sea Si el conjunto de nodos donde esta´ almacenado el
elemento ei. Entonces, el nu´mero de elementos del conjunto Si, sera´
|Si| = ri
donde cada conjunto Si es
Si =
{
si1, s
i
2, . . . , s
i
ri
}
Como el conjunto de nodos candidatos no es el mismo para cada elemento, no es posible
utilizar un u´nico ı´ndice para ir iterando por los distintos nodos servidores. Es necesario
utilizar un ı´ndice ki para cada elemento ei. Dichos ı´ndices pueden iniciarse al primer servidor
del conjunto asociado a dicho elemento
ki ← 1 ∀i ∈ [1, N ]
El algoritmo 9 muestra el sencillo proceso de asignacio´n de peticiones en este caso.
Asignar la peticio´n del elemento ei al nodo siki
ki ← ki mo´d ri + 1
Algoritmo 9: Asignacio´n parcial esta´tica circular.
No obstante, este algoritmo requiere el uso de N ı´ndices (tantos como elementos). Una
solucio´n para reducir el nu´mero de ı´ndices utilizados es emplear un ı´ndice para todos los
elementos que se alojan en el mismo subconjunto de nodos servidores. De esta forma, el
nu´mero de subconjuntos de nodos servidores no depende del nu´mero de elementos alojados,
sino que depende exclusivamente del nu´mero de nodos servidores. Por tanto la iniciacio´n de
los ı´ndices pasa a ser
ki ← 1 ∀i ∈
[
1, 2M − 1]
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que se puede completar con la definicio´n de un valor mi asociado a cada elemento que indique
el ı´ndice que debe utilizarse para dicho elemento
mi =
M∑
j=1
2jaij
de forma que el ı´ndice a usar para el elemento ei sera´ kmi .
No´tese que si se utilizan todos los ı´ndices ki, esta mejora solamente supone un ahorro
cuando se cumple
2M − 1 < N
esto quiere decir que para un conjunto de 105 elementos solamente se obtendr´ıa un ahorro
cuando se utilizan menos de 16 nodos servidores. Sin embargo, en realidad no se utilizan todos
los ı´ndices ki, puesto que hay subconjuntos de S a los que no se asigna ningu´n elemento. Por
tanto, se puede conseguir un ahorro sustancial de almacenamiento para los ı´ndices, si e´stos
se almacenan en alguna estructura de datos asociativa.
La iniciacio´n de los ı´ndices queda finalmente como
ki ← 1 ∀i ∈
⋃
j∈[1,N ]
{mj}
El algoritmo 10 muestra el proceso de asignacio´n de peticiones en este caso.
Asignar la peticio´n el elemento ei al nodo sikmi
kmi ← kmi mo´d ri + 1
Algoritmo 10: Asignacio´n parcial esta´tica circular con ı´ndices agrupados.
4.4.2 Asignacio´n parcial al nodo menos cargado
En esta seccio´n se propone una adaptacio´n de la pol´ıtica de asignacio´n de peticiones al nodo
menos cargado que tiene en cuenta la restriccio´n de la replicacio´n parcial.
La asignacio´n al nodo menos cargado se basa en la definicio´n de alguna me´trica de carga
que pueda evaluarse para todos los nodos servidores. Sea ci (t) el valor de dicha me´trica de
carga para el nodo servidor si en el instante t.
En el caso de un sistema Web basado en cluster, la evaluacio´n de dicha me´trica de carga
puede realizarse de forma sencilla en el propio switch si se utiliza informacio´n disponible en
dicho elemento como, por ejemplo, el nu´mero de conexiones activas.
En el caso de un cluster Web con switch distribuido, cada switch dispone de la informa-
cio´n relativa a las peticiones que ha gestionado, pero no existe ningu´n punto central donde
toda la informacio´n pueda encontrarse agregada. Para solucionar este problema se propone
el intercambio de informacio´n entre los switches de la contribucio´n a la carga de los nodos,
cada cierto tiempo. Como la contribucio´n a la carga debida al switch que evalu´a la peti-
cio´n esta´ siempre ma´s actualizada, se puede conceder ma´s importancia a dicha informacio´n
realizando una agregacio´n de informacio´n como la presentada en la ecuacio´n 4.13. En dicha
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expresio´n se considera que cji (r) es la carga del nodo si debida al switch wsj en el instante
t, y que el u´ltimo intercambio de informacio´n se ha producido en el instante tint.
ĉji (t) = αc
j
i (t) + (1− α)
M∑
k=1
k 6=i
cjk (tint) (4.13)
4.4.3 Asignacio´n parcial LARD
En las secciones anteriores se han propuesto algoritmos de asignacio´n de peticiones que no
tienen en cuenta el hecho de que el tiempo de respuesta de un nodo servidor ante una peticio´n
depende de la localizacio´n o no del elemento solicitado en su memoria cache´. En esta seccio´n
se propone una adaptacio´n de la pol´ıtica de asignacio´n de peticiones LARD (ve´ase 2.6.3) que
tiene en cuenta la restriccio´n de la replicacio´n parcial.
Aunque la pol´ıtica LARD ofrece buenos resultados, dicha pol´ıtica esta´ disen˜ada para su
utilizacio´n en sistemas Web basados en cluster en la que todos los elementos se encuen-
tran replicados en todos los nodos. En el caso de replicacio´n parcial de contenidos algunas
adaptaciones son necesarias.
Por una parte, cuando se utiliza una asignacio´n del nu´mero de re´plicas basada en proba-
bilidades de acceso, se da lugar a un nu´mero importante de elementos para los que se asigna
una u´nica re´plica (ri = 1). Por tanto para dichos elementos, no tiene sentido la aplicacio´n del
algoritmo, ya que todas las peticiones se asignan al mismo nodo.
Por otra parte, el algoritmo de asignacio´n de peticiones debe considerar exclusivamente
aquellos nodos que contienen el elemento solicitado.
Inicialmente (ve´ase algoritmo 11) se construye una familia de conjuntos Si que contie-
nen los nodos servidores en los que se almacena el correspondiente elemento ei. Adema´s,
se construye otra familia de conjuntos Ti, inicialmente asignados al conjunto vac´ıo, y que
mantendra´n los nodos servidores que tienen asignados cada elemento. Por u´ltimo se inicia el
tiempo de modificacio´n tmodi de cada conjunto Ti a 0.
para todo i = 1 hasta N
tmodi ← 0
Si ← ∅
Ti ← ∅
para todo j = 1 hasta M
si aij = 1 entonces
Si ← Si ∪ {sj}
fin si
fin para
fin para
Algoritmo 11: Iniciacio´n de valores para algoritmo parcial LARD.
Cuando llega una peticio´n (ve´ase algoritmo 12), se determina el nu´mero de nodos servi-
dores que pueden satisfacer la peticio´n. Si solamente un nodo puede satisfacer la peticio´n,
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e´sta se asigna a dicho nodo. En otro caso se estudia el conjunto Ti de nodos que actualmente
tienen asignado el servicio del elemento ei.
Si el conjunto Ti es vac´ıo, se selecciona el nodo menos cargado de los que pueden satisfacer
la peticio´n para dar servicio a la misma y se incorpora dicho nodo al conjunto Ti
Si el conjunto Ti es no vac´ıo, se determina cua´l de los nodos incluidos en el mismo es el
menos cargado (ssel), y si comprueba si dicho nodo no esta´ saturado. En este caso se asigna
la peticio´n al nodo seleccionado. Si todos los nodos han llegado a un punto de saturacio´n, se
incorpora un nuevo nodo al conjunto Ti y se le asigna la peticio´n.
En cualquier caso, se hace necesario reducir el conjunto Ti cuando la carga debida a
un elemento disminuye. Para conseguir esto, si transcurrido un cierto tiempo trev no se ha
producido ningu´n cambio en el conjunto Ti, se elimina el nodo menos cargado de los existentes
en Ti.
si |Si| = 1 entonces
Asignar la peticio´n a si1
sino
si Ti = ∅ entonces
ssel ← sij ∈ Si | cj = mı´nk∈[1,ri] {ck}
Ti ← Ti ∪ {ssel}
Asignar la peticio´n al nodo ssel
sino
ssel ← tij ∈ Ti | cj = mı´nk∈[1,ri] {ck}
si |Ti| = ri entonces
Asignar la peticio´n al nodo ssel
sino si csel > CMAX y ∃k|ck < CMIN o csel ≥ 2CMAX entonces
s′sel ← sij ∈ Si | cj = mı´n k ∈ [1, ri] {ck}
Ti ← Ti ∪ {s′sel}
Asignar la peticio´n al nodo s′sel
sino
Asignar la peticio´n al nodo ssel
fin si
si |Si| > 1 y t− tmodi > trev entonces
selim ← tij ∈ ti | cj = ma´xk∈[1,ri] {ck}
Ti ← Ti − {selim}
fin si
fin si
si Se ha modificado Ti entonces
tmodi ← t
fin si
fin si
Algoritmo 12: Asignacio´n parcial LARD.
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4.5 Resumen del cap´ıtulo
En este cap´ıtulo se ha presentado uno de los problemas asociados a esta tesis: la asignacio´n
de re´plicas a nodos bajo la hipo´tesis de replicacio´n parcial de contenidos. Se ha realizado
una formulacio´n del problema que permite representar el problema como la bu´squeda de los
valores para una matriz (la matriz de asignacio´n) que determina la asignacio´n de re´plicas a
nodos. El problema, en sus distintas variantes, consiste en la determinacio´n de los valores de
dicha matriz que cumplen determinadas restricciones.
La primera contribucio´n realizada en este cap´ıtulo es la definicio´n de algoritmos que
permiten realizar la asignacio´n de las re´plicas de los elementos de un sitio Web a un conjunto
de nodos servidores, cuando el almacenamiento esta´ limitado y se deben generar el mismo
nu´mero de re´plicas para todos los elementos.
La segunda contribucio´n de este cap´ıtulo es la definicio´n de algoritmos que permiten
realizar la asignacio´n de las re´plicas de los elementos, de forma que los elementos con ma´s
frecuencia de acceso tengan un mayor nu´mero de re´plicas y los elementos con baja frecuencia
de acceso tengan pocas re´plicas.
La tercera contribucio´n consiste en la propuesta de una estrategia para la replicacio´n
dina´mica de contenidos que permite determinar cua´ndo es necesario redistribuir contenidos
y co´mo se debe realizar dicha redistribucio´n.
Por u´ltimo, la cuarta contribucio´n consiste en la propuesta de un algoritmo para la asig-
nacio´n de peticiones a nodos servidores en presencia de re´plicas parciales de elementos.
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Cap´ıtulo 5
Evaluacio´n
En este cap´ıtulo se presenta la evaluacio´n de las ideas propuestas en la tesis. La evaluacio´n
se ha realizado atendiendo a tres factores fundamentales:
• La capacidad de almacenamiento de la solucio´n.
• La fiabilidad ofrecida por la solucio´n.
• El rendimiento de la solucio´n en el procesamiento de peticiones.
Para los dos primeros factores (capacidad de almacenamiento y fiabilidad) se ha procedido
a realizar una evaluacio´n anal´ıtica. Para el rendimiento la evaluacio´n se basa en un modelo de
simulacio´n que se basa estudios experimentales realizados sobre sitios Web con gran volumen
de almacenamiento y alta carga en cuanto a nu´mero de usuarios, como fue el caso del sitio
Web de los campeonatos mundiales de fu´tbol de 1998 en Francia.
La evaluacio´n de la capacidad de almacenamiento se realiza comparando la capacidad de
almacenamiento disponible cuando los contenidos esta´n parcialmente replicados con los casos
en que los contenidos esta´n totalmente replicados o totalmente distribuidos.
En el caso de la fiabilidad no se puede considerar exclusivamente la estrategia de replica-
cio´n, sino que adema´s se debe tener en cuenta la arquitectura utilizada. Esto es as´ı, debido a
que la topolog´ıa de la arquitectura tiene impacto sobre la fiabilidad global del sistema. Por
esta razo´n, se ha evaluado la fiabilidad ofrecida por diversas arquitecturas comparando el
caso de replicacio´n parcial con los casos de replicacio´n total y distribucio´n total.
La evaluacio´n del rendimiento se ha realizado considerando el impacto que tienen sobre
el mismo las distintas estrategias de replicacio´n y los distintos algoritmos de asignacio´n de
peticiones.
La seccio´n 5.1 presenta las me´tricas de evaluacio´n utilizadas en este cap´ıtulo. La seccio´n
5.2 contiene la evaluacio´n de la capacidad de almacenamiento conseguida mediante las dis-
tintas estrategias de replicacio´n de contenidos. En la seccio´n 5.3 se realiza la evaluacio´n de la
fiabilidad para las distintas arquitecturas y estrategias de replicacio´n. En la seccio´n 5.4 se rea-
liza una comparacio´n entre fiabilidad y capacidad de almacenamiento cuando se incrementa el
nu´mero de re´plicas por elemento. La seccio´n 5.5 presenta la evaluacio´n del rendimiento de la
solucio´n arquitecto´nica propuesta. Finalmente, en la seccio´n 5.6 se presentan las conclusiones
derivadas de las evaluaciones realizadas.
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5.1 Me´tricas de evaluacio´n
En esta tesis se evalu´an tres factores para realizar la comparacio´n de las ideas propuestas
con respecto a las ya existentes. En primer lugar, se realiza la evaluacio´n de la capacidad de
almacenamiento para realizar una comparacio´n de las distintas estrategias de replicacio´n de
contenidos. Posteriormente, se realiza la evaluacio´n de la fiabilidad ofrecida para comparar
el efecto sobre la fiabilidad de la seleccio´n de una determinada arquitectura y estrategia de
replicacio´n. Finalmente, se realiza una comparacio´n del rendimiento ofrecido por la solucio´n
propuesta en esta tesis con respecto a otras soluciones ya existentes.
Antes de realizar la evaluacio´n es necesario definir las me´tricas o indicadores asociados a
cada factor evaluado. Esto se realiza en las secciones siguientes.
5.1.1 Me´tricas de capacidad de almacenamiento
Un aspecto importante, es la determinacio´n de la capacidad efectiva de almacenamiento de la
que dispone el servidor Web. Dicha capacidad viene determinada, adema´s de por la capacidad
de almacenamiento de cada nodo, por la estrategia general de replicacio´n (replicacio´n total,
replicacio´n parcial o distribucio´n total).
Las me´tricas utilizadas son:
Volumen de almacenamiento utilizado Mide el volumen total de almacenamiento utili-
zado para alojar un determinado sitio Web. Es decir, el volumen de almacenamiento
que efectivamente se esta´ ocupando en todos los nodos servidores.
Taman˜o ma´ximo de sitio Web Mide el taman˜o ma´ximo que puede tener un sitio Web
para poder ser alojado por el conjunto de nodos servidores.
Otro aspecto relacionado, que es interesante medir es el coste que tiene el incremento de
capacidad de almacenamiento. Esta caracter´ıstica tiene un claro impacto sobre la escalabili-
dad del taman˜o del sitio Web que se puede alojar.
La me´trica que se utiliza para realizar esta medicio´n es:
Eficacia del incremento de capacidad Mide la relacio´n entre el incremento del taman˜o
ma´ximo del sitio Web que se puede alojar y la adquisicio´n de volumen de almacena-
miento que es necesaria.
De forma general, le eficacia viene dada por la ecuacio´n 5.1, donde ∆T es el incremento
del taman˜o ma´ximo del sitio Web y Cadquirida es la capacidad de almacenamiento que se ha
adquirido (es decir, la capacidad de los discos que ha sido necesario adquirir).
E =
∆T
Cadquirida
(5.1)
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5.1.2 Me´trica de fiabilidad
No todas las soluciones que se pueden utilizar para un servidor Web distribuido son igualmente
fiables. La fiabilidad depende por una parte de la estructura de la arquitectura seleccionada,
ya que la propia topolog´ıa de la arquitectura puede incrementar o reducir la probabilidad de
fallo. Por otra parte, la fiabilidad tambie´n se ve afectada por la estrategia de asignacio´n de
las re´plicas a los nodos servidores.
La me´trica utilizada en este caso es:
Fiabilidad Mide la probabilidad de que una peticio´n de un elemento pueda completarse con
e´xito.
Si la probabilidad de que un sistema falle es Pf , su fiabilidad viene dada por la expre-
sio´n 5.2 [78].
F = 1− Pf (5.2)
5.1.3 Me´trica de rendimiento
El rendimiento de un servidor Web distribuido se puede medir con distinto nivel de detalle
(globalmente o para cada nodo servidor) y utilizando distintas medidas (tiempo de respuesta,
ocupacio´n de procesador, ancho de banda).
No obstante, desde el punto de vista de la percepcio´n que tienen los usuarios del sistema, se
necesita medir el tiempo de espera de dichos usuarios ante una peticio´n. Es ma´s, el tiempo de
respuesta de cada peticio´n HTTP no da informacio´n exacta porque el usuario esta´ interesado
en que se satisfagan completamente todas las peticiones HTTP que componen una peticio´n
Web.
Para medir el rendimiento se ha utilizado el ı´ndice siguiente:
Tiempo de respuesta de peticiones Web Se define como el tiempo que un cliente per-
cibe como tiempo necesario para obtener todos los elementos de una peticio´n Web
completa. Como una peticio´n Web esta´ formada por una peticio´n de un elemento pri-
mario seguida de varias peticiones de elementos secundarios, se considera tiempo de
respuesta el tiempo que transcurre desde que el cliente env´ıa la peticio´n del elemento
primario hasta que recibe el u´ltimo byte del u´ltimo elemento secundario.
5.2 Evaluacio´n de la capacidad de almacenamiento
La evaluacio´n de la capacidad de almacenamiento permite comparar las distintas alternativas
de alojamiento de contenidos entre nodos servidores, por lo que se evaluara´ esta caracter´ısti-
ca para alojamiento totalmente replicado, alojamiento totalmente distribuido y alojamiento
parcialmente replicado.
Obse´rvese que no tiene sentido realizar distincio´n entre las distintas arquitecturas utili-
zadas, puesto que, en cuanto al alojamiento, todas utilizan un nu´mero de nodos servidores
para almacenar los contenidos.
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En todos los casos, el servidor Web se puede representar mediante el conjunto S (S =
{s1, s2, . . . , sM}), donde cada servidor si tiene una capacidad ci.
El sitio Web se puede representar mediante el conjunto E de elementos (E = (e1, e2, . . . , eN )),
donde cada elemento ei tiene un taman˜o ti. El taman˜o total del sitio Web viene dado por la
ecuacio´n 5.3.
T =
N∑
i=1
ti (5.3)
Obse´rvese, que para la evaluacio´n de la capacidad de almacenamiento no es necesario
establecer una distincio´n entre elementos primarios y secundarios.
La asignacio´n de elementos a nodos servidores se puede representar mediante la matriz
de asignacio´n A:
A = (aij) | aij =
{
1 si ei se aloja en sj
0 si ei no se aloja en sj
De forma general, el volumen de ocupacio´n Vk en el servidor sk es:
Vk =
N∑
i=1
aikti
y el volumen de ocupacio´n V utilizado para alojar un sitio Web sera´
V =
M∑
j=1
Vj =
M∑
j=1
N∑
i=1
aijti
Esto permite calcular, de forma general, el volumen de almacenamiento utilizado (ve´ase
ecuacio´n 5.4).
V =
N∑
i=1
M∑
j=1
aijti (5.4)
5.2.1 Replicacio´n total
En el caso de la replicacio´n total todos los elementos esta´n asignados a todos los nodos
servidores. Es decir,
aij = 1
{
∀i ∈ [1, N ]
∀j ∈ [1,M ]
y por tanto
N∑
i=1
aij = N
M∑
j=1
aij =M
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Si se sustituye en la ecuacio´n 5.4,
V =
N∑
i=1
ti
M∑
j=1
aij =
N∑
i=1
Mti =M
N∑
i=1
ti =MT
En cuanto al taman˜o ma´ximo del sitio Web, se debe verificar que
Vk ≤ ck ∀k ∈ [1,M ]
En caso de replicacio´n total, la matriz de asignacio´n tiene todos sus valores a 1, y el
volumen de ocupacio´n en un nodo servidor Vk es
Vk =
N∑
i=1
aikti =
N∑
i=1
ti = T
por lo que la restriccio´n que debe cumplirse es
T ≤ ck ∀k ∈ [1,M ]
o lo que es lo mismo
T ≤ mı´n
k=1..M
{ck}
Es decir, que el taman˜o ma´ximo de un sitio Web esta´ limitado por el nodo servidor de
menor capacidad de almacenamiento.
El aumento de taman˜o ma´ximo de almacenamiento no se puede conseguir en este caso
an˜adiendo nuevos nodos servidores, porque esto no incrementar´ıa nunca el valor de T.
Por tanto, la u´nica forma de mejorar el taman˜o ma´ximo de almacenamiento es sustitu-
yendo el disco de menor capacidad cj por otro de mayor capacidad c′j = cj +∆cj .
Si la nueva capacidad no rebasa el nuevo mı´nimo de capacidades, se tiene que
c′j = cj +∆cj ≤ mı´n
i∈[1,M ]
i6=j
{ci} ⇒ ∆T = ∆cj
Por otra parte, si la nueva capacidad rebasa el nuevo mı´nimo de capacidades, se tiene que
c′j = cj +∆cj > mı´n
i∈[1,M ]
i6=j
{ci} ⇒ ∆T = mı´n
i∈[1,M ]
i6=j
{ci} − cj
Por tanto
∆T =

∆cj si ∆cj ≤ mı´ni∈[1,M ]
i6=j
{ci} − cj
mı´ni∈[1,M ]
i6=j
{ci} − cj si ∆cj > mı´ni∈[1,M ]
i6=j
{ci} − cj
Es importante observar, que si existe ma´s de un disco con la capacidad mı´nima
∃j1, j2 | cj1 = cj2 = mı´n
j∈[1,M ]
{cj} ⇒ mı´n
i∈[1,M ]
i6=j
{ci} − cj = 0
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y por tanto
∆T =
{
∆cj si ∆cj ≤ 0
0 si ∆cj > 0
Teniendo en cuenta que ∆cj no puede ser negativo, se concluye que en el caso de existir
ma´s de un disco de capacidad mı´nima no es posible incrementar la capacidad del sistema
sustituyendo un u´nico disco. La u´nica solucio´n en este caso es incrementar la capacidad de
todos los discos de capacidad mı´nima.
SeaM ′ ≤M el nu´mero de discos de capacidad mı´nima c y conside´rese los nodos servidores
ordenados en orden creciente de capacidad. Es decir
c = ck < mı´n
i∈[M ′+1,M ]
{ci} ∀k ∈
[
1,M ′
]
Si se incrementa la capacidad de dichos discos en ∆c de forma que dicho incremento no supere
el nuevo mı´nimo
c+∆c ≤ mı´n
i∈[M ′+1]
{ci} ⇒ ∆T = ∆c
Si por el contrario el incremento se hace de forma que se supere el nuevo mı´nimo
c+∆c ≤ mı´n
i∈[M ′+1]
{ci} ⇒ ∆T = mı´n
i∈[M ′+1]
{ci} − c
Es decir, que si existe ma´s de un disco de capacidad mı´nima es necesario incrementar la
capacidad de todos los discos de capacidad mı´nima y que el l´ımite ma´ximo de incremento
viene impuesto por el siguiente disco de capacidad mı´nima.
Una vez estudiados el volumen de ocupacio´n y el taman˜o ma´ximo se pasara´ a estudiar la
eficacia del incremento de capacidad. En este estudio es necesario distinguir el caso en que
todos los nodos disponen de capacidades heteroge´neas del caso en que las capacidades de los
nodos son homoge´neas.
Si se considera que los nodos tienen capacidades heteroge´neas (∃i, j | ci 6= cj), se puede
optar entre incorporar un disco a un nodo servidor ya existente o sustituir un disco por otro
de mayor capacidad.
Si se admite que se puede incorporar un nuevo disco a un nodo servidor ya existente, la
eficacia del incremento de almacenamiento viene dada por
E =
∆T
M∑
i=1
∆ci
En caso de no poder incorporar un nuevo disco a un nodo servidor ya existente, la u´nica
solucio´n es sustituir un disco existente por otro de mayor capacidad. Por tanto la eficacia del
incremento de almacenamiento viene dada por
E =
∆T
M∑
i=1
∆ci +
∑
i|∆ci>0
ci
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Si se considera que los nodos tienen capacidades homoge´neas (∀i, j : ci = cj = c), se debe
incrementar por igual la capacidad de todos los nodos servidores en ∆c, bien sea incorporando
nuevos discos o sustituyendo los existentes.
Si se admite que se puede incorporar un nuevo disco a cada nodo servidor ya existente,
la eficacia del incremento de almacenamiento viene dada por
E =
∆T
M∑
i=1
∆ci
=
∆T
M∆T
=
1
M
Es decir que la eficacia del incremento es, en este caso, constante y se mantiene en 1/M .
En caso de no poder incorporar un nuevo disco a un nodo servidor, se hace necesaria la
sustitucio´n de los discos existentes por discos de la nueva capacidad, por lo que la eficacia
del incremento viene dada por
E =
∆T
M (c+∆T )
=
1
M
∆T
c+∆T
5.2.1.1 Ejemplo 1: Capacidades heteroge´neas
En este ejemplo se considera un servidor compuesto por 12 nodos servidores con la configu-
racio´n presentada en la tabla 5.1.
Nodo Capacidad
s1 50 GB
s2 80 GB
s3 80 GB
s4 100 GB
s5 100 GB
s6 100 GB
s7 200 GB
s8 200 GB
s9 200 GB
s10 200 GB
s11 200 GB
s12 200 GB
Tabla 5.1: Ejemplo de configuracio´n de nodos con capacidades de almacenamiento hete-
roge´neas.
En este caso el taman˜o ma´ximo del sitio Web es
T = mı´n
i∈[1,12]
{ci} = 50 GB
La figura Figura 5.1 muestra la eficacia del incremento de almacenamiento para distintos
valores de incremento de taman˜o ma´ximo.
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Figura 5.1: Eficacia del incremento de la capacidad en caso de alojamiento totalmente repli-
cado y capacidades heteroge´neas.
La eficacia del incremento es siempre mayor cuando se incorpora un nuevo disco a un nodo
servidor que cuando se sustituye uno de los discos existentes por otro de mayor capacidad.
En el caso de la incorporacio´n de nuevos discos sin retirar los discos ya existentes, la
eficacia es completa cuando solamente es necesario realizar incorporaciones en un nodo. Esto
se debe que el incremento en la capacidad del sistema es igual a la capacidad incrementada en
dicho nodo. Cuando hay que realizar incorporaciones en ma´s de un nodo servidor la eficacia
decrece, ya que es necesario incorporar al sistema varias veces la capacidad de almacenamiento
que se desea incrementar (por ejemplo, para conseguir un incremento de 100 GB es necesario
incorporar 390 GB y para conseguir un incremento de 450 GB es necesario incorporar 4290
GB).
El caso extremo ocurre cuando la capacidad de almacenamiento a incorporar en cada
nodo es muy grande en comparacio´n con el almacenamiento ya disponible en dicho nodo. En
este caso, la eficacia se aproxima a 1/M (1/12 en el ejemplo).
En el caso de la sustitucio´n de los discos ya existentes en los nodos servidores, la eficacia
es creciente en cada uno de los intervalos en los que se produce la sustitucio´n de un mismo
nu´mero de discos. En el ejemplo, para incrementos de hasta 30 GB se necesita sustituir un
disco, para incrementos de hasta 50 GB se necesitan sustituir tres discos, para incrementos de
hasta 150 GB se necesitan sustituir 6 discos, y para incrementos mayores es necesario sustituir
los 12 discos. Dentro de cada intervalo la eficacia es creciente porque crece el porcentaje de
capacidad incorporada con respecto al total de capacidad del nodo.
El caso extremo se produce cuando la capacidad incorporada es muy grande en compara-
cio´n con la capacidad de almacenamiento que exist´ıa previamente. En este caso, la eficacia
se aproxima a 1/M (1/12 en el ejemplo).
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Si bien para pequen˜os incrementos, la eficacia de la incorporacio´n de discos es muy superior
a la eficacia de la sustitucio´n, cuando el incremento de taman˜o se hace mayor, las eficacias
se van aproximando. En ambos casos, la eficacia tiende a aproximarse al valor 1/M .
5.2.1.2 Ejemplo 2: Capacidades homoge´neas
En este ejemplo se considera un sistema compuesto por 12 nodos servidores.
La Figura 5.2 muestra la eficacia del incremento de almacenamiento para distintos valores
de incremento de taman˜o ma´ximo del sitio Web. Se muestra la evolucio´n de eficacia de
incorporacio´n para los casos en que la capacidad inicial es 50, 100, 150 y 200 GB.
Figura 5.2: Eficacia del incremento de la capacidad en caso de alojamiento totalmente repli-
cado y capacidades homoge´neas en los nodos.
Como puede observarse, la eficacia del incremento es mayor cuanto mayor es el incremento
de capacidad que se realiza. Cuando los incrementos son muy grandes la eficacia se aproxima
al valor 1/M (1/12 en el ejemplo).
Es importante tener en cuenta que la eficacia del incremento, en el caso en que sea posible
incorporar nuevos discos sin sustituir los existentes, se mantiene de forma constante en 1/M ,
independientemente de la capacidad incrementada. Por tanto, siempre es preferible realizar
la incorporacio´n de nuevos discos y la sustitucio´n de discos queda como un mecanismo de
aumento de la capacidad para aquellos casos en que no es posible realizar incorporacio´n sin
sustitucio´n.
Para este ejemplo no se ha considerado un taman˜o ma´ximo de disco, ya que a partir de
este punto el incremento de capacidad no es posible. Es decir, si el mayor disco que se puede
adquirir (ya sea por razones te´cnicas o econo´micas) es de 400 GB, e´ste sera´ el taman˜o del
mayor sitio que se podra´ albergar.
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5.2.2 Distribucio´n total
En el caso de la distribucio´n total cada elemento esta´ asignado a un u´nico nodo servidor. Es
decir,
N∑
i=1
aij ≤ N ∀j ∈ [1, N ]
M∑
j=1
aij = 1 ∀i ∈ [1,M ]
Si se sustituye en la ecuacio´n 5.4,
V =
N∑
i=1
ti
M∑
j=1
aij =
N∑
i=1
ti = T
Es decir, que el volumen ocupado es igual al espacio ocupado por el sitio Web.
En cuanto al taman˜o ma´ximo que puede tener el sitio Web, se tiene que,
Vk ≤ ck ∀k ∈ [1,M ] ⇒
M∑
k=1
Vk ≤
M∑
k=1
ck
Por otra parte,
M∑
k=1
Vk =
M∑
k=1
N∑
i=1
aikti =
N∑
i=1
ti
M∑
k=1
aik =
N∑
i=1
ti = T
Y la restriccio´n a aplicar es
T ≤
M∑
k=1
ck
Es decir, que el taman˜o del sitio Web no debe sobrepasar la capacidad de almacenamiento
agregada de todos los nodos servidores.
El aumento de la capacidad ma´xima de almacenamiento se puede conseguir, en este caso,
de dos maneras: incrementando la capacidad de un nodo servidor ya existente o an˜adiendo
un nuevo nodo servidor.
Una forma de incrementar la capacidad de un nodo servidor es agregando un disco adi-
cional de capacidad ∆T (ve´ase ecuacio´n 5.5).
E =
∆T
∆T
= 1 (5.5)
Si no es posible agregar un disco a un nodo ya existente, se puede incrementar la capacidad
de un nodo, sustituyendo su disco de capacidad ci por otro de capacidad ci+∆T . No obstante
debe tenerse en cuenta que puede existir un l´ımite superior al taman˜o de los discos que se
pueden adquirir en un momento dado (ya sea por limitaciones te´cnicas o econo´micas). Esto
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puede hacer que sea necesario sustituir varios discos. Si se considera que la capacidad agregada
de los discos a sustituir es C, la eficacia del incremento vendra´ dada por la ecuacio´n 5.6.
E =
∆T
C +∆T
(5.6)
Si todos los nodos servidores tienen discos con la capacidad ma´xima la u´nica alternativa
es an˜adir nuevos nodos servidores. Aparentemente la eficacia del incremento en este caso es
E =
∆C
∆C
= 1
pero debe tenerse en cuenta que adema´s de adquirir un nuevo disco, es necesario adquirir todo
el equipamiento del nodo servidor, lo que reduce dra´sticamente la eficacia de la operacio´n.
Por esta razo´n, esta es la u´ltima alternativa a considerar.
5.2.2.1 Ejemplo 1: Capacidades heteroge´neas
En este caso se considera un sistema compuesto por 12 nodos servidores con la configuracio´n
presentada en la tabla 5.1.
En este caso el taman˜o ma´ximo del sitio Web es
T =
12∑
i=1
ci = 1710 GB
La eficacia del incremento en caso de incorporacio´n de discos adicionales es siempre 1, tal
y como se ha demostrado en la ecuacio´n 5.5.
Para evaluar la eficacia del incremento en el caso de sustitucio´n de discos se han conside-
rado diversos taman˜os ma´ximos de discos que se pueden adquirir (entre 200 GB y 500 GB).
La figura 5.3 muestra la evolucio´n de la eficacia cuando aumenta el incremento del taman˜o
ma´ximo.
Como puede observarse la eficacia del incremento de capacidad mejora cuanto mayor es
la cantidad de capacidad incrementada. Por ejemplo, la eficacia de incrementar en 30 GB el
taman˜o ma´ximo del sitio Web es 0,375, para un incremento de 50 GB es de 0,5 y para 150
GB es de 0,75.
Las curvas de eficacia son todas coincidentes para incrementos de hasta 150 GB. Este es
el punto a partir del cual es necesario sustituir ma´s de un disco cuando el taman˜o ma´ximo de
disco es 200 GB (150 GB de incremento ma´s 50 GB de taman˜o del servidor s1). Para dicho
taman˜o ma´ximo (150 GB), los siguientes puntos de discontinuidad (en los que vuelve a bajar
la eficacia son 270 GB y 390 GB.
Si se consideran discos con taman˜o ma´ximo de 300 GB, la ca´ıda de eficacia se produce
para un incremento de 250 GB. Para discos con taman˜o ma´ximo de 400 GB, la ca´ıda se
encuentra en un incremento de 350 GB.
Estas ca´ıdas en la eficacia del incremento se producen justo en los puntos en los que la
limitacio´n del taman˜o ma´ximo de disco hace que sea necesario realizar las sustituciones de
discos en ma´s nodos servidores.
Es interesante observar que la tendencia general es que la eficacia del incremento por
sustitucio´n se aproxime al valor 1 cuando crece el incremento del taman˜o ma´ximo del sitio
Web.
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Figura 5.3: Coste del incremento de la capacidad en caso de alojamiento totalmente distri-
buido.
5.2.2.2 Ejemplo 2: Capacidad homoge´nea
En este ejemplo se considera un sistema compuesto por 12 nodos servidores, todos con una
capacidad inicial de 150 GB.
El taman˜o ma´ximo del sitio Web alojado sera´
T =
M∑
i=1
c =Mc = 12 · 150 = 1800 GB
La eficacia de la incorporacio´n de discos adicionales es siempre 1, tal y como se ha de-
mostrado en la ecuacio´n 5.5.
Para evaluar la eficacia del incremento en el caso de sustitucio´n de discos se han conside-
rado diversos taman˜os ma´ximos de discos que se puede adquirir (entre 200 GB y 500 GB).
La Figura 5.4 muestra la evolucio´n de la eficacia cuando aumenta el incremento del taman˜o
ma´ximo.
Los resultados obtenidos son similares a los obtenidos en el ejemplo anterior (ve´ase 5.2.2.1).
De forma general la eficacia crece con el incremento del taman˜o ma´ximo del sitio Web.
Al igual que en el ejemplo anterior se producen ca´ıdas en la eficacia cuando es necesaria la
sustitucio´n de un mayor nu´mero de discos.
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Figura 5.4: Coste del incremento de la capacidad en caso de alojamiento totalmente distri-
buido con capacidad inicialmente homoge´nea.
5.2.3 Replicacio´n parcial
En el caso de la replicacio´n parcial cada elemento esta´ asignado a varios nodos servidores. Es
decir,
N∑
i=1
aij < N ∀j ∈ [1,M ]
M∑
j=1
aij = ri ∀i ∈ [1, N ]
donde ri es el nu´mero de re´plicas para el elemento ei, y se cumple
1 ≤ ri ≤M
Si se sustituye en la ecuacio´n 5.4,
V =
N∑
i=1
ti
M∑
j=1
aij =
N∑
i=1
riti
Obse´rvese que el volumen de ocupacio´n es menor que el que necesita el caso de replicacio´n
total, pero mayor que el que necesita la distribucio´n total.
MT ≤
N∑
i=1
riti ≤ T
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Por otra parte el taman˜o ma´ximo que puede tener el sitio Web debe cumplir la restriccio´n
N∑
i=1
riti ≤
M∑
j=1
cj
En el caso general en que se asigna un nu´mero de re´plicas distinto a cada elemento, un
incremento del espacio disponible (por ejemplo incrementando la capacidad de un nodo), da
lugar a la posibilidad de incrementar el nu´mero de re´plicas (ve´ase 4.2.3).
Un caso particular de intere´s, es aquel en que se utilizan igual nu´mero de re´plicas para
todos los elementos (ri = r ∀i = 1, . . . , N). En dicho caso se simplifica tanto la expresio´n
para el volumen de ocupacio´n, como la restriccio´n de taman˜o ma´ximo
V =
N∑
i=1
rti = r
N∑
i=1
ti = rT
T ≤ 1
r
M∑
j=1
cj
Al igual que en el caso de la distribucio´n total, se puede conseguir incrementar la capacidad
de almacenamiento por dos v´ıas: realizando la sustitucio´n de discos en algu´n nodo existente
o incorporando nuevos nodos servidores.
El incremento de la capacidad de un nodo servidor se puede realizar agregando un disco
adicional. Si se desea incrementar la capacidad global del servidor en ∆T , se debe incorporar
un disco de capacidad r∆T . En este caso la eficacia del incremento es
E =
∆T
r∆T
=
1
r
Si no es posible agregar un disco a un nodo ya existente, se puede incrementar la capacidad
de un nodo, sustituyendo su su disco de capacidad ci por otro de capacidad ci + r∆T . Si se
supera el taman˜o ma´ximo del disco que se puede adquirir, se hara´ necesaria la sustitucio´n de
varios discos de capacidad agregada C. En este caso la eficacia de la sustitucio´n es
E =
∆T
C + r∆T
Por u´ltimo, y por el mismo razonamiento de la seccio´n 5.2.2, la opcio´n de incrementar la
capacidad mediante la incorporacio´n de nuevos nodos servidores debe considerarse como la
u´ltima opcio´n.
5.2.3.1 Ejemplo 1: Capacidades heteroge´neas
En este caso se considera un sistema compuesto por 12 nodos servidores con la configuracio´n
de la tabla 5.1 y un mecanismo de asignacio´n con igual nu´mero de re´plicas a todos los
elementos.
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El taman˜o ma´ximo del sitio Web es
T =
1
r
12∑
i=1
ci =
1
r
1710 GB
Obse´rvese que el valor obtenido es una cota superior del taman˜o ma´ximo, ya que este
puede ser menor debido a la propia distribucio´n de taman˜os individuales de los elementos. La
Figura 5.5 muestra la evolucio´n del taman˜o ma´ximo del sitio Web cuando se var´ıa el nu´mero
de re´plicas por elemento. No se muestran en la gra´fica los casos r = 1 (contenidos totalmente
distribuidos) ni r = 12 (contenidos totalmente replicados).
Figura 5.5: Taman˜o ma´ximo del sitio Web que se puede alojar con replicacio´n parcial.
En caso de incorporar discos adicionales a los nodos servidores existentes, la eficacia del
incremento de capacidad es
E =
1
r
y en el caso de realizar sustitucio´n de discos existentes, la eficacia del incremento de capacidad
es
E =
∆T
C + r∆T
La Figura 5.6 muestra la eficacia de la sustitucio´n para los casos de 2, 3 y 4 re´plicas por
elemento, con taman˜o ma´ximo de disco de 300 GB.
Como puede observarse, la eficacia del incremento en caso de sustitucio´n aumenta cuanto
mayor es el volumen de incremento. Las discontinuidades se producen justo cuando es nece-
sario incorporar un nuevo disco. Para cada caso, la eficacia siempre queda ligeramente por
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Figura 5.6: Coste del incremento de la capacidad en caso de alojamiento parcialmente repli-
cado.
debajo del valor de eficacia 1/r que se obtendr´ıa si se realizase incorporacio´n de nuevos discos
(1/2, 1/3 y 1/4 respectivamente).
5.2.3.2 Ejemplo 2: Capacidades homoge´neas
En este ejemplo se considera un sistema compuesto por 12 nodos servidores, todos con una
capacidad inicial de 150 GB.
El taman˜o ma´ximo del sitio Web es
T =
1
r
12∑
i=1
ci =
1
r
1800 GB
Al igual que en el caso anterior, el valor obtenido es una cota superior del taman˜o ma´ximo,
debido a la propia distribucio´n de taman˜os individuales de los nodos.
En caso de incorporar discos adicionales a los nodos servidores existentes, la eficacia del
incremento de capacidad es
E =
1
r
y en el caso de realizar sustitucio´n de discos existentes, la eficacia del incremento de capacidad
es
E =
∆T
C + r∆T
La Figura 5.7 muestra la eficacia de la sustitucio´n para los casos de 2, 3 y 4 re´plicas por
elemento, con taman˜o ma´ximo de disco de 300 GB.
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Figura 5.7: Coste del incremento de la capacidad en caso de alojamiento parcialmente repli-
cado con capacidades iniciales homoge´neas.
5.2.4 Comparacio´n de la capacidad de almacenamiento
Las distintas estrategias de alojamiento de contenidos (replicacio´n total, replicacio´n parcial,
distribucio´n total) dan lugar a distintas necesidades de almacenamiento e imponen distintas
restricciones sobre el taman˜o ma´ximo del sitio Web que puede ser alojado (ve´ase tabla 5.2).
Volumen Taman˜o Ma´ximo
Replicacio´n Total MT T ≤ mı´n
k=1,...,M
ck
Replicacio´n Parcial rT T ≤ 1r
M∑
j=1
cj
Distribucio´n total T T ≤
M∑
j=1
cj
Tabla 5.2: Comparacio´n del volumen de almacenamiento de un sitio Web y su taman˜o ma´xi-
mo.
La estrategia que mayor volumen de ocupacio´n genera es la replicacio´n total y la que
menor volumen genera es la distribucio´n total. La replicacio´n parcial var´ıa entre ambos valores
extremos dependiendo del ı´ndice de replicacio´n.
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5.2.4.1 Ejemplo 1: Capacidades heteroge´neas
En este caso se considera un sistema compuesto por 12 nodos servidores con la configuracio´n
presentada en la tabla 5.1.
La Figura 5.8 muestra el taman˜o ma´ximo del sitio Web que puede alojarse en el sistema
ejemplo, cuando se aplica una estrategia de replicacio´n total, distribucio´n total o replicacio´n
parcial (para distintos valores de r).
Figura 5.8: Taman˜o ma´ximo del sitio Web que puede alojarse dependiendo de la estrategia
de replicacio´n seleccionada para sistema con capacidades heteroge´neas.
El taman˜o ma´ximo que se puede alcanzar es mucho mayor en el caso de la distribucio´n
total. En el otro extremo esta´ la distribucio´n total que ofrece un taman˜o much´ısimo menor. Las
soluciones de replicacio´n parcial son, desde este punto de vista, aproximaciones intermedias
en cuanto al taman˜o ma´ximo que se puede alcanzar.
En cuanto a la eficacia del incremento cuando se realiza la incorporacio´n de nuevos discos,
la Figura 5.9 muestra su valor para las distintas estrategias de replicacio´n. Se ha considerado
en todos los casos que el taman˜o de disco de mayor capacidad que se puede adquirir es de
300 GB.
En el caso de distribucio´n total, la eficacia de la incorporacio´n de espacio adicional de
almacenamiento es siempre 1, puesto que todo el espacio incorporado se utiliza sin necesidad
de almacenar copias adicionales de los elementos. Para los casos de replicacio´n parcial con
bajo nu´mero de re´plicas por elemento (r ≤ 4), la eficacia es siempre 1/r. Es decir, que la
eficacia depende exclusivamente del nu´mero de re´plicas por elemento. Para r > 4, entra en
juego el taman˜o ma´ximo del disco que se puede adquirir (300 GB en este caso), que hace que
la eficacia, a partir de un cierto punto, pase a ser 0.
La Figura 5.10 muestra la evolucio´n de la eficacia por sustitucio´n para distintos incremen-
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Figura 5.9: Eficacia del incremento de la capacidad por incorporacio´n partiendo de capacida-
des iniciales heteroge´neas para distintas estrategias de replicacio´n.
tos del taman˜o ma´ximo del sitio Web. En todos los casos se ha considerado que el taman˜o
del disco de mayor capacidad que se pod´ıa adquirir era de 300 GB.
Puede observarse que la mayor eficacia se obtiene siempre en el caso de la distribucio´n
total, puesto que en este caso se produce un aprovechamiento ma´ximo de los recursos.
Aunque la replicacio´n total ofrece inicialmente mejores resultados que la replicacio´n par-
cial, esto solamente ocurre para valores pequen˜os en los que se puede incrementar la capacidad
del sistema totalmente replicado sustituyendo u´nicamente un disco. A partir de un cierto pun-
to (entre los 40 y los 60 GB, en el ejemplo), las estrategias de replicacio´n parcial presentan
una eficacia superior a la estrategia de replicacio´n total.
Por otra parte, la estrategia de replicacio´n total no es en absoluto escalable. La limitacio´n
del taman˜o ma´ximo de disco hace que a partir de un cierto punto (250 GB en el ejemplo), la
eficacia pase a ser 0, puesto que no es posible incrementar el espacio disponible.
5.2.4.2 Ejemplo 2: Capacidades homoge´neas
En este ejemplo se considera un sistema compuesto por 12 nodos servidores, todos con una
capacidad inicial de 150 GB.
La Figura 5.11 muestra el taman˜o ma´ximo del sitio Web que puede alojarse en el sistema
ejemplo, cuando se aplica una estrategia de replicacio´n total, distribucio´n total o replicacio´n
parcial (para distintos valores de r).
El taman˜o ma´ximo que se puede alcanzar es mucho mayor en el caso de la distribucio´n
total. En el otro extremo esta´ la distribucio´n total que ofrece un taman˜o much´ısimo menor. Las
soluciones de replicacio´n parcial son, desde este punto de vista, aproximaciones intermedias
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Figura 5.10: Eficacia del incremento de la capacidad por sustitucio´n con capacidades iniciales
heteroge´neas para distintas estrategias de replicacio´n.
en cuanto al taman˜o ma´ximo que se puede alcanzar.
La Figura 5.12 muestra la evaluacio´n de la eficacia de incremento cuando se realiza la
incorporacio´n de nuevos discos. En todos los casos se ha considerado que el taman˜o del disco
de mayor capacidad que se puede adquirir es de 300 GB.
En todos los casos la eficacia se mantiene constante y depende exclusivamente de la
estrategia de replicacio´n de contenidos utilizada. En el caso de la replicacio´n total, existe un
l´ımite impuesto por el taman˜o ma´ximo del disco, a partir del cual no es posible incorporar
ma´s volumen de almacenamiento.
La evaluacio´n de la eficacia por sustitucio´n se muestra en la Figura 5.13 para distintos
incrementos del taman˜o ma´ximo del sitio Web. En todos los casos se ha considerado que el
taman˜o del disco de mayor capacidad que se puede adquirir es de 300 GB.
Puede observarse claramente, una vez ma´s, que los resultados de la evaluacio´n dejan claro
la superioridad de la distribucio´n total sobre el resto de alternativas en cuanto a eficacia del
incremento. La estrategia menos eficaz vuelve a ser la replicacio´n total. Las estrategias de
replicacio´n parcial se mantienen a mitad de camino.
5.2.4.3 Resumen de la comparacio´n
Las evaluaciones realizadas muestran que si se comparan todas las estrategias de replicacio´n,
partiendo de un mismo conjunto de recursos de almacenamiento, la replicacio´n total es la
solucio´n que da lugar a un menor taman˜o ma´ximo del sitio Web alojado. En el otro extremo
se encuentra la distribucio´n total. Otra vez, la replicacio´n parcial var´ıa entre ambos valores
extremos dependiendo del ı´ndice de replicacio´n.
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Figura 5.11: Taman˜o ma´ximo del sitio Web que puede alojarse dependiendo de la estrategia
de replicacio´n seleccionada para sistema con capacidades homoge´neas.
Cuando se trata de incrementar el taman˜o ma´ximo del sitio Web que puede ser alojado, la
replicacio´n total es la estrategia ma´s problema´ticas. Por una parte, su coste es mayor que el
de cualquier otra estrategia. Por otra parte, el taman˜o ma´ximo estara´ siempre limitado por el
taman˜o del disco ma´s grande que se pueda adquirir y es independiente del nu´mero de nodos
del servidor Web. En el otro extremo, la distribucio´n total tiene costes relativamente bajos a
la hora de incrementar la capacidad global. A medio camino se encuentran las soluciones de
replicacio´n parcial.
Si se prescinde de otras consideraciones (como la tolerancia a fallos o la fiabilidad), la
solucio´n ma´s deseable desde el punto de vista de la capacidad de almacenamiento es la
distribucio´n total.
Cuando se realiza un incremento en la capacidad de un sitio Web se puede elegir entre
tres alternativas:
• Incorporacio´n de un disco adicional a un nodo servidor existente.
• Sustitucio´n de un disco en un nodo servidor existente.
• Incorporacio´n de un nuevo nodo servidor.
Desde el punto de vista del incremento de la capacidad de almacenamiento, la alternativa
ma´s eficaz es siempre la incorporacio´n de un disco adicional. En ciertos casos, esta alternativa
puede no ser viable. Esto sucede, por ejemplo, cuando todos los nodos servidores tienen
conectados el ma´ximo de discos que soporta su arquitectura.
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Figura 5.12: Eficacia del incremento de la capacidad por incorporacio´n partiendo de capaci-
dades iniciales homoge´neas para distintas estrategias de replicacio´n.
En dicho caso, se debe optar por la siguiente alternativa, en te´rminos de eficacia: la
sustitucio´n de un disco existente. Para maximizar la eficacia, se debe optar siempre por
sustituir el disco de menor capacidad. Otra vez, puede darse el caso de que esta alternativa
tampoco sea viable. Esto ocurre cuando todos los discos de todos los nodos servidores son de
la ma´xima capacidad que puede adquirirse (ya sea por razones te´cnicas o econo´micas).
La u´ltima alternativa a considerar sera´ la incorporacio´n de nuevos nodos servidores al
sistema. En cuanto a esta alternativa, es solamente va´lida para estrategias parcialmente
replicadas o totalmente distribuidas.
5.3 Evaluacio´n de la fiabilidad
La fiabilidad de un servidor Web distribuido se puede evaluar como la probabilidad de que el
servidor Web funcione correctamente. Es decir, la fiabilidad es la probabilidad de poder ob-
tener un elemento del servidor Web distribuido. La fiabilidad de un servidor Web distribuido
depende de la arquitectura utilizada y de la estrategia de replicacio´n seleccionada.
La fiabilidad Fs de un sistema compuesto por N componentes conectados en serie [78] y
cada uno con fiabilidad Fi viene dada por la ecuacio´n 5.7.
Fs =
N∏
i=1
Fi (5.7)
De la misma forma, la fiabilidad Fp de un sistema compuesto por N componentes conec-
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Figura 5.13: Eficacia del incremento de la capacidad por sustitucio´n con capacidades iniciales
homoge´neas para distintas estrategias de replicacio´n.
tados en paralelo [78] y cada uno con fiabilidad Fi viene dada por la ecuacio´n 5.8.
Fp = 1−
N∏
i=1
(1− Fi) (5.8)
En las siguientes secciones se evalu´a la fiabilidad de las distintas opciones arquitecto´nicas
y las distintas estrategias de replicacio´n de contenidos.
Primeramente se evalu´a la fiabilidad de un sistema Web basado en cluster por tratarse
de la arquitectura base seleccionada en el Cap´ıtulo 3. Para esta arquitectura se estudia el
impacto que tiene en la fiabilidad la utilizacio´n de las distintas estrategias de replicacio´n de
contenidos.
Posteriormente se realiza la evaluacio´n de la fiabilidad de un cluster Web con switch
distribuido, que es la propuesta arquitecto´nica que se presenta en esta tesis. De nuevo, se
estudia el impacto que tiene en la fiabilidad la utilizacio´n de las distintas estrategias de
replicacio´n de contenidos.
5.3.1 Fiabilidad de Sistemas Web basados en cluster
En un sistema Web basado en cluster existen dos elementos importantes: el switch Web y los
nodos servidores. En este caso el switch y los nodos servidores forman un sistema serie. Por
tanto, la fiabilidad del sistema [78] mediante la ecuacio´n ecuacio´n 5.9.
Fservidor = FswitchFnodos (5.9)
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La fiabilidad del switch es siempre la misma. Sin embargo, la fiabilidad del conjunto de
nodos servidores depende de la estrategia de replicacio´n utilizada.
5.3.1.1 Replicacio´n total
Si todos los contenidos esta´n totalmente replicados, el conjunto de nodos servidores se puede
ver como un sistema paralelo redundante [78].
La fiabilidad de un conjunto de nodos se puede expresar en te´rminos de la fiabilidad de
cada nodo.
Fnodos = 1−
M∏
i=1
(1− Fnodoi)
La fiabilidad del servidor se obtiene sustituyendo en la ecuacio´n 5.9, dando lugar a la
ecuacio´n 5.10.
Fservidor = Fswitch
(
1−
M∏
i=1
(1− Fnodoi)
)
(5.10)
Si se asume que todos los nodos tienen la misma fiabilidad F , la fiabilidad del servidor
vendra´ dada por la ecuacio´n 5.11.
Fcluster = Fswitch
(
1− (1− F )M
)
(5.11)
5.3.1.2 Distribucio´n total
Si todos los contenidos esta´n totalmente distribuidos, la fiabilidad del sistema depende de la
probabilidad de que un elemento este´ alojado en un determinado nodo. Sea el suceso Ei
Ei ≡ El elemento solicitado se encuentra en el nodo si
La probabilidad de que el elemento solicitado se encuentre en un determinado nodo si de-
termina la contribucio´n que la fiabilidad de cada nodo realiza a la fiabilidad del conjunto de
nodos
Fnodos = 1−
M∑
i=1
P (Ei) (1− Fnodoi)
La fiabilidad del servidor se obtiene sustituyendo en la ecuacio´n 5.9, dando lugar a la
ecuacio´n 5.12.
Fservidor = Fswitch
(
1−
M∑
i=1
P (Ei) (1− Fnodoi)
)
(5.12)
Si se asume que la distribucio´n de todos los elementos es uniforme se tiene que
P (Ei) =
1
M
∀i ∈ [1,M ]
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Si adema´s, se asume que todos los nodos servidores tienen la misma fiabilidad F , se tiene que
Fnodos =
(
1−
M∑
i=1
1
M
(1− F )
)
= (1− (1− F )) = F
La fiabilidad del servidor se obtiene sustituyendo en la ecuacio´n 5.9, dando lugar a la
ecuacio´n 5.13.
Fservidor = FswitchF (5.13)
Es decir, que en el caso de servidores Web totalmente distribuidos, la fiabilidad es inde-
pendiente del nu´mero de nodos servidores y depende exclusivamente de la fiabilidad del switch
y de la fiabilidad de los propios nodos.
5.3.1.3 Replicacio´n parcial
Si los contenidos esta´n parcialmente replicados, sera´ necesario considerar el nu´mero de re´plicas
que se realiza de cada elemento. Si se tienen r re´plicas de un elemento, distribuidas en M
nodos, para determinar la probabilidad de que no se pueda acceder a dicho elemento se deben
considerar todas las combinaciones de replicacio´n y la probabilidad de que ocurra un fallo en
todos los nodos en los que se encuentra replicado el elemento.
Fnodos = 1−
M∑
i1,i2,...,ir=1
i1<i2<...<ir
P
 ir⋂
j=i1
Ej
 ir∏
j=i1
(
1− Fnodoj
)
La fiabilidad del servidor se obtiene sustituyendo en la ecuacio´n 5.9, dando lugar a la
ecuacio´n 5.14.
Fservidor = Fswitch
1− M∑
i1,i2,...,ir=1
i1<i2<...<ir
P
 ir⋂
j=i1
Ej
 ir∏
j=i1
(
1− Fnodoj
) (5.14)
Si se asume que la distribucio´n de re´plicas es uniforme entre todos los nodos servido-
res, se puede expresar la probabilidad de que las re´plicas se encuentren en un determinado
subconjunto de nodos como
P
 ir⋂
j=i1
Ej
 = 1
CM,r
=
1(
r
M
)
Si adema´s se asume que la fiabilidad de todos los nodos es ide´ntica e igual a F , se tiene
que
Fnodos = 1−
M∑
i1,i2,...,ir=1
i1<i2<...<ir
1(
r
M
) ir∏
j=i1
(1− F ) = 1− 1( r
M
) M∑
i1,i2,...,ir=1
i1<i2<...<ir
(1− F )r
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pero el nu´mero de sumas que hay en la expresio´n es exactamente CM,r, por lo que
Fnodos = 1− 1( r
M
)( r
M
)
(1− F )r = 1− (1− F )r
Por tanto, la fiabilidad del servidor viene dada por la ecuacio´n 5.15.
Fservidor = Fswitch (1− (1− F )r) (5.15)
5.3.1.4 Comparacio´n
La Figura 5.14 muestra la fiabilidad alcanzada por un sistema Web basado en cluster para
distintos valores de fiabilidad. Para realizar la evaluacio´n se ha considerado un sistema com-
puesto por 12 nodos y un switch Web, todos con la misma fiabilidad. La asignacio´n de re´plicas
se ha supuesto equitativa. El caso del servidor totalmente replicado es por tanto aque´l en el
que nu´mero de re´plicas es 12. El caso del servidor totalmente distribuido es aque´l en que el
nu´mero de re´plicas es 1.
Figura 5.14: Fiabilidad de un sistema Web basado en cluster segu´n el nu´mero de re´plicas.
La primera observacio´n que puede hacerse es que la fiabilidad del sistema esta´ limitada
por la fiabilidad del switch Web y no puede ser mayor que e´sta. Esto es algo que se pod´ıa
intuir, puesto que el switch Web supone un punto de fallo u´nico (si el switch falla el sistema
falla).
Otra observacio´n interesante, es que el nu´mero de re´plicas tiene un gran impacto sobre
la fiabilidad del sistema. De hecho, con un nu´mero de re´plicas relativamente bajo se puede
alcanzar una fiabilidad equivalente a la que tiene un sistema totalmente replicado.
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5.3.2 Cluster Web con switch distribuido
Un cluster Web con switch distribuido puede considerarse como la composicio´n en serie de
dos sistemas, por lo que la fiabilidad del cluster viene dada por el producto de fiabilidades
(ve´ase ecuacio´n 5.16).
Fweb = FswitchesFnodos (5.16)
En dicha ecuacio´n, Fswitches es la fiabilidad del conjunto de switches Web y Fnodos es la
fiabilidad del conjunto de nodos servidores.
El conjunto de switches Web se puede ver como un sistema paralelo redundante. Esto es
independiente del nivel de replicacio´n de los contenidos, ya que cualquier switch puede redi-
rigir cualquier peticio´n a cualquier nodo servidor. Por tanto, si un sistema tiene P switches,
Fswitches = 1−
P∏
i=1
(1− Fswitchi)
La fiabilidad del conjunto de nodos sera´ distinta dependiendo del nivel de replicacio´n de
los elementos.
5.3.2.1 Replicacio´n total
En el caso en que los elementos este´n totalmente replicados, la fiabilidad del conjunto de
nodos sera´
Fnodos = 1−
M∏
i=1
(1− Fnodoi)
Y la fiabilidad del sistema vendra´ dada por la ecuacio´n 5.17.
Fservidor =
(
1−
P∏
i=1
(1− Fswitchi)
)(
1−
M∏
i=1
(1− Fnodoi)
)
(5.17)
Si se asume que la fiabilidad de todos los nodos es igual y toma el valor Fnodo, y que
la fiabilidad de todos los switches es igual y toma el valor Fswitch, la fiabilidad del sistema
seguira´ la ecuacio´n 5.18.
Fservidor =
(
1− (1− Fswitch)P
)(
1− (1− Fnodo)M
)
(5.18)
5.3.2.2 Distribucio´n total
En el caso en que los contenidos esta´n totalmente distribuidos, la fiabilidad del conjunto de
nodos depende de la probabilidad de que un elemento este´ alojado en un determinado nodo.
Fnodos = 1−
M∑
i=1
P (Ei) (1− Fnodoi)
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La fiabilidad del servidor se obtiene sustituyendo en la ecuacio´n 5.16, dando lugar a la
ecuacio´n 5.19.
Fservidor =
(
1−
P∏
i=1
(1− Fswitchi)
)(
1−
M∑
i=1
P (Ei) (1− Fnodoi)
)
(5.19)
Si se asume que la distribucio´n de todos los elementos entre los nodos es uniforme, se
tiene que
P (Ei) =
1
M
Si adema´s se asume que todos los switches tienen la misma fiabilidad Fswitch, y que todos
los nodos servidores tienen la misma fiabilidad Fnodo, se tiene que la fiabilidad del servidor
se puede expresar mediante la ecuacio´n 5.20.
Fservidor =
(
1− (1− Fswitch)P
)
Fnodo (5.20)
5.3.2.3 Replicacio´n parcial
En el caso en que la distribucio´n de contenidos sea parcial, se debe considerar el nu´mero
de re´plicas por elemento r. En este caso se deben considerar las posibles combinaciones de
distribucio´n de re´plicas, as´ı como la probabilidad de que fallen todos los nodos donde se
encuentran distribuidas dichas re´plicas. La fiabilidad del conjunto de nodos viene dada por
la ecuacio´n 5.21.
Fnodos = 1−
M∑
i1,i2,...,ir=1
i1<is<...<ir
P
 ir⋂
j=i1
Ej
 ir∏
j=i1
(
1− Fnodoj
)
(5.21)
La fiabilidad del servidor se obtiene sustituyendo en la ecuacio´n 5.16, dando lugar a la
ecuacio´n 5.22.
Fservidor =
(
1−
p∏
i=1
(1− Fswitchi)
)1− M∑
i1,i2,...,ir=1
i1<is<...<ir
P
 ir⋂
j=i1
Ej
 ir∏
j=i1
(
1− Fnodoj
) (5.22)
En el caso en que la distribucio´n de todos los elementos sea uniforme y todos los nodos
servidores tengan la misma fiabilidad Fnodo se tiene que
Fnodos = 1− (1− Fnodo)r
Dando lugar a la ecuacio´n 5.23 como expresio´n de la fiabilidad.
Fservidor =
(
1− (1− Fswitch)P
)
1− (1− Fnodo)r (5.23)
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5.3.2.4 Comparacio´n
La Figura 5.15 muestra la fiabilidad alcanzada por un cluster Web con switch distribuido
para distintos valores de fiabilidad. Para realizar la evaluacio´n se ha considerado un sistema
compuesto por 12 nodos servidores y 2 switches Web. En todos los casos se ha supuesto que
la fiabilidad de los switches y de los nodos servidores es igual. El caso del servidor totalmente
replicado viene representado por el valor de 12 re´plicas. El caso del servidor totalmente
distribuido esta´ representado por el valor de 1 re´plica.
Figura 5.15: Fiabilidad de un cluster Web con switch distribuido de dos switches segu´n el
nu´mero de re´plicas.
Como puede observarse, se puede conseguir una alta fiabilidad con un nu´mero relativa-
mente bajo de re´plicas. De hecho, un nu´mero muy alto de re´plicas por elemento no mejora
la fiabilidad del sistema.
Un aspecto a tener en cuenta en este tipo de sistemas es el incremento de fiabilidad que
supone la adicio´n de nuevos switches.
La fiabilidad del sistema (ve´ase ecuacio´n 5.16) se puede expresar siempre mediante la
ecuacio´n
Fservidor = FswitchesFnodos
En dicha ecuacio´n Fnodos se mantiene constante para cada estrategia de replicacio´n, por
lo que mejora de fiabilidad δF se puede expresar como:
δF =
F ′switches − Fswitches
Fswitches
=
(
1− (1− Fswitch)P+∆P
)
−
(
1− (1− Fswitch)P
)
(
1− (1− Fswitch)P
) =
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δF =
− (1− Fswitch)P+∆P + (1− Fswitch)P(
1− (1− Fswitch)P
) = (1− Fswitch)P
(
1− (1− Fswitch)∆P
)
1− (1− Fswitch)P
Si se desea considerar la mejora de la fiabilidad que se consigue sobre el caso de un u´nico
switch, P sera´ igual a 1 y por tanto
δF =
1− Fswitch
1− (1− Fswitch)
(
1− (1− Fswitch)∆P
)
=
1− Fswitch
Fswitch
(
1− (1− Fswitch)∆P
)
Si adema´s, se tiene en cuenta que la fiabilidad es una probabilidad (0 ≤ Fswitch ≤ 1), se
puede observar que
1− (1− Fswitch)∆P ≤ 1
Y por tanto, cuando ∆P crece, δF se aproxima a su valor ma´ximo
δFmax =
1− Fswitch
Fswitch
La Figura 5.16 muestra la tasa de incremento de de fiabilidad con respecto al caso de un
u´nico switch Web cuando se incrementa el nu´mero de switches.
Figura 5.16: Factor de incremento de la fiabilidad con respecto al caso de un u´nico switch.
Dos conclusiones interesantes pueden extraerse de esta u´ltima evaluacio´n.
Por una parte, la adicio´n de los primeros switches tiene un gran impacto en la fiabilidad.
Posteriormente, cada incorporacio´n de otro switch tiene impacto cada vez menor. Despue´s
del tercer o cuarto switch el efecto sobre la fiabilidad es pra´cticamente nulo.
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Por otra parte, el factor de incremento de la fiabilidad se ve muy influenciado por la
fiabilidad individual de cada switch. As´ı, con una fiabilidad individual de 0,6 se puede alcanzar
un factor de incremento superior al 66%. Con una fiabilidad individual de 0,8 se puede
alcanzar un factor de incremento pro´ximo al 25%. Por u´ltimo, con una fiabilidad individual
de 0,9 apenas se alcanza un factor de incremento del 11%.
5.3.3 Comparacio´n de la fiabilidad
Para comparar la fiabilidad de las dos soluciones estudiadas, se ha evaluado la fiabilidad de
un sistema Web basado en cluster y de un cluster Web con switch distribuido de 12 nodos
servidores. En todos los casos se ha considerado que la fiabilidad de todos los nodos servidores
y de todos los switches es 0,9. Para cada solucio´n se ha evaluado la fiabilidad global para
distintos nu´meros de re´plicas por elementos. La Figura 5.17 muestra los resultados de la
evaluacio´n. En dicha gra´fica, la curva de 1 switch se corresponde con un sistema Web basado
en cluster y el resto se corresponden con clusters Web con switch distribuido con distinto
nu´mero de switches.
Figura 5.17: Comparacio´n de la fiabilidad de un sistema Web basado en cluster y un cluster
Web con switch distribuido.
Las evaluaciones muestran, una vez ma´s, que un factor determinante en el incremento
de la fiabilidad de un sistema, es el nu´mero de re´plicas por elemento. De hecho, un nu´mero
relativamente bajo de re´plicas (3 o 4 en el ejemplo) hace que la fiabilidad global sea la misma
que si el sistema estuviese totalmente replicado.
Adema´s, de la evaluacio´n, tambie´n se puede concluir que una solucio´n de cluster Web con
switch distribuido es siempre superior en fiabilidad a la solucio´n que usa un u´nico switch.
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5.4 Relacio´n entre capacidad de almacenamiento y fiabilidad
Las evaluaciones realizadas en las secciones anteriores sobre capacidad de almacenamiento y
fiabilidad muestran que la capacidad de almacenamiento de un sistema parcialmente replicado
es mayor cuanto menor es el nu´mero de re´plicas por elemento. Por otra parte, cuando se reduce
el nu´mero de re´plicas tambie´n se reduce la fiabilidad del sistema. Debido a estas dos fuerzas
contradictorias, el nu´mero de re´plicas debe ser suficientemente alto como para ofrecer una alta
fiabilidad y suficientemente bajo como para ofrecer una alta capacidad de almacenamiento.
Para tener en cuenta el impacto de ambas fuerzas, se ha evaluado la fiabilidad y la capaci-
dad de almacenamiento en un sistema Web basado en cluster y en un cluster Web con switch
distribuido (para 2 y 3 switches). Tanto la fiabilidad como la capacidad de almacenamiento
se han evaluado para distintos nu´meros de re´plicas por elemento. La figura 5.18 muestra los
resultados obtenidos.
Figura 5.18: Fiabilidad y capacidad de almacenamiento obtenidas con distintos niveles de
replicacio´n parcial.
En todos los casos se ha considerado que el sistema esta´ compuesto por 16 nodos servidores
y que cada nodo servidor tiene una capacidad individual de almacenamiento de 200 GB. Para
evaluar el efecto de la replicacio´n parcial se han evaluado los casos de replicacio´n total (16
re´plicas), distribucio´n total (1 re´plica) y replicacio´n parcial (entre 2 y 15 re´plicas). Se ha
considerado que tanto los nodos servidores como los switches tienen una fiabilidad del 85%.
Los casos de replicacio´n total o con un nu´mero muy alto de re´plicas se corresponden con la
parte derecha de la gra´fica donde la fiabilidad es ma´xima y la capacidad de almacenamiento
es mı´nima. En la parte izquierda de la gra´fica se puede observar como la distribucio´n total
(nu´mero de re´plicas igual a 1), ofrece capacidad de almacenamiento ma´xima y fiabilidad
mı´nima. Cuando se aumenta el nu´mero de re´plicas se incrementa la fiabilidad y se reduce la
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capacidad de almacenamiento.
De forma general, la gra´fica se puede utilizar como un instrumento de disen˜o de la arqui-
tectura. Dependiendo de la fiabilidad y la capacidad de almacenamiento deseada se puede
determinar el nu´mero de re´plicas y el nu´mero de switches aconsejables.
Como ejemplo, conside´rese que los criterios para la seleccio´n de la arquitectura fuesen
de al menos el 85% y una capacidad de almacenamiento ma´xima. En el caso de utilizar un
u´nico switch ser´ıa necesario utilizar 10 re´plicas por elemento, lo que dar´ıa lugar a un espacio
disponible de 320 GB. Si se utilizan 2 o ma´s switches se supera la fiabilidad objetivo utilizando
2 re´plicas por elemento, lo que da lugar a un espacio disponible de 1600 GB. De esta manera
se puede multiplicar por cinco el espacio disponible utilizando solamente dos switches.
Conside´rese ahora que el criterio de seleccio´n sea alcanzar una fiabilidad superior al 97%.
Si se utiliza un u´nico switch es imposible alcanzar dicha fiabilidad (ni siquiera con replicacio´n
total). Si se utilizan 2 switches dicha fiabilidad se alcanzar´ıa con 3 re´plicas por elemento,
dando lugar a un espacio disponible de 1066 GB. Si se utilizan 3 o ma´s switches, se alcanzara´ la
fiabilidad objetivo con 2 re´plicas por elemento, obtenie´ndose un espacio disponible de 1600
GB.
Por u´ltimo, conside´rese que el criterio de seleccio´n es la obtencio´n de un espacio de
almacenamiento superior a 1000 GB. Para ello ser´ıa necesario utilizar como ma´ximo 3 re´plicas
por elemento. Una solucio´n con un u´nico switch ofrece una fiabilidad del 84,7%. Con dos
switches la fiabilidad pasa al 97,4% y con 3 o ma´s switches se supera el 99,3% de fiabilidad.
De esta manera, el nu´mero de switches se selecciona en funcio´n de la fiabilidad deseada.
Puede verse, por tanto, que existen dos maneras de utilizar la relacio´n entre capacidad
de almacenamiento y fiabilidad para guiar el disen˜o de la arquitectura:
• Fijar la fiabilidad mı´nima requerida y determinar el nu´mero de re´plicas necesarias en
funcio´n del nu´mero de switches.
• Fijar la capacidad de almacenamiento requerida (que a su vez fija el nu´mero de re´plicas)
y determinar la fiabilidad en funcio´n del nu´mero de switches.
5.5 Evaluacio´n del rendimiento
En esta seccio´n se presentan la evaluaciones del rendimiento realizadas para las distintas
pol´ıticas de asignacio´n de re´plicas y las distintas pol´ıticas de asignacio´n de peticiones. Para
cada pol´ıtica de asignacio´n de peticiones (asignacio´n de peticiones c´ıclica, asignacio´n al nodo
menos cargado y asignacio´n LARD) se ha realizado la evaluacio´n del tiempo de respuesta de
peticiones Web para distintos tipos de asignacio´n de re´plicas a nodos servidores.
Para realizar la evaluacio´n del rendimiento se ha utilizado el modelo de simulacio´n que
se describe a continuacio´n y que esta´ basado en los datos recogidos en diversos estudios
experimentales.
5.5.1 Modelo de simulacio´n
Para la evaluacio´n del rendimiento de las ideas propuestas en esta tesis se ha optado por el
uso de un modelo de simulacio´n que permita comparar distintas soluciones. El modelo de
simulacio´n utilizado se basa en modelos existentes para servidores Web. Desgraciadamente,
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los modelos existentes no tienen en cuenta las implicaciones de la utilizacio´n de estrategias
de replicacio´n parcial de contenidos, por lo que ha sido necesaria su adaptacio´n.
Adema´s de presentar el modelo de simulacio´n utilizado para las evaluaciones del rendi-
miento, en este cap´ıtulo se presenta un estudio de los valores apropiados para los para´metros
de dicho modelo.
La seccio´n 5.5.1.1 presenta los modelos de carga previamente existentes. La seccio´n 5.5.1.2
presenta un modelo de simulacio´n para servidores Web sin re´plica completa. Por u´ltimo, en
la seccio´n 5.5.1.3 se presenta la seleccio´n de valores realizada para los distintos para´metros
del modelo.
5.5.1.1 Modelo de carga
El modelo de carga describe todos los para´metros que afectan a las peticiones que llegan a
un servidor Web. Es conveniente en este punto definir algunos te´rminos importantes para el
modelo de carga:
Sesio´n Esta´ formada por todas las interacciones que realiza un usuario con un sitio Web sin
que medie entre ellas un tiempo de inactividad superior a un cierto umbral (definido
por el propio sitio Web). Una sesio´n comienza cuando el usuario accede a una pa´gina
Web del sitio y continu´a con todas las peticiones que se realizan (por ejemplo pulsando
sobre hiperenlaces) hasta que se abandona el sitio o se deja de enviar peticiones durante
un cierto tiempo.
Peticio´n Web Esta´ formada por la peticio´n de un elemento primario (normalmente una
pa´gina HTML) y la peticio´n de todos los elementos asociados a dicho elemento. Una
peticio´n Web puede comenzar con la solicitud de una pa´gina HTML y cuando el cliente
reciba dicha pa´gina y determine sus elementos incluidos (una foto, una hoja de estilos,
un applet en java, etc.) continuara´ con la solicitud de dichos elementos.
Peticio´n HTTP Es cada peticio´n individual que un cliente env´ıa a un servidor Web para
solicitar el env´ıo de un elemento. De este modo, un programa cliente env´ıa inicialmente
una peticio´n HTTP para el elemento primario y, posteriormente, una peticio´n para cada
elemento incluido en e´l.
Existen diversos modelos de carga para la generacio´n de peticiones Web. En las siguientes
secciones se presentan algunos de estos modelos de forma general as´ı como los para´metros de
los que dependen.
5.5.1.1.1 Modelo de Mah En 1997 Mah [79] propuso un modelo derivado de un estudio
emp´ırico que se puede utilizar para la generacio´n de cargas para simulacio´n. Dicho modelo
presupone la presencia de varios servidores Web a los que accede un conjunto de clientes. La
generacio´n de la carga sigue los pasos siguientes:
1. Seleccio´n de un servidor de acuerdo con la distribucio´n de popularidad de los servidores.
2. Determinacio´n del nu´mero de peticiones de pa´ginas Web que se deben pedir al servidor.
3. Para cada peticio´n de pa´gina Web:
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(a) Espera de un cierto tiempo (que simula el tiempo que el usuario tarda en pensar
su siguiente accio´n).
(b) Seleccio´n de una pa´gina Web sobre la que se realizara´ la siguiente peticio´n.
(c) Determinacio´n del taman˜o de la peticio´n Web.
(d) Env´ıo de la peticio´n Web al servidor.
(e) Determinacio´n del taman˜o del taman˜o del documento a ser servido.
(f) Env´ıo del documento desde el servidor al cliente.
(g) Determinacio´n del nu´mero de elementos adicionales contenidos en el documento.
(h) Determinacio´n del taman˜o de cada una de las peticiones para cada uno de dichos
elementos.
(i) Env´ıo de las peticiones al servidor.
(j) Determinacio´n del taman˜o de cada uno de los elementos adicionales.
(k) Env´ıo de los elementos adicionales desde el servidor al cliente.
Por lo tanto, el modelo viene caracterizado por los para´metros que se describen en la
tabla 5.3.
Para´metro Descripcio´n
Popularidad de Servidor Sitio Web al que un usuario se conecta durante una
sesio´n
Peticiones Web por sesio´n Nu´mero de peticiones Web que un usuario solicita
durante una sesio´n.
Tiempo de pensamiento Tiempo que transcurre entre dos peticiones Web de
un usuario. Modela el tiempo que el usuario tarda en
pensar antes de seleccionar un hiperenlace.
Taman˜o de la peticio´n primaria Taman˜o de la peticio´n HTTP que solicita un elemen-
to primario (normalmente una pa´gina HTML).
Taman˜o del elemento primario Taman˜o del elemento primario devuelto por el servi-
dor en respuesta a la peticio´n primaria (normalmente
una pa´gina HTML).
Nu´mero de elementos secundarios Nu´mero de elementos incluidos en el elemento prima-
rio (fotos, hojas de estilos, applets, etc.).
Taman˜o de peticio´n secundaria Taman˜o de la peticio´n HTTP que solicita un elemen-
to secundario.
Taman˜o de elemento secundario Taman˜o del elemento secundario devuelto por el ser-
vidor en respuesta a una peticio´n secundaria.
Tabla 5.3: Para´metros del modelo de carga de Mah.
Este modelo no caracteriza los tiempos entre llegadas de peticiones. El u´nico tiempo
caracterizado es el tiempo entre peticiones realizadas por los usuarios. Esto se debe a que los
tiempos entre llegadas esta´n influenciados por factores espec´ıficos a la infraestructura de red.
El modelo de Mah pretende ser independiente de dicha infraestructura. Esta generalidad,
tiene como desventaja que la aplicacio´n del mencionado modelo a la simulacio´n implica el
uso de un modelo detallado que simule una infraestructura de red espec´ıfica.
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5.5.1.1.2 Modelo de Choi En 1999 Choi et al. [80] propusieron otro modelo basado en
datos experimentales con el objetivo de generar cargas para simiulacio´n. La generacio´n de la
carga sigue los pasos siguientes:
1. Determinacio´n del taman˜o de la peticio´n HTTP.
2. Peticio´n de un elemento primario.
3. Determinacio´n del taman˜o del elemento primario.
4. Env´ıo del elemento primario al cliente.
5. Procesamiento del elemento principal durante un determinado tiempo.
6. Determinacio´n del nu´mero de elementos incluidos en el elemento primario.
7. Determinacio´n del taman˜o de las peticiones HTTP.
8. Env´ıo de las peticiones HTTP.
9. Determinacio´n de los tiempos entre llegadas de objetos secundarios.
10. Determinacio´n de los taman˜os de los objetos secundarios.
11. Env´ıo de los objetos secundarios.
12. Determinacio´n del tiempo que el usuario dedica a ver el documento.
Por lo tanto, el modelo viene caracterizado por los para´metros que se describen en la
tabla 5.4.
Este modelo no distingue entre peticiones de elementos primarios y de elementos secunda-
rios. Los taman˜os de todas las peticiones se modelan mediante un u´nico para´metro. De hecho,
aunque el taman˜o de las peticiones HTTP fue estudiado por Choi et al., no fue utilizado en
su generacio´n de tra´fico.
Al contrario que el modelo de Mah, este modelo si caracteriza los tiempos entre llegadas.
Esto hace que no sea necesario apoyarse en un modelo detallado de la infraestructura de red.
5.5.1.2 Modelo para servidores sin re´plica completa
Los modelos presentados en este cap´ıtulo [79, 80] esta´n especialmente pensados para carac-
terizar el tra´fico de un servidor Web que se aloja en una u´nica ma´quina. Dichos modelos se
pueden extender sin problemas a servidores Web distribuidos con re´plica completa. Esto es
as´ı porque la seleccio´n del nodo que debe servir la peticio´n no depende del elemento concreto
que deba servirse.
Cuando se construye un modelo de un servidor Web distribuido en el que no hay replica-
cio´n o la replicacio´n es parcial (no todos los elementos se encuentran en todos los nodos) es
necesario tener en cuenta algunos detalles adicionales.
En el cap´ıtulo 4 se presento´ un modelo de sitio Web (ve´ase 4.1.1). De acuerdo con dicho
modelo, los para´metros que se proponen en esta tesis para la definicio´n de un sitio Web son
los presentados en la tabla 5.5.
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Para´metro Descripcio´n
Taman˜o de peticio´n Taman˜o de una peticio´n HTTP enviada al ser-
vidor. Este modelo utiliza el mismo para´metro
tanto para las peticiones de objetos primarios
como secundarios.
Taman˜o de elemento primario Taman˜o del elemento primario devuelto por el
servidor Web cuando un cliente realiza una
peticio´n primaria (normalmente una pa´gina
HTML).
Tiempo de procesamiento primario Tiempo que un cliente tarda en procesar un ob-
jeto primario y extraer las referencias a los ob-
jetos secundarios para generar las correspon-
dientes peticiones.
Nu´mero de elementos secundarios Nu´mero de elementos incluidos en el elemento
primario (fotos, hojas de estilo, applets, etc.)
Tiempo entre llegadas de objetos se-
cundarios
Tiempo entre llegadas al cliente de dos elemen-
tos secundarios.
Taman˜o de elemento secundario Taman˜o del elemento secundario devuelto por
el servidor en respuesta a una peticio´n secun-
daria.
Tiempo de visio´n Tiempo que el usuario dedica a ver el conteni-
do antes de realizar una peticio´n de un nuevo
elemento primario.
Tabla 5.4: Para´metros del modelo de carga de Choi.
Para´metro Descripcio´n
Nu´mero de elementos primarios Nu´mero de elementos que pueden ser solici-
tados por un usuario (normalmente pa´ginas
HTML).
Nu´mero de elementos incluidos Nu´mero de elementos secundarios incluidos en
un elemento primario.
Taman˜o de elemento primario Taman˜o de un elemento primario que puede
ser solicitado por un usuario.
Taman˜o de elemento secundario Taman˜o de un elemento secundario.
Tabla 5.5: Para´metros del modelo de sitio Web.
En el mismo cap´ıtulo, tambie´n se presento´ un modelo de servidor (ve´ase 4.1.2). De acuerdo
con dicho modelo, los para´metros que se proponen en esta tesis para la definicio´n del modelo
de servidor son los presentados en la tabla 5.6.
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Para´metro Descripcio´n
Nu´mero de servidores Nu´mero de nodos servidores en los que se pue-
den alojar contenidos.
Capacidad de servidor Capacidad de almacenamiento de un nodo ser-
vidor.
Nu´mero de re´plicas Nu´mero mı´nimo de re´plicas que deben mante-
nerse de un elemento.
Tabla 5.6: Para´metros del modelo de almacenamiento.
5.5.1.2.1 Modelo de peticiones Sea C el conjunto de T clientes que acceden a un sitio
Web
C = {c1, c2, . . . , cT } (5.24)
La actividad de un cliente viene determinada por una secuencia de sesiones y per´ıodo de
inactividad entre sesiones (ve´ase Figura 5.19).
Figura 5.19: Actividad de un cliente a lo largo del tiempo.
De esta forma, la actividad Λi del cliente ci viene definida por la secuencia de pares
〈Φj , τj〉
Λi = 〈Φ1, τ1〉 , 〈Φ2, τ2〉 , . . . , 〈Φj , τj〉 , . . .
donde Φi es una sesio´n y τi es el tiempo que transcurre desde que finaliza la sesio´n Φi hasta
que comienza la sesio´n Φi+1.
Durante una sesio´n un cliente solicita un nu´mero Q de elementos completos cada uno de
los cuales esta´ compuesto por un elemento primario y un conjunto de elementos secundarios.
Cada una de la Q peticiones Web (ve´ase Figura 5.20) se corresponde con una peticio´n de un
elemento primario ωj , el ana´lisis del objeto primario recibido durante un cierto periodo de
tiempo νj , el env´ıo y la recepcio´n de las peticiones secundarias derivadas del objeto primario
recibido y un tiempo de inactividad θj antes del env´ıo de la siguiente peticio´n.
Φi = 〈ω1, ν1, θ1〉 , 〈ω2, ν2, θ2〉 , . . . 〈ωQ, νQ, θQ〉 (5.25)
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Figura 5.20: Modelo de peticiones de una sesio´n Web.
De acuerdo con todo lo expuesto, los para´metros que se proponen en esta tesis para la
definicio´n del modelo de peticiones son los que se presentan en la tabla 5.7.
5.5.1.3 Caracterizacio´n los para´metros del modelo
En esta seccio´n se presenta la seleccio´n de valores realizada para cada uno de los para´metros
del modelo, de modo que sea posible la simulacio´n de servidores Web en los que los contenidos
se encuentran distribuidos entre varios nodos servidores.
5.5.1.3.1 Nu´mero de elementos incluidos Cada elemento primario contiene un con-
junto de elementos secundarios que es variable para cada elemento primario. Por tanto, el
nu´mero de elementos incluidos se puede modelar como una variable aleatoria.
El nu´mero de elementos incluidos por un elemento primario se puede modelar bastante
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Para´metro Descripcio´n
Tiempo entre sesiones Tiempo que un cliente Web permanece inacti-
vo entre la finalizacio´n de una sesio´n y el co-
mienzo de la siguiente sesio´n.
Nu´mero de peticiones por sesio´n Nu´mero de peticiones Web que un cliente rea-
liza durante una sesio´n
Tiempo de inactividad Tiempo que un cliente Web permanece inac-
tivo entre al recepcio´n de la respuesta a una
peticio´n y la solicitud de el env´ıo de la siguien-
te peticio´n
Tiempo de ana´lisis Tiempo que el cliente tarda en analizar el con-
tenido de un elemento primario para determi-
nar que´ elementos secundarios debe pedir.
Tabla 5.7: Para´metros del modelo de peticiones.
bien mediante una distribucio´n de Pareto [73] (ve´ase ecuacio´n 5.26).
f (x) =
αkα
xα+1
x ≥ k (5.26)
En [73] los estudios experimentales derivaron valores de α = 2,43 y k = 1.
Diversos trabajos han utilizado valores similares para realizar simulaciones. En [7] se
utilizan valores de α = 1,245 y k = 2. En [50] se utilizan valores de α = 1,245 y k = 3.En
[66, 27] se utilizan valores para α que oscilan entre 1 y 1,5 con k = 1. En [65] se utilizan
valores del α = 1,33 y k = 1.
5.5.1.3.2 Taman˜o de elementos primarios El taman˜o de los elementos primarios se
ha modelado [73] mediante una distribucio´n lognormal para el cuerpo de la distribucio´n (ve´ase
ecuacio´n 5.27a) y una distribucio´n de Pareto para la cola (ve´ase ecuacio´n 5.27b).
f (x) =
1
x
√
2piσ2
e−
(ln x−µ)2
2σ2 (5.27a)
f (x) =
αkα
xα+1
x ≥ k (5.27b)
En [73] se obtuvieron valores experimentales de µ = 9,537 y σ = 1,318 para el cuerpo de
la distribucio´n. En dicho experimento, se derivaron tambie´n valores de α = 1,1 y k = 133K
con lo que el 93% de los elementos se situan en el cuerpo de la distribucio´n
En [77] se muestran diversos estudios experimentales en los que se estudian el modelo para
la cola de la distribucio´n. En todos ellos se determina que la cola de la distribucio´n comienza
a partir de los 10000 bytes con un valor aproximado para α de 1 (entre 0,93 y 1,33).
En [81] se realizaron experimentos de los que se derivaron valores de µ = 7,640 con
σ = 1,705 y µ = 7,881 con σ = 1,339 para el cuerpo de la distribucio´n. En los mismos
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experimentos, se derivaron valores de α = 1,383 con k = 2,924 y α = 1,177 y k = 3,558 para
la cola de la distribucio´n.
En [66, 27, 65] se utilizan valores de µ = 7,64 y σ = 1,705 para el cuerpo de la distribucio´n
y α = 1,383 y k = 2924 para la cola de la distribucio´n.
Todos estos trabajos no realizan una distincio´n entre el taman˜o de los elementos prima-
rios y los elementos secundarios. Sin embargo, en [7, 50] si se tiene en cuenta este hecho
utiliza´ndose los valores µ = 7,63 y σ = 1,001 para el cuerpo de la distribucio´n y α = 1 y
k = 10240 para la cola de la distribucio´n.
5.5.1.3.3 Taman˜o de los elementos secundarios Para modelar el taman˜o de los ele-
mentos secundarios se ha utilizado una distribucio´n lognormal (ve´ase ecuacio´n 5.28).
f (x) =
1
x
√
2piσ2
e−
(ln x−µ)2
2σ2 (5.28)
En [7, 50] se utilizan los valores µ = 8,215 y σ = 1,46.
5.5.1.3.4 Tiempo entre sesiones Las llegadas de sesiones se pueden describir bastante
bien como procesos de Poisson [82]. Es importante tener en cuenta que el env´ıo de paquetes de
red no se puede describir bien como un proceso de Poisson [83]. As´ı mismo, ni las peticiones
Web ni las peticiones HTTP individuales se pueden modelar tampoco como un proceso de
Poisson. No obstante, el modelo utilizado en esta tesis no realiza una representacio´n de las
llegadas agregadas de peticiones al servidor (que si se podr´ıa representar como un proceso de
Poisson). En vez de esto, se realiza una representacio´n independiente del comportamiento de
cada cliente para el que la hipo´tesis de proceso de Poisson no es va´lida.
El comportamiento de un usuario se ha modelado como la ejecucio´n de sesiones separadas
por periodos de inactividad o tiempo entre sesiones. El tiempo entre sesiones se puede modelar
mediante una distribucio´n de Pareto [73].
En [84] se utilizan valores de α = 1,4 y k = 20.
5.5.1.3.5 Peticiones por sesio´n Las peticiones Web modelan el nu´mero de peticiones
que un usuario realiza durante una sesio´n. La primera peticio´n que un usuario realiza suele
coincidir con la entrada en el sitio Web (ya sea introduciendo una direccio´n en el navegador
o seleccionando un enlace en otro sitio Web). El resto de peticiones durante la sesio´n suelen
coincidir con pulsaciones que el usuario realiza en enlaces internos del propio sitio.
El nu´mero de peticiones Web que un usuario realiza se puede modelar con bastante
exactitud mediante una distribucio´n gaussiana inversa [85] (ve´ase ecuacio´n 5.29).
f (x) =
√
λ
2pix3
e
−λ(x−µ)2
2µ2x (5.29)
En [85] el ana´lisis experimental dio lugar a unos valores de µ̂ = 3,86 y v̂ar (x) = 6,08 (lo
que equivale a λ̂ = 9,46). Otro experimento en el mismo estudio dio lugar a unos valores de
µ̂ = 2,98 y λ̂ = 6,24.
En [7, 66, 27, 65, 50] se utilizan valores de µ = 3,86 y λ = 9,46.
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En definitiva, el nu´mero de peticiones Web por sesio´n suele tener una distribucio´n sesgada
hacia la izquierda. Esto se debe a que un nu´mero importante de visitantes suele solicitar una
pa´gina inicial y abandonar el sitio o visitar unas pocas pa´ginas. Las distribuciones que mejor
se adaptan a los datos experimentales son la gausiana inversa y la lognormal.
5.5.1.3.6 Tiempo de inactividad Otro aspecto a considerar es la distribucio´n del tiem-
po entre peticiones Web dentro de una misma sesio´n. Diversos estudios [86, 60] han modelado
el tiempo entre peticiones Web (o tiempo que el usuario piensa antes de realizar la siguiente
peticio´n) mediante una distribucio´n de Pareto (ve´ase ecuacio´n 5.30).
f (x) =
αkα
xα+1
x ≥ k (5.30)
En [60, 73] el ana´lisis de datos experimentales deriva valores de k̂ = 1 y α̂ = 1,5.
Diversos trabajos [7, 50] han utilizado los valores k = 1 y α = 1,4. En otros trabajos
[66, 27, 65] se ha utilizado los valores k = 2 y α = 1,4.
En este trabajo se utilizara´ como modelo para el tiempo entre peticiones web la distribu-
cio´n de Pareto con α = 1,4 y k = 1.
5.5.1.3.7 Taman˜o de la peticio´n HTTP Por cada peticio´n Web se generan varias
peticiones HTTP (una para el elemento primario y una por cada elemento secundario). El
taman˜o de las peticiones HTTP se ha modelado mediante una distribucio´n lognormal (ve´ase
ecuacio´n 5.31).
f (x) =
1
x
√
2piσ2
e−
(ln x−µ)2
2σ2 (5.31)
En [80] los resultados experimentales derivaron valores de µ = 360,4 y σ = 106,5.
En [87] los resultados experimentales derivaron valores de µ = 458,4 y σ = 199,79.
En este trabajo se utilizara´ como modelo para el taman˜o de las peticiones HTTP la
distribucio´n lognormal con µ = 360,4 y σ = 106,5.
5.5.1.3.8 Para´metros a utilizar en la simulacio´n Un modelo de sitio Web que dis-
tinga entre elementos primarios y secundarios permite realizar simulaciones para contenidos
parcial o totalmente distribuidos. El taman˜o del sitio Web viene determinado por el nu´mero
de elementos primarios seleccionado.
La tabla 5.8 muestra un resumen de los para´metros que se utilizan para generar los
contenidos del sitio Web a simular.
La generacio´n del sitio Web viene determinada por el nu´mero de elementos primarios.
Para cada elemento primario se genera dicho elemento y tantos elementos secundarios como
se determine mediante la distribucio´n del nu´mero de elementos secundarios. Este modelo
permite generar sitios Web de diversos taman˜os.
Muchos modelos de simulacio´n utilizan un modelo de peticiones simplificado que no tiene
en cuenta el comportamiento individual de cada cliente, utilizando un modelo del comporta-
miento agregado de todos los clientes. Sin embargo, si el modelo ha de incluir detalles sobre
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Para´metro Distribucio´n
Nu´mero de elementos incluidos Pareto (α = 2,43, k = 1)
Taman˜o de elementos primarios
(cuerpo)
Lognormal (µ = 7,63, σ = 1,001)
Taman˜o de elementos primarios (co-
la)
Pareto (α = 1, k = 10240)
Taman˜o de elementos secundarios Lognormal (µ = 8,215, σ = 1,46)
Tabla 5.8: Para´metros de generacio´n del sitio Web.
las relaciones entre los elementos primarios y secundarios, este tipo de modelos no contie-
ne informacio´n suficiente para realizar simulaciones. Un modelo ma´s detallado que tenga en
cuenta el comportamiento de los clientes individuales si es compatible con la inclusio´n de
detalles sobre las relaciones entre los elementos primarios y secundarios.
La tabla 5.9 muestra un resumen de los para´metros que se utilizan para generar las
peticiones de los clientes.
Para´metro Distribucio´n
Tiempo entre sesiones Pareto (α = 1,4, k = 20)
Peticiones por sesio´n Gaussiana inversa (µ = 2,86, λ = 9,46)
Tiempo de inactividad Pareto (α = 1,4, k = 1)
Taman˜o de peticio´n Lognormal (µ = 360,4, σ = 106,5)
Tiempo de ana´lisis Weibull (α = 1,46, β = 0,382)
Tabla 5.9: Para´metros de generacio´n del sitio Web.
La generacio´n de peticiones se basa en el ana´lisis de tra´fico de sitios Web con muy alta
demanda de peticiones como el sitio Web de los campeonatos del mundo de fu´tbol de 1998 o
el sitio Web de America On Line AOL.
5.5.2 Rendimiento de la arquitectura de sistema Web basado en cluster
En esta seccio´n se presentan las evaluaciones del rendimiento realizadas para un arquitectura
de sistema Web basado en cluster. Las evaluaciones se han realizado para las tres pol´ıticas de
asignacio´n de peticiones presentadas en la seccio´n 4.4 (asignacio´n esta´tica circular, asignacio´n
al nodo menos cargado y asignacio´n LARD).
En todos los casos se ha simulado el comportamiento de 800 clientes que realizan peticiones
sobre un sistema Web basado en cluster compuesto por 16 nodos servidores. Cada nodo
servidor tiene un espacio de almacenamiento de 200 GB.
En cada uno de los casos se ha comparado el uso de distintas alternativas de distribucio´n
de contenidos con el objeto de comprobar si la pol´ıtica de asignacio´n de re´plicas afecta al
rendimiento de un sistema Web basado en cluster. Las alternativas evaluadas han sido:
RTOT Sistema totalmente replicado.
RPCI2 Replicacio´n parcial c´ıclica inicial con dos re´plicas por elemento.
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RPCI4 Replicacio´n parcial c´ıclica inicial con cuatro re´plicas por elemento.
RPCF2 Replicacio´n parcial c´ıclica final con dos re´plicas por elemento.
RPCF4 Replicacio´n parcial c´ıclica inicial con cuatro re´plicas por elemento.
RNOEQ Replicacio´n no equitativa basada en probabilidades de acceso.
5.5.2.1 Evaluacio´n de la pol´ıtica de asignacio´n de peticiones c´ıclica
Para evaluar la pol´ıtica de asignacio´n de peticiones c´ıclica se han realizado las siguientes
consideraciones:
• En el caso de un sistema totalmente replicado se utiliza un u´nico ı´ndice global que itera
de forma modular entre los 16 nodos servidores.
• En los casos de replicacio´n c´ıclica se utiliza un ı´ndice para cada elemento alojado.
• En el caso de replicacio´n no equitativa solamente se aplica la pol´ıtica a aquellos ele-
mentos que se alojan en ma´s de un nodo servidor, ya que en otro caso solamente existe
posibilidad de asignar la peticio´n a un u´nico nodo.
Como me´trica de rendimiento se ha utilizado el tiempo medio de servicio de una peticio´n
Web. La Tabla 5.10 muestra los resultados obtenidos despue´s de realizar 35 realizaciones de
simulacio´n para cada una de las alternativas de replicacio´n de contenidos.
Replicacio´n Media Varianza
RTOT 5,422234027 0,001745808
RPCI2 5,423221377 0,001727355
RPCF2 5,422842417 0,001739406
RPCI4 5,421925824 0,001722767
RPCF4 5,422525610 0,001755285
RNOEQ 5,422836699 0,001744325
Tabla 5.10: Resultados de simulacio´n para el tiempo medio de servicio de peticio´n Web de
un cluster Web para la pol´ıtica de asignacio´n de peticiones esta´tica circular.
Para determinar si la diferencia en los tiempos medios de servicio de peticio´n Web es
significativa se ha realizado un test de ana´lisis de la varianza obtenie´ndose los resultados que
se muestran en la Tabla 5.11. El test se ha realizado para un valor de α = 0,05.
F 0,004406713
Valor cr´ıtico de F 2,258342482
Probabilidad 0,999996127
Tabla 5.11: Resultado del test de ana´lisis de la varianza para el tiempo medio de servicio de
peticio´n Web de un cluster Web con una pol´ıtica de asignacio´n de peticiones esta´tica circular
con α = 0,05.
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Por tanto, no existe evidencia de que haya diferencia entre el tiempo medio de servicio de
peticiones Web en el caso de asignacio´n de peticiones esta´tica circular cuando se modifica la
pol´ıtica de asignacio´n de contenidos.
5.5.2.2 Pol´ıtica de asignacio´n al nodo menos cargado
Para evaluar la pol´ıtica de asignacio´n de peticiones al nodo menos cargado se ha considerado
que el switch Web utiliza como me´trica de la carga de los nodos servidores el nu´mero de
conexiones activas con cada uno de los nodos servidores. En el caso de replicacio´n parcial,
solamente se consideran los nodos servidores que efectivamente alojan el elemento solicitado.
En el caso de replicacio´n no equitativa, la pol´ıtica no se aplica a aquellos elementos que se
alojan en un u´nico nodo servidor, ya que en dicho caso no existe posibilidad de elegir el nodo
a asignar a la peticio´n.
Como me´trica de rendimiento se ha utilizado el tiempo medio de servicio de una peticio´n
Web. La Tabla 5.12 muestra los resultados obtenidos despue´s de realizar 35 realizaciones de
simulacio´n para cada una de las alternativas de replicacio´n de contenidos.
Replicacio´n Media Varianza
RTOT 5,422833918 0,001730142
RPCI2 5,422803377 0,001729813
RPCF2 5,422275413 0,001743461
RPCI4 5,422364230 0,001747777
RPCF4 5,423339211 0,001705529
RNOEQ 5,422798874 0,001732924
Tabla 5.12: Resultados de simulacio´n para el tiempo medio de servicio de peticio´n Web de
un cluster Web para la pol´ıtica de asignacio´n de peticiones al nodo menos cargado.
Para determinar si la diferencia en los tiempos medios de servicio de peticio´n Web es
significativa se ha realizado un test de ana´lisis de la varianza obtenie´ndose los resultados que
se muestran en la Tabla 5.13. El test se ha realizado para un valor de α = 0,05.
F 0,002960304
Valor cr´ıtico de F 2,258342482
Probabilidad 0,999998564
Tabla 5.13: Resultado del test de ana´lisis de la varianza para el tiempo medio de servicio de
peticio´n Web de un cluster Web con una pol´ıtica de asignacio´n de peticiones al nodo menos
cargado con α = 0,05.
Por tanto, no existe evidencia de que haya diferencia entre el tiempo medio de servicio
de peticiones Web en el caso de asignacio´n de peticiones al nodo menos cargado cuando se
modifica la pol´ıtica de asignacio´n de contenidos.
5.5.2.3 Pol´ıtica de asignacio´n LARD
Para evaluar la pol´ıtica de asignacio´n de peticiones LARD se ha considerado que el switch
Web utiliza como me´trica de la carga de los nodos servidores el nu´mero de conexiones activas
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con cada uno de dichos nodos. En el caso de replicacio´n parcial, solamente se consideran los
nodos servidores que efectivamente alojan el elemento solicitado. En el caso de replicacio´n
no equitativa, la pol´ıtica no se aplica a aquellos elementos que se alojan en un u´nico nodo
servidor, ya que en dicho caso no existe posibilidad de elegir el nodo a asignar a la peticio´n.
Como me´trica de rendimiento se ha utilizado el tiempo medio de servicio de una peticio´n
Web. La Tabla 5.14 muestra los resultados obtenidos despue´s de realizar 35 realizaciones de
simulacio´n para cada una de las alternativas de replicacio´n de contenidos.
Replicacio´n Media Varianza
RTOT 5,423566866 0,001743385
RPCI2 5,423960405 0,001705924
RPCF2 5,423018666 0,001728655
RPCI4 5,423745110 0,001735874
RPCF4 5,423814965 0,001739495
RNOEQ 5,423986327 0,001698838
Tabla 5.14: Resultados de simulacio´n para el tiempo medio de servicio de peticio´n Web de
un cluster Web para la pol´ıtica de asignacio´n de peticiones LARD.
Para determinar si las diferencias son significativas se ha realizado un test de ana´lisis de la
varianza obtenie´ndose los resultados que se muestran en la Tabla 5.15. El test se ha realizado
para un valor de α = 0,05.
F 0,00261706
Valor cr´ıtico de F 2,258342482
Probabilidad 0,999998944
Tabla 5.15: Resultado del test de ana´lisis de la varianza para el tiempo medio de servicio
de peticio´n Web de un cluster Web con una pol´ıtica de asignacio´n de peticiones LARD con
α = 0,05.
Por tanto, no existe evidencia de que haya diferencia entre el tiempo medio de servicio de
peticiones Web en el caso de asignacio´n de peticiones LARD cuando se modifica la pol´ıtica
de asignacio´n de contenidos.
5.5.3 Rendimiento de la arquitectura de cluster Web con switch distri-
buido
En esta seccio´n se presentan las evaluaciones del rendimiento realizadas para un arquitectura
de cluster Web con switch distribuido. Las evaluaciones se han realizado para las tres pol´ıti-
cas de asignacio´n de peticiones presentadas en la seccio´n 4.4 (asignacio´n esta´tica circular,
asignacio´n al nodo menos cargado y asignacio´n LARD).
En todos los casos se ha simulado el comportamiento de 800 clientes que realizan peticiones
sobre un cluster Web con switch distribuido compuesto por 16 nodos servidores y 3 switches
Web. Cada nodo servidor tiene un espacio de almacenamiento de 200 GB.
En cada uno de los casos se ha comparado el uso de distintas alternativas de distribucio´n
de contenidos con el objeto de comprobar si la pol´ıtica de asignacio´n de re´plicas afecta al
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rendimiento de un sistema Web basado en cluster. Las alternativas evaluadas han sido:
RTOT Sistema totalmente replicado.
RPCI2 Replicacio´n parcial c´ıclica inicial con dos re´plicas por elemento.
RPCI4 Replicacio´n parcial c´ıclica inicial con cuatro re´plicas por elemento.
RPCF2 Replicacio´n parcial c´ıclica final con dos re´plicas por elemento.
RPCF4 Replicacio´n parcial c´ıclica inicial con cuatro re´plicas por elemento.
RNOEQ Replicacio´n no equitativa basada en probabilidades de acceso.
5.5.3.1 Evaluacio´n de la pol´ıtica de asignacio´n de peticiones c´ıclica
Para evaluar la pol´ıtica de asignacio´n de peticiones c´ıclica se han realizado las siguientes
consideraciones:
• En el caso de un sistema totalmente replicado se utiliza un u´nico ı´ndice global que itera
de forma modular entre los 16 nodos servidores. Los ı´ndices utilizados por cada uno de
los switches Web son independientes.
• En los casos de replicacio´n c´ıclica se utiliza un ı´ndice para cada elemento alojado. Los
ı´ndices usados por cada uno de los switches son independientes.
• En el caso de replicacio´n no equitativa solamente se aplica la pol´ıtica a aquellos ele-
mentos que se alojan en ma´s de un nodo servidor, ya que en otro caso solamente existe
posibilidad de asignar la peticio´n a un u´nico nodo.
Como me´trica de rendimiento se ha utilizado el tiempo medio de servicio de una peticio´n
Web. La Tabla 5.16 muestra los resultados obtenidos despue´s de realizar 35 realizaciones de
simulacio´n para cada una de las alternativas de replicacio´n de contenidos.
Replicacio´n Media Varianza
RTOT 5,436501603 0,003001719
RPCI2 5,436968535 0,003015402
RPCF2 5,436536060 0,002974351
RPCI4 5,436148605 0,003007950
RPCF4 5,436385993 0,003007949
RNOEQ 5,436293051 0,003026502
Tabla 5.16: Resultados de simulacio´n para el tiempo medio de servicio de peticio´n Web de
un cluster Web con switch distribuido para la pol´ıtica de asignacio´n de peticiones esta´tica
circular.
Para determinar si la diferencia en los tiempos medios de servicio de peticio´n Web es
significativa se ha realizado un test de ana´lisis de la varianza obtenie´ndose los resultados que
se muestran en la Tabla 5.17. El test se ha realizado para un valor de α = 0,05.
Por tanto, no existe evidencia de que haya diferencia entre el tiempo medio de servicio de
peticiones Web en el caso de asignacio´n de peticiones esta´tica circular cuando se modifica la
pol´ıtica de asignacio´n de contenidos.
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F 0,000921172
Valor cr´ıtico de F 2,258342482
Probabilidad 0,999999922
Tabla 5.17: Resultado del test de ana´lisis de la varianza para el tiempo medio de servicio
de peticio´n Web de un cluster Web con switch distribuido con una pol´ıtica de asignacio´n de
peticiones esta´tica circular con α = 0,05.
5.5.3.2 Pol´ıtica de asignacio´n al nodo menos cargado
Para evaluar la pol´ıtica de asignacio´n de peticiones al nodo menos cargado se ha considerado
que cada switch Web utiliza como me´trica de la carga de los nodos servidores el nu´mero de
conexiones activas con cada uno de dichos nodos servidores. En el caso de replicacio´n parcial,
solamente se consideran los nodos servidores que efectivamente alojan el elemento solicitado.
En el caso de replicacio´n no equitativa, la pol´ıtica no se aplica a aquellos elementos que se
alojan en un u´nico nodo servidor, ya que en dicho caso no existe posibilidad de elegir el nodo
a asignar a la peticio´n.
Como me´trica de rendimiento se ha utilizado el tiempo medio de servicio de una peticio´n
Web. La Tabla 5.18 muestra los resultados obtenidos despue´s de realizar 35 realizaciones de
simulacio´n para cada una de las alternativas de replicacio´n de contenidos.
Replicacio´n Media Varianza
RTOT 5,436960812 0,002982179
RPCI2 5,436458507 0,002966236
RPCF2 5,436746731 0,002983863
RPCI4 5,436064798 0,003056556
RPCF4 5,436678541 0,002988681
RNOEQ 5,436390141 0,002995563
Tabla 5.18: Resultados de simulacio´n para el tiempo medio de servicio de peticio´n Web de un
cluster Web con switch distribuido para la pol´ıtica de asignacio´n de peticiones al nodo menos
cargado.
Para determinar si la diferencia en los tiempos medios de servicio de peticio´n Web es
significativa se ha realizado un test de ana´lisis de la varianza obtenie´ndose los resultados que
se muestran en la Tabla 5.19. El test se ha realizado para un valor de α = 0,05.
F 0,00115285
Valor cr´ıtico de F 2,258342482
Probabilidad 0,999999864
Tabla 5.19: Resultado del test de ana´lisis de la varianza para el tiempo medio de servicio
de peticio´n Web de un cluster Web con switch distribuido con una pol´ıtica de asignacio´n de
peticiones al nodo menos cargado con α = 0,05.
Por tanto, no existe evidencia de que haya diferencia entre el tiempo medio de servicio
de peticiones Web en el caso de asignacio´n de peticiones al nodo menos cargado cuando se
5.5. EVALUACIO´N DEL RENDIMIENTO 137
modifica la pol´ıtica de asignacio´n de contenidos.
5.5.3.3 Pol´ıtica de asignacio´n LARD
Para evaluar la pol´ıtica de asignacio´n de peticiones LARD se ha considerado que cada switch
Web utiliza como me´trica de la carga de los nodos servidores el nu´mero de conexiones activas
con cada uno de dichos nodos. En el caso de replicacio´n parcial, solamente se consideran los
nodos servidores que efectivamente alojan el elemento solicitado. En el caso de replicacio´n
no equitativa, la pol´ıtica no se aplica a aquellos elementos que se alojan en un u´nico nodo
servidor, ya que en dicho caso no existe posibilidad de elegir el nodo a asignar a la peticio´n.
Como me´trica de rendimiento se ha utilizado el tiempo medio de servicio de una peticio´n
Web. La Tabla 5.20 muestra los resultados obtenidos despue´s de realizar 35 realizaciones de
simulacio´n para cada una de las alternativas de replicacio´n de contenidos.
Replicacio´n Media Varianza
RTOT 5,437371853 0,002958586
RPCI2 5,436919128 0,003030427
RPCF2 5,436589203 0,003005580
RPCI4 5,436711705 0,003072764
RPCF4 5,436961603 0,002942660
RNOEQ 5,437461929 0,003018680
Tabla 5.20: Resultados de simulacio´n para el tiempo medio de servicio de peticio´n Web de
un cluster Web con switch distribuido para la pol´ıtica de asignacio´n de peticiones LARD.
Para determinar si las diferencias son significativas se ha realizado un test de ana´lisis de la
varianza obtenie´ndose los resultados que se muestran en la Tabla 5.21. El test se ha realizado
para un valor de α = 0,05.
F 0,001424554
Valor cr´ıtico de F 2,258342482
Probabilidad 0,999999769
Tabla 5.21: Resultado del test de ana´lisis de la varianza para el tiempo medio de servicio
de peticio´n Web de un cluster Web con switch distribuido con una pol´ıtica de asignacio´n de
peticiones LARD con α = 0,05.
Por tanto, no existe evidencia de que haya diferencia entre el tiempo medio de servicio de
peticiones Web en el caso de asignacio´n de peticiones LARD cuando se modifica la pol´ıtica
de asignacio´n de contenidos.
5.5.4 Comparacio´n del rendimiento
Las evaluaciones realizadas demuestran que, para los casos evaluados, no existe diferencia
significativa en el tiempo de servicio de las peticiones Web al modificar la pol´ıtica de asigna-
cio´n de peticiones. En otras palabras, no existe ninguna evidencia que sugiera que el uso de
una estrategia de replicacio´n parcial pueda provocar una pe´rdida de rendimiento sobre el uso
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de una estrategia basada en replicacio´n total. Esto se ha demostrado tanto para el caso de un
sistema Web basado en cluster, como para el caso de un cluster Web con switch distribuido.
No obstante, se podr´ıa argumentar que el test de ana´lisis de la varianza es un test bastante
conservador y que el hecho de no haber podido descartar la hipo´tesis de igualdad de medias,
no implica necesariamente que dichas medias sean iguales.
Incluso si se admite que las medias no son iguales, las diferencias entre el mejor y el
peor caso no supera el 0,03% para ninguna de las situaciones evaluadas. Teniendo en cuenta
las ventajas proporcionadas por los sistemas de replicacio´n parcial (aumento del espacio de
almacenamiento disponible y mejora de la fiabilidad), dicha pe´rdida se considera ma´s que
aceptable.
5.6 Conclusiones derivadas de la evaluacio´n
En este cap´ıtulo se ha realizado una evaluacio´n de las ideas propuestas en esta tesis con respec-
to a tres caracter´ısticas de los servidores Web distribuidos: la capacidad de almacenamiento,
la fiabilidad y el rendimiento.
La evaluacio´n de la capacidad se ha realizado de forma anal´ıtica y se ha demostrado
que el volumen de almacenamiento requerido es mucho mayor en el caso de la replicacio´n
total que en los otros casos. En el otro extremo se encuentra la distribucio´n total donde el
volumen de almacenamiento necesario es el menor de todas las estrategias estudiadas. Una
desventaja adicional de la replicacio´n total es que el taman˜o del sitio Web ma´s grande que
se puede alojar viene limitado por el taman˜o del dispositivo de almacenamiento de mayor
capacidad que se puede adquirir. De aqu´ı, se concluye que las estrategias de replicacio´n total
no permiten escalar en volumen de almacenamiento. La estrategia totalmente distribuida es
la que mejor permite escalar el volumen de almacenamiento.
En este cap´ıtulo se ha definido el concepto de eficacia de incremento para medir la relacio´n
entre el incremento del taman˜o ma´ximo del sitio Web y el volumen de almacenamiento que
es necesario adquirir. Se han distinguido por separado los casos de incorporacio´n de nuevos
dispositivos de almacenamiento a los nodos existente y de sustitucio´n de dichos dispositivos
de almacenamiento.
Utilizando esta me´trica se ha demostrado que la eficacia de incorporacio´n de nuevos
dispositivos es siempre superior en el caso de distribucio´n total que en el de replicacio´n
parcial. As´ı mismo, se ha demostrado que ante la opcio´n de incorporar un nuevo dispositivo
de almacenamiento o sustituir uno de los dispositivos por otro de mayor capacidad, desde
el punto de vista de la capacidad de almacenamiento, es siempre ma´s eficaz incorporar un
dispositivo nuevo.
Tambie´n se ha demostrado que la eficacia decrece cuando se incrementa el nu´mero de
re´plicas. Por tanto, desde el punto de vista del volumen de almacenamiento, la alternativa
ma´s interesante es la utilizacio´n de un sistema totalmente distribuido o parcialmente replicado
con un nu´mero pequen˜o de re´plicas por elemento.
La evaluacio´n de la fiabilidad de los sistemas Web basados en cluster y de los cluster
Web con switch distribuido se ha realizado teniendo en cuenta las distintas estrategias de
replicacio´n de contenidos. Esta evaluacio´n se ha realizado de forma anal´ıtica y se ha derivado
la expresio´n de la fiabilidad para cada caso.
Se ha demostrado que la fiabilidad de un sistema Web basado en cluster esta´ limitada
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por la fiabilidad del switch Web y no puede ser mayor que esta u´ltima. As´ı mismo, se ha
demostrado que en un sistema Web basado en cluster, el nu´mero de re´plicas tiene un gran
impacto sobre la fiabilidad del sistema: con un nu´mero de re´plicas relativamente bajo (4 o 5)
se puede alcanzar una fiabilidad equivalente a la de un sistema totalmente replicado.
En el caso de un cluster Web basado en switch distribuido, el nu´mero de re´plicas tambien
ejerce un importante impacto sobre la fiabilidad del sistema. Tambie´n en este caso se puede
alcanzar una fiabilidad equivalente a la de un sistema totalmente replicado cuando se utilizan
4 o 5 re´plicas por elemento. Adema´s en este cap´ıtulo tambie´n se ha considerado el incremento
de fiabilidad que se obtiene al incrementar el nu´mero de switches de un cluster Web basado
en switch distribuido. Para ello se ha determinado el factor de incremento de la fiabilidad por
cada switch adicional. Del estudio del mencionado factor, se ha concluido que la fiabilidad
se incrementa notablemente cuando se an˜aden el primer y el segundo switch. Sin embargo a
partir de este punto, la mejora de la fiabilidad que se obtiene es marginal.
Una vez estudiadas por separado la capacidad de almacenamiento y la fiabilidad se ha
estudiado la relacio´n existente entre ambas. La relacio´n entre ambos para´metros puede uti-
lizarse para guiar el disen˜o de la arquitectura de un servidor Web distribuido ya que una
vez fijado uno de ellos (el mı´nimo nivel de fiabilidad requerido o la mı´nima capacidad de
almacenamiento necesaria), se puede determinar las distintas combinaciones de nu´mero de
re´plicas y nu´mero de switches que satisfacen los requerimientos.
La evaluacio´n del rendimiento se ha realizado a partir de un modelo de simulacio´n basado
en estudios experimentales. Dichas evaluaciones se han realizado tanto para los sistemas Web
basados en cluster como para los cluster Web con switch distribuido. En ambos casos se ha
visto que no existe evidencia para rechazar la hipo´tesis de que el tiempo de servicio de las
peticiones Web no depende de la pol´ıtica de asignacio´n de contenidos. Incluso se se admite
que existen diferencias, e´stas nunca superan el 0,03%.
Todo lo expuesto se puede resumir en la siguiente afirmacio´n: un sistema parcialmente
replicado ofrece mayor capacidad de almacenamiento manteniendo la fiabilidad
y sin pe´rdida de rendimiento.
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Cap´ıtulo 6
Conclusiones
En este cap´ıtulo se presentan las conclusiones derivadas de los trabajos realizados en esta
tesis. As´ı mismo, se definen las principales l´ıneas de trabajo futuro.
La seccio´n 6.1 resume la motivacio´n de esta tesis as´ı como los objetivos que se han cum-
plido con su realizacio´n. La seccio´n 6.2 presenta un resumen de las principales aportaciones
realizadas en cuanto a nuevas propuestas. La seccio´n 6.3 discute los resultados obtenidos en
la evaluacio´n y las conclusiones que se derivan de dichos resultados. Finalmente, la seccio´n 6.4
enumera las l´ıneas de trabajo futuro.
6.1 Motivacio´n y objetivos
El creciente desarrollo de Internet y de la distribucio´n de contenidos a trave´s de Web ha
creado un enorme intere´s en el disen˜o y la construccio´n de software y hardware que permita
satisfacer las necesidades de rendimiento a medida que se incrementa el nu´mero de usuarios
de los sistemas. En otras palabras, se hace necesario el disen˜o de sistemas que permitan dar
servicios Web y que sean escalables. Dicha escalabilidad es necesaria tanto desde el punto
de vista del nu´mero de usuarios del servicio, como del volumen de contenidos que se hace
disponible a dichos usuarios.
Ante la necesidad de escalabilidad, los servidores Web distribuidos aparecen como una
solucio´n efectiva. Existen diversas soluciones que son escalables en cuanto al nu´mero de
usuarios del servicio.
Dichas soluciones suelen basarse en la replicacio´n total de los contenidos. Es decir, cada
archivo (pa´gina HTML, fotograf´ıa, v´ıdeo, etc.) se almacena en todos los nodos servidores
del sistema. Este tipo de soluciones presentan una alta fiabilidad, como demuestran las eva-
luaciones de fiabilidad realizadas en esta tesis. Sin embargo, el principal problema que se
presenta en este caso es la falta de escalabilidad en cuanto al volumen de almacenamiento, al
estar dicho volumen limitado por la capacidad de los discos que se pueden adquirir en cada
momento.
Algunas soluciones se basan en la distribucio´n total de contenidos. Es decir, cada archivo
se almacena en un u´nico nodo servidor. Este tipo de soluciones presenta una gran capacidad
de almacenamiento. Adema´s, el volumen de almacenamiento se puede escalar de una forma
muy sencilla: basta con an˜adir un nuevo nodo servidor para incrementar la capacidad del
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sistema. El principal punto de´bil de este tipo de sistemas es la fiabilidad, ya que e´sta es
mucho ma´s baja que la de un sistema totalmente replicado.
En esta tesis se ha presentado una solucio´n que:
• Se basa en la replicacio´n parcial de contenidos.
• Permite que la asignacio´n de contenidos se adapte de forma dina´mica a las necesidades
del servicio.
En la siguiente seccio´n se presenta las propuestas realizadas para alcanzar dichos objetivos.
6.2 Propuestas realizadas
En esta seccio´n se presentan las propuestas que se han realizado en esta tesis. Las propuestas
que se presentan se han clasificado en tres bloques:
• Propuestas relativas a la arquitectura del sistema.
• Propuestas relativas a las pol´ıticas de asignacio´n de re´plicas a los nodos servidores.
• Propuestas relativas a las pol´ıticas de asignacio´n de peticiones.
6.2.1 Propuestas relativas a la arquitectura de los sistemas
Considerando las arquitecturas Web distribuidas existentes en la actualidad, en esta tesis se
ha realizado un estudio de idoneidad para el uso de re´plicas parciales y asignacio´n dina´mica
de contenidos. El estudio de las diversas arquitecturas estudiadas revela que:
• Los sistemas Web basados en cluster requieren adaptaciones, pero se pueden adecuar a
los objetivos establecidos en esta tesis.
• Los cluster Web virtuales son incompatibles con la replicacio´n parcial de contenidos.
• Los sistemas Web distribuidos se pueden adecuar a los objetivos establecidos con ciertas
adaptaciones. No obstante, estos sistemas presentan algunos inconvenientes en cuanto
a la seguridad de los sistemas y el nu´mero de direcciones pu´blicas de red que se pueden
necesitar cuando se escala el sistema.
De las arquitecturas estudiadas la que mejor se adapta los objetivos de la tesis es la de los
sistemas Web basados en cluster. Aunque esta arquitectura se puede utilizar directamente,
presenta una desventaja desde el punto de vista de la fiabilidad. Posee un componente (el
switch Web) que supone un punto de fallo u´nico. En otras palabras, si el switch Web falla, el
sistema falla por completo.
Para mitigar este problema, en esta tesis se ha propuesto una arquitectura basada en los
sistemas Web basados en cluster que toma algunas ideas de los sistemas Web distribuidos.
Esta propuesta arquitecto´nica consiste en la incorporacio´n de varios switches Web que realizan
el reparto de las peticiones de forma coordinada.
En definitiva, las contribuciones que se han realizado en esta tesis relativas a la arquitec-
tura de los sistemas son:
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1. La propuesta de una familia de soluciones arquitecto´nicas de sistemas Web basados en
cluster capaces de satisfacer los objetivos de replicacio´n parcial y distribucio´n dina´mica
de re´plicas.
2. La propuesta de una familia de soluciones arquitecto´nicas novedosa de cluster Web con
switch distribuido capaz de satisfacer los objetivos planteados.
6.2.2 Propuestas relativas a la asignacio´n de re´plicas
Un problema derivado de la replicacio´n parcial de contenidos es la necesidad de decidir co´mo
se realiza la asignacio´n de los contenidos a los nodos servidores.
La asignacio´n de re´plicas se puede realizar de forma equitativa o no equitativa. En la asig-
nacio´n de re´plicas equitativa, se genera el mismo nu´mero de re´plicas para todos los elementos
del sitio Web. En la asignacio´n no equitativa se generan ma´s re´plicas de los elementos que
son accedidos con mayor frecuencia.
En esta tesis se han propuesto tres algoritmos de asignacio´n equitativa de re´plicas: asigna-
cio´n equitativa c´ıclica inicial, asignacio´n equitativa c´ıclica final y asignacio´n equitativa voraz.
As´ı mismo, se ha propuesto un algoritmo de asignacio´n no equitativa de re´plicas basado en
las probabilidades de acceso a los elementos.
La distribucio´n dina´mica de re´plicas permite que cuando se modifique el patro´n de acceso
de los usuarios, sea posible realizar una redistribucio´n de las re´plicas. Esta redistribucio´n se
basara´ en las frecuencias de acceso a los elementos registradas durante un per´ıodo de tiempo.
Para determinar cuando es necesaria la redistribucio´n, en esta tesis se ha propuesto un criterio
basado en el nu´mero de re´plicas que se deben an˜adir y/o eliminar.
En resumen, las contribuciones que se han realizado en esta tesis relativas a la asignacio´n
de re´plicas son:
1. La propuesta de algoritmos que permiten realizar la asignacio´n de re´plicas de los ele-
mentos de un sitio Web a un conjunto de nodos servidores, cuando la capacidad de
almacenamiento esta´ limitada y se debe generar el mismo nu´mero de re´plicas para cada
elemento.
2. La propuesta de un algoritmo de asignacio´n de re´plicas que hace que los elementos con
mayor frecuencia de acceso sean replicados en ma´s nodos servidores que los elementos
con baja frecuencia de acceso.
3. La propuesta de una estrategia para la replicacio´n dina´mica de contenidos que permite
determinar cuando es necesario realizar la redistribucio´n de contenidos y co´mo se debe
realizar dicha redistribucio´n.
6.2.3 Propuestas relativas a la asignacio´n de peticiones
La pol´ıtica de asignacio´n de peticiones determina que´ nodo servidor recibe la responsabilidad
de dar servicio a cada peticio´n. La replicacio´n parcial de contenidos implica que la pol´ıtica
de asignacio´n de peticiones debe ser consciente de la asignacio´n de re´plicas a nodos. Esto se
puede resolver mediante la utilizacio´n de un servicio de directorio que permita identificar el
conjunto de nodos en los que se encuentra alojado un elemento.
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En esta tesis se ha propuesto la adaptacio´n de dos pol´ıticas cla´sicas de asignacio´n de
peticiones (asignacio´n esta´tica circular y asignacio´n al nodo menos cargado). Adema´s se ha
propuesto la adaptacio´n de una pol´ıtica que tiene en cuenta el comportamiento de las cache´s
de los servidores Web, dando lugar a la asignacio´n parcial LARD (distribucio´n de peticiones
dependiente de la localidad).
La principal contribucio´n realizada en esta tesis en cuanto a la asignacio´n de peticiones
ha sido precisamente la propuesta de la pol´ıtica de asignacio´n parcial LARD que tiene en
cuenta el efecto de la cache´ de cada servidor Web.
6.3 Resultados obtenidos de la evaluacio´n
En esta seccio´n se presentan las conclusiones derivadas de las evaluaciones realizadas. Por una
parte se presentan las conclusiones derivadas de la evaluacio´n de la capacidad de almacena-
miento. Por otra parte se presentan las conclusiones derivadas de la evaluacio´n de la fiabilidad.
Finalmente se presentan las conclusiones derivadas de la evaluacio´n del rendimiento de las
distintas alternativas.
6.3.1 Capacidad de almacenamiento
La capacidad de almacenamiento ofrecida por un servidor Web distribuido depende de la
estrategia de replicacio´n seleccionada. En esta tesis se ha evaluado la capacidad de almace-
namiento para las distintas estrategias de replicacio´n (replicacio´n total, distribucio´n total y
replicacio´n parcial).
En la evaluacio´n se ha determinado el volumen de almacenamiento para alojar un sitio
Web para las distintas estrategias. Se ha demostrado que el volumen de almacenamiento es
mucho mayor en el caso de la replicacio´n total que en los otros casos. En el otro extremo
se encuentra la distribucio´n total donde el volumen de almacenamiento necesario es el me-
nor de todas las estrategias estudiadas. Una desventaja adicional de la replicacio´n total es
que el taman˜o del sitio Web ma´s grande que se puede alojar viene limitado por el taman˜o
del dispositivo de almacenamiento de mayor capacidad que se puede adquirir. De aqu´ı, se
concluye que las estrategias de replicacio´n total no permiten escalar en volumen de almace-
namiento. La estrategia totalmente distribuida es la que mejor permite escalar el volumen de
almacenamiento.
En esta tesis se ha definido el concepto de eficacia de incremento para medir la relacio´n
entre el incremento del taman˜o ma´ximo del sitio Web y el volumen de almacenamiento que
es necesario adquirir. Se han distinguido por separado los casos de incorporacio´n de nuevos
dispositivos de almacenamiento a los nodos existente y de sustitucio´n de dichos dispositivos
de almacenamiento.
Utilizando esta me´trica se ha demostrado que la eficacia de incorporacio´n de nuevos
dispositivos es siempre superior en el caso de distribucio´n total que en el de replicacio´n
parcial. As´ı mismo, se ha demostrado que ante la opcio´n de incorporar un nuevo dispositivo
de almacenamiento o sustituir uno de los dispositivos por otro de mayor capacidad, desde
el punto de vista de la capacidad de almacenamiento, es siempre ma´s eficaz incorporar un
dispositivo nuevo.
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Por u´ltimo, tambie´n se ha demostrado que la eficacia decrece cuando se incrementa el
nu´mero de re´plicas. De hecho, de forma general la eficacia de un sistema parcialmente repli-
cado con r re´plicas por elemento es siempre menor que 1/r.
Por tanto, desde el punto de vista del volumen de almacenamiento, la alternativa ma´s
interesante es la utilizacio´n de un sistema totalmente distribuido o parcialmente replicado
con un nu´mero pequen˜o de re´plicas por elemento.
6.3.2 Fiabilidad
La fiabilidad de un servidor Web distribuido no depende exclusivamente de la estrategia de
replicacio´n. Adema´s tambie´n depende de la topolog´ıa definida por la arquitectura selecciona-
da.
En esta tesis se ha evaluado la fiabilidad de los sistemas Web basados en cluster, as´ı como
de la arquitectura que se propone en la misma: los cluster Web con switch distribuido. Para
cada una de estas dos arquitecturas se ha considerado el impacto que tiene la estrategia de
replicacio´n de contenidos en la fiabilidad.
En la evaluacio´n se ha derivado la expresio´n de la fiabilidad para un sistema Web basado
en cluster. Del estudio de dicha expresio´n se ha derivado que la fiabilidad de un sistema Web
basado en cluster esta´ limitada por la fiabilidad del switch Web y no puede ser mayor que
esta u´ltima.
As´ı mismo, se ha demostrado que en un sistema Web basado en cluster, el nu´mero de
re´plicas tiene un gran impacto sobre la fiabilidad del sistema: con un nu´mero de re´plicas
relativamente bajo (4 o 5) se puede alcanzar una fiabilidad equivalente a la de un sistema
totalmente replicado.
En el caso de un cluster Web basado en switch distribuido, el nu´mero de re´plicas tambien
ejerce un importante impacto sobre la fiabilidad del sistema. Tambie´n en este caso se puede
alcanzar una fiabilidad equivalente a la de un sistema totalmente replicado cuando se utilizan
4 o 5 re´plicas por elemento.
En esta tesis tambie´n se ha considerado el incremento de fiabilidad que se obtiene al
incrementar el nu´mero de switches de un cluster Web basado en switch distribuido. Para ello
se ha determinado el factor de incremento de la fiabilidad por cada switch adicional. Del
estudio del mencionado factor, se ha concluido que la fiabilidad se incrementa notablemente
cuando se an˜aden el primer y el segundo switch. Sin embargo a partir de este punto, la mejora
de la fiabilidad que se obtiene es marginal.
6.3.3 Rendimiento
La evaluacio´n del rendimiento se ha realizado a partir de un modelo de simulacio´n basado en
estudios experimentales. Dichas evaluaciones se han realizado tanto para los sistemas Web
basados en cluster como para los cluster Web con switch distribuido. En ambos casos se ha
visto que no existe evidencia para rechazar la hipo´tesis de que el tiempo de servicio de las
peticiones Web no depende de la pol´ıtica de asignacio´n de contenidos. Incluso si se admite
que existen diferencias, e´stas nunca superan el 0,03%.
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6.4 Trabajo futuro
En esta tesis se ha considerado exclusivamente el servicio de peticiones esta´ticas, no tenie´ndose
en cuenta las peticiones dina´micas en las que el servidor Web ejecuta algu´n tipo de co´digo para
generar la respuesta. Se deja para un futuro trabajo la integracio´n del servicio de peticiones
dina´micas en una arquitectura de cluster Web basado en switch distribuido.
Por otra parte, se han realizado propuestas relativas a la asignacio´n dina´mica de re´plicas
a los nodos servidores, de forma que se pueda realizar una redistribucio´n de los contenidos
para permitir la adaptacio´n a las necesidades de carga. Como trabajo futuro se plantea la
realizacio´n de estudios que permitan determinar el efecto que la asignacio´n dina´mica tiene
sobre el rendimiento del sistema. Este estudio tendra´ como objetivo determinar la rentabilidad
que puede ofrecer la inversio´n en una red de servicio adicional para la redistribucio´n de
contenidos.
Todas las arquitecturas presentadas y propuestas en esta tesis pertenecen a la categor´ıa de
arquitecturas localmente distribuidas en la que todos los elementos del sistema se encuentran
en una u´nica distribucio´n geogra´fica. Otra alternativa, que impone un conjunto distinto de
restricciones, es la de los sistemas geogra´ficamente distribuidos en la que los elementos del
sistema pueden encontrarse en varias localizaciones geogra´ficas. En un trabajo futuro se
pretende estudiar co´mo se pueden adaptar las ideas propuestas en esta tesis a los sistemas
geogra´ficamente distribuidos.
Una alternativa que no se ha explorado en esta tesis es la utilizacio´n de te´cnicas no deter-
ministas para la asignacio´n de re´plicas a los nodos servidores. El uso de algoritmos gene´ticos
puede ser especialmente interesante en el caso de la asignacio´n no equitativa de re´plicas, ya
que con esta te´cnica se podr´ıan introducir en la evaluacio´n de las soluciones criterios que
permitan que los distintos elementos secundarios que corresponden a un mismo elemento
primario se almacenen (si esto es posible) en conjuntos disjuntos de nodos servidores.
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