3D reconstruction relies on accurate detection, extraction, description and matching of image features. This is even truer for complex architectural scenes that pose needs for 3D models of high quality, without any loss of detail in geometry or color. Illumination conditions influence the radiometric quality of images, as standard sensors cannot depict properly a wide range of intensities in the same scene. Indeed, overexposed or underexposed pixels cause irreplaceable information loss and degrade digital representation. Images taken under extreme lighting environments may be thus prohibitive for feature detection/extraction and consequently for matching and 3D reconstruction. High Dynamic Range (HDR) images could be helpful for these operators because they broaden the limits of illumination range that Standard or Low Dynamic Range (SDR/LDR) images can capture and increase in this way the amount of details contained in the image. Experimental results of this study prove this assumption as they examine state of the art feature detectors applied both on standard dynamic range and HDR images.
INTRODUCTION
3D reconstruction of architectural and cultural heritage objects is commonly used for documentation, visualization, navigation and dissemination purposes. Available Structure from Motion (SfM) algorithms are able to reconstruct large 3D scenes relatively fast, with the use of consequent or randomly taken images of the object. Standard SfM techniques rely on the accurate detection, extraction, description and matching of image features (e.g. keypoints). A huge advantage of such methods is that no prior information about the object scene or the camera path is needed. High quality images are though essential for the performance of such algorithms. Keypoint detection may be complete and more accurate if High Dynamic Range (HDR) images of the scene are used, due to the presence of additional information with respect to standard images (Chermak and Aouf, 2012; Chermak et al. 2014; Jagadish and Sinzinger, 2008) . Higher number of detected keypoints will potentially increase the amount of inliers during image matching, resulting consequently to improved SfM results.
Architectural assets are often complex in terms of geometry as well as texture and due to their location are usually exposed to extreme illumination conditions i.e. containing dark shadows or bright sunlight. Under these conditions, important details and colour information of the image may be lost, degrading the result of feature detection and extraction. HDR images could be useful in such cases as they broaden the limits of luminance range that standard images can capture and increase in this way the amount of characteristic features contained in the image. Detail maintenance is crucial towards 3D reconstruction especially in such objects, making them excellent study cases for research in the field of HDR imaging.
This study focuses on the use of HDR images towards optimizing feature detection in images of high detailed architectural scenes such as church altars with complex frescoes, highly decorated arches, columns and other buildings of special architectural style. Tests are performed to investigate the behaviour of common state of the art feature detectors while using HDR images. The rest of the paper is organised as follows: Section 2 is a review of related previous work concerning HDR imaging and feature detection algorithms. Section 3 analyses our approach, followed by experimental results with self-captured images while conclusions are presented in Section 4.
RELATED WORK

Feature Detection
Feature detection is a fundamental research topic in many applications in computer vision and photogrammetry. Camera geometry can be calculated when a sufficient number of correct feature matches between the images is known. Thus, path estimation and 3D reconstruction are strongly influenced by the quality of the correspondences between image pairs and based consequently on reliable key point extraction. A variety of detector operators of distinct points (corners) have been presented in the past (e.g. Moravec, Forstner, Harris). More recent research investigates feature detection and description. We briefly present some important detectors and descriptors below.
SIFT (Scale Invariant Feature Transformation) is an operator introduced by Lowe (Lowe, 1999; Lowe, 2004) which can detect, describe and extract features with the use of Gaussian scale space pyramids. Thus, SIFT features are invariant to image scale and rotation and partially invariant to illumination changes.
Bay et al. (Bay et al 2006) presented an algorithm named SURF (Speed Up Robust Features) that outperformed the existing state of the art detectors and descriptors in terms of repeatability, distinctiveness and robustness as well as speed. The detection part of the algorithm uses integral images through Hessian matrix approximation. The description part, on the other hand, describes the intensity of the neighbourhood around the pixel using Haar wavelets.
FAST (Features from Accelerated Segment Test) comes from the machine learning field (Rosten and Drummond, 2006) . It uses a high speed test to distinguish key points from other points, by examining the pixels that lie along a circle around each point. If the pixels are found a lot darker or brighter that the candidate point, it is considered to be a key point. For the sake of speed, instead of checking all pixels, just four of them are tested.
BRIEF (Binary Robust Independent Elementary Features) was introduced by Calonder et al. (Calonder et al., 2010) and is a short binary descriptor using the Hamming distance. The obtained descriptor is not invariant to scale and rotation changes (Alahi et al., 2012) .
ORB (Oriented FAST and Rotated BRIEF), introduced by Rublee (Rublee et al., 2011 ) is a combination of FAST (to detect stable points) and BRIEF (to describe them). Both these operators produce satisfactory results relatively fast, but BRIEF provides also invariance to rotation and robustness to noise (Alahi et al., 2012) .
Other efficient detectors and descriptors have also been proposed in the literature (e.g. DAISY, BRISK, FREAK (Tola et al., 2010; Leutenegger et al., 2011; Alahi et al., 2012) ). However, few studies regarding feature detection and tracking in HDR images have been published in the past (Chermak and Aouf, 2012; Chermak et al. 2014; Jagadish and Sinzinger, 2008; Cui et al., 2011) . Evaluation studies about the behaviour feature detectors also exist. Schmid et al. compared five different detectors of the then state of the art using repeatability rate and information content as evaluation criteria (Schmid et al., 2000 (Pribyl et al., 2013) . Jagadish and Sinzinger evaluated their proposed method for image matching and SIFT on HDR images (Jagadish and Sinzinger, 2008) .
HDR Imaging
High dynamic range imaging (HDR) in image processing and photography is the method of generating images that contain wider dynamic range than one standard digital image can record (Reinhard et al., 2010) . This is possible either by using special sensors with extended dynamic range (HDR sensor) or by merging multiple images of the same scene taken with varying exposure settings. Relative literature with techniques for the creation of HDR images exists (Debevec and Malik, 2008; Robertson et al., 1999; Mitsunaga and Nayar, 1999; Rovid et al., 2007 ).
An HDR image is actually a radiance map whose pixels reach a maximum of 32-bit floating point image representation (Chermak and Aouf, 2012) . Common displays can visualise images in a 16-or 8-bit format but are unable to render properly the ones in 32-bit representation. To this end, a procedure called tone mapping was introduced for the compression of HDR image to fit the dynamic range of the display device while preserving the detail. Tone mapping operators can be global or local, empirical or perceptually based, static or dynamic (Cui et al., 2011) . Several such operators have been developed in the recent years (Mantiuk et al., 2006; Drago et al., 2003; Durand and Dorsey, 2003; Reinhard et al., 2002; Ashikhmin, 2002; Mertens et al., 2007) . Mantiuk et al. created an algorithm that transforms the luminance values of an image to contrast using gradients on all levels of Gaussian pyramid and consequently transforms contrast values to HVS and scales the response. Finally the image is reconstructed back to luminance values (Mantiuk et al., 2006) . On the other hand, Drago et al. proposed a global tone mapping operator that scales the image in the logarithmic domain, using a bias parameter and further radiometrical corrections (Drago et al., 2003) . Durand and Dorsey's algorithm decomposes the SDR image into two layers: base layer and detail layer using an edge-preserving bilateral filter. The contrast of the base layer is then compressed, preserving all the details (Durand and Dorsey, 2002) . A global, relatively simple tonemapping operator based on photographic practices was introduced by Reinhard et al. in (Reinhard et al., 2002) . Another technique of creating HDR images is the so-called exposure fusion according to which the multiple exposures are merged into a high-quality low dynamic range image, ready for the display. Best pixel values from the sequence are selected based on a quality measure and combined into the final result. In this technique the tone mapping procedure is omitted (Mertens et al., 2007) .
Although a broadly used technique in the fields of photography and image processing, HDR imaging in architectural heritage is not extended enough according to the existing literature. Ntregka et al. investigate the usage of HDR images in photogrammetric applications in the field of cultural heritage such as calibration and orthoimages (Ntregka et al., 2013) . Guidi et al. study the optical pre-processing with HDR imaging that may improve the automated 3D modeling pipeline based on SfM and image matching with special emphasis on optically non-cooperative surfaced of shiny and dark materials (Guidi et al., 2014) . Another recent study uses HDR images in the 3D documentation of cultural heritage and investigates how HDR images affect the 3D models, geometrically through point clouds and radiometrically through textured models (Kontogianni and Georgopoulos, 2014) .
EXPERIMENTAL RESULTS
Test Datasets
The images used in these tests were taken with a Canon DSL camera EOS 1Ds Mark III. The datasets were produced using exposure bracketing (Figures 1, 2) . During the photo shooting the camera was mounted on a tripod. Scene 1 depicts a church altar with highly decorated frescoes and other sculpture details. Scene 2 depicts the columns of an ancient altar, captured from inside. Both scenes are cases where illumination conditions of The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XL-5/W4, 2015 3D Virtual Reconstruction and Visualization of Complex Architectures, 25-27 February 2015, Avila, Spain high contrast occur, i.e. darkness and/or bright sunshine. Sequential images of scene 1 were captured in 5 different exposure layers (1-stop increment, -2EV to +2EV), while for each image of scene 2 we took 7 different ones (1-stop increment, -3EV to +3EV). Figure 1 : Scene1, (a) -(e) 5 frames with exposure values from -2EV to +2EV (f) tone mapped image according to Mantiuk's algorithm (Mantiuk et al., 2006) .
(g) (h) Figure 2 : Scene 2, (a) -(g) 7 frames with exposure values from -3EV to +3EV (h) tone mapped image according to Mantiuk's algorithm (Mantiuk et al., 2006) .
HDR Image Creation
HDR image fusion was implemented according to Debevec and Malik's algorithm (Debecev and Malik, 2008) . This approach uses the constraint of sensor reciprocity to linearly recover the camera response function and fuse the multiple images into a high dynamic radiance map. For the tone mapping, Mantiuk's algorithm was used (Mantiuk et al., 2006) . They use a gradient domain approach, based on a low pass (Gaussian) pyramid of high contrast values. The main reason of selecting this operator was that it preserves the details needed for feature detection while enhancing the colors of the images.
Testing Detectors
In our experiments, feature detectors' behaviour is tested on SDR and HDR (their LDR equivalent) images. For this reason, state of the art feature detectors and descriptors are investigated, such as Scale Invariant Feature Transform (SIFT) (Lowe, 2004) , Speeded-Up Robust Features (SURF) (Bay et al., 2006) , Features from Accelerated Segment Test (FAST) (Rosten and Drummond, 2006) and the relatively new Oriented FAST and Rotated BRIEF (ORB) (Rublee et al., 2011) . Figures 3-6 present some example results of the tested feature detectors on SDR and tone mapped HDR images for both scenes. In terms of objectiveness, the SDR images used in these tests were the ones with 0 EV. As it is shown in the figures, the use of HDR imaging for feature detection certainly increases the number of detected features. In particular, SURF increases its performance by an average of 100% while applied on HDR images. Processing time remains almost stable as it increases slightly by 2%. FAST performs even better, as it detects 350% more features, while in terms of time it is kept on the same level (around half a second). HDR imaging increases the number of detected points by almost 70% using ORB detector while needs around 14% more time, but still less than two seconds. SIFT detects approximately 200% more features on HDR images than on the standard ones, while it needs the same time. Tables 1 and  2 include the average detected feature points for all captured images and the time needed for their detection respectively. As observed in the test images, the distribution of the detected feature points remains the same for both SDR and HDR. 
CONCLUSIONS
This paper has presented the usage of HDR images in feature detection by testing some state of the art operators.
Comparisons are made between SDR and tone mapped HDR images in terms of performance and speed. The results show a marked increase in the number of detected feature points in the same time frame while using HRD imaging. It is believed that a larger number of correctly detected key points will potentially increase the matching performance and consequently the 3D reconstruction of such scenes. Future work will include further investigation towards this direction and evaluate matching results and 3D models while using HDR imaging on such scenes.
