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Abstract
We consider string junctions with endpoints on a set of branes of IIB string theory
defining an ADE-type gauge Lie algebra. We show how to characterize uniquely equiv-
alence classes of junctions related by string/brane crossing through invariant charges
that count the effective number of prongs ending on each brane. Each equivalence
class defines a point on a lattice of junctions. We define a metric on this lattice
arising from the intersection pairing of junctions, and use self-intersection to identify
junctions in the adjoint and fundamental representations of all ADE algebras. This
information suffices to determine the relation between junction lattices and the Lie-
algebra weight lattices. Arbitrary representations are built by allowing junctions with
asymptotic (p, q) charges, on which the group of conjugacy classes of representations
is represented additively. One can view the (p, q) asymptotic charges as Dynkin labels
associated to two new fundamental weight vectors.
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1 Introduction and summary
In the modern viewpoint on gauge symmetry enhancement in open string theory, the gauge
vectors associated to a u(n) gauge algebra are seen to arise from open strings beginning
and ending on a collection of n Dirichlet branes (see [1]). Given the utility and simplicity
of brane pictures for gauge theory it is of interest to understand the brane picture of other
gauge algebras. A natural laboratory for this problem is IIB superstrings compactified on
a two-sphere in the presence of several 7-branes appearing as points on this sphere and
extending along the other spatial dimensions. In this background both strings and seven
branes carry (p, q) labels. Here p and q are relatively prime integers denoting for the case of
a string the charges under the NS-NS and RR antisymmetric tensors respectively. A [p, q]
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seven-brane is a seven-brane where a (p
q
) string can end. The F-theory picture [2] of this
superstring background was used to obtain the specific 7-brane content that would lead to
the Dn (so(2n)) and En (n = 6, 7, 8) gauge algebras [3, 4, 5]. Such gauge algebras require
branes of various [p, q] types.
It was naturally assumed that open strings, represented by geodesic lines on the two
sphere joining suitable branes, would give rise to the gauge vectors of the corresponding
algebra. This is not always the case; depending on the positions of the branes, a given
gauge vector is realized sometimes as a geodesic string, but more generally it is realized as a
geodesic string junction [6]. Indeed, such transitions were examined explicitly in [7, 8] where
strong evidence was given to the effect that given a specific configuration of branes either
a unique open string or a unique string junction is geodesic. String junctions, originally
introduced in [9, 10], have been the subject of much recent study with regards to their BPS
properties [11, 12, 13, 14, 15], their dynamics [16, 17], their role in N = 4 super-Yang-Mills
[18, 19], as well as for their relevance to dualities [20] and to the analysis of BPS states of
N = 2 SYM theory [21, 22]. There is also a parallel line of development dealing with [p, q]
five-branes and five dimensional gauge theory [23, 24].
The main motivation for considering junctions in [6] was that such string states can
carry manifestly the gauge charges under the obvious subalgebras and this enables one to
reproduce the structure of the exceptional algebras by combining junctions the same way
one combines open strings. The purpose of the present paper is to give a firm Lie-algebraic
basis to junctions, explaining the reason for much of the coincidences noted in [6]. While
that work dealt with adjoint representations only, we will be able to discuss here arbitrary
representations of the ADE series of algebras. Since junctions represent states with gauge
charges, they are naturally associated to weight vectors belonging to some representation
of the relevant algebra. The main goal of the present paper is to show how to calculate
the weight vector associated with an arbitrary junction, and conversely, given an arbitrary
representation of an ADE algebra, to show how to construct the junctions representing the
corresponding string states. It is clear that representations other than adjoints are present
in applications, typically as massive BPS states [25]. Some of our results related to so(8)
symmetry were anticipated in an interesting paper by Imamura [20], who among other things
showed how to construct the 8v, 8s and 8c representations. Our treatment will focus only on
the Lie-algebraic issues, and we will not discuss whether the general junctions we consider
have BPS representatives. This is an important issue and should be studied, possibly along
the lines of Mikhailov et al. [22].
Junctions fall into equivalence classes. Different members of an equivalence class represent
the same physical state in different regions of the moduli space of backgrounds. The different
members differ by transformations that involve strings crossing branes, creating or destroying
prongs in this process [6]. This process is U-dual to the original version of the Hanany-
Witten effect [26, 27]. In addition, junctions that differ by smooth deformations are also to
be considered equivalent, including the possibility of collapsing or resolving vertices. Since
junctions with very different presentations can be equivalent, one must first learn how to
tell when junctions are equivalent. We solve this problem by introducing a set of charges
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Qµ, one for each 7-brane of the background, invariant under the operations that preserve
the equivalence class of a junction. These charges can be used to construct a canonical
presentation for any junction, making it manifest that two junctions are equivalent if and
only if their invariant charges agree. For each brane, the invariant charge arises from two
sources, prongs ending on the brane and strings crossing the branch cut emerging from
the brane. A junction may be localized around the set of seven-branes, or may have an
asymptotic string (or strings) carrying (p, q) charge away from the set of branes.
The invariant charges allow us to think of junctions as linear combinations with integer
coefficients of a set of basis strings sµ. For each brane, the associated basis string is a string
departing the brane and going off to infinity without crossing any branch cut. In this way
the space of (equivalence classes of) junctions naturally becomes a lattice over the set of basis
strings. This a very important concept since it immediately gives a complete classification
of all possible junctions, and helps make systematic any search for special junctions. It is
important to emphasize that in each case the number of basis strings (or branes) exceeds
the rank of the Lie algebra to be generated by the background. This means that the basis
of strings is not equivalent to a basis of junctions for the roots of the Lie algebra. On the
other hand, the sublattice of junctions with zero asymptotic charge is in fact spanned by a
number of junctions equal to the rank.
Motivated by the intersection invariant of homology two cycles in the F-theory (or M-
theory) picture we introduce a symmetric bilinear form (· , ·) or metric on the junction
lattice. This is a slight modification of the standard concept, since our basis strings are
not homology cycles. With a little abuse of language, given a junction J we call (J,J) the
self-intersection number of the junction.3 The metric is negative-definite for the An series.
It is degenerate for the Dn series; for the D4 algebra there exist two null junctions (junctions
whose intersection with any junction vanish) while for Dn algebras with n ≥ 5 there is one
null junction. The metric is non-degenerate but of indefinite signature for the En series; it
has n negative eigenvalues and two positive ones.
We search the junction lattices for all inequivalent junctions with zero asymptotic charge
and self-intersection (−2). For each case, we find a set that is in correspondence with the
set of roots of the corresponding Lie algebra. We suspect that this (simple!) derivation of
the Lie algebra from the brane configuration must somehow parallel the work involved in
understanding the detailed nature of the Kodaira singularities. All roots are presented as
junctions, but, completing the work of [5, 6] we show that they all have equivalent presenta-
tions as open strings without self-crossings (Jordan open strings). Indeed any Jordan open
string with endpoints at two different branes has self-intersection (−2), but we are not aware
of an argument that would imply that any junction of self-intersection (−2) must have a
presentation as a Jordan open string joining two different branes. It is therefore interesting
to confirm that all roots of the ADE algebras have Jordan open string presentations. We be-
lieve this analysis improves substantially our understanding of the appearance of the adjoint
representations. As usual, selecting a base of simple roots involves choices. We make a choice
3This intersection bilinear coincides with the one used in the analysis of su(2) super-Yang-Mills in Ref. [22].
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and exhibit junctions αi representing the simple roots of the ADE algebras, confirming that
their intersection numbers give rise to the appropriate Cartan matrices.
We define fundamental weight junctions ωi dual to the simple root junctions αi, and
introduce additional junctions with nonzero asymptotic charge to span the entire junction
lattice. The new junctions can be thought of as additional fundamental weights ωa, and
allow us to develop an extended formalism. When the metric in the lattice of junctions
is non-degenerate one can define dual roots αa, and the resulting extended Cartan matrix
is seen to be block diagonal. An arbitrary junction can be expanded using the extended
set of fundamental weights; the coefficients of the ωa give the asymptotic charges, and the
coefficients of the ωi, we claim, are simply the Dynkin labels of the associated weight vector.
Proving this requires further analysis of the junction lattice and its relation to the weight
lattice. Note that the claim implies that shifting a junction by an ωa does not change its
associated weight vector.
We search systematically the lattices for all string junctions of self-intersection (−1),
which we expect to be related to fundamental representations. Any Jordan open string with
one endpoint on a brane and the other at infinity represents a junction of self-intersection
(−1). Again, while it may not be guaranteed, for all cases we have examined the junctions
of self-intersection (−1) have Jordan open string representatives.
We then turn to the subject of obtaining general representations. Even though we already
have junctions ωi for weights, these are not proper junctions (except for E8) as they require
basis strings with fractional coefficients. Thus, given a weight vector ~λ =
∑
ai ~ω
i one is
naively led to a junction
∑
i aiω
i which is not proper. Here is where the junctions ωa carrying
asymptotic charges play a crucial role. They themselves are not proper, but can be added to
the naive weight junction to give a proper junction representing the particular weight. More
precisely, given a specific representation, one can find asymptotic charges (p, q) such that
all weights in the representation are represented by proper junctions. In addition, we show
that for a given algebra, every representation in each conjugacy class can be represented by
proper junctions using any one of a list of possible (p, q) values. The (p, q) sets associated
to each conjugacy class are disjoint and together they are complete. Moreover, they define
an additive group; given two sets, any sum of charges involving one element of each set falls
into a unique third set. Finally, the map associating conjugacy classes to (p, q) sets is an
isomorphism between the group of conjugacy classes under tensor product of representations,
and the additive group of (p, q) sets. Thus we elucidate the relation between the junction
lattices and the corresponding Lie-algebra weight lattice.
The above understanding is obtained by explicit examination of particular examples,
followed by generalization. We aim to relate junction and weight lattices via a relation of
the form ai = Q
µKµi, with ai the Dynkin labels defining the weight vector associated to
the junction with invariant charges Qµ. The goal here is finding the matrix K. We give
a detailed discussion for the case of the su(n) algebras and the case of the so(8) algebra.
The matrix K is partially fixed by the constraints of the adjoint representation. For the
case of su(n) the relation is completely fixed by further consideration of the fundamental
representation, whose states we expect to be represented by asymptotic strings ending on
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the branes. In the case of so(8) we see that the junctions of self-intersection (−1) fit into the
8v, 8s and 8c representations in a unique fashion, and this fixes the matrix K completely.
With these examples understood in detail we notice that in fact, K has a simple inter-
pretation: Kµi = −(sµ,αi) is simply the intersection number between the basis string sµ
and the junction αi representing the root ~αi. This allows a nice compact expression for the
Dynkin labels of any junction J: one readily finds ai(J) = −(J,αi). This confirms the prior
claim that for a given junction, the expansion coefficients of the ωi are the Dynkin labels
of the associated weight vector. This expression for K is uniquely fixed by the constraint
that it gives the correct assignment for the junctions belonging to the adjoint, and by the
constraint that two sets of junctions with different nonvanishing asymptotic charges are cor-
rectly matched to two representations. This understanding enables us to deal quite easily
with the algebras of the E series.
We also consider the reverse problem, given some Dynkin labels specifying a weight
vector, how do we build the corresponding junction? Here the key is that we have two extra
equations. Along with the Dynkin labels we think of the asymptotic charges p and q as
two more labels. The Dynkin labels of the extended framework then match the number of
invariant charges. The equations can then be inverted to give the invariant charges in terms
of the extended Dynkin labels. At this stage one can see explicitly how suitable values of
p and q are required to achieve integral invariant charges and the connection to conjugacy
classes of representations becomes apparent.
Before summarizing the organization of this paper we touch on a couple of issues that
were somewhat puzzling in [6]. We wondered at that time what was the precise Lie-algebraic
counterpart of the combining of junctions. The answer is now clear, combination of junctions
is simply addition of the corresponding lattice vectors, and therefore equivalent to addition of
the corresponding weight vectors. It is also clear that while junctions associated to roots can
always be combined, the result need not be a root. Another point was the following: for the
En+1 algebra the brane arrangement involved n A-branes, one B-brane and two C-branes.
On the other hand the maximal subalgebra of En+1 of a similar type is su(n)×u(1)× su(2).
This is a little surprising since given the number and types of branes present one would have
naively expected a u(n)×u(1)×u(2) algebra. Thus out of three u(1)’s two are not realized.
Those u(1) charges are two linear combinations of invariant charges under which no En+1
root can be charged. It is clear that these must simply be the p and q charges, expressed
in terms of the invariant charges. We wondered in [6] how one could read the surviving
u(1) charge from the picture of the junction. The answer follows from our results, and for
convenience we discuss it in an appendix. Given a junction, we have already shown how to
find its Dynkin labels for En+1, it then takes a routine Lie-algebraic computation to derive
the Dynkin weights of subalgebras. In this way one can tell precisely which combination of
invariant charges gives the u(1) charge in the su(n)× u(1)× su(2) subalgebra.
This paper is organized as follows. In section 2 we define invariant charges, introduce
the canonical presentation of junctions and the basis of strings. In section 3 we introduce
a symmetric bilinear intersection form and discuss self-intersection numbers for junctions.
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After reviewing briefly some basics of representation theory, we prove that the inequivalent
junctions with zero asymptotic charge and self-intersection (−2) are in correspondance with
the roots of the enhanced symmetry algebra. In section 4 we introduce fundamental weight
junctions and the extended formalism. In section 5 we search for all junctions of self-
intersection (−1). In section 6 we show how to relate Dynkin labels to invariant charges
by discussing explicitly su(n), so(8) and so(2n). In section 7 we establish the relation
between the junction and weight lattices, and discuss the E series. Finally in section 8 we
offer some concluding remarks.
2 Invariant charges and the lattice of junctions
In this section we discuss the equivalence classes of junctions. Two junctions are considered
equivalent if they can be related by junction transformations. These transformations are of
two types: moving pieces of the junction across branes, and continuous deformations of the
junction consistent with charge conservation. The operation of brane crossing, the presently
relevant version of the Hanany-Witten effect [26], can create or destroy string prongs [6]. The
continuous deformations of a junction include the possibility of coalescing junction points
(see also [8]). Our strategy for the classification of junctions will be the following. We will
recognize a set of invariants, the invariant charges, associated to a junction. We will then
explain how any string junction can be given a canonical presentation determined uniquely
by, and in one to one correspondance with the invariant charges. This will prove that the
invariant charges characterize completely the equivalence classes of junctions. We will be led
to define a basis of junctions comprised by strings, and general junctions will be viewed as
points in a lattice whose generating vectors are the basis strings.
2.1 Invariant charges
The invariants associated to a junction will be a set of charges, one for each 7-brane in the
background. Our intuition about charges is that a junction may be charged under the gauge
field associated to a particular brane either if it has a prong on the brane, or if it crosses the
branch cut associated to the brane. For each brane, the invariant is simply the charge which
combines the two possible contributions so that the charge is unchanged when the junction
is modified by crossing transformations. Such charges exist because crossing transformations
are indeed constrained by charge conservation [6].
Consider a junction J and let µ index the various branes in the configuration. Let [pµ, qµ]
denote the labels of a brane, and let Cµ denote the branch cut emerging from the brane
and oriented away from it. We now claim that the junction has an invariant charge Qµ(J)
associated to the µ brane given by
Qµ(J) = n+ − n− +
bµ∑
k=1
( rk qµ − sk pµ ) , (2.1)
8
Figure 1: The rule indicating how the charge of a string changes upon crossing counterclock-
wise the cut of a brane it cannot end on.
= n+ − n− +
bµ∑
k=1
∣∣∣∣∣rksk pµqµ
∣∣∣∣∣ .
In the above expression, n+ is the number of (
pµ
qµ
) prongs departing from the brane, and n−
is the number of (pµ
qµ
) prongs ending on the brane. Moreover, bX , an integer greater than or
equal to zero, denotes the number of intersections of J with the branch cut CX . Finally, (
rk
sk
)
is the charges of the string belonging to J that crosses the cut at the k-th intersection point,
in a counterclockwise direction.
Let us now confirm this is the correct formula. The (n+−n−) term in Eqn. (2.1) gives the
net number of outgoing prongs at the brane. In addition, the k-th term in the sum equals the
number of outgoing (pµ
qµ
) prongs that the ( rk
sk
) string would generate via the Hanany-Witten
effect were it moved through the brane, so that it no longer crosses the branch cut. As shown
in Fig. 1, upon crossing the branch cut Cµ in the counterclockwise direction, the (
rk
sk
) string
turns into the Kµ(
rk
sk
) string where [7]
Kµ = M
−1
µ =
(
1 + pµ qµ −p2µ
q2µ 1− pµ qµ
)
, (2.2)
and indeed
Kµ
(
rk
sk
)
=
(
rk
sk
)
+ ( rk qµ − sk pµ )
(
pµ
qµ
)
. (2.3)
This confirms that the ( rk
sk
) piece of junction can be moved across the µ brane to a position
where it does not intersect Cµ, by adding ( rk qµ −sk pµ ) outgoing prongs at µ that reach the
newly located piece of junction. Similarly, a string in the junction that does not intersect
Cµ could be moved across the brane, creating in the process a number of prongs. In can be
readily verified that in this case Eqn. (2.1) would give two canceling contributions. Note in
particular that a crossing transformation may give rise to more than one prong.
Equation (2.1) shows that the contributions from the cut Cµ only depend on the total
(p, q) charge being transported across it. As we deform Cµ continuously, the (p, q) charge
transported across it will not change. This is clearly true even as we cross junction points
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since charge is conserved at these points. We conclude that the Qµ charge defined above is
invariant under deformations of the cut Cµ, as long as the deformation does not require that
the Cµ cut cross another 7-brane.
2.2 Canonical presentation of junctions
The above discussion of invariant charges suggests how to define a canonical presentation
for any junction. The idea is to transform any given junction into an equivalent junction
that does not intersect any branch cut. This is clearly possible since any specific intersection
with a branch cut can be transformed away at the cost of introducing some prongs, and this
can be done with every intersection.
Before doing this in detail we emphasize that we also present the branes in a canonical
fashion. Following the conventions of [6] we use three types of branes, A-branes, B-branes and
C-branes. In our pictures, from left to right A-branes appear first, then B-branes and finally
C-branes. All branes have their cuts going downwards vertically. A-branes are represented
by heavy dots, B-branes by empty circles, and C-branes by empty squares (see Fig. 2). Our
conventions for monodromies are those of [7] :
A = [1, 0] : KA = M
−1
1,0 = T
−1 =
(
1 −1
0 1
)
,
B = [1,−1] : KB = M
−1
1,−1 = ST
2 =
(
0 −1
1 2
)
, (2.4)
C = [1, 1] : KC = M
−1
1,1 = T
2S =
(
2 −1
1 0
)
,
where S is the matrix
S =
(
0 −1
1 0
)
.
We can now go back to the canonical presentation of junctions. Consider, for example,
the junction shown in Fig. 2(a). After transformation the junction will look as in Fig. 2(b).
At every brane there is a set of prongs that converge towards a region where there could be
a complicated graph. Finally, there can be an outgoing string carrying he total charge of the
configuration. Now we can allow the length of all the strings in the complicated region to
approach zero, reducing the graph to a single junction point where all the prongs emerging
from the various branes meet, as shown in Fig. 2(c). This configuration could be taken as
the canonical presentation but, for convenience, we will do a further step by introducing
sub-junction points. All prongs of the leftmost set of mutually local branes will join together
forming a single string which is then joined by the string resulting from the prongs of the
second set of mutually local branes, and so on. This is shown in Fig. 2(d). We will call
this the canonical presentation. By construction, any junction is equivalent to its canonical
presentation. As emphasized before, we do not address the issue of whether any the junction
has a BPS representative. Furthermore, if it has one, it need not be the junction in the
canonical presentation.
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Figure 2: (a) A generic junction with an arbitrary presentation. (b) Removing the crossing
of branch cuts at the expense of prongs and a possibly complicated graph shown shaded. (c)
Shrinking the graph. (d) Canonical presentation.
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Note that the canonical presentation is determined uniquely by the invariant charges that
characterize the junction. In fact, the invariant charge for any brane is precisely the number
of outgoing prongs in the canonical presentation. It follows that any two junctions with
the same invariant charges are equivalent because each is equivalent to the same canonical
presentation. Moreover, since the charges cannot be changed by the allowed transformations,
two junctions with different charges are necessarily inequivalent. All in all, the invariant
charges give a complete classification of all possible equivalence classes of junctions.
2.3 The lattice of junctions
The canonical presentation suggests a natural way of building junctions using a basis of
strings. Let us label the branes using an index µ = 1, · · ·n, where n is the total number
of branes in the configuration. For a brane with label µ and of type [pµ, qµ], we define the
string sµ as the outgoing (
pµ
qµ
) string starting at the brane and going off to infinity without
crossing any branch cut. This is a very special and simple junction, with invariant charges
Qν(sµ) = δ
ν
µ . (2.5)
The string (−sµ) is the same string with reversed orientation.
Let us define what is meant by adding junctions. Given two junctions J1 and J2, we say
that J1 + J2 is the junction with charges
Qµ(J1 + J2) = Q
µ(J1) +Q
µ(J2) , (2.6)
for all branes µ in the set of branes. In other words, we simply add the prongs in the
canonical presentation. This operation is illustrated for two special examples in Fig. 3. In
the first example we show the addition (a+b) of two mutually nonlocal strings. Note that in
the canonical presentation this is a three string junction with outgoing prongs at the A and
B branes and one outgoing string carrying the total charge (pa+pb
qa+qb
). In the second example
we consider (a − a′) where A and A′ denote two branes of the same type. This time when
we form the canonical presentation for the sum the total outgoing charge vanishes. This
junction is simply a string departing from the A brane and ending on the A′ brane.
It follows from these considerations that any junction J can be written as a sum of basis
strings, where the expansion coefficients are the invariant charges. We have
J =
∑
µ
Qµ(J) sµ , (2.7)
which is clearly in agreement with equation (2.6) by virtue of eq. (2.5). Since the charges Qµ
must be integers, we have a lattice of junctions, with the set of basis strings serving as basis
vectors. Each point in this lattice represents an equivalence class of junctions. Since each
seven-brane of the background provides a basis string, the dimensionality of the junction
lattice equals the number of seven-branes.
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Figure 3: (a) A junction obtained by adding an a string to a b string. (b) The junction
(a − a′) has no asymptotic charge and can be thought as a string starting on the A brane
and ending on the A′ brane.
As we proceed in our exploration of the lattice of junctions, we will need objects having
non-integral expansion coefficients in the basis of strings. These we shall call improper
junctions, to distinguish them from the proper junctions which can correspond to physical
states.
3 A metric on the junction lattice and Lie algebra roots
In this section we consider some additional structure on the lattice of junctions. We will
introduce a symmetric bilinear form (· , ·), i.e. an inner product, or a metric. We will define
this inner product by giving all inner products of basis strings. This inner product will be
sometimes referred to as an intersection bilinear, since it originates from the intersection
bilinear on the two-dimensional submanifolds of K3 which are the F-theory (or M-theory)
lifts of the junctions. The discussion presented here focuses on the junctions and not on
their lifts. We will call (J,J) the self-intersection invariant of the junction J. The relevance
of the metric in the junction lattice is that it is related to the metric in weight lattice of
the associated Lie algebra. Some of this relation will be explored in this section. A related
discussion of self-intersection with a different application in mind was given in [22].
After a brief review of the relevant notions in Lie algebras, we show how to identify the
roots of the algebra for the various brane configurations. Using the intersection bilinear we
can readily show that the inequivalent junctions of self-intersection (−2) are equal in number
to the roots of the expected Lie algebra. The junctions (or strings) corresponding to simple
roots are easily identified in each case.
Since all roots are represented by junctions of self-intersection (−2), which is also the
self-intersection number of any Jordan open string joining two different branes, we are led to
hypothesize that all roots of the A,D,E series of algebras have presentations as Jordan open
strings. Many of these were known previously [5, 6], except for a class of roots in E7 and
another class in E8. We construct explicitly Jordan open strings representing these roots,
thus confirming the hypothesis.
13
3.1 Intersection bilinear on the junction lattice
The intersection bilinear, defined on the equivalence classes of junctions, will be deduced
by starting with an initial assignment for the self-intersection of basis strings, and then
exploring the implications of bilinearity and invariance under junction transformations. We
declare the self-intersection of any basis string s to be minus one,
(s, s) = −1 . (3.1)
To find out the value we ought to assign to the self-intersection of a three string junction, we
can consider (as in the previous section) an ( r
s
) string crossing the cut of a [p, q] brane. In
this configuration the string clearly has no self-intersection. If we move the string through
the brane, it no longer crosses the cut but we obtain prongs beginning on the brane and
ending on the string, forming some equivalent junction. Since we expect the self-intersection
to be invariant under junction transformations, the various contributions must cancel. The
contribution from the prongs is [−(rq − sp)2], where (rq − sp) is the number of prongs
emerging from the brane (see eq. (2.3)). To cancel this we must have a contribution to the
self-intersection arising from the junction point as follows.
Consider the three string junction J3 defined as the joining of (
pi
qi
) strings, with i = 1, 2, 3,
where all strings are ingoing (or outgoing) and the label i increases (cyclically) as we go
around the junction in the counterclockwise direction. Then the contribution to the self-
intersection from the junction point is given as
(J3,J3) =
∣∣∣∣∣piqi pi+1qi+1
∣∣∣∣∣ . (3.2)
This result is independent of i (with p4 ≡ p1 and q4 ≡ q1) and can be readily verified to
be invariant under SL(2, ZZ) transformations of all the strings making up the junction. The
self-intersection of a larger junction is the sum of the contributions from the various three-
string junctions constituting the large junction. To this must be added the contribution of
the various prongs of the junction ending on branes. One readily verifies that this prescrip-
tion indeed gives a total self-intersection of zero for the situation described in the previous
paragraph.
This result is actually sufficient to deduce the intersection matrix in the basis of strings.
We consider the three standard types of branes, A,B and C, and corresponding basis strings
ai,bi and ci. Consider now the junction J = ai + aj, representing a basis string departing
the Ai brane that joins at a junction point a basis string departing the Aj string, with j 6= i.
Its self-intersection has a contribution of (−2) from the two prongs at the two branes, and
zero contribution from the junction point since the two strings joining there are of the same
charge and the determinant in (3.2) vanishes. Thus
− 2 = (ai + aj , ai + aj) = (ai, ai) + (aj , aj) + 2(ai, aj) = −1− 1 + 2(ai, aj) , (3.3)
showing that (ai, aj) = 0 when i 6= j. In general we conclude that
(ai, aj) = (bi,bj) = (ci, cj) = −δij . (3.4)
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Consider now the junction J = a + b made by combining an arbitrary a string and an
arbitrary b string. It is important here to notice that using the canonical presentation, at
the junction point the counterclockwise cyclic ordering of incoming strings is {a,b,−a−b}.
Thus the self-intersection is
(J,J) = −1− 1 +
∣∣∣∣ 1 10 −1
∣∣∣∣ = −3 . (3.5)
On the other hand (J,J) = (a + b, a + b) = −2 + 2 (a,b) and we therefore deduce that
(a,b) = −1/2. Exactly analogous considerations give us
(a ,b) = −1/2 ,
(a , c) = 1/2 , (3.6)
(b , c) = 1 .
These relations define completely the intersection matrix for basis strings. If nA, nB and nC
denote the number of A,B and C branes respectively, we can define the set of basis strings
{sµ} with µ = 1, 2, · · · , nA + nB + nC , as
{sµ} = {a1, · · · , anA, b1, · · · ,bnB , c1, · · · , cnC} . (3.7)
With this notation, the intersection metric is given as a matrix
Sµν = −(sµ, sν) = Sνµ . (3.8)
For any pair of junctions J and J′ we have
(J,J′) =
∑
µ,ν
Qµ(J)Sµν Q
ν(J′) . (3.9)
For the case of so(8), where nA = 4, nB = nC = 1, the metric is readily written with the
help of (3.6) and (3.7)
S(so(8)) =

−1 0 0 0 −1/2 1/2
0 −1 0 0 −1/2 1/2
0 0 −1 0 −1/2 1/2
0 0 0 −1 −1/2 1/2
−1/2 −1/2 −1/2 −1/2 −1 1
1/2 1/2 1/2 1/2 1 −1

. (3.10)
As we can see, the last two rows just differ by a sign and thus this metric is degenerate. This
will be the case as long as nB = nC = 1, and therefore the metric will be degenerate for brane
configurations leading to so(2n) enhanced symmetry (nA = n). For the above matrix, in
addition, the sum of the first four rows is proportional to the fifth one, and thus the matrix
has two zero eigenvalues (and four negative eigenvalues, three of them equal to minus one
and one equal to minus three). As we shall see, there will be two linearly independent string
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junctions that represent for so(8) the two eigenvectors with eigenvalue zero. These junctions
have zero intersection number with any string junction. For so(2n) with n ≥ 5 there is only
one zero eigenvalue and one null junction.
For the case of E6 the metric is given by
S(E6) =

−1 0 0 0 0 −1/2 1/2 1/2
0 −1 0 0 0 −1/2 1/2 1/2
0 0 −1 0 0 −1/2 1/2 1/2
0 0 0 −1 0 −1/2 1/2 1/2
0 0 0 0 −1 −1/2 1/2 1/2
−1/2 −1/2 −1/2 −1/2 −1/2 −1 1 1
1/2 1/2 1/2 1/2 1/2 1 −1 1
1/2 1/2 1/2 1/2 1/2 1 1 −1

. (3.11)
This metric is nondegenerate; its determinant equals +1/4. It does not have definite sig-
nature, however, six eigenvalues are negative and two are positive. For the En series, in
general, one finds n negative eigenvalues and two positive eigenvalues, as will be confirmed
later; the metrics for E7 and E8 are obvious generalizations of that for E6.
We now give the expression for the self-intersection of an arbitrary junction in terms of
its invariant charges. We write
J =
nA∑
i=1
QiA ai +QB b+
2∑
i=1
QiC ci , (3.12)
which is general enough for the present applications. Using (3.6) we obtain
(J,J) = −
∑
(QA)
2 − (QB)
2 −
∑
(QC)
2
−QB
∑
QA + (2QB +
∑
QA)
∑
QC . (3.13)
It is possible to simplify this expression by means of the total asymptotic charge of the
junction. Using q = −QB + (Q1C +Q
2
C) we find
(J,J) = −
∑
(QA)
2 + q
∑
QA − q
2 + 2Q1C Q
2
C . (3.14)
This expression will enable us to show that the junctions of self-intersection number (−2)
are in one-to-one correspondence with the roots of the expected Lie algebras.
In computing the intersection number of two junctions directly from their pictures, rather
than from the general expression (3.9) one must consider the extra contributions that arise
when strings simply cross without forming a junction. One way to derive this contribution is
to reconsider the contribution of a junction point to the self-intersection, and to interpret this
contribution, as usual, as the intersection of two slightly displaced versions of the junction
(see Fig. 4). We can see that the contribution from the junction point is equal to the
contribution due to the crossing of the (p
q
) and ( r
s
) strings. We can make this unambiguous
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Figure 4: Deriving the intersection number associated to crossing strings by using the known
self-intersection of a three-string junction.
as follows. At a crossing point we have two ingoing and two outgoing strings. Pick either of
these two groups and label the strings one and two, with string two following directly string
one by counterclockwise rotation. The contribution to intersection is∣∣∣∣ p1 p2q1 q2
∣∣∣∣ . (3.15)
To compute (J,J′) from the pictures of the J and J′ junctions we draw the junctions so
that no junction points coincide, and we let the asymptotic strings join at a junction point
(an asymptotic junction) to form a single asymptotic string. The intersection number has
the following contributions: (i) −nn′ for each brane where J and J′ have n and n′ outgoing
prongs respectively, (ii) a contribution given by (3.15) for each crossing of strings, (iii) a
contribution given byone half of the result quoted in (3.2) for the asymptotic junction. To
compute the self-intersection (J,J) from the picture of the junction J we add: (i) −n2 for
each brane where J has n prongs, (ii) a contribution given by (3.15) for each crossing of
strings, (iii) a contribution given by (3.2) for each junction point. We will not give a detailed
derivation of these rules here.
3.2 Review of Lie algebras
In order to fix notation, we now give a brief review of some basic facts about simple Lie
algebras. For more background, see [28]. Consider a compact simple Lie algebra G of rank
r with Cartan generators {Hi}, i = 1 . . . r satisfying [Hi, Hj ] = 0. The remaining generators
{Eα} satisfy [Hi, Eα] = α
iEα, and are thus characterized by the r eigenvalues α
i defining
the root vector ~α = αi ~ei in an r-dimensional Euclidean space E
r. The finite set Φ of all
roots is called the root system. The commutator [Eα, Eβ] can be nonzero only if β = −α,
or if α + β ∈ Φ. The base ∆ is a subset of Φ whose elements are r simple roots forming a
basis for Er, with the special property that all roots in Φ can be expanded in coefficients
that are either all negative or all positive. We will be concerned henceforth only with the
simply laced algebras An, Dn and E6, E7 and E8, for which all roots have the same length
squared, conventionally chosen equal to two.
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A state transforming under an arbitrary representation of G is characterized by a weight
vector ~λ = λi ~ei, where λ
i is the eigenvalue of Hi on the state. Each representation is
characterized by a highest weight vector ~λ0; all other weights are obtained from ~λ0 by
subtracting simple roots. For a generic weight ~λ and a given simple root ~αi, there will exist
numbers p and q such that ~λ + p~αi and ~λ − q~αi are also weights, but ~λ + (p + 1)~αi and
~λ− (q+1)~αi are not. Then one has ~λ · ~αi = q−p. The Cartan matrix for the algebras under
consideration is a symmetric matrix with integer entries defined by
Aij = ~αi · ~αj , (3.16)
whose information can be encoded in the Dynkin diagram, which for ADE algebras is quite
simple; nodes correspond to simple roots; nodes are joined by a line if the corresponding
roots are at an angle of 120◦, and are not joined if the roots are orthogonal. Fundamental
weights ~ωi with i = 1, · · · , r are defined as dual basis vectors
~ωi · ~αj = δ
i
j , (3.17)
and form the Dynkin basis. The expansion of a weight vector in this basis reads
~λ =
∑
i
ai ~ω
i , (3.18)
with integers {ai} called the Dynkin labels. Representations are characterized by the Dynkin
labels of the highest weight. Such labels are necessarily non-negative. Note that, by con-
struction
~αi =
∑
j
Aij ~ω
j , (3.19)
and the Cartan matrix is seen to have the Dynkin labels of the simple roots as its rows.
3.3 Roots and simple roots for the An and Dn algebras
Jordan open strings beginning on one brane and ending on another one of the same type man-
ifestly have self-intersection (−2) and vanishing asymptotic charges. These strings represent
the familiar roots of An algebras. We will see that all roots, even those in enhanced symme-
try algebras, are represented by junctions of self-intersection (−2) and vanishing asymptotic
charges. In this subsection we will search for all such junctions for the cases of An and
Dn enhanced symmetry. The simple roots are identified as a subset of the junctions whose
intersection matrix is minus the Cartan matrix of the corresponding Lie algebra.
3.3.1 The su(n) algebra
Consider first the case of su(n), which is built from n A branes, with no B branes nor C
branes. In this case the self-intersection formula (3.14) reduces to
(J,J) = −
n∑
i=1
(QiA)
2 = −2 . (3.20)
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Figure 5: Dynkin diagram for su(n) and associated brane configuration with junctions rep-
resenting the simple roots.
In this case the vanishing asymptotic charge condition gives
0 = p =
n∑
i=1
QiA . (3.21)
The last two equations imply that the junctions must have two A prongs one ingoing and
one outgoing. Thus the complete list of solutions for the inequivalent junctions is
± (ai − aj) , 1 ≤ i < j ≤ n , (3.22)
making a total of (n2 − n) junctions. As expected, this is precisely the number of roots of
su(n). Note that they all have a simple interpretation as an open string extending between
two different branes. We can identify the simple roots as
αi = ai − ai+1 , i = 1, · · · , n− 1. (3.23)
This is in accord with the Cartan matrix of su(n) since (αi,αi+1) = +1. The Dynkin
diagram and the brane configuration with simple roots are shown in Fig. 5. In this case it
is straightforward to see that all roots can be written as linear combinations of simple roots
with coefficients that are all positive or all negative. The highest root is
n−1∑
i=1
αi = a1 − an . (highest root) (3.24)
3.3.2 The so(2n) algebra
Consider now the case of so(2n) which contains n branes of type A, one brane of type B
and one brane of type C. In this case the conditions for roots are
n∑
i=1
(QiA)
2 = 2 ,
n∑
i=1
QiA + 2QC = 0 , QB = QC . (3.25)
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Figure 6: Dynkin diagram for so(2n) and associated brane configuration with junctions
representing the simple roots.
Again, we must have two prongs on two different A branes. If the two prongs have opposite
signs we must have QB = QC = 0. These are
± (ai − aj) , 1 ≤ i < j ≤ n . (3.26)
If the two prongs have the same sign, we need two more prongs of opposite signs, one going
to B and one going to C
± (ai + aj − b− c) , 1 ≤ i < j ≤ n . (3.27)
The last two expressions give a total of 2(n2 − n) roots, the expected number for so(2n). It
is easy to select a set of n simple roots. We take
αi = ai − ai+1 , i = 1, · · · , n− 1 , (3.28)
αn = an−1 + an − b− c .
It is clear that the intersection matrix of these roots generates the Dynkin diagram of so(2n).
In particular note that αn−2 is the root at the vertex; (αn−1,αn) = 0, and (αn−2,αn) = 1,
as required. The Dynkin diagram and the brane configuration with simple roots are shown
in Fig. 6. The simple roots generate all roots, but this time it takes a little effort to see that
the expansion coefficients are all positive or all negative. In the above lists the roots with
(+) sign in front are positive roots, and the roots with (−) sign in front are negative roots.
The highest root in the adjoint representation is
α1 + 2(α2 + · · ·+αn−2) +αn−1 +αn = a1 + a2 − b− c . (highest root) (3.29)
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3.4 Roots and simple roots for the En algebras
This time we must consider the equations
n∑
i=1
(QiA)
2 − 2Q1C Q
2
C = 2 , (3.30)
n∑
i=1
QiA + 2
2∑
j=1
QjC = 0 , (3.31)
QB −
2∑
j=1
QjC = 0 , (3.32)
where the number n of A branes takes values n = 5, 6, 7 for the cases of E6, E7 and E8
respectively. Note that a major simplification occurring in the previous subsection does not
take place here: the first equation does not imply immediately a bound on the number of
A prongs allowed. We will now do a preliminary analysis to show that indeed the above
constraints do bound the number of A prongs.
Note first that (3.31) implies that the number of A prongs must be even. Take
∑
|QA| =
2k and consider the case when k ≥ 2. It then follows from (3.30) that Q1C Q
2
C > 0 and
therefore Q1C and Q
2
C have the same sign. From the (3.31) we find∣∣∣Q1C +Q2C ∣∣∣ = 12
∣∣∣∑QA∣∣∣ ≤ k . (3.33)
Since Q1C and Q
2
C have the same sign, we then have
Q1C Q
2
C ≤
k2
4
. (3.34)
On the other hand
∑
Q2A is bounded from below. We can go a long way with a simple bound.
We can take QiA = 2k/n, for all i, to find
∑
iQ
2
A ≥ 4k
2/n. On account of (3.30) this gives
Q1C Q
2
C =
1
2
n∑
i=1
(QiA)
2 − 1 ≥
2k2
n
− 1 . (3.35)
The last two inequalities can only be solved if
k2 ≤
4n
8− n
. (3.36)
For n = 5, the largest k is k = 2. This implies that for E6 we will at most have four A
prongs. For n = 6 we see that k = 2, 3 are possible. Thus for E7 we will have to consider
the possibility of up to six A prongs. For n = 7 it appears as if k ≤ 5. Actually k = 5 is not
allowed. Indeed, with 10 prongs and 7 A-branes
∑
Q2A ≥ 3(2)
2+4 = 16 (three branes having
two prongs and four branes each with a single prong). Then eq. (3.35) becomes Q1C Q
2
C ≥ 7
which is not compatible with eq. (3.34) which now gives Q1C Q
2
C ≤ 25/4. Therefore the
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maximal k for E8 is k = 4 corresponding to a maximum of eight prongs. This is interesting
since it requires that at least one A brane have two or more prongs.
Note that n = 8, which we would obtain by adding an additional A brane to the E8
configuration, seems to allow all numbers of A prongs (see (3.36)). Certainly the number
of A prongs is not bounded, one can readily verify that a total of 8k prongs, k on each A
brane, is compatible with Q1C = −2k ± 1 and Q
2
C = −2k ∓ 1. This phenomenon is likely to
be related to the observations of Imamura [20].
3.4.1 The E6 algebra
We now consider each exceptional algebra in turn. For E6, the relevant equations are (3.30),
(3.31), and (3.32) with n = 5. In view of our previous analysis we must consider the case of
zero, two or four A prongs. Begin with the case of no A prongs. We then need Q1C Q
2
C = −1,
and we get two junctions
± (c1 − c2) . (3.37)
The case of two A prongs is rather similar to the earlier one. Note that the two prongs
cannot be on the same A brane for then Q1C Q
2
C = 1, and the second equation cannot be
satisfied. The list of satisfactory junctions with two A prongs is
±(ai − aj) , 1 ≤ i < j ≤ 5 .
±(ai + aj − b− ck) , 1 ≤ i < j ≤ 5 , k = 1, 2 . (3.38)
This gives a total of 20 + 40 = 60 junctions. Finally, we must consider the possibility of
having four A prongs. A short analysis of the first two constraint equations indicate that
there are no solutions unless the four prongs fall on four different A branes. It then follows
from the first equation that Q1C Q
2
C = 1 and the only integer solutions are Q
1
C = Q
2
C = ±1
in which case
∑
QA = ∓4, by use of the second equation. It thus follows that all A prongs
must be either outgoing or ingoing. The junctions are then seen to be of the form
± (−ai +
5∑
k=1
ak − 2b− c1 − c2) , 1 ≤ i ≤ 5 , (3.39)
for a total of 10 junctions. The complete solution set thus gives 2 + 60 + 10 = 72 which is
indeed the number of roots in E6. We now choose a set of simple roots,
α1 = a1 − a2 ,
α2 = a2 − a3 ,
α3 = a3 − a4 ,
α4 = a4 + a5 − b− c1 , (3.40)
α5 = c1 − c2 ,
α6 = a4 − a5 ,
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Figure 7: Dynkin diagram for E6 and associated brane configuration with junctions repre-
senting the simple roots.
The corresponding string junctions are shown in Fig. 7, and one can readily verify that their
intersection matrix precisely coincides with the result encoded in the Dynkin diagram. It
takes work to verify that all the junctions listed above arise as positive or as negative linear
combinations of the simple roots, so we will not do this explicitly. We simply note that the
highest root is given by the following junction.
α1 + 2α2 + 3α3 + 2α4 +α5 + 2α6 =
4∑
i=1
ai − 2b− c1 − c2 . (highest root ofE6) (3.41)
All roots of E6 have familiar representations where their junctions take the form of Jordan
open strings between two branes.
3.4.2 The E7 algebra
For E7 we will now be briefer. A new kind of junction arises from (3.30), (3.31), and (3.32)
with n = 6. Again, a short computation using the first two equations shows that no solution
exists unless each of the six prongs is on a different A brane. In this case the first equation
gives Q1C Q
2
C = 2, which together with the second equation is solved by Q
1
C = ±2, Q
2
C = ±1
or Q1C = ±1, Q
2
C = ±2, together with Q
i
A = ∓1 for all i = 1, · · ·6. The junctions are
therefore
± (−
6∑
i=1
ai + 3b+
2∑
i=1
ci + ck) , k = 1, 2 . (3.42)
It is of course straightforward to draw junctions representing the above states. In fact, a
representation of the above states as a BC open string was given in [6]. That string, however,
had self-intersections. It is possible to find a representative that is an open string without
self-intersections. This is shown in Fig. 9, where we exhibit an AC string with appropriate
charges.
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Figure 8: Dynkin diagram for E7 and associated brane configuration with junctions repre-
senting the simple roots.
The simple roots of E7 can be chosen as follows:
α1 = c1 − c2 ,
α2 = −a1 − a2 + b+ c2 ,
α3 = a2 − a3 ,
α4 = a3 − a4 , (3.43)
α5 = a4 − a5 ,
α6 = a5 − a6 ,
α7 = a1 − a2 .
These roots are shown in Fig. 8, and one can see that their intersection numbers generate
the corresponding Dynkin diagram. The highest root of E7 is
2α1 + 3α2 + 4α3 + 3α4 + 2α5 +α6 + 2α7
= −
6∑
i=1
ai + 2c1 + c2 + 3b . (highest root ofE7) (3.44)
3.4.3 The E8 algebra
For E8 there is one interesting new possibility. As shown earlier, it is possible to have eight
A prongs. Once more, straightforward analysis of all possibilities shows that all eight prongs
must have the same sign, and that all branes have one prong, except for one that has two
prongs. Therefore
∑
QA = ±8 and
∑
Q2A = 10. This requires Q
1
C = Q
2
C = ±2 with Q
i
A = ∓1
for six out of the seven A branes, and QA = ∓2 for the other one. The roots then read
± (−
7∑
k=1
ak − ai + 2c1 + 2c2 + 4b) , i = 1, · · · 7 . (3.45)
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Figure 9: A Jordan open string representing the highest root of E7 (see eq. (3.44)). The
charge contributions from the cuts are indicated in the figure. This is a string beginning at
a C brane and ending on an A brane.
It is possible to find open string representatives without self-intersections for the above
junctions. In Fig. 10 we show two types of strings. The first type, illustrated in (a), represents
the state indicated above with overall sign plus and i = 7. A similar configuration can be
used to represent the states with i = 2, 3, · · · , 6. The state with i = 1 requires a slightly
different style of string, shown in part (b) of the figure.
The simple roots of E8 can be chosen as follows:
α1 = c1 − c2 ,
α2 = −a1 − a2 + b+ c2 ,
α3 = a2 − a3 ,
α4 = a3 − a4 , (3.46)
α5 = a4 − a5 ,
α6 = a5 − a6 ,
α7 = a6 − a7 ,
α8 = a1 − a2 .
These roots are shown in Fig. 11, and one can see that their intersection numbers generate
the corresponding Dynkin diagram. The highest weight vector in the adjoint is given as:
2α1 + 4α2 + 6α3 + 5α4 + 4α5 + 3α6 + 2α7 + 3α8
= −
7∑
i=1
ai − a7 + 4b+ 2 c1 + 2 c2 . (highest root ofE8) (3.47)
4 An extended basis for the junction lattice
The (proper) junctions representing roots do not form a complete basis on the junction
lattice. Similarly, the associated dual junctions representing fundamental weights, which
are not necessarily proper, do not form a complete basis. In the present section we will
introduce additional (not necessarily proper) junctions having the interpretation of two new
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Figure 10: (a) A Jordan AA open string representing the state in eq. (3.45) with plus sign
in front and i = 7. This is actually the highest weight of E8. (b) A Jordan AA open string
for the state in eq. (3.45) with plus sign in front and i = 1.
Figure 11: Dynkin diagram for E8 and associated brane configuration with junctions repre-
senting the simple roots.
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fundamental weights that together with the other weights make up an extended system of
weights defining a complete basis of the junction lattice4. These additional junctions carry
non-vanishing asymptotic (p, q) charges. In fact we will see that the p and q labels play
the role of Dynkin labels for the two new junctions. The extended system of weights has a
well-defined intersection matrix, the analog of the inverse Cartan matrix. This matrix does
not always have an inverse. It does for the case of the An and En algebras, but it does not
for the case of the Dn algebras. When the matrix is nonsingular we can introduce two new
junctions, also not necessarily proper, representing roots αp and αq dual to the new weights.
In this extended formalism we will be able to conjecture the correspondance between the
junction and weight lattices. Moreover we will be able to relate the self-intersection number
of a junction to the length of the corresponding weight vector.
4.1 Junctions for asymptotic charges
In the previous section we identified junctions αi for roots. These junctions carry zero
asymptotic charges. Mimicking the definition of fundamental weights, we can use the inverse
Cartan matrix to define “junctions” ωi for fundamental weights as some linear combinations
of the root junctions. These will satisfy
(αi , ω
j) = −δji , (4.1)
along with
(αi , αj) = −Aij , (ω
i , ωj) = −Aij . (4.2)
Note that the ωi are not proper junctions since (except for E8) these are not integer linear
combinations of basis strings; their expansion coefficients in the string basis are rational,
however. The ωi, being linear combinations of the αi, carry zero asymptotic charges and do
not span the entire junction lattice.
We are now going to introduce one special junction ωp for each An algebra, and two
special junctions (ωp,ωq) for each algebra in the D and E series, to span the whole space.
These will also generically be improper. We want these junctions to be orthogonal to the
root junctions,
(αi, ω
p) = 0 ,
(αi, ω
q) = 0 . (4.3)
This orthogonality condition suggests that these two junctions have the interpretation of two
new fundamental weights. Given that the weights ωi are linear combinations of the roots
αi, we also have
(ωi, ωp) = 0 ,
(ωi, ωq) = 0 . (4.4)
4For the case of An algebras only one extra weight is introduced.
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The ωi together with (ωp,ωq) span the junction lattice. In order to fix the basis in the
(ωp,ωq) subspace we add one more constraint: we demand that ωp and ωq carry asymptotic
charges (1, 0) and (0, 1) respectively, thus
p (ωp) = 1 , q (ωp) = 0 ,
p (ωq) = 0 , q (ωq) = 1 . (4.5)
As we will see, these conditions determine uniquely the junctions ωp and ωq. Since the inner
product of fundamental weights defines the inverse Cartan matrix, we define analogously
Aab =
(
App Apq
Aqp Aqq
)
= −
(
(ωp,ωp) (ωp,ωq)
(ωq,ωp) (ωq,ωq)
)
. (4.6)
Having this matrix will be useful to relate the multiplicities of junctions for different values
of the asymptotic charges.
4.2 Junctions in the extended formalism
Given a junction J it can always be expanded using the basis ({ωi},ωp,ωq). Since the
weights ωi carry no asymptotic charge, such expansion will read
J =
∑
i
aiω
i + pωp + qωq , (4.7)
where ai are a set of numbers, p = p(J), and q = q(J). We will show in sections 6 and 7 that
constants ai are precisely the Dynkin labels of the Lie algebra weight vector ~λ(J) associated
to the junction J; in other words we claim that the weight vector associated to (4.7) is
~λ(J) =
∑
i
ai ~ω
i . (4.8)
Included in this relation is our assertion that the ωi are the junctions corresponding to the
fundamental weights, ωi = J(~ωi). Equations (4.7 ) and (4.8) fix completely the map taking
the junction lattice to the weight lattice. It now follows that the intersections of J with ωp
and ωq only depend on the p and q charges of the junction. We find
(J,ωp) = −pApp − q Aqp ,
(J,ωq) = −pApq − q Aqq . (4.9)
Furthermore, we can easily calculate the intersection number of two junctions. The self-
intersection number of any junction follows from eqns. (4.7), (4.2) and (4.6):
− (J,J) =
∑
i,j
aiA
ij aj + p
2App + 2pq Apq + q2 Aqq , (4.10)
and on account of (4.8) we get
− (J,J) = ~λ(J) · ~λ(J) + p2App + 2pq Apq + q2Aqq , (4.11)
relating the self-intersection of a junction to the length of the (claimed) associated weight
vector.
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4.3 Extended weights, extended roots, and extended Dynkin la-
bels
Having an extended system of weights, it is natural to define an extended inverse Cartan
matrix Aµν . Construct the basis
{ωµ} = {{ωi}, {ωa}} , (4.12)
where the ωa are {ωp,ωq}, or just ωp for the case of An. Then define
Aµν = −(ωµ,ων) . (4.13)
Note that in view of the orthogonality relations (4.4) this extended matrix takes the block
diagonal form
Aµν =
(
Aij 0
0 Aab
)
. (4.14)
We will see that for the Dn algebras the matrix A
ab is degenerate and we cannot define its
inverse. On the other hand, for the En algebras A
ab is nondegenerate and we can calculate
its inverse. We can then introduce roots αa = {αp,αq} dual to the weights ωa = {ωp,ωq}
such that
(αa , ω
b) = −δba . (4.15)
Since the αa are linear combinations of the ω
a we have that
(αa,αi) = 0 , (αa,ω
i) = 0 . (4.16)
We have therefore obtained an extended set of roots
{αµ} = {{αi},αp,αq} , (4.17)
dual to the extended weights
(αµ,ω
ν) = −δνµ . (4.18)
It now follows from (4.7) and the last few equations that
p(J) = −(J ,αp) , (4.19)
q(J) = −(J ,αq) . (4.20)
These two equations can be contrasted with the relation
ai(J) = −(J,αi) , (4.21)
following from (4.7) and (4.18). We are therefore led to define extended “Dynkin” labels
{aµ} ≡ {{ai}, p, q} , (4.22)
which enables us to rewrite (4.7) as
J =
∑
µ
aµω
µ , aµ = −(J,αµ) . (4.23)
Note that this equation is simply a statement about junctions and their expansion in terms
of fundamental weight junctions. We still have to show that the coefficients ai are indeed
the Dynkin labels of the weight vector associated to the junction J.
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4.4 The case of su(n)
In this case the only relevant asymptotic charge is p and therefore we introduce ωp, which
is given by
ω
p =
1
n
n∑
i=1
ai , (4.24)
and satisfies both (4.3) and (4.5). For this weight we find
− (ωp , ωp) =
1
n
. (4.25)
There is an associated root
αp =
n∑
i=1
ai , (4.26)
satisfying all the requisite properties. The extended inverse Cartan matrix and extended
Cartan matrix read
Aµν =
(
Aij 0
0 1/n
)
, Aµν =
(
Aij 0
0 n
)
. (4.27)
We can use this result to compute the intersection number of a junction. Using (4.11) we
find
− (J ,J) = ~λ(J) · ~λ(J) +
1
n
p2 . (4.28)
Note that the right hand side is manifestly positive definite.
4.5 The case of so(8)
We now turn to the case of so(8), which we examine explicitly before looking at the general
case of so(2n), as its triality properties make it rather special. Using the defining equations
(4.3) and (4.5), we find that the fundamental weights read
2ωp ≡ η1 = b+ c , (4.29)
2ωq ≡ η2 =
4∑
i=1
ai − 3b− c . (4.30)
We have introduced the above notation because we wish to emphasize that η1 and η1 are
proper junctions, while ωp and ωq are not. A simple computation shows that Aab vanishes
identically. The junctions η1 and η1 are actually null junctions, where by “null” we mean
that their inner product with any junction vanishes. It is simple to verify that these are the
unique null junctions by looking for the most general junction with vanishing intersection
with all basis strings. It is interesting to note that one can have a presentation of η1 and
η2 with manifest zero self-intersection. These are simply (
1
0
) and (0
1
) strings that go around
all branes, cutting all branch cuts but having no prongs. The effect of the branch cuts is
a monodromy −1 that is responsible for giving the total outgoing charges of (2
0
) and (0
2
)
respectively. This is shown in Fig. 12.
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Figure 12: The two junctions η1 and η2 having zero intersection with any junction. Their
self-intersection numbers are manifestly zero.
Given that the extended inverse Cartan matrix is degenerate we are not able to introduce
dual rootsαp and αq. This is not a difficulty, it just means that the (p, q) charges of a junction
cannot be obtained from a computation using the intersection bilinear. This also means that
the ωp and ωq junctions do not contribute to the self-intersection, and we have that
− (J ,J) = ~λ(J) · ~λ(J) . (4.31)
In so(8) the self-intersection number of a junction equals the length squared of the associated
weight vector, regardless of the asymptotic charge.
4.6 The case of so(2n)
For the case of so(2n) we find extended fundamental weights
2ωp = η1 = b+ c ,
2ωq =
∑
ai − b+ c− nω
p , (4.32)
where ωp is null, but ωq is not. In fact ωp is the unique null junction (up to normalization).
We can only introduce one new root, a root αq satisfying (αq,ω
q) = −1, and taking the
form
α
q =
2
4− n
(∑
ai − b+ c
)
, (4.33)
and unique up to an irrelevant additive factor proportional to η1. Note that as expected,
this root fails to exist for n = 4. It now follows by a simple computation that
− (J ,J) = ~λ(J) · ~λ(J)− 1
4
q2(n− 4) . (4.34)
This completes our discussion of the extended formalism for so(2n).
4.7 The case of the En algebras
For the E6, E7 and E8 algebras the extended inverse Cartan matrix is nondegenerate and
one can introduce dual roots. The results for these algebras are listed below.
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4.7.1 The E6 algebra
In this case we find
ω
p = −1
3
5∑
i=1
ai +
4
3
b+ 2
3
2∑
i=1
ci, (4.35)
ω
q =
5∑
i=1
ai − 3b −
2∑
i=1
ci , (4.36)
The 2× 2 block of the Cartan matrix is readily computed
Aab =
(
−1/3 +1/2
1/2 −1
)
, Aab =
(
−12 −6
−6 −4
)
. (4.37)
We also find roots
αp = −2
5∑
i=1
ai + 2b− 2
2∑
i=1
ci, (4.38)
αq = −2
5∑
i=1
ai + 4b . (4.39)
Finally, the self-intersection of a junction is given by
− (J ,J) = ~λ(J) · ~λ(J)− 1
3
p2 + pq − q2 . (4.40)
4.7.2 The E7 algebra
This time we find weights
ω
p = −1
2
6∑
i=1
ai + 2b+
2∑
i=1
ci, (4.41)
ω
q = 3
2
6∑
i=1
ai − 5b − 2
2∑
i=1
ci . (4.42)
The corresponding 2× 2 intersection matrix is
Aab =
(
−1/2 1
1 −5/2
)
, Aab =
(
−10 −4
−4 −2
)
, (4.43)
and the associated roots read
αp = −
6∑
i=1
ai − 2
2∑
i=1
ci, (4.44)
αq = −
6∑
i=1
ai + 2b . (4.45)
Finally, the self-intersection invariant can be computed as
− (J ,J) = ~λ(J) · ~λ(J)− 1
2
p2 + 2 pq − 5
2
q2 . (4.46)
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4.7.3 The E8 algebra
The extended weights are given by
ω
p = −
7∑
i=1
ai + 4b+ 2
2∑
i=1
ci, (4.47)
ω
q = 3
7∑
i=1
ai − 11b − 5
2∑
i=1
ci . (4.48)
The relevant Cartan matrix is
Aab =
(
−1 5/2
5/2 −7
)
, Aab =
(
−28/3 −10/3
−10/3 −4/3
)
. (4.49)
The roots read
αp = −
2
3
∑7
i=1 ai −
2
3
b − 2
∑2
i=1 ci, (4.50)
αq = −
2
3
∑6
i=1 ai +
4
3
b , (4.51)
and contrary to the case of E6 and E7, are not proper junctions. Finally, the self-intersection
invariant can be computed as
− (J ,J) = ~λ(J) · ~λ(J)− p2 + 5 pq − 7 q2 . (4.52)
5 Junctions of self-intersection (–1)
Having defined the extended formalism, we now turn to a search for junctions with self-
intersection (−1). A single string that begins on a brane and goes off to infinity without self-
crossings will have self-intersection (−1), and if the brane it ends on is one of several mutually
local branes, it will transform in the fundamental of a manifest subalgebra. We would like to
use self-intersection (−1) as a criterion for finding all the junctions that could be expected to
belong to the various fundamental representations of the enhanced Lie algebras. We expect
that all of these junctions will have presentations as simple Jordan strings beginning on some
brane and ending at infinity. Naturally, we no longer constrain the asymptotic charges to
vanish.
5.1 Junctions of self-intersection (–1) for su(n)
Here the situation is rather trivial. Self-intersection is just
(J,J) = −
n∑
i=1
(QiA)
2 , (5.1)
and so (J,J) = −1 can only be solved by junctions with a single QiA = ±1, and all others
vanishing. These are just the junctions in the fundamental and antifundamental representa-
tions, and the asymptotic charge is simply p = ±1.
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Figure 13: String junctions with asymptotic charge (1, 0). (a) The string a4. (b) The string
(−a4 + b+ c). These strings will be shown to belong to the 8v.
5.2 Junctions of self-intersection (–1) for so(8)
In principle we could look for junctions of self-intersection (−1) for any asymptotic charges
(p, q). However, the null junctions ηi found in (4.29) make this unnecessary. By definition
they have zero intersection with any junction; thus for any junction J, we can define the
junction J′,
J′ = J+mη1 + nη2 , (5.2)
with m,n ∈ ZZ, such that (J′,J′) = (J,J). Although the self-intersection is unchanged under
the transformation (5.2), the asymptotic charges shift to (p′, q′) = (p+2m, q+2n). Thus the
junctions of a given self-intersection number are in one-to-one correspondence for all (p, q)
values mod 2. It is therefore sufficient to find the junctions for the (p, q) values (0, 0), (1, 0),
(0, 1), and (1, 1).
For junctions of charges (p, q) = (0, 0) and self-intersection (−1), we need
∑
(QA)
2 = 1,
together with
∑
QA+2QC = 0. The first equation implies that only one QA is nonvanishing,
and thus the second equation cannot be solved. There are no junctions of appropriate self-
intersection for this case.
For (p, q) = (1, 0) the conditions read∑
(QA)
2 = 1 ,
∑
QA + 2QC = 1 , QB = QC . (5.3)
We can have QA = ±1 for any one of the four A branes. This gives the following eight
junctions
ai , −ai + b+ c , i = 1, · · · , 4 , (8v) (5.4)
where we have indicated in parenthesis the representation of so(8) we will show these states
belong to in section 6.2. It is possible to see explicitly that these junctions have string
representatives. We show two such representatives in Fig. 13.
For (p, q) = (0, 1) the conditions read∑
(QA)
2 =
∑
QA ,
∑
QA +QB +QC = 0 , −QB +QC = 1 . (5.5)
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Figure 14: String junctions with asymptotic charge (0, 1). (a) The string (a4 − b). (b) The
string (a2 + a3 + a4 − 2b− c). These strings will be shown to belong to the 8s.
The first equation requires that there is at most one prong on any A brane, and that all
prongs must be outgoing. The last two equations imply that the number of A prongs cannot
be even. There are solutions for one or three A prongs, giving the following eight junctions
ai − b ,
4∑
k=1
ak − ai − 2b− c , i = 1, · · · , 4 . (8s) (5.6)
Once more, it is possible to show explicitly that these junctions have string representatives.
Two representatives illustrating this are shown in Fig. 14.
Finally, for (p, q) = (1, 1) the conditions read∑
(QA)
2 =
∑
QA ,
∑
QA +QB +QC = 1 , −QB +QC = 1 . (5.7)
This time the number of A prongs cannot be odd. If there are no A prongs we get one
solution, if there are two A prongs we get six solutions, and if there are four A prongs we
get one solution. They read
c , ai + aj − b (1 ≤ i < j ≤ 4) ,
4∑
i=1
ai − 2b− c . (8c) (5.8)
Once more we have found a total of eight junctions. Three string representatives are shown
in Fig. 15.
5.3 Junctions of self-intersection (–1) for so(2n)
The algebra so(2n) has a 2n-dimensional vector representation and two 2n−1-dimensional
spinors related by an outer automorphism of the algebra; only in the special case n = 4 do
the dimensions of all three representations agree and the duality automorphism is promoted
to a triality.
For n > 4, there is just one null junction, given in (4.32). This allows us to shift the value
of p arbitrarily without changing a junction’s self-intersection. One can shift the junction
by an integer multiple of ωq,
J′ = J+m ωq , (5.9)
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Figure 15: String junctions with asymptotic charge (1, 1). (a) The string c. (b) The string
(a2 + a3 − b). (c) The string (
∑
ai − 2b− c). The strings in (a) and (c) are singlets under
su(4). The strings shown will be seen to belong to the 8c.
and ask if self-intersection is preserved for specific values of m. We find that this requires
m = −2q(J), which just flips the sign of the q charge. This is to be expected, as we
can always obtain a new junction with the same self-intersection by J → −J, which sends
(p, q)→ (−p,−q); p can then be restored to its prior value by shifting by p η1.
It thus follows that to find all junctions of self-intersection (−1) it suffices to analyze the
cases (0, q) and (1, q) for all nonnegative values of q. Here we will only investigate the cases
q = 0, 1.
The analysis proceeds exactly as for the special case of so(8), eqns. (5.3) – (5.8), with
the only difference being that there are now n A-branes. Again, it is impossible to have
junctions of self-intersection (−1) and charges (0, 0) for all n. For junctions of charge (1, 0)
there are 2n states that fit into the vector:
ai , −ai + b+ c , i = 1, · · · , n . (2n) (5.10)
For junctions with charges (0, 1) and (1, 1) we again find that there can be no more than
one prong on each A-brane, and each prong must be outgoing; the number of A prongs
must be odd and even, respectively. As n grows, junctions with more and more prongs can
be realized, resulting in representations whose dimensions go exponentially with n, exactly
what is required for the spinors:
2k+1≤n∑
k=1
(
n
2k + 1
)
= 2n−1 , (5.11)
2k≤n∑
k=1
(
n
2k
)
= 2n−1 , (5.12)
making up the 2n−1 and (2n−1)′ representations. These junctions generalize those in eqns.
(5.6), (5.8), having the form
ai1 + ai2 + · · · +aim −
m+1
2
b− m−1
2
c m odd , 2n−1 (5.13)
ai1 + ai2 + · · · +aim −
m
2
b− m−2
2
c m even , (2n−1)′ (5.14)
with i1 < i2 < . . . < im and for all m even or odd with m ≤ n.
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5.4 Junctions of self-intersection (–1) for the exceptional algebras
We now find the junctions of self-intersection (−1) for the exceptional algebras. We will
confirm that these junctions appear in the right numbers to allow us later on to identify
them with fundamental representations (the 27 and 27 of E6, the 56 of E7, and with a
predictable subtlety, the adjoint of E8).
Since the metrics on the corresponding junction lattices are non-degenerate, there are no
null junctions to consider. Hence, in general, we cannot shift asymptotic charges arbitrarily
while preserving self-intersection. Consider, anyhow, shifting a junction as
J′ = J+ r ωp + s ωq , (5.15)
where r and s must be chosen specially so that the resulting junction is proper. Calculating
the self-intersection of the new junction with the help of (4.19) we find
(J′,J′) = (J,J) − 2 (r p(J)App + s q(J)Aqq) (5.16)
− 2 (s p(J) + r q(J) )Apq (5.17)
− r2App − s2Aqq − 2r sApq .
We will be particularly interested in the case when junctions related by (5.15) have the same
self-intersection number. Given a junction J of fixed (p, q) charges, this will only happen, if
at all, for some specific values of r and s.
It is clear that one can rewrite (5.15) to view J as the result of a transformation on
J′, with integers r′ = −r and s′ = −r. As a result, if one has determined exhaustively
the junctions {J} of a given self-intersection u with some charges (p, q), and one finds a
transformation mapping these to junctions {J′} with self-intersection u′ and charges (p′, q′),
one can be sure that there are no other junctions with self-intersection u′ and charges (p′, q′);
if there were, one could turn the transformation around and find new junctions with charges
(p, q) and self-intersection u, contradicting the fact that these were all known.
We will not explicitly examine all possible asymptotic charges. We consider several cases
when p 6= 0 and q = 0, and then afterwards relate these to other asymptotic charges using
transformations as above. For these asymptotic charges the equations are
n∑
i=1
(QiA)
2 − 2Q1C Q
2
C = 1 , (5.18)
n∑
i=1
QiA +QB +
2∑
j=1
QjC = p , (5.19)
QB −
2∑
j=1
QjC = 0 . (5.20)
The first equation is the self-intersection, and the other two are the constraints on the
charges. Here n = 5, 6, 7 for E6, E7, E8 respectively.
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If (p, q) = (0, 0), we obtain
∑n
i=1(Q
i
A)
2 − 2Q1C Q
2
C = 1, which requires
∑n
i=1(Q
i
A)
2 odd,
as well as
∑n
i=1 Q
i
A + 2
∑2
i=1 Q
j
C = 0, requiring
∑n
i=1 Q
i
A to be even. One can readily check
that satisfying both conditions is impossible. Thus there are no junctions of self-intersection
(−1) with charges (0, 0).
Now examine (p, q) = (1, 0). The equations are
n∑
i=1
(QiA)
2 − 2Q1C Q
2
C = 1 , (5.21)
n∑
i=1
QiA + 2
2∑
j=1
QjC = 1 , (5.22)
with QB =
∑
QC . Both
∑n
i=1(Q
i
A)
2 and
∑n
i=1 Q
i
A must be odd, which is possible. Define the
total number of prongs
∑n
i=1 |Q
i
A| = 2k + 1. Then
− (2k + 1) ≤
n∑
i=1
QiA ≤ 2k + 1 , (5.23)
or, using (5.22)
k + 1 ≥
2∑
j=1
QiC ≥ −k . (5.24)
Then we square and use the triangle inequality to obtain
Q1C Q
2
C ≤
(k + 1)2
4
. (5.25)
Now the lower bound on
∑
(QA)
2 is obtained by setting |QiA| = (2k + 1)/n for all i. Then
Q1C Q
2
C ≥
1
2
(
(2k + 1)2
n
− 1
)
. (5.26)
The only way to satisfy both inequalities is
(n− 8)k2 + (2n− 8)k + 3n− 2 ≥ 0 . (5.27)
For the three exceptional algebras we thus have
E6 : k = 0, 1, 2→ 1, 3, 5 prongs,
E7 : k = 0, 1, 2, 3, 4→ 1, 3, 5, 7, 9 prongs, (5.28)
E8 : k = 0, 1, 2, 3, 4, 5, 6, 7, 8→ 1, 3, 5, 7, 9, 11, 13, 15, 17 prongs.
We still must satisfy the self-intersection equation, however, and not every number of prongs
permitted by the inequalities can be realized on the brane configuration. In Table 1 we list
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Junction J with (J,J) = −1 Conditions E6 E7 E8
ai 1 ≤ i ≤ n 5 6 7
−ai + b+ cj 1 ≤ i ≤ n, 1 ≤ j ≤ 2 10 12 14
−
∑3
p=1 aip + 2b+ c1 + c2 1 ≤ i1 < i2 < i3 ≤ n 10 20 35
−
∑5
p=1 aip + 3b+ ck +
∑2
j=1 cj
1 ≤ i1 < · · · < i5 ≤ n,
1 ≤ k ≤ 2
2 12 42
−ai −
∑6
p=1 aip + 4b+ 2
∑2
k=1 ck
1 ≤ i1 < · · · < i6 ≤ n,
i = ip (p = 1, . . . , 6)
— 6 42
−
∑7
i=1 ai + 4b+ 2ck +
∑2
j=1 cj 1 ≤ k ≤ 2 — — 2
−ai1 − ai2 −
∑7
i=1 ai
+5b+ cl + 2
∑2
k=1 ck
1 ≤ i1 < i2 ≤ 7, 1 ≤ l ≤ 2 — — 42
−2
∑7
i=1 ai +
∑3
p=1 aip
+6b+ 3
∑2
k=1 ck
1 ≤ i1 < i2 < i3 ≤ 7 — — 35
ai − 2
∑7
k=1 ak + 7b
+cl + 3
∑2
k=1 ck
1 ≤ i ≤ 7, 1 ≤ l ≤ 2 — — 14
−ai − 2
∑7
k=1 ak + 8b
+4
∑2
k=1 ck
1 ≤ i ≤ 7 — — 7
Total junctions 27 56 240
Table 1: Junctions of self-intersection (−1) and charges (1, 0) for the exceptional algebras.
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the possible patterns of junctions, with the number of distinct junctions for each algebra
listed at right. At the bottom we find the total number of junctions with self-intersection
(−1) for each.
For E6 the number of junctions can precisely fill out a 27. In the case of E7, we have a
number of junctions that can fill the 56. Note that although the bounds above suggested that
nine A-prongs was possible for the case of E7, there is no realization on just six A-branes.
Finally, for E8, we have a total of 240 junctions, and configurations with 17 A-prongs
cannot be realized. The smallest representation of E8 is the adjoint, the 248. We are missing
eight junctions to complete this representation. We will see in section 7.6 that these eight
junctions correspond to the Cartan generators. They cannot be realized as junctions of
self-intersection (−1); in fact we will see that for the present value of the asymptotic charge
they are realized as a unique junction (appearing with multiplicity eight) of self-intersection
(+1). This is perhaps not too surprising when we recall that while junctions representing
roots have self-intersection (−2), Cartan generators are junctions of zero self-intersection.
We have considered only asymptotic charges (0, 0) and (1, 0). As we will see in more
detail later, junctions with a given asymptotic charge can only produce representations of
a certain conjugacy class. E8 has just one conjugacy class and E7 has two, but for E6 we
have three and we would like to find a representation in the third conjugacy class, the class
containing the 27 . We obtain junctions of self-intersection (−1) for this representation by
just changing the sign of every invariant charge in the junctions for the 27; in this case the
asymptotic charge is (−1, 0).
We can obtain junctions of other asymptotic charges from the transformations (5.15).
For E6 with initial charges (1, 0), we find
(J(1+r,s),J(1+r,s)) = (J(1,0),J(1,0)) + 1
3
r2 + s2 − r s+ 2
3
r − s . (5.29)
Recall that (4.35) requires r = 0 (mod 3) to obtain proper junctions. One solution is
r = 0, s = 1 which produces 27 junctions with (−1) self-intersection and (1, 1) asymptotic
charge. As we explained before, these exhaust the junctions at the given self-intersection
and asymptotic charge.
For E7 with the same initial charges, we arrive at
(J(1+r,s),J(1+r,s)) = (J(1,0),J(1,0)) + 1
2
r2 + 5
2
s2 − 2r s+ r − 2s . (5.30)
(4.41), (4.42) require that r+s = 0 (mod 2) for proper junctions. A possibility is r = 1, s = 1,
resulting in 56 junctions of asymptotic charges (2, 1).
Finally we consider E8. Instead of (1, 0), begin with (0, 0). We find
(J(r,s),J(r,s)) = (J(0,0),J(0,0)) + r2 + 7s2 − 5r s . (5.31)
One possibility is r = 1, s = 0, which changes the self-intersection by 1. This which produces
the (1, 0) adjoint with (−1) self-intersection (except for the Cartan generators) from the (0, 0)
roots with non-Cartan self-intersection (−2). A second transformation is r = 2, s = 1, which
also changes (J,J) by 1, resulting in another 240 junctions of self-intersection (−1) at charge
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(2, 1). We could also have obtained these directly from (1, 0) with r = 1, s = 1, which does
not change the self-intersection, as required. These have been examples to illustrate the idea;
many more sets of junctions with self-intersection (−1) should exist.
6 Dynkin labels of string junctions
For an arbitrary string junction associated to a collection of branes with some gauge sym-
metry G, we would like to determine the corresponding weight vector ~λ giving the charge
assignments of the string state. Hence we seek to determine the Dynkin labels associated to
the junction in terms of the invariant charges:
ai(J) = Q
µ(J)Kµi , (6.1)
where i = 1, . . . , rankG, and µ indexes the various branes. The purpose of the present section
is to determine the matrix Kµi and we will follow an explicit approach in doing so for the
case of su(n) and so(8). We will exhibit junctions for the fundamental representations and
discuss the interplay between conjugacy classes of representations and asymptotic charges.
The strings representing the 8v, 8s and 8c representations of so(8) were derived independently
in [20].
In the next section we will actually show that the results of the present section can be
reproduced from the intersection bilinear. We will see that ai(J) = − (J,αi). Thus the Lie
algebra properties of a string junction are encoded in its intersections with the simple roots.
6.1 Dynkin labels of su(n)
We begin the analysis by focusing on the adjoint representation. The root generators consist
of strings that stretch between a pair of branes. Since the Cartan matrix gives the Dynkin
labels of the simple roots, we have from (6.1):
ai(αj) = Aji = Q
µ(αj)Kµi ≡ QjµKµi , (6.2)
which is a constraint on Kµi. Note that the index µ runs over one more value than the index
i. In order to solve the constraint effectively we do a change of basis. We introduce new
charges {Q̂1, · · · Q̂n−1, Q∗} with Q̂i = Qi −Qi+1, and
Q∗ =
n∑
i=1
Qi = p , (6.3)
where p denotes the total asymptotic charge, and is also the u(1) charge in the su(n)×u(1) ⊂
u(n). Since the roots carry Q∗ = 0, eq. (6.2) in the new basis reads
Aji = Q̂
k(αj) K̂ki ≡ Q̂jkK̂ki . (6.4)
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The matrix Q̂jk = Q̂
k(αj), on account of αi = ai − ai+1, i = 1, . . . , n − 1, is seen to be
precisely equal to the Cartan matrix Ajk. Thus K̂ij is the identity matrix, and we therefore
have
ai = Q̂
µ K̂µi = Q̂
i +Q∗ ki = Q
i −Qi+1 +Q∗ ki , i = 1, . . . , n− 1. (6.5)
The constants ki are determined by consideration of other representations. A single string
beginning on the configuration and going to infinity has n choices of which brane to begin
on, and transforms in the fundamental n of su(n). These states have Q∗ = 1. Identifying the
highest weight vector (1, 0, · · · , 0) of the fundamental with an outgoing string from the first
A brane (no other possibility is consistent) we find immediately that ki = 0. We therefore
get
ai = Q
i −Qi+1 , i = 1, . . . , n− 1. (6.6)
The antifundamental is realized by strings ending on the branes (Q∗ = −1). Note that the
fundamental and antifundamental representations are composed precisely of the junctions
with self-intersection (−1).
We can now consider the reverse problem, finding the charges defining the junction given
the Dynkin labels of a state. Since there is one more charge than Dynkin label eq. (6.6) must
be supplemented by equation (6.3) where we think of p as an extra Dynkin label. Solving
for the Qi’s in terms of the {ai, p} we find
Qi =
n−1∑
r=i
ar +
1
n
(
p−
n−1∑
r=1
r ar
)
. (6.7)
We discover that for a given weight vector, p must have a certain value mod n in order to
assure the {Qi} are integral:
p =
n−1∑
r=1
r ar (mod n) . (6.8)
The right hand side of (6.8) is a constant for every state in a su(n) representation. In fact,
its value labels which of the n conjugacy classes of su(n) the representation belongs to. Thus
we find an important constraint: the asymptotic charge p = Q∗ of a junction is fixed (mod
n) by the conjugacy class of the representation it transforms under. As we shall see, the
correspondence between u(1) factors and asymptotic charges, and the constraints relating
them to conjugacy classes, is generic and will persist in the more complicated algebras
realized on mutually nonlocal branes.
6.2 Dynkin labels of so(8)
The so(8) algebra can be realized with four A branes, a B brane and a C brane. The Dynkin
diagram and the brane configuration are shown in Fig. 16. The algebra manifests itself
through the regular maximal subalgebra
so(8)→ su(4)× u(1) , (6.9)
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Figure 16: Dynkin diagram for so(8) and associated brane configuration with junctions
representing the simple roots.
where su(4) is the manifest semisimple symmetry of the branes and arises in the Dynkin
diagram by removing the root ~α4, whose associated weight we conventionally chose to be the
highest weight of the 8c representation. We note a few useful decompositions:
28 → 150 ⊕ 10 ⊕ 62 ⊕ 6−2 ,
8v → 41 ⊕ 4−1 , (6.10)
8s → 4−1 ⊕ 41 ,
8c → 60 ⊕ 12 ⊕ 1−2 .
The string junctions making up the roots of so(8) are the twelve roots of su(4) given in
(3.26), and strings which wind around the B and C branes in traveling between A-branes.
These are the roots in (3.27).
The u(1) factor in (6.9) is generated by
H∗ = H1 +H2 +H3 +H4 , (6.11)
where Hi is the ith Cartan generator of so(8). One can check that H
∗ indeed commutes
with all the generators of the su(4):
[H∗, Eα] =
(
4∑
i=1
αi
)
Eα = ~α ·
(
4∑
i=1
~ei
)
Eα = 2
(
~α · ~ω4
)
Eα = 0 , (6.12)
where we have used 2~ω4 = ~e1 + ~e2 + ~e3 + ~e4, and (3.17).
We now relate Dynkin labels to the invariant charges. This time we note that there
are two more branes than Dynkin labels. At the same time we now have two nontrivial
asymptotic charges p and q given by
p =
n∑
i=1
QiA +QB +QC . (6.13)
q = −QB +QC .
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with n = 4. While for the u(n) configurations of the previous subsection p denoted the u(1)
generated by all the A branes, here p and q are two linear combinations of three u(1)′s; the
u(1) generated by the all the A branes, the u(1) of the B brane, and the u(1) of the C brane.
This time we have ai = Q
µKµi with µ running over six values while i runs over four
values. Just as in the su(n) case we change basis from the six original charges to charges
{Q̂1A, · · · Q̂
4
A, p, q} defined by
Q̂iA = Q
i
A −Q
i+1
A i = 1, 2, 3, (6.14)
Q̂4A = Q
3
A +Q
4
A.
For the roots αj , p = q = 0, and thus ai(αj) = Q̂
µ(αj) K̂µi becomes Aji = Q̂
k(αj) K̂ki ≡
Q̂jk K̂ki in this basis. Once more, explicit consideration of the roots shows that Qjk = Ajk
and thus K̂ki is the identity matrix. We therefore have
a1 = Q
1
A −Q
2
A ,
a2 = Q
2
A −Q
3
A , (6.15)
a3 = Q
3
A −Q
4
A ,
a4 = Q
3
A +Q
4
A + θp+ κq ,
where we have included the possibility of p and q contributions for a4 but not for the other
labels. In fact such contributions necessarily vanish. The first three Dynkin labels are those
of the su(4) subalgebra and we already know that (6.15) gives the correct values for that
case. Moreover, B and C strings must be su(4) singlets and p, q contributions to the first
three Dynkin labels would ruin this.
It only remains to determine the constants θ and κ. We can do so by considering the
three inequivalent 8 representations, whose highest weight vectors are given by
8v : (1, 0, 0, 0) , 8s : (0, 0, 1, 0) , 8c : (0, 0, 0, 1) . (6.16)
We have found in the previous section precisely three groups of eight junctions with self-
intersection (−1). We will show that fitting them into the three available 8 representations
can only be done in a unique way. Consider first the states with (p, q) = (1, 0), which in
view of (6.15) imply
ai = Q
i
A −Q
i+1
A , i = 1, 2, 3,
a4 = Q
3
A +Q
4
A + θ . (6.17)
The eight states were listed in (5.4). Suppose we try to fit them to 8c. This is clearly
impossible since we have a single nonvanishing QA and the first three zeroes in the the
(0, 0, 0,±1) weights cannot be obtained. Now let us try to fit them into the 8s, in particular
focus on the (0, 0,±1, 0) weights. Again since only one QA is nonvanishing, the first two
zeroes imply that it must be Q4A. The junction a4 could only represent (0, 0,−1, 0) requiring
θ = −1. But then, the only junction that could possibly represent (0, 0, 1, 0) is −a4 + b+ c
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and it does not. The only consistent possibility is to assign the eight junctions to the 8v, in
which case a1 must give the (1, 0, 0, 0), fixing θ = 0.
Let us now try to fit another group of eight states to the 8c representation. We see that
no states in (5.6) can represent the weights (0, 0, 0,±1). The two states in (5.8), however,
can. This time, with (p, q) = (1, 1) we have a4 = Q
3
A+Q
4
A+κ. If we tried to identify c with
(0, 0, 0, 1) we need κ = 1, but then the junction
∑
ai − 2b− c cannot give (0, 0, 0,−1). The
other way around it works, we identify c with (0, 0, 0,−1) fixing κ = −1. Then the junction∑
ai − 2b − c gives (0, 0, 0,−1). The complete formulas for the Dynkin labels of so(8) are
therefore
a1 = Q
1
A −Q
2
A ,
a2 = Q
2
A −Q
3
A ,
a3 = Q
3
A −Q
4
A , (6.18)
a4 = Q
3
A +Q
4
A +QB −QC .
The u(1) charge, from Eqn. (6.11), is
Q∗ = a1 + 2a2 + a3 + 2a4 =
4∑
i=1
QiA + 2QB − 2QC . (6.19)
With these formulae, the 28, 8v, 8s, and 8c can all be represented as simple strings that
trace Jordan curves. The asymptotic charges associated to these strings are
28 :
(
0
0
)
, 8v :
(
1
0
)
, 8s :
(
0
1
)
, 8c :
(
1
1
)
. (6.20)
Examples were shown in Figs. 13, 14, 15. In Fig. 13, the first string belongs to the 41, and
the second belongs to the 4¯−1. In Fig. 14 the first string belongs to the 4−1 and the second to
the 4¯1. In Fig. 15 we have states in the 8c with asymptotic charge (1, 1). The first shown, a
C string, is in the 1−2; the second one is a representative from the 60 and the third is the 12.
The reader may wonder about the symmetry of strings departing B and strings departing C.
For this purpose we have included Fig. 17 showing states in the 8c representation generated
by strings with asymptotic charge (1,−1). The first string is the B string, in the 12, the
second is a representative of 60 and the third is the 1−2. These junctions are obtained from
the (1, 1) 8c via a shift by η2.
Equation (6.20) is consistent with familiar results in four dimensional N = 2 supersym-
metric su(2) gauge theory with four flavors [29]. As is well-known [21, 30, 31, 32], this
theory can be realized on the worldvolume of a D3-brane probe moving in the AAAABC
background, with matter states in the worldvolume theory arising from strings which begin
on 7-branes and end on the D3-brane. In agreement with (6.20), in addition to (1
0
) ele-
mentary hypermultiplets transforming in the 8v of so(8), monopole and dyon states with
charges (0
1
) and (1
1
), transforming in the 8s and 8c respectively were found [29]. In general an
arbitrary (p
q
) dyon was said to transform in the eight-dimensional representation associated
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Figure 17: String junctions with asymptotic charge (1,−1). (a) The string b. (b) The string
(−a2−a3+2b+c). (c) The string (−
∑
ai+3b+2c). The strings in (a) and (c) are singlets
under su(4). The strings shown belong to the 8c.
to (p
′
q′
), with p′ = p (mod 2) and q′ = q (mod 2). We explain this now. Since the map from
invariant charges to labels {ai, p, q} is invertible, as we explore in the next subsection, there
must be two transformations of the invariant charges that change p and q while preserving
the Dynkin labels. These are easily found by inspection. One such transformation is
δQB = δQC = m, (6.21)
with m an arbitrary integer. This changes the asymptotic charge by (2m
0
). The other
operation is
δQiA = −n ∀i, δQB = −3n, δQC = −n , (6.22)
with n an arbitrary integer. This changes the asymptotic charge ( 0
2n
). The reader may
recognize that these transformations are nothing else than the transformation (5.2) generated
by η1 and η2 given in (4.29). In the next section we will see that these junctions do not
change Dynkin labels since they have zero intersection number with the roots. Given a (p
q
)
dyon we can therefore soak the asymptotic charge (2m
2n
) necessary to reduce it to one of the
four canonical asymptotic charges via a transformation of the form (4.29).
6.3 Conjugacy classes for so(8)
The conjugacy classes of so(8) are labeled by two integers (mod 2):
C1 = a3 + a4 (mod 2) , (6.23)
C2 = a1 + a3 (mod 2) .
It follows from (6.18) that
Q1A =
1
2
(2a1 + 2a2 + a3 + a4 − q)
Q2A =
1
2
(2a2 + a3 + a4 − q)
Q3A =
1
2
(a3 + a4 − q) (6.24)
Q4A =
1
2
(−a3 + a4 − q)
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QB =
1
2
(−a1 − 2a2 − a3 − 2a4 + p+ q)
QC =
1
2
(−a1 − 2a2 − a3 − 2a4 + p+ 3q).
The condition that the invariant charges must be integers requires q = a3 + a4 (mod 2), and
p = a1 + a4 (mod 2), and using (6.23) we have
p (mod 2) = C1 + C2 , (6.25)
q (mod 2) = C1 .
This shows that the conjugacy class of an so(8) representation determines the required
asymptotic (p
q
) charge mod 2. The representation can be constructed by junctions of any
fixed asymptotic charge satisfying the mod 2 condition. This is analogous to the situation
for su(n), where the conjugacy class determined the possible values of p (modn). The above
equation implies that (C1, C2)↔ (
p
q
) are related as follows
(0, 0)↔
(
0
0
)
, (0, 1)↔
(
1
0
)
, (1, 1)↔
(
0
1
)
, (1, 0)↔
(
1
1
)
, (6.26)
which can be checked to be consistent with the results of (6.20) for the 28, 8v, 8s and 8c
representations.
Note that conjugacy classes of representations form a group under tensor product of rep-
resentations. Indeed, in the present example, if we take any representation of the conjugacy
class (C1, C2) and we tensor it with any representation in the conjugacy class (C
′
1, C
′
2) the re-
sult is a series of representations all of which belong to the conjugacy class (C1, C2)·(C ′1, C
′
2) =
(C1 +C
′
1, C2 +C
′
2) (mod 2). Thus conjugacy classes of representations combine according to
the group ZZ2 × ZZ2. The above result associates to each conjugacy class of representations
an equivalence class of possible (p, q) asymptotic charges. Since multiplication of represen-
tations implies addition of asymptotic charges for the corresponding junctions, consistency
requires that the map from conjugacy classes to equivalence classes of (p, q) charges define
a homomorphism from the group of conjugacy classes to a group generated by the equiva-
lence classes of asymptotic charges under addition. Note that for our particular example we
actually have an isomorphism of groups.
6.4 Dynkin labels of so(2n)
The construction of so(8) generalizes readily to the case of Dn = so(2n), with the slight
complication that the conjugacy classes are different for n odd than for n even.
Since the analysis is so similar to that of so(8), we directly give the result expressing
Dynkin labels in terms of invariant charges:
ai = Q
i
A −Q
i+1
A , i = 1 . . . n− 1 , (6.27)
an = Q
n−1
A +Q
n
A +QB −QC .
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The u(1) charge is given by
Q∗ =
n−2∑
i=1
2i ai + (n− 2) an−1 + n an. (6.28)
When n is even one may insert a factor of 1
2
to the definition of Q∗ to normalize the smallest
value of Q∗ to unity. Solving for the invariant charges we find
QiA =
1
2
(∑n−2
j=i 2aj + an−1 + an + q
)
, (6.29)
QB = −
1
4
(∑n−2
j=1 2j aj + (n− 2) an−1 + n an − 2p+ (n + 2) q
)
, (6.30)
QC = −
1
4
(∑n−2
j=1 2j aj + (n− 2) an−1 + n an − 2p+ (n− 2) q
)
. (6.31)
These equations will place constraints on the asymptotic charges differently for n even and
n odd. This is consistent with the different conjugacy classes of so(2n) for n even and n
odd. For n even, the group of conjugacy classes is ZZ2 × ZZ2, as given by
C1 = an−1 + an (mod 2) (6.32)
C2 = a1 + a3 + · · ·+ an−1 (mod 2) ,
which generalizes (6.23). One can readily check that the constraints on the asymptotic
charges are still given by (6.25), (6.26).
For n odd, the situation is more complicated. Conjugacy is ZZ4, given by
C2 = 2a1 + 2a3 + · · ·+ 2an−2 + an−1 − an (mod 4) . (6.33)
Unlike the case for n even, the quantity
C1 = an−1 + an (mod 2) , (6.34)
is not independent, but is determined by the value of C2. However, we still find it useful to
define since it characterizes the constraint on the asymptotic charges. We see that (6.29)
requires
q = C1 (mod 2) . (6.35)
However, in (6.30) and (6.31) it is the value of q (mod 4) that is relevant. Thus q = C1 (mod
4) and q = C1 + 2 (mod 4) will correspond to different conjugacy classes. The value of p in
turn changes to compensate for the different value of q, but since only 2p appears, p is only
determined (mod 2). The relationship is
2p− q = C2 (mod 4) . (6.36)
This corresponds to the following map between conjugacy (given by C2) and asymptotic
charges, (mod 2) for p and (mod 4) for q:
0↔
(
0
0
)
,
(
1
2
)
, 1↔
(
1
1
)
,
(
0
3
)
, 2↔
(
1
0
)
,
(
0
2
)
, 3↔
(
0
1
)
,
(
1
3
)
. (6.37)
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7 Weight lattice from junction lattice
In previous section, we considered the An and Dn algebras and derived the formula giving
the Dynkin labels associated to arbitrary junctions by explicit examination of certain repre-
sentations. The formula (6.1) requires finding the matrix K. We showed that K is fixed by
requiring the the expected Dynkin labels for the root junctions and for the junctions of self-
intersection is(−1). In this section we will find a simple explanation for this fact using the
intersection matrix. (6.1) will be reinterpreted ai(J) = −(J,αi). We will show that proving
this requires, in general, examination of at least two representations that have nontrivial
asymptotic charges. This better understanding of the relation between junction and weight
lattices will allow us to complete the discussion of the exceptional algebras. Additionally,
we solve for the invariant charges in terms of {ai, p, q}, and show that in each case, the
conjugacy class of the algebra places restrictions on the asymptotic charges.
7.1 The general argument
To begin with, let us find the constraints on the matrix K arising from the root junctions.
Observe that the Cartan matrix, giving the Dynkin labels of the simple roots, is realized
geometrically as the intersection of simple roots:
ai(αj) = Aji = − (αj ,αi) = Q
µ(αj)Kµi , (7.1)
where we also made use of (6.1) for the case of the adjoint. If we expand αj in the basis of
strings we find
− (αj,αi) = −Q
µ(αj) (sµ ,αi) , (7.2)
and from the last two equations we deduce that
0 = Qµ(αj)(Kµi + (sµ ,αi)) . (7.3)
To find the general solution of the above equation consider the set of vectors associated to all
simple roots: Qµ(α1), · · · , Qµ(αr). Let r1µ, · · · , r
n
µ be a basis for a set of vectors orthogonal
to all of the Q vectors, namely
Qµ(αj)r
l
µ = 0 , (7.4)
for all j and l. Then the general solution of (7.3) is
K ′µi = − (sµ ,αi) +
n∑
l=1
βi lr
l
µ . (7.5)
The simplest solution is therefore
Kµi = − (sµ ,αi) . (7.6)
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If we take this to be the correct value for the matrix K we can now find a simple expression
for the Dynkin labels of junctions. We have
ai(J) = Q
µ(J)Kµi = −Q
µ(J) (sµ ,αi, ) (7.7)
= − (J ,αi) ,
showing that the Dynkin labels of the weight associated to any junction are determined by
its intersection with junctions associated to the simple roots. This is exactly the result we
said we would prove in (4.21). It was said then that the constants ai in (4.7) are indeed the
Dynkin labels of the associated weight vector.
We now explain why (7.7) is the correct solution. Assume we have a set of junctions {Jα}
all of which have the same asymptotic charges (p, q). Similarly, assume we have another set
of junctions {J′β} all of which have asymptotic charge (p
′, q′). Assume further that both
(p, q) and (p′, q′) are not identically zero, nor proportional to each other. Finally, assume
(7.7) identifies correctly these two sets of junctions to two representations. Under these
circumstances, we will show that (7.6) is the only possible solution.
Assume that ai(Jα) = Q
µ(Jα)Kµi maps correctly the junctions {Jα} to the full set of
weight vectors ~λ(Jα) of a specific representation Rα. Note that from (7.5) it follows that
a′i(Jα) = ai(Jα) +
∑
β,µ
βil r
l
µQ
µ(Jα) . (7.8)
We now claim that there are two vectors rµ satisfying the required orthogonality condition
(7.4). These are the vectors r1µ and r
2
µ satisfying for arbitrary junctions
Qµ(J)r1µ = p(J), Q
µ(J)r2µ = q(J) . (7.9)
Since root junctions have zero asymptotic charges the requisite conditions (7.4) are satisfied.
Now eq. (7.8) can be rewritten as
a′i(Jα) = ai(Jα) + βi p(Jα) + γi q(Jα) . (7.10)
The important thing to note here is that since all junctions have the same asymptotic charges
all weight vectors ~λ(Jα) are shifted by the same vector ~ρ0; namely
~λ′(Jα) = ~λ(Jα) + ~ρ0 , (7.11)
where
~ρ0 =
∑
i
(βip+ γiq)~w
i . (7.12)
Since the set of weights of any (irreducible) representation Rα cannot be invariant under
translations we conclude that ~ρ0 = ~0. Because the fundamental weights ~w
i form a basis, if
~ρ0 = ~0 then
(βip+ γiq) = 0 , ∀ i. (7.13)
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Similarly, the second set of junctions would require (βip
′ + γiq
′) = 0 , ∀ i. Since we assumed
that the (p, q) and (p′, q′) values are nonzero and not proportional, this implies that the
constants βi and γi vanish identically. This concludes our proof.
The above discussion is in agreement with our experience in the previous section. For the
Dn algebras we had to examine two sets of junctions with non-vanishing asymptotic charges
to fix the matrix K (for the case of An algebras, as usual, one representation sufficed).
7.2 An and Dn algebras revisited
We now verify that our previous results for su(n) and so(8) follow directly from (7.7).
Consider first su(n), and examine ai = −Qµ(sµ,αi). Since αi = ai − ai+1, the formula gets
contributions only from µ = i, i+ 1, reproducing ai = Q
i −Qi+1.
In a similar fashion we can confirm our results for so(8). The simple roots are given in
(3.28)
αi = ai − ai+1 i = 1, 2, 3 , α4 = a3 + a4 − b− c . (7.14)
For i = 1, 2, 3 we find ai = Q
i
A −Q
i+1
A since the b and c strings have zero intersection with
the first three root junctions. We then get a4 = −Qµ(sµ,α4) and the only nontrivial terms
are
a4 = −Q
3
A (a3 ,α4)−Q
4
A (a4 ,α4)−QB (b ,α4)−QC (c ,α4) ,
= Q3A +Q
4
A +QB −QC , (7.15)
reproducing (6.18). The case of so(2n) proceeds along the same lines.
7.3 Matching junctions to special representations
Looking for junctions of self-intersection (−1) for the exceptional algebras, we found sets
of 27, 56 and 240 junctions for E6, E7 and E8 respectively. How can we confirm that (7.7)
associates these junctions precisely to the weight vectors of the 27, the 56, and to the non-
zero weights of the 248? We claim that it is sufficient to prove that for each case one junction
maps to a weight vector of the representation in question. This will be simple to show, given
that all weights of 27, all weights of the 56, and all non-zero weights of the 248 have the
same length, and no weight appears more than once in the representations.5
Focus on one of the algebras and the set of (−1) self-intersection junctions that we wish
to show is associated to a representation R. Assume there is a junction J in the set that
maps to a weight vector ~λ in R. Let ~α be a simple root that can be added to ~λ to get another
weight vector ~λ′ = ~λ+~α in R. The linearity of (7.7) implies that J′ = J+α is mapped to ~λ′.
We now want to show that J′ and J have the same self-intersection. Recall that assuming
5The same is true for the vector and spinor representations of the Dn series, as well as for the 27 of E6.
We thank V. Kac for bringing these facts to our attention.
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(7.7) we showed that the self-intersection of a junction J is related to the length squared of
its associated weight vector by
− (J,J) = ~λ(J) · ~λ(J) + f(p, q) , (7.16)
where f(p, q) is a quadratic form in the asymptotic charges, as (4.40), (4.46), (4.52). Since
α has zero asymptotic charge, J and J′ have the same asymptotic charges and
(J′,J′)− (J,J) = − (~λ′ · ~λ′ − ~λ · ~λ) . (7.17)
Thus as long as ~λ′ has the same length as ~λ, J′ has the same self-intersection as J.
The claim now follows easily. Starting with any weight produced by a junction, we can
by the process of adding or subtracting simple roots reach every weight in the representation
R. In the case of E6 and E7, for each such weight we find a junction of self-intersection (−1)
mapping to it. Since no weight appears more than once we produce a set of dim(R) different
junctions of self-intersection (−1) that give correct Dynkin labels. Since, by assumption,
there are precisely dim(R) junctions of self-intersection (−1) for the given values of (p, q)
the set of junctions produced by the iterative procedure must coincide with the junctions we
found in the lattice. For the case of E8 we note that the 240 nonzero weights break into two
groups, the positive roots and the negative roots. All positive roots can be obtained from a
positive root by adding and subtracting simple roots, and the same holds for the negative
roots. If we have a junction mapping to a positive root, minus that junction will map to
the corresponding negative root. The above argument then can be applied to the two sets
separately. This concludes our proof.
We now turn to a discussion of each exceptional algebra individually.
7.4 Dynkin labels of E6
The simple roots of E6 are given in (3.40). Compared to so(8), there is now an additional
A brane and an additional C brane.
The roots like αj = ai − ai+1 produce cancellations and give aj = QiA − Q
i+1
A as before.
Similarly, we have α5 = c1 − c2, and obtain a5 = Q1C −Q
2
C . Finally, α4 is analogous to α4
of so(8). We find
a1 = Q
1
A −Q
2
A
a2 = Q
2
A −Q
3
A
a3 = Q
3
A −Q
4
A (7.18)
a4 = Q
4
A +Q
5
A +QB −Q
1
C
a5 = Q
1
C −Q
2
C
a6 = Q
4
A −Q
5
A.
We invert the matrix K to find for the invariant charges
Q1A =
1
3
(4a1 + 5a2 + 6a3 + 4a4 + 2a5 + 3a6 − p+ 3q) ,
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Q2A =
1
3
(a1 + 5a2 + 6a3 + 4a4 + 2a5 + 3a6 − p+ 3q) ,
Q3A =
1
3
(a1 + 2a2 + 6a3 + 4a4 + 2a5 + 3a6 − p+ 3q) ,
Q4A =
1
3
(a1 + 2a2 + 3a3 + 4a4 + 2a5 + 3a6 − p+ 3q) , (7.19)
Q5A =
1
3
(a1 + 2a2 + 3a3 + 4a4 + 2a5 − p+ 3q) ,
QB =
1
3
(−4a1 − 8a2 − 12a3 − 10a4 − 5a5 − 6a6 + 4p− 9q) ,
Q1C =
1
3
(−2a1 − 4a2 − 6a3 − 5a4 − a5 − 3a6 + 2p− 3q) ,
Q2C =
1
3
(−2a1 − 4a2 − 6a3 − 5a4 − 4a5 − 3a6 + 2p− 3q) .
Again the condition that {Qi} ∈ ZZ requires that the charges of a junction be determined by
the conjugacy class of the representation. E6 has ZZ3 conjugacy determined by the quantity
C = a1 − a2 + a4 − a5 (mod 3). (7.20)
and we see that we must have
p = C (mod 3) . (7.21)
The highest weight vector of the 27 has Dynkin labels (1, 0, 0, 0, 0, 0). Using (7.18), one
can check that the junction a1, present in the set of 27 junctions of self-intersection (−1),
maps to this weight vector. Hence this set of 27 junctions with asymptotic charge (1, 0) is
associated to a 27. Additionally, we can use the transformation (5.29) to produce another 27,
with asymptotic charges (1, 1). Since (7.7) successfully identifies these two sets of junctions
with (p, q) not proportional, by our previous arguments it is the only solution for E6.
7.5 Dynkin labels of E7
The simple roots of E7 are given in Eqn. (3.43). There is one more A-brane than in E6. The
roots have the same basic structure, and similar calculations lead us to the result
a1 = Q
1
C −Q
2
C ,
a2 = −Q
1
A −Q
2
A −QB +Q
2
C ,
a3 = Q
2
A −Q
3
A ,
a4 = Q
3
A −Q
4
A , (7.22)
a5 = Q
4
A −Q
5
A ,
a6 = Q
5
A −Q
6
A ,
a7 = Q
1
A −Q
2
A.
As we did for E6, we can invert K to find
Q1A =
1
2
(−2a1 − 4a2 − 4a3 − 3a4 − 2a5 − a6 − a7 − p+ 3q) ,
Q2A =
1
2
(−2a1 − 4a2 − 4a3 − 3a4 − 2a5 − a6 − 3a7 − p+ 3q) ,
Q3A =
1
2
(−2a1 − 4a2 − 6a3 − 3a4 − 2a5 − a6 − 3a7 − p+ 3q) ,
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Q4A =
1
2
(−2a1 − 4a2 − 6a3 − 5a4 − 2a5 − a6 − 3a7 − p+ 3q) ,
Q5A =
1
2
(−2a1 − 4a2 − 6a3 − 5a4 − 4a5 − a6 − 3a7 − p+ 3q) , (7.23)
Q6A =
1
2
(−2a1 − 4a2 − 6a3 − 5a4 − 4a5 − 3a6 − 3a7 − p+ 3q) ,
QB = 3a1 + 6a2 + 8a3 + 6a4 + 4a5 + 2a6 + 4a7 + 2p+ 5q ,
Q1C = 2a1 + 3a2 + 4a3 + 3a4 + 2a5 + a6 + 2a7 + p− 2q ,
Q2C = a1 + 3a2 + 4a3 + 3a4 + 2a5 + a6 + 2a7 + p− 2q .
E7 has ZZ2 conjugacy, given by
C = a3 + a4 + a6 + a7 (mod 2) (7.24)
and indeed we see for the invariant charges to be integral we require
p+ q = C (mod 2). (7.25)
The highest weight of the 56 has Dynkin labels (0, 0, 0, 0, 0, 1, 0). As one can verify using
(7.22), the junction
−
6∑
i=1
ai − a6 + 4b+ 2
2∑
j=1
cj , (7.26)
with asymptotic charges (1, 0), maps to this weight vector. This junction is among the set of
56 with self-intersection (−1), and implies that this set is identified with the 56. (5.30) can
be used to produce another 56 with asymptotic charges (2, 1), and these two representations
together establish that (7.7) is the only solution for E7 as well.
7.6 Dynkin labels of E8
The simple roots of E8 are given in Eqn. (3.46). There is now a total of 7 A-branes. Almost
identical calculations give
a1 = Q
1
C −Q
2
C ,
a2 = −Q
1
A −Q
2
A −QB +Q
2
C ,
a3 = Q
2
A −Q
3
A ,
a4 = Q
3
A −Q
4
A , (7.27)
a5 = Q
4
A −Q
5
A ,
a6 = Q
5
A −Q
6
A ,
a7 = Q
6
A −Q
7
A ,
a8 = Q
1
A −Q
2
A.
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Again we can invert K, to obtain for the invariant charges
Q1A = −2a1 − 4a2 − 5a3 − 4a4 − 3a5 − 2a6 − a7 − 2a8 − p+ 3q ,
Q2A = −2a1 − 4a2 − 5a3 − 4a4 − 3a5 − 2a6 − a7 − 3a8 − p+ 3q ,
Q3A = −2a1 − 4a2 − 6a3 − 4a4 − 3a5 − 2a6 − a7 − 3a8 − p+ 3q ,
Q4A = −2a1 − 4a2 − 6a3 − 5a4 − 3a5 − 2a6 − a7 − 3a8 − p+ 3q ,
Q5A = −2a1 − 4a2 − 6a3 − 5a4 − 4a5 − 2a6 − a7 − 3a8 − p+ 3q , (7.28)
Q6A = −2a1 − 4a2 − 6a3 − 5a4 − 4a5 − 3a6 − a7 − 3a8 − p+ 3q ,
Q7A = −2a1 − 4a2 − 6a3 − 5a4 − 4a5 − 3a6 − 2a7 − 3a8 − p+ 3q ,
QB = 7a1 + 14a2 + 20a3 + 16a4 + 12a5 + 8a6 + 4a7 + 10a8 + 4p− 11q ,
Q1C = 4a1 + 7a2 + 10a3 + 8a4 + 6a5 + 4a6 + 2a7 + 5a8 + 2p− 5q ,
Q2C = 3a1 + 7a2 + 10a3 + 8a4 + 6a5 + 4a6 + 2a7 + 5a8 + 2p− 5q.
E8 has just one conjugacy class, and accordingly, there is no condition on the asymptotic
charges.
As discussed before, there are 240 junctions with asymptotic charge (1, 0) and self-
intersection (−1). One of these corresponds to the highest weight (0, 0, 0, 0, 0, 0, 1, 0),
−
7∑
i=1
ai − a7 + 8b+ 4
2∑
j=1
cj , (7.29)
and following our earlier arguments this is sufficient to establish that these junctions are
associated to the weights of the 248 with non-zero length.
Since the roots of E8 have length squared 2 and the Cartan generators have zero length
squared, by (7.17) we expect the remaining 8 weights to be associated to a junction with self-
intersection (+1). The common weight vector has vanishing Dynkin labels, which requires
QiA ≡ QA ∀i, Q
1
C = Q
2
C ≡ QC , and
− 2QA −QB +QC = 0 . (7.30)
Furthermore we have for general asymptotic charges
p = 7QA +QB + 2QC , (7.31)
q = −QB + 2QC .
There is a unique solution for each (p, q). For our case of (1, 0) we find
QA = −1 , QB = 4 , QC = 2 . (7.32)
One can readily check that the self-intersection of this junction is indeed (+1).
Using (5.31) we can produce another 248, this one with asymptotic charges (2, 1), and
can use this 248 together with the previous one to establish that (7.7) is the only possible
relation for E8. Thus we have proved that (7.7) is the unique solution for all simply laced
Lie algebras.
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8 Conclusions and open questions
In this paper we have examined the Lie algebra representations arising from string junctions
ending on a background of branes. On the space of junctions we have defined equivalence
classes. Two junctions belong to the same class if they can be transformed into each other
by brane crossings and continuous deformations. Each equivalence class has a canonical
representative, where the junction does not cross the branch cut of any brane. The space
of equivalence classes has the structure of a lattice, with generators called basis strings.
A general equivalence class is constructed by integer linear combinations of basis strings.
This lattice is equipped with a metric, i.e. a bilinear symmetric inner product, arising from
intersection invariants. This metric is positive definite for the An series, degenerate for the
Dn series, and nondegenerate but indefinite for the En series.
Additionally, we have elucidated the relation between the lattice of junctions on this
background, and the weight lattice of the Lie algebra. For the An series the junction lattice
has one more dimension than the weight lattice, while for the Dn and En series the junction
lattice has two more dimensions than the corresponding weight lattice. In these latter cases,
a choice of asymptotic (p, q) charges selects a junction sub-lattice of codimension two which
can be identified with the weight lattice of one conjugacy class of representations of the
algebra. A given weight vector in this conjugacy class is thus represented as a junction with
the chosen (p, q). For any specific conjugacy class, the weight sub-lattice can actually be
identified with a set of (p, q) junction sub-lattices. The set of (p, q) values associated to each
conjugacy class defines an equivalence class; this association being an isomorphism between
the group of conjugacy classes and the group of (p, q) equivalence classes under addition.
The conjugacy class of the adjoint maps to the equivalence class containing the asymptotic
charge (0, 0).
Not only are junction and weight lattices related, but their metrics are related as well.
The identification of the (0, 0) junction sub-lattice to the root lattice maps one metric into
the other. For other (p, q) sublattices the two metrics differ by a quadratic form in p and q.
Moreover, just as the Dynkin labels of a given weight are found by inner product with the
simple roots, they are also given by the inner product of the associated junction with the
(0, 0) junctions representing the simple roots. It is useful to think of the entire junction space
as isomorphic to an extended weight lattice, with additional fundamental weights associated
to the asymptotic charges. The additional weights are also related to the u(1) generators of
the configuration that are not part of the enhanced gauge algebra.
Important questions remain. A full systematic analysis of the junction lattice, giving for
example the states and representations for every possible intersection number, is missing.
While in the standard weight lattice a given weight vector can appear in an arbitrary number
of representations, one feels that the junction lattice, having more room in it, could organize
states and representations in a less degenerate way. Note that the junction lattice is in
some sense more basic than the lattice of homology classes of surfaces, the familiar object
typically used to see the emergence of Lie algebras (see [33]). A basis string, when lifted to
the elliptic fiber, is essentially half of a two-sphere. We have not explored F -theory or M-
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theory viewpoints, nor attempted to relate our work to the geometrical engineering program
[24]. The significance of the extended root system is not completely clear. As presently
formulated, the extended Cartan matrix is block diagonal with zero inner product between
the new and old simple roots. There may be other relevant constructions.
Our work has been largely Lie-algebraic, and has not concentrated on the string-theoretic
realization of a junction. In particular, we have not attempted to determine which represen-
tations of a given symmetry algebra have associated BPS junctions. While non-BPS stable
junctions are also of interest [34], BPS states are easily identified in the string spectrum and
a full understanding of their properties should be feasible. It is known that two different
holomorphic submanifolds must have a non-negative intersection number (see, for example
[35]); this condition, used in [22], could be of help in the present context as well. If a given
representation is known to be realizable by BPS junctions, it remains to be shown that each
state is uniquely realized by one and only one representative in the corresponding equivalence
class of junctions for given values of the moduli. These ideas could be relevant to elucidate
the physics of N = 2 four dimensional theories with exceptional flavor symmetries.
By giving the general relation between junctions and weight vectors we have made precise
and extended in a significant way the usual picture of open strings stretched between branes
as representing particular generators of a gauge algebra. Perhaps our methods will find
further applications in other settings, and help find generalized brane constructions giving
more exotic gauge algebras and representations.
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Appendix: Dynkin labels for manifest subalgebras
In the brane configuration of D4 the manifest subalgebra (in the brane sense) is su(4)×u(1),
and for the brane configuration of En+1, the manifest subalgebra is su(n) × u(1) × su(2).
Our goal here is to give the Dynkin labels of the manifest subalgebras in terms of the Dynkin
labels {ai} of the enhanced algebras. This is a standard embedding problem, specified by
indicating the relation of the simple roots of the subalgebras to the simple roots of full
algebras.
In all of our cases the manifest subalgebra has the same rank as the enhanced algebra
G and can be obtained from the enhanced algebra through a series of maximal regular
subgroups [5, 6]. Because the rank never changes, the sought-after transformation of Dynkin
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labels is nothing but a change of basis in weight space. The normalization of the u(1) charge
is conventional.
For so(8)→ su(4)× u(1), as outlined previously, the decomposition occurs by removing
the fourth simple root and replacing it with the u(1) given in Eqn. (6.19). Letting {bi, Q∗}
denote the Dynkin labels of su(4) and the u(1) charge, we find
bi = ai , i = 1, 2, 3,
Q∗ = a1 + 2a2 + a3 + 2a4 =
4∑
i=1
QiA + 2QB − 2QC . (8.1)
Consider now E6 → su(5)× u(1)× su(2). Letting {bi, Q
∗, c} denote the Dynkin labels of
su(5), the u(1) charge and the Dynkin label of su(2) respectively, we find
(b1, b2, b3, b4) = (a1, a2, a3, a6), c = a5 , (8.2)
Q∗ = −4a1 − 8a2 − 12a3 − 10a4 − 5a5 − 6a6
= −4
5∑
i=1
QiA − 10QB + 5
2∑
i=1
QC . (8.3)
For E7 → su(6)× u(1)× su(2), with completely analogous notation, we find
(b1, b2, b3, b4, b5) = (a7, a3, a4, a5, a6), c = a1 , (8.4)
Q∗ = 3a1 + 6a2 + 8a3 + 6a4 + 4a5 + 2a6 + 4a7
= −2
6∑
i=1
QiA − 6QB + 3
2∑
i=1
QC . (8.5)
Finally, for E8 → su(7)× u(1)× su(2) we have
(b1, b2, b3, b4, b5, b6) = (a8, a3, a4, a5, a6, a7), c = a1 , (8.6)
Q∗ = −14a1 − 28a2 − 40a3 − 32a4 − 24a5 − 16a6 − 8a7 − 20a8
= 8
6∑
i=1
QiA + 28QB − 14
2∑
i=1
QC . (8.7)
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