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ABSTRACT 
 
 We present in this thesis a modification to the deformable simplicial complex method 
that allows it to reconstruct surfaces given only a point cloud extracted from a Wavefront .obj 
file.  By creating a velocity function that moves the vertices of an existing tetrahedral mesh 
towards their respective closest points in the cloud, we create a final surface that bears the 
likeness of the cloud itself, while not requiring any information as to the original mesh.  The 
reconstructed surface is resistant to fracturing and webbing, and is able to connect nearby 
vertices while keeping a clear mesh interface boundary, which prevents the intersection of faces 
from occurring.  We demonstrate our implementation with several examples derived from 
common .obj files and discuss the strengths and weaknesses of our approach with respect to 
each. 
  
 iii 
 
ACKNOWLEDGMENTS 
 
 I would like to express my thanks to my adviser, Professor John C. Hart, for introducing 
me to the deformable simplicial complex, and for all of his help with this project over the past 
year.  You were always ready and willing to clear up any misunderstandings I had during our 
project discussions and provide additional help via e-mail when necessary, continually having 
new ideas of where to take our experiments when our results didn’t turn out quite as we 
expected.  Your ability to casually recall papers and authors from seemingly any graphics-related 
project over years gone by never ceases to amaze me, and has proven to be very useful in our 
weekly graphics seminars. 
 I would also like to thank the members of my team in Fall 2014: Philip Hann, Michael 
Naumov, and Chenghao Liu.  Thanks go especially to Philip, with whom I collaborated 
extensively, and who would always promptly answer any questions I had.  We always worked 
well together and made a lot of progress working side-by-side during our Tuesday night coding 
sessions. 
 Finally, I would like to show my gratitude for M. K. Misztal and J. A. Bærentzen, the 
original authors of the DSC paper, for making their code and DEMO interface so easily 
extendable and freely available on GitHub.  I was able to achieve my goals by building on the 
shoulders of your existing implementation, and I appreciate the robustness of your work, as it 
became an incredibly useful resource for my own. 
  
 iv 
 
TABLE OF CONTENTS 
 
CHAPTER 1: INTRODUCTION ..............................................................................................1 
CHAPTER 2: RELATED WORK .............................................................................................3 
CHAPTER 3: THE ILLINOIS DSC ..........................................................................................5 
CHAPTER 4: MODIFYING THE ORIGINAL DSC .............................................................14 
CHAPTER 5: RESULTS .........................................................................................................21 
CHAPTER 6: ANALYSIS AND DISCUSSION ....................................................................29 
CHAPTER 7: CONCLUSION AND FUTURE WORK .........................................................35 
REFERENCES ........................................................................................................................38 
  
 1 
 
CHAPTER 1: INTRODUCTION 
 
 Reconstructing a surface from only a point cloud—a set of vertex positions in three-
dimensional space—is a difficult task that many have attempted to solve.  In reality, there is no 
single solution to this problem, but rather a seemingly infinite number of combinations of 
connected vertices, which together create a surface intended to resemble the original object.  
Merely linking points located close to one another to create triangular faces is not a satisfactory 
solution, as it does nothing to take into account the smoothness of the mesh.  It is the case with 
many point clouds (and in fact in some of our experiments, mentioned later) that connecting a 
series of vertices located further away from each other results in a final surface mesh with much 
more regularity and which turns out to become a better approximation of the initial model.  
While attempting to obtain this smoothness, our surface must also refrain from intersecting itself 
or containing tiny gaps in its mesh. 
 We approach this problem by utilizing the deformable simplicial complex: a method for 
deforming tetrahedral meshes which represent the surface we desire as an interface between 
interior and exterior tetrahedra.  The DSC allows a user to modify a mesh by assigning a 
destination point to all vertices on the interface, handling the movement of these vertices on its 
own as they cause their respective tetrahedra to collide, invert, split, and collapse [17].  By 
starting out with a cuboid mesh whose surface is inherently smooth, we shift our interface 
vertices in such a way that we can avoid creating a fractured or intersecting mesh as we 
propagate our interface’s smoothness between time steps. 
 In the next chapter, we review previous work related to the topic of point cloud 
reconstruction.  Chapter 3 discusses our attempts at re-implementing the deformable simplicial 
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complex method with a goal of speeding up overall computation time, while chapter 4 details our 
proposed solution within the confines of the original DSC’s code base.  We show the results of 
our experiments in chapter 5 and discuss and analyze the strengths and weaknesses of these 
results in chapter 6.  Finally, we discuss future directions of this work in our conclusion in 
chapter 7. 
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CHAPTER 2: RELATED WORK 
 
 Previous approaches to the problem of creating a three-dimensional surface from a point 
cloud are abundant and varied.  One popular method involves the use of Delaunay triangulations 
and Voronoi diagrams to reconstruct an explicit triangular mesh [4, 10, 11].  For instance, [1] 
creates a “crust” of a point set in two dimensions by computing the Delaunay triangulation of the 
union of points in the original set and its Voronoi diagram, and then uses the same technique to 
extend this work to three dimensions in [2].  Another method uses Non-Uniform Rational B-
Splines (NURBS) to create smooth, parametric surfaces [9, 16, 22].  Both of these techniques 
produce good results, but they begin to lack in quality and require special attention when noisy 
datasets are introduced. 
 Approaches utilizing implicit surface representations have also seen their share of 
research.  The early “Blobby Model” blended various primitives together to create an isosurface 
of the entire 3-D object, despite being a computationally expensive procedure [19].  A popular 
area of study involves generating an implicit signed distance function, where the zero-set 
isosurface of that function is extracted and regarded as the object’s final surface reconstruction 
[3, 5, 7, 14].  However, these methods require the presence—or estimation—of normal vectors 
for each point, although ways of doing so certainly exist [18].  Furthermore, they often need 
dense, uniform sampling, with the exception of [5] which uses natural neighbor interpolation to 
allow non-uniform data.  [5] completes its surface by again using Voronoi diagrams and 
Delaunay triangulation, even though other efficient options for triangulating implicit surfaces 
exist [20].  The famous level set method [21, 24, 25] can also allow for the efficient deformation 
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of implicit surfaces [6].  In [28] the zero isocontour of a level set function is created and 
deformed to produce the final surface mesh of unorganized data points. 
 Additional methods for reconstructing surfaces from point cloud data sets rely on the 
detection of geometric shapes within the cloud itself.  Clustering techniques allow for the direct 
extraction of planes, cylinders, and spheres, while other smooth surfaces can be recognized via 
point cloud segmentation [26].  The well-known RANSAC algorithm [12] can also find planes, 
spheres, cylinders, cones, and tori in data sets containing up to 50% outliers [23]. 
 Perhaps the most important work related to this thesis is the original paper on the 
deformable simplicial complex, which is the backbone of our entire implementation [17].  In 
addition to presenting the DSC method we utilize in our work, it provides a brief foray into point 
cloud reconstruction on its own.  Building on the efforts of [15], it uses least-squares minimizing 
planes to push faces onto regions of point cloud positions, and moves mesh interface vertices 
towards the intersection point of all incident faces.  While their approach produces decent results 
with a valid mesh, we feel that their singular example—an “artificial point cloud of a box with a 
cylindrical tunnel”—is quite a bit more trivial than the point clouds in our own experiments, as 
we will show in chapters 6 and 7. 
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CHAPTER 3: THE ILLINOIS DSC 
 
 During the Fall 2014 semester, the team of Philip Hann, Jared Saul, Michael Naumov, 
and Chenghao Liu (with Professor John C. Hart as adviser) attempted to recreate the original 
deformable simplicial complex implementation [13].  Our intention was to emulate the overall 
method while attempting to gain computational speedup by ignoring the quality values of edges, 
faces, and tetrahedra that the original DSC method takes into account when deciding to split 
them or declare them as degenerate [17]. 
 The backbone of our IDSC implementation was represented using various array data 
structures.  The 3-D coordinates of every vertex were maintained in one array, where every set of 
three numbers denoted a single vertex.  A second array of equal size held the 3-D coordinates of 
each vertex’s final desired target position.  All of the tetrahedra in the mesh were stored as 
another array of unsigned integers, where every four numbers represented the indices of the four 
vertices that made up each tetrahedron.  Further arrays were used to signify whether each vertex 
and tetrahedron were inside the mesh, outside the mesh, or lying on the mesh’s interface, and to 
mark vertices and tetrahedra as dead (still existing in the arrays because the tetrahedra listing 
depended upon vertex indices, but no longer contained within the mesh itself.)  We also 
maintained a mapping of each vertex’s neighboring tetrahedra, from which we could deduce its 
adjacent edges and faces on-demand. 
 The algorithm as we implemented it was not overly complex.  As each vertex knew its 
current position in three dimensional space as well as the position of where it wanted to go, we 
started by moving each vertex towards its desired destination as far as possible, stopping only 
when the vertex either reached its target or when moving it any further would have caused one of 
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the tetrahedra in the mesh to become inverted.  If, after this step, all vertices had reached their 
end points, we could consider the mesh’s evolution to be complete.  However, halting a vertex’s 
movement as a result of the latter condition created flattened, degenerate tetrahedra that our 
method then attempted to fix by retesselating the mesh. 
 The original deformable simplicial complex method contained a myriad of mesh 
improvement steps, including Laplacian smoothing of non-interface vertices, addition of Steiner 
vertices, and degenerate triangle removal [17].  Conversely, we attempted to build the IDSC to 
handle only the cases of degenerate tetrahedra.  To do so, we iterated over all tetrahedra currently 
in the mesh, and selected the ones whose four vertices were all coplanar (as a result of moving 
one vertex as close as possible to the face containing the other three, since moving it any further 
would have inverted the tetrahedron by turning it inside-out.)  From there, these flattened 
tetrahedra could be classified as one of four different degenerate cases, which were each resolved 
in different ways [13]: 
1) “Wedges” are tetrahedra where two of the four vertices are located in approximately the 
same position.  These tetrahedra contain a degenerate edge of extremely small length, 
which is subsequently collapsed, leaving the remaining face intact. 
2) “Tees” are degenerate tetrahedra where a vertex is located on one of the edges connecting 
the other three vertices.  In this case, we find which vertex v and opposite face pair have 
the smallest distance from each other, and which edge e in that face is closest to the given 
vertex.  Upon identifying those, we split edge e and collapse the vertex it created with 
vertex v. 
3) A degenerate, flattened tetrahedron will always have one of its four vertices located on 
the same plane as its opposite face.  If this vertex does not fall on a vertex or an edge as 
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in the previous “wedge” and “tee” cases, then the only remaining possibilities are that it 
will be positioned either inside or outside of the opposite face itself.  If the vertex v is 
located inside the face, we call the resulting convex tetrahedron a “cap”, and we resolve 
this case by splitting the longest edge in the tetrahedron and collapsing the resulting 
vertex with v. 
4) If the vertex falls outside of the opposite face instead (creating a concave tetrahedron), 
we declare it to be a “sliver”.  This case is resolved by identifying the two longest edges 
in the tetrahedron, splitting them, and collapsing the two resulting vertices they create. 
Graphical examples of these four types of degenerate tetrahedra can be seen in Figure 3.1. 
 After improving the mesh by removing the degenerate tetrahedra, our method started its 
next iteration of continuing to move any vertex that was not already located at its target position.  
In theory, this cycle of moving vertices as far as possible and cleaning up the mesh to allow any 
blocked vertices to move further would eventually terminate, resulting in a fully evolved mesh. 
 However, this did not happen to be the case in some of our tests.  Our IDSC 
implementation appeared to perform well initially, resolving tetrahedra degeneracies as expected.  
Often, though, the mesh eventually moved into a deadlock state where certain vertices were 
unable to move any further towards their desired target positions.  Edges were split and collapsed 
according to the given rules, but these changes did not allow the vertices any additional freedom 
of movement, so they were split and collapsed again as needed.  This resulted in an uninterrupted 
outpouring of new tetrahedra into the mesh which did little to help move the remaining vertices 
into place. 
 Our IDSC implementation was initialized by enclosing the given mesh in a cube and 
connecting each vertex on the interface of the mesh with its closest matching corner of the 
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outside cube, as seen in Figure 3.2.  On the other hand, the original deformable simplicial 
complex method appears to create a grid out of its exterior vertices, as can be seen in Figure 3.3 
and again on a larger scale in Figure 3.4.  During a test of our method in which a spherical 
tetrahedral mesh was rotated, it appeared that the corner-clustered groups of elongated tetrahedra 
in our exterior mesh were staying alive without being split far longer than necessary, and that 
perhaps their continued existence played a factor in our method’s eventual deadlock.  We 
initially attempted to resolve this by deciding to always split edges connecting the interface of 
the tetrahedral mesh to the corners of the boundary cube, but even this seemed to create similar 
results, albeit on a smaller scale. The screenshot in Figure 3.5 illustrates these intermediate edges 
(shown in green), along with a clear spiral around the mesh in the center of the cube, still 
connected to the corners of the new, smaller cube. 
 Soon afterward, Hann, Naumov, and Liu left the team upon their graduation, and the 
project’s focus shifted to modifying a forked version of the original deformable simplicial 
complex method’s code base to achieve our goal of using an implementation of the DSC to 
perform surface reconstruction from point clouds.  At the time of this writing, the task of 
improving the IDSC’s in-house visualizer and subsequently debugging its implementation is 
under the care of new team member Allen Qiu.  
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FIGURES FOR CHAPTER 3 
 
 
(a) Wedge 
 
(b) Tee 
 
(c) Cap 
 
(d) Sliver 
Figure 3.1: Examples of the four types of degenerate tetrahedra, taken from [13] 
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Figure 3.2: The Illinois deformable simplicial complex (IDSC) implementation enclosing a small 
spherical mesh inside a cube and connecting each interface vertex to one of the vertex corners on 
the exterior boundary cube 
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Figure 3.3: The original deformable simplicial complex method’s provided cube_simple.dsc 
mesh is surrounded by equally-spaced empty grid cells 
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Figure 3.4: Figure 3.3 on a larger scale, using the provided cube.dsc mesh 
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Figure 3.5: The Illinois deformable simplicial complex implementation, depicting a spherical 
mesh centered within a large bounding cube and rotated fifty-five degrees.  Edges connecting the 
interface of the spherical mesh and the bounding cube have been split 
 
  
 14 
 
CHAPTER 4: MODIFYING THE ORIGINAL DSC 
 
 In Spring 2015, the Illinois deformable simplicial complex implementation was running 
but incomplete (as it would eventually fall prey to an infinite loop), and all of the other project 
members had left the team due to graduating from the university.  At this juncture, it was decided 
that in order to accomplish the original goal of performing point cloud reconstruction using the 
deformable simplicial complex, it would be best to try to extend the original DSC code rather 
than devote the semester’s resources to working out any and all problems with our 
implementation. 
 The official deformable simplicial complex implementation’s code is maintained in a 
publicly-viewable repository on GitHub, at https://github.com/janba/DSC.  We began by 
“forking” the project (that is, creating a copy of the entire repository) which we could then freely 
modify without accidentally introducing any adverse effects on the original repository.  This new 
repository, which houses all of our changes to the original code base, can be found at 
https://github.com/JaronOrchard/PointCloudDSC.  The DSC project was originally built for 
Xcode on Mac OSX, but we needed it to facilitate further development on a Windows machine.  
To this end, the first few changes we made involved miscellaneous fixes to improve Microsoft 
Visual Studio support.  Unfortunately, some of the more recent commits to the official 
deformable simplicial complex code base incorporated C++ functionality that was not fully 
supported by our version of Visual Studio.  Therefore, our forked version of the repository 
contains only the improvements made up until mid-November 2014, when the unsupported code 
was added. 
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 According to the DSC wiki’s Instructions page (located at 
https://github.com/janba/DSC/wiki/Instructions), to begin extending the DSC method, the first 
step (if using the provided DEMO user interface) is to create a new velocity function class.  
Velocity functions are essentially responsible for deciding how the loaded tetrahedral mesh will 
deform itself by selecting destinations for each interface vertex, as well as keeping track of how 
much time has elapsed during the deformation steps.  The given deformable simplicial complex 
DEMO code already comes with three examples of velocity functions: 
1) The RotateFunc class in rotate_function.h: Identifies the center of the mesh, then applies 
a rotation matrix to each interface vertex to move it around the center point. 
2) The AverageFunc class in average_function.h: Makes the mesh interface more smooth by 
taking each vertex on the interface, calculating the average position of all neighboring 
interface vertices, and moving the vertex somewhat towards that position. 
3) The NormalFunc class in normal_function.h: Deforms the mesh by slightly moving each 
vertex on the interface in the direction of its normal vector.  A vertex’s normal vector is 
defined as the average of all of the normal vectors of its adjacent faces on the interface of 
the mesh. 
We follow suit by creating a PointCloudFunc velocity function class inside of 
point_cloud_function.h.  However, before we can utilize it to deform a tetrahedral mesh, we need 
to first load and store a point cloud, and decide how the mesh’s interface vertices will be moving 
towards those points. 
 Our PointCloudFunc class internally stores its point cloud as a vector of vertex positions.  
In the class’s constructor, we import the point cloud by reading in vertices from a Wavefront .obj 
file.  As the .obj file format is one of the more universally accepted geometry definition formats, 
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it was naturally the best choice for specifying a list of vertices.  Our code only reads in (and only 
needs) the vertex positions—other information in the file such as faces, texture coordinates, or 
normal vectors is ignored. 
 Due to using the deformable simplicial complex method, we want to ensure that our 
tetrahedral mesh’s interface will never exceed the outer bounding cube signifying the exterior of 
the mesh.  Previous tests using the aforementioned NormalFunc and AverageFunc velocity 
functions have shown that deforming the mesh to the point where it presses up against the outer 
bounding cube causes irreparable damage to the mesh, even if one were to shrink it again.  
Therefore, if any points on the point cloud lie outside the outer bounding cube, the results will 
almost certainly go awry.  In order to stop this from becoming a problem, we normalize the point 
cloud by translating and scaling the entire cloud as one entity.  We first center the point cloud on 
the origin by finding the minimum and maximum vertex positions in the x, y, and z directions, 
and shifting the cloud so that the midpoint of those minimum and maximums lie at zero.  We 
then find the longest distance between a minimum and maximum in any of the three dimensions, 
and divide a target value by that distance (halved) to get a scaling factor.  In our implementation, 
the outer bounding cube occupies the space from [-1.5, -1.5, -1.5] to [1.5, 1.5, 1.5], and the scale 
target is set at 0.9 or 1.1 depending on the cloud, meaning that the furthest dimension in any 
direction should extend to around two-thirds of the way from the origin to any face of the cube.  
Every vertex’s position is multiplied by the scaling factor to either shrink it down (with respect 
to .obj files with large coordinate values) or expand it (for .obj files with small coordinate values) 
while keeping each vertex’s relative distance to its neighbors the same.  With the point cloud 
now centered on the origin and scaled so that the entire cloud fits comfortably inside the 
bounding cube, we can begin to deform the tetrahedral mesh itself. 
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 At the core of our algorithm is the formula for moving the mesh’s interface vertices to 
conform to the shape of the point cloud.  Our solution is inspired by equation (7) of [28], and can 
be described as the following: 
  𝑠𝑝𝑒𝑒𝑑(𝑛𝑖) = 𝛼 ∗ (?̂?𝑖 · (𝑝𝑖 − 𝑥𝑖)) (1) 
  𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡(𝑛𝑖) = 𝑠𝑝𝑒𝑒𝑑(𝑛𝑖) ∗ ?̂?𝑖 (2) 
where 𝑛𝑖 is the currently selected node on the interface, ?̂?𝑖 is its unit normal vector, 𝑥𝑖 is its 
position in three-dimensional space, 𝑝𝑖 is the position of the closest point to 𝑥𝑖 in the point cloud, 
and 𝛼 is some constant value.  We dot (𝑝𝑖 − 𝑥𝑖) with the node’s normal vector to obtain a 
general speed of movement, such that a normal vector facing 𝑝𝑖 will move as fast as possible 
while a normal vector orthogonal to 𝑝𝑖 will not move at all.  This value is then scaled by 𝛼 to 
speed up or slow down movement as necessary depending on the quality of the mesh, and the 
resulting scalar speed is multiplied by the node’s normal vector to obtain its new desired 
position.  The deformable simplicial complex is responsible for doing the subsequent work of 
relocating all of the interface vertices to their new locations.  Over a sequence of multiple time 
steps, the vertices’ normal vectors will shift as their faces move, and their positions will 
eventually converge on the point cloud. 
 Initial results were promising but in need of improvement (see chapter 5).  Our two main 
problems were occurrences of webbing in the mesh where there should have been gaps, and a 
few interface vertices converging upon points just outside the range of the point cloud. 
 The first problem can be mitigated by tweaking some of the given parameters of the 
deformable simplicial complex implementation.  The default parameters are described as “rather 
aggressive, aimed at avoiding increase in the complexity of the mesh” [17].  However, in our 
case, an increase in complexity is acceptable if it helps create mesh holes where desired and 
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eliminates some of the webbing covering those holes.  The DSC has six parameters governing 
quality values: lower bounds for the minimum and degenerate qualities of edges, faces, and 
tetrahedra.  It also has six parameters guiding the minimum and maximum length of edges, area 
of faces, and volume of tetrahedra.  Given our goals, we changed these parameters by slightly 
raising the lower quality bound at which a tetrahedron is declared degenerate to promote 
additional splitting, while slightly lowering the minimum quality a tetrahedron is allowed to 
have.  Other trials included lowering the minimum and maximum allowed area of faces as well 
as the minimum volume of a tetrahedron, but the results of those trials were subpar compared to 
changing the quality parameters alone. 
 The second problem concerns interface vertices (including ones in the instances of 
webbing) that move into a position offset from its point cloud-based destination, then continue 
no further.  These points sometimes appear as spikes in the mesh in an otherwise flattened 
region.  Our belief is that the dot product between the vertex’s unit normal and its movement 
vector aimed at the nearest point in the point cloud are nearly orthogonal, resulting in a speed 
function nearing zero and thus prohibiting movement.  We attempt to alleviate this problem by 
subtracting some amount of curvature from the speed function governing each vertex’s 
movement, and implement two different techniques to realize this goal. 
 One implementation involves computing the angular defect of each vertex on the mesh 
interface.  Angular defect is equal to 2π minus the sum of the angles of all faces adjacent to a 
vertex [27].  Computing this value within the DSC project is relatively straightforward: for all 
interface faces around an interface vertex, we find which of its three angles is adjacent to the 
vertex, use arccos to measure its size in radians, and sum up these values for all faces.  This sum 
is subtracted from 2π to obtain the final angular defect at that vertex, and then all vertices are 
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computed in the same manner.  Some subset of this value is then subtracted from the speed 
function, like so: 
 𝑠𝑝𝑒𝑒𝑑(𝑛𝑖) = (𝛼 ∗ (?̂?𝑖 · (𝑝𝑖 − 𝑥𝑖))) − (𝛽 ∗ 𝑎𝑛𝑔𝑢𝑙𝑎𝑟𝐷𝑒𝑓𝑒𝑐𝑡) (3) 
where 𝛽 is some constant value. 
 Another implementation involves finding the mean curvature of a vertex using equation 
(14) of [8], and is calculated as follows: for a given vertex 𝑥𝑖 on the mesh interface, all 
neighboring interface vertices 𝑥𝑗 are found (those connected by an edge on the interface).  Those 
two vertices share two interface faces.  We find the face angle of the remaining vertex in both 
faces, add their cotangents together, and multiply this scalar value by the vector (𝑥𝑗 − 𝑥𝑖).  The 
resulting vectors are summed up and multiplied by 
1
4𝐴
 where 𝐴 is the sum of the areas of all the 
faces.  The estimated curvature we desire is now the magnitude of the final vector.  Like the 
angular defect implementation, we then modify our speed equation: 
 𝑠𝑝𝑒𝑒𝑑(𝑛𝑖) = (𝛼 ∗ (?̂?𝑖 · (𝑝𝑖 − 𝑥𝑖))) − (𝛽 ∗ 𝑖𝑚𝑝𝑙𝑖𝑐𝑖𝑡𝐹𝑎𝑖𝑟𝑖𝑛𝑔𝐶𝑢𝑟𝑣𝑎𝑡𝑢𝑟𝑒) (4) 
where 𝛽 is again some constant value.  The effectiveness of using either approach (or not 
subtracting curvature from the speed function at all) tends to depend on the starting mesh and the 
point cloud, but repeated trials seem to indicate that the implicit fairing approach generally 
produces better results than the angular defect method. 
 Finally, we noted that in many of our results, the deformable simplicial complex had 
drastically lowered the amount of interface vertices in the mesh, resulting in a mesh that may be 
too coarse to properly converge on the given point cloud.  In this situation, we refine the mesh by 
finding the average area of all interface faces in the mesh and use the DSC to split all faces 
whose area is greater than that average.  We found that running a sequence of time steps to 
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partially conform to the point cloud before splitting the mesh and running additional time steps 
allowed us to obtain a better outcome than splitting the mesh before initially moving any 
vertices.  
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CHAPTER 5: RESULTS 
 
 Our method was run on the cube.dsc mesh included with the official deformable 
simplicial complex implementation, as shown in Figure 5.1.  For our point clouds, we used .obj 
files depicting the Stanford bunny, the canonical teapot mesh, and a cow.  The resulting meshes 
were exported to .obj format and viewed using ParaView.  Multiple screenshots of our trials are 
provided in the figures to follow, and we analyze and discuss these results in chapter 6. 
  
 22 
 
FIGURES FOR CHAPTER 5 
 
 
Figure 5.1: The starting mesh of all of our trials, which began with 2,402 interface vertices and 
4,800 interface faces 
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Figure 5.2: A reconstruction of the Stanford bunny point cloud, as shown from the front 
 
 
Figure 5.3: The bunny mesh shown from the side, with interface edges drawn 
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Figure 5.4: The bunny mesh shown from the back 
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Figure 5.5: The bunny mesh shown from the bottom, with interface edges drawn.  Note that all of 
the holes that exist in the bottom of the original bunny.obj mesh have been filled by our 
implementation, as discussed in chapter 6 
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Figure 5.6: A reconstruction of the teapot mesh 
 
 
Figure 5.7: The teapot mesh shown from the top, with interface edges drawn  
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Figure 5.8: The teapot mesh shown from the bottom 
 
 
Figure 5.9: A reconstruction of the cow point cloud 
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Figure 5.10: The cow mesh shown from the side, with interface edges drawn 
 
 
Figure 5.11: The cow mesh shown from the top 
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CHAPTER 6: ANALYSIS AND DISCUSSION 
 
 General and quality statistics for the experiments on the bunny, teapot, and cow point 
clouds are presented in the tables at the end of this chapter.  All three reconstructions ran three 
series of fifty time steps with mesh splitting subroutines called in-between, for a total of one 
hundred fifty time steps.  The elapsed time for each experiment fell between 14 and 16 minutes 
on average, depending on the complexity of the mesh. 
 The Stanford bunny, which retained the highest number of vertices/faces during the 
deformable simplicial complex’s run (or rather, had the least amount of them declared 
degenerate and subsequently collapsed), is one of our best results and is perhaps most indicative 
of the success of our implementation.  When work on this project first began, the bunny’s ear on 
the left side of its head (from its perspective) was consistently attached to its back with a 
tetrahedral webbing.  Our different approaches along the way of modifying DSC quality 
parameters, refining the mesh by splitting interface faces, and subtracting mean curvature where 
applicable has culminated in a mesh that not only contains no webbing at all around the ears, but 
is also able to distinctly depict the eyes, nose, and holes in the ears as they appear in the original 
mesh.  Additionally, it can be noted that while the original bunny.obj file contained several holes 
in the bottom of its mesh, our implementation has filled these gaps as shown in Figure 5.5, since 
they were not large enough to warrant a complete separation of the mesh like the space between 
the bunny’s ears would. 
 The teapot mesh contains an array of challenges for our implementation, but it tackles 
each one to the best of its ability.  The most obvious difficulty that must be overcome is the 
opening of the gap where the handle connects to the teapot’s body.  In order for the tetrahedral 
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mesh to converge on the sequence of points making up the handle without stretching across to 
the base and creating webbing over the hole, it must be split and refined enough such that nearly 
every point in the cloud is occupied by an interface vertex.  Our results do contain a tiny bit of 
webbing inside this region, but not enough to cover the entire area.  It is possible that this 
protrusion could be alleviated by a more targeted modification involving mean curvature (see 
chapter 7).  We also discovered through our experiments that with this mesh, it is important that 
the initial cube mesh be slightly larger than the point cloud to which we are attempting to 
converge.  Otherwise, the interface vertices commonly approach the points on the inside of the 
handle and stop there, robbing the handle of its full volume since the mesh will not extend to the 
handle’s far side. 
 Another noticeable obstacle our implementation encountered is related to the sheer 
amount of points in certain areas of the teapot point cloud.  Our results clearly depict the area 
around the rim of the teapot’s lid as quite rough and jagged, as it does the sections where the 
handle and spout connect to the teapot’s main body.  Upon closer inspection of the teapot.obj file 
using ParaView (as displayed in Figure 6.1), it becomes clear that these are areas of high vertex 
concentration.  Both ends of the handle and the spout, for instance, all contain twelve points in a 
circle that are actually situated inside the teapot’s main body, while the rim of the lid contains 
twenty-four sets of eight points each wherein all eight points are positioned abnormally close 
together.  As our algorithm merely finds the closest point in the point cloud and attempts to 
converge upon it, it has a distinct possibility of approaching a non-optimal point and creating a 
dent in the teapot as the movement of neighboring vertices continually changes each vertex’s 
normal vector.  At the very least, it will certainly not pick the same point in all twenty-four sets 
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around the lid, which will result in the back-and-forth roughness that we observe in the 
reconstructed mesh. 
 What our implementation perhaps best tackles with regards to the teapot is its spout itself.  
Although the final ring of vertices embodying the spout is situated firmly within the mesh and 
consequently creates the problems discussed in the paragraph above, the rest of the spout quietly 
matches what we would normally expect.  Like the Stanford bunny mesh, our early tests often 
included a patch of tetrahedral webbing connecting the teapot’s spout and body, but thanks to the 
mesh refinement steps, this webbing is non-existent in the final product.  Additionally, the tip of 
the spout itself is as pointy as it is in the original teapot.obj file, a feat whose success falls into 
question if the step subtracting mean curvature from the speed function is included in our 
algorithm.  Finally, we would be remiss if we did not call to attention the teapot mesh’s 
achievement of having the shortest maximum distance of all three meshes between any given 
interface vertex and its desired partner position in the point cloud.  However, again, the fact that 
the teapot.obj file contains an overabundance of vertices in certain areas such as the lid region 
may very well have been a factor in this accomplishment. 
 The final point cloud example, cow.obj, has its own set of pros and cons, much like the 
other tests.  Although crude, the final mesh appears to do a good job of keeping the structure of 
the cow’s head intact, especially its nose and pointy ears/horns in particular.  A couple of places 
where the mesh suffers are the region around its udder as well as its tail.  The udder’s proximity 
to the cow’s hind legs does not allow a big enough gap for the mesh to separate, and it thus joins 
the two together instead of converging on the udder’s four teats separately.  Likewise, the cow’s 
tail in the point cloud (visible in Figure 6.2) is made up of roughly five or six sets of twelve 
vertices each that are extremely closely located to the rear end of the cow.  In particular, there is 
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a larger-than-average gap between the middle rings of the tail, causing some of the interface 
vertices in that region to be attracted to the closer points on the back of the cow instead of the 
ones that would continue the tail.  In our mesh, this can be perceived as the jagged spike near the 
top third of the tail. 
 As usual, early attempts at reproducing the cow mesh contained a lot of webbing between 
both pairs of legs before the mesh refinement stages.  This webbing was eventually mostly 
alleviated, but our final mesh after the standard 150 time steps still contains a couple of 
tetrahedra near the cow’s left front leg as well as an additional clump of them near the lower area 
of its hind legs.  A fourth run of fifty time steps rids the mesh of the disconnected tetrahedra near 
the front legs, but does not completely fix the ones in back.  In spite of these additional 
tetrahedra, the cow mesh holds the record in our experiments for having the best average 
distance from all interface vertices to their nearest point cloud neighbors.  In fact, given that the 
clump of extra tetrahedra near the hind legs (where there are no matching point cloud positions) 
brings this average down, it speaks volumes about the quality of this trial.  
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FIGURES AND TABLES FOR CHAPTER 6 
 
 
Figure 6.1: The teapot.obj point cloud 
 
 
Figure 6.2: The cow.obj point cloud 
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Mesh 
Elapsed time 
over 150 steps 
Number of 
interface vertices 
Number of 
interface faces 
Bunny 15m 46s 5,063 10,154 
Teapot 14m 5s 2,550 5,110 
Cow 14m 53s 2,355 4,848 
 
Table 6.1: General statistics of the reconstructed meshes, including the time taken to deform the 
mesh to the point cloud as well as how refined the mesh was at completion 
 
 
 
Mesh 
Average distance to 
closest point in 
cloud 
Minimum distance 
to closest point in 
cloud 
Maximum distance 
to closest point in 
cloud 
Bunny 0.02915 0.00015 0.11350 
Teapot 0.03291 0.00034 0.10509 
Cow 0.02443 0.00026 0.16622 
 
Table 6.2: Quality statistics of the reconstructed meshes, where we compute the average, 
minimum, and maximum distance from the interface vertices of the mesh to each one’s closest 
point in the point cloud in order to determine how well the mesh converged upon the cloud.  The 
overall bounding box for our experiments was 3.0 x 3.0 x 3.0 
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CHAPTER 7: CONCLUSION AND FUTURE WORK 
 
 We have shown in chapter 5 that adding a point cloud velocity function to the original 
deformable simplicial complex code base, adjusting its parameters accordingly, subtracting 
curvature, and refining the mesh can all contribute to create a final product converging on the 
point cloud from a Wavefront .obj file.  As discussed in the previous chapter, our implementation 
using the DSC to reconstruct surfaces from point clouds has certainly produced some good initial 
results, but there is easily more to be done. 
 One problem to tackle is the double-edged sword that is subtracting mean curvature from 
the speed function.  By design, it is intended to help flatten out convex or concave points in the 
mesh, where a vertex’s normal vector has perhaps fallen orthogonal to its desired point cloud 
position and resulted in a speed function nearing zero.  Similar situations where this could be 
useful in the reconstructions we have presented are the minor webbing near the teapot’s handle 
and the clump of additional tetrahedra near the bottom of the cow’s hind legs.  Subtracting 
curvature can certainly accomplish this goal well—in trials where even 1% of implicit fairing 
curvature was removed from the speed function, the entire mesh was eventually smoothed into 
an ovoid shape. 
 Obviously, much lower values of the constant 𝛽 (see equation 4) must be used to present 
an overly ovoid result, but even then, the same curvature reduction that moves unwanted vertices 
into place also causes naturally convex or concave surfaces to flatten out as well.  This effect has 
been seen in our experiments to shift the cow’s horns and ears back towards the sides of its head 
and remove the tip of the teapot’s spout entirely.  We therefore postulate that subtracting mean 
curvature from the point cloud velocity function’s speed is sometimes desirable for certain 
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interface vertices, but not always for others.  The challenge lies in determining which vertices to 
affect, and when such modifications are likely to help the most. 
 Another problem lies with the fundamental nature of our algorithm when the point cloud 
extracted from the .obj file contains a cache of points in the same general location, or 
unnecessary vertices in the interior region of where we desire the mesh interface to be.  Both of 
these situations can be found in the teapot.obj mesh and were discussed in chapter 6.  As the 
teapot is not a watertight mesh but is separated into four different components, one can already 
assume that the vertex density around the lid area is easily twice as high as other areas of the 
teapot, since the vertices located on the edge of the lid are probably co-located with the ones that 
are part of the top of its body, where the lid rests.  Furthermore, the two ends of the handle and 
especially the spout contain a ring of points that are firmly positioned within the teapot’s body 
segment.  In both of these cases, our algorithm’s decision to gravitate each vertex towards its 
closest neighbor in the point cloud—no matter which point it is—more often than not introduces 
dents in the tetrahedral mesh where we would otherwise expect it to be flat.  For instance, the 
section of the mesh below the teapot’s spout is attracted to the final ring of the spout instead of 
the outside base of the teapot, but because those interface vertices have already successfully 
aligned themselves with other point cloud positions, they have no motivation to move away from 
where they are already stationed.  A similar situation occurred with the cow mesh, where the 
separated rings of vertices representing the cow’s tail were so far apart that the deformed mesh 
was instead attracted to the back of the cow. 
 While this problem is a difficult one to resolve, we feel it can be partially diminished by 
taking more data into account than just the point cloud alone, if such data is readily available.  
The rings of the cow’s tail, for instance, are connected by faces in the .obj file, whereas they are 
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not connected to the back of the cow.  The sets of vertices in the ring around the teapot’s lid are 
intended to connect to each other in a circle, but we currently provide our implementation with 
no way of knowing this to be the case.  If more data than the point cloud itself is not present, we 
may still be able to exclude certain points to enhance our results.  As our implementation ignores 
the faces of the .obj mesh anyway, we would not suffer any penalty if we simply removed the 
final ring of vertices of the teapot’s spout, allowing the deformable simplicial complex to attach 
the spout to the rest of the teapot by sheer proximity.  Doing this would help the mesh interface 
not descend into the teapot itself in search of those inner points, causing them to stay outside on 
the teapot’s boundary instead.  Again, what makes this solution complicated is needing to know 
explicit details regarding the .obj file the point cloud is based on, including which vertices should 
be more likely to connect to each other than others, and which ones may be able to be removed 
entirely in order to improve the overall quality of the final result. 
 Since the splitting of mesh faces was a major factor in the quality of our results, we have 
planned additional work in the area of adaptive resolution.  Specifically, we would like the mesh 
to be able to detect when quality could be improved via face splits between time steps.  The 
current plan is to evaluate, for each triangular face on the interface of the mesh, the speed 
function of not only all three of the face’s vertices, but also its centroid.  If the speed of all three 
vertices is close to zero while the centroid’s speed is sufficiently large, it may indicate a face that 
is out-of-place, but whose endpoints are happy where they are.  Such faces are common in areas 
with a webbing effect, such as the teapot’s handle.  By splitting that face (and therefore the two 
tetrahedra that share it), we create a new vertex that will subsequently begin to move towards its 
nearest point cloud neighbor. 
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