The TIPSTER Text Summarization Evaluation (SUMMAC) has developed several new extrinsic and intrinsic methods for evaluating summaries. It has established definitively that automatic text summarization is very effective in relevance assessment tasks on news articles. Summaries as short as 17% of full text length sped up decision-making by almost a factor of 2 with no statistically significant degradation in accuracy. Analysis of feedback forms filled in after each decision indicated that the intelligibility of present-day machine-generated summaries is high. Systems that performed most accurately in the production of indicative and informative topic-related summaries used term frequency and co-occurrence statistics, and vocabulary overlap comparisons between text passages. However, in the absence of a topic, these statistical methods do not appear to provide any additional leverage: in the case of generic summaries, the systems were indistinguishable in accuracy. The paper discusses some of the tradeoffs and challenges faced by the evaluation, and also lists some of the lessons learned, impacts, and possible future directions. The evaluation methods used in the SUMMAC evaluation are of interest to both summarization evaluation as well as evaluation of other 'output-related' NLP technologies, where there may be many potentially acceptable outputs, with no automatic way to compare them.
Introduction
The explosion of on-line textual material and advances in text processing technology have created a renewed interest in text summarization. In May 1998, the US government completed the TIPSTER Text Summarization Evaluation (suMMAC'), in an ideal (or 'reference') summary is preserved in the system summary, where the summaries being compared are at similar levels of compression (Edmundson 1969) .
The problem with matching a system summary against an ideal summary is that the set of reference summaries is necessarily incomplete: there is always the possibility of a system generating a summary that is quite different from any reference summary, but is still a good summary. This complication, which is also a problem for other NLP technologies such as machine translation, text generation, and speech synthesis where there may be many potentially acceptable outputs, is most extreme in the case of generated abstracts. However, it can occur even in the simple case of extracts where referential expressions are substituted (e.g, a proper name for a pronoun). The construction of reference summaries can be quite problematic in practice; there have been several reports of low agreement among judges when they are asked to construct reference summaries by extracting sentences, e.g. (Rath, Resnick and Savage 1961; Salton, Singhal, Mitra and Buckley 1997) , although judges may agree more on the most important sentences to include (Jing, Barzilay, McKeown and Elhadad 1998; Marcu 1999) . The comparison between system and reference summaries is usually measured in the case of extracts in terms of 'sentence recall' (how many of the reference summary sentences the machine summary contains), 'sentence rank correlation' (comparing the summarizer's ranking of sentences for extract-worthiness with a corresponding ranking by a human), or a 'content-based measure' (which compares the semantic content of system and reference summaries) (Donaway, Drummey and Mather 2000) .
Content-based measures, which offer some advantages over the others, including the ability to address both extracts and abstracts (Donaway, Drummey and Mather 2000) , are usually approximated by an automatically scored 'vocabulary overlap measure', generated by first filtering out function words in a stop-list, and then computing overlap using a measure such as cosine similarity (Salton and McGill 1983) . Vocabulary overlap measures can also be enhanced to take word order into account. While they are relatively insensitive to differences in meaning, e.g., between "The experiments provide evidence in favor of the hypothesis" and "The experiments don't provide evidence in favor of the hypothesis", since they have been used mostly for comparing extracts, or comparing abstracts that have a high degree of cut-and-paste relationship with the source, this problem does not manifest itself as much.
The second category of evaluation, an extrinsic evaluation, tests the summarization based on how it affects the completion of some other task. There have been a number of extrinsic evaluations involving question-answering and comprehension tasks (Morris, Kasper and Adams 1992) , as well as tasks which measure the impact of summarization on determining the relevance of a document to a topic (Brandow, Mitze and Rau 1995; Mani and Bloedorn 1997; Jing, Barzilay, McKeown and Elhadad 1998; Tombros and Sanderson 1998) . In applications involving information dissemination (e.g., distributing abstracts of scientific literature), one can also measure how much effort is required ('post-edit' time) to get the summary into some task-dependent acceptable state.
Extrinsic evaluations are especially attractive to a program like TIPSTER, because they can model tasks of interest to the TIPSTER funding agencies. Accordingly, the SUMMAC evaluation is mainly an extrinsic evaluation, focused on relevance assessment tasks. However, in order to explore relationships between the two kinds of evaluation, we also conducted an intrinsic evaluation Q&A task described below, which measures summary informativeness in terms of the extent to which key information from the source is preserved in the system summary at different levels -r.
of compression.
Related evaluations
There have been several other extrinsic summarization evaluations related to the task of relevance assessment. In the evaluation by Tombros et al. (1998) , the subjects were asked to find as many relevant documents as possible for a query within five minutes, with a comparison made between topic-related and generic summaries. Subjects were also allowed to reference the full-text. While this study is very interesting (with topicrelated summaries resulting in higher accuracy and speed of relevance assessment compared to generic summaries), it is subject to confounding factors such as trying to beat the clock as well as the interference from full-text access in determination of summary relevance. Jing et al. (1998) found that deciding on the relevance of a summary at 20% of the source length took a little over half the time in comparison with using the full source, with only a 7% loss of accuracy. However, this was a pilot study which used a small number of topics (4) and documents (10 per topic). Mani and Bloedorn (1997) also found that summaries led to faster relevance assessment without significant loss of accuracy, but they too used only four topics (but with 75 documents per topic); their study in addition lacked a baseline summary for comparison. The extrinsic evaluation of Brandow et al. (1995) differed from the others in the following way. Instead of selecting the set of documents for a query based on an information retrieval (IR) system's search against a full-text index, and then varying which instantiation (e.g. full-text or summary) each subject saw, Brandow et al. (1995) selected multiple sets of documents for each query, based on varying between a full-text and a summary index. Their results showed that summaries led to a dramatic loss in recall, with a significant gain in precision. However, their summarizer fared no better than a baseline method where just the . e initial ('leading') text of the document was used.
Summarization technologies

Overview
We now briefly describe the technologies used in text summarization. In general, summarization systems go through three stages: analysis of the source text to build an internal representation, transformation of the internal representation into a summary representation, and synthesis of output text (absent from systems which produce only extracts). Key operations carried out involve selection (filtering of elements), aggregation (merging of elements), and generalization (substituting more general elements for more specific ones).
There are two broad classes of approaches to text summarization (Mani and Maybury 1999) . The knowledge-rich approaches build a formal representation of the meaning of the source text, either as a set of logical forms (Reimer and Hahn 1988) , or as a template describing some key concept (e.g. a main event in a document about that event) in the text (Paice 1990; Radev and McKeown 1998) . In some cases, the system starts from a source of structured data, e.g. (Robin 1994; Maybury 1995; Radev and McKeown 1998) , where there is no associated full-text source (though in some of these instances, the structured data could have been constructed from a full-text source or sources as a result of an information extraction process).
The surface-oriented approaches select material from the source based on weights for features such as (1) position in some structural representation of the document (Edmundson 1969; Kupiec, Pedersen and Chen 1995; Hovy and Lin 1999) , (2) presence of cue phrases (Edmundson 1969; Pollock and Zamora 1975) like "in summary" or "in conclusion", as well as terms like "excellent" (higher weight), and "unimportant7' (lower weight), (3) presence of background terms from the title, headings in the text, the initial part of the text, or a user's query, and (4) presence of statistically salient terms, also called 'keywords' (Luhn 1958 ; Edmundson 1969) . These surface-oriented approaches have been limited to selecting extracts of source material (sometimes accompanied by topic or named entity lists), which are recombined by concatenation or syntactic rearrangement (Mani, Gates and Bloedorn 1999) to meet the compression rate requirement.
These are pure examples of the approaches, and many systems, including some of those evaluated here, adopt a hybrid approach. In recent research, corpus-based approaches have become quite dominant, including the machine learning of feature combinations (Kupiec, Pedersen and Chen 1995; Mani and Bloedorn 1998; Aone, Okurowski, Gorlinsky and Larsen 1999; Teufel and Moens 1999) , as well as the learning of sentence-shortening rules (Knight and Marcu 2000) . There has also been an interesting body of work exploiting a representation of the discourse structure of the text, based on Halliday's notions (Halliday and Hasan 1996) of text cohesion (Morris and Hirst 1991; Hearst 1997; Barzilay and Elhadad 1999; Boguraev and Kennedy 1999; Aone, Okurowski, Gorlinsky and Larsen 1999 ) and text coherence (Miike, Itoh, Ono and Sumita 1994; Marcu 1999) . For a more detailed introduction to the field, see Hovy and Marcu (1998) , Mani and Maybury (1999) and Mani (2001) .
Participant systems
To simplify the evaluation, it was designed as a black-box evaluation, which looked at summarization systems as a whole rather than their internal components. To keep things simple, the evaluation did not consider the type of technology used in the system as an independent variable; no attempt was made to systematically classify the different technologies to study their effect on performance. Nevertheless, in keeping with many successful black-box evaluations such as the Message Understanding Conference (MUC) (Grishman and Sundheim 1996) and the Text Retrieval named entities, and subject fields. Two participants modified the extracted text: Penn replaced pronouns with coreferential noun phrases, and Penn and NMSU both shortened sentences by dropping constituents. To offer a little more detail in terms of the type of technique used, a breakdown per participant system is as follows :
BT's ProSum used statistical techniques based on the co-occurrences of word stems, the length of sentences and their position in the original text to calculate the importance of a sentence in the context of the overall text in which it occurs. The most important sentences were then used to construct the summary. CIR created a thematic representation of a text that included nodes of thematically related terms simulating topics of the text. Related terms were identified using a thesaurus specially constructed for this task. CGI/CMU used a technique called Maximal Marginal Relevance (MMR), which produces summaries of very long documents by identifying key relevant, non-redundant information found within the document. Cornell/SabIR used the document ranking and passage retrieval capabilities of the SMART IR engine to effectively identify relevant related passages in a document. GE identified the discourse macro structure for each document and selected the passages from each component that scored well using both content and contextual clues. 1.4' s infoGIST is a commercial product that used proprietary algorithms to analyze a document and produce a summary intended for quick document scanning tasks. The IBM approach scored eligible sentences based on word scores, sentence position, paragraph position, and the first mention of salient terms. They used a term-frequency derived calculation to compute the word score. IS1 used a multi-faceted approach, including the optimal position of a sentence within a text, which varies based on text type, and building thematic representations of texts based on external ontologies. LN used a word and phrase-based technique to do statistical sentence weighting and keyword and phrase extraction. NMSU used information about the document structure combined with part of speech and proper name recognition to weight and select sentences to be included in their summaries. NTU used a multi-step approach to create user-focused summaries. They assigned a part of speech to each word, calculated the Extraction Strength (ES) for each sentence, and filtered out the irrelevant sentences to generate the best summary. Penn used co-reference resolution as the basis for their summaries, finding information within a document that is naturally linked together by referring to the same individual, organization, or event and extracting that related information to generate a summary. SRA extracted summarization features using morphological analysis, named entity tagging and co-reference resolution. They used a machine learning technique to determine the optimal combination of these features in combination with statistical information from the corpus to identify the best sentences to include in a summary. The Surrey system used lexical cohesion analysis to identify relationships within a text that lead to optimal summary creation. TextWise assigned subject field codes to documents (using a thesaurus) as an initial indicator of document content and identified the most relevant paragraphs, combining statistical information about term frequency with linguistic information. a UMass used a query expansion technique (from the INQUERY information retrieval system) which given a topic and a collection, selects top-ranked documents retrieved from the collection and then adds to the query terms from the context surrounding the topic terms in those documents. They then used a passage retrieval technique (also from INQUERY) to extract one passage per document.
SUMMAC summarization tasks
Overview
To address the goals of the evaluation, two extrinsic evaluation tasks and one intrinsic task were defined, based on activities typically carried out by information analysts in the US Government. In the extrinsic ad hoc task, the focus was on indicative summaries which were tailored to a particular topic. This task relates to the real-world activity of an analyst conducting full-text searches using an IR system to quickly determine the relevance of a retrieved document. Given a document (which could be a summary or a full-text source -the subject was not told which), and a topic description, the human subject was asked to determine whether the document was relevant to the topic. The accuracy of the subject's relevance assessment decision was measured in terms of judgments of the full-text source relevance, which were separately obtained from the TREC conferences. Thus, an indicative summary would be 'accurate' if it accurately reflected the relevance or irrelevance of the corresponding source. In the extrinsic categorization task, the evaluation sought to find out whether a generic indicative summary could effectively present enough information to allow an analyst to quickly and correctly categorize a document. Here the topic was not known to the summarization system. Given a document, which could be a generic summary or a full-text source (the subject was not told which), the human subject would choose a single category out of five categories (each of which had an associated topic description) to which the document was relevant, or else choose "none of the above".
The final task, an intrinsic question-answering task, was intended to support an information analyst writing a report. This involved an intrinsic evaluation where a topic-related summary for a document was evaluated in terms of its 'informativeness', namely, the degree to which it contained answers found in the source document to a set of topic-related questions.
Data selection
In the ad hoc task, 20 TREC topics were selected (see Table 9 for an example of a topic). For each topic, a 50-document subset was created from the top 200 ranked documents retrieved by a standard IR system. For the categorization task, only 10 TREC topics were selected, with 100 documents used per topic. The categorization topics were selected such that they could be grouped into two mutually exclusive classes: environment and global economy. Topics within a group were inspected to ensure that they were 'similar', based on subjective judgments of similarity, as well as the existence of relevant documents in common across pairs of topics within a group (the overlapping documents were then excluded from the test set).
In both tasks, the subsets were constructed for each topic such that 25%-75% of the documents were relevant to the topic, with full-text documents being 2000-20,000 bytes (300-2700 words) long, so that they were long enough to be worth summarizing but short enough to be read within the time-frame of the experiment. The subsets had no documents in common. Given the top 200 ranked documents, documents which met the length and relevance criteria were selected; from these, the top 50 (ad hoe task) or top 100 (categorization task) were chosen based on the search engine's ranking.
The documents were all newspaper sources, the vast majority of which were news stories, but which also included sundry material such as letters to the editor.
In each task, participants submitted two summaries: a fixed-length (Slo%) summary limited to 10% of the length of the source, and a summary which was not limited in length (S,,,).
Experimental hypotheses and method
Tests and expevimental design
In meeting the evaluation goals, the main question to be answered was whether summarization saved time in relevance assessment, without impairing accuracy.
The first test was a summarization condition test: to determine whether subjects' relevance assessment performance in terms of time and accuracy was affected by different conditions: full-text (F), fixed-length summaries (Sloe/,), variable-length summaries (S,,,), and baseline summaries (B). The baselines were comprised of the first 10% of the body of the source text; this baseline was chosen based on the finding by Brandow et al. (1995) of the importance of leading text summaries. The second test was a participant system test: to compare the performance of different participants' systems.
The third test was a consistency test: to determine how much agreement there was between subjects' relevance decisions based on showing them only full-text versions of the documents from the main ad hoc and categorization tasks. To arrive at definitive conclusions regarding these comparisons, we assumed a statistical methodology based on statistical significance testing. This methodology is as follows: in each of the tests above, we assume a null hypothesis, e.g, in the first two tests, the null hypothesis is that there is no difference in performance of subjects or systems between different conditions. We apply a statistical test to assess the difference in performance between groups (e.g. summarization conditions or systems), with the result from the test being subject to two parameters, a and p. The significance level a is the probability of rejecting the null hypothesis (i.e. in our case the hypothesis that there's no difference) when it's true, in other words, the probability of inferring a difference when there isn't one. Conventionally, a I 0.05; this value is used in the significance results reported in this paper. The parameter 1 is the probability of failing to reject a false null hypothesis, in other words, the probability of missing a significant difference. /? (= (1 -Power)) can be calculated from power tables (e.g. (Cohen 1969; Kirk 1968) ); given a statistical test, a sample size, and a significance level a, these tables compute the power to detect a small, medium and large effect size (i.e., the size of the difference in performance between summarization conditions or systems). Conventions for 'small', 'medium', and 'large' are arrived at from the experimental literature; see Cohen (1969) for details.
In designing our experiment, we conducted a 'dry-run' evaluation on the ad hoc and categorization tasks, which used fewer subjects and systems than the final evaluation. The dry-run indicated that we could expect very large effect sizes for the summarization condition and participant system tests. For the formal evaluation, given effect sizes as large as those in the dry-run, and given 1000 documents to be analyzed per subject, a power analysis indicated that a and P could be kept SUMMAC 53 acceptably small for the summarization condition test with as few as 20 full-text versions and 20 baseline summaries, leaving 480 documents to be allocated to Slo% and 480 to Soar. These 960 Slo% and Soar documents not only provided for acceptably small a and j for the participant system test, but also allowed us to sample as many of the systems' summaries as possible, which enabled us to offer detailed feedback to each participant.
Based on this, in the formal evaluation, for the ad hoc and categorization tasks, the 1000 documents assigned to a subject for each task were allocated among F, B, Slox, and Soar conditions through random selection without replacement (20 F, 20 B, 480 &ox, and 480 Soar). The 480 Slo% and Soar summaries were each divided uniformly across the 16 participants (with random selection of approximately 30 summaries per participant for each of Slo% and Soar). For the consistency tasks, each subject was assigned full-text versions of the same 1000 documents. In all tasks, the presentation order was varied among subjects. The evaluation used 51 professional information analysts as subjects, each of whom took approximately 16-20 hours. The main ad hoc task used 21 subjects, the main categorization 24 subjects; the consistency ad hoc task had 14 subjects, the consistency categorization 7 subjects (some subjects from the main task also did a consistency task). The subjects were told they were working with documents that included summaries. In the ad hoc task they were told that their goal, on being presented with a topic-document pair, was to examine each document to determine if it was relevant to the topic; in the categorization task, they were asked, given a document and five topics, to select a topic to which the document was relevant, or else to choose "none of the a b~v e "~.
Performance metrics
There are two main measures of performance, time and accuracy. The time of each individual's decision can be measured straightforwardly (from the log files), and is reported in seconds. Measuring accuracy is more complicated, and is explained below.
Basic measures of accuracy
The contingency table for the ad hoc task is shown in Table 2 . This contingency table analysis is ideally suited to problems of binary classification as in the ad hoc task. For the categorization task, where one is assigning a document to exactly one of six categories, we chose to collapse all the outcomes to two possibilities, correct or incorrect, as shown in Table 3 .
In keeping with the analysis of accuracy in terms of categorial decisions, differences between groups can be compared for statistical significance in terms of a parametric test such as chi-squared.
The instructions were only a few pages long.
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Aggregate measures o f accuracy
In addition to the basic measures above, it is possible to import into the summarization evaluation other accuracy metrics commonly used in the IR literature. These are aggregate measures4, computed for a set of decisions, unlike TP, etc., which are assigned to each individual decision. Further, these measures involve division, and so are undefined when the denominator is zero for the set of decisions.
(1)
In contrast to the basic measures of accuracy above, differences between groups on these aggregate measures are compared by means of an analysis of variance. An F-ratio value (not to be confused with F-score) provides an overall test of differences based on a conventional ratio between the variance among the group means (i.e. the between-group mean square) and the general population variance (estimated from the aggregated variances among scores within groups, i.e. the within-group means square).
When the F-ratio indicates that overall significant differences exist at an alevel criterion, then specific differences between groups are tested using Tukey's Studentized Range criterion, called the Honestly Significant Difference (HSD). When exploring data for effects, as in this study, where many comparisons are being made, HSD ensures that inferring erroneously that even one difference is true (when it truly isn't) has a probability of only a.
Results: ad hoe and categorization tasks
Pevfovmance by condition
In the ad hoc task, Soar summaries (at compressions as low as 17% of full text length) sped up decision-making by almost a factor of 2 (33.12 seconds per decision average time for Soar compared to 58.89 for F in Table 4 ), and were only 4% less accurate than full text (not a statistically significant difference -see Table 4 )5.
In the categorization task, the F-score on full-text was only 0.5, suggesting the task was hard in comparison with the ad-hoc task. Here a time speedup to 25.48 seconds for Sloe/, compared to 43.11 seconds for F was the only significant difference. None of the differences in accuracy were significant; since news articles are typically written to put the most important information first, in the case of generic summaries, it appears that here the baseline condition is hard to beat.
Another aggregate measure is Predictive Accuracy ( T P + T N ) / ( T P + FP + T N + FN).
Precision and Recall values tend to agree with Predictive Accuracy when the number of TP, TN, FP and FN are about equal; however, since Precision and Recall allow us to distinguish between the effects of FPs and FNs, we will use those instead.
The significance level a < 0.05 is used throughout this paper, unless noted otherwise. In both tasks, the main accuracy losses in summarization came from FNs, not FPs, indicating the summaries were missing topic-relevant information from the source6. This indicates that improved tailoring of the summary to the topic is required. In both, there were fewer gains in F-score above a 20% compression rate7. Finally, both tasks reveal a high variability in the time per decision taken by subjects in all conditions (a standard deviation of 35.45 for ad hoc and 38.79 for categorization).
Performance by participant
In the ad hoc task, the systems were all very close in accuracy for both summary types (Table 5 ). Three groups of systems were evident in the ad hoc So,, F-score accuracy data: Group I (CGI/CMU and Cornell/SabIR) is significantly more accurate than Group I11 (ISI), with no significant differences in accuracy between either of these groups and Group I1 (the rest); within groups, no significant differences in accuracy were found8. Interestingly, the Group I systems both relied on statistics based on term frequency and co-occurrence (Table 1) and vocabulary overlap comparisons between text passages. For the So,, summaries ( Figure I ), the Group I systems (average compression 25% for CGI/CMU and 30% for Cornell/SabIR) were not the fastest in terms of human decision time; considering both accuracy and time, Textwise, GE and Penn (equivalent in accuracy) were the closest in terms of Cartesian distance from the ideal performance. For Slo% summaries (Figure 2) , the accuracy and time differences aren't significant. Finally, clustering the systems based on degree of overlap between the sets of sentences they extracted for summaries judged By using Precision and Recall rather than Predictive Accuracy, the fact that none of the summaries (including baselines) differ from the source in Precision, although some differ in Recall, is brought to light. This means that the summaries are not erroneously including information that would lead to a false judgment of relevance. The S,,, summaries in both tasks had similar average compression rates, 22.24% ad hoc and 23.58% categorization. To show the differences, the rows are sorted by decreasing So,, F-scores. icon in Figures 1 and 2 , corresponds to the systems with the highest F-scores, all of whom, with the exception of GE, used similar features in analysis (Table 1 ). In the categorization task, by contrast, the 14 participating systemsg had no significant differences in F-score accuracy whatsoever (Table 6 , Figures 3 and 4) . In this task, in the absence of a topic, the statistical salience systems which performed relatively more accurately in the ad hoc task had no advantage over the others, and so their performance more closely resemble that of other systems. Instead, the systems more often relied on inclusion of the first sentence of the source -a useful strategy for newswire (Brandow, Mitze and Rau 1995) : the generic (categorization) summaries had a higher percentage of selections of first sentences from the source than the ad hoc summaries (35% of Slo% and 41% of Soar for categorization, compared to 21% Slo% and 32% Soar for ad hoc). We may surmise that in this task, where performance on full-text was hard to begin with, the systems were all finding the categorization task equally hard, with no particular technique for producing generic summaries standing out.
Note that some participants participated in only one of the two tasks. . No significant differences in F-score, or in time.
Agreement between subjects
The percentage agreement between a pair of subjects is computed by examining how often a relevance assessment decision made by one subject in the pair is identical with the decision made by the other subject. We get the 'pairwise agreement' by averaging the percentage agreement across all pairs of subjects. The percentage of 5 8 times all subjects make identical decisions is called the 'unanimous agreement'. As indicated in Table 7 , the unanimous agreement of just 16.6% and 19.5% in the ad hoc and categorization tasks respectively is low: the agreement data has Kappa (Carletta, Isard and others 1997) of 0.38 for ad hoc and 0.29 for categorizationlo.
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lo Dropping two outlier assessors in the categorization task -the fastest and the slowestresulted in the pairwise and three-way agreement going up to 69.3% and 54.0% respectively, making the agreement comparable with the ad hoc task. The ad hoc pairwise and 3-way agreement (i.e. unanimous agreement among groups of three subjects) is consistent with a 3-subject dry-run ad hoc consistency task carried out earlier. However, the three-way agreement is much lower than the 3-way agreement of 71.7% reported in 3-subject studies of agreement in TREC relevance assessment (Harman and Voorhees 1996) . One possible explanation (evidenced also by the high variance in the time for each relevance assessment decisions) is that in contrast to our subjects, TREC subjects had years of experience in this task. It is also possible that our mix of documents had fewer obviously relevant or obviously irrelevant documents than TREC. However, as Voorhees (1998) has shown in her TREC study, system performance rankings can remain relatively stable even with the (well recognized problem of) lack of agreement in relevance judgments. Further, she found when only relevant documents were considered, 44.7% pairwise agreement and 30.1% 3-way agreement with 3 subjects, which is comparable to our scores, as shown in Table 8 . answer keys, and scoring summaries that were intended to minimize variability across evaluators in the methods used".
SUMMAC
Eight of the ad hoc participants also submitted summaries for the Q&A evaluation. Thirty summaries per topic were scored against the answer keys.
Scoring
Each summary was compared manually to the answer key for a given document. If a summary contained a passage that was tagged in the answer key as the only available answer to a question, the summary was judged 'Correct' for that question as long as the summary provided sufficient context for the passage; if there was insufficient context, the summary was judged 'Partially Correct'. If needed context was totally lacking or was misleading, or if the summary did not contain the expected passage at all, the summary was judged 'Missing' for that question. In general, if the response summary included the one sentence that was identified in the key as the answer l1 We also had each of the evaluators score a portion of each others' test data. On two of the three topics, the subjects had similar ARAs (mean ARA of 0.51 with a standard deviation of 0.034). 
Question-answering (Q&A) task
In this task, the summarization system, given a topic and a document relevant to the topic, needed to produce an informative, topic-related summary. Here an accurate summary would contain the answers found in that document to a set of topic-related questions. These questions covered 'obligatory' information that would be provided in any document judged relevant to the topic. For example, for a topic concerning "Prison overcrowding", a topic-related question would be "What is the name of each correction facility where the reported overcrowding exists?". Assuming that a human annotator has devised a set of such questions, the answers to the questions, when found in a relevant document, are marked up by that annotator in that document. A document marked up with answers is called an 'answer key'. An accurate summary should contain the same information as found in the answers in the answer key.
Experimental design
Three topics were chosen from the 20 ad hoc TREC topics. For each topic, 30 relevant documents from the ad hoc task corpus were chosen as the source texts for topic-related summarization. The principal tasks of each evaluator (one evaluator per topic, three evaluators in all) were to prepare the questions and answer keys and to score the system summaries. To construct the answer key, each evaluator marked off any passages in the text that provided an answer to a question (example shown in Table 9 ). The summaries generated by the participants (who were given the topics and the documents to be summarized, but not the questions) were scored against the answer keys. The evaluators used a common set of guidelines for writing questions, creating to a question, the assessors would have assigned a score of Correct, without much consideration as to the coherence of that response sentence in the overall summary context. (The fact that the response was a complete sentence was generally regarded as sufficient context for the answer that was contained in that sentence.) However, it occasionally happened that the answer in the key spanned more than one sentence. In such a case, if the response included only one of those sentences, the assessors would usually have assigned a score of Partially Correct, or even Missing. In the case where (a) the answer key contained multiple tagged passages as answer(s) to a single question and (b) the summary did not contain all of those passages, assessors applied additional scoring criteria to determine the amount of credit to assign. Two accuracy metrics were defined: ARS (Answer Recall Strict) and ARL (Answer Recall Lenient) :
where nl is the number of Correct answers in the summary, n2 is the number of Partially Correct answers in the summary, and n3 is the number of questions answered in the key. ARL is a more lenient measure than ARS because it allows partial credit for Partially Correct answers. A third measure, ARA (Answer Recall Average), was defined as the average of ARL and ARS. Figure 5 shows a plot of the ARA against compression. The 'model' summaries were sentence-extraction summaries created by the evaluators from the answer keys but not used to evaluate the summaries. For the machine-generated summaries, the highest ARA was associated with the least reduction (35-40% compression, where compression is summary length/source length). A line fitted through the data (for just the system summaries) has a slope of 1.52, meaning that the current state of the art performance, expressed as an informativeness ratio of accuracy to compression, is about 1.5. However, because of the very small-scale nature of the Q&A task, no definitive conclusions can be drawn about the differences between individual systems.
Results
The participants' human-evaluated ARA scores were strongly correlated with scores computed by a program from Cornell/SabIR which measured overlap between summaries and answers in the key (Pearson r = 0.97, a < 0.0001). The Q&A evaluation is therefore promising as a new methodology for automated evaluation of informative summaries.
Conclusions
The main conclusions from SUMMAC are as follows:
SUMMAC has established definitively in a large-scale evaluation that automatic text summarization is very effective in relevance assessment tasks on newpaper articles. Summaries at relatively low compression rates (generic summaries at 10% of source length, and topic-related summaries as short as 17% of source length) reduced relevance assessment time by 40% (for generic summaries) to 43% (for topic-related summaries), with no statistically significant degradation in accuracy.
0 Systems that performed most accurately in the production of indicative and informative topic-related summaries used statistical methods involving term frequency and co-occurrence statistics, and vocabulary overlap comparisons between text passages. Overall, the five highest scoring systems in the ad hoc task represented similar features of the source text and extracted similar sets of sentences from it. However, in the absence of a topic, these statistical methods did not provide any additional leverage: in the case of generic summaries, the systems (which relied in this case on inclusion of the first sentence of the source) were indistinguishable in accuracy. Analysis of feedback forms filled in after each decision indicated that the coherence of present-day machine-generated summaries is high, due to use of sentence extraction and coherence 'smoothing' based on anaphora resolution and presentation of additional context in the summary. However, the intelli-bility of these summaries12 is somewhat less than the full-text and the baseline (the latter in conformance with the result of Brandow et al. (1995) , who found that that leading-text summaries were more coherent than summaries based I on a statistical method). r 0 A promising new method has been developed for automatically scored intrinsic evaluation of the informativeness of topic-related summaries, as demonstrated in the Q&A task.
Lessons learned and future directions
Evaluations involving live subjects can be costly to set up, and in our case called for an experimental design where no group of subjects had to read very long documents. Further, extrinsic evaluations involving relevance assessment require relevance judgments to be available; these are hard to come by, and when made available, potential problems of lack of agreement in relevance judgments, as we discovered, may need to be addressed. Our reliance on TREC data for documents and topics, and internal criteria for length, relevance, and non-overlap among test sets, resulted in the evaluation focusing mostly on short newswire texts. We recognize that other kinds of texts might challenge the summarizers to a greater or lesser extent. SUMMAC was an extremely labor-intensive evaluation. While the results are definitive, developers need repeatable, automatically-scorable evaluations (Hirschman and Mani 2001) . This can be achieved by developing annotated corpora which can provide reference data, whether in the form of a representation of the input source document, as in the Q&A annotated mini-corpus, or in the form of reference summaries linked to their sources (Jing and McKeown 1999; CMP-LG 1999; Marcu 1999; Goldstein, Kantrowitz, Mittal and Carbonell 1999) , etc. In addition to general issues of corpus creation such as size, heterogeneity, annotation standards, etc., adequate document lengths and compression rates of summaries are critical.
Another challenge is designing evaluations which exploit features unique to summarization. The SUMMAC tasks did not cover the full spectrum of single-document summarization: they required only extracts, rather than abstracts (although participants could have submitted abstracts, none did.) In addition, sophisticated presentation and interaction strategies may make a substantial difference in the effectiveness of summarization, and could substantially challenge the synthesis component of summarizers. We chose to ignore these presentation issues to simplify the evaluation.
Summarization evaluation is a very active field, with many ongoing efforts in the US, Europe, and Japan. Japan's National Institute of Informatics is in the midst of conducting an evaluation of text summarization systems, called the Text Summarization Challenge (NII 2001) . The evaluation, which was due to be completed in March 2001, has an intrinsic evaluation component as well as an extrinsic one, with the latter being based on the SUMMAC ad hoe task.
l2 On the ad hoc task, 99% of F were judged 'intelligible', as were 93% S,,,, 96% B, 83% Slo% ; similar data for categorization.
The Q&A evaluation data has been used in small-scale evaluations to evaluate other summarization systems, including and Lin (1999) . The Q&A evaluation's emphases on approximate matching and indexing into the right place in the source text has also influenced the design of the 'event99' information extraction metrics (Hirschman et al. 1999) . The evaluation also demonstrates that metrics based on vocabulary overlap can be quite effective in determining the informativeness of summaries, and we expect that such metrics will enjoy wide use in related evaluations, e.g. of question-answering capabilities of systems.
In the future, new areas such as multi-document summarization and multi-lingual summarization will assume increasing importance, posing new challenges for evaluations (see Baldwin, Donaway and others (2000) for a roadmap for future summarization evaluations associated with the Document Understanding Conference (DUC 2001)). The evaluations reported here are also relevant to the evaluation of other NLP technologies where there may be many potentially acceptable outputs (e.g., machine translation, text generation, speech synthesis).
