Using an experimental method, we found that customers, partnered with an IT professional, are 
Introduction
Testing has a prominent role in most agile projects regardless of which agile method is adopted. Testing is no longer just a phase at the end of the development lifecycle done when the coding is completed. In the agile world, testing is seen as an all-encompassing activity performed at different levels by all stakeholders -programmers (unit testing), customers (acceptance testing), and testers (acceptance testing, exploratory testing, para-functional testing).
Acceptance test (which is known under several other synonyms, see Table 1 ) is a (formal) test conducted to determine whether or not a system satisfied its acceptance criteria and it enables the customer to determine whether or not to accept the system (as defined in [1] and [26] ). The objective is to provide confidence that the delivered system meets the business requirements of the customer (and users).
The iterative nature of agile processes dictates automation of the acceptance test (i.e. producing "executable acceptance tests" 1 ) as manual regression testing at the customer level is too time consuming to be practical. At the same time, making tests too formal may push the customer away from the process.
Furthermore, XP and Industrial XP advocate writing acceptance tests in the test-first/TDD fashion. As a result, "executable acceptance test-driven 1 In our research, we follow this terminology.
development", or "story-test driven development", makes it possible to formalize the expectation of the customer into an executable and readable contract that programmers follow in order to produce and finalize a working system [29] . This also establishes "a clear context for customers and developers to have a conversation and weed out misunderstandings." [27] As a result the risk of building the wrong system is reduced.
Executable acceptance tests can be accessed and run by anyone on the team. This includes the customer, who may be interested in seeing the progress of the development, or exercising some additional "what-if" scenarios to ensure that the system is working properly.
In agile circles, there is uncertainty about who should author acceptance tests. Since early days of XP, customers were responsible for specifying acceptance criteria for each user story (which may include calculation rules, workflow scenarios etc.). Some believe that "customers typically can't write functional [acceptance] tests by themselves. They need the help of someone who can first translate their test data into tests, and over time can create tools that let the customer write, run, and maintain their own tests" [6] . There are those who mandate acceptance tests to be, at a minimum, understandable by the customer, and in ideal cases to be written by them [4] . Most agree though that the customer should not do it alone, but, instead, pair up with a tester, a business analyst, a user experience designer, or a programmer.
Unfortunately, little is known about the capability of customers to specify acceptance tests (and what is known is usually in the form of the anecdotal evidence). Modern frameworks and tools (like FIT [12] , FitNesse [13] , TextTest [4] ) are supposed to make it easy for the customer to specify, organize and execute acceptance tests. But is it enough? Christian Sepulveda, an XP coach, questions this common expectation of the agile teams for "the customer to magically have the ability to write acceptance tests. At least developers are trained in logical and cognitive activities; the customer may not be." [30] .
Thus, the main question remains whether customers on agile projects are capable of and comfortable authoring acceptance tests.
The rest of the paper is structured as follows. It first states the research goals and opening questions. It continues by discussing the research design, including sampling, methodology, formulation of hypotheses, and procedure. Then it presents findings based on quantitative data and their interpretation. The practice of executable acceptance testing for communicating business requirements is further elaborated in a discussion of qualitative data and user perceptions. This is followed by a discussion of threats to validity and limitations of the study. We conclude with the questions that remain for future work.
Study goals and study questions
We are interested in the capability of executable acceptance tests to communicate and validate functional requirements. In our previous work [23] , we examined the suitability of acceptance tests for specifying functional requirements from the developers' perspective, and identified usage patterns in [28] . Suitability analysis was based on the extended list of twelve requirement specification "sins" inspired by [24] and included: noise, silence, overspecification, wishful thinking, ambiguity, forward referencing, oversized documents, reader subjectivity, customer uncertainty, multiple representations, use of tools, and user involvement. It was concluded that executable acceptance tests effectively addresses these issues, with the exception of silence and use of tools. Moreover, our evidence directly supported the understandability of this form of functional requirements specification by developers, even if they had little background in the FIT framework which was used for writing executable acceptance tests. Over 90% of the teams delivered an implementation that fully satisfied the customer's acceptance test suite, and the learning curve for reading and implementing executable acceptance tests was not prohibitively steep. However, in the second part of the study, in which subjects themselves were responsible for describing additional requirements in the form of acceptance tests to a different team, the results were less optimistic. The acceptance tests that were written by the subjects were of limited quality. Several factors may have played a role in this (including a short time frame, lack of motivation, and other priorities). In the present study, we set out to investigate specifically this aspect of executable acceptance tests specifications and to ask whether customers are able to effectively author their functional requirements and business rules in the form of executable acceptance tests, and communicate them to the development teams.
One of the threats of external validity of the earlier studies was the use of software engineering undergraduate students to specify acceptance tests. Though some of them may be involved with the requirements specification process in the future, they served as a poor sample of the customer population. A better representation was needed. To address this problem, in this study, we tried to approximate business customers by including both business school graduate students and computer science graduate students as our customer representatives.
Our research questions pertain to both the customer team's capability and the substance of the acceptance tests produced, specifically: 
Research design and methodology

Participants
Three groups of University of Calgary students were involved in the study (see Table 2 ):
Business school graduate students (further denoted as "Business-grads") enrolled in a Master of Business Administration program, taking a course in e-business as one of their elective courses.
Computer Science graduate students plus one Computer Engineering graduate student ("Computer-grads"), typically enrolled in their first year of a Master's degree program, and enrolled in the same course with the Businessgrads. Most of them had prior experience in the software industry.
Senior Computer Science and Computer Engineering undergraduate students ("Computer-undergrads") enrolled in a separate course from the other two groups, on enterprise Web-based systems.
Both the graduate and undergraduate courses ran during the same term (Fall 2005) .
The graduate students (Business-grads and Computer-grads) formed customer teams and specified requirements for a Web-based project management system; while the undergrad students formed development teams who were responsible for implementing requirements specified by the customer teams. The system was deliberately chosen such that its requirements would be more accessible to the business students and not as apparent to the undergraduates.
Graduate students self-organized into teams of two, with only one constraint: only one Business-grad was allowed per team. As a result, given differences in business and computer science graduates, nine customer teams were formed, three of which were purely comprised of Computer-grads, while six were a mix of one Business-grad and one Computer-grad. Undergraduate students also self-organized into an equal number of development teams. The total number of teams involved in the research included 9 customer teams and 9 development teams. As a result, there were a total of 18 customer-subjects, and the total number of all participants (including development teams) was 40.
With the exception of one person, all members of the customer teams were mature students and had related industrial experience, with mode being "more than 5 years" and median being "3-5 years". Female/male ratio of subjects was: 1/5 for Businessgrads, 4/8 for Computer-grads, and 2/20 for Computerundergrads.
Method
A quasi-experiment [31] [5] was used as a basis for our research design. The choice was motivated by the use of nonrandom sample (convenience sample of graduate students) and a small size (18 students, 9 teams, out of which one team was disqualified due to their poor participation). The primary source of evidence about the sample's representation to the population of customers is that the majority of subjects had more than 5 years of industrial experience and all were trained in either Management Information Systems or Computer Science. The assignment of development teams to customer teams was also random.
In this research, we primarily sought trends rather than cause-effect relationships.
Hypotheses
Our central hypothesis was that "Customers in partnership with an IT professional would be able to effectively specify functional requirements of the system in the form of executable acceptance tests". We took "effectively" to mean that we would see evidence of "good" tests and thorough coverage of the major system functionality (which would result in a grade of 75% or higher). In order to be "good", acceptance tests had to satisfy the following criteria (these are based on [19] ): credible (contain realistic and reasonable set of operations to be likely performed by the customer); appropriate complexity (involve many features, attributes, workflows, etc.); coverage of the major functionality for a Human Resources Intranet system (management of projects, subprojects, time sheets, time-sheet allocation to projects, reporting of cumulative project time, expense claims management; administrative staff features); easy to read and informative; easy to manage (packaged in meaningfully structured suites, subsuites etc.). The role of "an IT professional" was performed by the Computer Science graduate students, most of whom had prior work experience in the software industry.
Additionally, we hypothesized that: 
Procedure
A project was conceived by the instructors to develop a Human Resources Intranet system to manage projects, consultants' time sheets, and expense claims (see Figure 1) . A one-page narrative was given to the customer teams to provide initial ideas about the type of the system to be developed. This was a high-level, generic outline of the vision of what the system was supposed to achieve. No particulars were given and customer teams were free to decide on the business constraints and rules of the system. It was critical to the experiment that the system chosen was more accessible to the business students and not as apparent to the undergraduates to eliminate a potential experience bias.
A three-hour tutorial on executable acceptance testing, the FIT framework and the FitNesse tool was offered to the customer teams. It was attended by all subjects. The tutorial demonstrated the use of FIT for specifying two types of business rules: a) transactions, workflows and processes (with DoFixture type tables); and b) decision tables and business calculations (with ColumnFixtures type tables). The use of RowFixture for business queries and reporting features was left for self-study using the FIT/FitNesse documentation available online [12] [13] . A case study was used to illustrate the framework during the tutorial. An expert on FIT (Author 1) was available for consultation both in person and via email.
Three of the subjects had prior experience with the framework. The rest of the customers had no experience with the authoring of executable acceptance tests in FIT or any other format. Table 3 depicts level of experience of subjects with other requirement specification techniques. Customer teams in the graduate class were required to specify suites of executable acceptance tests so that the development teams in the undergraduate course could implement a system. To motivate exploration and to eliminate a fear of potentially damaging the test artifacts, customers were informed that all test suites were version-controlled and that it was possible to revert any changes they made at any time.
Development teams were given a one-paragraph mission statement (no more detailed than outlined in Figure 1 ). Detailed requirements were to be given in the form of executable acceptance tests by the customer teams. Development teams were instructed that their designs and implementations should be driven by those tests. If they were unclear about a requirement, they were encouraged to communicate directly with their customer by any means they deemed useful. Development teams were also warned about the potential change of the requirements and their responsibility was to adapt their code to that change if it occurred.
To allow communication between the customer and development teams, each customer-development team combo had their own dedicated password-protected Wiki-based virtual space that also contained all acceptance tests (9 instances of FitNesse servers were running on different ports of a centralized server machine).
Considering the time limitation of the customer team members (they could only be involved with the project -on a part time basis -for 4 weeks), this study only covers the first iteration of the project. During this iteration, development teams were required to design a content model for the artifacts to be used by the system (in the form of XML Schemas), to build the necessary XSLT sheets for performing queries and renderings on XML raw data as per customer requirements, and to implement the XML processing logic necessary to satisfy customer requirements. Deltoid Consulting is a consulting company, headquartered in Calgary, with over 120 IT and business consultants. They are hired by their major corporations in the development of large IT-enabled systems for streamlining business processes. Their engagements with clients take them all over North America. Ironically, Deltoid has trouble managing time sheets and expense claims for its large consulting staff, and requires an information system to support this task.
All test and coding artifacts were archived and analyzed after both courses were completed and final grades were assigned.
In addition, two questionnaires were administered (pre-and post-iteration). The objective of the prequestionnaire was to collect data on the prior experience of the customer teams and their familiarity with various requirement specification techniques. The objective of the post-questionnaire was to gain a better understanding on how customer teams accomplished their task of specifying business requirements with executable acceptance tests and to gather qualitative feedback on various aspects of using the framework, various requirement "sins", communication with the development team, and their perceptions of the executable acceptance test-based specification technique.
Participation in this research was voluntary. Subjects were permitted to withdraw their data from the study (though nobody did). Knowledge of their participation remained anonymous until after the course grades were submitted.
Findings
Central hypothesis: Customers in partnership with an IT professional can effectively specify acceptance tests
Our central hypothesis was that customers would be able to effectively describe functional requirements of the system in the form of executable acceptance tests so that a development team could implement the features for those requirements. The evaluation of the quality of executable acceptance test specifications ("spec scores") produced by the customer teams are shown in Table 4 . Notice, one team was excluded from the data analysis because both customers acknowledged their lack of participation in this project due to other heavy commitments and time constraints. Using a one-sample t-test, we wish to test whether the mean of spec score differs significantly from 75% (in accordance with our central hypothesis formulation 30.20] . The mean of the spec score variable for our sample of teams is 91.56, which is statistically significantly different from the test value of 75.00. We conclude that this supports our central hypothesis at the 5% significance level, i.e. the sampled group of teams has a significantly higher mean on the quality of executable acceptance test specifications than 75%. 
Learnability and ease-of-use of FIT and FitNesse
To remove prior knowledge bias, we have excluded from analysis three students who have characterized their level of knowledge of executable acceptance testing and FIT as "good" or "extensive". The total number of responses evaluated for this hypothesis was 14.
As can be seen from Figure 2 , half of the customer team members found it hard to learn FIT, thus rejecting our Hypothesis A that customers with no previous experience with executable acceptance testing or FIT will find it easy to learn how to use FIT given the time provided. Furthermore, four subjects (29%) found FIT to be easy to use and seven subjects (50%) found FitNesse easy to use. This speaks to the usability aspect of FitNesse, which is based on a Wiki and follows very simple syntax rules. FitNesse also allows test specification, management, and execution though a consistent centralized Web interface. Notice, these evaluations are made by the customer teams only, and they do not address the issue of usability of FIT/FitNesse from the developer's perspective (i.e. those responsible for writing the "glue" in the form of fixtures).
Spearman's rho calculation shows a statistically significant correlation (rho s =0.549, p=0.042, N=14) between the FIT learnability and the program subjects were enrolled in. As expected, Computer-grads found it easier to learn FIT than Business-grads. Furthermore, a statistically significant strong positive correlation between learnability and FIT ease-of-use was found at p=0.001. In other words, those customers who thought it was easy to learn FIT, found it also easy to use. We arrived to similar conclusions with regard to the ease of use of FitNesse.
Further analysis of correlations between FIT learnability, FIT ease-of-use, and FitNesse ease-of-use with prior work experience, presents no significant evidence of such relationships.
To sum up, based on the results with highly trained Business-grads and Computer-grads, it seems that an average customer representative may experience similar difficulties in learning the FIT framework. However, once the learning curve has been surpassed, subjects find both FIT and FitNesse easy to use and they produce good-quality specifications (as Table 4 shows). 
Positive vs negative testing
Negative test cases identify how a system responds to incorrect or inappropriate information or action. Negative testing is performed to ensure that the system is able to handle inconsistent information. Negative acceptance tests (often expressed in the form of negative scenarios) are increasingly recognized as a powerful way of thinking about requirements, possible conflicts, and identifying threats [3] [2] .
In our experiment, we hypothesized that positive tests (the normal flows of logic) would dominate. Indeed, negative tests (that would deal with deviance from the course of action or misuse of the system) accounted only for 6% of all tests (as can be evidenced from Table 5 ). Additionally, Table 5 Having examined the patterns of negative vs positive test cases among the pure Computer-grad customer teams and mixed teams (Computer-grad + Business-grad), no evidence was found that pure Computer-grad teams would produce larger number of negative tests; though one would expect that to be the case since Computer-grad students should be familiar with testing techniques and aware of the need for negative test cases. 
All Computer-grad customers teams vs. mixed customer teams
Recall, that according to the research design (Section 3.1), two types of customer teams were formed (see Table 3 ). In one type, only Computergraduates were put together (there were 3 teams of this type). The other type mixed one Business-graduate with one Computer-graduate (6 teams). In order to investigate whether there is a significant difference in quality of specifications produced by these treatment groups and bearing in mind that the normality of the data cannot be assumed, we resort to a non-parametric Mann-Whitney U/Wilcoxon Rank Sum right-tailed test. Specifically, the following hypotheses were tested: H 0 : specification quality of mixed team = specification quality of pure computer science team; H A : specification quality of pure computer science team > specification quality of mixed team. The result of the test (U=4.5) indicates no significant difference in the quality of the specification produced between two team types at the 5% significance level, and therefore does not support Hypothesis C. This is an interesting finding because it suggests that the customer teams we equal (perhaps because the technique bootstraps the Business group to the same level as the pure Computer Science students}. At a minimum, this deserves further investigation.
Correlation between the quality of acceptance test-based specification and the quality of implementation
In addition to the evaluation of the executable acceptance specifications created by the customer teams, the code produced by the development teams was subjectively evaluated by Author 1 and his teaching assistant (see Table 3 ). Since in our study, normality of data distribution cannot be assumed (the distribution of the specification quality has a kurtosis of 2.137 and skewness of -1.777; and the distribution of code quality has a kurtosis of -.810 and skewness of .751), a Spearman's correlation coefficient computation was used. Although there is a moderate and positive correlation between the quality of executable acceptance test specifications created by the customer team and the quality of implementation produced by the development team (rho s = 0.455), the probability of this correlation occurring by chance is too high (p=.229).
Therefore, no significant correlation between these two variables at the 5% significance level can be reported. As a result, Hypothesis D, that the quality of the executable acceptance test specification produced by the customer team will be strongly and positively correlated with the quality of the implementation produced by the development team, is not supported. Considering the importance of the quality of requirement specifications on the success of software development project (see [9] ), this issue deserves further attention and experimentation by other researchers.
Additional observations.
Here we discuss additional observations for which no prior hypotheses were made, but which help in answering the research questions (outlined in Section 2).
Types of activities
Subjects were asked to self-assess the amount of time they spent on the following activities 2 as a portion of the total time devoted to the project: searching for information; inventing an example/scenario; translating substantial amounts of information from some other source into the system; adding small bits of information to a test that you have previously created; reorganizing and restructuring tests that you have previously created; playing around with the new ideas, what-if scenarios, without being sure what will result; other.
Figure 3 depicts distribution of activities by duration (position on the chart) and popularity (diameter of the bubble). It appears that most of the time is spent on inventing examples/scenarios/test cases (from 10% to 90% of the total project time, with mode = 50%) and reorganizing/restructuring existing tests (from 5% to 50%, with mode = 15%). The majority of subjects (87%) were involved with extending existing test cases, but this activity, on average, did not consume more than 15% of the total project time. Two-thirds of subjects played around with the new ideas, trying what-if scenarios etc. without being sure what will result -but no more than 10% of the time was used up for this activity. Only one person identified an "other" activity, which was navigating between tests, and it occupied 5% of that person's time. Table 6 contains information on the effort of the customer team members spent on writing the executable acceptance-test specification and communicating with the development team. We expected each person to contribute about 4 hours a week on this task (16 hours in total per person; or 32 hours per team). The total time spent per team (between 13 and 35 hours, with the median of 23 hours) suggests that customer teams were able to achieve their goals in reasonably-expected time frame or even sooner, with little overtime occurring.
Efficiency
Usefulness perceptions.
At the end of the project, subjects were asked about their perceptions of the technique. Figure 4 shows the distribution of the answers to how likely they would recommend using executable acceptance tests (in FIT, for example) for specifying business requirements, to a colleague. Noticeably, no correlation between these perceptions and the quality of the produced specification during the course of the experiment was found. This is remarkable as it seems that the subjects are almost unaware of the quality the approach produced for them.
When asked whether they would use FIT/FitNesse on a regular basis at work (assuming it would be available), the opinions were split half and half. Some people expressed their strong desire to adopt this practice, as can be seen from the following testimonial: This speaks of an expectation of the role of the customer and the work involved.
To sum up, half of the sample found this technique promising and would consider using it at work and also recommend it to their colleagues; while the other half were more skeptical and did not plan on adopting the practice. Nevertheless, the fact that the practice was wholeheartedly accepted by some, and moderately by others, is indicative of its potential to be adopted by various industries.
Validity
Several threats to the internal and external validity have been identified. The biggest concern is the small size of the sample (18 individuals, 9 teams). We addressed this risk by using statistical procedures that are recommended for the small samples, for which the normality of data distribution is not assumed.
Another concern is the type of the sample -it was a convenience sample based on self-organized/selfselected teams. Because we did not have a random sample, we caution the reader to be conservative in the interpretation of our study results. In fact, we cannot claim direct cause-effect relationships that will hold in general, in many settings. We only report the trends that manifested themselves in the course of this experiment.
The fact that the teams were composed of the graduate students suggests two potential biases. The first one is that volunteers (students enroll in the course based on their interests of the topic) may bias the results because they are often more motivated and skilled than average industry customer. Graduate students are usually pre-selected and represent the best of the student population. Even though, many of them will end up in the industry, this sample may not be indicative of the population of the customer representatives from the industry. Despite, this, we used customer teams external to the development teams, and this constitutes, in our opinion, an improvement to the sampling approaches in a previous study (see discussion in Section 2 and [23] ).
Business-grad students may also have had a strong expertise in computer science as they were taking an elective course in software engineering, which may point to some previous interest in computer science and technical topics.
We are also aware that cross-team discussion may have taken place and those may have skewed our results. In addition, there might be a possibility of an unequal workload when one pair partner may have contributed more than the other one but did not report it in the post-experiment questionnaire -this would have obscured the results and would not have created the main effect.
The project provided to the system also poses a potential bias. Though it was not trivial, it may not have been complex enough to approximate the real world. This would have produced weaker resultseffects. In addition, the short-term involvement of the customer team (only 4 weeks on the part-time basis) may have lessened their level of engagement with the project implementation towards the end of the iteration.
Ultimately, the authors recognize the limitations of the study and therefore intend to conduct further case studies in the industry to reinforce and extend the findings of this research.
Conclusions
Executable acceptance test-driven development is a promising approach that helps to clarify customer expectations, express them with concrete examples, and establish contexts for future conversations about the requirements. Executable acceptance tests can "help focus the development process, with a major aim of providing the most useful feedback as early as possible to enable businesspeople to guide the development in the best direction, according to their latest understanding of the problem and the solution" [25] .
Our study addresses a need to understand if and how executable acceptance testing technique can be used directly by customers, to support the elicitation and development of system requirements. To test this, we conducted an experiment with teams of customers, composed of both business and computer science graduates, who used FIT and Fitnesse to develop test requirements for a human resources information system, that were communicated and used by a development team composed of undergraduate students. Our results show that customers can specify functional requirements clearly, despite some initial difficulty in doing so, and that a number of both business and computer science graduates will recommend and use the executable acceptance testing technique in specific future practice scenarios. Future work needs to be conducted to confirm our initial results, and to address an intriguing finding that some who were dissatisfied with the approach produced some of the best specifications.
