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LOCAL-TO-GLOBAL COMPUTATION OF INTEGRAL
BASES WITHOUT A PREVIOUS FACTORIZATION OF
THE DISCRIMINANT
JORDI GUA`RDIA AND ENRIC NART
Abstract. We adapt an old local-to-global technique of Ore to com-
pute, under certain mild assumptions, an integral basis of a number field
without a previous factorization of the discriminant of the defining poly-
nomial. In a first phase, the method yields as a by-product successive
splittings of the discriminant. When this phase concludes, it requires
a squarefree factorization of some base factors of the discriminant to
terminate.
Introduction
In his 1923 PhD thesis and a series of subsequent papers, Ore used Newton
polygon techniques to solve some basic arithmetic tasks in number fields,
such as prime ideal decomposition or the construction of local integral bases
[7, 8, 9, 10, 11]. From a computational perspective, Ore’s methods are very
efficient but they work only under certain mild assumptions.
Let f ∈ Z[x] be a monic irreducible polynomial of degree n > 1. Let
K = Q[x]/(f) be the corresponding number field and denote by ZK its ring
of integers. In order to find the prime ideal decomposition of a prime number
p, or to construct a p-integral basis of ZK , the defining polynomial f must
be p-regular (Definition 1.7).
Ore’s method performs three classical dissections, yielding a successive
factorization of f over Zp[x]. The p-regularity condition ensures that all p-
adic factors of f that have been found after these dissections are irreducible.
These techniques are of a local nature, but the computation of a global
integral basis of K (a basis of ZK as a Z-module) may be derived from the
local p-bases for p running on the prime factors of the discriminant disc(f)
of f . However, this local-to-global approach requires the factorization of
disc(f), which is impossible (or an extremely heavy task) if the degree of f
is large and/or it has large coefficients.
In this paper, we show that the three classical dissections may be applied
to find an N -integral basis, for any given positive divisor N of the discrim-
inant, under a similar assumption of N -regularity. An N -integral basis is
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a family α1, . . . , αn ∈ ZK , which is simultaneously a p-integral basis for all
prime divisors p of N .
The N -integral basis is derived immediately from some data collected
along the execution of the three classical dissections, in a complete analogy
with the method of the quotients introduced in [1].
We follow Lenstra’s strategy as in the elliptic curve factorization algo-
rithm. We proceed as if N were a prime; if this causes no trouble we
get a candidate for an N -integral basis, but if at some step the method
crashes then it yields a proper divisor of N . In the latter case, we may
write N = N e11 · · ·N
ek
k with some coprime base factors N1, . . . Nk, and we
may start over to construct Ni-integral bases for all i. Once this phase con-
cludes, we get m-integral bases of all base factors m of N obtained so far,
if these base factors m are squarefree. If this is not the case, we must find
their squarefree factorization to continue the procedure.
Once we getm-integral bases of all coprime base factors m of N , they may
be patched together, in a well-known way, to provide an N -integral basis.
When applied to N = disc(f), this procedure computes a global integral
basis of K.
With respect to the traditional local-to-global approach, this method has
a double advantage. On one hand, it does not require a previous factoriza-
tion of the discriminant; on the other hand, it requires squarefree factor-
ization of some integers m, but after several splittings of the discriminant,
these base factors m may be much smaller than the discriminant itself.
It is quite plausible that the assumption of N -regularity may be dropped
and the methods of this paper lead to an unconditional local-to-global com-
putation of integral bases. In fact, inspired in some work by MacLane [4, 5],
Montes designed an algorithm to perform successive dissections beyond the
three classical ones, to obtain an unconditional p-adic factorization of f
[2, 6]. Also, in the paper [3], the method of the quotients was adapted to
this general situation to provide a concrete procedure to construct p-integral
bases from data collected along the execution of all these dissections. Thus,
the only work to be done is the extension of the ideas of this paper to Montes’
“higher order” dissections.
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1. The three classical dissections
In this section we recall some results of Ore on arithmetic applications
of Newton polygons [7, 8, 9, 10, 11]. Modern proofs of these results can be
found in [2, Sec. 1].
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We fix from now on a monic irreducible polynomial f ∈ Z[x] of degree
n > 1, and a prime number p.
Take a root θ ∈ Q of f . Let K = Q(θ) be the number field generated by
θ and denote by ZK the ring of integers of K.
Let Zp be the ring of p-adic integers, Qp the fraction field of Zp and Qp an
algebraic closure of Qp. We denote by vp : Q
∗
p −→ Q, the p-adic valuation
normalized by vp(p) = 1.
Let P be the set of prime ideals of K lying above p. For any p ∈ P,
we denote by vp the discrete valuation of K associated to p, and by e(p/p)
the ramification index of p. Endow K with the p-adic topology and fix a
topological embedding ιp : K →֒ Qp; we then have,
vp(α) = e(p/p)vp(ιp(α)), ∀α ∈ K.
By a celebrated theorem of Hensel, there is a canonical bijection between
P and the set of monic irreducible factors of f in Zp[x]. The irreducible
factor attached to a prime ideal p is the minimal polynomial Fp ∈ Zp[x] of
ιp(θ) over Qp.
1.1. First dissection: Hensel’s lemma. Let us choose monic polynomi-
als φ1, . . . , φt ∈ Zp[x] whose reduction modulo p are the pairwise different
irreducible factors of f modulo p. We then have a decomposition:
f ≡ φℓ11 . . . φ
ℓt
t (mod p),
for certain positive exponents ℓ1, . . . , ℓt. By Hensel’s lemma, f decomposes
in Zp[x] as:
f = F1 · · ·Ft,
for certain monic factors Fi ∈ Zp[x] such that Fi ≡ φ
ℓi
i (mod p).
Definition 1.1. For all 1 ≤ i ≤ t, define Pφi := {p ∈ P | vp(φi(ιp(θ))) > 0}.
Since the polynomials φ1, . . . , φt are pairwise coprime modulo p, the set
P splits as the disjoint union: P = Pφ1
∐
· · ·
∐
Pφt .
1.2. Second dissection: Newton polygons. Let us fix one of the p-adic
factors of f ; say, F = Fi for some 1 ≤ i ≤ t. Accordingly, denote
φ = φi, ℓ = ℓi.
The aim of the second dissection is to obtain a further splitting of F in
Zp[x], or equivalently, a further dissection of the set Pφ.
Let us extend vp to a discrete valuation of Qp(x) by letting it act in the
following way on polynomials:
vp(a0 + a1x+ · · ·+ asx
s + · · · ) = Min0≤s{vp(as)}.
Our defining polynomial f admits a unique φ-expansion:
f = a0 + a1φ+ · · ·+ arφ
r,
with ai ∈ Zp[x] having deg ai < deg φ. For any coefficient ai we compute
the p-adic value ui = vp(ai) ∈ Z ∪ {∞}.
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Figure 1.
Definition 1.2. The φ-Newton polygon of f is the lower convex hull of the
set of all points (i, ui), ui <∞, in the Euclidian plane. We denote this open
convex polygon by Nφ(f).
The length of this polygon is by definition the abscissa of the last vertex.
We denote it by ℓ(Nφ(f)) = r = ⌊deg(f)/deg φ⌋. The typical shape of this
polygon is shown in Figure 1.
The φ-Newton polygon is the union of different adjacent sides, whose
endpoints are called vertices of the polygon.
Definition 1.3. The polygon N−φ (f) determined by the sides of negative
slope of Nφ(f) is called the principal φ-polygon of f .
Note that the length of N−φ (f) is equal to ℓ, the order with which the
reduction of φ modulo p divides the reduction of f modulo p.
Theorem 1.4. With the above notation, suppose that the principal Newton
polygon N−φ (f) has k different sides with slopes −λ1 < · · · < −λk. Then F
admits a factorization in Zp[x] into a product of k monic polynomials
F = G1 · · ·Gk,
such that, for all 1 ≤ j ≤ k,
(1) Nφ(Gj) is one-sided, with slope −λj ,
(2) All roots α ∈ Qp of Gj satisfy vp(φ(α)) = λj .
In particular, the set Pφ splits as the disjoint union:
Pφ = Pφ,λ1
∐
· · ·
∐
Pφ,λk , Pφ,λ := {p ∈ Pφ | vp(φ(ιp(θ))) = λ} .
1.3. Third dissection: residual polynomials. Keeping with the above
notation, we fix one of the p-adic factors of F ; say, G = Gj for some 1 ≤
j ≤ k. Accordingly, denote λ = λj .
The aim of the third dissection is to obtain a further splitting of G in
Zp[x], or equivalently, a further dissection of the set Pφ,λ.
LOCAL-TO-GLOBAL COMPUTATION OF INTEGRAL BASES 5
By construction, the points (i, ui) lie all on or above N
−
φ (f). The set of
points (i, ui) that lie on N
−
φ (f) contain the arithmetic information we are
interested in.
Consider the maximal ideal (p, φ) of Zp[x] and denote by
redp,φ : Zp[x] −→ Fp,φ := Zp[x]/(p, φ)
the homomorphism of reduction modulo (p, φ). We attach to any integer
abscissa 0 ≤ i ≤ ℓ the following residual coefficient ci ∈ Fp,φ:
ci =


0, if (i, ui) lies above N
−
φ (f), or ui =∞,
redp,φ
(
ai
pui
)
, if (i, ui) lies on N
−
φ (f).
Note that ci is always nonzero in the latter case, because deg ai < degφ.
Let S be the side of N−φ (f) with slope −λ = −h/e, where h, e are positive
coprime integers. We introduce the following notation:
(1) ℓ(S) is the length of the projection of S to the x-axis,
(2) d(S) := ℓ(S)/e.
Note that S is divided into d(S) segments by the points of integer coor-
dinates that lie on S.
Definition 1.5. Let s be the abscissa of the left endpoint of S, and let
d = d(S). The residual polynomial attached to S (or to λ) is defined as:
Rφ,λ(f) = cs + cs+e y + · · ·+ cs+(d−1)e y
d−1 + cs+de y
d ∈ Fp,φ[y].
Note that cs and cs+de are always nonzero, so that the residual polynomial
has degree d and is never divisible by y.
Theorem 1.6. With the above notation, suppose that Rφ,λ(f) decomposes
Rφ,λ(f) = cψ
n1
1 · · ·ψ
nr
r , c ∈ F
∗
p,φ,
into a product of powers of pairwise different monic irreducible polynomials
in Fp,φ[y]. Then, the polynomial G has a further factorization in Zp[x] into
a product of r monic polynomials
G = H1 · · ·Hr,
such that Nφ(Hi) is one-sided of slope λ and Rφ,λ(Hi) = ψ
ni
i , for all i.
Finally, if ni = 1, the polynomial Hi is irreducible in Zp[x] and the ram-
ification index and residual degree of the p-adic field Ki = Zp[x]/(Hi) are
given by e(Ki/Qp) = e, f(Ki/Qp) = deg φ · degψi. 
In particular, the set Pφ,λ splits as the disjoint union:
Pφ,λ = Pφ,λ,ψ1
∐
· · ·
∐
Pφ,λ,ψr ,
where Pφ,λ,ψ is the subset of Pφ,λ formed by all prime ideals p such that
Rφ,λ(Fp) is a power of ψ in Fp,φ[y].
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1.4. The p-regularity condition.
Definition 1.7. Let φ ∈ Zp[x] be a monic polynomial, irreducible modulo p.
We say that f is φ-regular if for every side of N−φ (f), the residual polynomial
attached to the side is squarefree.
Choose monic polynomials φ1, . . . , φt ∈ Zp[x] whose reduction modulo p
are the different irreducible factors of f modulo p. We say that f is p-regular
with respect to this choice if f is φi-regular for every 1 ≤ i ≤ t.
If f is p-regular, Theorems 1.4 and 1.6 provide the complete factorization
of f into a product of irreducible polynomials in Zp[x], or equivalently, the
decomposition of p into a product of prime ideals of K.
Moreover, in the p-regular case the p-index of f is also determined by the
shape of the different φ-Newton polygons.
Definition 1.8. The φ-index of f is deg φ times the number of points with
integer coordinates that lie below or on the polygon N−φ (f), strictly above the
horizontal axis, and strictly beyond the vertical axis. We denote this number
by indφ(f).
Theorem 1.9. Let indp(f) := vp ((ZK : Z[θ])). With the above notation,
indp(f) ≥ indφ1(f) + · · ·+ indφt(f), and equality holds if f is p-regular. 
2. Squarefree decomposition of polynomials modulo N
2.1. Squarefree decomposition in (Z/NZ)[x]. Let N > 1 be an integer
and denote A = Z/NZ. We indicate simply with a bar the homomorphisms
of reduction modulo N :
: Z −→ A, : Z[x] −→ A[x].
Also, for any prime number p dividing N we denote by the same symbol:
redp : A −→ Fp, redp : A[x] −→ Fp[x]
the homomorphisms of reduction modulo p.
For an arbitrary a ∈ A we define gcd(a,N) ∈ Z>0 to be the unique
positive divisor m of N such that a is equal to m times a unit in A.
Our first aim is to show that, under certain natural assumptions, there is
a standard squarefree decomposition in the polynomial ring A[x].
Definition 2.1. A polynomial g ∈ A[x] is said to be almost-monic if its
leading coefficient is a unit in A.
If g ∈ A[x] is almost-monic, we may consider a Quotrem routine:
q, r = Quotrem(h, g)
which for an arbitrary h ∈ A[x] computes q, r ∈ A[x] such that h = gq + r
and deg r < deg g. Clearly,
(1) hA[x] + gA[x] = rA[x] + gA[x].
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Also, an almost-monic g is a minimal polynomial:
(2) deg g = Min{deg h | h ∈ gA[x], h 6= 0}.
In particular, for an almost-monic g of positive degree, the chain of ideals
generated by the powers of g is strictly decreasing:
A[x] ) gA[x] ) g2A[x] ) · · ·
Hence, it makes sense to consider a function
ordg : A[x] −→ Z≥0
by defining ordg(h) = k if h ∈ g
kA[x] but h 6∈ gk+1A[x].
We may define a gcd routine for polynomials in A[x], with “hooks” to
detect a factorization of N .
Algorithm 2.2 (GCD0).
Input: f, g ∈ A[x]
Output: Either a proper divisor of N , or a monic d = gcd0(f, g) ∈ A[x]
such that fA[x] + gA[x] = dA[x].
(1) while g 6= 0
(2) a← leading coefficient of g, b← gcd(a,N)
(3) if b 6= 1 then return b else g ← a−1g
(4) q, r = Quotrem(f, g)
(5) f ← g, g ← r
(6) return f
Note that the identity fA[x]+gA[x] = dA[x] is an immediate consequence
of (1) applied to each division with remainder. From this identity we deduce
the following fundamental property.
Lemma 2.3. Suppose the gcd0 routine does not factorize N and outputs a
polynomial d ∈ A[x]. Then, for any prime divisor p of N , the polynomial
redp(d) is the greatest common divisor of redp(f) and redp(g) in Fp[x].
With this gcd0 routine in hand, we can mimic the standard squarefree
decomposition routine [12, §20.3], for polynomials of not too large degree.
Let us be precise about the meaning of “squarefree”.
Definition 2.4. An almost-monic polynomial g ∈ A[x] is said to be square-
free if redp(g) ∈ Fp[x] is squarefree for all prime divisors p of N .
Algorithm 2.5 (SFD0).
Input: A monic f ∈ A[x] with deg f < p for all prime divisors p of N .
Output: Either a proper divisor of N or a list (g1, ℓ1), . . . , (gm, ℓm),
where g1, . . . , gm ∈ A[x] are monic, squarefree, pairwise co-
prime polynomials, and the integers 0 ≤ ℓ1 < · · · < ℓm satisfy
f = gℓ11 · · · g
ℓm
m .
(1) L← [ ]
(2) j ← 1, g ← f/ gcd0(f, f
′)
(3) while f 6= 1 do
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(4) f ← f/g, h← gcd0(f, g), t← g/h
(5) if t 6= 1 then append (t, j) to L
(6) g ← h, j ← j + 1
(7) return L
Of course, although not specifically indicated, after every call to gcd0 the
routine ends if we find a proper divisor of N .
As an immediate consequence of Lemma 2.3, we get a similar statement
for this routine.
Lemma 2.6. Suppose the SFD0 routine does not factorize N and outputs a
list of pairs (g1, ℓ1), . . . , (gm, ℓm). Then, for any prime divisor p of N , the list
(redp(g1), ℓ1), . . . , (redp(gm), ℓm) is the canonical squarefree decomposition of
redp(f) in Fp[x].
In particular, this result justifies that the output polynomials g1, . . . , gm ∈
A[x] are squarefree and pairwise coprime.
Remark 2.7. The condition deg f < p for all p | N is quite reasonable for
the construction of a global integral basis in a number field. In this context,
f is the reduction modulo N of the defining polynomial of the number field
and N is a positive divisor of the discriminant. We may first remove from
the discriminant all prime factors p ≤ deg f and then proceed with N equal
to the remaining factor.
2.2. Squarefree decomposition of polynomials with coefficients in a
finite extension of A. Let us fix a monic squarefree polynomial g ∈ A[x].
Consider the finite A-algebra A1 := A[x]/(g). Clearly, gA[x] ∩ A = 0, so
that the natural map A→ A1 is injective.
We want to describe a squarefree decomposition routine for polynomials
with coefficients in A1.
A polynomial in A1[x] is said to be almost-monic if it has a unitary leading
coefficient. Almost-monic polynomials in A1[x] have completely analogous
properties as those mentioned in the last section for polynomials in A[x].
Let p be a prime factor of N . The A-algebra A1/pA1 is now a product of
finite fields. In fact, if redp(g) = ϕ1 · · ·ϕt is the factorization of redp(g) into
a product of monic ireducible polynomials in Fp[x], we have
A1/pA1 ≃ Fp[x]/(ϕ1)× · · · × Fp[x]/(ϕt).
In other words, the maximal ideals of A1 are of the form (p, φ) (mod g),
where p is a prime divisor of N and the reduction of φ ∈ A[x] modulo p is
an irreducible factor of redp(g).
Notation. For any maximal ideal m of A1 we shall denote Fm := A1/m the
corresponding finite field, and
redm : A1 −→ Fm, redm : A1[x] −→ Fm[x],
the homomorphisms of reduction modulo m.
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Let us now discuss how to detect units in A1. Let α ∈ A1 be a non-zero
element. Let a ∈ A[x] be a polynomial whose class modulo g is α. If we
apply the routine GCD0 to a and g, the output has three possibilities:
(1) gcd0(a, g) = 1,
(2) gcd0(a, g) = b, with b ∈ A[x] monic of positive degree,
(3) a factorization of N has been detected.
In case (1), α is a unit in A1, and α
−1 may be computed from a Be´zout
identity ra+ sg = 1 in A[x], which may be obtained from an extended gcd0
implementation.
In case (2), b is a proper factor of g in A[x], because α 6= 0.
Therefore, if α is not a unit, we gain relevant information about N or g.
This facilitates the design of a gcd routine with hooks for polynomials in
A1[x], in the spirit of Algorithm 2.2.
Algorithm 2.8 (GCD1).
Input: f, g ∈ A1[x]
Output: Either a proper divisor of N , or a proper factor of g, or a monic
d = gcd1(f, g) ∈ A1[x] such that fA1[x] + gA1[x] = dA1[x].
(1) while g 6= 0
(2) a← leading coefficient of g, b← gcd0(a, g)
(3) if b 6= 1 then return b else g ← a−1g
(4) q, r = Quotrem(f, g)
(5) f ← g, g ← r
(6) return f
Clearly, for any maximal ideal m of A1, the homomorphism redm applied
to each step of Algorithm 2.8 yields the standard gcd algorithm in Fm[x].
Lemma 2.9. Suppose the gcd1 routine does not factorize N nor g, and
outputs a polynomial d ∈ A1[x]. Then, for any maximal ideal m of A1, the
polynomial redm(d) is the greatest common divisor of redm(f) and redm(g)
in Fm[x].
Definition 2.10. A almost-monic polynomial h ∈ A1[x] is said to be square-
free if redm(h) ∈ Fm[x] is squarefree for all maximal ideals m of A1.
We obtain an algorithm SFD1 to compute squarefree decomposition in
A1[x], just by replacing A with A1 and gcd0 with gcd1 in Algorithm 2.5.
Lemma 2.11. Suppose the SFD1 routine does not factorize N nor g and
outputs a list of pairs (g1, ℓ1), . . . , (gk, ℓk). Then, for any maximal ideal m
of A1, the list (redm(g1), ℓ1), . . . , (redm(gk), ℓk) is the canonical squarefree
decomposition of redm(f) in Fm[x].
3. Newton polygons modulo N
We fix from now on a monic irreducible polynomial f ∈ Z[x] of degree
n > 1 and an integer N > 1 whose prime divisors are all greater than n.
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Let K = Q(θ) be the number field generated by a root θ ∈ Q of f , and
denote by ZK the ring of integers of K. Let PN ⊂ Spec(ZK) be the set of
prime ideals of ZK dividing N .
3.1. N-adic valuation. Let us consider the following N -adic valuation rou-
tine with hooks.
Algorithm 3.1 (N -adic valuation vN ).
Input: a ∈ Z, a 6= 0.
Output: Either a proper divisor of N , or a non-negative integer k = vN (a)
such that a = Nkb with b coprime to N .
(1) q ← a, r← 0, value← −1
(2) while r = 0
(3) value← value+1
(4) q, r = Quotrem(q,N)
(5) d← gcd(r,N)
(6) if d 6= 1 then return d else return value
Lemma 3.2. Suppose the vN routine does not factorize N and outputs
vN (a) = k. Then, vp(a) = kvp(N) for all prime divisors p of N .
We agree that vN (0) =∞. Also, we extend this function (which is not a
valuation) to a function on Z[x], in the usual way:
vN (a0 + a1x+ · · ·+ asx
s + · · · ) = Min0≤s{vN (as)}.
3.2. Newton polygons and residual polynomials. Consider monic po-
lynomials g1, . . . , gm ∈ Z[x] such that
f ≡ gℓ11 · · · g
ℓm
m (mod N)
is the canonical squarefree decomposition of f modulo N .
Since these polynomials are pairwise coprime modulo N , we have an anal-
ogous of the first dissection:
PN =
m∐
i=1
Pgi , Pg = {p ∈ PN | vp(g(θ)) > 0} .
Let us fix one of these polynomials; say g = gi for some 1 ≤ i ≤ m, and
denote ℓ := ℓi = ordg
(
f
)
.
Our polynomial f admits a unique g-expansion:
(3) f = a0 + a1g + · · ·+ arg
r,
with ai ∈ Z[x] having deg ai < deg g. For any coefficient ai we compute the
N -adic value ui = vN (ai) ∈ Z ∪ {∞}.
Definition 3.3. The g-Newton polygon of f is the lower convex hull of the
set of all points (i, ui), ui <∞, in the Euclidian plane. We denote this open
convex polygon by Ng(f).
LOCAL-TO-GLOBAL COMPUTATION OF INTEGRAL BASES 11
The length of this polygon is by definition the abscissa r of the last vertex.
We denote it by ℓ(Ng(f)). The typical shape of this polygon is shown in
Figure 1.
Definition 3.4. The polygon N−g (f) determined by the sides of negative
slope of Ng(f) is called the principal g-polygon of f .
Lemma 3.5. The length of N−g (f) is equal to ℓ = ordg
(
f
)
.
Proof. Let b = a0+a1g+ · · ·+aℓ−1g
ℓ−1. Since f belongs to the ideal gℓA[x],
the element b belongs to this ideal too. Since deg b < deg gℓ and g is monic,
we have b = 0 by (2). This implies a0 = · · · = aℓ−1 = 0, again because g is
monic.
In particular, u0, . . . , uℓ−1 > 0, and it remains only to show that uℓ = 0.
Since f does not belong to the ideal gℓ+1A[x], we deduce that aℓg
ℓ does not
belong to this ideal either. Hence, aℓ 6= 0 and uℓ = 0. 
Let A1 := A[x]/(g) = Z[x]/(N, g) and denote by redN,g : Z[x] −→ A1
the homomorphism of reduction modulo (N, g). We attach to any integer
abscissa 0 ≤ i ≤ ℓ the following residual coefficient ci ∈ A1:
ci =


0, if (i, ui) lies above Ng(f), or ui =∞,
redN,g
( ai
Nui
)
, if (i, ui) lies on Ng(f).
Note that ci is always nonzero in the latter case, because deg ai < deg g.
Let S be one of the sides of N−g (f) with slope −λ = −h/e, where h, e are
positive coprime integers. Define the degree d(S) of S as in section 1.3.
Definition 3.6. Let s be the initial abscissa of S, and let d = d(S). The
residual polynomial attached to S (or to λ) is defined as:
Rg,λ(f) = cs + cs+e y + · · ·+ cs+(d−1)e y
d−1 + cs+de y
d ∈ A1[y].
Note that cs and cs+de are always nonzero, so that the residual polynomial
has degree d and is never divisible by y.
Ideally, we would like these polygons and residual polynomials to have
analogous properties to those stated in Theorems 1.4 and 1.6, but this is
not true. However, we still face a win-win situation: when one of these
objects fails to have the properties we need for the final computation of an
N -integral basis, then it yields a factorization of N or g. The next section
is devoted to the discussion of this phenomenon.
3.3. Admissible φ-expansions. Let p be one of the prime factors of N ,
and denote the homomorphisms of reduction modulo p by the same symbol:
redp : Z[x] −→ Fp[x], redp : Zp[x] −→ Fp[x].
Let redp(g) = ϕ1 · · ·ϕt be the factorization of redp(g) into a product of
monic irreducible polynomials in Fp[x]. By Hensel’s lemma, g splits in Zp[x]
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into a product of t monic irreducible polynomials:
g = φ1 · · ·φt, redp(φi) = ϕi, 1 ≤ i ≤ t.
Lemma 3.7. Let p be a prime divisor of N and let φ be a p-adic irreducible
factor of g. Let Pφ =
∐
λ Pφ,λ be the partition of Pφ determined by the
slopes of the different sides of N−φ (f) (section 1.2).
(1) ℓ(N−φ (f)) = ℓ(N
−
g (f)).
(2) For any p ∈ Pφ,λ we have vp(g(θ)) = e(p/p)λ.
Proof. We saw in section 1.2 that ℓ(N−φ (f)) = ordredp(φ) redp(f) = ℓ. Since
redp(g) is squarefree and the polynomials g1, . . . , gm are pairwise coprime,
this length coincides with ordg f , which is equal to ℓ(N
−
g (f)) by Lemma 3.5.
This proves item (1).
Take p ∈ Pφ,λ. By Theorem 1.4, we have vp(φ(ιp(θ))) = λ. Since all
p-adic factors of g are pairwise coprime modulo p, we have vp(φj(ιp(θ))) = 0
for all φj 6= φ. Hence, vp(g(ιp(θ))) = λ. This proves item (2). 
Let us fix one of these p-adic irreducible factors; say φ = φj .
Let Φ ∈ Z[x] be any integer poynomial congruent to φ modulo p, and
consider the ideal (p,Φ). The ideal m = redN,g(p,Φ) is a maximal ideal of
A1. We abuse of language and denote this ideal simply as m = (p, φ).
Consider the canonical φ-expansion of f :
f = b0 + b1φ+ · · ·+ bℓφ
ℓ + · · · , deg bs < degφ, ∀s ≥ 0.
Consider now another φ-expansion, not necessarily the canonical one:
(4) f = b′0 + b
′
1φ+ · · ·+ b
′
rφ
r + · · · .
Take u′i = vp(b
′
i), for all i ≥ 0, and let N
′ be the principal polygon of
the set of points (i, u′i). To any abscissa 0 ≤ i ≤ ℓ(N
′) we attach a residual
coefficient as before:
c′i =
{
0, if (i, u′i) lies above N
′, or u′i =∞,
redp,φ
(
b′i/p
u′i
)
, if (i, u′i) lies on N
′.
For the points (i, u′i) lying on N
′ we can now have c′i = 0, because b
′
i could
be divisible by φ.
Finally, for any side S′ of N ′ of negative slope −λ = −h/e we can define
the residual polynomial
R′φ,λ(f) := c
′
s′ + c
′
s′+e y + · · ·+ c
′
s′+(d′−1)e y
d′−1 + c′s′+d′e y
d′ ∈ Fφ[y],
where d′ = d(S′) and s′ is the abscissa of the left endpoint of S′.
Definition 3.8. We say that the φ-expansion (4) is admissible if c′s 6= 0 for
each abscissa s of a vertex of N ′.
Admissible expansions yield the same principal polygon and the same
residual polynomials. This was proved in [2, Lem. 1.12].
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Lemma 3.9. If a φ-expansion is admissible, then N ′ = N−φ (f) and c
′
i = ci
for all abscissas 0 ≤ i ≤ ℓ(N ′). In particular, for any negative slope −λ we
have R′φ,λ(f) = Rφ,λ(f).
Theorem 3.10. Suppose that the construction of N−g (f) does not fail, and
for each vertex (s, us) of N
−
g (f) the gcd0 routine does not fail and outputs
gcd0
(
as/Nus , g
)
= 1.
Take a prime divisor p of N and a p-adic irreducible factor φ of g. Let
m = (p, φ) be the corresponding maximal ideal of A1. Then,
(1) The canonical g-expansion of f is an admissible φ-expansion.
(2) N−φ (f) = Eρ(N
−
g (f)), where ρ = vp(N) and Eρ : R
2 −→ R2 is the
affine plane transformation given by Eρ(x, y) = (x, ρy).
(3) For any slope −λ = −h/e of N−g (f), let P = redm (Rg,λ(f)) ∈ Fm[y].
There exist σ, τ ∈ F∗m such that Rφ,ρλ(f)(y) = τP (σy
gcd(ρ,e)).
Proof. Rewrite the canonical g-expansion of f as a φ-expansion:
f = a0 + a1g + · · · + aℓg
ℓ + · · · = b′0 + b
′
1φ+ · · ·+ b
′
ℓφ
ℓ + · · · ,
where b′i = aiΦ
i, for Φ := g/φ. Let N ′ be the principal Newton polygon
determined by the cloud of points (i, u′i), where u
′
i = vp(b
′
i) for all i.
Since Φ is a monic polynomial we have vp(Φ) = 0, so that u
′
i = vp(ai)
for all i. Hence, N ′ coincides with the principal Newton polygon associated
with the canonical g-expansion of f , with respect to the p-adic valuation vp.
Since vp = ρvN , this shows that N
′ = Eρ(N
−
g (f)).
In particular, the slopes of N ′ are −ρλ, for −λ running on the slopes of
N−g (f). Also, the vertices of N
′ and N−g (f) have the same abscissas.
Let us now prove item (1). For any abscissa s of a vertex of N ′ we have
c′s = redp,φ(b
′
s/p
u′s) = redp,φ(as/p
u′s) redp,φ(Φ
s). Clearly, redp,φ(Φ) 6= 0 be-
cause Φ and φ are coprime modulo p. On the other hand, gcd0
(
as/Nus , g
)
=
1 by our assumptions; thus, Lemma 2.3 shows that the reduction modulo p
of as/N
us and g are coprime. Since Nus = pu
′
sM , with p ∤ M , we deduce
that redp,φ(as/p
u′s) 6= 0 as well. Therefore c′s 6= 0, which is the condition of
admissibility.
By Lemma 3.9, we have N ′ = N−φ (f) and R
′
φ,ρλ(f) = Rφ,ρλ(f) for all
slopes ρλ of N−φ (f). This proves item (2).
Also, in order to prove item (3) we may compare P := redm (Rg,λ(f))
with R′φ,ρλ(f) instead of Rφ,ρλ(f).
The compatibility of the different reduction maps is a consequence of the
commutativity of the following diagram:
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Z[x] ✲ Zp[x]
redN,g redp,φ
A1
✲
redm
Fm = Fp,φ
❄❄
Let s be the initial (left) abscissa of the side of slope −λ of N−g (f), and
consider
z = redp,φ(N/p
ρ), w = redp,φ(Φ), τ = w
szus , σ = wez−h.
For 0 ≤ j ≤ d(S), let csj ∈ A1 be the coefficient of the monomial of
degree j of Rg,λ(f), where sj = s+ je. If csj 6= 0, then by definition, csj =
redN,g
(
asj/N
usj
)
. By using usj = us − jh, a straightforward computation
shows that
τσj redm(csj ) = redp,φ
(
b′sj/p
u′sj
)
= c′sj .
Finally, in the Newton polygon N ′, the slope −ρλ = −ρh/e has least positive
denominator e′ = e/k, for k = gcd(e, ρ). Hence, c′sj = c
′
s+je = c
′
s+jke′ is
actually the coefficient of the monomial of degree kj of R′φ,ρλ(f). This ends
the proof of the third item. 
Conclusions (2) and (3) of Theorem 3.10 are very strong. For sure, the
polygonsN−φj(f) have the same length, but could have a very different config-
uration of sides and slopes. It seems unlikely that all these Newton polygons
coincide and coincide as well (apart from the eventual change of the value of
ρ) with all polygons attached to all other prime divisors of N . This suggests
that the condition gcd0(as/N
us , g) = 1 for all vertices of N−g (f) should fail
relatively often, providing a factorization of N or g with a reasonably high
probability.
Corollary 3.11. Under the same assumptions, let us focus our attention
on the set P(p) of the prime ideals of ZK dividing p:
Pp,g := Pg ∩ P(p) = {p ∈ P(p) | vp(g(θ)) > 0}.
Then, we get a second dissection:
Pp,g =
∐
λ
Pp,g,λ, Pp,g,λ = {p ∈ Pp,g | vp(g(θ)) = e(p/p)ρλ} ,
for −λ running on the slopes of N−g (f).
Proof. If g = φ1 · · ·φt is the factorization of g in Zp[x], we have clearly
Pp,g =
∐t
i=1 Pφi . Now, since all Newton polygons N
−
φi
(f) concide with
Eρ(N
−
g (f)), the classical second dissection for the prime p is:
Pφi =
∐
λ
Pφi,ρλ,
for −λ running on the slopes of N−g (f). Finally, item (2) of Lemma 3.7
shows that Pp,g,λ =
⋃t
i=1Pφi,ρλ. 
LOCAL-TO-GLOBAL COMPUTATION OF INTEGRAL BASES 15
Corollary 3.12. Under the same assumptions, Rg,λ(f) ∈ A1[y] is squarefree
if and only if Rφ,vp(N)λ(f) ∈ Fm[y] is squarefree, for all maximal ideals
m = (p, φ) of A1.
Proof. By definition, Rg,λ(f) is squarefree if and only if redm (Rg,λ(f)) is
squarefree for all maximal ideals m of A1. Now, a polynomial P ∈ Fm[y]
is squarefree if and only if it has a non-zero discriminant. This property is
preserved if we transform P into τP (σy), for σ, τ ∈ F∗m. Also, if P (0) 6= 0,
then squarefreeness is preserved if we transform P into P (yk) for k > 0.
By construction, the residual polynomials have a non-zero constant term;
hence, Theorem 3.10 shows that redm (Rg,λ(f)) is squarefree if and only if
Rφ,vp(N)λ(f) is squarefree. 
3.4. The condition of N-regularity. Suppose that the routine SFD0 does
not fail and outputs a squarefree decomposition of f . Let us choose repre-
sentatives g1, . . . , gm ∈ Z[x] of the squarefree factors of f in A[x].
We say that f is N -regular with respect to these choices if the following
conditions are satisfied:
(1) The construction of none of the Newton polygons N−gi (f) fails.
(2) For all i, and for each abscissa s of a vertex of N−gi (f), the gcd0
routine does not fail and outputs gcd0
(
as,i/Nus,i , gi
)
= 1, where as,i
is the s-th coefficient of the gi-expansion of f and us,i = vN (ai,s).
(3) For all i, and for each slope −λ of N−gi (f), the routine SFD1 does
not fail and certificates that Rgi,λ(f) is squarefree.
The next result is an immediate consequence of Theorem 3.10 and Corol-
lary 3.12.
Corollary 3.13. Supose f is N -regular with respect to the choice of the
polynomials g1, . . . , gm. Then, for all primes p dividing N , our defining
polynomial f is p-regular with respect to the choices of all p-adic irreducible
factors in Zp[x] of all gi, as representatives of the pairwise different irre-
ducible factors of f modulo p.
4. Computation of an N-integral basis in the regular case
We keep with the notation of the preceding sections. The aim of this
section is to compute an N -integral basis, under the assumption that the
defining polynomial f of our number field K is N -regular.
Definition 4.1. Let Z(p) be the localization of Z at the prime ideal pZ. A p-
integral basis of ZK is a family α1, . . . , αn ∈ ZK such that α1⊗1, . . . , αn⊗1
is a Z(p)-basis of ZK ⊗Z Z(p).
We say that α1, . . . , αn ∈ ZK is an N -integral basis of ZK if it is a
p-integral basis for all prime divisors p of N .
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ℓi1 2 ℓi − 10
N−gi(f)
yi,1
yi,2
yi,ℓi−1
Figure 2.
Suppose we choose representatives g1, . . . , gm ∈ Z[x] of the squarefree
decomposition of f in A[x] provided by the routine SFD0. Thus,
f ≡ gℓ11 . . . g
ℓm
m (mod N), 0 ≤ ℓ1 < · · · < ℓm.
Consider the different gi-expansions of f :
f = ai,0 + ai,1gi + · · ·+ ai,rig
ri
i , 1 ≤ i ≤ m.
Definition 4.2. The quotients attached to each gi-expansion are, by defi-
nition, the different quotients qi,1, . . . , qi,ri that are obtained along the com-
putation of the coefficients of the expansion:
f = giqi,1 + ai,0, qi,1 = giqi,2 + ai,1, · · · qi,ri = gi · 0 + ai,ri = ai,ri .
Equivalently, qi,j is the quotient of the division of f by g
j
i .
Suppose that the construction of none of the Newton polygons N−gi (f)
fails. By Lemma 3.7, ℓ(N−gi (f)) = ℓi for all i. For any integer abscissa
0 ≤ j ≤ ℓi, let yi,j ∈ Q be the ordinate of the point of N
−
gi
(f) of abscissa j.
For any 1 ≤ i ≤ m fixed, these rational numbers form a strictly decreasing
sequence, and yi,ℓi = 0 (see Figure 2).
Note that the sum ⌊yi,1⌋+ · · ·+⌊yi,ℓi⌋ coincides with the number of points
of integer coordinates in the region delimited by the polygon and the axes.
Theorem 4.3. Suppose that f is N -regular and consider the following ele-
ments in the order Z[θ]:
(5) αi,j,k = qi,j(θ) θ
k, 1 ≤ i ≤ m, 1 ≤ j ≤ ℓi, 0 ≤ k < deg gi.
Then the family of all αi,j,k/N
⌊yi,j⌋ is an N -integral basis of ZK if and
only if at least one of the following two conditions is satisfied.
(a) N is squarefree.
(b) All slopes of all Newton polygons N−g (f) are integers.
This is the main theorem of the paper. The proof will follow the argu-
ments in [1, §2], where the theorem was proved for N prime.
Proposition 4.4. For all 1 ≤ i ≤ m and all 1 ≤ j < ℓi, the element
qi,j(θ)/N
⌊yi,j⌋ belongs to ZK .
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Proof. We fix an index 1 ≤ i ≤ m, and we denote g = gi, ℓ = ℓi, qj = qi,j,
yj = yi,j. Also, let f = a0 + a1g + · · ·+ arg
r be the g-expansion of f .
By definition, for all 1 ≤ j ≤ r we have:
(6) qj = aj + aj+1g + · · ·+ arg
r−j ,
(7) f = rj + qj g
j , where rj = a0 + a1g + · · ·+ aj−1g
j−1.
Take an index 1 ≤ j < ℓ. We must show that for all prime divisors p of
N and all prime ideals p dividing p, we have vp(qj(θ)) ≥ e(p/p)ρyj , where
ρ = vp(N). From now on, we consider p (and ρ) fixed.
Let −λ1 < · · · < −λk be the slopes of the different sides of N
−
g (f). Recall
the second dissection of Corollary 3.11. The set Pp,g splits into the disjoint
union of the k subsets
Pp,g,λs = {p ∈ Pp,g | vp(g(θ)) = e(p/p)ρλs}, 1 ≤ s ≤ k.
Let 1 ≤ z ≤ k be the greatest index such that the projection of the side of
slope −λz to the horizontal axis contains the abscissa j.
Denote us = vN (as) = ρvp(as), for all s. Suppose first that p ∈ Pp,g,λq for
some q ≤ z. In this case, for all j ≤ s we have:
vp(as(θ)g(θ)
s−j)/(e(p/p)ρ) ≥ us + (s− j)λq ≥ us + (s− j)λz
≥ ys + (s− j)λz ≥ yj,
the last inequality by the convexity of the Newton polygon. This shows that
vp(qj(θ)) ≥ e(p/p)ρyj , because all summands of (6) have this property.
Suppose now that either p 6∈ Pp,g or p ∈ Pg,λq for some q > z; that is,
vp(g(θ)) = e(p/p)ρµ for some µ < λz (µ = 0 if p 6∈ Pp,g). In this case, we
use the identities in (7), which imply, again:
vp(qj(θ))/(e(p/p)ρ) = vp(rj(θ))/(e(p/p)ρ) − jµ
≥ Min0≤s<j{vp(as(θ)g(θ)
s)/(e(p/p)ρ)} − jµ
= vp(as0(θ)g(θ)
s0)/(e(p/p)ρ) − jµ ≥ us0 − (j − s0)µ
> us0 − (j − s0)λz ≥ ys0 − (j − s0)λz ≥ yj,
the last inequality by the convexity of the Newton polygon. 
Lemma 4.5. Let p be a prime divisor of N and ϕ ∈ Fp[x] a monic irre-
ducible factor of redp(f). Then,
ordϕ(redp(qi,j)) =
{
ℓi − j, if ϕ | redp(gi),
ℓq, if ϕ | redp(gq), q 6= i,
for all 1 ≤ i ≤ m, 1 ≤ j ≤ ℓi.
Proof. For commodity we indicate reduction modulo p simply with a bar.
Let 1 ≤ q ≤ m be the unique index such that ϕ | gq, so that ordϕ(f) = ℓq.
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As we saw in section 1.2, ai,ℓi 6= 0 and ℓi is the least index with this property.
Hence, f = qi,ℓig
ℓi
i . We deduce that
ordϕ(qi,ℓi) =
{
0, if q = i,
ℓq, if q 6= i.
Now, for all j < ℓi, the identity (6) shows that qi,j = qi,ℓi g
ℓi−j
i , and this
ends the proof of the lemma. 
Lemma 4.6. Let p be a prime divisor of N . The elements αi,j,k ∈ Z[θ]
given in (5) form a Z(p)-basis of Z(p)[θ].
Proof. Let us show first that the n = ℓ1 deg g1+ · · ·+ ℓm deg gm polynomials
qi,jx
k are linearly independent modulo p. Denote by Qi,j,k = qi,jx
k their
reduction modulo p, and suppose that
(8)
∑
i,j,k
ai,j,kQi,j,k = 0,
for some constants ai,j,k ∈ Fp. Consider the following polynomials in Fp[x]:
(9) Ai,j =
∑
0≤k<deg gi
ai,j,kQi,j,k, Bi,j =
∑
0≤k<deg gi
ai,j,kx
k,
so that Ai,j = qi,jBi,j for all i, j. Now, the equality (8) is equivalent to∑
i,j Ai,j = 0. Let us show that this implies Ai,j = 0 for all i, j. In fact, let
us assume that the indices 1 ≤ i ≤ m are ordered so that ℓ1 ≥ · · · ≥ ℓm.
Suppose that Ai0,j0 6= 0 for a maximal pair (i0, j0) with respect to the
lexicographical order. Since degBi0,j0 < deg gi0 , there exists an irreducible
factor ϕ of gi0 in Fp[x] such that ϕ ∤ Bi0,j0 . By Lemma 4.5, ordϕ(Ai0,j0) =
ℓi0 − j0.
Now, for any pair (i, j) with Ai,j 6= 0, we have either i < i0, or i = i0,
j < j0, by the maximality of (i0, j0). Lemma 4.5 shows in both cases that
ordϕ(Ai0,j0) < ordϕ(Ai,j). This implies ordϕ
(∑
i,j Ai,j
)
= ℓi0 − j0, which is
a contradiction.
Thus, Bi,j = 0 for all i, j, and this implies ai,j,k = 0 for all i, j, k. There-
fore, the polynomials Qi,j,k are Fp-linearly independent.
In particular, since all polynomials qi,jx
k have degree less than n, the
integral elements αi,j,k are Z-linearly independent. Finally, they generate
Z(p)[θ] as a Z(p)-module by Nakayama’s lemma. 
Proof of Theorem 4.3. Consider the following Z-submodules:
M =
〈
αi,j,k
〉
Z
⊂ Z[θ], M ′ =
〈
αi,j,k/N
⌊yi,j⌋
〉
Z
⊂ ZK .
By Lemma 4.6, the elements αi,j,k/N
⌊yi,j⌋ are Z-linearly independent.
Thus, we need only to prove that they generate ZK ⊗Z(p) as a Z(p)-module,
for all prime divisors p of N .
For any such p, consider the following chain of free Z(p)-modules
Z(p)[θ] =M ⊗Z Z(p) ⊆M
′ ⊗Z Z(p) ⊆ ZK ⊗Z Z(p)
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The proof proceeds by comparison of the indices of the two larger modules
with respect to Z(p)[θ].
By Lemma 4.6, The family αi,j,k is a Z(p)-basis of Z(p)[θ]. Hence, just by
adding the vp-value of all denominators of the basis of M
′ we get:
(10) vp
((
M ′ ⊗Z Z(p) : Z(p)[θ]
))
= ρ
m∑
i=1
(⌊yi,1⌋+ · · ·+ ⌊yi,ℓi⌋) deg(gi).
On the other hand, by Corollary 3.13, f is p-regular with respect to
the choices of all p-adic irreducible factors φ ∈ Zp[x] of all polynomials
g1, . . . , gm. These factors φ act as representatives of the pairwise different
irreducible factors of f modulo p.
The theorem of the index (Theorem 1.9) shows that
vp
((
ZK ⊗Z Z(p) : Z(p)[θ]
))
= indp(f) =
∑
φ|g1···gm
indφ(f).
Let us separate the latter sum according to the different polynomials gi:
indp(f) =
m∑
i=1
∑
φ|gi
indφ(f).
Now, by Theorem 3.10, the Newton polygons N−φ (f) for the different
factors of the same gi coincide with Eρ(N
−
gi
(f)). By the definition of the
φ-index (Definition 1.8), we have
indφ(f) = deg(φ) (⌊ρyi,1⌋+ · · ·+ ⌊ρyi,ℓi⌋) .
Hence, we may rewrite the expression for indp(f) as:
(11) indp(f) =
m∑
i=1
(⌊ρyi,1⌋+ · · ·+ ⌊ρyi,ℓi⌋) deg gi.
Therefore, M ′ ⊗Z Z(p) = ZK ⊗Z Z(p) if and only if the two computations
of (10) and (11) coincide, which is equivalent to
(12) ρ (⌊yi,1⌋+ · · · + ⌊yi,ℓi⌋) = ⌊ρyi,1⌋+ · · ·+ ⌊ρyi,ℓi⌋,
for all 1 ≤ i ≤ m.
Any of the conditions (a) or (b) in Theorem 4.3 implies (12). In fact, if N
is squarefree we have ρ = 1, and if all slopes of all Newton polygons N−gi (f)
are integers, then all rational numbers yi,j are integers too. In both cases,
(12) is obvious.
Conversely, suppose N is not squarefree and there exists a slope −λ of
some N−gi (f) which is not an integer; that is, λ = h/e with h, e positive
coprime integers and e > 1.
Clearly, ρ⌊yi,j⌋ ≤ ⌊ρyi,j⌋ for all i, j; hence, it suffices to show the existence
of some 1 ≤ j ≤ ℓi for which the inequality is strict, to conclude that (12)
does not hold.
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Since N is not squarefree, there exists a prime divisor p of N with ρ =
vp(N) > 1. Let (s, u) be the left endpoint of the side of slope λ of N
−
gi
(f).
We have yi,s = u ∈ Z>0, and
yi,s+k = u− kλ = u−
kh
e
=
ue− kh
e
, 1 ≤ k < e.
Since h and e are coprime, there exists 1 ≤ k < e such that kh ≡ 1 (mod e).
For this value of k we may write the positive numerator of the last fraction
as ue − kh = e − 1 + eb, for some non-negative integer b. For j = s+ k we
have
⌊ρyi,j⌋ = ρb+ ⌊ρ(e− 1)/e⌋ > ρb = ρ⌊yi,j⌋,
because ρ > 1. This ends the proof of the theorem. 
5. An example
Let us illustrate the practical performance of Ore’s method modulo N in
a concrete example. All computations have been done in a PC using Magma
V2.19-7.
Consider the following irreducible polynomial of degree six:
f(x) = (x2 + x+ 2)2
(
x2 + x+ 2 + a(a− 1)
)
− 4a3,
where a = pq2, and p, q are the prime numbers p = 281474976710677, q =
1099511627791.
Once we apply trial division by 2, 3 and 5 (the primes less than or equal
to the degree of f), we get:
disc(f) = 2837N,
where N is a 2685-bit integer. For the primes p = 2, 3 we compute p-integral
bases with the traditional methods. The remaining task is the computation
of an N -integral basis.
The previous factorization of N would require a lot of time. Even the
squarefree factorization of N has a sensible cost: it takes 8001.21 seconds.
However, Ore’s metod applied to the modulus N is able to compute an
N -integral basis in a much shorter time.
In fact, while trying to compute the squarefree decomposition of f modulo
N , the routine SFD0 detects the number a2 as a proper divisor of N . From
this information, we deduce the following splitting of N into a product of
powers of coprime base factors:
N = a12N1,
where N1 is a 1149-bit integer. Hence, we consider [a,N1] as a list of moduli
to which the method must be applied and we start over.
When we try to compute the squarefree decomposition of f modulo N1,
the routine SFD0 detects 13 as a proper divisor of N1. This leads to the
following splitting of N1 into a product of powers of coprime base factors:
N1 = 13
3N2,
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where N2 is a 1138-bit integer. At this moment, we have [a, 13, N2] as a list
of moduli to which the method must be applied.
When we try to compute the squarefree decomposition of f modulo N2,
the routine SFD0 detects a proper divisor b of N2, leading to:
N2 = b
2b′,
where b is a 376-bit integer and b′ is a 387-bit integer coprime to b:
b =1122564279191696029517040619451061074971851154240399803500
6152942172293886972367007941839422932978008036753065979,
b′ =2586388099257667652007261587215244716752178991256168048379
2872992197630558791833856045295665609912136344999241131327.
We get [a, 13, b, b′] as the list of coprime moduli m for which we want to
compute an m-integral basis. For each of these moduli, f is m-regular and
the method computes a candidate of m-integral basis without detecting a
further splitting of the modulus.
For the moduli 13, b and b′ we get Newton polygons with non-integer
slopes. Nevertheless, for the modulus a the routine SFD0 considers f ≡
(x2 + x+ 2)3 (mod a) as a squarefree decomposition of f modulo a and for
g = x2 + x+ 2, the Newton polygon N−g (f) is one-sided of length 3 and it
has integer slope −1.
The first phase is over and it took a total time of 0.11 seconds. Now, by
Theorem 4.3, we have in our hands a 13-integral basis and an a-integral basis
(although a is not squarefree), and we need only to compute the squarefree
factorization of b and b′ to decide if we have terminated already (if they are
both squarefree), or we need to start over with some divisors of b, b′ as new
moduli.
The point is that these moduli b, b′ are small enough to obtain their
squarefree factorization in a reasonable time: 0.21 and 14.91 seconds, respec-
tively. It turns out that b and b′ are both squarefree and the computation
terminates in a total accumulated time of 15.23 seconds.
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