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V pričujočem magistrskem delu so uporabljene sledeče veličine in simboli:
Pomen Simbol
Povezave med plastjo i in i+ 1 Wi
Enosmerne uteži plasti i bi
Aktivacija enot plasti i Ai
Vsi prosti parametri omrežja Θ
Aktivacijska funkcija σ (·)
Operator konvolucije f ∗ g
Tabela 1: Veličine in simboli
Pri čemer so vektorji napisani s poudarjeno pisavo, matrike in tenzorji pa s
poudarjeno pisavo in z velikimi tiskanimi črkami. Natančneǰsi pomen simbolov in
njihovih indeksov je razviden iz ustreznih slik ali pa je pojasnjen v spremljajočem
besedilu, kjer je simbol uporabljen.
xiii
xiv Seznam uporabljenih simbolov
Povzetek
V pričujočem delu je predstavljen in ovrednoten model PISI (Pose-Invariant
Similarity Index) za avtentikacijo ljudi preko obrazne biometrije. Predstavlja po-
izkus robustne rešitve problema določitve, če dve dani sliki obrazov predstavljata
isto osebo, neobčutljive na pozo obraza na sliki.
Razviti model temelji na globokih konvolucijskih nevronskih omrežjih.
Naučen model je ovrednoten na standardnih zbirkah obraznih slik FERET in
IJB-A. Eksperimentalni rezultati kažejo, da model PISI na teh dveh podatkovnih
bazah dosega bolǰse rezultate od modelov PCA in LDA z Gaborjevimi filtri, ki
sta bila uporabljena za primerjavo.
Poglavje 1 poda uvod v delo. Poglavje 2 poda zgodovinski pregled področij
globokih nevronskih omrežij in računalnǐske obdelave obrazne biometrije. Po-
glavje 3 predstavlja pregled teoretičnega ozadja strukture in učenja globokih ne-
vronskih omrežij. Poglavje 4 poda strukturo modela PISI in postopke učenja,
uporabljene za določitev njegovih prostih parametrov. Poglavje 5 predstavi po-
datkovne baze in metode, uporabljene za vrednotenje modela, poglavje 6 pa re-
zultate vrednotenja. Zaključki dela so podani v poglavju 7.




The thesis presents the PISI model for face recognition. It represents an
attempt at solving the problem of determining whether two given facial images
represent the same subject, insensitive to the pose of the subject.
The model is based on deep convolutional neural networks. The fully-trained
model is evaluated using the standard facial image data sets FERET and IJB-A
using performance curves and quantitative performance metrics. The PISI model
is found to outperform the PCA and LDA methods applied on Gabor features,
on both data sets.
Chapter 1 provides an introduction to the thesis. Chapter 2 presents a histori-
cal overview of the fields of deep learning and facial biometry. Chapter 3 contains
an explanation of the theory of the structure and learning process of deep neural
networks. Chapter 4 describes the PISI model and the learning methods used to
set its parameters. Chapter 5 presents the databases used to train and validate
the model and methods used to evaluate the results, and chapter 6 presents the
results of the evaluation. Chapter 7 presents the conclusions of the thesis.




Razvoj računalnǐske strojne opreme, še posebej grafičnih procesnih enot v zadnjih
letih omogoča implementacijo, učenje in uporabo kompleksnih metod strojnega
učenja, med katere spadajo globoka nevronska omrežja na strojni opremi v ce-
novnem rangu zmogljiveǰsega osebnega računalnika. Vektorizirana, paralelna im-
plementacija učenja omrežja na grafični procesni enoti tipično prinese 10- do 20-
kratno pohitritev v primerjavi z modernimi centralnimi procesnimi enotami [1], v
praksi pa globoko konvolucijsko nevronsko omrežje, opisano v sledečem delu, na
strojni opremi, opisani v dodatku A doseže 12-kratno pohitritev med učenjem
in 9-kratno pohitritev med testiranjem v primerjavi z enakim omrežjem, učenim
na centralni procesni enoti.
Ključna prednost globokih nevronskih omrežij s konvolucijskimi plastmi pred
klasičnimi metodami strojnega učenja na področju slikovnih podatkov je, da
jih lahko učimo neposredno z neobdelanimi slikami, medtem ko klasični pri-
stopi k strojnemu učenju pogosto delujejo na ročno načrtovanih značilkah, kar
od načrtovalca modela strojnega učenja zahteva več dela in bolǰse poznavanje
področja uporabe. [2]
Z vseprisotno uporabo internetnih družabnih omrežij in spletnih strani za
shranjevanje in deljenje slik ter vedno bolj razširjeno uporabo video-nadzornih
sistemov postaja obrazna biometrija vedno bolj pomembno področje uporabe
sistemov strojnega učenja. Lokalizacija, štetje, identifikacija in avtomatsko




1.1 Cilji magistrskega dela
Glavni cilj sledečega dela je implementirati in naučiti globoko nevronsko omrežje
za avtentikacijo v odprti množici z iskanjem 1:1 na področju uporabe slikovne
obrazne biometrije. Teoretično ozadje globokih nevronskih omrežij je podano
v poglavju 3. Cilj je pokazati, da globoka konvolucijska nevronska omrežja
omogočajo avtentikacijo tudi s podatki, na katerih klasični pristopi k strojnemu
učenju največkrat odpovedo - na nestrukturiranih podatkovnih bazah z visoko
stopnjo variacij v pozi oseb na slikah in v kvaliteti slik. V ta namen je vrednote-
nje sistema izvedeno na eni izmed klasičnih, umetno pripravljenih zbirk obraznih
slik s strukturiranimi in jasno označenimi pozami ter nespremenljivo kvaliteto
in ozadjem, ter na noveǰsi nestrukturirani podatkovni bazi, ki je sestavljena iz
javno dostopnih slik znanih oseb, ki niso bile posnete s primarnim namenom
razpoznavanja obrazov. Podatkovni bazi sta podrobneje opisani v poglavju 5.2.
Če povzamemo, glavni cilji magistrskega dela so:
• Izgradnja modela za avtentikacijo s pomočjo globokih konvolucijskih ne-
vronskih omrežij (poglavje 4)
• Eksperimentalno ovrednotenje razvitega modela na dveh različnih podat-
kovnih bazah obraznih slik, na podlagi ROC krivulj in kvantitativnih mer
(poglavje 5)
• Primerjava delovanja razvitega modela z metodama PCA in LDA [3] (po-
glavje 6)
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1.2 Problem avtentikacije v odprti množici z iskanjem 1:1
Na področju uporabe obrazne biometrije je problem avtentikacije v odprti množici
z iskanjem 1:1 sledeč: Na podlagi dveh danih slik obrazov določiti, če predsta-
vljata isto osebo, pri čemer se predpostavlja, da sistem nobene od slik ni videl
med učenjem, možno pa je tudi, da med učenjem ni videl nobene od oseb na
slikah.
Podoben problem iskanju 1:1 predstavlja problem iskanja 1:N oziroma pro-
blem razvrščanja obrazov: Na podlagi slike obraza določiti, katero izmed N
razvrščevalniku znanih oseb predstavlja, pri čemer se predpostavlja, da je na
sliki ena izmed N razvrščevalniku znanih oseb.
8 Uvod
2 Zgodovinski pregled področij
2.1 Globoka nevronska omrežja
Za začetek razvoja klasičnih umetnih nevronskih omrežji se smatra razvoj percep-
trona [4] - preprostega dvoplastnega nevronskega omrežja, sposobnega predsta-
vitve poljubnih linearnih zvez med vektorjem vhodov in izhodov. Ideja določitve
parametrov nevronskih omrežij preko gradientne optimizacije je bila razvita l.
1986 [5] - metoda vzvratnega učenja omrežja od izhodne plasti proti vhodni
(backpropagation) je ključen koncept pri učenju nevronskih omrežij z gradien-
tno optimizacijo.
Začetki področja učenja globokih konvolucijskih nevronskih omrežij segajo
v leto 1990, ko je Yann LeCun objavil članek [6] o uporabi takih modelov za
razpoznavanje ročno napisanih poštnih številk. Zaradi računske zahtevnosti kljub
teoretičnim napredkom do pred kratkim niso dosegli širše uporabe.
Leta 2006 je Hinton razvil algoritem nenadzorovanega učenja posameznih pla-
sti globokih omrežij (layer-wise greedy training) [7], ki se uporablja kot dodaten
korak med inicializacijo parametrov in globalnim nadzorovanim učenjem omrežja,
in s tem pohitri učenje. V 2012 je bil razvit postopek izpadanja nevronov med
učenjem globokih omrežij [8], ki dodatno izbolǰsa učenje globokih omrežij tako,
da z naključnim ugašanjem enot med učenjem preprečuje pojav overfitting-a.
9
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S temi izbolǰsavami so leta 2012 Krizhevsky, Sutskever in Hinton s člankom [9]
pokazali, da je globoko konvolucijsko omrežje za razpoznavanje izmed 1000 razre-
dov objektov na slikah na podatkovni bazi 1.2 milijona slik možno v roku enega
tedna naučiti na enem osebnem računalniku z grafičnimi procesnimi enotami sre-
dnjega cenovnega razreda. Z njim so na tekmovanju ILSVRC-2010 dosegli napako
razpoznavanja ranga 5 17%, v primerjavi z do takrat najbolǰsimi objavami na isti
podatkovni bazi, ki so dosegali napako razpoznavanja ranga 5 25.7%.
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2.2 Razpoznavanje na podlagi obrazne biometrije
Eden od začetnikov področja računalnǐske obdelave obrazne slikovne biometrije
je Takeo Kanade, s prvo objavo leta 1973 [10]. Zgodnji sistemi detekcije in raz-
poznavanja obrazov so temeljili na teorijah o tem, kako razpoznavanje obrazov
deluje pri ljudeh - lokalizaciji in osnovni statistični analizi položaja kritičnih točk,
kot so oči, nos, koti ust, itd. [11].
Leta 1985 je bila razvita ideja računalnǐsko-generiranih karikatur [12], kjer je
karikatura definirana kot slika obraza, na kateri pride do pretiravanja v varianci
lastnosti, po katerih se človeški obrazi najbolj razlikujejo, kot so oblika, velikost
in pozicija oči, nosu in ust. Ideja je bila uporabljena tudi v namen računalnǐskega
razpoznavanja obrazov [13].
Leta 1991 je Matthew Turk razvil sistem za detekcijo in identifikacijo obra-
zov [3], temelječ na konceptu lastnih obrazov (eigenfaces) - projekcije obrazov iz
predstavitve slike kot dvorazsežne matrike v vektorski podprostor značilk. Dve
od metod, ki temeljita na tej ideji, sta v tem delu uporabljeni za primerjavo re-
zultatov in sta podrobneje opisana v poglavju 5.3. Leta 1997 sta Moghaddam in
Pentland predstavila razširitev te metode [14], ki vključuje modeliranje verjetno-
stnih porazdelitev predstavitev z značilkami lastnih obrazov.
Variacije v pozi predstavljajo zahteven problem na področju detekcije in raz-
poznavanja obrazov. Nekatere od predlaganih rešitvev temeljijo na generiranju
prototipne (frontalne) slike oz. učenju na podlagi slik iste osebe pod večimi
različnimi pozami [15], [16]. Ta pristop je uporabljen v sledečem delu.
Nadaljnji napredek na področju obsega metode luščenja značilk in sisteme
razvrščanja. [17]. Ključen napredek je uporaba sistemov predstavitve in globokih
omrežij, ki oba koraka združijo. [18]
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3 Teoretično ozadje
3.1 Osnovni gradniki nevronskih omrežij
Osnovni gradnik umetnih nevronskih omrežij je matematični model nevrona, pri-
kazan na sliki 3.1. Gre za model z N vhodi in enim izhodom, katerega izhod
je s parametri wi utežena vsota vhodov xi (xi, wi ∈ R), transformirana preko





Slika 3.1: Shematski prikaz matematičnega modela nevrona.
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Večplastni perceptron je osnoven sistem strojnega učenja, sestavljen iz takih
modelov nevronov. Sestoji iz vhodne plasti, ene prikrite plasti in izhodne plasti,
kot je prikazano v sliki 3.2. Namen perceptrona je, da naj bi se nevroni v prikriti
plasti naučili predstavitve vhodnih podatkov, primerne za namen razvrščevanja,





Slika 3.2: Shematski prikaz večplastnega perceptrona.
Tipična implementacija perceptrona je, da so vsi parametri w posamezne pla-
sti zloženi v matriko Wi, ki predstavlja uteži vseh povezav med plastjo i − 1 in
i. Za perceptron, prikazan na sliki 3.2 je tako vektor aktivacije nevronov prikrite
plasti a1 definiran kot (3.1)
a1 = σ (W1a0) (3.1)
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Kjer a0 predstavlja vektor aktivacij nevronov vhodne plasti - tj, vhode v
perceptron. Izhod nevrona je nato določen z (3.2)
a2 = σ (W2a1) (3.2)
Problem učenja perceptrona za dano področje uporabe tako sestoji iz določitve
njegovih prostih parametrov - matrik uteži povezav W1 ∈ R
3×2 in W2 ∈ R
1×3.
3.2 Globoka nevronska omrežja
Globoko nevronsko omrežje je sistem, ki vhod, predstavljen kot vektor, matrika
ali tenzor danih dimenzij preko več transformacij v obliki plasti preslika v izhod
istih ali drugačnih dimenzij. Tipično so globoka nevronska omrežja kompleksni
sistemi z velikim številom parametrov - kjer je število prostih parametrov odvi-
sno od hiperparametrov oz. strukture omrežja, ki je določena z njegovo širino
(dimenzionalnostjo vhodov, izhodov in prikritih plasti), številom prikritih plasti
(globino) ter vrsto uporabljenih plasti.
3.2.1 Popolnoma povezana plast
Popolnoma povezane plasti so najbolj osnovni elementi nevronskih omrežij. De-
luje tako, da je vsaka enota (nevron) v plasti z individualno uteženo povezavo
povezana z vsako enoto v preǰsnji plasti, torej vsaka enota v popolnoma pove-
zani plasti predstavlja drugače uteženo vsoto izhodov preǰsnje plasti. Pogosta
modifikacija je dodatek enosmernih uteži, kar lahko predstavimo kot, da preǰsnji
plasti dodamo enoto, ki ima izhod konstantno nastavljen na vrednost 1. Slika 3.3
prikazuje popolnoma povezano plast s tremi enotami z dodanimi enosmernimi
utežmi, katere vhod so aktivacije enot plasti s štirimi enotami.
V primeru plasti z enorazsežnimi vhodi in izhodi aktivacijo popolnoma pove-
zane plasti i določajo vektor aktivacij preǰsnje plasti ai−1, matrika uteži povezav
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+1
Slika 3.3: Popolnoma povezana plast s povezavami iz preǰsnje plasti in z enosmer-
nimi utežmi.
Wi ter vektor enosmernih uteži bi (3.3)
ai = σ (Wiai−1 + bi) (3.3)
Kjer sta ai−1 in ai aktivaciji preǰsnje oz. trenutne plasti, je bi vektor enosmer-
nih uteži plasti i, σ (·) pa aktivacijska funkcija plasti. Vsaka popolnoma povezana
plast z n enotami z vhodom z m enotami je torej določena z mn + n prostimi
parametri [19].
3.2.2 Konvolucijska plast
Popolnoma povezane plasti so primerne za probleme predstavitve in razvrščanja
podatkov na področjih, kjer so pomembne povezave med vsemi elementi vho-
dov, čemur pri neobdelanih slikovnih podatkih ni tako. Na popolnoma povezanih
plasteh temelječim nevronskim omrežjem za procesiranje slikovnih podatkov zato
tipično kot vhode ne dajemo samih slik, temveč iz njih vnaprej izluščene značilke.
Uporaba podatkov o svetilnosti oz. barvi pikslov kot direktnih vhodov v popol-
noma povezano plast je problematična tudi zaradi števila parametrov - kot smo
pokazali v sekciji 3.2.1 je število prostih parametrov popolnoma povezane plasti
z m vhodi in n enotami enako mn+n, torej je v primeru, da imamo za vhod kva-
dratno sliko z n2 piksli in prikrito plast velikosti n število parametrov popolnoma
3.2 Globoka nevronska omrežja 17
povezane plasti enako n4 + n2 [19].
Problem tu ni samo, da je tako veliko število parametrov nepraktično tudi
za moderne računalnike, temveč tudi, da je nepotrebno oziroma lahko delovanje
sistema poslabša - drži namreč, da je posamezen piksel v sliki najbolj koreliran
s svojo takoǰsno soseščino, medtem, ko so povezave z oddaljenimi piksli vedno
manj pomembne.
Problem prevelikega števila parametrov in nepotrebnih povezav reši konvolu-
cijska plast [20], in sicer na način, da je vsaka enota plasti i povezana samo z
bližnjimi enotami plasti i − 1, tako, da imajo povezave v vsako od enot plasti i
skupne uteži in tvorijo konvolucijska jedra.
Obstajata dve izvedbi konvolucije. Vhodne podatke lahko zapolnimo (tipično
z ničelnimi vrednostmi) tako, da je vsak piksel vhoda vsaj enkrat v vsakem
položaju vhodov v konvolucijskega jedra. V tem primeru je dimenzija izhodov
povečana v primerjavi z vhodi. Če vhodnih podatkov ne zapolnimo, je dimenzija
izhodov manǰsa od vhodov v konvolucijsko plast. Slika 3.4 prikazuje razliko med
možnostima.
00 00
Slika 3.4: Primer konvolucijske plasti z enim konvolucijskim jedrom velikosti (3),
ki deluje nad enodimenzionalnimi vhodi, z zapolnjevanjem vhodnih podatkov
(zgoraj) oziroma brez (spodaj).
Konvolucijska plast z m konvolucijskimi jedri oblike (n, n) je tako popolnoma
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določena z n2m parametri, ne glede na velikost vhodne slike.
3.2.3 Normalizacijska plast
Normalizacijska plast [21] ohranja dimenzionalnost vhodov. Njen namen je s sta-
tistično analizo podatkov v učni zbirki zmanǰsati varianco v verjetnostni poraz-
delitvi aktivacij plasti, ki ji sledijo, kar lahko izbolǰsa hitrost konvergence omrežja
med učenjem. Normalizacijska plast je določena z naučenima parametroma γ in
β, ki sta istih dimenzij, kot vhod in izhod normalizacijske plasti, ter s konstantnim
parametrom ε, ki ima tipično vrednost reda 10−6.
Za vhodni vektor z N elementi x = (x1, ..., xN)
T je aktivacija y normaliza-
cijske plasti definirana z algoritmom 1:
Algoritem 1 Aktivacija normalizacijske plasti




2: σ2 ← 1
N
∑N
i=1 (xi − µ)
2




5: yi ← γix̂i + βi
6: end for
Slika 3.5 prikazuje izhode naučene normalizacijske plasti, kjer so bili za vhode
uporabljeni segmenti slik oblike (11, 11), naključno izrezani iz obraznih slik iz
podatkovne baze FERET.
Slika 3.5: Prikaz delovanja naučene normalizacijske plasti. Zgornja vrsta pred-
stavlja vhodne slike, spodnja pa izhode normalizacijske plasti.
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3.2.4 MaxPooling plast
Namen MaxPooling plasti je preprosto zmanǰsevanje dimenzionalnosti podatkov
z ohranjanjem vsebovane informacije. Za dvorazsežne vhode (npr. slike oziroma
izhode konvolucijskih plasti) deluje tako, da vsakega od sosednjih, neprekrivajočih
segmentov vhodne slike dane velikosti (tipično kvadratnih segmentov oblike (2, 2)
ali (3, 3)) reducira na eno vrednost - element segmenta z najvǐsjo vrednostjo. Slika
3.6 prikazuje delovanje MaxPooling plasti z različnimi oblikami segmentov. V
kontekstu globokih konvolucijskih omrežij za slikovne podatke lahko MaxPooling
plast interpretiramo kot način samodejnega izluščevanja značilk - če MaxPooling
plast sledi konvolucijski, je njena funkcija, da za vsak segment izbere konvolucijsko
























Slika 3.6: Izhod MaxPooling plasti, ki deluje nad segmenti oblike (2, 2) (desno,
zgoraj) oziroma (3, 3) (desno, spodaj).
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3.2.5 Aktivacijske funkcije
Aktivacijske funkcije so nelinearne funkcije, ki omogočajo učenje bolj komple-
ksnih predstavitev podatkov, kot je možno z linearnimi nevronskimi omrežji.
Aktivacijske funkcije skupaj z aktivacijami preǰsnjih plasti in uteži med preǰsnjo
in trenutno plastjo definirajo aktivacijo plasti (3.4)
Ai = σ (f (Ai−1,Wi,bi)) (3.4)
Kjer sta Ai−1 in Ai aktivaciji preǰsnje in trenutne plasti omrežja, ki sta glede
na vrsto plasti lahko vektorja, matriki ali tenzorja, sta Wi in bi prosta parametra
trenutne plasti, je σ(·) aktivacijska funkcija in je f(·) vrsta plasti.
3.2.5.1 Sigmoidalna funkcija
Sigmoidalna funkcija je funkcija σ(z) = 1
1+e−z
, prikazana na sliki 3.7. Ima za
učenje nevronskih omrežij pomembne lastnosti, da je zvezno odvedljiva, ima
območje približne linearnosti v okolici z = 0 in dve območji nasičenja.











Slika 3.7: Sigmoidalna funkcija.
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3.2.5.2 Funkcija tanh
Funkcija σ(z) = tanh(z), prikazana na sliki 3.8 ima podobne lastnosti kot sigmo-
idalna funkcija, s tem, da je njena zaloga vrednosti (−1, 1), medtem, ko je zaloga
vrednosti sigmoidalne funkcije (0, 1). Tipičen primer uporabe funkcije tanh je, če
so vhodni podatki v nevronsko omrežje normirani na srednjo vrednost 0 [22].










Slika 3.8: Funkcija tanh.
3.2.5.3 Funkcija ReLU
Funkcija ReLU [23] (Rectified Linear Unit) (3.5), prikazana na sliki 3.9 ima za
razliko od sigmoidalne funkcije in funkcije tanh lastnost, da je odsekoma linearna





z; z > 0
0; z ≤ 0
(3.5)
Uporaba funkcije ReLU v primerjavi s sigmoidalno funkcijo oz. funkcijo tanh v
konvolucijskih omrežjih lahko občutno pohitri učenje omrežja, tudi ob neodvisno
izbranih parametrih učnih algoritmov, optimalnih za vsako aktivacijsko funkcijo.
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σ(z) = zσ(z) = 0
Slika 3.9: Funkcija ReLU.
Na omrežju AlexNet [9] je bila v primerjavi s funkcijo tanh ugotovljena pohitritev
učenja za faktor 4.
Sorodni funkciji funkciji ReLU sta funkcija Softplus (σ(z) = ln(1 + ez), slika
3.10 levo) ter funkcija PReLU (parametric ReLU, slika 3.10 desno), kjer je gradi-
ent vhodov, manǰsih od 0 namesto 0 določen s prostim parametrom a. Zamenjava
funkcij ReLU s PReLU in določitev parametrov a (globalno oz. po posameznih
enotah) je navadno zadnji korak fine nastavitve parametrov omrežja.



















) σ(z) = zσ(z) = az
Slika 3.10: Funkciji Softplus (levo) in PRelu (desno).
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3.3 Določitev parametrov
Učenje nevronskega omrežja sestoji iz procesa določitve njegovih prostih para-
metrov Θ - povezav med plastmi in enosmernih uteži plasti - tako, da omrežje
izpolnjuje zadano nalogo. V ta namen definiramo cenilko oz. kriterijsko funkcijo,
ki naj jo omrežje minimizira, proces optimizacije, ki s tem ciljem spreminja proste
parametre omrežja, ter podatke, nad katerimi izvajamo postopek učenja omrežja.
Ti so razdeljeni v učno zbirko vhodno-izhodnih parov (XTRi , yTRi) in testno oz.
validacijsko zbirko vhodno-izhodnih parov (XTEi , yTEi).
Splošen postopek ene epohe učenja omrežja je sledeč:
1. Če gre za prvo epoho, inicializiraj vrednosti prostih parametrov
2. Omrežju predstavi vhodni učni podatek XTRi in izračunaj vrednost izhoda
yTRi
3. Izračunaj vrednost kriterijske funkcije L (Θ, yTRi , yTRi)
4. Izvedi korak gradientne optimizacije parametrov
5. Ponovi korake 2-4 za vse i v učni zbirki podatkov
6. Izračunaj vrednosti izhodov omrežja yTEi za validacijsko zbirko podatkov




Učni algoritmi, ki se pogosto uporabljajo za določitev parametrov globokih ne-
vronskih omrežij sicer niso močno občutljivi na začetne pogoje, lahko pa način
inicializacije vpliva na hitrost konvergence. Nekatere od predlaganih strategij
inicializacije so:
1. Glorot-uniform: Inicializacija enosmernih uteži s konstantno vrednostjo
0 in inicializacija povezav med plastmi z enakomerno porazdeljenimi na-







, kjer je n število enot v preǰsnji
plasti [24]
2. Glorot-normal: Inicializacija enosmernih uteži s konstantno vrednostjo 0
in inicializacija povezav med plastmi z normalno porazdeljenimi naključnimi
števili iz porazdelitve s parametroma µ = 0, σ2 = 2
ni−1+ni
, kjer sta ni−1 in
ni število enot v preǰsnji in trenutni plasti [24]
3. He-normal: Inicializacija enosmernih uteži s konstantno vrednostjo 0 in
inicializacija povezav med plastmi z normalno porazdeljenimi naključnimi
števili iz porazdelitve s parametroma µ = 0, σ2 = 2
n
, kjer je n število enot
v trenutni plasti [23]
4. AlexNet-normal: Inicializacija enosmernih uteži konvolucijskih plasti s
konstantno vrednostjo 1, enosmernih uteži popolnoma povezanih plasti
s konstantno vrednostjo 0, in inicializacija povezav med plastmi z nor-
malno porazdeljenimi naključnimi števili iz porazdelitve s parametroma
µ = 0, σ = 0.01 [9]
Slika 3.11 prikazuje primerjavo poteka učenja istega omrežja (MNIST-CNN,
opisan v tabeli 3.1) z različnimi inicializacijami parametrov.
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Slika 3.11: Prikaz učenja globokega konvolucijskega nevronskega omrežja MNIST-
CNN z uporabo različnih strategij inicializacije prostih parametrov.
3.3.2 Kriterijske funkcije
Osnovne kriterijske funkcije predstavljajo merilo odstopanja izhodov omrežja
pri danih vhodih od zahtevanih izhodov, razvidnih iz vhodno-izhodnih parov v
učnih in validacijskih množicah. Izbira kriterijske funkcije lahko vpliva na hitrost
učenja, stabilnost rešitve, in samo rešitev, proti kateri postopek učenja konver-
gira.
Pogosto uporabljene kriterijske funkcije za učenje globokih omrežij so:
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|yi − yi| ; (3.6)
Kjer je y vektor pričakovanih izhodov, y vektor dejanskih izhodov omrežja,
N število elementov v y in y ter yi in yi predstavljata i-ti element y oz. y
• Srednja absolutna odstotkovna napaka

















• Srednja logaritemska kvadratna napaka






(log (yi + 1)− log (yi + 1))
2 ; (3.9)
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3.3.3 Regularizacija parametrov
Poleg osnovne kriterijske funkcije L(y,y), katere pomen lahko interpretiramo kot
mero odstopanja izhodov omrežja od zahtevanih izhodov, lahko s primerno izbiro
kriterijske funkcije omejimo tudi želene vrednosti prostih parametrov omrežja na
posamezni plasti Wi in bi oz. jim vnesemo lastnost redkosti, ki je zaželjena pri
nekaterih strukturah globokih omrežij [25]. To dosežemo s členi regularizacije, ki
so lahko:
• L1 regularizacija plasti i ( 3.10)









• L2 regularizacija plasti i ( 3.11)
L(Θ, y, y) = L(y, y) + α
N∑
j=1




• K1 regularizacija plasti i ( 3.12)





• K2 regularizacija plasti i ( 3.13)





Kjer sta α in β parametra regularizacije (tipične vrednosti: α, β ∈
[10−6, 10−1], je Wij j-ti element matrike povezav med plastema i − 1 in i in
bij j-ti element matrike enosmernih uteži plasti i, in je N število elementov Wi,
bi oz. Ai.
3.3.4 Izpadanje in pozabljanje parametrov
Izpadanje in pozabljanje parametrov (dropout, decay) sta dve od strategij, s ka-
terima preprečujemo overfitting - pojav, ko z učnim algoritmom omrežje doseže
dobro vrednost kriterijske funkcije na učnih podatkih, pri posplošitvi na valida-
cijskih podatkih pa ne deluje oz. deluje mnogo slabše. Slika 3.12 prikazuje potek
vrednosti iste kriterijske funkcije nad učnimi oz. nad validacijski podatki med
učenjem omrežja MNIST-CNN, pri katerem pride do overfitting-a.























Slika 3.12: Pojav overfitting-a, prikazan s časovnim potekom kriterijske funkcije
na učnih oz. validacijskih podatkih pri učenju omrežja MNIST-CNN.
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• Izpadanje na plasti i dosežemo tako, da pri učenju omrežja aktivacije po-
sameznih enot na plasti i z verjetnostjo p postavimo na 0. Pri testiranju
oz. uporabi omrežja to kompenziramo tako, da na tisti plasti vrednosti
aktivacij omrežja množimo z vrednostjo 1 − p. Uporaba izpadanja one-
mogoči omrežju učenje na podlagi redkih korelacij med elementi vhodov
(oz. preǰsnjih plasti), ki ne predstavljajo zvez, ki jih od omrežja dejan-
sko želimo. Tipična vrednost p je za popolnoma povezane plasti okoli 0.5,
kjer večja verjetnost izpadanja pomeni obenem počasneǰse učenje in manǰso
možnost overfittinga.
• Pozabljanje uteži na plasti i dosežemo tako, da parametrom omrežja i-te
plasti dodamo multiplikativni gaussov šum, tipično s srednjo vrednostjo 1
in s standardno deviacijo reda 0.001. To občasno omogoči omrežju izhod
iz lokalnega minimuma in nadaljevanje učenja. Večji šum omogoča pre-
iskovanje večjega prostora parametrov, obenem pa povečuje možnost, da
operacija pokvari konvergenco proti minimumu kriterijske funkcije.
3.3.5 Algoritmi gradientne optimizacije
Sam korak posodobitve parametrov omrežja z namenom minimizacije kriterijske
funkcije temelji na gradientni optimizaciji. Osnovna ideja je v vsakem učnem
koraku trenutnim parametrom Θ odšteti del gradienta parametrov glede na kri-
terijsko funkcijo, ∂ L(Θ, y, y)
∂ Θ
. Za potrebe učenja globokih nevronskih omrežij se
pogosto uporabljajo sledeče izvedbe gradientne metode:
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• Stochastic Gradient Descent (SGD), ki je podan z algoritmom 2:
Algoritem 2 Stochastic Gradient Descent
1: epoch ← 0
2: λ ← λ0
3: d ← d0
4: m ← m0
5: v ← 0
6: while ¬ (pogoj ustavljanja) do
7: for i = 1..N do
8: Niter ← N × epoch+ i
9: λ ← λ0
1+d×Niter
10: g ← ∂ L(Θ, y, y)
∂ Θ
11: Θ ← Θ+m× v − λ× g
12: v ← −λ× g
13: end for
14: epoch ← epoch+ 1
15: end while
Kjer parameter λ0 predstavlja začetno hitrost učenja - nastavitev, kolikšen
del gradienta se vsak korak odšteje parametrom, parameter d0 določa, kako
hitro λ pada z vsakim učnim korakom (med minimizacijo kriterijske funkcije
je zaželjen nivo padanja hitrosti učenja, da se parametri spreminjajo vedno
manj in je s tem omogočena bolj točna optimizacija), parameter m0 pa
določa, s kakšno mero se upošteva gibalna količina (momentum) učenja oz.
element v, ki vsebuje gradiente iz preǰsnjega koraka. Tipične nastavitve so
λ0 = 0.1, d0 = 10
−4,m0 = 0.9.
3.3 Določitev parametrov 31
• RMSprop [26], ki je podan z algoritmom 3:
Algoritem 3 RMSprop
1: epoch ← 0
2: λ ← λ0
3: ε ← ε0
4: ρ ← ρ0
5: a ← 0
6: while ¬ (pogoj ustavljanja) do
7: for i = 1..N do
8: g ← ∂ L(Θ, y, y)
∂ Θ
9: a ← ρ× a+ (1− ρ)× g2
10: Θ ← Θ− λ×g√
a+ε
11: end for
12: epoch ← epoch+ 1
13: end while
Princip algoritma RMSprop je, da korak posodobitve parametrov skalira s
korenom tekočega povprečja kvadratov gradientov parametrov glede na kri-
terijsko funkcijo, kjer parameter ρ določa časovno zakasnitev okna tekočega
povprečja. Tipične nastavitve so λ0 = 0.001, ρ0 = 0.9, ε = 10
−6.
• Adagrad oz. Adaptive Subgradient Method [27]: Učno pravilo, ki posodo-
bitev parametrov v danem koraku poleg globalne hitrosti učenja η skalira
še z L2 normo gradientov vektorja, matrike oz. tenzorja, ki mu parameter







Za vse p ∈ Θ. Zaradi adaptivnega skaliranja posodobitev po posameznih
plasteh je algoritem v kombinaciji z regularizacijo izhodov plasti ali izpa-
danjem primeren za učenje redkih predstavitev podatkov.
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• Adadelta [28] je poizkus izbolǰsave dveh pomankljivosti algoritma Ada-
grad - potrebe po globalni učni hitrosti in dejstva, da se kljub skaliranju
gradientov po posameznih plasteh posodobitve skozi celoten učni postopek
zmanǰsujejo. Metoda temelji na izračunih tekočega povprečja E [·] kvadra-











+ (1− ρ)g2t (3.15)




E [g2]t + ε (3.16)





Za vse p ∈ Θ. Tipične nastavitve so ρ = 0.95, ε = 10−6.
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Za vrednotenje algoritmov gradientne optimizacije sem sestavil dve različni
globoki omrežji in ju z vsakim od naštetih algoritmov učil na standardni podat-
kovni basi MNIST [29] za testiranje sistemov za procesiranje slikovnih podatkov.
Učenje je v vsakem primeru potekalo z oz. brez izpadanja. Tabela 3.1 prikazuje
strukturi uporabljenih omrežij. Omrežje MNIST-MLP sestoji iz dveh popolnoma
povezanih plasti, omrežje MNIST-CNN pa iz dveh konvolucijskih plasti in ene
popolnoma povezane plasti. Rezultati učenja z oz. brez izpadanja so podani na
slikah 3.13 in 3.14.
MNIST-MLP MNIST-CNN
Plast Dimenzija Plast Dimenzija
Vhod 784 Vhod (28,28)
PP plast 1 128 Konvolucijska plast 1 (32, 30, 30)
PP plast 2 128 Konvolucijska plast 2 (32, 28, 28)
Izhod 10 MaxPooling plast (32, 14, 14)
PP plast 1 128
Izhod 10
Tabela 3.1: Struktura omrežij za testiranje učnih algoritmov
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Slika 3.13: Test optimizacijskih algoritmov na preprostem omrežju s popolnoma
povezanimi plastmi, brez izpadanja (levo) oz. z izpadanjem (desno).












































Slika 3.14: Test optimizacijskih algoritmov na konvolucijskem omrežju, brez iz-
padanja (levo) oz. z izpadanjem (desno).
Kot je razvidno iz poteka učenja konvolucijskega omrežja, je algoritem Ada-
grad najbolj primeren za učenje, če se pri učenju omrežja poslužujemo metod v
izogib overfitting-a, kot so regularizacija, izpadanje in pozabljanje. Tudi v kolikor
temu ni tako, najhitreje konvergira algoritem Adagrad - ima pa pomankljivost, da
je v primerjavi z algoritmoma SGD in RMSprop bolj računsko zahteven, kar po-
meni, da pri uporabi algoritma Adagrad vsaka učna epoha traja dlje in potrebuje
več pomnilnika.
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3.3.6 Učenje na miniserijah
Učni algoritmi, opisani v preǰsnjem razdelku, predvidevajo učenje na posameznih
učnih vhodno-izhodnih parih. Z modernimi grafičnimi procesnimi enotami lahko
dosežemo pohitritev, če kodo za učenje vektoriziramo tako, da deluje na večih
vhodno-izhodnih parih naenkrat. Ko to naredimo, vhodno-izhodne podatke pre-
oblikujemo tako, da po N vhodov dimenzije M sestavimo v matrike oz. tenzorje
dimenzij (N,M) in po N izhodov dimenzije K v matrike oz. tenzorje dimen-
zij (N,K). Učenje na večjih miniserijah (minibatch learning) pohitri posamezno
epoho učenja in omogoča, da se omrežje nauči bolj splošnih povezav med podatki
kot, če ga učimo s posameznimi vhodno-izhodnimi pari, ima pa pomankljivost,
da se za miniserije velikosti N število posodobitev parametrov v eni učni epohi
zmanǰsa za faktor 1
N
. Slika 3.15 prikazuje vpliv velikosti miniserij na učenje
omrežja MNIST-MLP. Velikost originalne učne zbirke je 60000 vhodno-izhodnih
parov.










































Slika 3.15: Prikaz vpliva velikosti miniserije na potek učenja (levo) in čas, potre-
ben za eno epoho učenja (desno).
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4 Model PISI
Klasična globoka nevronska omrežja, ki se uporabljajo za razpoznavanje oz. pri-
merjavo slik obrazov temeljijo na arhitekturi omrežja, ki omogoča luščenje značilk
obrazov iz vsake slike posebej. Izluščene značilke se nato primerjajo s klasičnimi
metodami razvrščanja, kot je metoda podpornih vektorjev (support vector ma-
chine), večplastni perceptron (multilayer perceptron), redki razvrščevalnik (sparse
representation classifier), ipd. Takšna omrežja imajo ponavadi preceǰsnje število
odprtih parametrov, ki jih je potrebno tekom postopka učenja omrežja tudi
določiti. Osnovni problem, pri takšnem pristopu je pomanjkanje podatkov, saj je
težko pridobiti zadostno količino podatkov za učenje več milijard parametrov [18].
Model PISI, ki ga razvijam v tem delu, temelji na drugačni ideji, kjer iz slike
obraza ne luščimo značilk, ki bi jih uporabljali v povezavi z razvrščevalnikom,
ampak model učimo na parih slik in kot izhod omrežja določimo podobnost med
slikama na vhodu. Ker je število parov slik kvadratno v številu slik, ki jih imamo
na razpolago v dani podatkovni zbirki, s takšnim pristopom povečamo količino
učnega materiala in omogočimo bolǰse učenje parametrov omrežja tudi v primeru
omejene količine podatkov.
V sledečem poglavju je predstavljena struktura modela PISI in postopki, upo-
rabljeni za učenje oz. določitev njegovih prostih parametrov. Pri načrtovanju
strukture omrežja in njegovega učenja sem izhajal iz strukture in postopkov
učenja obstoječih uspešnih globokih omrežij, kot so Face identity-preserving fea-




PISI je globoko konvolucijsko nevronsko omrežje z dvema konvolucijskima plas-
tema in dvema popolnoma povezanima plastema. Njegov vhod predstavlja par
sivinskih slik velikosti (96, 96). Vhodu sledi prva konvolucijska plast, katere na-
men je osnovno filtriranje vhodnih slik, npr. za detekcijo robov in krivulj, ki
predstavljajo konvolucijske značilke 1. reda.
Naslednja konvolucijska plast jih s posebej naučenimi konvolucijskimi jedri
nato kombinira v konvolucijske značilke 2. reda. Vsaka konvolucijska plast sestoji
iz 48 konvolucijskih jeder oblike (11, 11), sledi pa ji MaxPooling plast segmentov
(2, 2), ki zmanǰsa dimenzionalnost njenih izhodov in obdrži najbolj aktivirane
konvolucijske značilke na vsakem segmentu.
Konvolucijskim plastem sledi popolnoma povezana plast s 500 prikritimi eno-
tami, ki predstavljajo zadnji nivo hierarhične predstavitve podatkov. Zadnja po-
polnoma povezana plast teh 500 enot nato kombinira v izhod - skalarno veličino,
ki predstavlja indeks podobnosti para slik.
Slika 4.1 prikazuje strukturo omrežja. Tabela 4.1 podaja obliko, vrsto in
aktivacijsko funkcijo posameznih plasti, tabela 4.2 pa obliko parametrov.
Vrsta plasti Oblika Aktivacijska funkcija
Vhodna (192, 96) brez
2d-Konvolucijska (48, 182, 86) ReLU
MaxPooling (48, 91, 43) brez
2d-Konvolucijska (48, 81, 33) ReLU
MaxPooling (48, 40, 16) brez
Popolnoma povezana (500) ReLU
Izhodna (1) brez
Tabela 4.1: Plasti omrežja PISI
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Parameter Oblika
W1 (48, 1, 11, 11)
b1 (48)
W3 (48, 48, 11, 11)
b3 (48)




Tabela 4.2: Parametri omrežja PISI
Par vhodnih slik
     (192*96)    48 konvolucijskih 
jeder oblike (11,11)
   MaxPooling 
segmentov (2,2)









   MaxPooling 
segmentov (2,2)
Slika 4.1: Struktura in oblika plasti omrežja PISI.
4.2 Učenje
4.2.1 Nenadzorovano učenje plasti
Nenadzorovano učenje plasti poteka po principu avtoenkoderja - namesto, da bi
celotno omrežje učili s pari vhodnih podatkov in zahtevanih izhodov, manǰsemu
popolnoma povezanemu omrežju z eno prikrito plastjo predstavimo del vhoda
in zahtevamo njegovo rekonstrukcijo. Z regularizacijo parametrov ali aktivnosti
prikrite plasti dosežemo lastnost redkosti predstavitve. Tako dobljene uteži iz
vhodne v prikrito plast (enkoder) uporabimo v modelu, uteži iz prikrite v rekon-
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strukcijsko plast (dekoder) pa so neuporabne, služijo samo za učenje enkoderja.
Slika 4.2 prikazuje primer avtoenkoderja.
S pomočjo avtoenkoderja lahko dosežemo bolj učinkovito predstavitev podat-
kov, tako, da vzamemo prikrito plast z manj elementi od vhodne oz. izhodne
plasti, obenem pa lahko predstavitvi vnesemo lastnost redkosti, ki je zaželjena za








Slika 4.2: Primer avtoenkoderja s štirimi vhodnimi elementi, ki jih želimo pred-
staviti s tremi elementi.
Za učenje modela PISI je bil princip avtoenkoderja uporabljen za predna-
stavitev parametrov prve konvolucijske plasti, in sicer tako, da so bili za vhode
izbrani naključno izrezani segmenti slik iz podatkovne baze, veliki (11, 11) ter
prikrita plast s 48 elementi. Uporabljena kriterijska funkcija je bila (4.1). Po
učenju avtoenkoderja je bil dobljen enkoder dimenzij (121, 48) preoblikovan v
konvolucijska jedra velikosti (48, 1, 11, 11). Rezultat je prikazan na sliki 4.3.
MAE(y,y +K1(A2) + L1(W1) (4.1)
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Obstaja možnost avtoenkoderskega nenadzorovanega učenja nadaljnjih plasti
(tako, da avtoenkoder učimo rekonstrukcije plasti n - prikrite plasti preǰsnjih
avtoenkoderjev), vendar na uporabljenih učnih podatkih razen prve plasti ni bilo
izbolǰsav v hitrosti ali kvaliteti učenja po prvi plasti avtoenkoderjev.
Slika 4.3: Konvolucijska jedra prve konvolucijske plasti, dobljena z učenjem av-
toenkoderja na podatkovni bazi FERET.
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4.2.2 Nadzorovano globalno učenje
Med nadzorovanim globalnim učenjem naenkrat nastavljamo vse parametre
omrežja, tako, da omrežju izpostavimo učne vhode in prilagajamo parametre
glede na željene izhode. Pri učenju modela PISI je bil za začetne vrednosti pa-
rametrov W1 in b1 uporabljen rezultat nenadzorovanega učenja 1. plasti, za
ostale parametre pa je bila uporabljena inicializacija AlexNet-normal. Za učenje
je bil uporabljen algoritem Adagrad, z velikostjo miniserij 64. Za cenilko je bila
uporabljena kriterijska funkcija (4.2).
MAE(y,y) +K1(A3) + L1(W5) + L2(b5) (4.2)
Ena epoha nadzorovanega globalnega učenja omrežja PISI je na uporabljeni
strojni opremi, opisani v dodatku A v povprečju trajala 8 minut in 11.2 sekund
za učenje na podatkovni bazi FERET oz. 22 minut in 21.8 sekund za učenje
na podatkovni bazi IJB-A. Pogoj ustavitve učenja - doseg 10 učnih epoh brez iz-
bolǰsave v vrednosti kriterijske funkcije nad testnimi podatki - je bil pri učenju na
podatkovni bazi FERET dosežen po 187 epohah učenja, pri učenju na podatkovni




Pri problemu iskanja 1:1, opisanem v poglavju 1.2 pri primerjavi dveh slik obsta-
jata dva možna rezultata: Sistem se lahko odloči, da gre za ujemanje (da sliki
predstavljata isto osebo) oziroma, da gre za vsiljivca (sliki ne predstavljata iste
osebe) Možne so torej štiri zveze med vhodi in napovedmi, ki so:
1. Pravilno sprejetje (true positive): razvrščevalnik par slik, ki predstavljata
ujemanje, pravilno razvrsti kot ujemanje.
2. Napačnego sprejetje - razvrščevalnik par slik, ki predstavljata vsiljivca,
napačno razvrsti kot ujemanje.
3. Pravilna zavrnitev (true reject): razvrščevalnik par slik, ki predstavljata
vsiljivca, pravilno razvrsti kot vsiljivca.
4. Napačna zavrnitev (false reject): razvrščevalnik par slik, ki predstavljata
ujemanje, napačno razvrsti kot vsiljivca.
Kjer sta sprejetje slik, ki se dejansko ujemajo in zavrnitev slik, ki se ne željeno
delovanje razvrščevalnika, zavrnitev ujemajočih slik in sprejetje vsiljivcev pa dve
vrsti napak, ki se jim želimo izogniti.
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Binarni razvrščevalnik take vrste kot izhod vrne številsko vrednost, odvisno od
vrste omrežja in normalizacije učnih podatkov, ki naj bi bila čim bližje vrednosti
1 za pare slik, ki predstavljajo ujemanje, in čim bližje vrednosti 0 za pare slik, ki
predstavljajo vsiljivce.
Razvrščanje nato poteka tako, da izberemo prag - število, ki loči izhode, ki
predstavljajo sprejetja od izhodov, ki predstavljajo zavrnitve. Pri danem pragu
lahko nato s štetjem izidov izračunamo mere vseh štirih možnih izidov, ki pred-
stavljajo deleže posameznega izida. Krivulja ROC je parametrična krivulja, kjer
os x prikazuje delež napačnega sprejetja (false positive rate, FPR) v odvisnosti
od praga, os y pa delež pravilnega sprejetja (true positive rate, TPR) v odvisnosti
od praga.
Slika (5.1, levo) prikazuje primer ROC krivulje razvrščevalnika, ki deluje bo-
lje od naključnega ugibanja - že pri zelo majhni meri napačnega sprejetja doseže
razmeroma visoko mero pravilnega sprejetja. Slika (5.1, sredina) prikazuje pri-
mer ROC krivulje razvrščevalnika, ki je približno enako učinkovit, kot naključno
ugibanje, torej deluje slabo oz. ne deluje - ne glede na nastavitev pragu je delež
napačnega sprejetja približno enak deležu pravilnega sprejetja. Intuicija za pred-
stavitev razvrščevalnika z ROC krivuljo je, da razvrščevalnik deluje bolje, čim
bolj se njegova ROC krivulja približa zgornjemu levemu kotu grafa.


































Slika 5.1: ROC krivulja delujočega razvrščevalnika (levo) oziroma naključnega
ravrščevalnika (desno).
5.1 Metode vrednotenja 45
5.1.2 Skalarne veličine, izpeljane iz krivulje ROC
Za lažje podajanje in razumevanje rezultatov se poleg krivulj ROC navadno na-
vajajo še sledeče veličine:
• Area Under Curve (AUC score) - veličina, ki predstavlja površino pod ROC
krivuljo na intervalu FPR ∈ [0, 1]
• Equal Error Rate (EER score) - verjetnost FPR pri točki na ROC krivulji,
kjer sta napaki FPR in FRR = 1− TPR enaki.
• TPR @ 0.01 FPR - vrednost, ki predstavlja, kolikšen delež vhodnih podat-
kov razvrščevalnik upravičeno sprejme, ko je prag nastavljen tako, da jih
neupravičeno sprejme 0.01.
• TPR @ 0.1 FPR - vrednost, ki predstavlja, kolikšen vhodnih podatkov
razvrščevalnik upravičeno sprejme, ko je prag nastavljen tako, da jih neu-
pravičeno sprejme 0.1.
Slika 5.2 prikazuje te veličine na ROC krivulji.



















TPR @ 0.01 FPR
TPR @ 0.1 FPR
EER
Slika 5.2: Skalarne veličine, izpeljane iz ROC krivulje.
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5.1.3 Statistična obravnava preko metode bootstrap
Informacijo o statistični veljavnosti ROC krivulje in skalarnih veličin, poveza-
nih z njo lahko dobimo preko metode bootstrap. Ta deluje tako, da namesto
ene ROC krivulje izračunamo podatke za več krivulj, na način, da iz danih in
izračunanih testnih izhodov razvrščevalnikaN -krat naključno poberemo del parov
(izhod razvrščevalnika, pričakovan izhod) (npr. 20-krat, kjer pri vsakem poizkusu
vsak par izberemo z verjetnostjo 0.5), nato pa izračunamo signal srednje vrednost
in standardne deviacije dobljenih ROC krivulj in iz njih srednje vrednosti in stan-
dardne deviacije izpeljanih veličin. Slika 5.3 prikazuje ROC krivuljo z vrisanim
intervalom zaupanja, dobljenim na ta način.
Slika 5.3: Krivulja ROC z vrisanim intervalom zaupanja.
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5.2 Uporabljene podatkovne baze
5.2.1 FERET
Podatkovna baza FERET [31] (Face Recognition Technology) je bila sestavljena
na Amerǐskem institutu NIST v namen vrednotenja algoritmov za razpoznavanje
obrazov. Podatkovna baza sestoji iz 14126 slik 1199 oseb v 1564 podatkovnih
zbirkah, ki so bile posnete med avgustom 1993 in julijem 1996. Za namen vre-
dnotenja modela PISI so bile izbrane podatkovne serije, ki vsebujejo slike oseb v
označenih pozah, pod nevtralno osvetlitvijo, z nevtralno obrazno mimiko, z ena-
kim ozadjem in brez ovir, kot so očala oz. pokrivala. Gre za podatkovne zbirke
ba, bb, bc, bd, be, bf, bg, bh in bi, ki predstavljajo frontalne slike in slike pod
koti ±15◦, ±25◦, ±40◦ in ±60◦. Skupaj vsebujejo 200 oseb v 9 naštetih pozah,
torej 1800 slik. Slika 5.4 prikazuje primere slik iz teh zbirk.
babb bc bd be bf bg bh bi
Slika 5.4: Primeri slik iz uporabljenih zbirk podatkovne baze FERET. Vsak stol-
pec predstavlja eno od podatkovnih zbirk oziroma označenih poz, vsaka vrstica
pa eno od oseb, vsebovanih v teh zbirkah.
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5.2.2 IJB-A
Noveǰsa podatkovna baza IJB-A [32] (IARPA Janus Benchmark A) sestoji iz 5712
slik in 2085 videoposnetkov 500 oseb. Za razliko od podatkovne baze FERET
slike in posnetki niso bili posneti v namen sestavljanja podatkovne baze, pač
pa podatkovna baza sestoji iz prosto dostopnih slik in posnetkov znanih oseb.
Podatkovna baza je bila sestavljena tako, da je bilo ročno izbrano 500 oseb,
za katere obstaja širok nabor javno dostopnih slik in posnetkov, z namenom
zastopanosti raznolikih geografskih skupin populacije (npr.: Japonski predsednik
vlade Shinzo Abe, predsednik Rusije Boris Jelcin, predsednik Afganistana Hamid
Karzai). Ker so slike in posnetki dobljeni iz mnogih različnih javno dostopnih
virov, se močno razlikujejo v pozi, ozadju, obrazni mimiki, starosti, ovirah na
sliki in kvaliteti slik. Slika 5.5 prikazuje primere slik iz podatkovne baze IJB-A.
Slika 5.5: Primeri slik iz podatkovne baze IJB-A. Čeprav so tu predstavljene po
4 slike vsake osebe, je v podatkovni bazi vsaka oseba zastopana z naključnim,
različnim številom slik in videoposnetkov.
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5.3 Modeli za primerjavo
5.3.1 PCA
Cilj metode PCA je projekcija vhodne slike v podprostor lastnih obrazov (eigen-
faces), ki ima manǰse dimenzije od same slike in katerega elementi predstavljajo
značilke, uporabne za razpoznavanje obrazov [3].
Izpeljava transformacijske matrike PCA poteka na podlagi n učnih slik
x1,x2, ...,xn, ki so vse enake dimenzije, tako da vsaka sestoji iz d pikslov. Če jih
sploščimo v stolpične vektorje in zložimo v matriko, dobimo X = [x1,x2, ...,xn] ∈
R
d×n.
Metoda PCA predpostavlja, da lahko vsako sliko vX predstavimo kot linearno





Kjer xi predstavlja poljubno sliko iz X, wj predstavlja j-ti baznih vek-
tor d′-razsežnega podprostora, yij pa predstavlja j-ti koeficient i-te slike (i =
1, 2, ..., n; j = 1, 2, ..., d′).
V kolikor za predstavitev uporabimo manj kot d’ baznih vektorjev, pri rekon-











Kjer ||·||L2 predstavlja L2-normo vektorja in r < d
′ število baznih vektorjev,
















Za izpeljavo baznih vektorjev PCA potrebujemo kriterijsko funkcijo, ki
upošteva tako napako pri rekonstrukciji, kot ortonormalnost baznih vektorjev.























1; j = k
0; j 6= k
(5.5)

































Kjer R predstavlja korelacijsko matriko slik v X. Končna kriterijska funkcija









wTj wj − 1
)
(5.8)
Optimalno izbiro ortonormalnih baznih vektorjev lahko določimo s parcialnim
odvodom kriterijske funkcije glede na wj (5.9)






Rwj − λjwj = 0 (5.9)
Kar rezultira v problemu določitve lastne vrednosti (5.10) oziroma (5.11)
(R− λjI)wj = 0 (5.10)
Rwj = λjwj (5.11)
Kjer I predstavlja enotsko matriko dimenzij d × d. Očitno je torej, da je za
minimizacijo rekonstrukcijske napake smiselno za bazne vektorje vzeti laste vek-
torje wj korelacijske matrike R vhodnih podatkov X. Transformacijska matrika
za PCA je torej definirana kot (5.12) [33]
WPCA = [w1,w2, ...,wd′ ] ∈ R
d×d′ (5.12)
Kjer lastni vektorji wj pripadajo padajoče sortiranim lastnim vrednostim
(5.13).
λ1 ≥ λ2 ≥ ... ≥ λr ≥ ... ≥ λd′ (5.13)
S tako izpeljano transformacijo dosežemo minimizacijo napake pri rekonstruk-
ciji, ni pa nujno, da so bazni vektorji v W povezani s smermi največje variance.
Če predpostavimo, da so slike v X centrirane okoli svojega globalnega povprečja
µ ∈ Rd (5.14)
X = [x1 − µ,x2 − µ, ...,xn − µ] (5.14)
se postopek izračuna transformacijske matrike PCA spremeni v problem
določitve lastnih vektorjev kovariančne matrike učnih podatkov (5.15, 5.16)
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(xi − µ)(xi − µ)
T (5.16)
Celoten postopek PCA tako sestoji iz sledečih korakov:
1. Izračun kovariančne matrike učnih podatkov C
2. Izračun lastnih vektorjev kovariančne matrike, Cwj = λjwj
3. Sestavljanje lastnih vektorjev v transformacijsko matriko WPCA =
[w1,w2, ...,wd′ ]




Prvotna oblika LDA je bila razvita z namenom razločevanja med dvema razre-
doma podatkov. Njen vhod predstavlja n učnih slik, ki imajo vsaka po d pikslov:
x1,x2, ...,xn ∈ R
d. Nadalje vsaka od učnih slik pripada enemu od razredov C1
oz. C2, kjer sta C1 in C2 zastopana z n1 oz. n2 slikami in velja n1 + n2 = n.
Projekcijski koeficient yi i-te slike podaja (5.17) [34]
yi = w
Txi (5.17)
Kjer je w diskriminantna funkcija.
Ko so izračunani koeficienti za vseh n učnih slik, se jih lahko razporedi v
množici Y1 in Y2, glede na to, kateremu razredu pripadajo. Cilj LDA je najti
tako projekcijo w, da je v podprostoru čim lažje najti razlike med dvema razre-
doma. Za kriterijsko funkcijo tako izberemo razdaljo med povprečnima vektor-
jema razredov. Povprečni vektor v vhodnih slikah in v podprostoru je definiran
kot (5.18, 5.19)




















Kjer µi predstavlja povprečni vektor razreda Ci v vhodnih slikah in µ̃i pred-
stavlja povprečni vektor razreda Ci v podprostoru. Razlika med dvema razre-
doma je torej (5.20)
||µ̃1 − µ̃2|| =
∣∣∣∣wT (µ1 − µ2)
∣∣∣∣ (5.20)







Celotna kriterijska funkcija LDA, ki upošteva tako razdaljo med razredi, kot







Da bi jo lahko uporabili za izpeljavo projekcijskega vektorja w, vpeljemo




(xi − µi) (xi − µi)
T (5.23)
SW = S1 + S2 (5.24)





wT (xi − µi) (xi − µi)
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S podobnim postopkom nad razliko povprečnih vektorjev v podprostoru defi-
niramo še matriko SB (5.27, 5.28)
(µ̃1 + µ̃2)
2 = wTSBw (5.27)
SB = (µ1 − µ2) (µ1 − µ2)
T (5.28)





Projekcijski vektor w, ki maksimizira podano kriterijsko funkcijo je rešitev
enačbe (5.30)
SBw = λSWw (5.30)
5.3.3 Večrazredni LDA
Postopek LDA je razširljiv na primer z več kot dvema razredoma. Tedaj je




Vhodne podatke znova predstavlja n slik velikosti d. Razporejene so v N ra-
zredov C1,C2, ...,CN , pri čemer razred Ci predstavlja ni slik. Razširitev matrike
SW je tako (5.31)










(xi − µ) (xi − µ)
T (5.32)
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Ker je matrika celotne razpršenosti definirana kot vsota razpršenosti znotraj





ni (µi − µ) (µi − µ)
T (5.35)
Za kriterijsko funkcijo večrazrednega LDA potrebujemo še povprečne vek-














Ter matriki razpršenosti v podprostoru (5.37)
S̃W = W
TSWW ; S̃B = W
TSBW (5.37)











Kjer |·| predstavlja matrično determinanto. Optimalna projekcijska matrika
W je tako sestavljena iz največjih (neničelnih) lastnih vektorjev wi, ki rešijo
enačbo (5.39)
SBwi = λiSWwi (5.39)
Kjer je i = 1, 2, ..., N − 1. Ker je rang matrike razpršenosti med razredi
N − 1 ali manj, projekcijska matrika v podprostor LDA sestoji iz največ N − 1
projekcijskih vektorjev oz. diskriminantnih funkcij (5.40)
WLDA = [w1,w2, ...,wd′ ] ∈ R
d×d′ (5.40)
Kjer velja d′ ≥ N − 1. Celoten postopek izračuna in transformacije in projek-
cije podatkov v podprostor LDA je torej sledeč:
1. Izračun matrike razpršenosti znotraj razredov SW in matrike razpršenosti
med razredi SB
2. Določitev lastnih vektorjev SBwi = λiSWwi
3. Konstrukcija transformacijske matrike LDA WLDA
4. Projekcija podatkov v podprostor LDA yi = WLDAxi
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5.3.4 Gaborjevi filtri
Gaborjevi filtri so kompleksni linearni filtri, namenjeni zaznavanju robov na sli-
kah. Tipično se uporabljajo kot sklad filtrov z različnimi absolutnimi vrednostmi
in detektorji robov v različnih orientacijah. Gaborjev filter v ravnini (x, y) je
definiran kot (5.41, 5.42, 5.43) [36],
x′ = x cos θ + y sin θ (5.41)
y′ = −x sin θ + y cos θ (5.42)
















kjer λ predstalja valovno dolžino sinusnega faktorja filtra in ψ njegovo fazo, θ
predstavlja orientacijo filtra, σ predstavlja standardno deviacijo Gaussove ovoj-
nice filtra, γ pa faktor ekscentričnosti.
Slika 5.6 prikazuje absolutno vrednost in realni del sklada gaborjevih filtrov
v konfiguraciji (6, 8), slika 5.7 pa primer slike, filtrirane z gaborjevimi filtri.
Slika 5.6: Prikaz absolutne vrednosti (levo) in realne komponente (desno) (8−6)-
sklada Gaborjevih filtrov.
Gaborjeve filtre v kombinaciji s projekcijo v podprostor PCA oz. LDA upo-
rabimo tako, da vhodno matriko namesto iz vektorjev sploščenih slik sestavimo
iz vektorjev sploščenih izhodov filtriranih slik. Celoten postopek razvrščevalnika
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Slika 5.7: Primer vhodne slike iz podatkovne baze IJB-A in realnega dela rezultata
filtriranja z (8, 6)-skladom Gaborjevih filtrov.
za iskanje 1:1 na podlagi gaborjevih filtrov in projekcije v podprostor je sledeč:
1. Sestavi sklad gaborjevih filtrov z ustrezno variacijo velikosti in orientacij
ter z njimi filtriraj slike.
2. Izhode filtrov preuredi v vektorje in jih sestavi v podatkovne matrike.
3. Iz učnih primerov izračunaj transformacijo v PCA oz. LDA podprostor.
4. Z dobljeno transformacijsko matriko projiciraj testne podatke v PCA oz.
LDA podprostor.
5. Generiraj pare vektorjev značilk iz testne matrike
6. Določi podobnost para in na podlagi praga odloči, če predstavlja ujemanje
ali vsiljivca.
Kjer za določitev podobnosti v koraku 6 uporabljamo kosinusno mero podob-
nosti (5.44) med vektorjema značilk a in b, ki imata vsak po n elementov.
podobnost = cos (θab) =
∑n











Za učenja modela PISI na podatkovni bazi FERET je bila podatkovna baza 200
oseb najprej razdeljena med učno množico (185 oseb) in testno množico (15 oseb).
Nato so bili učni podatki generirani v parih (frontalna slika, stranska slika) na
način, da je bilo za frontalno sliko vsake od 185 oseb v učni množici naključno
izbrano 8 slik iste osebe in 8 slik drugih oseb. V učni množici je torej 2960 parov
slik, od katerih jih polovica (1480) predstavlja ujemanje in polovica vsiljivce.
Testni podatki so bili generirani tako, da so bili za frontalno sliko vsake od 15
oseb generirani pari z vsemi stranskimi slikami v testni množici. V testni množici
je torej 1800 parov slik, od katerih jih 6.7% (120) predstavlja ujemanje in 93.3%
(1680) predstavlja vsiljivce.
Podprostori PCA oz. LDA so bili generirani na podlagi vseh slik v učni
množici, testna množica za PCA in LDA pa vključuje iste pare slik, kot za PISI.
Rezultati učenja in vrednotenja modela so podani v tabeli 6.1 z intervalom
zaupanja v obliki µ± 1σ oziroma prikazani z ROC krivuljami na sliki 6.1.
Delovanje modela PISI v primerjavi z ostalimi modeli je bilo ovrednoteno
tudi po posameznih označenih pozah, vsebovanih v uporabljenem segmentu po-
datkovne baze FERET. ROC krivulje, dobljene z vrednotenjem modelov na posa-
meznih podatkovnih serijah so prikazane na sliki 6.2, primerjava PISI z najbolǰsim




Poze ±60◦ (podatkovni seriji bb in bi)
AUC EER TPR@0.01FPR TPR@0.1FPR
PISI 0.951± 0.012 0.092± 0.043 0.435± 0.108 0.866± 0.066
PCA+Gabor 0.748± 0.035 0.317± 0.026 0.083± 0.025 0.190± 0.074
Poze ±40◦ (podatkovni seriji bc in bh)
AUC EER TPR@0.01FPR TPR@0.1FPR
PISI 0.959± 0.015 0.071± 0.047 0.415± 0.134 0.842± 0.78
PCA+Gabor 0.823± 0.033 0.232± 0.045 0.101± 0.056 0.405± 0.018
Poze ±25◦ (podatkovni seriji bd in bg)
AUC EER TPR@0.01FPR TPR@0.1FPR
PISI 0.979± 0.009 0.038± 0.026 0.467± 0.140 0.959± 0.059
LDA+Gabor 0.936± 0.027 0.144± 0.043 0.202± 0.186 0.811± 0.081
Poze ±15◦ (podatkovni seriji be in bf)
AUC EER TPR@0.01FPR TPR@0.1FPR
PISI 0.986± 0.005 0.033± 0.022 0.628± 0.161 1.000± 0.000
LDA+Gabor 0.993± 0.004 0.040± 0.017 0.849± 0.049 0.994± 0.003





Za učenja modela PISI na podatkovni bazi IJB-A je bila podatkovna baza slik
500 oseb najprej razdeljena med učno množico (334 oseb) in testno množico (166
oseb). Nato so bili učni podatki generirani v parih slik na način, da je bilo za
prvo sliko vsake od 334 oseb v učni množici naključno izbrano 7 slik iste osebe in
7 slik drugih oseb. V učni množici je torej 4676 parov slik, od katerih jih polovica
(2338) predstavlja ujemanje in polovica vsiljivce.
Testni podatki so bili generirani tako, da je bilo za prvo sliko vsake od 166
oseb v testni množici naključno izbrano 10 slik iste osebe in 10 slik drugih oseb. V
testni množici je torej 3320 parov slik, od katerih jih polovica (1660) predstavlja
ujemanje in polovica vsiljivce.
Podprostori PCA oz. LDA so bili generirani na podlagi vseh slik v učni
množici, testna množica za PCA in LDA pa vključuje iste pare slik, kot za PISI.
Rezultati učenja in vrednotenja modela so podani v tabeli 6.3 z intervalom
zaupanja v obliki µ± 1σ oziroma prikazani z ROC krivuljami na sliki 6.3.
AUC EER TPR@0.01FPR TPR@0.1FPR
PISI 0.748± 0.008 0.318± 0.009 0.063± 0.017 0.374± 0.028
PCA 0.544± 0.030 0.478± 0.025 0.015± 0.003 0.112± 0.016
PCA+Gabor 0.608± 0.035 0.435± 0.027 0.022± 0.015 0.145± 0.018
LDA 0.551± 0.029 0.458± 0.016 0.016± 0.008 0.111± 0.030
LDA+Gabor 0.595± 0.030 0.437± 0.019 0.017± 0.011 0.128± 0.018





Razvil in preizkusil sem model PISI, globoko konvolucijsko nevronsko omrežje
za avtentikacijo obraznih slik. Pokazal sem, da tako na realnih slikah kot na
umetno sestavljenih podatkovnih bazah deluje bolje od metod PCA in LDA, pri
čemer sem pri obeh od uporabljenih metod za primerjavo preizkusil todi varianto
z Gaborjevimi filtri. S tem sem pokazal, da so globoka konvolucijska omrežja,
ki delujejo neposredno na neobdelanih slikovnih podatkih smiseln pristop k pro-
blemu avtentikacije na podlagi obrazne biometrije.
Na celotni podatkovni bazi FERET model PISI doseže najbolǰse rezultate
AUC 0.966 ± 0.008, v primerjavi z LDA+Gabor, ki doseže AUC 0.830 ± 0.036.
Tudi pri vrednotenju po posameznih podatkovnih serijah v vseh pozah doseže
bolǰse rezultate AUC oz. EER od modelov, uporabljenih za primerjavo. Na po-
datkovni bazi IJB-A model PISI doseže rezultat AUC 0.748± 0.008, v primerjavi
z najbolǰsim od modelov, uporabljenih za primerjavo - PCA+Gabor, ki doseže
AUC 0.608± 0.035.
Pri preizkusu nad degradiranimi podatki sem ugotovil, da model PISI na
degradiranih testnih podatkih doseže rezultate znotraj intervalov zaupanja rezul-
tatov na originalnih testnih podatkih. Nadalje sem ugotovil, da dodatek norma-




Kot je razvidno iz tabele A.2, ima model PISI relativno manǰso kompleksnost od
modela AlexNet, ki je eno od trenutno najbolj uspešnih globokih konvolucijskih
omrežij na področju razpoznavanja in razvrščevanja objektov na slikah. To je
med drugim posledica omejitev strojne opreme, ki so navedene v dodatku A -
predvsem kompleksnost modela omejuje količina delovnega pomnilnika na grafični
procesni enoti, saj mora biti za hitro učenje modela s pomočjo grafične procesne
enote v njenem delovnem pomnilniku dovolj prostora za vse parametre modela,
njihove gradiente in vsaj eno miniserijo učnih podatkov. Z moderneǰso strojno
opremo bi bil možen razvoj kompleksneǰsega modela ter hitreǰsa iteracija učenja
in vrednotenja. Očiten trend na področju globokega učenja je, da tako globji
modeli (več plasti) kot širši modeli (več parametrov na plast) načeloma prinašajo
bolǰse rezultate na danem področju uporabe.
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A Pregled uporabljene strojne in
programske opreme
A.1 Programska oprema
Model PISI je realiziran v okolju Theano [37]. Theano je okolje, programerju
izpostavljeno kot knjižnica za programski jezik Python, ki vsebuje podporo za
simbolične izraze in prevajalnik, ki omogoča poganjanje Python-Theano kode na
centralnih procesnih enotah oz. grafičnih procesnih enotah brez spreminjanja
programske kode. Vključuje zmožnost samodejnega simboličnega in numeričnega
odvajanja vgrajenih funkcij [38], kar poenostavi realizacijo algoritmov gradientne
optimizacije in pohitri njihovo delovanje.
Ostala uporabljena programska oprema vključuje:
• Python
• Standardni Python sklad za znanstvene izračune, vključujoč:
– Numpy (spominsko in računsko učinkoviti objekti za vektorje, matrike
in tenzorje ter operacije nad njimi)
– OpenCV2 (funkcije za predprocesiranje slikovnih podatkov)
– SciPy (funkcije za statistično vrednotenje sistemov strojnega učenja)
– matplotlib (funkcije za grafični prikaz podatkov)
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• Keras [39] - Python knjižnica, ki vsebuje implementacije nevronskih omrežij
in algoritmov gradientne optimizacije v okolju Theano
• MATLAB - uporabljen za testiranje in primerjavo algoritmov PCA in LDA
A.2 Strojna oprema
Tabela A.1 vsebuje seznam uporabljene strojne opreme, tabela A.2 pa primerjavo
z zmogljivostmi strojne opreme in modela AlexNet [9].
Centralna procesna enota Intel Core i7 3770K
Delovni pomnilnik 8GB DDR3 1333
Grafična procesna enota Nvidia GeForce GTX 670
Tabela A.1: Uporabljena strojna oprema
PISI AlexNet
Grafična procesna enota GeForce GTX 670 2 × Geforce GTX 580
Računska zmogljivost1 2460 GFLOPS 3162 GFLOPS
Max. hitrost prenosa podatkov 192 GB/s 384 GB/s
Delovni pomnilnik GPE 2GB GDDR5 6GB GDDR5
Število prostih parametrov modela 15.6× 106 23.5× 106
Velikost vhodnih in izhodnih plasti (2× 962, 1) (3× 322, 1000)
Razmerje Np : Ni
2 846.3 7649.7
Število konvolucijskih plasti 2 5
Število popolnoma-povezanih plasti 2 3
Tabela A.2: Primerjava zmogljivosti grafičnih procesnih enot in karakteristik
modelov z omrežjem AlexNet
11 GFLOPS = 109 operacij nad 32-bitnimi števili s plavajočo vejico na sekundo.
2
Np - število prostih parametrov modela, Ni - število elementov vhodne plasti
B Navodila za reproduciranje
rezultatov
Delu priložen disk vsebuje arhiv z izvorno kodo, uporabljeno pri izdelavi dela.
V njegovem korenskem direktoriju se nahaja bash skripta install ossw.sh, ki
omogoča preprosto namestitev potrebne odprtokodne programske opreme na ope-
racijskih sistemih Debian in Ubuntu.
Direktorija FERET oziroma IJB-A vsebujeta datoteke, povezane z eksperimenti
na posamezni podatkovni bazi. Skripta prepare data.py shrani slike iz po-
datkovne baze v serializirane numpy objekte, potrebne za učenje in testiranje
PISI. Skripta PISI train.py zažene učenje modela PISI, skripta PISI test.py
pa izvede preizkus s testnimi podatki, izrǐse krivulje ROC in poda kvantitativne
mere kvalitete. Skripte za primerjavo z modeloma PCA in LDA so v direktorijih
<podatkovna-baza>/MATLAB/PhD tool/demos.
Vse skripte na začetku vsebujejo definicije poti do direktorijev s podatki za
učenje/testiranje in direktorijev, kamor se shranjujejo rezultati. Definicije je za
delovanje kode potrebno primerno spremeniti. Python skripte se zažene z uka-
zom python skripta.py. Če ima računalnik podprto NVIDIA grafično procesno
enoto in nameščene ustrezne gonilnike, je mogoče skripte za učenje in testiranje
modela PISI zagnati na grafični procesni enoti, kar pohitri delovanje, z ukazom
THEANO_FLAGS=device=gpu,floatX=float32 python skripta.py.
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