The Lorentzian length of a timelike curve connecting both endpoints of a classical computation is a function of the path taken through Minkowski spacetime. The associated runtime difference is due to time-dilation: the phenomenon whereby an observer finds that another's physically identical ideal clock has ticked at a different rate than their own clock. Using ideas appearing in the framework of computational complexity theory, time-dilation is quantified as an algorithmic resource by relating relativistic energy to an nth order polynomial time reduction at the completion of an observer's journey. These results enable a comparison between the optimal quadratic Grover speedup from quantum computing and an n = 2 speedup using classical computers and relativistic effects. The goal is not to propose a practical model of computation, but to probe the ultimate limits physics places on computation.
I. INTRODUCTION
This work considers the following questions: i.) what is the computational power gained from utilizing time-dilation in Minkowski spacetime, and ii.) how can techniques from resource analysis motivate the derivation of relations among physical quantities, such as energy and time?
To this end, consider a classical computation requiring N operations each taking time ∆t, then ∆tN becomes the total runtime in a local inertial frame. Indeed, relativistic effects don't change complexity results inside an inertial frame, and the number N is agreed on by all observers (see I.2). However, the total computational time experienced by observers in motion is relative. We will state this as a relation between a polynomial reduction inside the black box model and relativistic mass -this is accomplished in Section II B where Theorem I.1 is proven.
Theorem I.1. The minimal relativistic energy E (= mc
2 ) required to perform a computation within time N in an inertial frame and time N 1/n in the frame of an observer O is given as
where m 0 is the rest mass of O, ∆t := 1, n is the order of the sought polynomial reduction and N ∈ N * , n ≥ 1.
We have found a non-linear tradeoff (1) between relativistic energy and reduction of computational runtime ∆tN . Let us continue by stating Einstein's two postulates (I.2 and I.3), translated into computer science terms 34 . The standard presentation of the postulates is readily found Structure of this paper: We will continue by explaining the computational model selected for this study. This is followed by Section II, which relates computation between observers in relative motion and develops relations between the sought polynomial reduction parameter n and Bondi's k-factor 1,2 . A computational version of the Twin Paradox is considered in Section II A. Before considering uniform acceleration in III, Section II B considers the relativistic energy required to produce an nth order polynomial runtime reduction; used to prove Theorem I.1. Before concluding, Section IV compares the quadratic Grover speedup 3 from quantum computing to the n = 2 speedup found using classical computers and relativistic effects.
A. Computational Complexity Theory
The resources consumed by an efficient algorithm scale polynomially in the problem size -necessarily from the class P (of problems known to be efficiently solvable). The most famous open question in Computer Science concerns proving if it is impossible to efficiently solve a complete problem from the class NP 4, 5, 6 . Although the P =NP question regards general algorithmic complexity, one can consider its physical analogue by asking if the laws of physics allow, even in principle, the existence of a physical process that can be harnessed to speed up the solution to an NP-complete problem 7, 8 . Deterministic query complexity in the black-box model is the ideal framework to address this question 35 . Consider a classical device computing f : {0, 1} n → {0, 1} :: x → f (x), for a given function defined on its range of inputs for positive integer n. In the case of an unstructured database, one is given f in a black-box with a promise that f outputs 1 for a single input x ′ and 0 otherwise. Using a classical computer, to determine x ′ in the worst case requires N := 2 n queries of the search space -each taking time ∆t. We will consider solving such an NP-complete problem 36 .
II. EINSTEIN'S COMPUTER OF 1905
Let I denote an observer traveling along a geodesic that is the common origin of the coordinate system and let O denote an observer in relative motion. Consider an event 0 at which i.) I and O pass; ii.) synchronize their temporal and spatial orientations and iii.) the computation begins.
Keeping in mind the appropriate units, consider the general question of relating the proper time interval experienced in O's frame as the nth root of the proper time interval experienced in I's frame. This is done by relating the clocks of I and O -we insist that t(τ ) = T n sec and τ (t) = T sec, where O reaches d at the event (cT n , d, 0, 0) in I's frame. This is made possible by the Lorentz factor γ(u) through the temporal relation:
where u is the velocity of O measured in I's frame. For analysis purposes, consider constant T > 1, n ≥ 1 and let T n and T have units of seconds only where applicable, where T n−1 is dimensionless. The velocity u is now expressed as
where we choose an origin u ≥ 0. Now consider reparameterization of (3) with T n−1 := cosh(φ(u)), it follows that φ(u) = arctanh (u/c) = log(k) with φ(u) the rapidity 1,2 and the dimensionless parameter k known as Bondi's k-factor 1,2 . The right hand side expansion of
found from letting u → 0. One thus recovers the limit where classical computing holds when u/c ≪ 1 in which case k ≈ 1.
One relates the order of the sought reduction n(k, T ) to the k-factor as n = 1 + log(k/2 + k −1 /2)/ log(T ), where the classical regime (n = 1) is recovered directly by setting k = 1. Alternatively, consider the series expansion as k → 1, n ≈ 1 + (k − 1) 2 / log(T 2 ), and note that n ≈ 1 for k − 1 near zero, as expected. In terms of the k-factor, n scales as O(log k) to leading order. One also finds that
Finally, the k-factor can be expressed in terms of the query time
, where it is again easily seen that n = 1 yields the classical limit. In terms of the total query time, the k-factor scales as O(T n−1 ) to leading order.
A. The Twins get computers
In 1911, Paul Langevin made Einstein's 1905 prediction of time-dilation vivid by noting asymmetry in a thought experiment involving twins (O and I) -both measure events on O's worldcurve. This became known as the twin or clock paradox and was a subject of debate during the first half of the last century 11 and remains a research area today 12, 13, 14 . For completeness, let us then state this paradox in terms of our framework.
The twins calculate the time (T n = ∆tN ) needed in I's frame to perform a computation with the understanding that O wishes to have the solution in the nth root of this time (T = (∆tN ) 1/n sec), upon returning from a journey. The time of the total trip measured by I is T n = 2d/u and by O is γ(u)T = 2d/u, and the spacetime path is given as (II. Consider the Lorentz transform of the event where O reaches d, and hence recover the respective temporal and spatial relations: cT n = γ(u)T c and d = γ(u)T u. From Postulate I.3 the distance d must be less than cT n , the relativistic limit placed on massive bodies. One can also establish the velocity independent expression n(d, T ) as
It is often stated that, "it is possible to travel as far as you like in as short a time as you like, provided the distance (d) is measured before you set off and the time (T ) is measured along your world-line" (see 2, 15 for instance). The expression (4) now gives the preceding statement computational meaning in terms of a polynomial reduction n inside the black-box model.
B. Equivalence among the Polynomial Reduction and Relativistic Mass
We let E represent energy measured in the frame I, and use m 0 to denote the rest mass of O. We stated the equivalence among the polynomial reduction and relativistic mass in Theorem I.1 in Section I -an outline of the proof follows:
Proof. (Theorem I.1) The proof relies on the results of Sections II and II A. From (3) and the relation E = mc 2 it can be established that E = mc 2 = T n−1 m 0 c 2 and Theorem I.1 follows.
Corollary II.2. From (1) it follows that n(E, T ) = 1 + log E/(m 0 c 2 ) / log (T ).
The 4-momentum of O measured in the frame I can now be expressed as P = T n−1 (E 0 /c, p 1 , p 2 , p 3 ), where p i = T n−1 m 0 u i is the ith component of the 3-momentum. When E = E 0 = m 0 c 2 one recovers the classical limit n = 1. In Minkowski spacetime, it is when the relativistic energy of an observer O increases past their rest energy in a frame I, that computational gains of order n > 1 become possible.
III. COMPUTATION BY UNIFORM ACCELERATION
Now consider the case of constant acceleration (a) in the spatial direction (1, 0, 0) over a distance d measured by I. The world-line of O measured in the frame I is given as
which is a hyperbola in the the (ct, x)-plane with asymptotes ct = ±x. The instantaneous velocity of O measured in I's frame becomes
It follows that
where γ(u(τ ))| τ is the Lorentz factor at proper time τ -a smooth analogue of ∆t/∆τ from (3). One could again couple the clocks of I and O by insisting that t(τ ) := T n = ∆tN and τ (t) = T = (∆tN ) 1/n , where we slightly abuse notation by letting (∆tN ) 1/n and ∆tN have units of seconds; however, γ is now a function of τ and the temporal relation (5) already provides a coupling -it follows that
where d := x(T ) − x(0). We have recovered i.) the time dependent gamma factor γ(u(τ ))| τ in (7) and ii.) the instantaneous velocity in (6) . We can now consider the energy efficiency of computation by uniform acceleration. 
IV. RACING A QUANTUM COMPUTER THROUGH MINKOWSKI SPACETIME
Quantum query complexity broke classical lower bounds on the required number of queries and hence the total time interval (∆tN ) to solve certain black-box problems including database search 3, 16 . Let us examine the related speedup using classical computers together with relativistic effects. To recover a Grover speedup 3 for the case of constant velocity requires energy
in I's frame, where m 0 is the rest mass of O, ∆t (:= 1) is the single query time and N gives the total number of items in a search space.
Here is how a classical computer can outperform a quantum one: to avoid the scaling of Theorem III.2, one will perform smoothing by using sudden bursts of energy; thereby approximating the constant velocity Spacetime path II.1. In this case, there are two legs in the journey (taking time T 1 = T 2 = 1/2N 1/n sec in O's frame) and the energy required on each leg is half the total energy. Consider again the event 0 from Section II where we start the classical and quantum computers at t = τ = 0 in the same inertial frame and fix n > 2 from (1). One will return to find that the classical computer outperformed the quantum one, on the same black-box search problem.
V. CONCLUSION
This study is part of the research effort aimed at understanding what class of computations are made possible or ruled out by the laws of physics 8, 17, 18, 19 . We have shown that finite nth root polynomial reductions in algorithmic run-time are made possible by relativistic effects. The runtime improvement is predicted by Einstein's theory of relativity and the connection to computation was explored by considering polynomial reductions inside the black-box model. In the present study, the observer changes her own life history by taking an accelerated spacetime path to obtain a computational time efficiency improvement. The method would be more practical if instead an inertial observer sent the computer on an alternative spacetime path 40 . 21 , observation in macroscopic clocks occurred in 1972 22 with the current state of the art found in 23 . 35 To date, research connecting computer science and relativity theory has been focused on the implications the existence of closed time-like curves would have on computation 24, 25, 26, 27, 28, 29, 30 . Among other interesting consequences, their existence would imply the efficient solution of NP-complete problems. 36 As an example of what we will consider, let (ct, R cos(ωt), R sin(ωt), 0) represent the world curve of a particle traveling the 2πR = 26, 659 meters at velocity Rω = .999999991c to complete one lap around the Large Hadron Collider 31 . On the day this sentence was written, the library of congress contained N = 32,332,832 books. Consider an ideal computer traveling with the particle able to completely search one book record per lap. If one left the computer on the ground while traveling with the particle, after the completion of 4, 386 laps the computer would have exhaustively searched all 32, 332, 832 books -here n = 2.99. Due to the circular path, one will experience an acceleration a -it will be larger than the classical value a = Rω 2 by a factor (1 − R 2 ω 2 /c 2 ) −1 . 37 The standard approach to derive the equations of motion for the case of constant acceleration can be found in relativity books including 1,2,32 . Let overdot (˙) denote differentiation with respect to τ . The 4-vector components of the velocity U and the acceleration A of O's motion as measured by I are given as (cṫ,ẋ, 0, 0) and (cẗ,ẍ, 0, 0), respectively. One finds that V µ Vµ = c − 1´between O and I in Is frame is at the end interval ii.). 40 This is possible when considering gravitational time-dilation. For instance, if gh = ΦA − ΦB is the gravitational potential between two observers at rest (O at sea level, and I at some higher elevation h > 0), than the clocks relate as t = τ (1 − gh/c 2 ), where terms of order (gh/c 2 ) 2 are assumed to be negligible.
