In this paper, we introduce and study the notion of r-wise fractional L-intersecting families. This is a generalization of notion of fractional L-intersecting families studied in [1] .
Introduction
A family F of subsets of [n] = {1, . . . , n} is said to be L-intersecting if for every A i , A j ∈ F with A i = A j , we have |A i ∩ A j | ∈ L. This problem has been studied extensively in literature. One of the earliest results on the problem is by Ray-Chaudhuri and Wilson [2] who proved that |F | ≤ n s provided F is t-uniform. Frankl and Wilson [3] proved that |F | ≤ n s + n s−1 +· · ·+ n 0 when the uniformity restriction on F is revoked. Alon, Babai and Suzuki [4] proved the above result using an ingenious linear algebraic argument. In the same paper, the authors generalized the notion of L-intersecting families and obtained the following result. Theorem 1. [4] Let L = {l 1 , . . . , l s } be a set of s non negetive integers, and K = {k 1 , . . . , k q } be a set of integers satifying k i > s − q for each i. Suppose A = {A 1 , . . . , A m } be a family of subsets of [n] such that |A i | ∈ K for each 1 ≤ i ≤ m and |A i ∩ A j | ∈ L for each pair with i = j. Then,
This upper bound is tight as given by the family of all subsets of [n] of size between s − q + 1 and s. Gromuluz and Sudakov [5] extended the results of Frankl-wilson and Alon-Babai-Suzuki to r-wise L-intersecting families. 
Since then, various researchers have worked on many variants of the same problem, see [7, 6, 8, 9, 10, 11, 12, 13, 14, 15] [1] introduced the notion of fractional L-intersecting families and proved that m = O n s log 2 n log log n . When L = { a b }, the bound on m improves to O (n log n). In this paper, we generalize the notion of fractional L-intersecting family to r-wise fractional L-intersecting family in the natural way.
Let
In Section 2, we prove the following theorem which gives an upper bound for the cardinality of a fractional L-intersecting family in the case when L is a singleton set i.e. L = a b . We follow the convention that a b is 0, when b > a.
In the classical L-intersecting family regime, the earliest result is due to R. A. Fisher [17] : if |L| = 1, any L-intersecting family F of subsets of n has |F | ≤ n. Babai and Frankl [18] note that it is interesting to study more constraints that enforce linear sized families. We believe that r-wise fractional L-intersecting notion is one such condition for which the bound obtained in Theorem 3 is off by a log n factor.
In the proof of Theorem 3, we establish F k ⊆ F consisting of k-sized sets of a r-wise Lintersecting family F on [n] has a cardinality at most (r−1)(n−ν) k−ν , where L = a b and ν = ka/b. This establishes the upper bound on F k for all values of n, k, ν, which improves Theorem 2.1 of [16] .
We note that the linear algebraic techniques which are useful to derive the bounds on fractional L-intersecting families are no longer directly applicable in this case due to the requirements. When L is not a singleton set we use a special refinement trick to reduce it into a form such that linear algebraic methods can be used; In Section 3, we prove the following theorem.
In what follows, we proceed with the proof of Theorem 3.
Proof of Theorem 3
Let F be a r-wise fractional L-intersecting family of subsets of [n] of maximum cardinality,
We bound the cardinality of each F k by roughly (r − 1) n k such that Theorem 3 follows. We focus on the cardinality of F k . We need to show that |F k | ≤ (r −1) n−ν k−ν , where ν = ka/b. Firstly, we show the following lemma that is useful in the proof. Proof. Since |A i 1 ∩ A i 2 ∩ . . . ∩ A ir | = 0, for any collection of r distinct elements in G it follows that any point in [n] lies in at most r − 1 sets of G. So, a simple double counting yields |G|k ≤ n(r − 1), i.e. |G| ≤ n(r−1) k .
To prove the upper bound on |F k |, we proceed with backward induction on ν. The base case is when ν = ka/b = k − 1. In this case,
. . , A ir constitute a sunflower with a core of size k − 1 and r petals. Moreover, for a fixed A i 2 , . . . , A ir , for any A,
since every set is of size k. This implies that |A ∩ B| = k − 1 for for any A, B ∈ F k and the same k − 1-sized set is common to every set in F k . In other words, F k is a sunflower with a k − 1-sized core and |F k | petals. So, |F k | ≤ n − k + 1 ≤ (r − 1)(n − k + 1). This completes the base case of induction.
For the sake of induction, assume that |F k | ≤ (r − 1) n−ν k−ν , where ν = ka/b. In the inductive step, let F k be the family of k sized sets of maximum size such that |A i 1 ∩A i 2 ∩. . .∩A ir | = ν −1, for any collection of r distinct elements in F k . There are two cases based on whether there exists sets A i 1 , . . . ,
Note that G has the same cardinality as F k and any r of sets in G has an empty intersection. Using Lemma 5, |F k | = |G| = (r−1)(n−ν+1) k−ν+1 as desired.
Case 2. For every collection of distinct r−1 subsets
In this case, add an extra element n + 1 to every set in F k to obtain a new family A. A is a k + 1 uniform family, has the same cardinality as F k and for any
as desired. Now
Before moving on to the proof of Theorem 4, we state an key lemma that will be essential in the proof.
Lemma 6 (Lemma 13.11 in [19] , Proposition 2.5 in [18] ). For i = 1, . . . , m let f i : Ω → F be functions and v i ∈ Ω elements such that
Then f 1 , . . . , f m are linearly independent members of the space F Ω .
Proof of Theorem 4
Let F be a r-wise fractional L-intersecting family of subsets of [n], where r ≥ 3, L is as defined in the theorem. Let p be a prime with p > t. We partition F into p parts, namely F 0 , . . . ,
Estimating |F j |, when j > 0.
If for every pair of sets A, B ∈ F j , |A ∩ B| ∈ { a 1 b 1 |A|, . . . , as bs |A|, a 1 b 1 |B|, . . . , as bs |B|}, choose the set A with largest cardinality in F j , set X 1 = A and Y 1 = A, and remove A from F j . Otherwise, there is a collection of k sets {A 1 , . . . ,
. . , as bs |A i |}, and addition of any more set A into {A 1 , . . . ,
Repeat the process until no more set is left in F j . Let X i , Y i be sets constructed as above,
By construction,
. . , as bs |A i |} for all r > i. With each X i and Y i , associate the 0-1 incidence vector x i and y i , where x i (l) = 1 if and only if l ∈ X i . For 1 ≤ i ≤ m, we define polynomials f i (x) in the following manner.
Using Lemma 6, it follows that (we note that the swallowing trick can be applied here to improve the upper bound). As a result, we get |F 1 ∪ . . . ∪ F p−1 | ≤ (r − 1)(p − 1) s l=0 n s . In order to estimate |F 0 |, we choose a collection p 1 < p 2 < . . . < p t of t smallest primes such that p 1 p 2 . . . p t > n. This implies that every set F in F has a prime p such that p ∤ |F | -that is, F will be counted in the estimation of |F 1 ∪ . . . ∪ F p−1 |. So,
Now, the only thing that remains is to estimate t and p t . The product of the first t primes is the primorial function p t # and it is known that p t # = e (1+o(1))t ln t . Given a natural number N, let N# denote the product of all the primes less than or equal to N (some call this the primorial function). It is known that N# = e (1+o(1))N . Setting p t # = e (1+o(1))t ln t > n, we get t ≈ ln n ln ln n . Moreover, using the Prime Number Theorem (see Section 5.1 of [20] ), the tth largest prime is at most 2t ln t. Using these facts and Inequality 4, Theorem 4 follows.
Discussion
In this paper, we introduce and study the notion of r-wise fractional L-intersecting families, which is a generalization of notion of fractional L-intersecting families studied in [1] . When L is a singleton set, we obtained an upper bound of O ((r − 1)n log n) on the size of such families. We beleive that in this case, the upper bound should be linear which we pose as an open problem. 
