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1.Inleiding 
De overheid slaat steeds meer gegevens over de burger op1. Deze gegevens worden in 
toenemende mate gebruikt om op geautomatiseerde wijze, zonder menselijke tussenkomst, 
beslissingen over individuele burgers te nemen. Geautomatiseerde individuele 
besluitvorming wil zeggen dat in softwareprogramma’s geprogrammeerde algoritmes, 
zonder dat van inbreng van een mens sprake is, besluiten nemen over individuele burgers 
die soms verstrekkende gevolgen voor hen hebben. Voorbeelden hiervan zijn het toekennen 
van studietoelagen, huursubsidie of de WOZ‐berekening. Dit heeft veel voordelen: 
automatisch beslissen is efficiënt, gebeurt zonder willekeur en is in staat veel 
gedetailleerdere differentiatie in categorieën aan te brengen dan een ambtenaar kan 
overzien.2  
Er is echter ook een keerzijde. Geautomatiseerde besluitvorming kan ingrijpende gevolgen 
hebben voor de burger.3 Het kan leiden tot inbreuken op de privacy omdat voor 
geautomatiseerde besluitvorming veel persoonsgegevens in computersystemen moeten 
worden vastgelegd, bijvoorbeeld inkomensgegevens die gebruikt worden bij het vaststellen 
van het recht op huurtoeslag. Het kan leiden tot discriminatie omdat softwareprogramma’s 
mensen in categorieën indelen, bijvoorbeeld in de categorie kinderen die een extra 
criminaliteitsrisico vormen.4 Deze indeling in categorieën (social sorting) gebeurt niet altijd 
op terechte gronden, discriminatie zit, vaak onbedoeld, in de software ingebakken, tevens 
zijn de gebruikte data vaak van onvoldoende kwaliteit ondanks inzage en correctierecht van 
de betrokkene, bijvoorbeeld de belangrijkste Nederlandse basisregistratie, de 
basisregistratie personen, bevat nog steeds meer fouten dan de norm5. Mogelijkheden tot 
rechtsbescherming worden beperkt omdat ook bij afwijzende besluiten de burger niet meer 
gehoord wordt en bovendien de logica van de algoritmen en daarmee de motivering van een 
besluit niet helder zijn. Dit brengt vele pennen in beroering.6 7 8 De vrijheid van de burger 
kan beknot worden bijvoorbeeld door plaatsing op een no‐fly list of in het Schengen 
Informatie Systeem (SIS) hetgeen betekent dat de buitengrenzen van de EU niet gepasseerd 
kunnen worden. Het EHRM heeft overigens uitgesproken dat het feit dat iemand op de SIS 
lijst staat niet mag betekenen dat automatisch toegang tot de EU geweigerd wordt.9  
                                                 
1 WRR 2011, p. 25. 
2 Groothuis 2004, p. 36. 
3 Pasquale 2015, p. 42. 
4 Abraham e.a 2011, p. 4. 
5 Ministerie BZK 2016, p. 8. 
6 Morel & J.E.J. Prins, 2016, p. 40. 
7 WRR 2016, p. 88. 
8 Evers 2016, p. 2. 
9 ECLI:EU:C:2006:74, onder 59. 
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De recent in werking getreden Algemene verordening gegevensbescherming (AVG)10 
reguleert, onder meer, het automatisch beslissen in artikel 22 AVG en tracht een balans te 
vinden tussen het benutten van de vele voordelen van geautomatiseerde individuele 
besluitvorming enerzijds en het beschermen van persoonsgegevens anderzijds. De AVG laat 
daarbij een redelijke mate van vrijheid voor nationale implementatie.11 De AVG is een 
bijzondere verordening omdat normaliter een verordening rechtstreeks in de lidstaten 
werking heeft, en dus niet hoeft te worden omgezet in lokale wetgeving. Een verordening 
‘heeft een algemene strekking, is verbindend in al haar onderdelen en rechtstreeks 
toepasselijk in elke lidstaat’ (artikel 288 VWEU). De AVG is hierop deels een uitzondering, de 
verordening biedt op vele plaatsen de mogelijkheid tot specifieke nationale keuzes of 
uitzonderingen (overweging 10 AVG). Kühling telt 70 uitzonderingsclausules en noemt het 
een ‘Herkulesaufgabe’ om deze keuzeruimte in de nationale wetgeving in te vullen.12 Dit 
maakt de vraag naar de Nederlandse implementatie interessant.  
Er is inmiddels een concept Uitvoeringswet Algemene verordening gegevensbescherming 
(hierna Uitvoeringswet) waarbij door de Nederlandse wetgever nationale invulling gegeven 
is aan artikel 22 van de AVG in artikel 38 van deze Uitvoeringswet.13 De wetgever maakt voor 
de nationale implementatie van de verordening een aantal markante keuzes. 
Dit inleidende hoofdstuk expliciteert de vraagstelling van dit onderzoek, beschrijft de 
beperkingen en geeft de wijze van behandeling aan.   
 
1.1 Vraagstelling 
De centrale vraag in dit onderzoek is of artikel 38 van de concept Uitvoeringswet Algemene 
verordening gegevensbescherming een juiste interpretatie is in de Nederlandse context van 
de Algemene verordening gegevensbescherming artikel 22.  
 
Deelvragen zijn: 
1. Wat is de reikwijdte van artikel 22 van de AVG? 
De tekst van artikel 22 is voor verschillende interpretaties vatbaar, bovendien biedt 
artikel 22 de nationale wetgever de nodige implementatieruimte. Onderzocht wordt 
wat de reikwijdte is en welke keuzevrijheid is gelaten aan de nationale wetgever.  
2. Welke implementatiekeuzen maakt de wetgever in artikel 38 van de concept 
Uitvoeringswet? 
o Het verbod op geautomatiseerde individuele besluitvorming is beperkt tot 
besluitvorming op basis van risicoprofielen14 (artikel 38 lid 1). Is dit een voor 
de hand liggende keuze? 
                                                 
10 Pbeu 2016, L119, Verordening (EU) 2016/679 van het Europees parlement en de Raad van 27 april 2016. 
11 Kühling e.a. 2016, p.III. 
12 Kühling e.a 2016, p. III. 
13 https://www.internetconsultatie.nl, zoeken op 2016/679 
14 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p. 53. 
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o Als deze besluitvorming plaatsvindt, stelt de Europese wetgever dat passende 
maatregelen genomen moeten worden, (artikel 22 lid 2). Had de Nederlands 
wetgever geen invulling dienen te geven aan de term ‘passend’? 
o De wetgever is van mening dat er reeds voldoende bestuursrechtelijke 
waarborgen voor de burger elders in de wet zijn opgenomen15, is dit zo? 
o Draagt de Uitvoeringswet bij aan de door de AVG beoogde harmonisatie en 
het bevorderen van het vrij verkeer van informatie? 
 
3. Wat zijn de reacties op artikel 38 Uitvoeringswet in de internetconsultatie? 
Ten slotte is de vraag hoe de reacties uit de internetconsultatie, voor zover 
openbaar, zich verhouden tot de antwoorden die in dit onderzoek op bovenstaande 
vragen, en de centrale onderzoeksvraag gegeven worden. 
 
Het onderzoek beperkt zich bestuursrechtelijke aspecten, privaatrechtelijke vraagstukken 
blijven buiten beschouwing.  Het onderzoek beperkt zich tot bovengenoemde artikelen en 
betreft literatuuronderzoek.  
 
1.2 Behandeling 
De achtergronden en doelstellingen van de AVG en relatie tot overige Europese wetgeving 
komen aan de orde in hoofdstuk 2. Hiermee is de historie en context van de regulering van 
het geautomatiseerd beslissen zonder menselijke tussenkomst beknopt beschreven. Artikel 
22 AVG dat betrekking heeft op geautomatiseerde individuele beslissingen is het onderwerp 
van hoofdstuk 3. De reikwijdte van dit artikel wordt verkend. Uit deze analyse blijkt dat de 
Europese wetgever bewust ruimte heeft gelaten voor nationale invulling. Bovendien is de 
formulering op een aantal punten niet eenduidig. Deze twee aspecten maken de 
implementatiewetgeving tot een interessant thema. Het doel dat de Nederlandse wetgever 
nastreeft, en de keuzes die de wetgever voornemens is te gaan maken bij de implementatie 
van artikel 22 AVG door middel van artikel 38 Uitvoeringswet, worden in hoofdstuk 4 
toegelicht en geanalyseerd. Met name gaat dit hoofdstuk op de beperkingen die de 
Nederlandse wetgever op het verbod op geautomatiseerd individueel beslissen van artikel 
22 AVG heeft aangebracht, de maatregelen die daarbij voorzien worden en de waarborgen 
die geboden worden aan de betrokkene. Op basis van de bevindingen uit deze hoofdstukken 
biedt hoofdstuk 5 het antwoord op de onderzoeksvragen.  
  
                                                 
15 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p.52, p. 84 en p. 85. 
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2. Algemene Verordening Gegevensbescherming 
2.1 Inleiding 
In dit hoofdstuk wordt in vogelvlucht toegelicht wat de Europese juridische context van de 
AVG is. Deze Europese wetgeving betreft 2 verdragen van de Raad van Europa naast de 
communautaire regelgeving. Dit wordt in paragraaf 2.2 beschreven. In paragraaf 2.3 wordt 
op hoofdlijnen de strekking van de AVG beschreven. Hiermee verkrijgt de lezer een globaal 
inzicht in de context van artikel 22 AVG, artikel 22 AVG zelf komt in het volgende hoofdstuk 
aan bod.  
2.2 Achtergrond en overige Europese wetgeving over bescherming persoonsgegevens 
Zowel in verdragen als in communautair recht wordt de bescherming van persoonsgegevens 
gereguleerd. Deze is van belang omdat deze regels voorrang hebben op nationale wetgeving 
en inperking van de privacy in de Nederlandse Uitvoeringswet aan de Europese regelgeving 
moet voldoen. Eerst wordt kort ingegaan op twee Europese verdragen, daarna op het EU 
recht.  
 
Europese verdragen 
Het ‘Verdrag tot bescherming van personen ten opzichte van de geautomatiseerde 
verwerking van persoonsgegevens’, kortweg Verdrag 10816, uit 1981, en het ‘Europees 
Verdrag tot bescherming van de rechten van de mens en de fundamentele vrijheden’ 17 uit 
1950, (EVRM), beiden van de Raad van Europa, bieden regels voor de bescherming van 
persoonsgegevens. Nederland is partij bij deze verdragen. 
 
Het EVRM, voluit het Verdrag tot bescherming van de rechten van de mens en de 
fundamentele vrijheden, bevat in artikel 8 het recht op respect voor het privé‐, familie‐ en 
gezinsleven, de woning en de correspondentie. Het recht op bescherming van 
persoonsgegevens (informationele privacy) is niet expliciet opgenomen, het EVRM stamt uit 
1950, maar maakt wel onderdeel uit van dit recht. Dit is door het Europese hof, dat toeziet 
op naleving van het EVRM, meermalen bevestigd.18 Het grondrecht op privacy is geen 
absoluut grondrecht. Dit wil zeggen dat het beperkingen kent en in voorkomende gevallen 
tegen andere grondrechten kan worden afgewogen. Artikel 8 van het EVRM stelt dit 
nadrukkelijk.19 Dit is van belang omdat inbreuken die in EU‐ of nationale wetgeving worden 
gemaakt, moeten voldoen aan een aantal beperkingen. Het betreft de volgende cumulatieve 
beperkingen, inbreuken moeten: 1) bij wet zijn voorzien, 2) noodzakelijk zijn in een 
democratische samenleving en 3) ten behoeve van expliciet genoemde doelen zijn, namelijk: 
                                                 
16 https://verdragenbank.overheid.nl, zoeken op verdrag 108 of Trb.1988,7 
17 https://verdragenbank.overheid.nl, zoeken op EVRM of Trb. 1951, 154, en Trb. 1990, 156 
18 ECLI:CE:ECHR:1978:0906JUD000502971, overweging 41,  ECLI:CE:ECHR:1987:0326JUD000924881, overweging 48. 
19 Bureau van de Europese Unie voor de grondrechten, 2014, p. 37. 
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nationale veiligheid, de openbare orde of het economisch welzijn van het land, het 
voorkomen van wanordelijkheden en strafbare feiten, de bescherming van de gezondheid of 
de goede zeden of voor de bescherming van de rechten van anderen.  
 
Het verdrag 108 van de Raad van Europa uit 1981 was de eerste min of meer gedetailleerde 
regelgeving over de bescherming van persoonsgegevens op internationaal niveau.20 Dit 
verdrag specificeert wel specifiek informationele privacy maar kent nog geen specifieke 
regels aangaande geautomatiseerde besluitvorming.  
  
Communautair recht 
Het ‘Handvest van de Grondrechten van de Europese unie’, kortweg grondrechtenhandvest, 
is in 2000 al afgekondigd door de EU maar pas met de inwerkingtreding van het verdrag van 
Lissabon in 2009, in werking getreden.21 In het grondrechtenhandvest is in artikel 7 het recht 
op de eerbiediging van het privéleven, het familie‐ en gezinsleven, de woning en de 
communicatie vastgelegd. In artikel 8 is het recht op bescherming van persoonsgegevens 
separaat en expliciet opgenomen. Artikel 8 moet gezien worden als de vastlegging in een 
grondrecht van de reeds bestaande Europese regelgeving over de bescherming van 
persoonsgegevens.22 Artikel 53 van het grondrechtenhandvest geeft aan dat de bescherming 
die het grondrechtenhandvest biedt minimaal gelijk moet zijn aan de bescherming van het 
EVRM. Het grondrechtenhandvest bevat geen specifieke regels over geautomatiseerde 
besluitvorming. 
 
In het primaire recht van de EU, het Verdrag betreffende de werking van de Europese 
Unie23, wordt de bescherming van persoonsgegevens voorgeschreven. Artikel 16 lid 1, geeft 
de burger recht op bescherming van zijn persoonsgegevens. Het tweede lid bevat de 
opdracht aan de Europese wetgever regels te stellen voor de bescherming van 
persoonsgegevens en het vrije verkeer van die persoonsgegevens. Er dient volgens artikel 16 
lid 2 dus secundair communautair recht gevormd te worden. Dit Artikel laat de optie voor 
een richtlijn dan wel een verordening open. In 1995 is gekozen voor een richtlijn 
(95/46/EG)24.  Deze richtlijn gegevensbescherming (95/46/EG) is mede gebaseerd op verdrag 
108 en is bedoeld om hier nadere invulling aan te geven.25 In de richtlijn is voor het eerst in 
Europese wetgeving in artikel 15 een regeling opgenomen over geautomatiseerde 
besluitvorming. Dit artikel is gebaseerd op Frans recht uit 1978.26 
 
De richtlijn is met de inwerkingtreding van de AVG vervangen door een verordening. De 
vervanging van de richtlijn door een verordening is gewenst omdat de richtlijn in de lidstaten 
                                                 
20 Bureau van de Europese Unie voor de grondrechten, 2014, p. 18. 
21 http://ec.europa.eu/justice/fundamental‐rights/charter/index_en.htm 
22 Bureau van de Europese Unie voor de grondrechten, 2014, p. 24. 
23 PbEu 2007, C306/1 
24 PBeu L281 1995. 
25 Bureau van de Europese Unie voor de grondrechten, 2014, p. 21. 
26 Groothuis 2004, p. 59. 
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niet op uniforme wijze geïmplementeerd is in nationale wetgeving. Persoonsgegevens 
kunnen daarom niet vrijelijk de grenzen van lidstaten passeren. Bovendien is de 
bescherming van betrokkenen niet in alle lidstaten gelijk.27 Er is hierdoor rechtsonzekerheid. 
De indruk bestaat dat de onlineactiviteiten aanzienlijke risico’s inhouden voor burgers 
(overweging 9 AVG). De AVG bevat een regeling voor geautomatiseerde individuele 
besluitvorming en vormt een belangrijk onderwerp van dit onderzoek.  
De AVG is na vier jaar onderhandelen28 op 25 mei 2016 in werking getreden en zal op 25 mei 
2018 van toepassing zijn.  
 
In deze paragraaf is de Europese context van de AVG geschetst. De volgende paragrafen 
gaan in op de AVG zelf.  
2.3 De Inhoud van de AVG op hoofdlijnen 
De AVG kent dezelfde uitgangspunten als richtlijn 95/46/EG: er moet een welbepaald doel 
zijn voor de gegevensverwerking (artikel 5, lid 1 onder b AVG), de gegevensverwerking moet 
proportioneel zijn en subsidiair (artikel 5, lid 1 onder c AVG) en er moet een wettelijke 
grondslag zijn voor de verwerking (artikel 6 AVG). Verwerking van bijzondere 
persoonsgegevens (bijvoorbeeld etniciteit, gezondheid, godsdienst) is in principe niet 
toegestaan (artikel 9 AVG).  
Een aantal markante versterkingen van de bescherming van persoonsgegevens ten opzichte 
van de richtlijn zijn: het recht om te worden vergeten (artikel 17 AVG) en het recht op 
overdraagbaarheid van gegevens (artikel 20 AVG). Het toezicht en de samenwerking tussen 
toezichthouders op Europees niveau wordt versterkt (overweging 117 en artikelen 51 tot en 
met 59 AVG). De toezichthouder kan aanzienlijk hogere boetes opleggen dan voorheen 
(artikel 83 lid 4 AVG). 
 
De AVG geldt voor verwerkingsverantwoordelijken en verwerkers in de EU, of als deze zich 
niet in de EU bevinden, indien ze zich richten op de burgers van de EU (artikel 3 AVG).  
 
Dit hoofdstuk heeft op hoofdlijnen inzicht gegeven in de achtergrond, en inhoud van de 
AVG. Dit geeft inzicht in de context van de regeling van de geautomatiseerde individuele 
besluitvorming dat het onderwerp is van artikel 22 AVG. Het volgende hoofdstuk gaat nader 
in op artikel 22 AVG.  
 
 
 
 
  
                                                 
27 De Jong 2015, p. 8. 
28 http://eur‐lex.europa.eu, zoeken in wetgevingsprocedures op ‘Algemene verordening gegevensbescherming’. 
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3. Geautomatiseerde besluitvorming in de Algemene verordening gegevensbescherming 
3.1 Inleiding 
In de AVG wordt gesproken over betrokkenen (artikel 4 lid 1 AVG) en 
verwerkingsverantwoordelijken (artikel 4 lid 7 AVG). Kortheidshalve is een betrokkene 
degene waarvan persoonsgegevens worden verwerkt. De verwerkingsverantwoordelijke is 
degene die de persoonsgegevens vastlegt, doet vastleggen, verwerkt of doet verwerken. 
 De tekst van artikel 22 AVG is als volgt: 
1. De betrokkene heeft het recht niet te worden onderworpen aan een uitsluitend op 
geautomatiseerde verwerking, waaronder profilering, gebaseerd besluit waaraan voor hem 
rechtsgevolgen zijn verbonden of dat hem anderszins in aanmerkelijke mate treft.  
2. Lid 1 geldt niet indien het besluit 
a) noodzakelijk is voor de totstandkoming of de uitvoering van een overeenkomst tussen 
de betrokkene en een verwerkingsverantwoordelijke;  
b) is toegestaan bij een Unierechtelijke of lidstaatrechtelijke bepaling die op de 
verwerkingsverantwoordelijke van toepassing is en die ook voorziet in passende 
maatregelen ter bescherming van de rechten en vrijheden en gerechtvaardigde 
belangen van de betrokkene; of  
c) berust op de uitdrukkelijke toestemming van de betrokkene.  
3. In de in lid 2, punten a) en c) bedoelde gevallen treft de verwerkingsverantwoordelijke 
passende maatregelen ter bescherming van de rechten en vrijheden en gerechtvaardigde 
belangen van de betrokkene, waaronder ten minste het recht op menselijke tussenkomst van 
de verwerkingsverantwoordelijke, het recht om zijn standpunt kenbaar te maken en het recht 
om het besluit aan te vechten.  
4. De in lid 2 bedoelde besluiten worden niet gebaseerd op de in artikel 9, lid 1, bedoelde 
bijzondere categorieën van persoonsgegevens, tenzij artikel 9, lid 2, punt a) of g), van 
toepassing is en er passende maatregelen ter bescherming van de gerechtvaardigde 
belangen van de betrokkene zijn getroffen.  
Dit onderzoek beperkt zich tot bestuursrechtelijke aspecten. Daarmee krijgt lid 2 onder a) 
geen aandacht. Het legaliteitsprincipe vereist immers altijd een wettelijke grondslag voor 
overheidsbesluiten en bestuursrechtelijke besluiten kunnen niet op een overeenkomst met 
de burger gebaseerd worden. Hierna komt een aantal aspecten aan bod dat voor het hele 
artikel geldt en vervolgens komen meer specifiek lid 1, 2b en c, 3 en 4 aan de orde.  
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3.2 Opmerkingen ten aanzien van het gehele artikel 
Een eerste punt dat opvalt bij dit artikel is dat het ziet op de gebruiksfase van 
persoonsgegevens. Het betreft een specifiek gebruik van de gegevens: geautomatiseerd 
individueel beslissen. Vrijwel alle overige materiële normen in de AVG zijn gericht op een 
andere fase van gegevensverwerking, het verzamelen, analyseren, bewaren of verwijderen 
van gegevens. Regulering van de gebruiksfase van gegevens is in lijn met de aanbeveling van 
de Wetenschappelijke Raad voor het Regeringsbeleid (WRR) om regulering meer te richten 
op de gebruiksfase29 in plaats van de verzamelfase van de gegevens. Ook in buitenlandse 
literatuur wijst men hierop.30 Dit is van groot belang omdat rechten die op een andere fase, 
zoals verzamelen en bewaren, betrekking hebben, bijvoorbeeld het doelbindings‐, inzage‐ en 
correctierecht (artikel 5 lid 1b, 12, 13, 14 AVG), onvoldoende waarborgen bieden omdat 
deze rechten in de praktijk onvoldoende bescherming bieden. Moerel en Prins stellen het is 
een illusie te denken dat door individuen beter te informeren over welke gegevens voor wat 
voor doeleinden worden verwerkt, we ze in staat stellen rationele keuzes te maken.31  
Een tweede opvallend punt is dat softwareleveranciers niet tot het norm adressaat behoren. 
Softwareleveranciers bepalen voor een groot deel de (on)mogelijkheden van 
geautomatiseerde besluitvorming, de mate van transparantie en correctheid van algoritmen. 
Ook zijn softwareleveranciers bij uitstek geschikt om de gevolgen van de toepassing van 
algoritmen te analyseren (bijvoorbeeld op discriminatoire neveneffecten). Met name de 
correctheid en het niet discriminatoire karakter wordt als belangrijk punt genoemd in 
overweging 71 AVG.  
Een derde opvallend punt is dat kinderen niet specifiek genoemd worden in artikel 22 AVG 
terwijl in overweging 38 AVG de bescherming van kinderen tegen het opstellen van 
persoonlijkheids‐ of gebruikersprofielen specifiek genoemd wordt en in de niet bindende 
overweging 71 AVG het zelfs verboden wordt. Deze specifieke aandacht voor kinderen komt 
niet terug in het wettelijk wel bindende artikel 22 AVG. Nederland kent vele voorbeelden 
van profilering van kinderen op basis waarvan besluiten genomen worden die hen in 
aanmerkelijke mate treft (Prokid32, verwijsindex risicojongeren33, Landelijk instrumentarium 
jeugd34). 
Een vierde punt is dat er in het geval van geautomatiseerde besluitvorming wel altijd een 
gegevensbeschermingseffectbeoordeling (een privacy impact assessment, PIA) moet worden 
uitgevoerd (artikel 35 lid 3 onder a AVG). Dit biedt extra bescherming bij geautomatiseerde 
besluitvorming.  
Een vijfde opmerkelijk punt is dat op overtreding van artikel 22 AVG fikse boetes gesteld zijn 
(artikel 83, lid 5 AVG) het betreft een bedrag dat kan oplopen tot 2 miljoen euro. Dit is 
overigens niet specifiek voor dit artikel. Het maximumbedrag van de boetes is in de AVG ten 
opzichte van de oudere regelgeving is sterk verhoogd. Als zesde punt is van belang dat in 
                                                 
29 WRR 2016, p. 136. 
30 Pasquale, 2016 p. 114. 
31 Moerel en Prins 201, p.21. 
32 Abraham e.a 2011, p. 4. 
33 www.vng.nl, zoeken op VIR 
34 www.wegwijzerjeugdenveiligheid.nl, zoeken op leidraad in de keten 
  10
artikel 23 AVG een groot aantal voor de lidstaten facultatieve uitzonderingsmogelijkheden 
genoemd worden, artikel 22 AVG is een van de artikelen waar de uitzonderingen op 
toegepast mogen worden.  
Als zevende punt, en laatste algemeen punt, stelt de AVG dat nadere uitwerking van artikel 
22 AVG gewenst is (artikel 70 lid 1f AVG). Met name…. Ter verdere specificatie van de criteria 
en de voorwaarden voor besluiten op basis van profilering krachtens artikel 22. Dit sluit aan 
bij het advies van de Groep gegevensbescherming artikel 2935, het onafhankelijke advies ‐en 
overlegorgaan van Europese privacy toezichthouders, dat privacyregelgeving getrapt moet 
worden opgezet.  
3.3 Opmerkingen per lid 
 
Lid 1 
Lid 1 kan op verschillende wijzen geïnterpreteerd worden. Het roept de vraag op of hier een 
recht verleend wordt of een verbod wordt uitgesproken. Is het verboden voor 
verwerkingsverantwoordelijken om geautomatiseerd besluiten te nemen of heeft de 
betrokkene het recht om (behoudens de uitzonderingen uit lid 2) te verhinderen dat over 
hem of haar geautomatiseerde besluitvorming plaatsvindt? Dit is een groot verschil omdat in 
het eerste geval een gegevensverantwoordelijke geautomatiseerde beslissingen mag nemen 
totdat een betrokkene initiatief hiertegen neemt, bij de tweede interpretatie mag de 
gegevensverantwoordelijke dit niet tenzij aan een van de voorwaarden van lid 2 voldaan 
wordt. Een vergelijkbare tekst in de richtlijn 95/46/EG heeft tot verschillende 
implementaties, conform beide interpretaties, geleid in verschillende lidstaten.36 
Lid 1 kent de volgende voorwaarden: 
1. Een betrokkene moet worden onderworpen aan een besluit 
2. Waaraan rechtsgevolgen verbonden zijn of dat hem anderszins in aanmerkelijke 
mate treft 
3. Het besluit moet uitsluitend op geautomatiseerde wijze genomen zijn 
Achtereenvolgens worden de drie voorwaarden nader besproken: 
Ad 1) Een burger moet worden onderworpen aan een besluit 
De vraag rijst wat een besluit is. Beperkt zich dit in een bestuurlijke context tot het 
bestuursrechtelijk besluitbegrip (artikel 1:3 Awb) of is dit breder? Valt bijvoorbeeld de 
beslissing om op basis van een algoritme op een bepaald adres controle op samenwonen te 
doen in verband met een uitkering onder een besluit? 
Ad 2) Waaraan rechtsgevolgen verbonden zijn of dat hem anderszins in aanmerkelijke mate 
treft 
                                                 
35 Groep gegevensbescherming artikel 29, 2004, p. 6. 
36 Wachter e.a, 2016, p. 37. 
  11
Deze voorwaarde hangt nauw samen met de vorige. Indien besluit opgevat wordt in 
bestuursrechtelijke zin, dan is hier sprake van een pleonasme: een besluit met 
rechtsgevolgen. Het lijkt overigens te stoutmoedig om daaruit te concluderen dat dus geen 
bestuursrechtelijk besluit bedoeld is. De voorwaarde is immers niet specifiek op de 
Nederlandse context gericht. De zinsnede….anderszins in aanmerkelijke mate treft……is 
rijkelijk vaag, wanneer is dit het geval?  
Ad 3) Het besluit moet uitsluitend op geautomatiseerde wijze genomen zijn.  
Het kernbegrip is ‘uitsluitend’. Een enge interpretatie van dit begrip is een eenvoudige 
ontsnappingsclausule. Als een geautomatiseerd advies door een ambtenaar zonder enige 
reflectie bekrachtigd wordt is er reeds sprake van menselijke inbreng. Een vergelijkbare tekst 
in artikel 42 van de Wet bescherming persoonsgegevens (Wbp) heeft Schreuder in zijn 
dissertatie de opmerking doen maken dat dit artikel in zijn geheel geschrapt kan worden.37 
Deze interpretatie is echter niet in lijn met Kühling38…Erst dann, wenn er seine 
Entscheidungsmacht ausübt und nicht vollständig einem Algorithmus überläst….is er sprake 
van menselijke inbreng. 
Lid 2b 
Lid 2b) is de uitzondering op grond waarvan, ondanks dat aan bovengenoemde voorwaarden 
is voldaan en er eigenlijk een verbod geldt, toch geautomatiseerde besluiten genomen 
mogen worden. Er moet voldaan worden aan de volgende voorwaarden: 
1. Er is een unirechtelijke of lidstaatrechtelijke bepaling 
2. Die op de verwerkingsverantwoordelijke van toepassing is 
3. Waarbij passende maatregelen genomen worden. 
Ad 1) Er is een unirechtelijke of lid statelijke bepaling 
Men spreekt van een bepaling waarmee in communautaire zin niet uitsluitend geduid wordt 
op een wettelijk voorschrift maar bepaling kent een bredere interpretatie: een voorzienbare 
en kenbare regel.39  
Ad 2) Die op de verwerkingsverantwoordelijke van toepassing is 
Opvallend hierbij is dat geen restrictie wordt aangelegd. De voorwaarden laat de 
mogelijkheid open om zowel gerichte uitzonderingen te maken in sectorspecifieke 
wetgeving als uitzonderingen te maken in een algemene wet voor bijvoorbeeld hele 
categorieën van verwerkingsverantwoordelijken of op basis van soorten algoritmen. 
Ad 3) Waarbij passende maatregelen genomen worden 
                                                 
37 Schreuder 2001, p. 158. 
38 Kühling 2016, p. 62. 
39 Kranenborg &Verhey, 2011, p.23. 
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De gegevensverantwoordelijke moet…..passende maatregelen nemen…. De vraag is 
uiteraard wat passende maatregelen zijn. Overweging 71 AVG geeft hiervoor een 
gelijkluidende tekst als lid 3 maar geeft bovendien aan dat dit het recht betreft om 
……….specifieke informatie aan de betrokkene…..en…..uitleg na een dergelijk genomen 
beslissing te krijgen. De wettelijk niet bindende overweging 71 AVG lijkt hierin verder te 
gaan dat het bindende artikel 22 AVG. In de literatuur komt de vraag terug of de betrokkene 
recht heeft om ex ante in algemene zin geïnformeerd te worden over de logica achter de 
toegepaste algoritme of dat hij ex post het recht heeft op een specifieke motivering op basis 
van de specifieke feiten die hem betreffen en de toegepaste logica in zijn geval.40 41 Van 
passende maatregelen kan pas sprake zijn als de betrokkene zowel inzicht heeft in de 
gebruikte gegevens als in de toegepaste redenering. Samen vormen deze de basis voor de 
motivering. Hieronder wordt op beide aspecten ingegaan. 
Ten eerste moet de betrokkene inzicht hebben in de onderliggende gegevens om van 
passende maatregel te spreken. Het inzagerecht is vastgelegd in artikel 15 AVG. Op het 
eerste gezicht lijkt daarmee voldoende geborgd dat de betrokkene kennis kan nemen van 
hem betreffende gegevens. De realiteit is echter dat betrokkenen niet weten welke 
gegevens over hen vastgelegd worden.42 Zelfs al zou de betrokkene inzage in zijn 
persoonsgegevens krijgen dan nog zijn er verschillende redenen waarom dit toch niet 
voldoende inzicht biedt in het gebruik van gegevens bij geautomatiseerde besluitvorming. 
Kenmerkend bij profilering is dat beslissingen niet uitsluitend worden genomen op basis van 
gegevens die de betrokkene zelf betreffen maar mede op basis van gegevens van een 
vergelijkbare doelgroep (scheidende echtparen vullen hun belasting vaak verkeerd in, u 
raadpleegt een relatietherapeut dus het algoritme gaat ervan uit dat u de kenmerken heeft 
van iemand die gaat scheiden). De AVG biedt geen recht op inzage op de gegevens die de 
groep betreffen, waardoor betrokkene niet kan verifiëren of hij al dan niet terecht tot deze 
doelgroep gerekend wordt. Voorts hoeft de beslissing niet altijd gebaseerd te zijn op alle 
beschikbare gegevens, niet expliciet vermeld is in artikel 22 AVG dat de betrokkene het recht 
heeft op inzage in welke persoonsgegevens wel en niet gebruikt zijn bij een 
geautomatiseerde beslissing. Ook is niet eenduidig vastgelegd dat indien gebruik gemaakt 
wordt van gegevens die niet als persoonsgegevens zijn te kwalificeren (op postcode range 
1234 XY is er verhoogd risico dat kindermishandeling plaatsvindt) er toch recht is op inzage 
voor de betrokkene. Tenslotte is er geen recht op inzicht in persoonsgegevens die derden 
betreffen en die gebruikt worden in het algoritme (iemand schrijft zich onterecht in op uw 
woonadres, hierdoor wordt u verdacht van adresfraude om huurtoeslag te ontvangen, u 
mag de gegevens van de Basisregistratie personen van die ander echter inzien noch 
corrigeren).43 Deze beperking is in artikel 15 lid 4 AVG vastgelegd. 
                                                 
40 Wachter e.a, 2016, p. 6. 
41 WRR 2011, p.124. 
42 Moerel&prins 2016, p.20. 
43 ECLI:NL:RVS:2012:BX7701, overweging 3.  
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Ten tweede is inzicht van de betrokkene in het toegepaste algoritme nodig om van passende 
maatregelen te kunnen spreken. Het recht op inzicht voor de betrokkene staat op 
gespannen voet met intellectuele eigendomsrechten op software en algoritmen en biedt 
potentieel de mogelijkheid voor ‘gaming the system’ (als de burger weet hoe de 
belastingdienst vaststelt wie ze gaan controleren kan de burger de controle ontduiken). 
Overweging 63 AVG geeft aan dat het zakengeheim, intellectuele eigendomsrecht en met 
name het auteursrecht de informatierechten kan beperken. Ondanks het open source 
beleid44 gebruikt de Nederlandse overheid vaak software waarbij het intellectueel eigendom 
bij derden (leveranciers) ligt. Dit zou het recht op een specifieke motivering verder kunnen 
beperken. In de context van geautomatiseerde beslissingen is vooral het recht op 
(intellectueel) eigendom, artikel 1 van Protocol nr. 1 EVRM en artikel 17 lid 1 van het 
grondrechtenhandvest van belang. Dit beperkt immers het inzagerecht van betrokkene in de 
exacte werking van de algoritmen die gebruikt worden bij geautomatiseerde individuele 
besluitvorming. In de AVG speelt dit een belangrijke rol (overweging 63 AVG). Dit blijkt uit de 
terughoudendheid om volledig inzicht te bieden in de werking van algoritmen. Dit sluit ook 
aan bij tekst en commentaar op het vergelijkbare artikel 42 wet bescherming 
persoonsgegevens: Het vierde lid verplicht de verantwoordelijke om opheldering te 
verschaffen over de ‘logica die ten grondslag ligt’ aan de gegevensverwerking. Een dergelijke 
mededeling kan in algemene bewoordingen worden gedaan.45 In de zaak 
Promusicae/telefónica de España46 overwoog het HvJ‐EU dat het niet verboden is dat 
lidstaten een verplichting opleggen om in het kader van een civiele procedure 
persoonsgegevens mee te delen om een doeltreffende bescherming van het auteursrecht te 
verzekeren. Auteursrechten prevaleren in deze zaak boven privacyrechten.  Elders worden 
andere formuleringen gekozen. De recommendation van de Raad van Europa47 gaat iets 
verder dan de tekst in artikel 22 AVG en geeft aan dat de betrokkene in ieder geval recht 
heeft op informatie over zijn individuele gebruikte gegevens, de gebruikte logica en het doel 
van de beslissing maar gaat niet zo ver dat inzicht in het algoritme geboden wordt. 
Kortom omdat niet duidelijk is of de betrokkene voor passende maatregelen noodzakelijke 
ex ante inzicht krijgt in de gebruikte gegevens en het toegepaste algoritme is de strekking 
van de term ‘passende maatregelen’ verre van uitgekristalliseerd.  
Lid 2c 
De volgende uitzondering op lid 1 is toestemming van de betrokkene. Er worden wel 
stringente eisen aan de toestemming gesteld.48 (artikel 7 lid 2 AVG, overweging 43 AVG). De 
toestemming moet aangetoond kunnen worden, het verzoek om toestemming moet 
begrijpelijk zijn, de toestemming kan ingetrokken worden en moet vrijelijk gegeven zijn. Er 
                                                 
44 http://noraonline.nl/wiki/Beleid_open_standaarden 
45 Vries 2001 in T&CT&C Telecommunicatie‐ en privacyrecht, commentaar op art. 42 Wbp. 
46 ECLI:EU:C:2008:54 onder punt 70. 
47 CM/Rec(2010)13, p. 5. 
48 Vries&Goudsmit, 2016, p.7. 
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moet sprake zijn van een duidelijke actieve handeling, bijvoorbeeld een schriftelijke 
verklaring, dit mag ook met elektronische middelen, of een mondelinge verklaring 
(overweging 32 AVG). De vraag kan gesteld worden of een burger vrijelijk toestemming geeft 
als hij weet dat hij van een beschikking van de overheid afhankelijk is voor bijvoorbeeld het 
ontvangen van financieel voordeel (bijvoorbeeld het verkrijgen van een studiebeurs). 
Lid 3 
Lid 3 is voor de overheid van toepassing als de geautomatiseerde besluitvorming plaatsvindt 
op basis van toestemming van de betrokkene (privaatrechtelijk handelen en daarmee lid 2a 
blijft hier immers buiten beschouwing). Evenals hierboven bij lid 2b is ook hier de vraag welk 
recht nu verleend wordt. Wel wordt in lid 3 ten opzichte van lid 2b iets meer duidelijkheid 
gegeven door voor te schrijven wat het recht minimaal omvat…. ten minste het recht op 
menselijke tussenkomst van de verwerkingsverantwoordelijke, het recht om zijn standpunt 
kenbaar te maken en het recht om het besluit aan te vechten. Of het recht op een ex ante 
globale beschrijving of op een ex post specifieke beschrijving verleend wordt, blijft ongewis.  
Lid 4 
Lid 4 benadrukt dat bijzondere persooonsgegevens, bijvoorbeeld ras, politieke overtuiging, 
en genetische gegevens (artikel 9 lid 1), niet verwerkt mogen worden ten behoeve van 
automatische individuele besluitvorming. Hierop zijn twee uitzonderingen: 
1. Er is toestemming gegeven 
2. De verwerking is noodzakelijk om reden van algemeen belang 
Ad 1) Er is toestemming gegeven 
Deze voorwaarde komt overeen met lid 2c alleen wordt hier nog expliciet gemaakt dat ook 
bijzondere persoonsgegevens verwerkt mogen worden. Ook hier gelden stringente eisen aan 
de toestemming. 
Ad 2) De verwerking is noodzakelijk om reden van algemeen belang 
Deze uitzondering kan bij de overheid regelmatig voorkomen, ten slotte dient de overheid 
altijd het algemeen belang voorop te stellen (gezondheidsgegevens voor het bepalen van 
een recht op uitkering, strafrechtelijke gegevens bij VOG screening). Opvallend is echter dat 
voor de inbreuk op de privacy de doelstelling niet beperkt is tot de hierboven genoemde 
voorwaarden van artikel 8 EVRM (nationale veiligheid, de openbare orde en veiligheid of het 
economisch welzijn van het land, het voorkomen van wanordelijkheden en strafbare feiten, 
de bescherming van de gezondheid of de goede zeden of voor de bescherming van de 
rechten en vrijheden van anderen). Het is echter ook niet zo dat elk zwaarwegend belang 
voldoende is. Er wordt verwezen naar artikel 9 lid 2 onder g AVG, dat voorschrijft dat de 
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verwerking gebaseerd moet zijn op unierechtelijk of lidstatelijk recht en van de nodige 
waarborgen moet zijn voorzien.  
 
In dit hoofdstuk is de reikwijdte van artikel 22 geanalyseerd. De conclusies zijn dat: 
 Het artikel de nodige vaagheden bevat: 
o Het artikel roept de vraag op of een recht verleend wordt of een verbod 
wordt uitgesproken. 
o Niet helder is wanneer er sprake is van een besluit in AVG termen en  
o niet helder is wanneer dit besluit iemand in ‘aanmerkelijke mate treft’. 
o De mate waarin menselijke inbreng nodig is om niet meer van een volledig 
geautomatiseerd besluit te spreken is niet eenduidig. 
o Niet duidelijk is of de betrokkene recht heeft op ex post globaal inzicht of 
recht op ex ante detail inzicht in de gebruikte gegevens en het toegepaste 
algoritme. 
 Er een ruime keus gelaten is aan de nationale wetgever om beperkingen op het 
verbod aan te brengen. 
 Er zware eisen aan toestemming van de betrokkene gesteld worden. 
 Niet zeker is of voldaan wordt aan de beperkingen die het EVRM oplegt aan 
inbreuken op de privacy. 
 
In het volgende hoofdstuk wordt bezien hoe de Nederlandse wetgever voornemens artikel 22 
AVG te implementeren in de Nederlandse wetgeving.  
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4. Geautomatiseerde besluitvorming in de Uitvoeringswet 
 
4.1 Inleiding 
Hiervoor is vooral ingegaan op de Europese verordening. Dit hoofdstuk richt de focus op de 
nationale Uitvoeringswet.  
 
Het doel van de Uitvoeringswet is invulling te geven aan de institutionele verplichtingen die 
de AVG oplegt, met name ten aanzien van de bevoegdheden van de toezichthouder (de 
Autoriteit Persoonsgegevens), de intrekking van de Wet bescherming persoonsgegevens en 
het maken van de keuzes waar in de verordening beleidsvrijheid is gelaten.49 De Tweede 
Kamer heeft uitgesproken dat het huidig niveau van privacybescherming een ondergrens 
is.50 Uitgangspunt is beleid neutrale implementatie.51 Dit betekent in dit concrete geval dat 
de wetgever ernaar streeft met de Uitvoeringswet maximaal aan te sluiten bij de Wet 
bescherming persoonsgegevens.  
In paragraaf 4.2 wordt een overzicht gegeven op de specifieke en soms markante keuzes die 
de wetgever gemaakt heeft. Deze worden vervolgens in paragrafen 4.3 tot en met 4.5 in 
meer detail geanalyseerd. In paragraaf 4.6 wordt kort ingegaan op de reacties die in de 
internetconsulatie zijn gegeven op artikel 38 Uitvoeringswet.  
4.2 Implementatiekeuzen van de Nederlandse wetgever in artikel 38 
Artikel 38 van de Uitvoeringswet implementeert artikel 22 AVG. De tekst luidt als volgt: 
 
1. Artikel 22, eerste lid, van de verordening geldt niet indien de in die bepaling bedoelde 
geautomatiseerde individuele besluitvorming, anders dan op basis van profilering, 
noodzakelijk is om te voldoen aan een wettelijke verplichting die op de 
verwerkingsverantwoordelijke rust of noodzakelijk is ter uitvoering van een taak van 
algemeen belang. 
 
2. Bij de geautomatiseerde individuele besluitvorming als bedoeld in het eerste lid treft 
de verwerkingsverantwoordelijke passende maatregelen die strekken tot 
bescherming van het gerechtvaardigd belang van de betrokkene. 
 
                                                 
49 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p.19 e.v. 
50 Kamerstukken II 2011/12 32761 nr. 19. 
51 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p.29. 
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3. Bij de geautomatiseerde individuele besluitvorming als bedoeld in het eerste lid deelt 
de verwerkingsverantwoordelijke de betrokkene de logica mee die ten grondslag ligt 
aan de geautomatiseerde verwerking van hem betreffende gegevens. 
 
 
In artikel 38 Uitvoeringswet als implementatie van artikel 22 AVG is de beleidslijn van 
neutrale implementatie ten opzichte van de wet Bescherming persoonsgegevens duidelijk te 
onderkennen. Het is facultatief voor de lidstaten om artikel 22 AVG te beperken (artikel 22 
lid 2 onder b AVG). De Nederlandse wetgever heeft met artikel 38 Uitvoeringswet gebruik 
gemaakt van deze mogelijkheid. Hierdoor sluit artikel 38 Uitvoeringswet weer dicht aan bij 
de het huidige artikel 42 Wet bescherming persoonsgegevens. Artikel 38 Uitvoeringswet 
roept enkele vragen op: 
 
1. Het verbod op geautomatiseerde individuele besluitvorming is beperkt tot 
besluitvorming op basis van risicoprofielen52 (artikel 38 lid 1). Is dit een voor de 
hand liggende keuze? 
2. Als deze besluitvorming plaatsvindt, stelt de Europese wetgever dat passende 
maatregelen genomen moeten worden, (artikel 22 lid 2). Had de Nederlands 
wetgever geen invulling dienen te geven aan de term ‘passend’? 
3. De wetgever is van mening dat er reeds voldoende bestuursrechtelijke 
waarborgen voor de burger elders in de wet zijn opgenomen53, is dit zo? 
4. Draagt de Uitvoeringswet bij aan de door de Europese wetgever met de AVG 
beoogde harmonisatie en het bevorderen van het vrij verkeer van informatie? 
 
In de volgende 4 paragrafen worden deze vragen beantwoord. 
4.3 Verbod beperkt tot risicoprofielen. 
In de memorie van toelichting van de Uitvoeringswet wordt beschreven dat artikel 22 AVG 
een ruimere reikwijdte kent dan het corresponderende artikel in de Wet bescherming 
persoonsgegevens (artikel 42).54 Dit laatste artikel heeft alleen betrekking op 
geautomatiseerde besluitvorming op basis van risicoprofielen en niet op geautomatiseerde 
besluitvorming in het algemeen. De Nederlandse wetgever beperkt de ruimere reikwijdte 
van artikel 22 AVG weer tot geautomatiseerde besluitvorming op basis van risicoprofielen. 
Artikel 22 AVG omvat besluitvorming ongeacht wat voor soort algoritme wordt toegepast. 
Deze inperking van het verbod geldt alleen indien de verwerking geschiedt op basis van een 
wettelijke taak of het algemeen belang (artikel 38 lid 1 Uitvoeringswet). Bestuursrechtelijke 
beslissingen voldoen aan dit vereiste. De wetgever onderkent twee redenen voor deze 
beperking.  
                                                 
52 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p. 53. 
53 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p.52, p. 84 en p. 85. 
54 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p.84. 
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1. Ten eerste sluit men aan bij overweging 71 AVG, en ziet dus vooral risico’s bij het 
toepassen van geautomatiseerde besluitvorming bij risicoprofilering.55  
2. Ten tweede ziet men geen toegevoegde waarde om bij gebonden besluiten 
menselijke tussenkomst te vergen.56 
 
Ad 1) Vooral profilering brengt risico’s met zich mee 
 
Risicoprofilering is gebaseerd op de statistisch onderbouwde aanname dat een individu tot 
een bepaalde groep behoort met vergelijkbare kenmerken als dat individu, en dat 
beslissingen ten aanzien van het individu genomen kunnen worden op basis van die 
groepskenmerken. Behalve dat risico profilering tot onjuiste beslissingen kan leiden, leidt 
profilering volgens vele auteurs bovendien tot discriminatie, social sorting 57 (zie 
bijvoorbeeld de zaak over de verwijsindex Antillianen) 58 en beperking van de autonomie van 
burgers.59 60 Ook kan de input onjuist zijn, door menselijke fouten, verourderde gegevens of 
onjuist gemeten gegevens. Dat automatische individuele besluitvorming op basis van risico 
profilering niet is uitgezonderd van de bescherming die artikel 22 AVG biedt, is dus in lijn 
met de vigerende opvattingen dat risicoprofilering gevaren met zich meebrengt. De Mvt bij 
de Wbp verwoordde reeds dat beslissingen over iemand op basis van gegevens die een 
beeld vormen van zijn persoonlijkheid zijn levenssfeer meer aantasten dan beslissingen op 
basis van enkele gegevens.61 
Opvallend is echter dat geautomatiseerde individuele besluitvorming op basis van andere 
algoritmen dan profilering, die bijvoorbeeld bij gebonden besluiten worden toegepast, een 
uitzondering is gemaakt en wel is toegestaan in de Nederlandse Uitvoeringswet.  
 
Ad 2) gebonden besluiten kennen niet zo veel risico’s. 
 
De Nederlandse wetgever maakt in de memorie van toelichting een expliciet onderscheid in 
besluiten op basis van risicoprofielen enerzijds en gebonden besluiten anderzijds. De een is 
risicovol62, de ander risicoarm.63 Bovendien bevatten veel gebonden besluiten ook nog een 
hardheidsclausule die zich lastig laat automatiseren waardoor een besluit zonder menselijke 
inbreng problematisch wordt.  In de dissertatie van Groothuis zijn de risico’s van 
geautomatiseerde besluitvorming bij al dan niet gebonden beschikkingen geïnventariseerd. 
Zij onderkent als juridische risico’s bij geautomatiseerde beschikkingen in het algemeen dat 
de norm in programmatuur voorafgaand aan het besluitvormingsproces wordt vastgelegd en 
                                                 
55 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p. 53. 
56 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p.84. 
57 WRR 2011, p. 25. 
57 WRR 2016, p. 88. 
57 Evers 2016, p. 2. 
58ECLI:NL:RVS:2008:BE9698, in het algemeen maar met name onder 2.11.2 en 2.11.3. 
59 Pasquale 2015, p. 42. 
60 Martijn&Tokmetzis 2016 p. 34. 
61 Kamerstukken II 1997/98, 25 892, nr. 3, p. 169–170 (MvT) 
62 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p. 53. 
63 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p.84. 
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dat het interpreteren van de norm en het kwalificeren van de feiten niet gelijktijdig (zoals bij 
een mens) plaatsvindt maar volgtijdelijk. Ten tweede worden juridische beoordelingen door 
geautomatiseerde systemen gekenmerkt door een relatief beperkte flexibiliteit en ten derde 
zijn de automatisch gegenereerde motiveringen vaak onvoldoende.64  Bij gebonden 
besluitvorming geldt nog in versterkte mate dat de input correct moet zijn. Dit is lang niet 
altijd het geval. Kortom de keuze van de nationale wetgever om gebonden besluiten uit te 
zonderen van de beperking van artikel 22 AVG is minder voor de hand liggend dat de 
memorie van toelichting beschrijft.  
 
De concept memorie van toelichting bij de Uitvoeringswet vermeldt dat de beperking tot 
risicoprofielen gebaseerd is op artikel 22 lid 2 onder c AVG, de tekst luidt: (beperking) is 
toegestaan bij een Unierechtelijke of lidstaatrechtelijke bepaling die op de 
verwerkingsverantwoordelijke van toepassing is en die ook voorziet in passende maatregelen 
ter bescherming van de rechten en vrijheden en gerechtvaardigde belangen van de 
betrokkene; Opvallend hierbij is dat de Nederlandse wetgever niet gekozen heeft voor 
specifieke uitzonderingen in sectorale wetgeving maar voor een generieke uitzondering voor 
alle verwerkingsverantwoordelijken (artikel 38 lid 1 Uitvoeringswet). De memorie van 
toelichting geeft aan dat de beperking niet gericht is op de verschillende categorieën 
verwerkingsverantwoordelijken, maar op het soort van logica dat bij geautomatiseerde 
besluitvorming wordt gehanteerd65: het verbod op geautomatiseerde besluitvorming op 
basis van profilering blijft gehandhaafd, op basis van andere logica mag het wel. De keuze 
voor soorten van geautomatiseerde besluitvorming, in feite soorten algoritmen, is 
opmerkelijk omdat dit afwijkt van het voorbeeld van overweging 71 AVG dat de 
belastingdienst noemt als een mogelijke uitzondering. Ook de Duitse wetgever gebruikt de 
beperking om sectorspecifieke beperkingen aan te brengen, in casu eveneens voor de 
belastingdienst.66 Ook Nederland kent reeds vergelijkbare sectorale wetgeving, bijvoorbeeld 
het Systeem Risico (Syri). Hierbij is de SUWI wet aangepast67 om op basis van 17 kenmerken 
(onder meer gegevens over arbeid, inkomen, boetes, identiteit, onderwijs, inburgering, 
belasting, toeslagen, subsidies, schulden, pensioen) vast te stellen wie mogelijke fraudeur is 
en gecontroleerd wordt om zo fraude met toeslagen en uitkeringen op te sporen. Sectorale 
wetgeving lijkt meer geeigend om op maat gesneden beperkingen aan het verbod op 
geautomatiseerde individuele besluitvorming aan te brengen. Het is enerzijds opmerkelijk 
dat de Nederlandse wetgever bij de Uitvoeringswet gekozen heeft voor een beperking op 
basis van soort algoritme en niet op basis van de (soort) verwerkingsverantwoordelijke. 
Anderzijds sluit deze keuze wel aan bij het beleid om zo dicht mogelijk bij de vigerende 
wetgeving, in casu artikel 42 van de Wbp te blijven.  
 
De conclusies van deze paragraaf zijn dat:  
                                                 
64 Groothuis, p. 234. 
65 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p.84. 
66 Kühling e.a, p. 62. 
67 Kamerstukken II 2012/13 33579 nr. 2. 
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1. De beperking van het verbod tot geautomatiseerde individuele besluitvorming in het 
algemeen tot geautomatiseerde individuele besluitvorming op basis van 
risicoprofielen voldoet aan de beperkingsmogelijkheden in artikel 22 lid 2b AVG.  
2. De keuze de beperking niet te baseren op soort van verwerkingsverantwoordelijke is 
opmerkelijk want er is reeds sectorale wetgeving, sectorale wetgeving leent zich 
meer voor oplossingen op maat en de keuze is niet in lijn met de voorbeelden in de 
overweging van de verordening en ook niet in lijn met Duitse implementatie.  
 
4.5 Passende maatregelen 
 
Artikel 38 Lid 2 Uitvoeringswet bevat bijna een letterlijke herhaling van de tekst van artikel 
22 lid 2b en lid 3 AVG. Er moeten volgens de AVG passende maatregelen voorgeschreven 
worden ter bescherming van gerechtvaardigde belangen indien geautomatiseerde 
individuele besluitvorming plaatsvindt. Dit is ook precies wat de nationale wetgever 
voorschrijft in artikel 38 lid 2 Uitvoeringswet. Hier lijkt geen speld tussen te krijgen. Er zijn 
echter twee interpretaties mogelijk van de tekst in artikel 22 lid 2 AVG.  
De eerste interpretatie is dat de term ‘passende maatregel’ in de nationale Uitvoeringswet 
nog eens herhaald wordt indien het verbod wordt ingeperkt. Deze, door de Nederlandse 
wetgever gekozen interpretatie, lijkt niet voor de hand te liggen. De Europese wetgever kan 
immers zelf ook voorschrijven dat in het geval van de uitzondering artikel 22 lid 2b of lid 2c 
AVG gebruik gemaakt wordt, altijd passende maatregelen genomen moeten worden ter 
bescherming van gerechtvaardigde belangen als het niet zijn bedoeling is dat de nationale 
wetgever nadere concretere invulling zou geven aan de opdracht om passende maatregelen 
te nemen. In dat geval hoeft de nationale wetgever de bepaling van artikel 22 lid 2b AVG  
niet nog eens over te schrijven in zijn eigen wetgeving. Artikel 335 van de aanwijzing voor de 
regelgeving raadt dit af. Deze kopieslag leidt tot onnodige redundantie op Europees en 
nationaal niveau met navenante nadelen68. Bovendien wordt ook de harmonisatie 
doelstelling mogelijk bedreigd als verschillende lidstaten variaties aanbrengen in hun eigen 
regels. 
 
De tweede, meer voor de hand liggende interpretatie is dat de Europese wetgever de tekst 
als een opdracht beschouwt aan de lidstaten om in de specifieke uitzonderingssituatie nader 
te specificeren welke passende maatregelen genomen moeten worden. Deze interpretatie 
ligt meer voor de hand omdat dan de hierboven genoemde bezwaren niet gelden en het in 
de rede ligt dat als de nationale wetgever specifieke uitzonderingen maakt hij hier ook 
specifieke voorwaarden aan verbindt. Tegen deze uitleg pleit Fratelli Zerbone Snc tegen 
Amministrazione delle finanze dello Stato waarin het Hof van de EU aangeeft dat de 
nationale gezagsorganen geen bindende uitleggingsregelen kunnen opstellen.69 In het geval 
van de Uitvoeringswet gaat het echter niet zozeer om uitleggen van de verordening maar 
                                                 
68Ministrie van justitie, Handleiding Wetgeving en Europa p. 88, hier wordt incorrect naar aanwijzing 340 verwezen. 
69ECLI:EU:C:1978:17, onder B 27 en 28. 
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om specifieke maatregelen te verbinden aan door de nationale wetgever aangebrachte 
specifieke beperkingen op een verbod.  
 De keuze van de Nederlandse wetgever lijkt een gemiste kans om nadere invulling aan 
regels te geven. In ieder geval had de onduidelijkheid of ex ante in algemene zin informatie 
verstrekt moet worden aan de burger of ex post een specifieke motivering vereist is, nader 
uitgewerkt kunnen worden. De HR heeft uitgesproken dat op software algoritmen 
auteursrechten kunnen rusten.70 Interessant is welke afweging de wetgever zou maken 
tussen de bescherming van het auteursrecht en het recht van de burger om een afdoende 
motivering van een beslissing. Veel auteurs pleiten ervoor om de privacywetgeving minder 
abstract te maken en van meer concrete voorschriften te voorzien.71 In de AVG is bepaald 
dat nadere uitwerking van artikel 22 AVG gewenst is (artikel 70 lid 1f AVG). Met name…. Ter 
verdere specificatie van de criteria en de voorwaarden voor besluiten op basis van profilering 
krachtens artikel 22. Dit sluit aan bij het advies van de Groep gegevensbescherming artikel 
29, het onafhankelijke advies ‐en overlegorgaan van Europese privacy toezichthouders, dat 
privacyregelgeving getrapt moet worden opgezet.  
 
Opvallend is ook dat de nationale wetgever hier afwijkt van zijn eigen beleid om zo dicht 
mogelijk aan te sluiten bij de Wet bescherming persoonsgegevens. In artikel 42 van de Wbp, 
dat betrekking heeft op geautomatiseerde besluitvorming, is in lid 3 aangegeven dat sprake 
is van een passende maatregel indien de betrokkene in de gelegenheid is gesteld omtrent 
het besluit zijn zienswijze naar voren te brengen (artikel 42 lid 3 Wbp) en de 
verantwoordelijke aan de betrokkene de logica meedeelt (artikel 42 lid 4 Wbp). Hier is dus 
wel een invulling gegeven aan het begrip ‘passend’. Wel moet opgemerkt worden dat het 
recht om een zienswijze naar voren te brengen betrekking heeft op het geval dat er een 
overeenkomst met de betrokkene is, niet zeker is of in het geval dat profiling op basis van de 
wet in plaats van op basis van een overeenkomt is toegestaan, dezelfde definitie van 
‘passend’ geldt. Jurisprudentie aangaande artikel 42 wet bescherming persoonsgegevens die 
duidelijkheid zou kunnen verschaffen is niet aangetroffen.72 
 
De conclusie is dat: 
1. Het niet zeker is of artikel 38 lid 2 aan de voorwaarde voldoet dat artikelen van een 
verordening niet in een nationale wet worden gekopieerd.  
2. Het is in ieder geval een gemiste kans om de term ‘passende maatregelen’ nader in 
te vullen.  
 
4.5 Waarborgen voor de burger 
                                                 
70 ECLI:NL:HR:2006:AU7508 onder 3.5 en 3.6.1 
71 Hildebrandt 2018 p.67.  
72 Hooghiemastra&Nouwt 2007 p. 184, www.autoriteitpersoonsgegevens.nl, zoeken op Wbp naslag artikel 42., 
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De memorie van toelichting stelt: Voor zover het gaat om besluitvorming door een 
bestuursorgaan gelden uiteraard de gebruikelijke bestuursrechtelijke waarborgen…73 
De wetgever lijkt er bij de onderbouwing van zijn keuzes in de memorie van toelichting van 
uit te gaan dat ‘besluitvorming’ de term die in artikel 22 AVG wordt toegepast, gelijk is aan 
een bestuursrechtelijk besluit conform artikel 1.3 Awb met bijbehorende bestuursrechtelijke 
rechtsbescherming.74  
Met de opmerking van de Nederlandse wetgever dat de gebruikelijke bestuursrechtelijke 
waarborgen gelden, lijkt gesuggereerd te worden dat bij besluiten van bestuursorganen het 
begrip besluit uit artikel 22 AVG conform artikel 1:3 Awb opgevat kan worden. Dit is echter 
niet het geval. Artikel 22 lid 1 AVG spreekt van…….besluit waaraan voor hem rechtsgevolgen 
zijn verbonden of dat hem anderszins in aanmerkelijke mate treft. Artikel 1.3 Awb stelt als 
voorwaarde dat een besluit een publiekrechtelijke rechtshandeling betreft, dit wil zeggen 
dat er rechtsgevolgen zijn. Het besluitbegrip in artikel 22 AVG omvat echter besluiten die 
geen rechtsgevolgen hebben (maar wel een betrokkene in aanmerkelijke mate treffen). 
Voorbeelden die geen bestuursrechtelijk besluit betreffen maar wel onder artikel 22 AVG 
vallen zijn met name besluiten die intensivering van toezicht betreffen. SMS parking versus 
de belastingdienst is een mooi voorbeeld van de pogingen van de belastingdienst om 
profielen van belastingbetalers op te bouwen zonder dat er sprake is van een besluit.75 
Controle op samenwonen in verband met huurtoeslag of uitkering, wel of geen signalering 
van jeugdigen door de politie zijn andere voorbeelden. Er zijn dus in AVG‐terminologie 
besluiten met rechtsgevolgen en besluiten die betrokkenen in aanmerkelijke mate raken. 
Hieronder wordt eerst ingegaan op de waarborgen voor de burger bij besluiten met 
rechtsgevolg en vervolgens op besluiten die betrokkenen in aanmerkelijke mate raken, dus 
zonder rechtsgevolg. Bezien wordt of er inderdaad sprake is van ‘passende’ maatregelen 
elders in de wet en dat additionele bepalingen in artikel 38 dus niet nodig zijn.   
Een geautomatiseerde individuele beslissing met rechtsgevolgen valt onder het 
beschikkingsbegrip van Awb artikel 1:3. Dit onderzoek is beperkt tot bestuursorganen, 
verondersteld kan worden dat het geautomatiseerde individuele besluit van artikel 38 
Uitvoeringswet ook schriftelijk wordt vastgelegd (automatisch gegeven beschikkingen 
worden geprint en verzonden) en het betreft een rechtshandeling want de beslissing heeft 
rechtsgevolgen. Aangezien artikel 22 AVG en artikel 38 Uitvoeringswet betrekking hebben 
op individuele besluitvorming is het besluit niet van algemene strekking dus betreft het een 
beschikking conform artikel 1:3 lid 1 en 2 Awb. Opvallend is dat besluiten van algemene 
strekking niet geregeld worden in artikel 22 AVG.  Ook de met een besluit gelijkgestelde 
gevallen van artikel 8:2 Awb voor zover ze op een individu betrekking hebben, vallen onder 
het besluitbegrip van artikel 22 Avg. Dit brengt aanzienlijke mogelijkheden tot 
                                                 
73 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p.85. 
74 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p.52 en p. 84. 
75 ECLI:NL:GHSHE:2014:2803 onder 3.1 c. 
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rechtsbescherming met zich mee. Afdeling 3.2 van de Awb stelt eisen aan de zorgvuldige 
voorbereiding (artikel 3:2 Awb), verbod van detournement de pouvoir (artikel 3:3 Awb), 
belangenafweging (3:4 Awb) en evenredigheid. Geautomatiseerde besluitvorming kan aan 
deze eisen voldoen. Omdat een besluit ook goed gemotiveerd moet worden (artikel 3:46 en 
3:47 Awb) dient transparant te zijn voor de betrokkene op welke feiten de beschikking 
berust en welke logica is toegepast. De Hoge Raad heeft op basis van de wet bescherming 
persoonsgegevens uitgesproken dat ……verplichting om aan de betrokkene een volledig 
overzicht van de verwerkte persoonsgegevens te verschaffen niet mogen volstaan met de 
verstrekking van globale informatie, doch zal zij alle relevante informatie over de betrokkene 
moeten verschaffen.76Omdat artikel 38 lid 3 Uitvoeringswet voorschrijft dat de logica 
meegedeeld moet worden bij geautomatiseerde beslissingen lijkt dit te prevaleren boven 
artikel 3:48 Awb dat dit niet verplicht vindt bij positieve beschikkingen.77 Ook hier is de vraag 
of artikel 38 lid 3 Uitvoeringswet betekent dat ex ante detail inzicht verstrekt moet worden 
in de algoritmes van de toegepaste software of dat een globeel inzicht in de logica 
voldoende is. 
In de Mvt bij de Wbp artikel 42 kent de wetgever aan artikel 4:7 Awb bijzondere betekenis 
toe: De Awb, in het bijzonder de artikelen 4:7 e.v., geeft waarborgen die kunnen voorkomen 
dat beslissingen uitsluitend op grond van een beeld van de persoonlijkheid dat langs 
geautomatiseerd weg is vervaardigd, worden genomen. Deze bepalingen kunnen worden 
geacht de maatregelen te bevatten als bedoeld in onderdeel b78. Artikel 4:7 Awb schrijft voor 
dat in het geval van afwijzen van een aanvraag tot een beschikking de aanvrager gehoord 
moet worden. Aan de voorwaarden van artikel 4:7 lid 1 Awb dat als de gegevens waarop het 
besluit gebaseerd is, de aanvrager zelf betreffen en afwijken van hetgeen de aanvrager zelf 
verstrekt heeft, zal in alle gevallen van geautomatiseerd individuele besluitvorming op basis 
van profilering voldaan zijn. Besluiten worden bij profilering namelijk per definitie mede 
gebaseerd op gegevens die niet direct van de betrokkene verkregen zijn maar hem wel 
betreffen. Hierbij valt te denken aan het automatisch vaststellen van de WOZ‐waarde mede 
op basis van de huizenprijs in de omgeving.79 Ook kan niet worden aangenomen dat 
aanvrager en bestuur van dezelfde feiten uitgaan zoals volgens Antonis vaak het geval zal 
zijn.80 De aanvrager heeft vaak geen inzicht op basis van welke gegevens de beschikking 
gegeven is.81 Dit lijkt te impliceren dat volledige geautomatiseerde geïndividualiseerde 
afwijzende besluitvorming niet mogelijk is voor zover de Awb van toepassing is. Vele 
beslissingen zijn echter financieel van aard82 (denk aan het toekennen van studiebeurs, 
AOW, toeslagen of uitkeringen). In dat geval is artikel 4:12 Awb van toepassing. Hierdoor zal 
in veel gevallen toch volledig geautomatiseerde beschikkingen mogelijk zijn.83 Wel is dan de 
voorwaarde dat de nadelige gevolgen weer ongedaan gemaakt moeten kunnen worden in 
                                                 
76ECLI:NL:HR:2007:BA3529, overweging 3.6. 
77 Groothuis 2004, p. 72. 
78 Kamerstukken II 1997/98, 25 892, nr. 3, p. 170 (MvT) 
79 Van eck 2017 p.2. 
80 Antonis in Lexplicatie, commentaar op artikel 4:7 Awb 
81 Moerel&prins 2016, p.20. 
82 groothuis 2004, p.74. 
83 https://marliesvaneck.wordpress.com/tag/47‐awb/ 
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de bezwaar‐ of beroepsfase (artikel 4:12 lid 1a)84. Groothuis wijst nog op de specifieke 
situatie in de bewaarfase. Zij stelt, geruggesteund door diverse auteurs, dat besluitvorming 
in de bezwaarfase altijd door een mens gedaan moet worden. De bezwaarfase dient immers 
om fouten te corrigeren en dient derhalve niet opnieuw op basis van dezelfde 
geautomatiseerde verwerking genomen te worden. 85 Tot zover de beschouwing over de 
rechtsbescherming die geboden wordt indien het een beslissing betreft met rechtsgevolgen, 
een beschikking in Awb termen, hierna wordt de rechtsbescherming bij een beslissing die de 
betrokkene in aanmerkelijke mate treft, maar geen rechtsgevolgen heeft, geanalyseerd.  
 
Een beslissing zonder rechtsgevolgen door een bestuursorgaan, maar die de betrokkene wel 
in aanmerkelijke mate treft valt niet onder het besluitbegrip van artikel 1:3 Awb. Afdeling 
3.2 Awb is echter wel van toepassing (artikel 3:1 lid 2 Awb), er is dus zorgvuldigheid en 
belangenafweging vereist. Volgens Groothuis worden de mogelijkheden voor  
geautomatiseerde besluitvorming door het zorgvuldigheidsbeginsel (art. 3:2 en 3:4 lid 1 
Awb), begrensd: uiteindelijk dienen op de burger als mens toegespitste besluiten te worden 
genomen, met inachtneming van de bijzondere omstandigheden van zijn geval, en dient de 
burger zijn zienswijze of bezwaar aan een persoon binnen de overheid te kunnen 
voorleggen.86 Ook hier zijn bovendien de beginselen van behoorlijk bestuur van 
overeenkomstige toepassing. De beginselen van behoorlijk bestuur betreft onder andere het 
zorgvuldigheidsbeginsel. Dit omvat onder meer het horen van betrokkenen.87 Indien deze 
strikt worden toegepast sluit dit beginsel geautomatiseerde geïndividualiseerde 
besluitvorming uit, horen van betrokkenen kan geen onderdeel van geautomatiseerde 
individuele besluitvorming zijn. Schlössels en Zijlstra benadrukken dat er geen misverstand 
over kan bestaan dat het volwaardige rechtsnormen betreft.88 Het zou echter vreemd zijn als 
in het geval van negatieve financiële beschikkingen niet gehoord hoeft te worden en bij 
overige financiële beslissingen ten aanzien van individuen, niet zijnde beschikkingen, die 
aanmerkelijke gevolgen hebben, dit wel zou moeten. Daar waar de wetgever bij het geven 
van beschikkingen de hoorplicht al dan niet genuanceerd heeft zal dit naar analogie voor 
besluiten met een aanmerkelijk gevolg ook gelden. Zeker is dit niet, jurisprudentie zal hier 
duidelijkheid over moeten geven. Ook zal de jurisprudentie duidelijkheid moeten geven of 
de eis van ‘passende’ maatregelen in artikel 38 lid 2 Uitvoeringswet al dan niet extra 
waarborgen biedt voor de burger.  
Samenvattend kan gesteld worden dat zich een aantal situaties kan voordoen: 
1. Er is sprake van een beschikking.  
a. De beschikking is positief. 
                                                 
84 van Eck 2017 p.4. 
85 Groothuis 2004, p. 43.  
86 Groothuis 2209, p.1. 
87 Schlössels&Zijlstra 2010, p. 445. 
88 Schlössels&Zijlstra 2010, p. 389. 
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De Awb biedt voldoende waarborgen om in het geval van geautomatiseerde 
individuele besluiten over passende maatregelen te spreken die volgens 
artikel 38 lid 2 en lid 3 uitvoeringwet vereist zijn. Volledig geautomatiseerde 
besluitvorming is toegestaan. 
b. De beschikking is negatief 
i. En is niet financieel van aard 
De aanvrager zal gehoord moeten worden (artikel 4.7 Awb) en 
besluitvorming kan dus niet geheel geautomatiseerd plaatsvinden 
ii. En is wel financieel van aard 
Er hoeft volgens artikel 4:12 lid 1 Awb onder voorwaarden niet 
gehoord te worden. De beslissing kan geautomatiseerd genomen 
worden.  
2. Er is geen sprake van een beschikking 
Afdeling 3:2 Awb is van toepassing, de beginselen van behoorlijk bestuur zijn van 
overeenkomstige toepassing en ‘passende’ maatregelen moeten worden genomen. 
Verondersteld wordt dat geautomatiseerde besluitvorming onder voorwaarden is 
toegestaan.  
 
Het Burgerlijk Wetboek 
Tot slot van deze paragraaf over waarborgen nog enige aandacht voor het burgerlijk 
wetboek. De WRR stelt dat het klachtrecht sterk gerelateerd is aan individuele schade en dat 
artikel 3:305a van het Burgerlijk Wetboek te weinig mogelijkheden biedt voor een actio 
popularis. De verschillende uitspraken van de rechtbank, het hof en de Hoge Raad in een 
zaak van Privacy first tegen de staat geeft aan hoe lastig de ontvankelijkheidsvraag 
momenteel is.89 Ook andere auteurs breken een lans voor ‘public interest litigation’.90 
Omdat de algoritmen vaak moeilijk te doorgronden zijn voor de leek, de kosten van een 
rechtzaak prohibitief zijn, onduidelijk is wie verantwoordelijk is en hoe de schade bepaald 
moet worden zouden burgerinitiatieven als Privacy First en Bits for Freedom hier meer 
armslag moeten krijgen.91 De AVG verleent dit recht in artikel 80. De gang naar de 
beschermingsautoriteit of de rechter staat ook voor anderen dan alleen de direct 
belanghebbende open.  
De conclusies van deze paragraaf zijn: 
1. Dat de wetgever onvoldoende heeft onderkend dat er niet altijd sprake is van een 
bestuursrechtelijk besluit bij geautomatiseerde individuele besluitvorming.  
2. De Awb een aantal waarborgen biedt maar zeker als er geen sprake is van een Awb 
besluit is het de vraag of deze in de praktijk voldoende zullen zijn.  
                                                 
89 ECLI:NL:HR:2015:1296 onder 3.2.2. en 3.2.3 en 3.3.3. 
90 Morel&Prins 2016, p.114. 
91 WRR 2016, p. 145. 
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3. Het is onvoldoende duidelijk of de voorwaarde uit de Uitvoeringswet dat passende 
maatregelen geboden worden extra waarborgen bieden ten opzichte van de Awb en 
beginselen van behoorlijk bestuur.  
4. De verruiming van de mogelijkheden tot een actio popularis biedt extra waarborgen 
 
 
4.6 Bijdrage aan harmonisatie en vrij verkeer van informatie 
De AVG heeft als doelen Europese harmonisatie te bevorderen (overwegingen 3, 10 en 13 
AVG) en ten tweede beperkingen voor het vrije verkeer van informatie wegnemen 
(overweging 101, artikel 1, lid 3 AVG). Op het eerste gezicht lijken bestuursrechtelijke 
beslissingen vooral een nationaal karakter te hebben en harmonisatie en vrij verkeer van 
informatie minder relevante zaken te zijn. In toenemende mate hebben deze echter 
internationale gevolgen (denk aan plaatsing op een no‐fly list of terroristen lijst, signalering 
in het Schengen systeem, opname van gegevens in een DNA bank, internationale 
voertuigsignalering, uitwisseling bewijsmateriaal grensoverschrijdende criminaliteit)92. Dat 
artikel 22 AVG bijdraagt aan de harmonisatie van regelgeving mag gezien de hierboven 
beschreven keuzevrijheid van de nationale wetgevers niet verwacht worden. Echter ondanks 
dat de regels niet in elk land gelijk zijn, zal het vrije verkeer toch bevorderd kunnen worden 
door een helder inzicht in het toepasselijk recht en de vraag wie rechtsmacht heeft.  
 
‘Door de keuze voor een verordening hoort de problematiek omtrent het bepalen van het 
toepasselijke nationale recht en daaraan gekoppelde bevoegdheden van de nationale 
toezichthouders tot het verleden’ schrijft Van der Jagt optimistisch.93 Omdat per land 
verschillende implementatiekeuzen gemaakt zullen worden is dit echter niet het geval.  
Voor private verantwoordelijken die internationaal werken is in artikel 56 AVG de regel 
opgenomen dat de toezichthouder van het land waar de hoofdvestiging van de verwerker is 
gevestigd competent is voor het toezicht. Dit schept duidelijkheid maar roept wel vragen op 
als er de verantwoordelijke überhaupt geen vestiging in de EU heeft.94 Voor besluiten van 
bestuursorganen is er echter geen twijfel mogelijk, artikel 55 lid 2 AVG jo artikel 6 lid 1 c AVG 
maken zonneklaar dat besluiten op basis van een wettelijke verplichting, of voor de 
vervulling van een taak van algemeen belang, altijd de toezichthouder van de lidstaat in 
kwestie competent is. In Nederland is dit dus de Autoriteit Persoonsgegevens. 
 
Artikel 3 lid 1 Uitvoeringswet bepaalt dat de wet van toepassing is op verwerking van 
persoonsgegevens in het kader van activiteiten van een vestiging van een 
verwerkingsverantwoordelijke in Nederland. Hier zal bij een besluit van een Nederlands 
bestuursorgaan altijd sprake zijn. Het toepasselijk recht is helder. 
 
                                                 
92 www.europa‐nu.nl, zoeken op Verdrag van Prüm 
93 Van der Jagt 2016, p. 30. 
94 Van der Jagt, p. 32. 
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De conclusies van deze paragraaf zijn: 
1. Artikel 22 AVG bevordert niet de harmonisatie of het vrije verkeer van informatie 
2. De AVG juncto Nederlands recht is van toepassing op besluiten van Nederlandse 
bestuursorganen 
3. De autoriteit Persoonsgegevens is altijd de competente toezichthouder 
 
4.7 De internetconsultatie van de Uitvoeringswet 
Op internet staan de reacties op de concept Uitvoeringswet.95 Er zijn 67 reacties 
gepubliceerd. Van deze 67 hebben slechts 3 reacties specifiek op artikel 38 concept 
Uitvoeringswet betrekking. Dat is een laag percentage en niet in lijn met de media‐aandacht, 
vele beleidsstukken en wetenschappelijke belangstelling voor geautomatiseerde individuele 
besluitvorming en met name profilering. Overigens is dit wel weer in lijn met de 
jurisprudentie die direct betrekking heeft op het huidig artikel 42 Wbp dat profilering 
reguleert, deze is niet door mij aangetroffen. ICT Nederland, VFN Vereniging 
Financieringsondernemingen Nederland en Zorgverzekeraars Nederland gaan wel specifiek 
op artikel 38 Uitvoeringswet in.  
Ten eerste is opvallend aan de internetconsultatie is dat maatschappelijke organisaties, zoals 
Bits of Freedom96 of Privacy First97, geen (gepubliceerde) response gegeven hebben terwijl 
het toch een onderwerp is dat hen zeer bezighoudt. Bits of Freedom schrijft bijvoorbeeld op 
zijn site98…..  Ook op het gebied van profilering kunnen lidstaten nationaal regelen dat je 
minder mogelijkheden hebt om je tegen profilering te verzetten. Er is dus nog werk aan de 
winkel! De reden dat geen reactie op de internetconsultatie gegeven is, is mij niet bekend.  
Ten tweede valt op dat ook geen overheidsorganisaties gereageerd hebben op artikel 38 
Uitvoeringswet terwijl de voorbeelden van profilering en geautomatiseerde besluitvorming 
talrijk zijn. Ten derde valt op dat alle partijen ruimere mogelijkheden wensen om 
geautomatiseerde individuele besluitvorming toe te passen. Alle partijen benadrukken de 
voordelen die dit in de praktijk met zich meebrengt en geven aan dat zij hun 
maatschappelijke functie nauwelijks nog kunnen vervullen zonder deze mogelijkheid. Ten 
vierde valt op dat de vaagheid van de normering een terugkerend thema is en alle partijen 
voor meer rechtszekerheid pleiten.  
 
De conclusies van deze paragraaf zijn dat: 
1. De respondenten op de internetconsulatie vinden dat de regelgeving te vaag is waardoor 
rechtsonzekerheid ontstaat. Dit is in lijn met de bevindingen in dit onderzoek.  
2. Bovendien vindt men dat onvoldoende beperkingen zijn aangebracht op het verbod. Dit 
is een politieke en geen rechtsopvatting. 
 
                                                 
95 https://www.internetconsultatie.nl, zoek op AVG 
96 www.bof.nl 
97 www.privacyfirst.nl 
98 www.bof.nl, zoeken op verordening 
  28
De conclusie van dit hoofdstuk is dat Uitvoeringswet artikel 38 een correcte implementatie is 
van artikel 22 AVG is en binnen de beleidskaders, niet verslechteren van de bescherming van 
persoonsgegevens en minimaal wijzigen ten opzichte van de Wet bescherming 
persoonsgegevens, valt. Wel zijn een aantal kanttekeningen te maken: 
 De keuzen het verbod te beperken tot geautomatiseerde individuele besluitvorming 
op basis van profilering wijkt af van het voorbeeld in de AVG, wijkt af van 
implementatie elders en ligt niet voor de hand 
 De nationale wetgever schrijft de verordening gedeeltelijk over zonder invulling te 
geven aan het begrip ‘passende maatregel’. 
 Hierdoor is de vraag of de waarborgen voor de burger voldoende helder zijn. De 
wetgever lijkt te veronderstellen dat besluit in de AVG een bestuursrechtelijk besluit 
is. 
 Artikel 22 AVG en artikel 38 Uitvoeringswet bevorderen harmonisatie van 
regelgeving niet 
 Het toepasselijk recht en de rechtsmacht is helder 
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5 Conclusie 
 
Dit hoofdstuk zet de conclusies die in vorige hoofdstukken getrokken zijn op een rij en geeft 
daarmee antwoorden op de onderzoeksvragen. Eerst komen de deelvragen aan de orde. Het 
hoofdstuk wordt afgesloten met de beantwoording van de hoofdvraag. 
 
5.1 Antwoorden op deelvragen 
 
Wat is de reikwijdte van artikel 22 van de AVG? 
Het artikel betreft een verbod op geautomatiseerde individuele besluitvorming met de 
mogelijkheid onder voorwaarden dit verbod in te perken. De betrokkene heeft, als er toch 
geautomatiseerde individuele besluitvorming plaatsvindt, een aantal rechten. De volgende 
conclusies zijn getrokken: 
 Het artikel bevat de nodige vaagheden: 
o Het artikel roept de vraag op of een recht verleend wordt of een verbod 
wordt uitgesproken. 
o Niet helder is wanneer er sprake is van een besluit in AVG termen en  
o niet helder is wanneer dit besluit iemand in ‘aanmerkelijke mate treft’. 
o De mate waarin menselijke inbreng nodig is om niet meer van een volledig 
geautomatiseerd besluit te spreken is niet eenduidig. 
o Niet duidelijk is of de betrokkene recht heeft op ex post globaal inzicht of 
recht op ex ante detail inzicht in de gebruikte gegevens en het toegepaste 
algoritme. 
 Er een ruime keus gelaten is aan de nationale wetgevers om beperkingen op het 
verbod aan te brengen. 
 Er zware eisen aan toestemming van de betrokkene gesteld worden. 
 Niet zeker is of voldaan wordt aan de beperkingen die het EVRM oplegt aan 
inbreuken op de privacy. 
 
Welke implementatiekeuzen maakt de wetgever in artikel 38 van de concept 
Uitvoeringswet? 
De volgende sub vragen zijn gesteld: 
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1. Het verbod op geautomatiseerde individuele besluitvorming is beperkt tot 
besluitvorming op basis van risicoprofielen99 (artikel 38 lid 1). Is dit een voor de hand 
liggende keuze? 
 
De beperking van het verbod tot geautomatiseerde individuele besluitvorming in het 
algemeen tot geautomatiseerde individuele besluitvorming op basis van risicoprofielen 
voldoet aan de beperkingsmogelijkheden in artikel 22 lid 2b AVG.  
De keuze de beperking niet te baseren op soort van verwerkingsverantwoordelijke is niet 
voor de hand liggend want er is reeds sectorale wetgeving, sectorale wetgeving biedt de 
mogelijkheid tot maatwerk en de keuze is niet in lijn met de voorbeelden in de 
overweging van de verordening en ook niet in lijn met Duitse implementatie.  
 
2. Als deze besluitvorming plaatsvindt, stelt de Europese wetgever dat passende 
maatregelen genomen moeten worden, (artikel 22 lid 2). Had de Nederlands wetgever 
geen invulling dienen te geven aan de term ‘passend’? 
 
Het is niet zeker is of artikel 38 lid 2 aan de voorwaarde voldoet dat artikelen van een 
verordening niet in een nationale wet worden gekopieerd. Het is in ieder geval een 
gemiste kans om passende maatregelen nader in te vullen.  
 
 
3. De wetgever is van mening dat er reeds voldoende bestuursrechtelijke waarborgen voor 
de burger elders in de wet zijn opgenomen100, is dit zo? 
 
De wetgever heeft onvoldoende onderkend dat er niet altijd sprake is van een 
bestuursrechtelijk besluit bij geautomatiseerde individuele besluitvorming.  De Awb 
biedt een aantal waarborgen maar zeker als er geen sprake is van een Awb besluit is het 
de vraag of deze waarborgen in de praktijk voldoende zullen zijn. Het is onvoldoende 
duidelijk of de voorwaarde in de uitvoeringswet dat passende maatregelen geboden 
worden extra waarborgen bieden ten opzichte van de Awb en beginselen van behoorlijk 
bestuur.  
De verruiming van de mogelijkheden tot een actio popularis biedt extra waarborgen 
 
4. Draagt de Uitvoeringswet bij aan de door de AVG beoogde harmonisatie en het 
bevorderen van het vrij verkeer van informatie? 
 
Artikel 22 AVG bevordert niet de harmonisatie noch het vrije verkeer van informatie. 
 
Wat zijn de reacties op artikel 38 in de internetconsultatie? 
                                                 
99 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p. 53. 
100 Concept MvT Uitvoeringwet Algemene verordening gegevensbescherming p.52, p. 84 en p. 85. 
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De respondenten op de internetconsulatie vinden de regelgeving te vaag waardoor 
rechtsonzekerheid ontstaat. Bovendien vindt men dat onvoldoende beperkingen zijn 
aangebracht op het verbod.  
 
5.2 Antwoord op de centrale vraagstelling 
 
De centrale vraag in dit onderzoek is of artikel 38 van de concept Uitvoeringswet Algemene 
verordening gegevensbescherming een juiste interpretatie is in de Nederlandse context van 
de Algemene verordening gegevensbescherming artikel 22.  
 
De conclusie van onderzoek is dat artikel 38 Uitvoeringswet een correcte maar soms 
verrassende interpretatie is van artikel 22 AVG en binnen de beleidskaders, minimaal 
wijzigen ten opzichte van de Wet bescherming persoonsgegevens, valt. 
 
Wel zijn enige kanttekeningen te maken:  
 De beperking van het verbod tot geautomatiseerde individuele besluitvorming in 
artikel 38 Uitvoeringswet tot geautomatiseerde individuele besluitvorming op basis 
van risicoprofielen voldoet aan de beperkingsmogelijkheden in artikel 22 lid 2b AVG. 
De keuze de beperking niet te baseren op soort van verwerkingsverantwoordelijke is 
opmerkelijk want niet voor de hand liggend, niet in lijn met de voorbeelden in de 
overweging van de verordening en ook niet in lijn met Duitse implementatie.  
 Het is niet zeker is of artikel 38 lid 2 aan de voorwaarde voldoet dat artikelen van een 
verordening niet in een nationale wet worden gekopieerd. Het is bovendien een 
gemiste kans om passende maatregelen niet nader in te vullen. De nationale 
wetgever schrijft de verordening gedeeltelijk over zonder invulling te geven aan het 
begrip ‘passende maatregel’. 
 De term passende maatregel is te vaag is om met zekerheid te stellen dat er 
voldoende waarborgen voor de burger zijn bij geautomatiseerde individuele 
besluitvorming. De wetgever heeft onvoldoende onderkend dat er niet altijd sprake 
is van een bestuursrechtelijk besluit bij geautomatiseerde individuele besluitvorming. 
De Awb biedt waarborgen aan de burger maar zeker als er geen sprake is van een 
Awb besluit is de vraag of deze in de praktijk voldoende zal zijn. De term passend zou 
nader ingekleurd moeten worden.  
 Zowel artikel 22 AVG als artikel 38 Uitvoeringswet munten niet uit in eenduidigheid. 
 Het vrije verkeer van gegevens wordt door artikel 22 AVG juncto artikel 38 
Uitvoeringswet niet bevorderd. 
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