Abstract. We formulate the inverse scattering method for a periodic boxball system and solve the initial value problem. It is done by a synthesis of the combinatorial Bethe ansätze at q = 1 and q = 0, which provides the ultradiscrete analogue of quasi-periodic solutions in soliton equations, e.g., action-angle variables, Jacobi varieties, period matrices and so forth. As an application we establish explicit formulas counting the states characterized by conserved quantities and the generic and fundamental period under the commuting family of time evolutions.
Introduction
In [1, 2] , a class of periodic soliton cellular automata on one dimensional lattice is introduced. They are associated with crystal basis of non-exceptional quantum affine algebras U q (g n ) [3] . In this paper we focus on the simplest case g n = A
(1) 1 known as the periodic box-ball system [4] , and solve the initial value problem by the inverse scattering method. As a result, all the properties and formulas conjectured in [1, 2] are established in this case. Our approach is a synthesis of the two versions of the combinatorial Bethe ansatz at q = 1 [5, 6] and q = 0 [7] . We provide a selfcontained proof for all the important statements together with several examples. Here is a typical time evolution pattern on the length 13 lattice: Here the local vertices stand for the U q (A
1 ) quantum R matrix sending the spin states on the SE edges. This is a standard diagram for the row transfer matrix in the 3 × 1 fusion vertex model. The peculiar feature here is the specialization to q = 0, which makes the R a deterministic map called the combinatorial R [8, 9] . The above ones correspond to the l = 3 case in Figure 2 .1, and the associated time evolution is named T 3 . On the horizontal edge, the leftmost and the rightmost ones are the same element 122 reflecting the periodic boundary condition. Denote the array on the top and the bottom lines by p and p ′ , respectively. It turns out that p ′ is uniquely determined from p by the combinatorial R and the boundary condition said above. The resulting map defines a time evolution p ′ = T 3 (p). The periodic box-ball system is a dynamical system endowed with such time evolutions T 1 , T 2 , . . ., which are essentially the commuting family of fusion transfer matrices at q = 0. In other words, it is a solvable vertex model [10] at q = 0 on the periodic lattice. It is the periodic extension of the original box-ball system on the infinite lattice [11] .
In this paper we solve the initial value problem of the periodic box-ball system. It is done by a synthesis of the Bethe ansätze [12] at q = 1 [5, 6] and q = 0 [7] , which yields a periodic ultradiscretization of the inverse scattering method in soliton theory [13, 14] . As an application, we are able to answer the interesting question; what is the fundamental period of p under the time evolutions T 1 , T 2 , . . .? Namely, the minimum positive integer N l satisfying T N l l (p) = p. For instance for the above p, one has N 1 = 13, N 2 = 91, N 3 = 273
1 . An explicit formula for the fundamental period under T ∞ has been discovered in [15] by a combinatorial argument. Here we take the inverse scattering approach and establish the results (4.22) and (4.26) for general T l . Under our scheme, the period N acquires the intrinsic characterization N h ∈ Γ (4.31) in terms of straight motions on the set (I mj 1 × · · · × I mj s )/Γ. This is an 'ultradiscrete Jacobi variety'. See (4.30). The conjectural formula for the generic period in the most general A (1) n case [2] also admits a similar interpretation. Let us explain the content of the paper in some detail. In Section 2, we begin with the rudiments of the crystal basis theory, formulate the periodic box-ball system and explain its basic properties. The fundamental role is played by the combinatorial R. It governs the local dynamics of the system and ultimately its whole aspect together with the global constraint imposed by the periodic boundary condition. The commuting family of time evolutions T l and the conserved quantity E l called energy are constructed. It is done by a simple extension of the arguments in [16, 17, 18] to periodic versions and supplements the original description in [4] . The both T l and the E l enjoy the symmetry under the extended affine Weyl group 1 It is a general feature of the system that T l (p) = T∞(p) hence N l = N∞ for l ≥ l 0 , where l 0 is the amplitude of the largest soliton involved in p. See Proposition 2.5 and the subsequent remark. 1 ) (Proposition 2.5). Although quite straightforward, the proof of these properties announced in [1, 2] are presented here for the first time.
Section 3 is a main part of the paper where we present our inverse scattering formalism. We invoke the Kerov-Kirillov-Reshetikhin (KKR) bijection between the rigged configurations and highest paths. We call it the KKR theory or combinatorial Bethe ansatz at q = 1 in this paper. The necessary facts are available in Appendix A as well as in the original papers [5, 6, 28] and the latest review [19] .
Roughly speaking, our action-angle variables are the rigged configurations. However, the KKR theory works only for highest paths whereas the periodic boundary condition brings all the paths into the game. To compromise them in a remarkable harmony via the special prescription (3.12) is the heart of our inverse scattering formalism. Proposition 3.7 is the crux to guarantee the well-definedness of the resulting direct and inverse scattering map Φ (3.15) . Our solution of the initial value problem is presented in Theorem 3.12. It is also applicable, with a drastic simplification, to the original box-ball system [11] by taking the system size infinite.
In Section 4 we explain the origin of our inverse scattering formalism in another framework of the combinatorial Bethe ansatz at q = 0 [7] . The central role is played by the linear congruence equation called the string center equation (4.3) . It is the Bethe equation on the string centers at q = 0 whose off-diagonal solutions yield the weight multiplicities of the sl 2 module (C 2 ) ⊗L . By the map Ψ (4.18), we link the logarithmic branch in the string center equation with the angle variable in Section 3. Then our key construction (3.12) is nothing but the equivalence relation among the off-diagonal solutions to the string center equation (Theorem 4.3). Through our direct and inverse scattering transforms, the nonlinear dynamics in the periodic box-ball system becomes a straight motion of the Bethe roots or angle variables. With these features (Corollary 4.4) in hand, it is straightforward to derive explicit formulas for the generic (4.22) and the fundamental period (4.26) under any time evolution T l . The number of states characterized by conserved quantities (4.21) are obtained and the Bethe eigenvalue is shown to be a root of unity related to the generic period (Proposition 4.11). The number of disjoint orbits under the commuting family of time evolutions is also determined in (4.35). Our angle variables live in the set (4.30), which serves as an ultradiscrete analog of the Jacobi variety in the classical theory of quasi-periodic solutions to soliton equations [20, 21] .
The results in Sections 3 and 4 uncover a significant interplay between the KKR theory and the string center equation. They substantially achieve a synthesis of the combinatorial Bethe ansätze at q = 1 and q = 0, which was already foreseen in the earlier works [1, 2] on generalized periodic box-ball systems. Section 5 is a summary.
Appendix A summarizes necessary facts on the rigged configurations and their bijective correspondence with the highest paths. A piecewise linear formula for the KKR bijection φ −1 is available in (A.5). Appendix B contains the proof of Proposition 3.4. For any path not necessarily highest, it essentially identifies the two descriptions of the conserved quantity in terms of the energy and the configuration. The former is related to the soliton content and the latter to the string content.
Appendix C is devoted to a proof of Proposition 3.7, which assures the welldefinedness of the direct/inverse scattering map Φ (3.15) . The key is to investigate the relation between the two rigged configurations corresponding to the paths q ⊗ r and r ⊗ q with q and r both being highest.
Appendix D is the proof of Theorem 3.12, which asserts the linearization of the time evolution in terms of the angle variables. Our main idea is to realize non highest periodic paths as a segment of a large highest path having the structure p ⊗ p ⊗ p ⊗ · · · and apply the KKR theory to the latter.
2. Periodic box-ball system 2.1. Crystals and combinatorial R. We recapitulate the basic facts in the crystal basis theory [22, 8, 3, 9, 18] . Let B l the the crystal of the l-fold symmetric tensor representation of U q (A (1) 1 ). As a set it is given by B l = {x = (x 1 , x 2 ) ∈ (Z ≥0 )
2 | x 1 + x 2 = l}. The element (x 1 , x 2 ) will also be expressed as the length l row shape semistandard tableau containing the letter i x i times. For example, B 1 = 1 , 2 , B 2 = 11 , 12 , 22 . (We omit the frames of the tableaux hereafter.) The action of Kashiwara operatorsf i ,ẽ i :
, where all the indices are in Z 2 , and if the result does not belong to (Z ≥0 ) 2 , it should be understood as 0. The classical part of the weight of
where Λ 1 and α 1 = 2Λ 1 are the fundamental weight and the simple root of A 1 .
For any b ∈ B, set
For two crystals B and B ′ , one can define the tensor product
Here 0⊗b
′ and b⊗0 should be understood as 0. The tensor product B l1 ⊗· · ·⊗B l k is obtained by repeating the above rule. The classical part of the weight of b ∈ B for any
The crystal B l admits the affinization Aff(B l ). It is the infinite set Aff(
The parameter ζ is called the spectral parameter. The isomorphism of the affine crystal Aff(
is the bijection that commutes with Kashiwara operators. It is the q = 0 analogue of the quantum R and called the combinatorial R. Explicitly it is given by R :
For example B l ⊗ B 1 ≃ B 1 ⊗ B l is listed as follows:
Let ω : (x 1 , x 2 ) → (x 2 , x 1 ) be the involutive Dynkin digram automorphism of B l . The combinatorial R enjoys the symmetry:
We write the highest element (l, 0) ∈ B l as u l . The energy function H (2.3) is normalized so as to attain the maximum at H(u l ⊗ u k ) = 0 and ranges over − min(l, k) ≤ H ≤ 0 on B l ⊗ B k . The combinatorial R satisfies the Yang-Baxter relation:
be the reverse ordering of the tensor product for any k. The combinatorial R has the property:
2.2. Time evolution and conserved quantities. We fix the integer L ∈ Z ≥1 corresponding to the system size throughout. Set (2.7) P = B ⊗L 1 , P + = {p ∈ P |ẽ 1 p = 0}. We will also write Aff(P) = Aff(B 1 )
⊗L . An element of P (P + ) is called a path (highest path). The conditionẽ 1 p = 0 on the path p = b 1 ⊗ · · · ⊗ b L is equivalent to the simple postulate
The weight of the path
We write wt(p) > 0 (wt(p) < 0) when it belongs to Z >0 Λ 1 (Z <0 Λ 1 ). The periodic box-ball system is a dynamical system on P equipped with the commuting family of time evolutions T 1 , T 2 , . . ., which we shall now introduce.
Proposition 2.1. For any path
is independent of the possibly non unique choice of v l .
Proof. Suppose the relation (
Fixing p and l, we regard it as the functional relation y 2 = y 2 (x 2 ). Then from Figure 2 .1 we see that y 2 (x 2 + 1) = y 2 (x 2 ) or y 2 (x 2 + 1) = y 2 (x 2 ) + 1. Moreover, the latter holds only if all the intermediate vertices in Figure 2 .2 are the bottom two types in Figure 2 .1, namely wt(p) = −wt(p ′ ). Let M be the number of 2 ∈ B 1 contained in p. We first consider the case L − M > M , i.e., wt(p) > 0. Set c = y 2 (0). Suppose that y 2 (a) = c and y 2 (a + 1) = c + 1 hold. From the above observation, the number of 2 contained in p ′ (for (x 1 , x 2 ) = (l − a, a) in Figure 2 .2) must be L − M . Then the weight conservation demands that a + M = c + L − M . By the assumption M < L − M , this can not happen for 0 ≤ a ≤ c. This implies that y 2 (a) = c for 0 ≤ a ≤ min(c + 1, l), which confirms the sought assertion. The case L − M < M can be shown similarly by interchanging the role of the letters 1 and 2. Next we consider the case L−M = M , i.e., wt(p) = 0. By the same argument as above, we find that y 2 (a) = c for 0 ≤ a ≤ c and y 2 (a) = a can happen for some interval c < a ≤ c ′ (≤ l). When c ≤ a < c ′ , all the intermediate vertices in Figure 2 .2 are the bottom two types in Figure 2 .1, whose energy H and the vertical B 1 part are independent of a. This verifies the existence of v l and uniqueness of ζ d1 b
We define the time evolution T l and the energy E l of a path p by
and E l (p) = e (∈ Z ≥0 ) using the notation in (2.9). Proposition 2.1 assures that they are solely determined from p and l. The definition is summarized by the relation
omitting the spectral parameters attached to p and T l (p). Here v l ∈ B l can be constructed from p ∈ P by
for some p * ∈ P under the isomorphism B l ⊗ P ≃ P ⊗ B l . One may either use the latter relation to define v l when wt(p) = 0. Clearly the time evolutions are
The action off i ,ẽ i and s i is determined in principle by (2.1) and (2.2). Here we explain the signature rule to find the action on any B l1 ⊗ · · · ⊗ B l k which is of great practical use. It will be the basic ingredient in proving Proposition 2.3. The i-signature of an element b ∈ B l is the symbol 
In the i-signature, one eliminates the neighboring pair +− (not −+) successively to finally reach the pattern
The result is independent of the order of the eliminations when it can be done simultaneously in more than one places. The reduced i-signature tells that
In the above example, we get
++ ++
Thus ε 0 = 4, ϕ 0 = 2, ε 1 = 1 and ϕ 1 = 3. Finallyf i hits the component that is responsible for the leftmost + in the reduced i-signature making it −. Similarly, e i hits the component corresponding to the rightmost − in the reduced i-signature making it +. If there is no such + or − to hit, the result of the action is 0. s i acts so as to change the reduced i-signature
In the above example, we have
For both i = 0 and 1, note that wt(s i (p)) = −wt(p) for any p, and s i (p) = p if wt(p) = 0. In order thatẽ 1 p = 0 to hold for a path p ∈ P, it is necessary and sufficient that the reduced 1-signature to become + · · · +, which is equivalent to the condition (2.8). We note that elimination of the +− pairs is described by successive applications of the rule 1 ), p ∈ P and l ∈ Z ≥1 , the commutativity wT l (p) = T l (w(p)) and the invariance E l (w(p)) = E l (p) are valid.
This property persists in the most general A (1) n case as announced in [2] .
Proof. Let the reduced i-signature of p be α − · · · − β + · · · + and the one for T l (p) be
First we show the assertion for w = s i . We assume α < β, hence s i (p) =f
The proof for the case α ≥ β is parallel. Let v l ∈ B l be the element specified by (2.10) from p and set a = ε i (v l ) and b = ϕ i (v l ). The i-signature of (2.10) read (2.14)
where | signifies the position of ⊗ that separates v l with p or T l (p).
(i) Case α ≥ b. Comparing the reduced + signature, we see (α
By taking these facts into account, (2.14) is reduced to
In view of this and β ′ − a ≥ β − α, application off
(ii) Case α < b. Comparing the reduced + signature in (2.14), we see
Thus we find β ′ − a = β − α. By taking these facts into account, (2.14) is reduced to
In view of this, the application off
Next we show the assertion for w = ω. Due to the symmetry (2.4), the relation
forgetting the spectral parameter. Thus we obtain T l (ω(p)) = ω(T l (p)). In (2.10), imagine the process of sending v l to the right through p along Figure 2 For all the paths here, we have E l (p) = 2 for any l ≥ 1.
The time evolution T l defined by (2.10) has a simple description for l sufficiently large.
Proposition 2.5. For any path p ∈ P, there exists
In particular,
The combination ωs i represents a translation in W (A
1 ). On account of (3.14) and Theorem 3.12, the minimum of such k is given by k = j s with j s specified in (3.8) . This is the amplitude of the largest soliton involved in p. The key to the connection of the combinatorial R and the signature rule is
Proof. In Figure 2 .1, the top right pattern does not occur. Then (2.16) is directly checked case by case.
Proof of Proposition 2.5. In view of ω(s 1 (p)) = s 0 (ω(p)) for any p, the two formulas in (2.15) are equivalent. Henceforth we assume wt(p) ≥ 0, i.e., ε 0 (p) ≥ ϕ 0 (p). Notice that a ′ in (2.16) is the number of + in the reduced 0-signature of (l−a, a)⊗b ∈ B l ⊗ B 1 . Consider Figure 2 .2 with
with any fixed p and x 2 . It determines b ′ 1 , . . . , b ′ L and (y 1 , y 2 ) successively from the left by the local rule specified in Lemma 2.6 by taking l sufficiently large. From the above fact and the signature rule, we find that the choice (x 1 , x 2 ) = (l, 0) leads to (y 1 , y 2 ) = (l − ϕ 0 (p), ϕ 0 (p)) which is called v l in (2.11) . Moreover the latter formula in (2.16) implies that the choice (
. By the assumption we are allowed to take a = ϕ 0 (p), leading to b
Example 2.7. Take the path p = 121221221111 ∈ B ⊗12 1 satisfying wt(p) > 0. To compute T ∞ (p) = ω(s 0 (p)), we display the 0-signature:
where the (+−) pairs to be eliminated successively to get the reduced 0-signature are indicated by parentheses. Those paired remain unchanged under s 0 , and we thus find s 0 (p) = 2 2 1 2 2 1 2 2 1 1 1 2.
Interchanging 1 and 2 here we obtain T ∞ (p) = 112112112221. In this example the composition ωs 0 has the effect of doing nothing for the unpaired 1 and interchanging the paired 1 and 2. When there remain unpaired + in the reduced 0-signature like p = 11122, the effect of ωs 0 is described in the same manner if those + are paired with − cyclically. Thus the formula (2.15) reproduces the description of T ∞ in terms of the "arc rule" in [15] .
Inverse scattering method
Here we use the rigged configurations and their bijective correspondence φ with the highest paths P + [5, 6] of the periodic box-ball system is decomposed into the disjoint union according to the value of the conserved quantities {E l | l ∈ Z ≥1 } which we called energy. Our aim here is to determine their spectrum by making a connection with rigged configurations. It will be attained in Proposition 3.4 and (3.5).
Lemma 3.1. For any path p ∈ P with wt(p) ≥ 0, there is an integer d ∈ Z and a highest path
The proof is elementary, and is illustrated along Example 3.2. Take p = 2211221112122111221 with length L = 19. Regard the letters 1 and 2 in the doubled path p ⊗ p as the arrows ր and ց respectively, and construct a length 2L trail by following them. In the example, one has the following:
Find a local minimum that are not higher than any other points on its right. In view of wt(p) ≥ 0, such minimums can be found within the first L steps of the trail. To obtain p + , read the trail from any one of the minimum to the right for L steps. In the example, there are three such minimums and accordingly p = T 
By the definition m j = 0 for j ≫ 1, and we identify (m 1 , . . . , m l , 0, 0, . . .) with (m 1 , . . . , m l ). M is a finite set. We call its elements action variables. m = (m j ) is identified with the Young diagram in which m j is the number of length j rows. We say the m j × j rectangle consisting of the length j rows a block.
Based on the KKR bijection we define the map
Then m is obtained as the configuration part of the rigged configuration (m, J) = φ(p + ). As noted in Lemma 3.1, the choice of (d, p + ) is not unique. Therefore to make sense of the above definition, we have to guarantee that if
To see this, note from the highest condition (2.8) that the sit- Proposition 3.4. For any path p ∈ P, its energy is expressed as
The proof reduces to the highest case p ∈ P + , and is given in Appendix B. According to Remark B.2, m = (m j ) has the meaning of soliton content, i.e., there are m j solitons with length j. See also Example 4.5. The right hand side of (3.3) is the number of boxes in the first l columns of the Young diagram corresponding to m. Proposition 3.4 determines the range of the energy, i.e., the spectrum of the periodic box-ball system, in terms of the action variable m ∈ M (3.1). In particular it implies the property:
where M = k≥1 km k and s is the greatest integer such that m s > 0, or equivalently, the length of the longest (top) row of the Young diagram for m. The relation For each m = (m j ) ∈ M, we introduce the corresponding "level set", namely, the set of paths p characterized by µ(p) = m. Rephrasing the condition in terms of the energy by Proposition 3.4, we put (3.4)
One has the disjoint union decomposition:
From Corollary 3.5, we see that each P(m) is invariant under time evolutions T l as well as the extended affine Weyl group W (A (1) 1 ). (On the other hand highest paths can not remain highest under them in general.) In the KKR algorithm, M = k≥1 km k is the number of 2 ∈ B 1 contained in a highest (hence wt(p) ≥ 0) path. Thus we find
where p ∞ = L − 2M ≥ 0 is the limiting (minimum) value of the vacancy number (3.7). Thus we have a further decomposition with respect to the weights:
where M = k≥1 km k as above and
is a fixed weight subset of P(m). One has P(m) ⊃ P + (m) and
for any m ∈ M. This cardinality will be evaluated explicitly in (4.21) and (4.8).
The set P(m) is still invariant under any time evolution T l . Now Lemma 3.1 is refined into Lemma 3.6. For any path p ∈ P(m), there is an integer d ∈ Z and a highest path
Angle variable.
Here we construct the set of angle variables J (m) for each prescribed value of the action variable m ∈ M. We introduce the vacancy numbers
Given an element m ∈ M, put (3.8)
The vacancy numbers satisfy
Note that only m j of (J i ), say J 1 , J 2 , . . . , J mj , are independent, and the Young diagram for the partition
For k ∈ Z ≥1 we introduce a map
Obviously the inverse σ −1 k exists and σ k σ l = σ l σ k holds for any k, l ∈ Z ≥1 . Thus the set of elements {σ n1 j1 σ n2 j2 · · · σ ns js | n 1 , n 2 , . . . , n s ∈ Z} forms an infinite Abelian group A isomorphic to Z s . We call an element of A a slide, having in mind the index shift i → i + δ j,k in (3.11). The origin of this curious map will be clarified in Lemma 4.2 in connection with the Bethe ansatz. Given two elements J, K ∈ J , say that J and K are equivalent and denote by J ≃ K if J = σ(K) for some σ ∈ A. Now we define our main object J = J (m) by
An element of J is called an angle variable. For J ∈ J , we will mostly use the same symbol J ∈ J to denote its image in J and [J] when emphasis is favorable. They are the data of the form J = (J (j)
i ) with i ∈ Z and j ∈ H. For J ∈ J (resp. J ∈ J ), it is easily seen that
represent the same angle variable. J is a finite set. Its cardinality, namely the 'volume of the iso-level manifold in the phase space' will be determined in (4.21) and (4.6). We introduce the time evolution of angle variables as follows:
This is a linear flow on the angle variables. It enjoys the commutativity
The T l here will be identified with the time evolution (2.10) on the paths P in Theorem 3.12. Note that
We also define T l on J (m) by the same formula as (3.14) .
It is convenient to depict the element (J (j) i ) i∈Z,j∈H ∈ J (m) as the Young diagram m whose rows are assigned with these numbers as follows:
This finite data is enough to recover the whole sequence (J
) i∈Z by l beside the block-wise shift 2 min(j k , α) on J α . It is helpful to depict the action as
only causes the uniform shift 2j k l on the upper blocks J j k+1 , . . . , J js , whereas it relatively induces the back flow ∆ α on the lower blocks J α = J j1 , . . . ,
3) also has the data structure that can be depicted as in the above picture.
3.3. Direct and inverse scattering transforms. The direct and inverse scattering transforms are the maps between the path P and the action-angle variables. In Section 3.1 we have constructed the map µ (3.2) to find the action variable m ∈ M for a given path p ∈ P. It can be found either from the energy E l (p) by (3.3) or from the rigged configuration of a highest path described under (3.2). It remains invariant under any time evolution as noted in Corollary 3.5.
In the remainder of Section 3, we shall only consider angle variables supposing that the action variable m has been determined. We assume that wt(p) ≥ 0 and formulate the inverse scattering method for each P(m) appearing in the decomposition (3.6). The other case wt(p) < 0 is reduced to it by
First we formulate the direct scattering transform Φ as follows:
Here the pair (d, p + ) is the one satisfying p = T d 1 (p + ) whose existence is assured in Lemma 3.6. Then the rigging J ∈ Rig(m) is specified by the KKR bijection φ(p + ) = (m, J). The appearance of m here is guaranteed by Lemma 3.6. The map ι is defined by
where the infinite sequence (J (j) i ) i∈Z is the one that extends (J
The resulting sequence (J (j) i ) i∈Z automatically satisfies (3.10). The map ι is just the embedding of the quasi-periodic extension, hence an injection.
Note that the (d,
is not unique for a given p. Therefore to assure the well-definedness of Φ, one has to show the ⇒ part of 
The proof is available in Appendix C. Next we show that the direct scattering map Φ (3.15) is invertible, which yield the inverse scattering map Φ −1 . For this two properties are to be established. First, any element in J (m) must be equivalent to the form ι(J) + d for some J ∈ Rig(m) and d ∈ Z, which ensures the existence of an inverse image for the middle arrow in (3.15) . (φ(p + ) = (m, J).) Second, any two equivalent forms
m) must be pulled back to the same path in P(m) in (3.15). The second property is nothing but the ⇐ part of Proposition 3.7. Thus it remains to verify the first property. This is done in
Proof. Let H = {j 1 < · · · < j s } be the list of lengths of rows in m as in (3.8).
We give a concrete algorithm to repair J by a slide so that σ n1 j1 · · · σ ns js J = ι(J) + d holds for some J ∈ Rig(m) and d ∈ Z. Such a slide is not unique in general but this relation can always be achieved gradually from the longer rows in m as explained below. First concentrate only on the two blocks J js−1 and J js . In the slide σ js−1 (3.11), the quantity 2 min(j, j s−1 ) is a common constant 2j s−1 on them. Therefore by applying σ n js−1 for some n, one can make the resulting (J 
The effect of the common change 2 min(j, j s−1 ) can be absorbed into d. Next one uses σ js−2 similarly to adjust J js−2 to the amended J js−1 , J js up to a redefinition of d without violating the foregoing adjustment among the latter two. This process, although the adjustment is not unique in general, works through until 
Here the vacancy numbers 1, 3, 9 have been shown only in the leftmost diagram.
From Lemma 3.9 and Proposition 3.7, it follows that the Φ in (3.15) is a welldefined and invertible map. Taking the disjoint union over the action variable m ∈ M, we obtain Theorem 3.11. The map Φ in (3.15) gives the bijection among the set of paths ⊔ m∈M P(m) and the set of action-angle variables
3.4. Solution of initial value problem. Now we present our main theorem in this paper. 
Here T l on the left and the right are given by (2.10) and (3.14) , respectively.
The proof is included in Appendix D. Since the map Φ is invertible, Theorem 3.12 completes the solution of the initial value problem of the periodic box-ball system by the inverse scattering method. The time evolution on the paths P(m) has been linearized in terms of the angle variables J (m). The number of computational steps required for executing Φ −1 • T t l • Φ is independent of t. It also contains the solution of the initial value problem in the box-ball system on the semi-infinite lattice B 1 ⊗ B 1 ⊗ · · · as the case L → ∞. This limit is well-defined and drastically simplifies our construction so far. For any path
we do not make a non-trivial identification (3.12) under any slide (3.11). Consequently (3.15) just becomes Φ : p → J, which is nothing but φ. Namely, the direct and the inverse scattering transforms are the KKR bijection itself (without an upper bound on the rigging), reproducing the results in [23, 24] essentially. The vacancy numbers displayed on the left of the diagram for convenience will be omitted in the sequel. By using the linearized time evolution (3.14) one has The last rigged configuration corresponds to the highest path p ′ = 1122112112211121222. Therefore the map Φ −1 sends the above scattering data to T 2446 1
yielding the first result in (3.19) . Similarly the calculation of T 
Relation with Bethe ansatz at q = 0
Here we show that our inverse scattering formalism originates in the Bethe ansatz at q = 0 [7] . The angle variables stem from the logarithmic branch of the string center equation and the time evolution is the straight motion of its solution.
4.1. Bethe ansatz at q = 0. Let us quickly recall the relevant results from the Bethe ansatz at q = 0. For the precise definitions and statements, we refer to [7] . The Bethe equation for the spin 1/2 one dimensional XXZ chain on length L periodic lattice reads [10] (4.1)
is the number of down spins preserved by the Hamiltonian. The system is associated with the quantum affine algebra U q (A
1 ) with q = e −2π . Fix m = (m j ) ∈ M. String solutions are the ones in which {u 1 , . . . , u M } are arranged as
where M = j jm j and ǫ
αk stands for a small deviation. u
α is the string center of the α th string of length j. In this context, the data m ∈ M is referred as the string content. Let H be as in (3.8) . For the generic string solution, the Bethe equation is linearized at q = 0 into a logarithmic form called the string center equation:
for j ∈ H and 1 ≤ α ≤ m j . Here p j is the vacancy number (3.7) and
From (4.11), the matrix A = (A jα,kβ ) is invertible under the condition m ∈ M.
There are a number of conditions which the solutions of the string center equation (4.3) are to satisfy or to be identified thereunder. First, the Bethe vector depends on u i only via e 2π √ −1ui . Therefore the string center should be understood as
α ∈ R/Z rather than R. Second, the original Bethe equation (4.1) is symmetric with respect to u 1 , . . . , u M , but their permutation does not lead to a new Bethe vector. Consequently, we should regard
β for 1 ≤ α = β ≤ m j for any j. This is a remnant of the well-known constraint on the Bethe roots so that the associated Bethe vector does not vanish. To summarize, we consider off-diagonal solutions (u (u
For simplicity we will often say Bethe roots to mean the off-diagonal solutions to the string center equation. Let U(m) be the set of the Bethe roots having the string content m.
For m ∈ M, we introduce
In case H = ∅ (i.e., m = (0, 0, . . .)), we put Ω(m) = 1. By expanding the determinant, it is easy to see Ω(m) ∈ Z. Moreover, (4.13) below tells that Ω(m) ∈ Z ≥1 and (4.6) is also expressed as
where p js = L − 2M with M = j jm j . In case p js = 0, the combination . 
(4.14)
Here the matrix A[kβ] is obtained from A = (A jα,kβ ) (4.4) by replacing the kβ th column by h. In (4.14), we are using the notation i 0 = 0 and i n = min(l, j n ) for 1 ≤ n ≤ s. p i0 = p 0 = L as noted after (3. 
which are dependent on l. Note that (4.14) is vanishing unless 0 ≤ n ≤ t, where t is the maximum integer such that i t+1 > i t . By the definition 0 ≤ t ≤ s−1. The relations (4.11) and (4.13) are derived by noting
See also eq. (3.8) and (3.10) in [7] . Combining (4.11) and (4.12), we find
The property detA 0 is obvious from (4.11) and (4.13) under the condition m ∈ M.
4.2. Solitons as strings. Let us uncover the origin of our inverse scattering formalism in the Bethe ansatz. Note that the action variable m ∈ M has emerged in two independent contexts in J (m) and U(m). In the former it represents the soliton content of a path whereas in the latter it is the string content of the Bethe equation. The key to their link is the map:
i ) i∈Z,j∈H ∈ J (m) as the solution of the linear equation:
We write it as A u = c + J + ρ, where c = (c To make sense of (4.18), we are to check the off-diagonal condition (4.5) on u. To do this it is useful to grasp the structure of the matrix A. For example in case H = {1, 2, 3}, it looks as (P j = p j + m j for short)
which consists of 9 sub-matrices of size
β + α − β. From this and the condition (3.10), we confirm that Ψ produces a specific array of real numbers (u .5) 3 . From the above property of Ψ, such an event takes place if and only if u ′ =σ n1 j1 · · ·σ ns js ( u) for some n 1 , . . . , n s ∈ Z, whereσ k is defined bỹ
Since the matrix A is invertible, the effect ofσ k is translated to that on J ∈ J (m).
, where σ k is the slide defined in (3.11) .
. By the definition we have A u = c + J + ρ and
In view of the structure of A, we find for
α + 2 min(j, k). On the other hand, the k th block of c + J
. . .
where the last equality is due to the k th block of the relation A u = c+ J + ρ. Noting the quasi-periodicity J 
.18) induces the bijection between the set of angle variables J (m) and the set of off-diagonal solutions U(m) to the string center equation (4.3).
The induced bijection will also be denoted by Ψ. Now we are able to introduce the time evolution T l of the Bethe root u = Ψ(J) ∈ U(m) by T l ( u) = Ψ(T l (J)) using (3.14).
Corollary 4.4. Theorem 3.12 is extended to the following commutative diagram:
(4.20)
Their cardinality is given by
The result |P(m)| = Ω(m) endows the character formula in [7] with the quasiparticle interpretation. The quantity Ω(m) originally associated with the string content m turns out to be the number of states in the periodic box-ball system having the prescribed soliton content m. Then the identity (4.10) implies that weight spaces of the sl 2 module (C 2 ) ⊗L are decomposed into subspaces spanned by iso-energy states in the periodic box-ball system. These observations and Proposi- 
4.3.
Periodicity. The time evolution T l is invertible as seen in (2.12) and the set of states P is finite. Therefore every path p ∈ P possesses the property T N l (p) = p for some integer N ≥ 1. We say any such integer a period of p. The minimum period is called the fundamental period of p and denoted by N * = N * l (p). Every period is a multiple of the fundamental period N * . Here we establish a formula for the fundamental period under any T l taking advantage of the linearization scheme (4.20). We assume p ∈ ⊔ m∈M P(m) with no loss of generality thanks to (3.6) and Proposition 2.3.
For p ∈ P(m), let J = Φ(p) ∈ J (m). The fundamental period N * of p under T l is a function of l, the action variable m and the angle variable J. To be expository, we approach the fundamental period in two steps. First we show in Theorem 4.6 that there exists a value N = N l (m) that is independent of J nonetheless making T N l (p) = p hold for all p ∈ P(m). We call it the generic period inherent to the whole P(m). In general N is yet a multiple of the fundamental period N * . Second we analyze the accidental symmetry gained by special J that makes N * a divisor of N . It improves the idea of Theorem 4.6 and leads to the final result in Theorem 4.9. We begin by presenting the formula for the generic period N . 
Proof based on U(m). Suppose p
We have A u = c + J + ρ and A u ′ = c + J ′ + ρ. From (3.14) and (4.15), this leads to . We look for them by further presuming that r a = n a /m ja is an integer. Then from (3.10) and (3.11), the above relation on the block J j k is expressed as
In terms of the column vectors r = t (r 1 , . . . , r s ), h ′ (4.15) and the matrix F (4.7), this is written as F r = N h ′ . Its solution is given as r a = N det F [j a ]/ det F by using the matrix F [k] appearing in (4.12). Thus the N in (4.22) assures the existence of ∀r a ∈ Z.
The expressions (4.22) can be simplified. We employ the notation used in (4.14), e.g., H = {j 1 , . . . , j s } as in (3.8), i n = min(j n , l) (1 ≤ n ≤ s), i 0 = 0 and 0 ≤ t ≤ s− 1 is the maximum integer such that i t+1 > i t . Since
from (4.14), we have 24) where the second equality is an elementary property of LCM. The last line is obtained by (4.14). The union ∪ ′ n extends over those n such that pi n+1 pi n (in+1−in)pi s is finite. This caution is needed only if wt(p) = 0 and l ≥ j s , where one encounters p is = p js = 0 in the denominator. In this case t = s − 1 and only n = s − 1 is allowed in the union so as to cancel the zero by p in+1 = 0 in the numerator. This leads to N = LCM(1, pj s−1 js−js−1 ). Noting that p js−1 = p js−1 − p js = 2(j s − j s−1 )m js , we get N = 2m js . Thus T N l (p) = p is certainly valid, for Proposition 2.5 and the remark following it imply that T 2 l (p) = p. Another simplification of (4.22) occurs at l = 1, where i n = 1(n > 0) hence t = 0. In this case we have N = L, which is again consistent with T L 1 (p) = p for any path p. Being able to simplify (4.22) into (4.24) is gratifying. However as we will see in (4.31) in Section 4.5, it is instead the expression (4.22) that makes the generic period N conceptual and elucidates the essence of the game. We note that the formula (4.22) is the simplest case of the most general one for A (1) n conjectured in eq.(8) in [2] . The expression (4.24) with l = ∞ was first obtained in [15] . Actually these generic period N coincide with the fundamental period N * of p under the respective time evolutions T l . The reason will be explained in (4.27). Consider the block J = (J i ) i∈Z ∈ J j (m) (3.10) for j ∈ H = {j 1 , . . . , j s }. Seek the maximum positive integer g = g j such that
which is consistent with the condition J i+mj = J i +p j in (3.10). We say that such J has the order g symmetry, which means the finer quasi-periodicity than the original one by factor g. The case g = 1 corresponds to the previous treatment.
Theorem 4.9. For any path p ∈ P(m), let (J (j) ) j∈H = Φ(p) be the angle variable. Suppose J (j) has the order g j symmetry. Then the fundamental period of p is given by
, where ∪ , it is necessary for r a = n a /(m ja /g ja ) to be an integer and to satisfy
This is precisely (4.23) with r a replaced by r a /g ja and N by N . Thus N must be chosen so that r a = N g ja det F [j a ]/ det F be an integer for all 1 ≤ a ≤ s. The N * in (4.26) is the minimum of such N .
Beside the generic case ∀g j = 1, the next simplest situation is ∀g j = g(≥ 2). It only happens when L/g ∈ Z, and corresponds to the path of the form p = q Example 4.10. We consider the path p treated in Example 3.14. We know that T 130 3 (p) = p, and actually 130 is the fundamental period under T 3 . Looking at the angle variable J = (J (1) , J (2) , J (3) ) = Φ(p) given there, we find that J (1) and J (2) possess the order 2 symmetry. Thus (g 1 , g 2 , g 3 ) = (2, 2, 1) in the notation in (4.26).
We have H = {1, 2, 3}, (m 1 , m 2 , m 3 ) = (2, 2, 1) and (p 1 , p 2 , p 3 ) = (16, 10, 8) . Thus the matrix F (4.7) reads We consider the time evolution T 3 , for which the vector h ′ (4.15) reads h ′ = t (1, 2, 3 ). Replacing the columns of F with this, we get 
where we employ the convention GCD(0, m js ) = 1 for the greatest common divisor when p js = 0. Note that (4.27) is a sufficient but not a necessary condition for N = N * . It explains the reason for N = N * in Examples 4.7 and 4.8. For l = ∞, the fundamental period has also been studied in [15] .
Bethe eigenvalue.
The time evolution T l in the periodic box-ball system is the q = 0 limit of the row transfer matrix T l (ζ). Its eigenvalues are given by the analytic Bethe ansatz [25, 26] . Let Q(θ) = 
under an appropriate normalization. Here E l = k min(l, k) is the right hand side of (3.3), and the sum jα extends over j ∈ H and 1 ≤ α ≤ m j . 
/ det F , where we have used (4.17) . This is independent of the index α. Moreover from (4.22), we may set v (j) α = x j for some x j ∈ Z. Further define the vectors c = (c (j) ) jα with c (j) = (p j + m j + 1)/2, and e = ( 
Proposition 4.11 does not serve as a proof of Theorem 4.6. Nevertheless it has opened a route to create a conjectural formula for the generic period in a large class of generalized periodic box-ball systems [1, 2] . For l = ∞, Proposition 4.11 has been shown also in [27] independently. 4.5. Discussion. We write the string center equation (4.19) in the matrix form: where I n = (Z n − ∆ n )/S n is the n dimensional lattice without the diagonal points ∆ n = {(z 1 , . . . , z n ) ∈ Z n | z α = z β for some 1 ≤ α = β ≤ n} identified under the permutations S n . Γ = k∈H,1≤β≤m k Z A kβ is the γ dimensional lattice generated by the column vectors A kβ of the matrix A = (A jα,kβ ) (4.4) that characterizes the string center equation (4.29) 4 . The division by Γ originates in the identification of u under u
β +1 in (4.29). The time evolution T l (3.14) on the angle variable I is expressed as the linear flow T l ( I) = I + h in terms of the l-dependent vector h ∈ Z γ defined in (4.15). According to Theorem 4.3, it induces the time evolution of the Bethe roots T l ( u) = u + A −1 h. They are summarized in the following table:
Bethe roots u Angle variables I
Here mod is the lattice under which the respective variables are to be identified save the permutations S mj 1 × · · · × S mj s . Now it is transparent under what condition the time evolution T N l becomes trivial. According to the above table, it is presented in the three equivalent forms:
where the last one is a contracted version of the first due to (4.17) . See (4.15) for h ′ . Similarly, the formula (4.26) for the fundamental period is rephrased as (4.32)
. . , g js ).
In this way we arrive at the intrinsic meaning of the generic period (4.22) (rather than in the form (4.24)) and the fundamental period (4.26). Namely, they are the smallest positive integers N and N * that make (4.31) and (4.32) valid. Depending on the choice of l in (4.15), the vectors h and h ′ (like Hamiltonian) encode various direction and speed of the straight motions in the set (4.30) corresponding to the time evolution T l . The simplest among them is h = t (1, 1, . . . , 1) ∈ Z γ for l = 1, for which L h ∈ Γ holds because of (4.16). This fact corresponds to the simple property T L 1 (p) = p for any p. See (2.13). More generally, the generic and fundamental period under the combined time evolution T = l T β l l (β l ∈ Z) can be obtained by replacing h = h l and h ′ = h ′ l (4.15) with l β l h l and l β l h ′ l in (4.22) and (4.26), or equivalently, in (4.31) and (4.32). The set (4.30) is an analogue of the Jacobi variety on which the nonlinear dynamics on P looks as a straight motion as in the classical theory of quasi-periodic solutions to soliton equations [20, 21] . The coefficient A in the string center equation plays the role of the period matrix. Its size γ is the total number of solitons, which is equal to the first energy E 1 (3.3).
Under any set of selected time evolutions T l1 , . . . , T l k , one can describe the decomposition of P(m) into the disjoint union of orbits:
From (4.30), each orbit here is in one to one correspondence with an element of (4.33)
Equivalently, in terms of the original angle variable, the orbits are labeled by
, where the division means the identification of the elements connected by the time evolution (3.14) .
Under the single time evolution T l , the number of orbits contained in P(m) is Ω(m)/N if the action variable m ∈ M satisfies the generic condition (4.27). See (4.21) and (4.6) for Ω(m). Another simple situation is to include the whole family T 1 , T 2 , . . ., which maximizes the orbits and minimizes their number. From (3.9)-(3.12) and (3.14) it is easy to see that
Here
Thus the set J j is in one to one correspondence with the arrangements of p j + m j letters 1 and m j letters 2 as 
Finally we comment on the motion of the Bethe roots u → T l ( u) = u + A −1 h. The fusion transfer matrix corresponding to T l does not change the Bethe vectors up to an overall scalar nor the associated Bethe roots. This does not contradict the motion of u considered here since each path that we associate to u is a monomial in (C 2 ) ⊗L , which is not a Bethe vector at q = 0 in general.
Summary
In this paper we solved the initial value problem in the periodic box-ball system by a unification of the combinatorial Bethe ansätze at q = 1 and q = 0. Section 2 gives the formulation of the periodic box-ball system in terms of crystal basis theory. The commutativity, energy conservation (Theorem 2.2) and the invariance under the extended affine Weyl group (Propositions 2.3 and 2.5) in the periodic setting are firstly shown explicitly in this paper. In Section 3, we introduced the action and angle variables in (3.2) and (3.12) and the linear time evolution (3.14) on the latter. The direct/inverse scattering map is defined in (3.15), which linearizes the dynamics as in Theorem 3.12. In Section 4, our inverse scattering formalism are linked with the Bethe ansatz by the key relation (4.18). The action-angle variables are in one to one correspondence with the off-diagonal solutions (4.5) to the string center equation (4.3) as summarized in Corollary 4.4. It has led to the explicit formula (4.21), (4.6) counting the states characterized either by soliton content (energy) or string content (configuration), which we identified in Proposition 3.4 and Section 4.2. As further applications, the generic (4.22) and fundamental (4.26) period and the number of disjoint orbits (4.35) under the commuting family of time evolutions are obtained (Theorems 4.6, 4.9). The Bethe eigenvalue is shown to be a root of unity related to the generic period (Proposition 4.11). These results are derived and understood most naturally from the intrinsic picture on the dynamics as a straight motion in the 'ultradiscrete Jacobi variety' (4.30). We expect that the essential features explored in this paper persist in the generalized periodic box-ball systems [1, 2] . 
is called the vacancy number. The set H is necessarily finite and we parameterize it as H = {j 1 < · · · < j s }. The data m is identified with the Young diagram containing m j rows of length j, i.e., the m j × j rectangular block for each j ∈ H. We let M denote the set of all the configurations m. These definitions agree with the earlier ones for P + (2.7), M (3.1), p j (3.7) and H (3.8) when The original KKR bijection [5, 6] is the one between the rigged configurations and the Littlewood-Richardson tableaux. The bijection (A.4) is obtained through a simple transformation of the Littlewood-Richardson tableaux and the highest paths [9] . Here we illustrate φ and φ −1 casually along two examples rather than the systematic description which is already available in [5, 6, 28, 19] . Our convention here is opposite from [5] in the role of the rigging and co-rigging, and opposite from [19] in the order of tensor product.
Regard a rigged configuration as a multi set of the pairs (row length, attached rigging). For example, the leftmost one in Example A.1 is regarded as {(3, 1), (2, 1), (2, 0), (1, 8) , (1, 4) }. Each element (j, α) of the rigged configuration is called a string with length j and rigging α. A string is singular if the co-rigging is zero, namely α = p j , which is the maximum allowed value in (A.3). We first illustrate the map φ −1 . The procedure to obtain the highest paths by applying φ −1 has been shown. Reading the numbers on the arrows backward, we find the image of those rigged configurations under φ −1 as follows:
All these paths satisfy the highest condition (2.8). The KKR algorithm for obtaining φ −1 proceeds recursively as φ
This relation is depicted as rc a → rc ′ in the above. We have a = 1 ∈ B 1 and rc ′ = rc if the rigged configuration rc is free from singular strings. If there exist singular strings in rc, we set a = 2 ∈ B 1 . In that case the new rigged configuration rc ′ is obtained by replacing any one of the shortest singular string (j, α = p j ) by (j − 1, p . So one must revise p j in each step and keep track of L, which we did on the top line.
To apply our inverse scattering method, the description in Example A.2 suffices for φ −1 . In order to cover the content of Proposition A.4 which is used in Proposition 3.4 and Lemma D.1, one needs to go beyond B = B ⊗L 1 . We explain it along Example A.3. Take B = B 2 ⊗ B 1 ⊗ B 2 ⊗ B 3 ⊗ B 1 . We show the procedure for obtaining a highest path in B.
• We have seen that the KKR algorithm for φ −1
B is a removal process of a rigged configuration creating a highest path from its rightmost component. Naturally, the map φ B is an addition process building a rigged configuration by using the information of a highest path from its leftmost component. The rule of addition is easily inferred by looking at Example A.3 backward. One regards the given path 11 ⊗ 2 ⊗ 11 ⊗ 122 ⊗ 2 ∈ B as the word 11|2|11|221|2 and adds a box (•) carrying these letters one by one from the left to form the prescribed shape diagram having the row lengths 2, 1, 2, 3, 2 from the top. If the letter is 1, one does nothing on the rigged configuration. If the letter is 2 and the change of the path shape is
, one adds a box (⋆) to any one of the longest singular string (j, α = p j ) among those j ≥ k. The new string of length j + 1 should be assigned with the maximal rigging so as to become singular in the new environment. If there is no such strings, one creates a singular string of length 1.
For the highest path p ∈ P = B ⊗L 1
such that φ P (p) = (m, J), it is easy to see
be a highest path such that φ(p) = (m, J). For n sufficiently large, define ξ ∈ P ⊗B In ξ, sufficiently many components on the right are also 1 ∈ B 1 .
Proof. We first show that
). In fact, the change
increases the vacancy number p j (A.2) to p j +min(l, j). Exactly the same increment has occurred from the rigging J to I. Therefore the co-rigging of (m, J) for P ⊗ B ⊗n 1 and the co-rigging of (m, I) for
On the other hand we have Lemma 8.5 in [28] . In view of the KKR algorithm, the last one is equal to φ P⊗B ⊗n 1
(ξ).
The image
can also be described by the piecewise linear formula:
where the maximum is taken over the subset ν = {(ν 1 , I 1 ), (ν 2 , I 2 ), . . .} of the rigged configuration (m, J) regarded as the multi set of (row length, attached rigging).
Appendix B. Proof of Proposition 3.4
Since E l (ω(p)) = E l (p) by Proposition 2.3, we may assume that wt(p) ≥ 0. Such a path can be expressed as p = T d 1 (p + ) for some d ∈ Z and p + ∈ P due to Lemma 3.
, where the last equality is due to Theorem 2.2. Therefore it suffices to show (3.3) for p ∈ P + , which we shall assume in the sequel.
For any element of the form b ∈ B = B l1 ⊗ · · · ⊗ B l k we define the quantity 
The following proof is direct but not intrinsic. Figure 2 .1 if a = l − 1. Suppose this firstly happened as x 2 = r is increased to x 2 = r + 1 for some r < c (≤ l). Consider the leftmost such vertex that has ceased to be scoring at x 2 = r + 1. Such a situation is realized only if all the vertices (at x 2 = r + 1) on its left are bottom two types in Figure 2 .1. Let α and β be the number of the bottom left types and the bottom right (scoring) types in them. Then one has r + 1 − α + β = l. On the other hand from the highest path condition (2.8), one also has α ≥ β + 1, where the last +1 is the contribution of the very vertex that has ceased to be scoring. Thus we obtain r = l + α − β − 1 ≥ l, which is a contradiction.
Proof. Fixing a highest path
p = b 1 ⊗ · · · ⊗ b L , we regard D l (p)
Proof of Proposition 3.4.
Let p ∈ P + be a highest path such that φ(p) = (m, J)
is valid. Here we take 1 ≪ A ≪ n. In general p * is a highest path longer than L (but much shorter than n). By Lemma B.1 and
By Proposition A.4, we know that φ(p
+ A min(a, j). Therefore by taking A and a sufficiently large, one can achieve the situation 1 ≪ · · · ≪ I
For such a rigged configuration (m, I), the KKR algorithm produces the path I) 
) is given by
where (l ∪ n, I ∪ K ′ ) means the union regarding (l, I) and (n, K ′ ) as multi-sets of rows assigned with rigging.
Proof. The new vacancy number
, the co-rigging of the i-th row of the width j block in (n,
The right hand side is equal to the co-rigging of the same row in the rigged configuration (n, K). Meanwhile the co-rigging of the (l, I) part is not less than that in the original q plus the vacancy number of r. Therefore the algorithm of the map Proof. We use the same notation as in Lemma C.1. Thus m ′ = l∪n and J ′ = I ∪K ′ . Applying Lemma C.1 with (l, I) and (n, K) interchanged, we find m = l ∪ n = m
In terms of the vacancy number p ′ j for m in the proof of Lemma C.1, the relation between the rigging J and J ′ is summarized as
See the picture below (C.8). Now switch to the extended sequences ι(J) and ι(J ′ ) by (3.16) . Apart from −d, this is exactly the effect of the slide k σ l k k (3.11) on the width j block of ι(J ′ ). Therefore we conclude ι( To show ⇐ in Proposition 3.7, we explore the full implication of the right hand side of (3.17) . Let H = {j 1 < · · · < j s } be the set of lengths of rows of m as in (3.8) .
Proof. From the assumption, there exist l j 's and d such that σ
Our task is to show that they can always be chosen within the range 0 ≤ l j ≤ m j (j ∈ H) and 0 ≤ d < L. From the last comment in Section 3.2, to achieve the relation σ Certainly l js can be taken as 0 ≤ l js < m js by using (3.13). Since the slides are invertible, one may also assume that the first non-zero number in the sequence l js , l js−1 , . . . is positive, namely, l js = l js−1 = · · · = l jt+1 = 0 and l jt > 0. If there is no such t, it follows that ι(J ′ ) = ι(J) + d and we are done because d ≥ 0 may be assumed without loss of generality and then d < L is obvious from L > p j (3.7) and (A.3). Henceforth we assume that l jt > 0 exists for some 1 ≤ t ≤ s. We first claim that l jt ≤ m jt . In fact, the case t = s is within our assumption. If l jt > m jt for t < s, the upper blocks J β (β > j t ) acquire the uniform shift 2j t l jt under σ lj t jt .
On the other hand the rigging J ′(jt) mj t gets shifted at least by 2p jt + 2j t l jt . Therefore to adjust σ lj t jt ι(J ′ ) to some ι(J), one must extract at least p jt + 2j t l jt from the new rigging on the upper blocks J β as an overall constant. But this fails since the original rigging there is not greater than p β (< p jt ) hence the result of the above extraction is not greater than (p β + 2j t l jt )− (p jt + 2j t l jt ) < 0. Thus we have verified l jt ≤ m jt .
Next we prove 0 ≤ l ja ≤ m ja (1 ≤ a ≤ t) by induction on a assuming that 0 ≤ l j b ≤ m j b for all a + 1 ≤ b ≤ t. Setting K = (K where the former follows from l jt > 0 and the latter does from l js < m js and J ′(js) mj s ≤ p js . As explained above, the blocks J β (β ≥ j a ) in K −d should already coincide with those in ι(J) for somed. To show l ja ≥ 0, suppose l ja < 0 on the contrary. Then we have K Again it is easy to check that this is impossible by the reason similar to the previous inequality, proving l ja ≤ m ja .
Finally we consider d in the relation ι(J)+d = σ Henceforth we assume that l j > 0 for some j ∈ H. Let n = (n j ) and l = (l j ) be the Young diagrams giving the decomposition m = l ∪ n, where 0 ≤ n j ≤ m j is defined by n j = m j − l j . By the last remark in the proof of Lemma C. 4 For distinction we write the time evolution of the angle variable (3.14) as τ l within this appendix. Obviously τ l τ k = τ k τ l is valid.
It is straightforward to check the commutativity of the diagram (3.18) for l = 1. In fact, if p = T The commutativity τ 1 Φ = ΦT 1 and Lemma 3.6 reduce the proof of Theorem 3.12 to the highest paths p + ∈ P + (m). In fact, the equality ΦT l (p) = τ l Φ(p) for general path p = T d 1 (p + ) ∈ P(m) is deduced from ΦT l (p + ) = τ l Φ(p + ) by multiplying τ d 1 on the both sides and using the commutativity T 1 T l = T 1 T l and τ 1 τ l = τ l τ 1 .
In the remainder of this appendix we fix the Young diagram m = (m j ) ∈ M and assume that p ∈ P + (m) ⊂ B Proof. From the definition (3.11) and σ = σ 
