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Abstract
A new approach for robust fixed-order H∞ controller design by convex optimization is proposed. Linear time-invariant single-
input single-output systems represented by nonparametric models in the frequency domain are considered. It is shown that the
H∞ robust performance condition can be represented by a set of linear or convex constraints with respect to the parameters of
a linearly parameterized controller in the Nyquist diagram. Multimodel and frequency-domain uncertainty can be considered
straightforwardly in the proposed approach. The proposed method is compared with the standard H∞ control problem by a
simulation example on an unstable system.
1 Introduction
Most controller design methods are based on plant para-
metric models. A parametric model can be obtained ei-
ther by ﬁrst principle modeling or by parameter esti-
mation techniques using measured data. However, it is
usually too diﬃcult or time consuming to obtain a para-
metric model based on physical laws. On the other hand,
identiﬁcation of parametric models is based on several
a priori information and user choices like sampling pe-
riod, time-delay, number of parameters in numerator
and denominator of plant and noise model, optimal ex-
citation etc. For these reasons, some data-based meth-
ods (in time-domain or in frequency-domain) for con-
troller design have been developed. Iterative Feedback
Tuning (IFT) [1], Virtual Reference Feedback Tuning
(VRFT) [2] and Iterative Correlation-based Controller
Tuning (ICbT) [3] use time-domain data to tune ﬁxed-
order controllers for model reference and tracking prob-
lem. LQG control and optimal tracking in data space
are considered in [4,5], respectively. A method for sta-
bility analysis of linear discrete time systems using only
time-domain data is proposed in [6].
Frequency-domain data or spectral models can be eas-
ily obtained from input/output data using Fourier or
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spectral analysis [7]. These models are represented as a
function of frequency ω and give some important infor-
mation about the bandwidth and the static gain of the
system. In this type of models the information is not
condensed into a small set of parameters thus avoiding
errors of unmodeled dynamics that appear in paramet-
ric models. Moreover, an estimate of the uncertainty due
to noise can be readily computed.
Although spectral models are largely used in practice,
controller design methods based on this type of mod-
els are rather limited. The ﬁrst systematic controller de-
sign methods were based on loop shaping with graphi-
cal tools in Bode diagrams or in Nichols chart and are
discussed in classical textbooks for design and analysis
of control systems. The well-known Ziegler-Nichols tun-
ing method based on only one point on the frequency
response of the plant model (critical frequency) is still
used to tune PID controllers in many practical situa-
tions. These approaches are very intuitive and work well
for simple systems that can be approximated by a low-
ordermodel with relatively small delay. For unstable and
nonminimum-phase systems and systems with paramet-
ric and frequency-domain uncertainty, more advanced
methods should be used. Recently, it has been shown
that the set of all stabilizing PID controllers achiev-
ing a desired gain and phase margin or H∞ norm can
be obtained using only the frequency-domain data [8].
Another frequency-domain method is the well-known
Quantitative Feedback Theory (QFT) [9] which is based
on loop shaping in the Nichols chart. Frequency-domain
approaches lead usually to low-order controllers and the
design procedures need some expertise and are based
on trial and error. Although recently optimization ap-
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proaches are used to compute controllers in the QFT
framework [10,11,12], H2 and H∞ control criteria for
spectral models have not been considered.
With new progress in numerical methods for solving
convex optimization problems, new approaches for con-
troller design with convex objectives and constraints
have been developed. These techniques have been also
applied to controller design for spectral models. In
[13,14] a convex optimization method for PID controller
tuning by open-loop shaping in the frequency-domain is
proposed. The inﬁnity-norm of the diﬀerence between
the desired open-loop transfer function and the achieved
one weighted by a so-called target sensitivity function
is minimized. For open-loop stable systems, it is shown
through the small gain theorem that if the inﬁnity norm
is less than 1, then the nominal closed-loop system
is stable. This is a suﬃcient condition which depends
on the choice of the target sensitivity function. The
condition for the stability of multiple models becomes
more conservative as for each model a reasonable target
sensitivity function should be available.
In [15] a robust ﬁxed-order controller design using lin-
ear programming is proposed. The main feature of this
method is that the stability and some robustness mar-
gins are guaranteed by linear constraints in the Nyquist
diagram and the method is applicable to multiple mod-
els as well. However, the performance speciﬁcations are
limited to the choice of a lower bound for crossover fre-
quency and minimization of the integral of the tracking
error. The results are improved by open-loop and closed-
loop shaping using quadratic programming in [16].
In this paper, a new approach for robust ﬁxed-order con-
troller design is developed. It is shown that robust ﬁxed-
order linearly parameterized controllers for Linear Time
Invariant Single-Input Single Output (LTI-SISO) sys-
tems represented by nonparametric spectral models can
be computed by convex optimization. The performance
speciﬁcation, like the standard H∞ control problem, is
a constraint on the inﬁnity norm of the weighted sensi-
tivity function. It should be mentioned that the set of
all ﬁxed-order stabilizing controllers is a nonconvex set.
In this paper, an inner convex approximation of this set
is given by a set of linear constraints in the Nyquist di-
agram. The proposed method can be used for PID con-
trollers as well as for higher order linearly parametrized
controllers in discrete or continuous time. The case of
unstable open-loop systems can also be considered if a
stabilizing controller is available or the number of un-
stable poles of the plant is known. The main idea is to
deﬁne new constraints such that the designed open-loop
system has the winding number satisfying the Nyquist
stability criterion. Another important feature is that, by
contrast with the standard H∞ problem, this approach
can treat the case of multimodel uncertainty. The eﬀec-
tiveness of the proposed approach is illustrated by com-
parison with the standard H∞ control design in a simu-
lation example.
This paper is organized as follows: In Section 2 the class
of models, controllers and the control objectives are
deﬁned. Section 3 introduces the control design method-
ology based on the linear and convex constraints in the
Nyquist diagram. Simulation results and comparison
with the standard H∞ design are given in Section 4.
Advantages and disadvantages of the proposed method
are discussed in Section 5.
2 Problem Formulation
2.1 Class of models
The class of causal continuous-time LTI-SISO systems
with bounded inﬁnity norm is considered. It is assumed
that the plant model belongs to a set G that contains m
spectral models with multiplicative unstructured uncer-
tainty :
G =
{
Gi(jω)[1 + W2i(jω)∆] ; i = 1, . . . ,m ; ω ∈ R
}
(1)
where W2i(jω) is the uncertainty weighting frequency
function and ‖∆‖∞ < 1. This type of models can be
obtained from a parametricmodel or by spectral analysis
from a set of input/output data.
Consider the input u(t) and the output y(t) of a discrete-
time system G(q−1) are available for a ﬁnite number
of t = 1, . . . , N , where q−1 is backward shift operator.
Assume that the data are noise-free and the initial and
ﬁnal conditions for u and y are zero, i.e u(t) = y(t) = 0
for t ≤ 0 and t > N . Then
G(e−jω) =
Y (ω)
U(ω)
(2)
where U(ω) and Y (ω) are the periodograms of u(t) and
y(t) deﬁned by [17]:
U(ω) =
1√
N
N∑
t=1
u(t)e−jωt
Y (ω) =
1√
N
N∑
t=1
y(t)e−jωt
For noisy data (2) gives the so-called Empirical Transfer
Function Estimate (ETFE) which is asymptotically un-
biased and has a variance of Φv(ω)/|U(ω)|2, with Φv(ω)
the spectrum of a stationary stochastic disturbance v(t)
at the output of the plant. In this case, the spectral
model can be represented by amultiplicative uncertainty
model G(e−jω)[1 + W2(e−jω)∆], where |W2(e−jω)| can
be computed for a given probability level. It is clear that
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the quality of the ETFE estimate can be improved by
diﬀerent way of smoothing which are not discussed here.
In the sequel, for the sake of simplicity, we consider one
of the models in G with multiplicative frequency-domain
uncertainty, G(jω)[1+W2(jω)∆] and a continuous-time
controller will be designed. Then the results are ex-
tended to the multimodel case and the convex combina-
tion of m spectral models. The results are also applica-
ble to discrete-time models and other type of frequency-
domain uncertainty.
2.2 Class of controllers
Linearly parameterized controllers are given by :
K(s, ρ) = ρTφ(s) (3)
where
ρT = [ρ1, ρ2, . . . , ρn],
φT (s) = [φ0(s), φ1(s), . . . , φn−1(s)],
n is the number of controller parameters and φi(s) are
stable transfer functions with bounded inﬁnity norm
that may be chosen from a set of generalized orthonor-
mal basis functions. Consider for example the Laguerre
basis [18,19]:
φ0(s) = 1 , φi(s) =
√
2ξ(s− ξ)i−1
(s + ξ)i
for i ≥ 1 (4)
with ξ > 0. It can be shown that for any stable rational
ﬁnite order transfer functionF (s) and for arbitrary ε > 0
there exists a suﬃciently large n such that
‖F − ρTφ‖p < ε for 0 < p < ∞
Therefore, with this controller parameterization any ﬁ-
nite order stable transfer function can be approximated
with a desired accuracy by increasing the number of con-
troller parameters. The quality of this approximation for
a ﬁnite n, however, depends on the diﬀerence between
the poles of F (s) and ξ. An appropriate choice of ξ can
lead to a better approximation for a given controller or-
der. The optimal choice of basis functions has already
been investigated in the context of modeling and identi-
ﬁcation [20] and will not be considered in this contribu-
tion. However, a practical guideline for an appropriate
choice of the basis functions for an n-th order controller
(with n + 1 parameters) follows:
(1) Choose Laguerre basis with a large dimension,
nmax + 1, and an arbitrary value for ξ > 0.
(2) Compute a nmax-th order controller by the pro-
posed optimization problem.
(3) Determine n dominant poles, ξ1, . . . , ξn, of the
nmax-order controller (using the model reduction
techniques).
(4) Use the following generalized orthonormal basis
functions for i = 1, . . . , n [19] :
φ0(s) = 1 , φi(s) =
√
2Re{ξi}
s + ξi
i−1∏
k=1
s− ξ¯k
s + ξk
where ξ¯k is the complex conjugate of ξk.
The main reason to use a linearly parameterized con-
troller in this paper is that every point on the Nyquist
diagram of the open-loop transfer function L(jω, ρ) can
be written as a linear function of the controller param-
eters ρ :
L(jω, ρ) = K(jω, ρ)G(jω) = ρTφ(jω)G(jω) (5)
This property helps obtaining a convex parameterization
of ﬁxed-order H∞ controllers.
Remark: The bounded inﬁnity-norm condition will be
relaxed to allow the possible poles on the imaginary axis
for plant model and controller. It is clear that, in this
case, PID controllers belong to the set of parameterized
controllers.
2.3 Design Specifications
Let the sensitivity function S(s) = [1 + L(s)]−1 and
the complementary sensitivity function T (s) = L(s)[1+
L(s)]−1 be deﬁned. The proposed approach can con-
sider very simple speciﬁcations for the design of simple
PID controllers as well as standard performance speciﬁ-
cations for H∞ control problems. For simple controller
design, a lower bound on the modulus margin (the in-
verse of the inﬁnity norm of the sensitivity function)
and a desired value for the crossover frequency can be
considered. Fixed-order controller can also be designed
satisfying some constraints on the inﬁnity norm of the
weighted sensitivity functions.
A very standard robust control problem is to design a
controller that satisﬁes ‖W1S‖∞ < 1 for a set of mod-
els, where W1(s) is the performance weighting ﬁlter. If
the set of models is represented by multiplicative uncer-
tainty, the necessary and suﬃcient condition for robust
performance is given by [21]:
‖|W1S|+ |W2T |‖∞ < 1 (6)
There is no analytical solution to this problem, however,
in the standard H∞ framework a solution to the follow-
ing approximate problem can be found:
∥∥∥∥∥W1SW2T
∥∥∥∥∥
∞
<
1√
2
(7)
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This solution is conservative and leads to high order con-
trollers. Moreover, it cannot be applied to systems with
multimodel uncertainty.
The proposed approach in this paper is based on an
inﬁnite number of linear or convex constraints on the
Nyquist diagram such that the following robust perfor-
mance constraint is satisﬁed.
|W1(jω)S(jω)| + |W2(jω)T (jω)| < 1 ∀ω (8)
3 Robust Controller Design in Nyquist Dia-
gram
3.1 Robust performance constraints
The basic idea is to represent the robust performance
constraints in (8) in the Nyquist diagram and give a set
of linear or convex constraints which guarantee that the
robust performance condition is satisﬁed. This way, the
controller design is represented by a convex feasibility
problem.
Multiplying the robust performance condition in (8) by
|1 + L(jω, ρ)| gives:
|W1(jω)| + |W2(jω)L(jω, ρ)| < |1 + L(jω, ρ)| ∀ω
(9)
Note that |1+L(jω, ρ)| is the distance between the criti-
cal point and L(jω, ρ). Hence, this constraint is satisﬁed
if and only if there is no intersection in the Nyquist dia-
gram between a circle centered at the critical point with
a radius of |W1(jω)| and a circle centered at L(jω, ρ)
with a radius of |W2(jω)L(jω, ρ)| for all ω [21].
Now, consider a straight line d∗(ω) which is tangent to
the circle with radius |W1(jω)| and orthogonal to the
line between the critical point and L(jω, ρ). Therefore,
the robust performance condition in (8) is satisﬁed if and
only if the circle centered at L(jω, ρ) does not intersect
d∗(ω) and is completely in the side that excludes the
critical point (at the right hand side in Fig. 1). This
condition cannot be represented as a convex constraint
because d∗(ω) is a function of the controller parameters.
Suppose that the frequency response of a desired open-
loop transfer function, Ld(jω), is available. Then, d∗(ω)
can be approximated by d(ω) which is tangent to the
circle with radius |W1(jω)| but orthogonal to the line
connecting the critical point to Ld(jω) (see Fig. 1). This
will be a good approximation if Ld(jω) is “close” to
L(jω, ρ).
It should be noted that the equation of d(ω) at each
frequency depends only on W1(jω) and Ld(jω). If we
name x and y, respectively, the real and imaginary parts
-1
|W1(jω)|
|W2(jω)L(jω, ρ)|
Ld(jω)
d∗(ω)
d(ω)
Re
Im
L(jω, ρ)
Figure 1. Linear constraints for robust performance in
Nyquist diagram
of a point on the complex plane, the equation of d(ω) at
each frequency becomes :
|W1(jω)[1 + Ld(jω)]| − Im{Ld(jω)}y−
[1 + Re{Ld(jω)}][1 + x] = 0 (10)
where Re{·} and Im{·} represent real and imaginary
parts of a complex value, respectively. Therefore, the
condition that L(jω, ρ) for all ω is located in the side of
d(ω) that excludes the critical point can be given by the
following linear constraints :
|W1(jω)[1 + Ld(jω)]| − Im{Ld(jω)}Im{L(jω, ρ)}−
[1 + Re{Ld(jω)}][1 + Re{L(jω, ρ)}] < 0 ∀ω
Replacing Re{Ld(jω)} = 1/2[Ld(jω) + Ld(−jω)] and
a similar expression for the imaginary part, the above
linear constraints can be further simpliﬁed to:
|W1(jω)[1 + Ld(jω)]|−
Re{[1 + Ld(−jω)][1 + L(jω, ρ)]} < 0 ∀ω (11)
There exists two alternatives in order that this condi-
tion to be satisﬁed for all models in the uncertainty set
represented by a circle centered at L(jω, ρ). The ﬁrst al-
ternative is to approximate the uncertainty circle by a
polygon of q > 2 vertices. Then, the robust performance
condition in (8) is satisﬁed if all vertices are located in
the right side of d(ω). This can be represented by the
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following linear constraints :
|W1(jω)[1 + Ld(jω)]|−
Re{[1 + Ld(−jω)][1 + Li(jω, ρ)]} < 0
∀ω and i = 1, . . . , q (12)
where Li(jω, ρ) = K(jω, ρ)Gi(jω) and
Gi(jω) = G(jω)
[
1 +
|W2(jω)|
cos(π/q)
ej2πi/q
]
(13)
It can be observed that the number of linear constraints
are multiplied by q when the uncertainty circle is ap-
proximated by a polygon of q vertices.
The second alternative is to increase the radius of the
performance circle by |W2(jω)L(jω, ρ)| which leads to
the following convex constraints:
|W1(jω)[1+Ld(jω)]|+|W2(jω)L(jω, ρ)[1+Ld(jω)]|−
Re{[1 + Ld(−jω)][1 + L(jω, ρ)]} < 0 ∀ω (14)
This alternative has less constraints and no conser-
vatism but leads to a bit more complex convex opti-
mization problem (convex constraints instead of linear
constraints).
The nonconvex constraint in (6) is convexiﬁed using a de-
sired open-loop transfer function Ld(s). In other words,
the convex set in (14) is an inner approximation of the
nonconvex set deﬁned by the constraint in (6). The fol-
lowing Proposition shows under which condition a fea-
sible point of the nonconvex set in (6) is also a feasible
point of the convex inner approximation set in (14).
Proposition 1 Consider that ρ◦ belongs to the non-
convex set (6), i.e. :
‖|W1S(ρ◦)|+ |W2T (ρ◦)|‖∞ = γ(ρ◦) < 1 (15)
then ρ◦ satisfies the constraints in (14) if and only if :
|∠(1 + Ld(jω))− ∠(1 + L(jω, ρ◦))| <
cos−1
(|W1(jω)S(jω, ρ◦)|+ |W2(jω)T (jω, ρ◦|)|) ∀ω
(16)
The above inequality is satisfied if
|∠[1 + L(jω, ρ◦)]− ∠[1 + Ld(jω)]| < cos−1 γ(ρ◦) ∀ω
(17)
Proof: The proof is straightforward using the following
relation:
Re{[1 + Ld(−jω)][1 + L(jω, ρ◦)]} =
|1 + Ld(−jω)||1 + L(jω, ρ◦)| cosα (18)
|W1(jω)|
|W2(jω)L(jω, ρ◦)|
Ld(jω)
1 + L(jω, ρ◦)
1 + Ld(jω)
45◦
Re
Im
L(jω, ρ◦)
−1
α
d1 d2
Figure 2. A graphical illustration of Proposition 1 for
γ(ρ◦) = 0.7
where
α = |∠[1 + L(jω, ρ◦)]− ∠[1 + Ld(jω)]| (19)
Replacing the right hand side of (18) in (14) gives:
|W1(jω)|+ |W2(jω)L(jω, ρ◦)| <
|1 + L(jω, ρ◦)| cosα ∀ω (20)
Dividing the both sides by |1 + L(jω, ρ◦)| leads to :
|W1(jω)S(jω, ρ◦)|+ |W2(jω)T (jω, ρ◦|)| < cosα ∀ω
which is equivalent to (16). A suﬃcient condition for the
above inequality is that the maximum value of the left
hand side be smaller than cosα or:
γ(ρ◦) < cosα
from which (17) can be concluded. 
Suppose for example that ρ◦ is a feasible point of the
nonconvex set with γ(ρ◦) = 0.7, then α, the phase dif-
ference of 1 + Ld(jω) and 1 + L(jω, ρ◦), should be less
than cos−1 0.7 = 45◦. This represents a very large set
(one quarter of the complex plane) of admissible Ld(jω)
for which ρ◦ is in the feasibility set of the inner approx-
imation (see Fig. 2). It is clear that if the speciﬁcations
are too tight so that for any feasible point ρ◦, γ(ρ◦) is
very close to 1, the non convex set in (6) is too small and
ﬁnding an inner approximation by the choice of Ld be-
comes very diﬃcult. However, milder speciﬁcations leads
to a larger nonconvex set in (6) and a reasonable choice
of Ld leads usually to a nonempty inner approximation
of the nonconvex set.
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3.2 Main result
The main result of this section is presented in the fol-
lowing theorem:
Theorem 1 Given the set of models G in (1) with per-
formance weighting functions W1i(jω), the linearly pa-
rameterized controller in (3) stabilizes all models in G
and satisfies the following robust performance condition:
‖|W1iSi|+ |W2iTi|‖∞ < 1 for i = 1, . . . ,m (21)
if
|W1i(jω)|+ |W2i(jω)ρTφ(jω)Gi(jω)|
− Re{[1 + Ldi(−jω)][1 + ρ
Tφ(jω)Gi(jω)]}
|1 + Ldi(jω)|
< 0
∀ω for i = 1, . . . ,m (22)
where Ldi(jω) is chosen such that the number of counter-
clockwise encirclement of the critical point by its Nyquist
plot is equal to the number of unstable poles of Gi(jω).
Proof: Since the real value of a complex number is less
than or equal to its magnitude, we have:
Re{[1 + Ldi(−jω)][1 + ρTφ(jω)Gi(jω)]} ≤
|[1 + Ldi(−jω)][1 + ρTφ(jω)Gi(jω)]| (23)
Then from (22) we obtain:
|W1i(jω)|+ |W2i(jω)ρTφ(jω)Gi(jω)|
− |1 + ρTφ(jω)Gi(jω)| < 0
∀ω for i = 1, . . . ,m (24)
which gives:
∣∣∣∣ W1i(jω)1 + Li(jω, ρ)
∣∣∣∣+
∣∣∣∣W2i(jω)Li(jω, ρ)1 + Li(jω, ρ)
∣∣∣∣ < 1
∀ω for i = 1, . . . ,m (25)
that leads directly to (21).
Now we should show that this controller stabilizes all
models in G. From (22), for i = 1, . . . ,m, we have:
Re{[1+Ldi(−jω)][1+ρTφ(jω)Gi(jω)]} > 0 ∀ω (26)
or wno{[1 + Ldi(−jω)][1 + Li(jω, ρ)]} = 0, where wno
stands for winding number around the origin. It should
be mentioned that Ldi(−jω) and Li(jω, ρ) are zero or
constant for the semicircle with inﬁnity radius of the
Nyquist contour so the wno depends only on the varia-
tion of s on the imaginary axis. Therefore:
wno[1 + Ldi(jω)] = wno[1 + Li(jω, ρ)] (27)
Since Ldi(jω) satisﬁes the Nyquist criterion, Li(jω, ρ)
will do as well and all closed-loop systems are stable. 
Corollary 1 Consider the convex combination of m
spectral models in G :
m∑
i=1
λiGi(jω)[1 + W2i(jω)∆]  Gλ(jω)[1 + W2(jω)∆]
where
Gλ(jω) 
m∑
i=1
λiGi(jω)
W2(jω) 
∑m
i=1 λiGi(jω)W2i(jω)
Gλ(jω)
λ = [λ1, . . . , λm],
∑m
i=1 λi = 1 and λi ∈ [0 , 1]. Then,
the linearly parameterized controller in (3) will stabilize
this model for any admissible λ and satisfies the following
robust performance condition:
‖|W1S|+ |W2T |‖∞ < 1 (28)
where
W1(jω) 
m∑
i=1
λiW1i(jω)
if (22) is satisfied with Ldi(jω) = Ld(jω) for i =
1, . . . ,m. Ld(jω) should be chosen such that the number
of counterclockwise encirclement of the critical point by
its Nyquist plot is equal to the number of unstable poles
of Gλ(jω). A fixed Ld(jω) means that the number of
unstable poles of Gλ(jω) should be fixed for all λ.
Proof: Multiplying (22) by λi and adding the m con-
straints we obtain:
m∑
i=1
λi|W1i(jω)|+
m∑
i=1
|W2i(jω)ρTφ(jω)λiGi(jω)|−
Re{[1 + Ld(−jω)][1 + ρTφ(jω)
∑m
i=1 λiGi(jω)]}
|1 + Ld(jω)| < 0
∀ω (29)
We have : |W1(jω)| ≤
m∑
i=1
λi|W1i(jω)| and
∣∣∣∣∣ρTφ(jω)
m∑
i=1
λiGi(jω)W2i(jω)
∣∣∣∣∣ ≤
m∑
i=1
|W2i(jω)ρTφ(jω)λiGi(jω)| (30)
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Therefore :
|W1(jω)|+
∣∣ρTφ(jω)Gλ(jω)W2(jω)∣∣
−Re{[1 + Ld(−jω)][1 + ρ
Tφ(jω)Gλ(jω)]}
|1 + Ld(jω)| < 0 ∀ω
(31)
The rest of the proof is similar to that of Theorem 1. 
Remarks:
(1) The results of Theorem 1 are valid if Li(jω, ρ) has
some poles on the imaginary axis, say {p1, p2, . . .}.
In this caseω ∈ R−{[p1−
, p1+
], [p2−
, p2+
], . . .}
where 
 is a small positive value. The stability is
guaranteed if Ldi(jω) contains the poles on the
imaginary axis of Li(jω, ρ) because they will have
the same behavior at the small semicircular detour
of the Nyquist contour at these poles.
(2) The same approach can be applied while an additive
uncertainty model is available i.e.
G˜i(s) = Gi(s) + W3i(s)∆(s)
The robust performance condition is given by:
∥∥∥∥|W1iSi|+
∣∣∣∣W3iGi Ti
∣∣∣∣
∥∥∥∥
∞
< 1 for i = 1, . . . ,m
(32)
In this case the convex constraints in (22) can be
used with the diﬀerence that
|W2i(jω)| = |W3i(jω)|/|Gi(jω)|
(3) Individual shaping of the sensitivity functions is
also possible using the constraints in (22) with one
of the ﬁlters equal to zero.
(4) The robust performance can be improved by min-
imizing the upper bound of the inﬁnity norm of
the weighted sensitivity function. Consider follow-
ing optimization problem for a single model:
min γ
‖|W1S|+ |W2T |‖∞ < γ (33)
This optimization can be solved by an iterative bi-
section algorithm. At each iteration for a ﬁxed γi,
we replace W1 and W2 with W1/γi and W2/γi and
we solve the feasibility problem represented by the
linear constraints in (12) or convex constraints in
(14). If the problem is feasible γi+1 will be chosen
smaller than γi and if the problem is infeasible γi+1
will be increased.
3.3 How to deal with infinite number of constraints
It is shown in Theorem 1 that the problem of robust
controller design for systems with multimodel and
frequency-domain uncertainty can be formulated as a
convex feasibility problem (or linear feasibility problem
if we approximate the uncertainty circle by a polygon)
with an inﬁnite number of constraints. This problem
is known as convex (or linear) semi-inﬁnite program
(SIP) for which diﬀerent numerical solutions exist in
the literature (see [22] for a survey).
A practical solution is to choose a ﬁnite number of fre-
quencies and ﬁnd a feasible solution for the constraints
in (22) for ω ∈ {ω1, ω2, . . . , ωN}. It is clear thatN should
be suﬃciently large such that the Nyquist diagram of
L(jωk, ρ) is a good approximation of L(jω, ρ).
For discrete-time controller design, since the frequency
domain is limited to the half of sampling frequency, by
increasing N the quality of approximation can be im-
proved. This will increase the number of constraints but
will not make a serious problem for linear programming
methods which are able to deal with more than hun-
dred thousands of linear constraints. For continuous-
time controller design, the choice of N and the sampling
frequency should be done cautiously. This will need some
information about the plant and the desired closed-loop
speciﬁcations.
If the spectral models are obtained from a set of noisy
data, then the frequency-domain uncertainty sets are de-
ﬁned with a probability level. In this case, even a feasible
solution to the semi inﬁnite program will guarantee the
robust performance with a probability level. Therefore,
it is more reasonable to use a randomized approach to
solve the SIP. According to the results of [23,24] with
a reasonable number N of randomly chosen frequency
samples, the optimal solution ρ∗ to the convex optimiza-
tion problem will satisfy the constraints for all frequen-
cies with a high probability level. In order to be more
precise, let the violation probability V (ρ∗) be deﬁned as
the probability that for ω0 ∈ R the convex constraints
are not satisﬁed for ρ∗. Then it can be shown that:
P{V (ρ∗) > 
} ≤
n−1∑
i=0
(
N
i
)

i(1− 
)N−i (34)
where P{·} stands for the probability of an event and 
 is
a satisfying level. Consider, for example, PID controller
design (n = 3) with N = 500 frequency points. Then,
having a violation probability of greater than 
 = 0.01
has a probability of less than 0.1234. This upper bound
goes exponentially to zero with N . Therefore, the upper
bound can be reduced to 0.0027 for N = 1000 and to
4.2× 10−7 for N = 2000.
7
3.4 Choice of Ld(s)
It was shown in Proposition 1 that if the speciﬁcations
are not too tight, for a large set of admissible Ld(s) a
nonempty inner convex approximation of the noncon-
vex set can be obtained. It was shown that a reasonable
choice is Ld(s) “close” to L(s, ρ). Suppose that ρ∗ is the
optimal solution of the nonconvex problem. It is well
known that the optimal H∞ solution is based on cancel-
lation of stable poles and zeros of the plant by the con-
troller. Therefore, an Ld(s) that contains the unstable
poles and zeros of of the plant model and controller (in-
cluding the poles on the imaginary axis) will be “close”
to L(s, ρ∗) and the convex set generated based on this
Ld(s) will likely contain the optimal controller. In this
case the optimal controller can be found by minimizing
a criterion J(ρ) = ‖L(ρ)−Ld‖ under the robust perfor-
mance constraint in (22). Since L(ρ) is linear with re-
spect to ρ any norm of L(ρ)−Ld is a convex function of
ρ.
For example, if we design a PID controller for open-
loop stable systems with no pole on the imaginary axis a
good choice is Ld(s) = ωc/s with ωc the desired closed-
loop crossover frequency. It is clear that Ld(s) contains
only one integrator that reﬂects the integrator of the
PID controller. This choice is coherent with the choice
of desired open-loop transfer function in the classical
open-loop shaping methods that suggest the magnitude
of the open-loop transfer function should be large at low
frequencies and small at high frequencies.
If the ﬁrst choice of Ld(jω) leads to a non feasible set,
the iterative windsurﬁng approach [25] can be used to
compute an appropriateLd(s). In this approach we start
with modest speciﬁcations by reducing the gain of W1
and W2 so that a feasible solution ρ1 is obtained. Then
Ld(jω) = L(jω, ρ1) is chosen and the speciﬁcations will
be tightened by increasing the gain of W1 and W2. A
feasible solution ρ2 for the second feasibility problemwill
be used to compute a new Ld(jω) = L(jω, ρ2). Although
the convergence of this iterative approach to the optimal
solution cannot be proved, good results in practice can
be obtained.
The choice of Ld(s) is more important for unstable sys-
tems. In this case, according to Theorem 1, the winding
number of the Nyquist plot of Ld(s) around the critical
point should satisfy the Nyquist stability criterion. For
this purpose, the number of unstable poles of the plant
model should be known or a stabilizing controller K0(s)
should be available. In the latter, Ld(s) = K0(s)G(s) is
a good choice that satisﬁes the Nyquist criterion.
4 Simulation results
This example is taken from [26] where a robust perfor-
mance problem is deﬁned for an unstable plant. Consider
the family of plants described by the following multi-
plicative uncertainty model:
G˜(s) =
(s + 1)(s + 10)
(s + 2)(s + 4)(s− 1)[1 + W2(s)∆(s)] (35)
where
W2(s) = 0.8
1.1337s2 + 6.8857s+ 9
(s + 1)(s + 10)
(36)
The nominal performance is deﬁned by ‖W1S‖∞ < 1
with :
W1(s) =
2
(20s + 1)2
(37)
The objective is to compute a controller K(s) that opti-
mizes the robust performance by minimizing γ in (33).
The standard H∞ solution that solves an approximate
problem and leads to γopt = 0.844 for this problem with
the controller K(s) = N∞/D∞, where
N∞ = 7.409e6s6 + 1.266e8s5 + 6.335e8s4 + 1.152e9s3
+6.911e8s2 + 5.442e7s+ 9.37e5
D∞ = s7 + 9.07e5s6 + 1.901e7s5 + 1.043e8s4 + 4.416e7s3
−4.682e7s2 − 4.962e6s− 1.262e5
This 7th-order controller is unstable and has a pair of
complex conjugate poles very close to the imaginary axis.
Now, the proposed method is applied to design a PID
controller represented by :
K(s) = [Kp,Ki,Kd][1,
1
s
,
s
1 + Tfs
]T
where the time constant of the derivative part of the PID
controller Tf is set to 0.01 s. The frequency response
of the model is computed at N = 500 linearly spaced
frequency points between 10−3 and 103 rad/s. The un-
certainty circle at each frequency is approximated by
an outbounding polygon with q = 8 vertices. The plant
model contains one unstable pole and the controller an
integrator, so the desired open-loop transfer function is
chosen as
Ld(s) = β
s + α
s(s− 1) (38)
This is the simplest choice of Ld(s) that contains a sta-
ble zero to ensure the Nyquist stability criterion. The
characteristic polynomial of the closed-loop system with
Ld(s) is given by: s2−s+βs+βα. Taking α = 1 for sim-
plicity, the stability criterion is satisﬁed for Ld(s) with
β > 1. For instance, we choose β = 2 and we will study
later the sensitivity of the solution for diﬀerent values of
β.
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In order to obtain the controller giving the minimal value
for γ, the bisection algorithm explained in Remark 4 is
used with the linear constraints in (12) that leads to
‖|W1S|+ |W2T |‖∞ = 0.7262
The resulting PID controller is :
K0(s) =
2.074s2 + 9.702s+ 6.425
0.01s2 + s
(39)
It is interesting to observe that this PID controller gives
better performance than theH∞ controller. Moreover, it
is stable and easily implementable on a real system. The
performance can be further improved using a new Ld(s)
based on K0(s). With this new Ld(s) = K0(s)G(s) the
optimal controller is given by :
K(s) =
2.643s2 + 23.500s+ 8.589
0.01s2 + s
(40)
which leads to γopt = 0.7247.
In order to study the sensitivity of the solutions to the
choice of Ld(s), the value of β in (38) is changed from 2
to 97 with a step size of 5. For each value of β the min-
imum of γ is computed. The mean value of optimal γ’s
is 0.7611 and its standard deviation 0.0394. This shows
that although the optimal solution depends on the choice
of Ld(s), it is not very sensitive to this choice. More-
over, the results obtained by this approach, whatever
the choice of β between 2 and 97, are better than the
standard H∞ optimal solution.
5 Discussion and conclusions
It should be mentioned that the problem of robust ﬁxed-
order controller design is a non-convex NP-hard prob-
lem and all solutions to this problem, including ours,
are based on some approximations. For example, if we
consider the standard H∞ control problem for design of
ﬁxed-order controllers for systems with multimodel and
frequency-domain uncertainty, we have the following ap-
proximations :
• Approximation of the structured multimodel uncer-
tainty with unstructured frequency-domain uncer-
tainty.
• Approximation of the frequency-domain uncertainty
with a rational weighting ﬁlter.
• Approximation of the real robust performance condi-
tion in (6) with the condition given in (7).
• Approximation of the resulting high-order controller
with a ﬁxed-order controller. In this operation, it is
diﬃcult to even guarantee the stability and perfor-
mance for the reduced-order controller.
The proposed method considers directly the multimodel
and frequency-domain uncertainty and designs a ﬁxed-
order controller. However, it seems that this method has
some drawbacks which are discussed below :
(1) The proposed optimization problem has inﬁnite
number of constraints. However, in practice, a ﬁ-
nite number of frequency points is suﬃcient for
almost all applications.
(2) The controller is linearly parameterized so the de-
nominator of the controller is ﬁxed and it should be
chosen prior to design. In practice, some of the poles
of the controller are usually ﬁxed to achieve cer-
tain closed-loop performances. For example a pole
at origin, an integrator, or a pair of complex poles
in a certain frequency are ﬁxed in order to reject the
disturbances (internal model principle). Therefore,
this condition is not restrictive for low-order con-
troller design. For higher order controller design the
use of a set of orthogonal basis function is proposed.
It is known that by increasing the controller order
any stable transfer function can be approximated
with such a set. On the other hand, this restric-
tion ensures the stability of the controller which is
required in many applications and cannot be guar-
anteed by a full controller parameterization. This
means that this parameterization cannot be applied
to systems which are not stabilizable by stable con-
trollers.
(3) The robust performance condition in (6) is trans-
formed to a set of linear constraints in (12) or con-
vex constraints in (14). It is discussed in the paper
that the conservatism of the approach depends on
the choice of a desired open-loop transfer function.
It is too diﬃcult (if not impossible) to compare, by a the-
oretical analysis, the overall approximation or conser-
vatism of diﬀerent approaches to ﬁxed-order controller
design. In this paper we tried to show the eﬀectiveness
of the proposed approach by means of a simulation ex-
ample. This approach has been applied to an interna-
tional benchmark problem for robust controller design
[27] and a controller with only 7 parameters has been
designed that meets all benchmark speciﬁcations. These
results are not included in this paper because of space
limitation but are available in [28]. The advantages of
this approach are summarized below:
• The method uses only the frequency response of the
system and no parametric model is required. The fre-
quency response of the model and the uncertainty at
each frequency can be obtained directly by discrete
Fourier transform from a set of data, so the method
can be considered as completely “data-driven”. Of
course, the method can be applied as well if a paramet-
ric model with a pure time delay and an uncertainty
set is available.
• The method is very simple, at least as simple as open-
loop shaping methods in Bode diagram or in Nichols
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chart currently used in textbooks for undergraduate
courses in control systems. For instance, it can be used
to design of PID controllers ensuring a given modu-
lus margin and optimizing for a desired crossover fre-
quency by a quadratic programming optimization ap-
proach. Moreover, the case of multimodel uncertainty
can be handled easily just by increasing the num-
ber of linear constraints while the mentioned classical
frequency-domain approaches cannot deal with this
type of uncertainty.
• Higher order controllers for unstable systems withH∞
type speciﬁcations can also be designed within the
same framework.
• Although only SISO systems are discussed in this pa-
per, the extension to MIMO systems is also possible
thanks to Gershgorin bands. In the same framework,
multivariable controllers can be designed that decou-
ple the oﬀ-diagonal elements of the open-loop transfer
matrix and meets the H∞ speciﬁcations for the de-
coupled system [29].
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