Abstract This paper describes the implementation of a novel technique called Background Oriented Schlieren that can produce quantitative visualization of density in a flow. This technique uses only a digital still camera, a structured background, and inverse tomographic algorithms which can extract two-dimensional slices from a three-dimensional flow. This has been applied to obtain the density field for an axisymmetric supersonic flow over a conecylinder model. Comparisons with cone tables show excellent agreement.
The development of new flow diagnostic tools that are nonintrusive and quantitative, as well as applicable to real life full-scale flows, is an important area of experimental aerodynamics research. There is considerable research activity underway aimed at integrating new technological developments in various fields and at evolving new techniques of flow quantification. While all optical techniques used to study density fields in transparent media (usually gases or liquids) depend on variation of the index of refraction in the medium and the resulting effects on a light beam passing through the test region, quite different quantities are measured with each one. Techniques like Schlieren and shadowgraph provide qualitative information on the first and second derivatives of density respectively. Interferometry, on the other hand, provides quantitative information about the density field, but setting up such instrumentation requires tremendous effort and care. The choice of lasers as a source of illumination, improvements in CCD technology, and fast computers for image acquisition and analysis have resulted in a resurgence of quantitative optical methods. In recent years, there have been several attempts to quantify certain flow features such as the amplitude of internal waves (Sutherland et al 1999; Onu et al 2003) , density gradients (McMackin et al 1995; Meier 1999 ) and density perturbations (Dalziel et al 1998 (Dalziel et al , 2000 , broadly using the Schlieren principle. Some of the common steps in such procedures include: imaging (with a CCD camera) of a background through a flow of interest, and software analysis that manipulates the data to find the density or density gradient field. McMackin et al (1995) used a lenslet array (Hartmann sensor) to split a single laser beam into a number of sub-apertures and then detect their individual focal spot intensity pattern changes which occur due to the optical path differentials of the phase object. Thereafter tomographic techniques were used to reconstruct the three-dimensional density gradient field. A method called ''synthetic Schlieren'', proposed by Dalziel et al (1998 Dalziel et al ( , 2000 , was applied to measure the gradient of the perturbation density and the amplitudes of waves generated by an oscillating cylinder in a stratified flow, and the results agree very well with theoretical values (Dalziel et al 2000; Sutherland et al 1999) . Recently, Onu et al (2003) adapted synthetic Schlieren to measure the amplitude of axisymmetric internal waves generated by an oscillating sphere and compare it with vertical displacements obtained from a conductivity probe. They used a simple inverse tomographic technique to measure wave amplitude in the plane of interest, in contrast to the filtered back projection technique (explained later) used here.
In 1999, Meier proposed the Background Oriented Schlieren (BOS) technique, which has the potential to determine the density field. BOS can be described as a simple Schlieren technique based on image displacements of some photographic background by Schlieren in the transfer channel (Meier 1999) . A major advantage of this technique is that it requires only a digital still camera with adequate resolution. The principle of Background Oriented Schlieren has broad similarities with synthetic Schlieren; they both exploit the bending of light rays passing through a region of density gradient, followed by mathematical techniques to extract the density field for the plane of interest.
Initial studies Raffel et al 2000; Meier 2002 ), demonstrated several possible applications of BOS; these include density fields of helicopter-generated vortices and supersonic jets, but these studies have been predominantly qualitative with no comparisons with theory or measurements.
This paper is an attempt to validate density measurements using the BOS technique for a relatively simple flow at high speeds. The method has been applied to a cone-cylinder flow at Mach 2.0; this model configuration was chosen so that BOS measurements could be compared with results available in cone tables (Sims 1964) . The determination of the density field involves the following steps: a) calculation of displacements in the background, which is imaged through the flow of interest, and these displacements are the vectors of density gradient at each point; b) calculation of the line-of-sight integrated density field by solution of the Poisson equation, which is the gradient of the above displacement, and; c) use of the filtered back-projection technique to determine the density field in the actual plane of interest.
An excellent correlation between the density field obtained by BOS and data from cone tables has been found. The usefulness of FBPT for non-axisymmetric flows is also discussed.
Background Oriented Schlieren
The image of an object is the convolution of the object function and the transfer channel function. Therefore, deconvolution will describe the transfer channel function, if the object and image are given.
Two images of a deliberately structured background are obtained. The first is through the undisturbed transfer channel and the second is through the phase object of interest. The ''difference'' between these two images provides information about the phase object. The field gradients in the path of the imaging rays cause deflection of the light rays, leading to shifts in the image details.
The principle of the technique is the refractive index variation due to density gradients. This relation between the refractive index n and the density q is given by the Gladstone-Dale equation (Merzkirch 1987; Goldstein 1983) :
where G(k) is called the Gladstone-Dale constant and depends on characteristics of the gas (medium) and weakly on the frequency of light used (Merzkirch 1987) . Values for G(k) can be found from handbooks of physical chemistry. Here, a value of 0.23·10 )3 m 3 /kg has been used. In the first step (Meier 1999) an image is taken of a random dot pattern with the air (phase object) at rest. The second image is taken in the presence of the flow containing density gradients. Cross-correlation of the two images yields the displacements of the particles in the x and y directions. Here, x is along the freestream direction -also the axis of symmetry for the present case -(with the origin at the model tip) and perpendicular to the line-ofsight direction (z), and y is the vertical axis (origin at model centerline).
Since the deflection of a single beam contains information about the spatial gradient of the refractive index integrated along the axial path, the image deflection e is defined as
with the assumption that the half-width of the region of density gradient
Further, it is seen from geometry (see Fig. 1 ) that the virtual image displacement Dy¢ is related to the image displacement Dy by the lens distance from the background Z B and the image distance from the lens Z i , which can be replaced for large Z B by the focal length f of the lens (Meier 2002 ):
For small deflection angles, e can be approximated as
From Eqs. 2 and 3 it follows that for a given flow field, the shift of the background and the sensitivity
increases with increasing distance of the background from the density gradient. Increasing focal length f is compensated for by increasing the distance between the camera and the background. It therefore follows that the obtained displacements are the density gradients at each point in the field. The gradients of this displacement field yield an elliptic partial differential equation also known as the Poisson equation (see Eq. 17), the solution of which yields the line-of-sight integrated density distribution, which is a projection of the three-dimensional density field in the direction of viewing. The distribution of density in a given plane is then calculated by means of a transformation from this projection.
Filtered back projection technique (FBPT)
When a test field cannot be approximated as being infinite in the line-of-sight direction, a mathematical method called tomography can determine two-dimensional density fields from one-dimensional projected data sets. The test field for asymmetric or generally 3-D situations must be interrogated from many different directions, yielding many projections that must be simultaneously deconvoluted. Stacking up these two-dimensional conversions will create a fully three-dimensional image from the projected two-dimensional information. Use of the optical tomography technique in flow-visualization can be traced back over three decades (Matulka and Collins 1971) . Progress in reconstruction methods (Hertz 1986; Faris and Byer 1987; Cha and Sun 1989) has aided in new applications of the technique. The most difficult problem in optical tomography is the lack of sufficient data for reconstruction, which occurs when the views are truncated or inadequate in number (for non-axisymmetric three-dimensional flows).
The two most popular methods for performing this transform involve either Fourier domain (Fourier Convolution) methods or the algebraic solution to a non-unique system of equations, termed the Algebraic Reconstruction Technique (ART) (Muralidhar 2000) . The Fourier domain method implemented as a convolution back projection method is simple, but suffers from reduced reconstruction accuracy when the amount of projection data is limited or restricted.
If the experimental test field is axisymmetric, only one projection is required and hence the convolution is greatly simplified and termed the Abel conversion (Walsh and Kihm 1995) . While algebraic reconstruction methods are iterative and work better in cases of limited projections, a major disadvantage is that they are time-consuming, and the errors for distributions may increase after a certain number of iterations, while the errors for projections keep on reducing.
Although the Abel conversion seems suited for the data in the present work, it is highly susceptible to noise, in addition to being unsuitable for non-axisymmetric flows. This is the case with all back projection methods, as back projection alone results in a blurred reconstruction image. This is because a pure back projection adds a 1/r convolution to the image (Ramachandran and Lakshminarayanan 1971) . Filtering must be applied to correct for this, and obtain an accurate image of the object. There are a number of choices in the type of filter to use. The simplest and most mathematically rigorous one is the ramp filter:
However, this filter is very sensitive to noise. For this reason, other filters are chosen for practical applications. The most commonly used filter is the Shepp-Logan filter, which combines a sinc function (which is the continuous inverse Fourier transform of a rectangular pulse of width 2p and height unity) with the ramp filter (Shepp and Logan 1974) :
This filter results in a small amount of blurring, but is much less sensitive to noise.
Therefore, a filtered back projection (FBP) algorithm has been used with a Shepp-Logan filter, which in addition to noise suppression makes the method suitable for both axisymmetric and non-axisymmetric flows.
This algorithm reconstructs an image from parallel beam projections. In parallel beam geometry, each projection is formed by combining a set of line integrals through an image at a specific angle. An approximation to the image is then formed based on the projections. In FBP, a planar cross-section (x,y) (see Fig. 2 ) at a particular z is used. For one view direction at h (h=0 is the z-axis), the projection P h (l) is calculated from the displacements obtained from the correlated images (Feng et al 2001) :
Here, l=xcosh+ysinh (see Fig. 2 )
Its Fourier transform is
Assume
Using the Projection Slice theorem (Radon 1917 )
as well as
where h(l) is a filtering function to clip high frequency noise (described later), we get
That is:
The distribution of Dq x; y ð Þ at a certain z level is calculated from the function h(l) and the projection P h (l). Then the cross-sections can be stacked to form a 3-D distribution.
A more accurate result can be obtained by using more projections in the reconstruction. As the number of projections (equivalent to the number of views; for a steady flow, these views need not be recorded simultaneously) increases, the reconstructed image more accurately approximates the original image. In the present study however, the flow being axisymmetric, all of the projections are identical. The filtered back projection algorithm filters the projections using the Shepp-Logan filter described earlier (Eq. 5) and then reconstructs the image using the filtered projections.
In some cases, noise can be present in the projections. This noise, usually high frequency, has to be clipped without affecting the density distribution. To achieve this, a method known as reduced bandlimit for projection has been proposed and successfully used earlier for other tomographic applications (Feng et al 2001) . In this method, the function h l ð Þ (Eq. 11) can be rewritten by making the bandlimited projection assumption, as follows:
where W is the maximum frequency, the bandlimit, which is usually half of Nyquist. The influence of noise in the projections is assumed to belong mainly to the high frequency in the Fourier domain. The bandlimit, W, is searched for in each projection in the Fourier domain. W is determined to be where the filtered projection h Ã P h ½ has least fluctuation. It works like a low-pass frequency filter. On the other hand, the bandlimit W should be as large as possible. Therefore, every projection (this test case being axisymmetric, a single projection suffices) is assigned a different reduced bandlimit, so it is termed the ''reduced bandlimit technique''. Further details and the validation of the reduced bandlimit technique can be found in Feng et al (2001) . During processing, a Hamming window is employed for smoothing. The Hamming window helps to avoid discontinuities at the ends, tapering the signal to zero or near zero and therefore reducing the mismatch, and is defined as (Oppenheim and Schafer 1989 ):
where x n is the frequency at the n th point in the time series. Therefore, the influence of noise can be reduced by neglecting the high frequency, while the density distribution may not be affected.
The implementation of this method has been done using the inverse Radon transform, which is well documented in literature (Kak and Slaney 1988) .
Experiments
The experiments were carried out in the 0.3 m·0.3 m supersonic test section of the trisonic wind tunnel at NAL. In this tunnel, supersonic Mach numbers are produced using fixed nozzle block liners. The model configuration was a 15°(semi-apex angle) cone-cylinder. This was chosen because the density field behind the conical shock wave at zero incidence, available from cone tables (Sims 1964) , can be utilized for comparison with the results obtained by BOS. The model details are given in Fig. 3a .
Tests were made at a Mach number of 2.0. The settling chamber total pressure was 2.1 kg/cm 2 and the Reynolds number based on cylinder diameter (D=0.04 m) was 2·10 4 . Some of the broad features of the flow, like the shockwave angle, the features of expansion fan, and surface Mach numbers are included as well in Fig. 3a .
For the BOS, a structured background to focus on was created by means of a normal random number generator. This generated a matrix, 2000·2000 in size, of random numbers whose elements were normally distributed with zero mean, unit variance and standard deviation. The matrix was plotted as a binary image -black dots for all non-zero values. A normal distribution was chosen to minimize the errors away from the optical axis. Since vibrations often present in the wind tunnel environment can cause erroneous results on cross-correlation, care should be taken to minimize vibrations of the background and camera. Further, choosing a large enough exposure time (here 1/100 th of a second) and averaging several displacement fields can successfully address this problem. The printed out pattern was sandwiched between two thin sheets of glass and mounted on a heavy stand fixed on a concrete block to minimize vibrations (see Fig. 3b ). It was then illuminated to achieve a better signal-to-noise ratio by placing a large halogen lamp far enough behind so as to approximate parallel beam conditions, eliminating the need for methods to re-sort sets of fan beam projections into parallel beam projections (Kak and Slaney 1988) .
The optimal location for the background, light source and camera were arrived at by using Eq. 3 and keeping in mind that increasing sensitivity (displacement of image) meant lower physical resolution, as the interrogation size used in the correlation algorithm would have to be correspondingly larger.
By using the Schlieren windows built into the tunnel, we could get the direction of viewing to be perpendicular to the background and through the flow. The windows were made of optical quality (k/8) glass and did not introduce any distortions. The imaging was achieved by means of a commercially available Sony DSC F-707 digital still camera with 5.1 megapixel resolution. The camera was mounted on a heavy tripod, fixed to the ground, 0.7 m away from the tunnel. Figures 4a,b show the background dot pattern imaged with the cone-cylinder in the foreground in the absence and presence of the flow respectively. They appear identical due to the high density of the dots in the background image. Eight such image sets were taken both with and without the flow. The displacements calculated from these data sets were then averaged to eliminate any noise caused by vibration, to obtain the output vector field as described in the next section.
Image analysis
The images were analyzed by means of a cross-correlation algorithm developed for the purpose. The sub-pixel accuracy of the calculated displacement was 0.1 pixels using a Gaussian sub-pixel interpolation technique commonly used in Particle Image Velocimetry. The maximum displacement for the present optical setup was found to be 3 pixels, and so an interrogation window of 16·16 pixels was found to be more than adequate; this translated into a physical resolution of 2 mm. The output data was plotted on a 160·160 rectangular mesh. Figure 5 shows the average (of eight images) displacements as a vector field, the magnitude and direction of which are the density gradients of the flow (the arrows point towards lower density). The derivative of the density gradients forms an elliptic partial differential equation of the form:
where S(x,y) is the source term, which is calculated at each mesh point from the displacements obtained through correlation. Equation 17 is also commonly known as the Poisson equation. Neumann boundary conditions are chosen in which normal derivativen Árq,n being the outward normal to the surface is specified at the boundaries. This implies that the values of @q @x and @q @y are specified at each mesh point on the mesh boundary parallel to the y-and x-axes respectively. This is solved on the same rectangular mesh using the Successive Over Relaxation method (Ehrlich 1981) as above, and yields the line-ofsight integrated density field, shown in Fig. 6 . This density field is then used as the projected data set for the filtered back projection. As seen before, since this flow is axisymmetric it requires only a single data set and the viewing angle (h) is therefore set to zero. The contribution to the noise is largely from the limitations of image resolution and is assumed to belong mainly to high frequency in the Fourier domain (Feng et al 2001) . This is minimized using the Shepp-Logan filter discussed earlier.
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Results and discussion Figure 7 shows the back-projected normalized density field at one viewing angle. The value of the freestream total density (q 1 ) is used for normalization. The regions of low and high density ratios corresponding to the shock and expansion fan can be clearly seen. The areas of low density ratios downstream of the Prandtl-Meyer expansion are due to the overexpansion effect. As this is followed by a recompression effect, the density ratio is seen to return to the freestream value. The slight patchiness observed in the freestream upstream of the shock is probably due to a slight vibration of the background. Averaging of the displacement fields ensured no directional density gradients in such regions, but resulted in slight noise. No attempt has been made to filter out the noise from the entire region, to avoid artifacts generated by the filtering process. However the signal-to-noise ratio in the regions of interest is adequate for drawing unambiguous conclusions.
In order to determine the integration constant in Eq. 2, we need to know and match to a reference density at one point in the field. In this application, the freestream total density (q 1 ) for the chosen Mach number is easily calculated using isentropic relations, as the tunnel settling chamber pressure and temperature are known. This value in the freestream is used as the reference and determines the constant. The freestream total density (q 1 ) is also used to normalize the density field. The variation of the density ratio (
) at a streamwise location of 20 mm from the cone apex, as a function of angle (b) from the cone surface to the shock is plotted in Fig. 8 . Again from isentropic relations, the shockwave angle (b shockwave ) is found to be 33.9°.The computed values at the corresponding location from cone tables (Sims 1964) are also plotted in the figure for comparison. The agreement may be seen to be very good considering the resolution of the interrogation window (2 mm) used for the calculation of density gradients. Figure 9 shows density variations downstream of the expansion fan at two streamwise locations of 2.5 D (@0.10 m) and 5.0 D (@0.20 m) from the cone apex. The density at the surface, as calculated from isentropic calculations, is also shown for comparison with BOS. The expansion fan at the cone-cylinder junction is locally twodimensional and leads to higher Mach number (compared to the freestream value M ¥ ) immediately downstream, as has also been reported by other studies (Coustols and Cousteix 1994) . As the flow proceeds downstream along the cylinder, further recompression takes place, resulting in a value close to M ¥ . It was not possible to obtain density values closer than 5 mm from the cylinder surface because of the limitation on the measurement resolution and the fact that it was very close to the expansion fan at the junction. Downstream (x=5.0 d) of the recompression waves, the flow has returned to near freestream values, and the profiles show the expected pressure loss.
From the density field, we can obtain either Schlieren or shadowgraph images by computing the first or second derivative in the direction required (knife-edge vertical or horizontal). Here, the vertical gradient (horizontal knifeedge) was chosen, as was the case in the conventional Schlieren (Fig. 10) . Figure 11 shows the computed Schlieren image. Figure 10 may be referred to for a comparison. It can be seen that the shock and its interaction with the expansion has been captured, and the wave angles are as expected. Despite the noise due to the mathematical operation of computing the derivatives, the weaker reflected shock (from the boundary) has also been captured. However, the width of the shock is larger than that in the conventional Schlieren, because of the resolution chosen for BOS image analysis (2 mm). The shock region can be made thinner in BOS images if a higher resolution cross-correlation algorithm is chosen for the interrogation of images.
The effect of the camera resolution and sensitivity (bits/pixel) was also assessed on the density field calculated by BOS. For this purpose a scientific grade Kodak ES 1.0 cross-correlation camera (normally used for PIV measurements) with a 1.0 megapixel was also used in the present experiment for identical flow conditions. It was found that the SONY digital camera (with 5.1 megapixel resolution) provided significantly Fig. 8 . The back-projected normalized density field, as viewed from one direction Fig. 9 . Comparison of angular variation of density ratio behind the shock enhanced image details, indicating the importance of a high-resolution camera for the BOS technique. Most off-the-shelf digital still cameras nowadays offer such resolution, which benefits the general application of this technique.
Conclusions
An investigation was carried out to verify the density field determined using a BOS technique for the first time. The experimental configuration chosen was an axisymmetric cone-cylinder in a Mach 2.0 flow. The BOS technique has been successfully validated by comparing the results with data from cone tables and isentropic solutions. The software analysis used involves determination of displacements using cross-correlation, calculation of the integrated line-of-sight density field from the Poisson equation, and optical tomography in one plane, employing Filtered Back Projection technique. While the size and pixel count of the CCD limits physical resolution, usage of higher resolution CCDs would result in lower noise, without sacrificing imaged area. While the Abel transform is often used in the context of axisymmetric flow fields, recent studies have shown that it is susceptible to noise in the projected data sets. The filtered back-projection technique is seen to workvery well at minimizing the effects of the noise inherent in such imaging and the calculation of small particle displacements. In addition, the technique is not limited to twodimensional flows and can be implemented on non-axisymmetric flows using multiple view angles.
