Outer bounds on the error correction capacity region for non-multicast networks by Vyetrenko, Svitlana et al.
Outer bounds on the error correction capacity
region for non-multicast networks
Svitlana Vyetrenko
California Institute of Technology
Pasadena, CA 91125, USA
Email: svitlana@caltech.edu
Tracey Ho
California Institute of Technology
Pasadena, CA 91125, USA
Email: tho@caltech.edu
Theodoros K. Dikaliotis
California Institute of Technology
Pasadena, CA 91125, USA
Email: tdikal@caltech.edu
Abstract—In this paper we study the capacity regions of
non-multicast networks that are susceptible to adversarial
errors. We derive outer bounds on the error correction
capacity region and give a family of single- and two-source
two-sink 3-layer networks for which these bounds are tight.
I. INTRODUCTION
In this paper we consider the problem of adversarial
error correction in non-multicast networks. The network
error correction problem, where an adversary arbitrarily
corrupts transmissions on an unknown set of z links,
was introduced by Cai and Yeung [1]. Previous work
on network error correction largely assumes multicast
network scenarios. For single- and multiple-source multi-
cast network scenarios, it has been proven that the cutset
bounds are tight, and that linear network error-correcting
codes are sufficient [1], [2]. Various centralized and
decentralized schemes that achieve these bounds are also
known, e.g. [3], [4], [5].
For non-multicast networks, however, finding the capac-
ity region of a general network even in the error-free
case is an open problem. There exist simple examples
of non-multicast networks, whose error-free capacity
regions are not described by the cutset bounds or are
not polyhedral [6], [7]. The capacity region of single-
source two-sink networks [8], [9], [10] as well as single-
source disjoint- or nested-demand networks [11] with
any number of sinks is known to be described by the
cutset bounds in the error-free case. In this paper we
show that this is not the case for erroneous single-source
two-sink networks. We provide upper bounds on the er-
ror correction capacity regions of non-multicast networks
based on the topological structure of network cuts. We
also show that our previous achievability construction
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based on a given linear error-free achievable region in [2]
is capacity-achieving for a family of single- and two-
source two-sink 3-layer networks in the presence of
network errors, and use this to provide a tighter upper
bound for general two-sink networks.
The paper is organized as follows. In Section II, we
introduce the notation used throughout the paper. In Sec-
tion III, we review our achievability construction in the
presence of errors based on the linear achievable region
in the error-free case. In Sections IV and V respectively,
we derive upper bounds on the error correction capacity
regions for general multiple-sink and two-sink networks.
In Section VI we provide examples to illustrate our
results.
II. MODEL
Consider a network error correction problem on a di-
rected acyclic graph G with n source nodes S =
{s1, s2, . . . , sn} and m sink nodes T = {t1, t2, . . . , tm},
where each source si is demanded by a given set of
sink nodes Ti, and arbitrary coding across sessions is
permitted. Each link has unit capacity, and there can be
multiple parallel edges connecting a pair of nodes.
For each i, i ∈ {1, . . . , n}, let ri be the error-free
information rate of si. For any non-empty subset S ′ ⊆ S ,
let I(S ′) be the indices of the source nodes that belong
to S ′. Similarly, for any non-empty subset of T ′ ∈ T ,
let I(T ′) be the indices of the sink nodes that belong
to T ′. Define mS′,T ′ to be the minimum cut capacity
between S ′ and T ′.
A network code is z-error link-correcting if it can correct
any t adversarial link errors for t ≤ z. For each i, i ∈
{1, . . . , n}, let ui be the information rate of si in case
of any z network link errors. The set of all rate vectors
(u1, u2, . . . , un) that can be achieved on G under any z
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network link errors is called z-error correction capacity
region.
Define φl(x) as the error-free output of link l when the
network input is x ∈ C. If an error vector z occurs, its
components are added to the link inputs according to the
coding order. Then the output of a link l is a function
of both the network input w and the error vector z and
it is denoted by ψl(w, z) [1].
Throughout the paper, we assume the coherent network
coding scenario, in which there is centralized knowledge
of the network topology and network code.
III. ACHIEVABILITY CONSTRUCTION
In [2] we proved the following achievability result for
the coherent case:
Theorem 1: Given any linear network code C that
achieves rate vector r = (r1, r2, . . . , rn) in the error-
free case, where ri is the information rate of source
si, i = 1, . . . , n, we can obtain a network code C˜ that
achieves rate vector r˜ = (r1 − 2z, r2 − 2z, . . . , rn − 2z)
under arbitrary errors on up to z links in the network.
Let C ⊆ Rn be an error-free region achievable in G by
linear coding. Then Theorem 1 allows us to construct
an achievable error-correction region V based on C as
follows:
• Take any achievable rate vector r =
(r1, r2, . . . , rn) ∈ C
• Define
f(r) = (max(r1 − 2z, 0), . . . ,max(rn − 2z, 0)).
• By Theorem 1, f(r) ∈ V.
• By timesharing, for any 0 ≤ λ ≤ 1 and any v,w ∈
V, λv + (1− λ)w ∈ V.
In accordance with the above described procedure, we
define
A = {a ∈ Rn : ∃r ∈ C such that a = f(r)}
to be the set of rate vectors that have a preimage in C.
Also define
T = {t ∈ Rn\A : ∃k1, k2, . . . , kn,
n∑
i=1
ki = n,
r1, r2, . . . , rn ∈ A such that t =
n∑
i=1
ki
n
ri}
to be the set of rate vectors that can be achieved under
any z errors by timesharing of elements in A. Note that
by our construction V = A ∪ T.
Figure 1 illustrates the construction of V based on C
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Fig. 1. Example of the error correction achievability construction
based on the known error-free capacity region for the two-source two-
sink network.
for the two-source two-sink network, for which in the
error-free case the cutset bounds
r1 ≤ ms1,t1 = 4
r2 ≤ ms2,t2 = 4
r1 + r2 ≤ ms1s2,t1t2 = 5
are achieved.
IV. UPPER BOUND FOR GENERAL NETWORKS
In this section we consider an acyclic network G =
(V,E) with source set S and sink set T =
{t1, t2, . . . , tm}. Let X1, X2, . . . , Xm be m independent
source processes, such that each Xi is demanded by ex-
actly one ti (we require non-overlapping sink demands).
Let C = C1 × C2 × . . .× Cm be the code used by S .
Define P = (VS , VT ) to be a partition of V such that
all sources are in VS and all sinks are in VT . Define
cut(P ) = {(a, b) ∈ E|a ∈ VS , b ∈ VT }.
Further, for any non-empty subset T ′ ⊆ T define
LPT ′ = {e ∈ cut(P ) : e is upstream of all t ∈ T ′
and e is not upstream of any t ∈ T \T ′}.
Note that for any T ′, T ′′ ⊆ T such that T ′ 6= T ′′, LPT ′ ∩
LPT ′′ = ∅, therefore,
|cut(P )| =
∑
T ′⊆T
|LPT ′ | (1)
Similar to [12], [13], we use the following definition:
868
Definition 1: A subset of links Q ⊆ cut(P ) is said to
satisfy the downstream condition (DC) if none of the
remaining links in cut(P ) are downstream of any link in
Q.
Let U = {(u1, u2, . . . , um)} denote the z-error correc-
tion capacity region of G. In Theorem 2, we derive an
upper bound on U by considering an optimization that
chooses subsets SPT ′ of each set L
P
T ′ of links on cut(P )
such that the union of the chosen subsets satisfies DC
and at most 2z chosen links are upstream of each sink.
Theorem 2: For any (u1, u2, . . . , um) ∈ U
m∑
j=1
uj ≤ min
P=(VS ,VT )
(|cut(P )| − lP ),
where lP is a solution to
maximize lP =
∑
T ′⊆T
|SPT ′ | (2)
subject to
∀ti ∈ T
∑
T ′⊆T :ti∈T ′
|SPT ′ | ≤ 2z (3)
∀T ′ ⊆ T |SPT ′ | ≤ |LPT ′ | (4)⋃
T ′⊆T :ti∈T ′
SPT ′ satisfies DC. (5)
Proof: We prove the statement of this theorem by
contradiction. Suppose there exists (u∗1, u
∗
2, . . . , u
∗
m) ∈
U1,m such that for some P = (VS , VT )
m∑
i=j
u∗j > M − lP . (6)
For notational convenience let |cut(P )| =M and denote
the links in cut(P ) by {a1, a2, . . . , am} indexed in
increasing topological order. By (6), for any M − lp
links there exist two codewords x = (x1,x2, . . . ,xm)
and y = (y1,y2, . . . ,ym) in C, x 6= y, such that
φaf (x) = φaf (y) for M − lp indexes af . Note that
by (1) and (2), the set cut(P )\
 ⋃
T ′⊆T
SPT ′
 has size
M − lP =
∑
T ′⊆T
(|LPT ′ | − |SPT ′ |) ,
therefore, by (6) we can choose x and y so that
φaf (x) = φaf (y), af ∈ cut(P )\
 ⋃
T ′⊆T
SPT ′
(7)
Since x 6= y, there exists at least one index i ∈
{1, . . . ,m} such that xi 6= yi. We will now demonstrate
that if (6) holds, then there exists an adversarial error
pattern such that ti will not be able to distinguish
between x and y. Define LI =
⋃
T ′⊆T :ti∈T ′
LPT ′ to be the subset
of links of cut(P ) upstream of ti and let I = |LI |. By
(7), x and y were chosen so that φaf (x) = φaf (y) in
at least J = I−
∑
T ′⊆T :ti∈T ′
|SPT ′ | positions. By constraint (3),
J ≥ I − 2z.
Define the error-free output of the links in LI by
O(x) = {φf1(x), φf2(x), . . . , φfI (x)},
where all links fl ∈ LI and φfl(.) are indexed in the
increasing coding order. Hence, by (5) and (7) we can
write
O(x) = {x1, x2, . . . , xJ , x′J+1, . . . , x′I}
O(y) = {x1, x2, . . . , xJ , x′′J+1, . . . , x′′I }.
Assume the network input is x. The adversary will
inject z error symbols zx = (zx1 , zx2 , . . . , zxz ) on links
afJ+1 , . . . , afJ+z as follows. First it injects zx1 on link
afJ+1 so that
ψafJ+1 (x, (zx1 , 0, 0, . . . , 0)) = x
′′
J+1.
Then the output of links afJ+2 , . . . , afI is affected, but
not of af1 , . . . , afJ . With this consideration, next the
adversary injects the symbols zx2 on link afJ+2 so that
ψafJ+2 (x, (zx1 , zx2 , 0 . . . , 0)) = x
′′
J+2.
The output of links afJ+3 , . . . , afI is affected, but not of
af1 , . . . , afJ+1 . The process continues until the adversary
finishes injecting z errors at links aJ+1, . . . , aJ+z . Let
E(x, z) = {ψaf1 (x, z), . . . , ψafI (x, z)}, then
E(x, zx) = {x1, . . . , xJ , x′′J+1, . . . , x′′J+z
x′′′J+z+1, . . . , x
′′′
I }.
Now suppose the network input is y. The adversary will
inject z error symbols zy = (zy1 , zy2 , . . . , zyz ) on links
afJ+z+1 , . . . , afI as follows. First it injects zy1 on link
afJ+z+1 so that
ψafJ+z+1 (x, (zy1 , 0, 0, . . . , 0)) = x
′′′
J+z+1.
Then the output of links afJ+z+2 , . . . , afI is affected, but
not of af1 , . . . , afJ+z . With this consideration, next the
adversary injects the symbols zy2 on link afJ+z+2 so that
ψafJ+z+2 (x, (zy1 , zy2 , 0 . . . , 0)) = x
′′′
J+2+1.
The output of links afJ+z+3 , . . . , afI is affected, but
not of af1 , . . . , afJ+z+1 . Similarly, the process continues
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until the adversary finishes injecting at most z errors at
links aJ+z+1, . . . , aI . Then
E(x, zy) = {x1, . . . , xJ , x′′J+1, . . . , x′′J+z
x′′′J+z+1, . . . , x
′′′
I }.
Therefore, since ti is upstream of links only in LI , it can
observe only E(x, zx) and E(y, zy), hence, it would not
be able to distinguish between x and y.
Thus, for any P = (VS , VT )
m∑
j=1
u∗j ≤ |cut(P )| − lP ,
therefore,
m∑
j=1
uj ≤ min
P=(VS ,VT )
(|cut(P )| − lP ).
V. TWO-SINK NETWORKS
In this section we consider any acyclic network G =
(V,E) with source set S and sink set T = {t1, t2} that
demand independent (nonoverlapping) source processes.
For cuts with no feedback links we derive a cut set
bound that is tighter than the bound of Theorem 2. We
also describe a family of 3-layer networks for which the
bound is tight.
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Fig. 2. Related 3-layer network.
As in the previous section, denote the z-error correction
capacity region of G by U = {u1, u2, . . . , um}. From
now on, for simplicity of notation, denote m1
.= ms,t1 ,
m2
.= ms,t2 , m12
.= ms,t1t2 , L
P
1
.= LPt1 , L
P
2
.= LPt2 and
LP12
.= LPt1t2 .
Definition 2: Let P = (Vs, VT ) be a partition of G that
contains no feedback links. We construct a related one-
source two-sink 3-layer network G31,2(P ) as follows. For
each link l in cut(P ), we connect the source s directly
to the start node of l, and, for i = 1, 2, we connect the
end node of l directly to sink ti if ti is downstream of l
in the original network. This is illustrated in Figure 2).
Note that the construction of the related 3-layer network
G31,2(P ) essentially allows all nodes on the source side
of the cut to cooperate perfectly, and gives each sink at
least as much information as it receives in the original
network G. Thus, the z-error correction capacity region
U31,2(P ) of G31,2(P ) is an outer bound on the z-error
correction capacity region U of G.
In Section III we described how to construct an achiev-
able error-correction region V31,2(P ) ⊆ U31,2(P ) of
G31,2(P ) based on its known error-free capacity region.
Lemma 1: The achievable region V31,2(P ) of the 3-
layer network G31,2(P ) is given by real-valued rate pairs
(u1, u2) such that
u1 ≤ m1 − 2z (8)
u2 ≤ m2 − 2z (9)
u1(m2 − 2z −max(m12 −m1 − 2z, 0)) (10)
+ u2(m1 − 2z −max(m12 −m2 − 2z, 0))
≤ (m1 − 2z)(m2 − 2z)
− max(m12 −m1 − 2z, 0)max(m12 −m2 − 2z, 0)
Proof: Since G31,2(P ) is a one-source two-sink
network with nonoverlapping demands, its error-free
capacity region is given by the cut set bounds [11]
and achieved by time sharing among the rate pairs
(0, 0), (m1, 0), (m1,m12 −m1), (m12 −m2,m2) and
(0,m2). Since this capacity region is polyhedral, by
construction V31,2(P ) is also polyhedral and the corner
points of V31,2(P ) are given by (0, 0), (m1 − 2z, 0),
(m1− 2z,max(m12−m1− 2z, 0)), (max(m12−m2−
2z, 0),m2 − 2z) and (0,m2 − 2z). Constraints (8)-(10)
correspond to the lines joining the corner points of
V31,2(P ).
Theorem 3: The z-error correction capacity region of
any one-source two-sink 3-layer network G31,2(P ) is
given by
U31,2(P ) = V31,2(P ).
Proof: Since V31,2(P ) is achievable, it remains to
show that
U31,2(P ) ⊆ V31,2(P ).
Consider any point (u1, u2) ∈ U31,2(P ). By applying
the cutset bounds for each sink individually, (8) and (9)
are satisfied for (u1, u2). Now we show that for any
(u1, u2) ∈ U31,2(P ), (10) is also satisfied.
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• Case 1.
m12 −m2 ≥ 2z (11)
m12 −m1 ≥ 2z. (12)
If (11) and (12) are satisfied, then (10) can be
simplified as
u1 + u2 ≤ m12 − 4z. (13)
Note that (11) and (12) imply that
|LP1 | ≥ 2z
|LP2 | ≥ 2z.
Then lP = 4z solves (2)-(5) with respect to parti-
tion P and by Theorem 2
u1 + u2 ≤ m12 − 4z,
which matches (13).
• Case 2.
m12 −m2 ≥ 2z (14)
m12 −m1 < 2z. (15)
If (14) and (15) are satisfied, then (10) can be
simplified as
(m2 − 2z)u1 + (m1 +m2 −m12)u2
≤ (m1 − 2z)(m2 − 2z). (16)
Inequalities (14) and (15) imply that
m1 ≥ m2
m1 − 2z ≥ m1 +m2 −m12
m2 − 2z < m1 +m2 −m12.
Denote the random process that is demanded by
t1 by A and the random process demanded by t2
by B. Index the links in cut(P ) by 1, 2, . . . ,m12,
so that links 1, . . . ,m12 − m2 belong to LP1 ,
links m12 − m2 + 1, . . . ,m1 belong to LP12, and
links m1 + 1, . . . ,m12 belong to LP2 . Note that
in order for t1 to decode, the symbols transmitted
on any set of m1 − 2z links upstream of t1 must
be distinct for every value of A (in particular, on
links 2z + 1, . . . ,m1). Similarly, in order for t2
to decode, the symbols transmitted on any set of
m2 − 2z links upstream of t2 must be distinct for
every value of B (in particular, this should hold
for any subset of size m2 − 2z of the shared links
m12 −m2 + 1, . . . ,m1).
For simplicity of notation let
N = m1 +m2 −m12
K = m2 − 2z
M =
(
N
K
)
.
Then, U31,2(P ) is upper-bounded by the error-free
capacity region U′ = {(u1, u2)} of a one-source
(M+1)-sink 3-layer network G′ constructed so that:
– Links 2z + 1, . . . ,m1 comprise the second
layer.
– One sink t′ is connected by m1 − 2z links
to all links in the second layer and demands
process A. Each one of the remaining M sinks
is connected by K links to a distinct size-K
subset of links m12 −m2 + 1, . . . ,m12 in the
second layer and demands process B.
Further note that links 2z + 1, . . . ,m12 − m2 are
connected to t′, but not the other sinks of G′′.
Hence, in order to upper bound the error-free
capacity region on G′, we now can consider the
error-free capacity region U′′ = {(u˜1, u2)} with
u˜1 = u1 − (m12 − m2 − 2z) of a one-source
(M + 1)-sink 3-layer network 3-layer network G′′
constructed so that:
– All N links m12 −m2 + 1, . . . ,m1 from LP12
comprise the second layer.
– One sink t′A is connected by N links to all
links in the second layer and demands pro-
cess A′, where H(A′) = H(A) − (m12 −
m2− 2z). Each one of the remaining M sinks
{tB1 , tB2 , . . . , tBM } is connected by K links to
a distinct subset of all N links in the second
layer and demands process B.
An illustration of the above construction is given
in Figure 3 for the case when m1 = 6, m2 = 4,
m12 = 7.
Denote the random processes transmitted on each
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Fig. 3. Graphical illustration of the proof of Theorem 3 for the case
when m1 = 6, m2 = 4, m12 = 7.
one of the N links m12 − m2 + 1, . . . ,m1 by
XN = {X1, X2, . . . , XN}. Let SK be the set of
all lexicographically ordered K-element subsets of
{1, . . . , N}. For any σ ∈ SK , let σ(i) be the ith
element of σ. Let {Xσ1 , Xσ2 , . . . , XσM } be the set
of all unordered subsets of XN of size K. Then for
any σ ∈ SK we have
I(A,B;Xσ) ≤ K.
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Note that by the chain rule
I(A,B;Xσ) = I(A;Xσ) + I(B;Xσ|A)
= I(A;Xσ) + u2,
therefore,
I(A;Xσ) + u2 ≤ K
and ∑
σ∈SK
I(A;Xσ) +Mu2 ≤MK.
Multiply this inequality by NM , we get
N
M
∑
σ∈SK
I(A;Xσ) +Nu2 ≤ NK. (17)
We now want to demonstrate that
N
M
∑
σ∈S
I(A;Xσ) ≥ Ku˜1 = KI(A;XN ). (18)
Note that
I(A;Xσ|B)− I(A;Xσ)
= H(A|B)−H(A|Xσ, B)−H(A) +H(A|Xσ)
= H(A|B)−H(A|Xσ)−H(A) +H(A|Xσ)
= 0,
where the second equality follows since B is a
function of Xσ and the third equality follows from
independence of A and B. Similarly, we can show
that I(A;XN |B)− I(A;XN ) = 0, therefore, (18)
can be rewritten as
N
M
∑
σ∈S
I(A;Xσ|B) ≥ KI(A;XN |B). (19)
Now notice that since Xσ is a function of A and
B,
I(A;Xσ|B) = H(Xσ|B)−H(Xσ|A,B)
= H(Xσ|B)
and similarly I(A;XN |B) = H(XN |B). Then
(19) is equivalent to
N
∑
σ∈SK
H(Xσ|B) ≥ KMH(XN |B). (20)
By expanding the left- and right-hand sides of (20)
using the chain rule, we get
N
∑
σ∈SK
K∑
i=1
H(Xσ(i)|Xσ(1), . . . , Xσ(i−1), B)
≥MK
N∑
i=1
H(Xσ(i)|Xσ(1), . . . , Xσ(i−1), B). (21)
Note that for a given index j, the number of terms
of the form H(Xj | . . . , B) on the left- and right-
hand sides of the above inequality is equal to
N
(
N − 1
K − 1
)
= MK; however, the entropies on
the left-hand side are conditioned on the same or
fewer variables than the entropies on the right-hand
side, therefore, the inequality (21) holds, which is
equivalent to (18). Hence, by combining (17) and
(18), we get
Ku˜1 +Nu2 ≤ NK, (22)
or
(m2 − 2z)u˜1 + (m1 +m2 −m12)u2
≤ (m1 +m2 −m12)(m2 − 2z),
which after substituting u˜1 = u1−(m12−m2−2z)
gives
(m2 − 2z)u1 + (m1 +m2 −m12)u2
≤ (m1 − 2z)(m2 − 2z)
which matches (16).
• Case 3.
m12 −m2 < 2z (23)
m12 −m1 < 2z. (24)
If (23) and (24) are satisfied, then (10) can be
simplified as
(m2 − 2z)u1 + (m1 − 2z)u2 ≤ (m1 − 2z)(m2 − 2z) (25)
Suppose m1 ≥ m2. From (23) it follows that
m1 − 2z < m1 +m2 −m12,
therefore, we can construct a 3-layer network G′′
similarly to Case 2, but with N = m1 − 2z, K =
m2 − 2z and u˜1 = u1. Then by (22),
Ku1 +Nu2 ≤ NK,
which matches (25).
Corollary 1: The upper-bound given by Theorem 2 is
tight for any one-source two-sink 3-layer network, when
both m12 −m1 − 2z ≥ 0 and m12 −m2 − 2z ≥ 0 or
m1 = m2.
Proof: When both m12 −m1 − 2z ≥ 0 and m12 −
m2 − 2z ≥ 0, the proof corresponds to Case 1 of the
proof of Theorem 3. When m1 = m2, m12−m1−2z <
0, m12 − m2 − 2z < 0, then lP = |LP2 | + 2z solves
(2)-(5) with respect to partition P and by Theorem 2
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u1+u2 ≤ m1−2z, which matches the achievable region
given by Lemma 1.
Corollary 2: Let G32,2 be a two-source two-sink 3-layer
network with sources s1, s2 and sinks t1, t2, where each
si is demanded by ti and G32,2 has no links downstream
of s1 and upstream of t2 but not t1, and, similarly, down-
stream of s2 and upstream of t1 but not t2 (see Figure 1
for example). Then the z-error correction capacity region
of G32,2 is given by (8)-(10). Moreover, it can be achieved
by linear coding.
Proof: Note that the capacity region of G32,2 in the
error-free case is the same as that of its related one-
source two-sink 3-layer network G31,2. Thus, the achiev-
able error-correction region of Theorem 1 for G32,2 is the
same as that of G31,2, which by Theorem 3 coincides with
the error-correction capacity of G31,2. Since the error-
correction capacity region of G32,2 is upper-bounded by
the error-correction capacity region of G31,2, the result
follows.
Corollary 3: An outer bound on the z-error correction
capacity region U of a two-sink network is given by
u1 ≤ mS,t1 − 2z
u2 ≤ mS,t2 − 2z
U ⊆
⋂
P = (VS , VT )
cut(P ) has no
feedback links
V31,2(P ).
Proof: U is upper-bounded by U31,2(P ) for every
partition P such that cut(P ) does not contain feedback
links. By Theorem 3, U31,2(P ) = V31,2(P ).
VI. ILLUSTRATIVE EXAMPLES
Figure 4(a) depicts a one-source two-sink network topol-
ogy with one feedback link across the second layer. The
capacity region of this network in the error-free case
is given by the cutset bounds [8], [9], [10] (see Fig-
ure 4(b)). In the presence of z = 1 error, the cutset bound
u1 + u2 ≤ 5 − 2 = 3 is not achieved (see Figure 4(c)).
By comparing the achievable region constructed using
the procedure described in Section III and the upper-
bound u1 + u2 ≤ 2 given by Theorem 2, we see that in
this case the upper-bound given by Theorem 2 is tight.
Figure 5(a) shows a one-source two-sink 3-layer network
topology, whose capacity region in case of one network
error given by the constraints u1 ≤ 4, u2 ≤ 2,
2u1 + 3u2 ≤ 8 (as follows from Theorem 3, shaded
 
 

(a) One-source two
sink network with one
backward link across
the cut.
 

 




(b) Error-free capac-
ity region given by
r1 ≤ 4, r2 ≤ 4, r1 +
r2 ≤ 5.
 
 




(c) z-error
correction
capacity region,
which coincides
with the
constructed
achievable
region of
Lemma 1 and
the outer bound
of Theorem 2.
Fig. 4. Example of the one-source two-sink network with backward
link across the cut whose error correction capacity region is given by
the upper bound Theorem 2 when z = 1.
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


	




(a) One-source two-sink 3-
layer network with m1 = 6,
m2 = 4 and m12 = 7.
 







(b) Error-free capacity re-
gion described by r1 ≤
6, r2 ≤ 4, r1 + r2 ≤ 7.
 


 



(c) Error-correction
capacity region
described by
u1 ≤ 4, u2 ≤
2, 2u1 + 3u3 ≤ 8
when z = 1 (shaded
area) vs. the upper
bound u1 + u2 ≤ 4
given by Theorem 2
(unshaded area).
Fig. 5. Example of the one-source two-sink 3-layer network for which
the upper bound given by Theorem 2 is not tight in case of one network
error.
area in Figure 5(c)). However, as one can observe from
the unshaded area in Figure 5(c), for this network the
upper bound u1 + u2 ≤ 4 given by Theorem 2 is not
tight when z = 1.
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VII. CONCLUSION
In this paper, we derived an upper bound on the error
correction capacity region for non-multicast networks,
which is loose in the general case. We also found the
explicit error-correction capacity region for one-source
two-sink 3-layer networks, which is given by time-
sharing of the extreme points, and used it to refine the
obtained upper bound for general two-sink networks.
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