Abstract. The initial-boundary value problem for a reaction-diffusion equation u, = uxx+f(u),
perturbed by a uniformly small function without destroying their long-time behavior. These are the solutions generally seen in applied contexts. It is therefore crucial to know that the asymptotic behavior of the approximate solutions mimic those of the exact solutions.
The has exactly three solutions, uQ, ux, and u2 with u0 = 0 < u{(x) < u2(x), which are nondegenerate (i.e., zero is not in the spectrum of the linearized problem). uQ and u2 are attractors for the associated parabolic problem (l.l.a)-(l.l.c).
By this we mean that if the initial data u° is sufficiently close (in C) to either u0 or u2, then the corresponding solution of (l.l.a)-(l.l.c) converges (in C) to the corresponding solution of (1.3.a)-(1.3.b). Similarly, ux is unstable and has a one-dimensional unstable manifold. These results are based on computation of the Conley index (the Morse index of an isolated invariant set) for each of u0, Mt, and u2. The Conley index generalizes the classical Morse index of a nondegenerate critical point of a vector field in that the classical index is a nonnegative integer «, where n is the dimension of the unstable manifold to the critical point, and, considered as an isolated invariant set, the homotopy index of the critical point is the homotopy type of a pointed n-sphere.
In this paper we analyze the asymptotic behavior of semidiscrete finite element approximations with the interpolation of coefficients for the evaluation of nonlinear terms, the so-called product approximation. We extend the results in [13] , where a simple finite difference scheme has been considered.
We first study the approximate steady-state problem. Convergence of the product approximations for semilinear elliptic problems was recently analyzed in [16] using a continuity argument for the case fu> m > -tt2. However, in our case the nonlinearity / does not satisfy the above inequality. We therefore employ a general method of approximation of nonlinear equations developed in [2] . The results in [2] were extended to cover the case of finite element methods with numerical integration [15] . We follow the approach in [15] with numerical integration replaced by the product approximation. In Theorem 4.2 we prove that for small enough h the discrete stationary problem has, as the continuous one, exactly three solutions 0 = < Mi < ui an^ establish quasi-optimal convergence of the finite element solutions in Hl norm.
In Theorem 4.4 we show that the properties of the semidiscrete approximations are completely analogous to those of the solutions of the continuous parabolic problem and establish the asymptotic, as t -* oo, optimal order convergence of the semidiscrete approximations.
Our approach is based on the fact that for small h the spectrum of the linearized discrete steady-state problem is a "good" approximation of the spectrum of the linearized continuous steady-state problem (Theorem 4.3). This gives existence and convergence of the approximate steady-state solutions, and also implies that the Conley index of a rest point wf of the approximate problem is the same as the one of the corresponding rest point Uj(x), i = 0,1,2, of the exact problem. The latter implies the existence of orbits connecting the rest points of the approximate problem.
In section 2 we formulate the continuous problem in Hq.
In section 3 we formulate the approximate problem in a finite element subspace
So* c K
In section 4 we analyze the convergence of the approximate solutions and prove our principle result, Theorem 4.4.
Recently, asymptotic convergence of numerical solutions of systems of reaction-diffusion equations to constant and zero rest points was analyzed by several authors. In [10, 11] finite difference approximations were shown to converge with a time-independent error bound by imposing a monotonicity condition on the reaction term or under the conditions that the reaction term is "slowly varying". The conditions imposed guarantee the exponential decay of the exact solution together with its derivatives. The results of [10, 11] were obtained for both the Dirichlet and Neumann problems. For the Neumann problem, similar results were obtained in [7] and in the linear case, using finite-elements, in [12] , In [8] the asymptotic convergence of finite difference approximations to the stable nonconstant steady-state solution of the one-dimensional logistic model (quadratic nonlinearity) was established using the direct analysis of the finite difference operator.
In [14] numerical studies of the problem (l.l.a)-(l.l.c) were carried out, using the finite element discretization with the product approximation, and estimates for the critical length L0 were obtained. As far as we are aware, the asymptotic convergence of numerical solutions of (l.l.a)-(l.l.c) (in the case that uxx is approximated by second-order finite differences) has first been analyzed by the author [13] .
In Part II we intend to establish the error estimates uniform in time for the problem (l.l.a)-(l.l.c).
Throughout this paper, C (possibly, with subscripts) will denote a generic constant, not necessarily the same at different occurrences. In practice it is necessary to evaluate the integrals arising in (3.1) and (3.2) numerically.
where the nodes within each I} are chosen to be the Gauss-Lobatto points.
We relabel x]+j/k as xkj+i, j = 0,1,..., N, and set M = (N + 1 )k -1.
Let Qh: g e Hq -* Qhg e Sft be the usual interpolation operator defined by (Qhg)(xi) = g(*i)> i = 0,M + 1.
We replace the problems (3.1) and ( Let also T, Th, and Fh be defined by (2.6), (3.9), and (3.10), respectively. Then (i) there exists e > 0 and for h < h0 small enough, a unique C00 function L e A -» uh(L) e Sq such that for all Le A, uh(L) is a solution of (3.10) (and (3.4)) and || uh(L) -u(L) ||x < e. In order to shorten the notation, we consider in the sequel the case m = 0, and suppress the dependence of u and uh on L. If X e So* n (//q1 \ Ue) then, using (4.5),
if h is sufficiently small (say, h < h0). Therefore uh -ThG(L, uh) = 0 implies that for h < h0we have uh € Hq \ Us, i.e., uh e Us, and thus we have (4.7a) for some u* e U.
Since for any u e Hq we have ||"|lo,oo < ^IImIIj, we arrive at (4.7b).
Theorem 4.2. Let u,(x), i = 0,1,2, be the solutions of (2.8) provided by Theorem 2.1.
There exists h0> 0 such that for h < h0 the approximate stationary problem (3.10) (and (3.4)) has exactly three solutions uf, i = 0,1,2, satisfying ||-u% < Chr\\Ui\\r+1, i = 1,2; r = 1,...,*, (4.8) and 0 = Uq < Ui < u*. (4.9)
Proof. The existence of «f, i = 0,1,2, satisfying (4.8) follows from Theorem 4.1 with u = ui and uh = wf. By Lemma 4.1 for h < h0, uf, i = 0,1,2, are the only solutions of (3.10). By Theorem 2.1, 0 = u0 < u1 < u2 are isolated solutions of (2.8). Together with (4.7b) this gives (4.9) for h0 sufficiently small. To shorten the notation we shall sometimes suppress the superscript i in B'h, a'h, B', and a'. Note that in (4.10) we used the fact that {{QhG(L,u))uvh, X) = {QhGu(L,u)vh, X), u e Hi vh,x^ S$.
We also assume that a(x) and ah(x) > 0 (we can always achieve this by shifting X and Xh in (4.10) and (4.11)). Since from (4.3) and (4.7b)
||U -M*llo.oo < Chr\\u\\r+1, r=l,...,k, (4.20) 
