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A disorder-averaged Hartree-Fock treatment is used to compute the density of single particle states
for quantum Hall systems at filling factor ν = 1. It is found that transport and spin polarization
experiments can be simultaneously explained by a model of mostly short-range effective disorder.
The slope of the transport gap (due to quasiparticles) in parallel field emerges as a result of the
interplay between disorder-induced broadening and exchange, and has implications for skyrmion
localization.
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I. INTRODUCTION
The discovery of the quantum Hall effects [1,2] has led
to a new appreciation of the possible ground states of the
two-dimensional electron gas (2DEG) in high magnetic
fields. In a high field B, the kinetic energy is quantized
into Landau levels (LLs) with energy (n + 12 )ωc, where
ωc = eB/m is the cyclotron frequency. Each LL has a
macroscopic degeneracy of BA/φ0, where A is the area
of the 2DEG, and φ0 = h/e is the quantum unit of flux.
The integer quantum Hall effect (IQHE) can be under-
stood at a single-particle level after including the effects
of disorder [3]. Interactions are also very important at
ν = 1. It is known that the ν = 1 state is a spontaneous
ferromagnet with charged skyrmionic excitations in the
clean limit [4], which have been seen in experiments [5,6].
A complete understanding of the ν = 1 state should in-
volve the effects of both interactions and disorder.
One of the physical properties that points to a role
for disorder is the small magnitude of the transport gap
for ν = 1 [7,8]. Even after assuming that skyrmions,
which have smaller excitation energy than quasiparticles
[4,9], are the charge carriers, and that sample thickness
and Landau level mixing [10–12] contribute to reducing
this excitation energy further, the predicted gap is nearly
a factor of two above the data [7,8]. In this paper we
will take a straightforward phenomenological approach
to computing the physical properties of the ν = 1 state
in the presence of both disorder and interactions [13]. In
this approach the single-particle Green’s function in the
Hartree-Fock approximation is averaged over disorder to
obtain a Dyson equation(
G
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where G0 is the Green’s function in the clean limit seen as
a matrix in the the LL indices, G is the disorder-averaged
Green’s function, ρnm(~q) is the matrix element of the
electron density operator ρˆ(~q) between the LLs n and m,
EC = e
2/εl0, and
< Vr(~q)Vr(~q
′) >= U(q)(2π)2δ2(~q + ~q′) (3)
defines U(q) in terms of the ensemble average of the dis-
order potential Vr. The interaction enters the picture
through the HF energies which enter G0
ǫ0σ(n) = nωc −
σEZ
2
−
∫
q
v(q)
∑
m
|ρnm(~q)|
2NFσ(m)
(4)
where σ = ±1 is the spin index, EZ = g
∗µBtot is
the Zeeman coupling, v(q) is the electronic interaction,
and NFσ(m) is the Fermi occupation of the (spin-split)
LL with index m. This set of equations can be self-
consistently solved to obtain the chemical potential, the
density of states (given by the imaginary part of the
Green’s function) and occupations of various Landau lev-
els. Subsequently one can calculate any physical quantity
that depends only on single-particle properties.
We will be concerned with high-mobility samples,
where the 2DEG is separated from the dopant atoms by
an insulating layer of thickness d ≈ 1000A˚ ≫ l0 (the
magnetic length). The disorder potential arises from the
Coulomb interaction of the electrons with the fluctua-
tions in the density of the dopant atoms. In an incom-
pressible state, one might naively assume that this po-
tential is not screened. However, this leads to divergent
fluctuations on large length scales [15]. A number of
approaches have been proposed to handle the screening
problem [16–18]. In the following analysis we will be
guided by the approach of Efros and coworkers [19], in
which the bare disorder potential is screened nonlinearly.
This leads to a picture of the 2DEG divided into incom-
pressible strips where the density is more or less pinned
to an integer value, and more compressible “metallic”
regions where quasiparticles and quasiholes nucleate to
screen the bare disorder potential, and the density lies
between two integer values [19]. In the incompressible
strips the long-range potential still makes its presence
felt, but is screened by the “metallic” regions beyond
the width of the incompressible strips [19] W ≫ l0.
This picture has recently been supported by scanning
probe experiments which image the electron density of
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the 2DEG [20]. The images show that even within the
incompressible strips there are short-range density fluctu-
ations. Based on this picture, we will assume an effective
disorder potential which is mostly short-ranged, but also
has a small long-range component which is screened [19]
for q ≤ W−1. In this case, due to the small-q properties
of the density matrix elements ρmn, the long-range part
of the effective disorder adds a constant to all the diago-
nal elements αmm and makes a negligible contribution to
the off-diagonal terms. We model the short-range part
of the disorder with uncorrelated δ-function impurities,
with U(q) = αsE
2
C l
2
0, where αs is the disorder strength.
Our model disorder potential is characterized by the two
dimensionless parameters αl and αs and has the simple
form αmn = αs + αlδmn.
Consider the effect of disorder on the spin polarization
and the transport gap. In the clean limit, the n = 0, ↑ LL
is completely occupied while the n = 0, ↓ and all other
LLs are empty. The transport gap is just the splitting
between the n = 0, ↑ and n = 0, ↓ LLs. Under realistic
conditions (magnetic fields of a few Tesla) the interac-
tion energy EC is usually larger than the cyclotron en-
ergy, and both the above scales are much larger than the
Zeeman coupling EZ . At ν = 1 the exchange energy
dominates the gap. The splitting between the n = 0, ↑
and n = 0, ↓ levels (assuming that only these two are
occupied) is
∆ = E0(NF (↑, 0)−NF (↓, 0)) + EZ (5)
where the exchange integral is E0 =
∫
d2q
(2pi)2 v(q)e
−q2l2
0
/2.
Eq(5) shows that disorder can be expected to reduce
the gap [13]. If the disorder broadening of the LLs is
sufficient to make the single-particle states in n = 0, ↑
and n = 0, ↓ overlap, then the gap will be reduced when
compared to the clean limit according to Eq(5). However,
the band overlap will simultaneously decrease the spin
polarization. In order to see if this effect is operative in
real samples, one needs to look at the spin polarization.
Aifer et al [6] made measurements of the absolute
spin polarization near ν = 1 using an optical absorption
technique. Their data show a “flat top”, demonstrating
that for 0.95 ≤ ν ≤ 1.05 the sample is only 65% spin
polarized even at the lowest temperatures, with an esti-
mated error of 10% [21]. A similar feature has recently
been observed in optically pumped nuclear magnetic res-
onance (OPNMR) measurements [22]. Outside this range
of ν the data show unambiguous evidence for skyrmion-
induced depolarization [5,6,22]. Figure 1 shows our pre-
dictions for the spin polarization near ν = 1 for short
range + small amounts of long-range disorder. A Fang-
Howard form [23] for the interaction v(q) with width
b−1 = 0.5l0 was used to compute exchange integrals, the
n = 0, 1, 2 Landau levels were kept, and other parame-
ters appropriate to Sample A of Aifer et al [6] were used
(Bν=1 = 6.2T ).
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FIG. 1. Spin polarizations in a small range around ν = 1
for different combinations of short and long range disorder.
The legend shows the values (αs, αl). The polarization is
seen to be robust.
The lack of full polarization [6] shows that the
disorder-broadened n = 0, ↑ and n = 0, ↓ LLs do over-
lap, so by Equation (5) we can expect reductions of the
transport gap [7,8]. For definiteness, we will focus on the
data of Schmeller et al [8], who measured the transport
gap ∆ at ν = 1 as a function of the Zeeman coupling
EZ . There were two noteworthy features in their data.
Firstly, the largest gap they obtained (in the SI1 sample)
for ν = 1 (at EZ = 0.01EC) was approximately 0.25EC ,
almost a factor of two smaller than the smallest theoreti-
cal estimate for the transport gap [10–12]. Secondly, they
observed a high slope of ∆ at small EZ , and interpreted
the result as showing evidence for large skyrmions. If
skyrmions with s reversed spins are the charge carriers,
then the transport gap should behave as
∆(EZ) = ∆0 + sEZ (6)
Thus interpreted, the data suggest s ≈ 7 skyrmions.
Figure 2 shows the results of our self-consistent cal-
culations of the transport gap. Once again the Fang-
Howard form for the interaction with width b−1 = 0.5l0
was used, with the parameters appropriate to the SI1
sample (B⊥ = 2.3T ) of Schmeller et al [8]. Since the zero-
field mobilities of the SI1 sample (≈ 3.4 × 106cm2/V s)
[8] and Sample A of Aifer et al (≈ 3.2 × 106cm2/V s)
[6] are similar, we can roughly expect the same disorder
strengths in the two samples. Based on this expectation,
some of the same disorder strengths as in Figure 1 have
been used in Figure 2. We assume that the extended
quasiparticle states of the n = 0, ↑ and n = 0, ↓ LLs
lie at the respective band centers, defined as the energy
where the density of states of a particular band is the
maximum (this is exact when there is no LL mixing due
to disorder [24]). To conform to convention, based on
fitting to the form Rxx ≃ e
−∆/2T , the transport gap is
computed as twice the difference between the chemical
potential and the nearest extended state.
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FIG. 2. Transport gaps (in units of EC) as a function of
EZ/EC for some of the same combinations of disorder as
in Figure 1. Once again the legend indicates the values of
(αs, αl). The dashed line with slope s = 10 is a guide to the
eye.
As can be seen, every combination of disorder consid-
ered produces a high slope of ∆ vs EZ , and the slope is
almost independent of the magnitude of the gap in this
region of EZ . Similar results are obtained for other realis-
tic values of sample thickness b−1. If interpreted accord-
ing to Eq(6) this would correspond to s ≈ 10 skyrmions.
The implication here is that high slope seen in the data
could be the result of disorder + exchange, rather than
skyrmions. In fact, such an explanation was proposed in
earlier experimental work [7] which also saw high slopes
of ∆ versus EZ (s ≈ 6 − 20). Nicholas et al used an
empirical gaussian form for the DOS [7], while here we
obtain it from a self-consistent treatment of disorder and
interactions.
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FIG. 3. Transport gap (in units of EC) as a function of
EZ/EC for a sample near the spin-collapse transition. Very
high slopes, corresponding to s = 25 − 50 can be seen in
different parts of the numerical results. The dashed and
dash-dotted lines are guides to the eye. We have used
αs = 0.054, αl = 0.
Recently there have been reports of very large
skyrmions [25,26] (s in the range 36 − 50) for systems
with very small effective EZ . This can also be under-
stood within the context of our model. It was shown by
Fogler and Shklovskii [27] that as disorder increases be-
yond a critical value the exchange gap collapses (in the
absence of Zeeman coupling). Near the critical value of
disorder, even a small change in EZ makes a tremendous
difference in the transport gap. Figure 3 shows a plot
of the transport gap as a function of EZ . If the initial
slope is interpreted in terms of Equation (6) it would
correspond to very large skyrmions (s = 50). The slope
decreases with increasing EZ , as in the data [25,26].
Despite the semi-quantitative agreement with many
experiments at ν = 1, there are several caveats that
should be mentioned. We have ignored correlation effects
beyond Hartree-Fock. In addition to important quali-
tative phenomena such as the coulomb gap [28], these
effects can also decrease the transport gap [29]. In the
experimentally relevant range of sample densities these
effects are estimated to be unimportant for ν = 1, but
are significant for ν = 3 and higher [29]. Secondly, the
parallel field causes mixing between the different elec-
tric subbands, leading to modifications of the interaction
[30]. These effects are also expected to be more signifi-
cant for higher LLs. Finally, we have assumed that the
extended states lie at the band maxima. Numerical work
on noninteracting models with disorder shows that this
is a good approximation if LL mixing due to disorder
is weak, but fails for large LL mixing [24]. This effect
is also more significant at higher ν. In this context,
the transport gaps for ν = 3 have also been measured
as a function of EZ . A straightforward application of
the methods of this paper gives a high slope similar to
ν = 1, in agreement with earlier work (see Usher et al
[7]) but disagrees with other data [8]. It is possible that
the disorder + exchange mechanism does occur, but is
modified in a sample-dependent way by the other effects
mentioned above [29,30,24], which are all expected to be
substantially greater for ν = 3 than for ν = 1. Work is
in progress to take these effects into account [31] with a
numerical HF approach for concrete disorder realizations
[32].
If one assumes that the disorder + exchange mech-
anism is the dominant one for ν = 1, there are some
interesting consequences. The slope of the transport gap
as a function of EZ is consistent with skyrmions being
invisible in transport at ν = 1. However, from polar-
ization measurements [5,6,22] we know that skyrmions
depolarize the system away from ν = 1. This means that
skyrmions, if they do exist at ν = 1, must be localized.
This is plausible, since skyrmions are extended objects,
and therefore their “hopping” requires many spin over-
laps. These overlaps are presumably reduced by disor-
der, possibly leading to skyrmion localization. In fact,
the most recent OPNMR measurements [22] are consis-
tent with skyrmion localization in a small range around
ν = 1, though the analysis is complicated by wavefunc-
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tion and polarization profiles perpendicular to the 2DEG
[33].
In summary, the interplay between disorder and ex-
change [13], when treated in a self-consistent disorder-
averaged Hartree-Fock approximation, can provide a con-
sistent account of many of the experimental observations
at ν = 1 [6–8,25,26]. This approach offers an alterna-
tive interpretation of the transport data [7,8,25,26] which
does not include skyrmions, and suggests that skyrmions
may be localized [22] and hence invisible in transport.
In order to test the model rigorously, it would be very
helpful to have measurements of transport gaps and spin
polarization on the same sample at ν = 1. More work
is needed at higher ν to tease apart the confounding ef-
fects of Landau level mixing due to disorder, correlation
effects, and effects due to the parallel field.
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