1 Supplementary Methods
Overall description
The algorithm works by taking a vector of three numbers representing the desired proportion of the final data set:
• microbial contamination
• endogenous DNA
• contamination from the same species.
For ancient hominin samples, the contamination from the same species can be viewed as contamination stemming from present-day humans involved in excavation, handling and/or extraction of DNA. Gargammel users are required to provide the genome files in fasta format of the genomic references representing all three sources of DNA fragments. Alternatively, when complex microbial communities are to be simulated, users can also provide a vector, 'all taxa.tsv', of microbial abundances from metaBIT [20] and closely-related genomes will be automatically fetched from NCBI using the retrieveFromMetabit script, which is provided with gargammel. Additionally, the software package provides a script named ms2chromosomes.py, which enable users to run Hudson's ms [13] to create an input in terms of contaminant and endogenous genomes to be used as input for gargammel. This script simulates a simple 2 population model and transforms the resulting coalescence tree into sequences using seq-ren [25] . The first population represents a diploid endogenous organism while the second represents the contaminating population source. The Supplemental sections 2.5 and 2.6 provide explicit examples on how the retrieveFromMetabit and ms2chromosomes.py scripts can be used.
The algorithm underpinning gargammel proceeds by calculating the number of fragments to extract from all three databases given their relative genome size to achieve the desired fragment composition. Fragments are then extracted from the genome files (if requested, with respect to desired size distributions -see section 1.3 below), ancient DNA (aDNA) damage is added, and sequencing adapters are appended at the ends. Finally, sequencing errors along with corresponding quality scores are added as to produce a set of simulated Illumina reads that could have been obtained for ancient material.
Gargammel is composed of various programs written in C++. The overall driver script is written in Perl. A flowchart representing the 3 main programs constituting gargammel is presented in Supplementary Figure 1 . The various underlying programs can also be used independently by users to create their own custom workflow (see Supplementary Table 1 ). Our software is meant to be used via the command line and was tested on Linux and MacOS.
program input output fragSim fasta reference aDNA fragments deamSim aDNA fragments deaminated aDNA fragments adptSim deaminated aDNA fragments raw Illumina sequences ART raw Illumina sequences Illumina reads
Supplementary Table 1 : Sub-programs embedded within the gargammel pipeline. The formats of input and output files are indicated. Illumina reads include the sequence with some potential sequencing errors and corresponding quality scores whereas raw Illumina sequences designates the raw sequencing templates (amplified aDNA fragment plus possible adapters)
Producing an example of a set of microbial genomes
To simulate an example of microbial sequences from an empirical dataset, we used DNA fragments prior to alignment from the CL32 and C28 libraries of the Clovis individual from [26] were used as input for metaBIT [20] to infer the metagenomic composition. A total of 32 microbial species were The initial fragments are generated using fragSim. Deamination can be added using deamSim. Finally, the Illumina sequencing adapters can be added using adptSim and are used as input for ART, an Illumina sequencer simulator.
identified using a 0.1% threshold of minimal abundance. The retrieveFromMetabit script provided with gargammel allows users to automatically download the reference genomes for the identified species to be used as a source of microbial contamination by gargammel. The script retrieveFromMetabit takes the tabulated taxonomic abundances 'all taxa.tsv' file produced by metaBIT [20] as input. In addition to downloading the requested reference genomes of the identified microbial species (and required by gargammel), it also produces a file named 'list' containing assembly names and relative abundances of the downloaded microbes. In case of unclassified taxa on the species level, relative abundances of identified species in the 'list' file are scaled to sum to one. The 'list' file is used by gargammel to reflect the simulated microbial content.
The microbial community from 2 empirical samples (the 12.8 kyr-old Native American Clovis individual from [26] and the 36.8 kyr-old Kostenki K14 individual from [34] ) are available with gargammel to provide users with examples.
Simulating DNA fragmentation
As DNA degrades over time, the aDNA molecules that are extracted from subfossils are heavily fragmented. Gargammel allows users to select the size of fragments either by specifying a fixed fragment size or by providing an empirical distribution of fragment sizes. In the latter case, the distribution is provided as a text file where each line indicates the size of an individual fragment and its relative frequency. During simulations, fragments of a specific length will be generated with a probability corresponding to their relative frequency defined in the text file. Additionally, the user can also provide the location and the scale parameters of a log-normal distribution. These parameters can be obtained using a maximum-likelihood fit of a log-normal distribution on a set of empirical aDNA fragment lengths. For instance, this can be done using the "fitdistr" function in from the Fitdistrplus package 1 in R. Please note that this fit on the empirical distribution needs to be performed prior to length filtering and is not applicable if single-end reads were used (as the full size distribution of aDNA templates can then not be fully characterized). To simulate the computational processing that is routinely done in aDNA research, gargammel offers the possibility to discard fragments that are smaller than a certain length (e.g. 35bp as done in [16, 33] ).
To illustrate the use of an empirical size distribution, we provide an example of a text file containing empirical fragments lengths and their frequency from the Ust'-Ishim study [5] as part of the package (file: src/sizedist.size.gz). The leftmost coordinate is taken at random using a uniform probability distribution. The length of the simulated fragment is then used to dictate the rightmost position. Finally, either the plus or minus strand is selected each with equal probabilities of 0.5.
The initial empirical fragment size distribution can depend on the software used for adapter removal and overlap merging as some procedures are more sensitive than others [32] . Some programs might skew the distribution towards shorter or longer fragment sizes and contain residual adapter sequences [37] . We therefore recommend that users apply the same trimming software on the final simulated data as the one originally used on the empirical data for obtaining the fragment size distribution to minimize any possible biases.
Simulating DNA base composition
Several studies have reported that the base composition at 5' and 3' ends of aDNA fragments depart from the average genomic composition [1, 14] . Gargammel allows users to input a specific base composition profile for the 5' and 3' ends. Such base composition can be directly obtained from empirical data using the "dnacomp.txt" file produced by mapDamage2 [14] . These base compositions are simply the frequencies of the 4 nucleotides {A, C, G, T } at a given position with respect to aDNA fragments. Empirically speaking, these frequencies represent the composition around DNA breaks.
The fragSim module attempts to model the desired base composition using the following procedure:
• randomly select a fragment of a certain length (see section 1.3 for more details about fragment length distribution).
• compute the probability p of observing this fragment under the empirical base composition.
• accept this fragment with probability p, reject with probability 1 − p.
This heuristic allows fragSim to produce fragments with a base composition around the ends that matches the one observed empirically. 
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Supplementary Figure 2: A schematic representation of the notation used for the base composition around aDNA breakpoints. A certain fragment of length l, represented in the figure by a shaded rectangle, is randomly chosen on the reference genome. The probability of that specific DNA break, represented by the vertical arrows, occurring around the ends depends on the input base composition. In this example, only 2 bases adjacent to the breaks would be considered, these bases are represented in the figure by b i .
Once fragment F has been selected, the probability of observing its base composition around the break points needs to be computed. To achieve this, we cannot directly use the frequencies for the different bases provided by the user as the base composition of the genome might be different. For instance, if a genome shows equal frequencies for bases A, C, G, T (i.e. {0.25, 0.25, 0.25, 0.25} for each base, respectively) and the frequency at given certain position adjacent to a break is also {0.25, 0.25, 0.25, 0.25}, there is no preference for specific bases compared to the background. If however, the background genomic frequency is {0.30, 0.20, 0.20, 0.30} and a base frequency of {0.25, 0.25, 0.25, 0.25} is found next to a break, this indicates an enrichment for Cs and Gs and a depletion of As and Ts compared to the background.
To account for the background genomic base frequency, the base frequency of base b at position i, denoted F i (b), has to be scaled. Let f i (b) be this new scaled frequency to be used for simulations. Let the background frequency of base b be F (b), the new scaled frequency of base b at position i is given by: 
25, the base composition at the ends of the selected fragments will not have any preference for any particular base and every generated fragment will show an equal probability p of being accepted. These fragments will simply revert to the genomic background of the genome used as input. Using the scaled frequencies, the probability of observing the base composition for fragment F, denoted p, can be computed. If we only consider 1 base before and after the 5' and 3' ends, we only consider the following bases
. The probability of observing the fragment given the base composition is obtained by multiplying the base frequencies:
If more bases adjacent to the 5'/3' breaks are considered, further terms are added to equation 2. Finally, fragment F is retained with probability p and rejected with probability 1 − p. This heuristic allows users to create simulated aDNA fragments with a base composition corresponding to those observed empirically. A drawback of this method is that the acceptance probability p will decrease with the total number of bases considered that are adjacent to the breaks. This entails that more fragments will be discarded thus resulting in greater runtimes but in more realistic aDNA breakpoints (see results in subsection 2.2 for greater details).
Simulating ancient DNA damage
After death, cytosine residues tend to lose their amine group and are converted into uracil residues [11] . As a result of nick fill-in steps during library construction and further template amplification, uracil residues will be observed as thymines [1] . The two main protocols for the sequencing of aDNA namely the double-strand [21] and single-strand protocols [7] result in different damage patterns [29] . Gargammel allows users to input the parameters of the mapDamage2 [14] model to simulate damage consistent with a double strand library preparation. The software also allows users to provide a substitution matrix that is applied to the aDNA fragments to simulate empirically observed substitution rates due to post-mortem damage. Deamination is applied to each base independently of one another.
Simulating polymerase induced GC bias
Multiple factors, including the type of DNA polymerase used during library amplification [3, 4] as well as the sequencing technology itself [24] , can induce a GC bias in the recovered population of DNA sequences. We therefore added the possibility of modeling GC bias in the fragSim module. This bias is modeled at the initial stage where fragments are selected by computing the probability, denoted P [F] , that a fragment F is finally amplified and sequenced in the final sequencing run. More specifically, this probability is quantified as follows:
where rate GC is the GC count for F. The prior on the value of rate GC is obtained using a normal distribution of GC content for random fragments from the genome. The likelihood P [F|rate GC ] is computed using a logistic function:
where the term b GC is a model parameter to account for the GC bias. The resulting logistic function and various levels of GC bias are plotted in Supplementary Figure 3 . Finally, the fragment is accepted with probability P [F] and produced as part of the final output. 
Simulating the Illumina sequencing process
Currently, our package uses the Illumina platform as it is the most commonly used platform for aDNA projects [28] . Gargammel simulates the sequencing starting from the 5' end followed by paired-end turnaround and sequencing from the 3' end of the fragment. Our package also allows for single-end sequencing. If the fragment length is less than the desired read length, sequencing adapters are then appended at the end of the fragments. For longer fragments, it is also possible to have an overlapping portion of the forward and reverse sequencing reads (this only applies when simulated fragments are shorter than twice the read length).
To generate platform-specific sequencing errors, gargammel uses the ART simulator [12] . This software can generate error profiles consistent with many of the most commonly used Illumina platforms (e.g. Genome Analyzer II, HiSeq 2500). Each base is also assigned a quality score reflecting the probability of a sequencing error. The resulting fastq files are then produced as the final output of our simulation pipeline.
Supplementary Results

Simulated DNA fragmentation
To evaluate the ability of the fragSim subprogram to produce realistic fragment size distributions, the length of 50k empirical fragments from the Ust'-Ishim individual [5] was measured. The resulting length distribution was used to simulate aDNA fragments by either:
1. By sampling a fragment size from the empirical distribution (using option "-s") 2. By using a log-normal distribution that approximates the one observed empirically (using option "-loc 4.046626 -scale 0.42017143")
In both cases, 50k fragments were generated and the option "-m 35" was used to limit the fragments produced to those longer than 35bp, as performed in the original publication [5] . The fragment lengths distribution for both the empirical and simulated datasets are shown in Supplementary Figure 4 . Our results show that fragSim can produce realistic fragment size distributions for simulated datasets. We repeated the same procedure using the size distribution of the aDNA fragments recovered from a ∼5.2 kyr-old horse [19] , as the latter showed the strong 10-bp periodicity pattern that has been proposed to reflect nucleosomal DNA protection [23, 9] . As expected, our results show that for irregular distributions, modeling the fragment lengths with a log-normal distribution does not accurately match the original empirical one (see Supplementary Figure 5 ). However, selecting simulated fragments (options "-s") from the original empirical distribution results in an appropriate match to the empirical one. This shows the versatility of gargammel to emulate complex empirical size distributions. Empirical versus simulated aDNA fragment size distribution for aDNA fragment lengths with a high 10-bp periodicity. The spike around 85bp is unlikely to be caused by incorrectly merged reads since 98 cycles were used in the original Illumina sequencing run and since this enrichment is also observed for fragments of length 84bp and 86bp.
Simulated DNA composition at the end of fragments
The base compositions of aDNA fragments for two anatomically modern individuals, the 10.3 individual from [6] and the Ust'Ishim individual from [5] , were evaluated using mapDamage2.0 [14] . For computational efficiency, only a random subset of one million fragments aligned against chromosome 21 was considered. The resulting base composition was used by gargammel to model one million fragments from chromosome 21 using the fragSim subprogram. The program was rerun using the "-dist" option by considering between 0 and 10 flanking genomic bases, located prior to and following template termini. The generated fragments were then aligned using BWA v.0.5.10 [18] with the following options: "-n 0.01 -o 2 -l 16500" (see [31] for a review of the sensitivity of BWA for aDNA). Using mapDamage2.0, we then evaluated the base composition of the simulated fragments to test whether the simulated base composition would be similar to the empirical one. Furthermore, the time taken by the program was also evaluated when running fragSim on a computer with single AMD Opteron processor 2.3GHz CPU and 128G of RAM (see Supplementary Table 2 ). As the fasta references are memory mapped for speed, we recommend running gargammel on a computer with at least 10G of RAM.
Visual inspection indicates that the base compositions of the simulated fragments look very similar to the empirical ones for the bases that were considered (see Supplementary Figure 6 for the 10.3 individual and Supplementary Figure 8 for Ust'-Ishim). As expected, both tests reveal that the greater amount of bases that are considered on genomic flanking regions, the closer the base composition of the simulated aDNA fragments matches the empirical one. Runtimes reveal that greater accuracy comes at a cost as the runtime increases with the number of bases considered (see Supplementary Table 2 ).
Accounting for GC biases
As a DNA polymerase biased against high GC-content was used in the Ust'Ishim study (the AccuPrime Pfx DNA polymerase; [5] ), the background base composition is enriched for A/T and depleted for C/G thus resulting in a slight discrepancy [4] .
A separate maximum-likelihood method was implemented to estimate b GC , the GC bias parameter defined in Supplementary Section 1.6, for both empirical samples independently. Briefly, this method finds the most likely value for b GC such that the GC content of a dataset simulated in absence of GC bias would be observed as the empirical GC distribution.
To model the bias induced by the polymerase, the maximum-likelihood estimate of the GC bias parameter for the Ust'Ishim data of 12.0 was used by fragSim and the simulation was repeated. Results show that the discrepancy between the simulated and empirical base composition is reduced when a simulated GC bias factor is used (see Supplementary Figure 9 ). The maximum-likelihood estimate for the data from the 10.3 individual (amplified with Accuprime Pfx DNA polymerase) gave a GC bias of 5.6. The simulation done for the base composition for the 10.3 individual was repeated using a GC bias of 5.6. This correction improved the fit of the simulated and observed data (see Supplementary Figure 7 ).
Supplementary Figure 7:
The simulated (colored datapoints) versus the empirical (gray) base composition for the 10.3 individual from [6] Runtime as a function of the number of bases that were considered. The probabilistic algorithm used discards a higher fraction of fragments as the number of considered bases increases thus resulting in higher runtimes.
Supplementary Figure 9:
The simulated (colored datapoints) versus the empirical (gray) base composition with GC correction for the Ust'-Ishim individual from [5] where the DNA polymerase used for this study showed a GC bias. The GC bias correction factor used was 12 as determined via a maximum-likelihood estimate performed on the empirical sample.
Simulated GC-bias
To measure the effect of using a GC-bias term as described in section 1.6, fragSim produced 1M fragments from chromosome 21 with various values of the bias parameter b GC . The result of this parameter on the GC distribution can be seen in Supplementary Figure 10 . As the GC-bias parameter increases, the more the distribution shifts towards a lower GC content. To provide a comparison with an empirical sample, the distribution of the GC content for the Ust'-Ishim sample was also plotted. For this sample, the maximum-likelihood estimate of the GC bias parameter was b GC =12. At b GC = 0 (green) the GC content is the one of the reference genome. The GC bias and the preference for AT-rich fragments increase with increasing values for the b GC parameter. To provide a comparison for those GC content distributions for simulated sets to an empirical one, the GC content distribution (one million fragments) of the Ust'Ishim individual is also plotted.
Simulated DNA damage
To evaluate the accuracy of the deamination produced by the deamSim subprogram, one million fragments were randomly selected from chromosome 21 and deamination was added in silico. Deamination was added according to the empirical rates observed in three different studies to show the versatility of the program. First, we used the sequence data underlying the genome sequence of a heavily deaminated sample, ATP2 from [8] , that had been sequenced using a double-strand protocol. Secondly, The La Braña individual [30] , also sequenced using a double-stranded DNA library construction protocol but showing less DNA damage. Finally, we also considered the sequence data underlying the Ust'Ishim individual [5] , a sample with low levels of damage that had been treated using the USER enzyme mix [2] (a mixture of Uracil DNA Glycosylase and endonuclease VIII) and sequenced with the single-strand protocol described in [7] .
For all three samples, the rate of base substitutions due to aDNA damage was evaluated for each individual separately, using mapDamage2 [14] . These rates were then used by fracSim to add damage to the one million fragments. Subsequently, the 3 different simulated sequence sets were mapped back to chromosome 21 using BWA v.0.5.10 [18] with the following options: "-n 0.01 -o 2 -l 16500". Empirical and simulated nucleotide misincorporation profiles are shown in Supplementary  Figures 11-13 . Our results show a high level of correlation between the empirical rates of damage and the simulated ones on a per sample basis . The plots were obtained using mapDamage2.0 [14] . Figure 11 : Simulated rates of aDNA damage (bottom) versus the original empirical rate of damage (top). Empirical rates of damage were taken from a 4.5k-year-old human ("ATP2") sequenced with a double-strand library protocol. The empirical sample had high levels of aDNA damage. The C to T substitutions are represented in red, the G to A substitutions are shown in blue and the remaining substitutions in grey. Figure 12 : Simulated rates of aDNA damage (bottom) versus the original empirical rate of damage (top). Empirical rates of damage were taken from a 7k-year-old human ("LaBrana") sequenced with a double-strand library protocol. The empirical sample had medium levels of aDNA damage. The C to T substitutions are represented in red, the G to A substitutions are shown in blue and the remaining substitutions in grey. Figure 13 : Simulated rates of aDNA damage (bottom) versus the original empirical rate of damage (top). Empirical rate of damage were taken from a 45k year old human ("Ust-Ishim") sequenced with a single-strand library protocol with USER treatment. The empirical sample had low levels of aDNA damage. Please note the Y-axis scale is different from Supplementary Figures 11 and 12 as DNA damage rates are less pronounced. The C to T substitutions are represented in red, the G to A substitutions are shown in blue.
Supplementary
Test case 1: impact of contamination on D-statistics
As a test case, we evaluated the impact of present-day human contamination on the outcome of admixture tests based on the D-statistics [22] . It is important to highlight that the goal of the test is not to make any general claims about the amount of present-day human contamination needed to create a spurious signal of admixture. To achieve this, a greater number of variables will still need to be considered such as the depth of coalescence, rates of contamination and the total number of alignment fragments. Our goal here is simply to illustrate one of the many possible utilizations of gargammel, namely its ability to allow the user to measure the impact of aDNA idiosyncrasies on downstream analyses. Briefly, we used ms to simulate genomic data for 5 lineages, including one outgroup, two ancient individuals and two modern-day contaminants. More specifically, we have:
• "endogenous": Representing the actual endogenous or archaic individual
• "n endogenous": A neighboring or closely related individual to the endogenous one For all lineages except the "outgroup", 2 individuals were generated as to simulate a diploid genome per population. Within a given population, lineages were joined after 0.15 units of coalescence. To put this framework in the perspective of human history, previous studies have used 0.1125 for the joining of Africans and non-Africans lineages and 0.3 for present-day humans and Neanderthal populations [36] . First, we generated set A by joining the contaminant and endogenous lineages at 0.32 units of coalescence and setting the outgroup at 6 units of coalescence. We also set θ to 20 as in [36] without any growth parameters using the following command: We created set B using the same conditions as for set A, except that we joined the outgroup at 3 units of coalescence: For each set, we then generated a total of 3,000 sequences using seq-gen [25] with an HKY model [10] , a length of 10kb per sequence and a branch length scaling factor of 0.00045.
The resulting trees computed using a maximum-likelihood criterion under the HKY model for the sequences generated for set A, B and C can be seen in Supplementary Figure 14 . We then used gargammel on the resulting data to simulate various levels of contamination: The command above was executed for various values of "[cont. rate]", representing the rate of present-day human contamination, ranging from 0 to 0.5 (ie. 50% contamination). The "minsize" parameter eliminates fragments with length less than 35bp. The location and scale parameters generate aDNA fragments with an average size of 64.7bp. Deamination was added using the BriggsJohnson model implemented in mapDamage2.0 with nick frequency = 0.03, geometric parameter for the length of overhanging ends = 0.4, probability of deamination in double-stranded parts=0.01 and 0.2 in single-stranded parts.
A single simulation to generate an average coverage of 3X for an approximate total of 1.4M DNA fragments took 131 minutes on a single AMD Opteron processor 2.3GHz CPU on a machine with 128G of RAM.
D-statistics in the form of (Outgroup,n contaminant; endogenous, n endogenous) were computed for each simulated dataset, aiming at measuring the possible impact of contamination levels. Negative statistics indicate an excess of shared derived polymorphisms between n contaminant and endogenous whereas positive statistics indicate such an excess between n contaminant and n endogenous. The D-statistics was computed using a base sampled at random without any base quality cutoffs. To mitigate the impact of simulated damage, the experiment is repeated using transversions only. Boostrap replicates were used to compute a Z-score.
Using set A (see Table 3 ), with no contamination, if all sites are considered, there is a spurious signal of admixture from the individual serving as proxy for the contaminant ("n contaminant") to the neighboring population of the endogenous ("n endogenous"). This is likely due to the fact that the overwhelming majority of segregating sites are ancestral in the outgroup (by definition) and all 3 remaining chromosomes (2 endogenous and 1 contaminant) are derived (ie. sites are in the form of AB;BB, where A corresponds to the ancestral allele and B the derived one). Ancient DNA damage can convert the endogenous chromosome, which carried at such sites the derived allele, into the ancestral allele, which introduces a spurious excess of one of the patterns considered in the calculation of the D-statistics (namely, AB;AB). This effect is only present when all mutation types are considered, as expected, and leads to significantly positive D-statistics at ∼15% of contamination.
For the given number of sites and given phylogenetic topology in the simulation, it is only from approximately 35% present-day contamination, that the D-statistics (Z≤-3) started showing evidence of gene flow between the contaminant and the endogenous sample. This effect was present when considering transversions only from approximately 30% contamination levels.
We then repeated the D-statistics calculation but restricting the analysis to fragments filtered for a post-mortem damage (deamination) score of 3 according to the methodology described in [35] . As no deamination was added to the contaminant fragments, such a procedure should enrich for endogenous fragments. If all types of segregating sites are included, the effect of having spurious signals of admixture from the n contaminant proxy to the neighboring population of the endogenous described above (n endogenous) is even more exacerbated due to an enrichment of deaminated fragments (Z>10.7). However, when restricting the analysis to transversions only, the previous signal of admixture observed when all fragments are considered is lost, leading to genuine outcomes for the admixture test. Thus, having even moderate amounts of present-day contamination can result in signals of admixture if all fragments are considered but restricting the analysis to likelydamaged fragments and transversions only has the potential to minimize this risk.
We then measured the impact of demographic parameters in set B, joining the outgroup twice as early with the remaining 4 lineages (see Supplementary Table 4) . No significantly positive Dstatistics values were found considering all fragments and all mutation types, due to the strong reduction of ABBB patterns simulated. Contamination rates from 20% and above affected the outcome of the D-statistics test, supporting some gene flow between the n contaminant and the n endogenous population. Additionally, the predictable loss of segregating sites under the simulated model resulted in D-statistics that are less consistent as the D-and Z-scores are more uneven when considering transversions only.
Conversely, set C sought to evaluate the impact on the D-statistics of a deeper joining between the contaminant and endogenous lineages. The expected greater number of segregating sites yields a much clearer picture than set A (and especially set B) . When restricting the analysis to transversions only, gene flow is inferred from ∼7% present-day human contamination. As the greater number of segregating sites gives a more consistent evaluation of the effect of present-day human contamination on the D-statistics, we thus recommend that, when shallower coalescence Phylogenetic trees of the sequences generated using simulations for sets A, B and C. The ancient sample (labeled "endogenous") has a neighboring population (labeled "n endogenous"). The present-day human contaminant (labeled "contaminant") has also a neighboring population (labeled "n contaminant") which was used as reference genome. A total of 2 individuals were simulated for every population as to simulated a diploid organism. Finally, a single individual (labeled "outgroup") was simulated to provide an outgroup.
times are to be explored, a greater number of simulations should be performed to measure the effect of contamination on the D-statistics. Value of the D-statistics for D(outgroup,n contaminant,endogenous,n endogenous) for set A at various levels of contamination. A negative D indicates gene flow from "n contaminant" to "endogenous" (see Figure  14) . The D-statistics is either computed on both transitions and transversions (TS+TV) or transversions only (TV only). The latter is performed to mitigate the impact of deamination on the D-statistics. The Z-score is reported in parentheses. A Z-score between -3 and 3 is generally is considered non-significant. Value of the D-statistics for D(outgroup,n contaminant,endogenous,n endogenous) for set C at various levels of contamination. Joining the contaminant and the endogenous sub-trees later results in a greater number of segregating sites and an increase of statistical power.
Test case 2: impact of microbial contamination on DNA fragment alignments
As a second test case, the impact of having large amounts of microbial contamination on DNA fragment alignments was evaluated. As endogenous genome, we used the genome of the Clovis individual from [26] . Genotypes were called from the aligned BAM files using samtools/bcftools [17] . Fasta files were inferred using the "consensus" command from bcftools and used as the endogenous source of DNA. The taxonomic profile of the microbial communities present in the DNA extract was obtained as indicated in Supplementary Section 1.2, using metaBIT [20] . The resulting microbial vector indicating detected microbial species and their relative abundance was used as the source of microbial contamination. Various levels of microbial contamination (denoted b) were simulated across a range of fragment lengths (denoted l).
A total of 2M DNA fragments were simulated using gargammel to generate a dataset representing an Illumina HiSeq 2500 sequencing run for those 2M fragments. The resulting simulated reads were treated similarly to an empirical aDNA dataset. More precisely, the simulated pairs of reads showing significant overlap were merged into a single DNA fragment using leeHom [27] using the "-ancientdna" option. The resulting data were mapped to the human reference using BWA v.0.5.10 [18] with the following options: "-n 0.01 -o 2 -l 16500".
As expected, the alignment statistics show that for very short fragments (e.g. 20bp), the rate of misalignment to the human reference is quite high even when filtering for mapping quality greater than 30 (see Table 6 ). However, having larger fragments (e.g. greater than 35bp) reduces the chance of misalignment to the human reference due to microbial contamination. The mapping quality reported by BWA does not take account aDNA damage when computing mapping qualities (see [15] for a discussion how to include this damage in a probabilistic framework while mapping). However, the objective of this section is to evaluate the impact of bacterial DNA fragments on mapping using the most common methodologies in aDNA research. The procedure described here can be easily implemented to select the minimal size threshold that best matches the molecular complexity found in a given sample for a specific mapping methodology. Table 6 : Tally of simulated aDNA fragments from either an endogenous or a microbial source aligning to the human genome reference.
The number of simulated reads that were merged into a single reconstructed fragment is in the third column. Only reads that were merged into a fragment were considered. The number in parentheses represents the fraction of the initial number of simulated fragments. 'l' and 'm' represent the fragment length and microbial contamination, respectively.
