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We analytically describe the decay to equilibrium of generic observables of a non-integrable system
after a perturbation in the form of a random matrix. We further obtain an analytic form for the
time-averaged fluctuations of an observable in terms of the rate of decay to equilibrium. Our result
shows the emergence of a Fluctuation-Dissipation theorem corresponding to a classical Brownian
process, specifically, the Ornstein-Uhlenbeck process. Our predictions can be tested in quantum
simulation experiments, thus helping to bridge the gap between theoretical and experimental re-
search in quantum thermalization. We test our analytic results by exact numerical experiments in a
spin-chain. We argue that our Fluctuation-Dissipation relation can be used to measure the density
of states involved in the non-equilibrium dynamics of an isolated quantum system.
I. INTRODUCTION
Ubiquitous to nearly all fields of the natural sciences
is the phenomenon of equilibration to a thermal state.
However, in the context of quantum systems a full under-
standing of thermalization has remained enigmatic. This
long-studied problem [1] has seen a resurgence of interest
in recent years [2–6], largely driven by the modern exper-
imental capability to study the unitary quantum dynam-
ics of closed systems [7–11]. Of particular interest is the
thermalization of initial pure-states, which cannot easily
be expected to equilibrate to some statistical ensemble.
This is the case treated in the present work.
On the theoretical side there have been advances in
two key areas: Typicality, and the Eigenstate Thermal-
ization Hypothesis (ETH). The typicality approach has
shown that most pure states of a large system correspond
to a local canonical ensemble in some small (with re-
spect to the total system size) subspace[12–15], whilst
the ETH has provided a mechanism for thermalization -
the eigenstates themselves form an effective microcanoni-
cal ensemble [16, 17]. This has been supported by a large
amount of numerical evidence [18–25].
Despite much recent progress on the understanding of
thermalization, there has been less work describing the
decay process [26–28] or the timescales of equilibration
[29]. We address both of these using a Random Ma-
trix Theory (RMT) model [16, 30], which the current
authors have recently shown reproduces the ETH ansatz
[31]. We describe the decay to equilibrium of generic non-
integrable quantum systems, and obtain an expression
for the time-averaged fluctuations of local observables in
terms of their rate of decay to equilibrium; thus observ-
ing an emergent classical Fluctuation-Dissipation Theo-
rem (FDT), analogous to those derived from a Langevin
∗Electronic address: C.Nation@sussex.ac.uk
†Electronic address: D.Porras@iff.csic.es
equation for Brownian motion.
FDTs describe a relationship between the linear re-
sponse of a system to some perturbation and its fluc-
tuations in thermal equilibrium [32]. An example that
is particularly relevant for this work is the case of an
Ornstein-Uhlenbeck process. This is a Brownian process
with diffusion constant D, where particle positions are
additionally subjected to a deterministic drift of the form
x˙ = −γx. The particle position is a stochastic variable
whose time-averaged fluctuations satisfy the relation [33],
〈x2〉 = D
γ
. (1)
In this work we show that the fluctuations of the ex-
pectation value of a local operator, 〈O(t)〉, of a quantum
chaotic system follows a similar relation, with D replaced
by the inverse of the density of states (DOS). Our result
radically differs from previous theoretical results linking
the quantum FDT for quantum fluctuations 〈∆O2〉 [34]
to linear response theory and the ETH [17].
This article is arranged as follows. In section II we
outline the physical scenario in question, our RMT ap-
proach [31], our key assumptions and their justifications,
and how the the ETH may be derived, and exploited,
from our methods. In section III we derive our main ana-
lytical result - an explicit expression for the equilibration
in time of generic observables towards their microcanoni-
cal average. In section IV, we see that exploiting a result
from [31], the results of section III provide a FDT for
chaotic quantum systems. To confirm the applicability
of our RMT description to realistic physical models, in
section V we present exact diagonalization calculations
of a quantum spin-chain, and apply this to a generalized
FDT section VI. In section VII we propose and numer-
ically simulate an approach to experimental verification
of our findings. Finally, we conclude in Section VIII. Var-
ious details and derivations are provided in Appendices.
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2Figure 1: Diagram depicting quench at t = 0 from H0 = HS+
HB to H = H0 + V , where V couples the system and bath.
The initial state is an eigenstate |φα〉 of H0 (this condition is
relaxed below).
II. RANDOM MATRIX THEORY APPROACH
TO QUANTUM THERMALIZATION
A. Physical Scenario
Our objective is to analyze the quantum dynamics of
a many-body system whose total Hilbert space, H, is
divided into two subspaces, H = HS ⊗ HB . HS is a
local Hilbert space corresponding, for example, to one or
a few sites in a quantum lattice system. HB is a larger
Hilbert space which will play the role of a finite many-
body quantum bath.
We investigate the case in which a non-interacting
Hamiltonian of the form H0 = HS +HB , is perturbed by
a term V to form a fully interacting Hamiltonian,
H = H0 + V. (2)
HS and HB in H0 act on Hilbert subspaces HS and HB ,
respectively, and V is an interaction term between the
system and the bath. The simplest situation that we
will consider is a quantum quench scenario, in which the
system is initially in an eigenstate of H0 at t = 0, as
illustrated in Fig. (1). We will see, however, that this
assumption on the initial state can be relaxed under cer-
tain conditions. The goal of this work is to understand
the general properties of the dynamics of an observable
O acting on HS .
In a non-integrable system a qualitative description is
obtained by replacing the coupling V by a random ma-
trix. Typically, V is the sum of a few products of local
operators which takes the form V =
∑
n gnOS,nOB,n,
where OS,n are local operators acting on HS , and OB,n
are local operators acting on HB . If the bath Hamil-
tonian, HB , is non-integrable, we expect that operators
OB,n are well described by Gaussian random matrices
(see for example [22, 24] for a recent numerical confirma-
tion), and as such a random matrix ansatz should also
be a good approximation for V .
Throughout this work we will consider a weak coupling
limit, such that we can assume that the random matrix
V is homogeneous. In general, one may expect that the
coupling matrix V has some structure, for example, ma-
trix elements Vαβ typically decay as a function of the
energy difference between states α and β. A reasonable
assumption is to consider that the matrix elements of V
are constant within a typical energy band of width ΓV .
The approximation of V as a homogeneous Gaussian ran-
dom matrix will be justified as long as Γ  ΓV , where
Γ is the energy scale associated to the system-bath cou-
pling. The weak coupling limit can be satisfied in the
case that HS describes an impurity weakly coupled to
a many-body bath described by HB . This limit is, how-
ever, not trivially fulfilled in the case that H represents a
homogeneous system. In this case, ΓV and Γ could be of
similar magnitude, since ΓV is associated to interactions
in HB , which in a homogeneous system would be simi-
lar in magnitude to the coupling term V . As explained
in Appendix A, our theory and general results could be
modified to account for this situation.
B. Random Matrix Model
The random matrix model under study is that used in
the pioneering work of Deutsch [16]. The spirit of this
approach is to model both H0 and V , as well as operators
describing local observables, by matrices that have the
same properties as the equivalent operators in physical
systems.
The non-interacting part in (2), H0, is modelled by a
diagonal matrix of size N , with N the total dimension of
the Hilbert space,
(H0)αβ = Eαδαβ (3)
where Eα = αω0, and ω0 = 1/N is the spacing between
energy levels, which is assumed to be constant. This
approximation will be relaxed later on by assuming an
energy-dependent density of states. The perturbation
term in Eq. (2) is modelled by a random matrix,
Vαβ = hαβ , (4)
where hαβ are independent random numbers selected
from the Gaussian Orthogonal Ensemble (GOE), such
that the matrix h has the probability distribution,
P (h) ∝ exp
[
− N
4g2
Trh2
]
, (5)
giving 〈hαβ〉 = 0, and 〈h2αβ〉 = g2/N for α 6= β, and
otherwise 〈h2αα〉 = 2g2/N .
From here on we denote the set of eigenstates of H
(interacting basis) by {|ψµ〉},
H|ψµ〉 = Eµ|ψµ〉, µ = 1, 2, . . . , N, (6)
and the eigenstates of H0 (non-interacting basis) by
{|φα〉}
H0|φα〉 = Eα|φα〉, α = 1, 2, . . . , N. (7)
3We can approximate Eµ = µω0, since the perturbation
is homogeneous, and thus will not change the average
spacing between energy levels. To simplify the notation,
we always refer to the non-interacting basis (interacting
basis) by indexes with Greek letters α, β, (µ, ν). Sums
over wavefunction indices in expressions below are always
understood to run over values 1, 2, . . . , N .
We define the interacting wavefunctions, cµ(α),
|ψµ〉 =
∑
α
cµ(α)|φα〉, (8)
where cµ(α) are random variables whose statistical prop-
erties depend on the properties of the random matrix V .
Deutsch [35] obtained an expression for the probability
distribution of eigenstates,
〈|cµ(α)|2〉V := Λ(µ, α) = ω0Γ/pi
(Eµ − Eα)2 + Γ2 , (9)
where Γ = pig
2
Nω0
[36], and 〈· · · 〉V denotes an average over
realizations of the random perturbation V . We assume a
feature of large random matrices known as self-averaging,
and replace summations over coefficients by their ensem-
ble average,∑
α···β
cµ(α) · · · cν(β)→
∑
α···β
〈cµ(α) · · · cν(β)〉V . (10)
This is a very common assumption in the treatment of
random matrices [37], and is well justified numerically for
this model in [31].
C. Correlation functions of quantum chaotic
wavefunctions
The RMT approach will allow us to express the dy-
namics of local observables in a non-integrable system in
terms of averages of products of random wavefunctions,
cµ(α). At first sight, a reasonable approximation would
be to consider that cµ(α) are independent Gaussian vari-
ables, such that any multi-point correlation function can
be simply obtained as a product of two-point correlations
for the form given by Eq. (9).
In Ref. [31] the current authors elaborated further on
a theoretical approach developed by J. Deutsch [16], and
extended it to include the effect of the orthonormality
between wavefunctions, which can be understood as an
effective repulsive interaction in a statistical theory of the
variables cµ(α). We showed that the inclusion of corre-
lations between cµ(α) is essential to obtain the correct
form of the ETH conjectured for off-diagonal elements of
generic observables, in agreement with Srednicki’s ansatz
[17]. We review this proof in detail in Appendices A and
B, and discuss here the most relevant results.
We focus here on two sets of correlation functions of
interest: 〈cµ(α)cν(β)cµ(α′)cν(β′)〉V for both µ = ν, and
µ 6= ν:
(i) For µ = ν we can show that the orthonormality con-
straint does not affect the calculation, such that the
coefficients may be treated as independent Gaussian
variables,
〈cµ(α)cµ(β)cµ(α′)cµ(β′)〉V =
Λ(µ, α)Λ(ν, β)δαα′δββ′
+Λ(µ, α)Λ(ν, α′)(δαβδα′β′ + δαβ′δβα′).
(11)
We will see that this term plays a role in the pre-
diction of time-averages of expectation values of ob-
servables 〈O(t)〉. We note that for this to reproduce
the expected microcanonical average, the contribu-
tions of the latter two terms in Eq. (11) must be
small, which is shown in Appendix B.
(ii) For µ 6= ν we find
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V = Λ(µ, α)Λ(ν, β)δαα′δββ′
− Λ(µ, α)Λ(ν, β)Λ(µ, α
′)Λ(ν, β′)
Λ(2)(µ, ν)
(δαβδα′β′ + δαβ′δβα′).
(12)
This case is especially relevant for non-equilibrium
dynamics, as it dictates both the equilibrium fluc-
tuations, as well as the decay to equilibrium of a
given observable O.
D. Assumptions on physical observables
A very non-trivial aspect of our theory is the introduc-
tion of matrices that model local observables in physical
non-integrable systems. We impose two conditions on a
Hermitian matrix, O, that are satisfied by local observ-
ables:
Sparsity.- We assume that, O, expressed in the non-
interacting basis, is represented by a diagonal matrix in
the non-interacting basis or, at least, by a matrix with
only a few non-diagonal entries. This implies that matrix
elements in the non-interacting basis, Oαβ := 〈φα|O|φβ〉,
can be written like
Oαβ =
∑
n∈NO
Oα,α+nδβ,α+n (13)
where NO is a set of NO integer values which determines
the non-diagonal finite matrix elements. The sparsity
constraint is satisfied if NO  N .
In a physical system the sparsity condition is fulfilled
as long as the observable O is defined on the local Hilbert
spaceHS . To see this more clearly, let us express the non-
interacting basis in the form of products of eigenstates of
HS and HB . We define |s〉S , with s = 1, . . . ,dim(HS),
as the eigenstates of HS with energy E
S
s , and |αB〉B ,
with αB = 1, . . . ,dim(HB), the set of eigenstates of HB ,
with energy EBαB . An eigenstate of the non-interacting
Hamiltonian is given by
|φα〉 = |s(α)〉S |αB(α)〉B , (14)
4where s(α) and αB(α) are the system and bath eigenstate
number of the non-interacting state α, respectively. The
energy of |φα〉 is
Eα = E
S
s(α) + E
B
αB(α)
. (15)
A local operator will only couple states with different
local quantum number s, and thus, Oαβ 6= 0 only if
Eα − Eβ = ESs(α) − ESs(β). (16)
In this case, O induces transitions between only a few
states that are separated by one of the possible gaps of
HS . Consider for example that HS is a local term in
a spin chain. Then a local operator, O = σz or σ+,
σ− will induce transitions only between non-interacting
states with a flipped local spin, such that NO = 3.
Smoothness.- In the following calculations we will have
to evaluate sums of observable matrix elements in the
non-interacting basis weighted by probability distribu-
tions. For this we will define a smoothed version of the
observable in the following way,
[Oα,α+n]µ :=
∑
α
Λ(µ, α)Oα,α+n. (17)
The quantity [Oα,α+n]µ represents the average of non-
interacting matrix elements along the n’th diagonal,
weighted by the Lorentzian function (9). We will refer to
the quantity [Oα,α+n]µ as the microcanonical average of
the matrix elements Oα,α+n around the energy Eµ. This
average is well defined as long as (see below),
Γ
ω0
 1,
Γ2
d2
dE2µ
[Oα,α+n]µ  1. (18)
The first condition implies that a large number of matrix
elements are averaged in the sum in Eq. (17). The sec-
ond conditions implies that the average [Oα,α+n]µ varies
smoothly as function of the energy Eµ.
The smoothness conditions (18) imply that, to a good
approximation, we can substitute the matrix elements
Oα,α+n by their smoothed version, [Oα,α+n]µ, whenever
matrix elements appear within summations over a large
number of states. Imagine for example that we have a
function Fα0(α), which is centred around α = α0 and has
an energy width ΓF , when expressed as a function of Eα.
The smoothness condition implies that∑
α
OααFα0(α) ≈ [Oαα]α0
∑
α
Fα0(α), (19)
provided that the variation of [Oαα]α0 as a function of
Eα0 can be neglected within an energy interval of width
ΓF .
In practice, in the following calculations, matrix el-
ements will always be evaluated in products with func-
tions of typical width Γ. Hence, we observe that averages
such as Eq. (17) can be seen as a microcanonical aver-
aging of the matrix elements Oα,α+n around the central
energy Eµ. Our calculations going forward require that
this average changes slowly over the width Γ of Λ(µ, α).
Indeed, the conditions, (18), under which the smooth-
ness assumption holds can be understood by considering
the values Oαα as random numbers with a mean value
O(α) = Oαα. This is obviously a rough approach to the
study of the values of an observable in the non-interacting
basis. However, this method will allow us to understand
the conditions under which the smoothness assumption
is satisfied.
Consider a certain probability function pα0(α) centred
around the value α0, normalized with a width γp such
that ∑
α
pα0(α) = 1,∑
α
pα0(α)(α− α0) = 0,∑
α
pα0(α)(α− α0)2 = γp. (20)
We want to quantify to what extent the following ap-
proximation holds,∑
α
Oααpα0(α) ≈ O(α0). (21)
We thus calculate the variance
∆2O =
(∑
α
Oααpα0(α)−O(α0)
)2
. (22)
Now, by expanding Eq. (22),
∆2O =
∑
αβ
α6=β
OααOββpα0(α)pα0(β) +O(α0)2
+
∑
α
(Oαα)2pα0(α)
2 − 2O(α0)
∑
α
Oααpα0(α)
=
∑
α
(
(Oαα)
2 −O(α)2
)
pα0(α)
2
+
(∑
α
O(α)pα0(α)−O(α0)
)2
:= ∆2O,1 + ∆
2
O,2
(23)
where to arrive at the second equality we add and sub-
tract the term
∑
αOαα
2
p(α)2α0 , and further use that that
OααOββ = O(α)O(β) for α 6= β.
Deviations from the approximation (21) therefore come
from two terms: (i) ∆O,1, which depends on both the
variance of Oαα, and p
2
α0 . The variance of Oαα will be
bounded for spin operators by 1, whereas
∑
α pα0(α)
2 is
of order 1γpDα0
, where Dα0 is the DOS at the peak of
the distribution pα0(α). (ii) ∆O,2, which assuming that
5O(α) is almost constant within an interval γp, can be
approximated around α0 in the form of a Taylor series,
O(α) ≈ O(α0)+O′(α0)(α−α0)+(1/2)O′′(α0)(α−α0)2,
such that
∆2O,2 ≈ O(α0)
∑
α
pα0(α) +O′(α0)
∑
α
pα0(α)(α0 − α)
+O′′(α0)
∑
α
pα0(α)(α0 − α)2 −O(α0)
=
1
4
O′′(α0)2γ4p .
(24)
Therefore, we see that ∆O,2 is simply the variation in O
over the width γp. Thus, we recover the conditions of Eq.
(18).
These considerations thus validate our intuition that,
as long as the mean value of Oαα varies slowly with
respect to α, matrix elements Oαα can be substituted
by their average within summations over a large enough
number of states in the non-interacting basis.
The smoothness condition is very reasonable when con-
sidered together with the sparsity condition above. Con-
sider the product state basis defined in (14). A local
observable can be written as O = OS ⊗ 1B . Diagonal
matrix elements, for example, are given by
Oαα = (OS)s(α),s(α)δαB(α),αB(α), (25)
which implies that these matrix elements of the local op-
erator OS are distributed along the diagonal of O, in an
order that will be determined by the energy ordering of
states |φα〉.
E. Eigenstate Thermalization Hypothesis
The assumptions on observables detailed above may be
exploited to derive both the diagonal, and off-diagonal
parts of the ETH, the form of which is given by Sred-
nicki’s ansatz [17]:
Oµν = O(E) + 1√
D(E)
f(E,ω)Rµν , (26)
where O(E) and f(E,ω) are smooth functions of their
respective arguments, E =
Eµ+Eν
2 and ω = Eµ − Eν ,
D(E) is the density of states, and Rµν is a stochastic
variable of mean zero and unit variance. Each term of the
ETH is derived in Appendix B, for observables satisfying
sparsity and smoothness conditions.
To describe the process of quantum thermalization
consistently, both diagonal and off-diagonal elements of
observables play important roles. We will see that the
off-diagonal elements dictate both the route to equilib-
rium, as well as the time-averaged fluctuations, and are
thus the main focus of our work. The diagonal elements,
however, dictate the equilibrium value of a given observ-
able, and are thus similarly indispensable for a consistent
theory of thermalization. For the diagonal elements, our
RMT predicts that
Oµµ ≈ [Oαα]µ, (27)
where [Oαα]µ is given in Eq. (17) with n = 0, and
|Oµν |2µ6=ν ≈
∑
n
anΛ
(2)(µ, ν − n), (28)
where we define
Λ(n)(µ, ν) :=
ω0nΓ/pi
(Eµ − Eν)2 + (nΓ)2 , (29)
and
an =
[∆O2αα]µ := [O2αα]µ − [Oαα]
2
µ if n = 0
[O2α,α+n]µ˜ otherwise.
(30)
Here the microcanonical averages of matrix elements are
centred around µ = (µ+ ν)/2, and µ˜ = (µ+ ν −n)/2 re-
spectively. We thus see that off-diagonal matrix elements
|Oµν |2µ6=ν are described by Lorentzians of width 2Γ [31],
with peaks at energies En = ω0n separating those states
coupled by O.
In Appendix B, we further show that the form obtained
for the diagonal elements, Eq. (27), obtains the correct
long-time average for observables. For the remainder of
this work, we focus on the role of off-diagonal elements,
which are the key aspect that determine both the route
to equilibrium, and the fluctuations thereafter.
In Eqs. (27) and (28), and in the rest of this work,
we use ”≈” as an approximation that is valid to leading
order in ω0Γ .
III. TIME-DEPENDENCE OF OBSERVABLES
From the details outlined above, we are now able to de-
rive the full time dependence of observables satisfying our
physical conditions. We will further see that important
features of thermalization may be observed even without
appeal to our conditions on observables, but are rather
more generic. A full account of the dynamics of ther-
malization is revealed by application of the sparsity and
smoothness assumptions of Section II D, as well as the
self-averaging property of random matrices, Eq. (10).
We consider the time evolution of an observable O,
starting from an arbitrary initial pure state,
|ψ(0)〉 =
∑
α0
ψα0 |φα0〉, (31)
where {|φα0〉} labels the basis of eigenstates of the non-
interacting Hamiltonian H0. We begin by defining the
quantity
∆O(t) := 〈O(t)〉 − 〈O(t)〉, (32)
6Figure 2: Time dependence of the Spin-Chain described be Eq. (47) using Exact Diagonalization (blue line) for initial
eigenstates of H0 = HS +HB , | ↑〉S |φα〉B [left column, (a), (c), (e)], and initial product states | ↑〉S | ↑, ↓, · · · 〉B [right column,
(b), (d), (f)]. System fields are B
(S)
z = 0.8, and B
(S)
x = 0 [top row, (a), (b)] and B
(S)
x = 0.8 [middle and bottom rows
(c)-(f)]. Our RMT result of Eq. (40) (red dot-dashed lines) is shown as a fit to obtain Γ. 〈O(t)〉0 = 1 in (a), (b) is given
by Eq. (D6) in (c), (d) and by the analogous expression to that in (D6) for σ
(S)
x in (e), (f). Other parameters used are
N = 13, J
(SB)
x = 0.4, Jx = 1, B
(B)
z = 0, B
(B)
x = 0.3, J
(SB)
z = 0.2, Jz = 0.
where
〈O(t)〉 := lim
T→∞
1
T
∫ T
0
dt〈O(t)〉. (33)
We may then write, assuming that the energies Eµ are
non-degenerate,
∆O(t) =
∑
α0,β0,
α,β
∑
µ,ν
µ6=ν
ψα0ψ
∗
β0cµ(α0)cν(β0)cµ(α)cν(β)
×Oαβe−i(Eµ−Eν)t.
(34)
Now, assuming self averaging, we treat the observable
as equal to its ensemble average, such that ∆O(t) =
〈∆O(t)〉V . We then find
∆O(t) =
∑
α0,β0,
α,β
∑
µ,ν
µ 6=ν
ψα0ψ
∗
β0〈cµ(α0)cν(β0)cµ(α)cν(β)〉V
×Oαβe−i(Eµ−Eν)t.
(35)
We thus observe that the time evolution may be writ-
ten in terms of the four-point correlation function
〈cµ(α0)cν(β0)cµ(α)cν(β)〉V of the off-diagonal (µ 6= ν)
terms only. This correlation function was found in Ref.
[31], and is given in Appendix A, Eq. (A4). Substituting
this into Eq. (35), we have,
∆O(t) =
∑
µ,ν
µ6=ν
[ ∑
α0,β0
ψα0ψ
∗
β0Oα0β0Λ(µ, α0)Λ(ν, β0)
−
∑
α0,α
|ψα0 |2Oαα
Λ(µ, α0)Λ(ν, α0)Λ(µ, α)Λ(ν, α)
Λ(2)(µ, ν)
−
∑
α0,β0
ψα0ψ
∗
β0Oα0β0
Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)
Λ(2)(µ, ν)
]
× e−i(Eµ−Eν)t.
(36)
Now, noting that for the bulk states we analyze we
have Λ(µ, α) = Λ(µ− α), we may evaluate the first term
in (36) by defining µ˜ = µ− α0, ν˜ = ν − β0, and thereby
7obtain∑
α0,β0
ψα0ψ
∗
β0Oα0β0e
−i(Eα0−Eβ0 )t
∑
µ˜,ν˜
Λ(µ˜)Λ(ν˜)e−i(Eµ˜−Eν˜)t
= 〈O(t)〉0e−2Γt,
(37)
where 〈O(t)〉0 is the evolution of the observable O under
the non-interacting Hamiltonian H0, and we have taken
the continuum limit of the summation
∑
µ˜ →
∫ dEµ˜
ω0
,
such that we obtain Fourier transforms of each Λ, which
results in the exponentially decaying factor.
We stress here that Eq. (37) did not require any as-
sumption on the observable O, only the self-averaging
property. We comment further on the implications of
this at the end of this section.
Now, to evaluate the second term in (36) we require
the smoothness condition (see Section II D). Explicitly,
applied here, this can be seen as the removal of the micro-
canonical average of matrix elements from a summation
of the form
∑
αOααΛ(µ, α)Λ(ν, α) ≈ [Oαα]µΛ(2)(µ, ν),
with µ = µ+ν2 . We thus see that the second term in (36)
is given by
∑
µ,ν
µ6=ν
∑
α0
|ψα0 |2Λ(µ, α0)Λ(ν, α0)
∑
αOααΛ(µ, α)Λ(ν, α)
Λ(2)(µ, ν)
× e−i(Eµ−Eν)t
=
∑
µ,ν
µ6=ν
∑
α0
[Oαα]µ|ψα0 |2Λ(µ− α0)Λ(ν − α0)e−i(Eµ−Eν)t
≈ [Oαα]α0
∑
µ˜,ν˜
µ˜6=ν˜
∑
α0
|ψα0 |2Λ(µ˜)Λ(ν˜)e−i(Eµ˜−Eν˜)t
= [Oαα]α0e
−2Γt,
(38)
where we have defined µ˜ = µ − α, ν˜ = ν − α, and
α0 is the central energy of the distribution {ψα0}.
For the third step we have used
∑
α0
[Oαα]α0 |ψα0 |2 =
[Oαα]α0
∑
α0
|ψα0 |2 = [Oαα]α0 , which can be seen to be
a straightforward application of Eq. (19), and requires
that the average [Oαα]α0 is approximately constant over
the width of the initial state distribution {ψα0}.
The third term in Eq. (36) is shown in Appendix C
to be bounded for all time by maxα0β0(Oα0β0)NO
3ω0
4Γ ,
which is small in comparison to other terms in the time
evolution, and can thus be ignored. We note here that
the sparsity condition is required in order to arrive at
this bound.
For the time evolution of generic observables, we thus
obtain
〈O(t)〉 =
(
〈O(t)〉0 − [Oαα]α0
)
e−2Γt + 〈O(t)〉+O
(ω0
Γ
)
.
(39)
Interestingly, from the conditions 〈O(t = 0)〉 = 〈O(t =
0)〉0, Eq. (39) requires that the microcanonical average
around the initial state energy [Oαα]α0 is equal to the
time average 〈O(t)〉 up to an error on the order O(ω0Γ ).
We note that this long-time value can also be derived
from the diagonal correlation function, Eq. (11), which is
shown in Appendix B. Thus, the dominating contribution
becomes
〈O(t)〉 ≈ 〈O(t)〉0e−2Γt + 〈O(t)〉(1− e−2Γt). (40)
This is the main analytic result of this work. We note
that the form is particularly useful, as for most systems
of interest obtaining 〈O(t)〉0 is a trivial calculation, as
it characterises the time evolution in the non-interacting
Hamiltonian. We further note that a statistical theory
for random wavefunctions cµ(α) that includes correla-
tions induced by the orthonormality constraint is strictly
required to arrive to Eq. (40).
For our applications below, Eq. (40) provides a method
of obtaining Γ from the observable time dependence via
a fit, which may account for non-trivial free evolution of
the observable caused by e.g, a magnetic field. A specific
application to such a case is shown in Appendix D, and
its time-dependence shown in Fig. (2).
As Γ is the width of the random wavefunctions, and
thus of the local density of states (LDOS), it may thus be
obtained by a fit to the time-dependence of the survival
probability, which is in general challenging for a many-
body system. Eq. (40) may be seen as an extension
of this methodology to generic observables. We will see
below that combined with previous results on the time-
averaged observable fluctuations [31] (see Appendix F for
details and extension of previous results), Eq. (40) pro-
vides an experimental protocol to test the applicability
of the random matrix approach to realistic systems, as
well as a method of measuring their DOS, in the form of
an emergent classical FDT.
We further comment on some details of this derivation,
and the form of Eq. (40), that provide some insight into
the implications of our assumptions. As noted above, the
first term in Eq. (40) is obtained without the need for
any assumptions on the observable O, only requiring that
the system is self-averaging. We can see that this term
is, in essence, a ‘decay of the initial observable value’.
The second term in Eq. (40), which may be interpreted
as a ‘grow-in of the microcanonical average’, requires the
smoothness assumption - namely, that a consistent mi-
crocanonical average may be defined over the width Γ.
In Appendix (C), we required the sparsity condition in
order to show that the third term in Eq. (40) may be
neglected.
Indeed, then, a consistent theory of thermalization
may be developed on the basis of (i) self-averaging, which
dictates that information about the initial state decays
in time; (ii) the ability to define a microcanonical average
via the smoothness condition, which, intuitively, allows
the system to decay to the microcanonical value; and
8Figure 3: QC-FDT [Eq. (44)] for Random Matrix Hamilto-
nian. Squares show relation for Oodd, and diamonds for Osym.
Filled markers represent g = 0.1, unfilled represent g = 0.05.
Oodd and Osym differing as [∆O2αα]α0 is equal to 1/4, 1 for
Oodd and Osym, respectively. No averaging over realizations
of the random matrix V is performed, and hence we observe
the self-averaging property.
(iii) the sparsity constraint, which reduces the contribu-
tion of off-diagonal elements Oαβ in the decay process,
which then simply contribute through their effect on the
free evolution 〈O(t)〉O.
Aside from the time-averaged observable expectation
value being equal to the microcanonical average, a fur-
ther requirement for thermalization is that the fluctua-
tions around the equilibrium value are small. It is these
fluctuations that are the focus of the remainder of this
work, which we will see can be quantified analytically
based on the same constraints.
IV. FLUCTUATIONS FROM RMT
We now focus on the time-averaged fluctuations of an
observable O, defined by
δ2O(∞) := lim
T→∞
[
1
T
∫ T
0
dt〈O(t)〉2
−
(
1
T
∫ T
0
dt〈O(t)〉
)2 ]
.
(41)
Let us assume for now that the system is initially in
an eigenstate of H0, |φα0〉, with energy Eα0 . The off-
diagonal elements Oµν govern the infinite-time fluctua-
tions of O [3], via,
δ2O(∞) =
∑
µ,ν
µ6=ν
|cµ(α0)|2|cν(α0)|2|Oµν |2, (42)
where we have assumed that the energies Eµ are non-
degenerate. In order to evaluate Eq. (42), we may ‘de-
couple’ the coefficients cµ(α) describing the initial state
Figure 4: QC-FDT for Hamiltonian (47), observable O =
σ
(S)
z . Initial state given by | ↑〉S |φα〉B , where HB |φα〉B =
E
(B)
α |φα〉B . Five different values of α are randomly selected
from the central 1/2 of the energy spectrum {E(B)α }. Param-
eters: B
(S)
z = 0.8, B
(B)
z = 0, B
(B)
x = 0.3, Jz = 0.1, Jx =
1, J
(SB)
x = 0.4, J
(SB)
z = 0.2.
part (with subscripted indices α0), and observable, in the
sense that, after performing the self-averaging assump-
tion, we can write,
〈|cµ(α0)|2|cν(α0)|2|Oµν |2〉V →
〈|cµ(α0)|2|cν(α0)|2〉V 〈|Oµν |2〉V .
(43)
This is shown in Appendix E. Then, following Ref.
[31], using Eqs. (9), (28), and (42), we may convert
the summations to integrals by the prescription
∑
µ →∫
dEµD(Eµ) =
∫ dEµ
ω0
, where D(E) is the DOS.
For the simplest case where O is diagonal in the non-
interacting basis, such that n = 0, we obtain
δ2O(∞) ≈
ω0
4piΓ
[∆O2αα]α0 . (44)
We note that the same relation holds up to a factor
even if Λ(µ, α) has another form, such as Gaussian [38–
40], which we would expect outside of the low coupling
regime. Eq. (44) shows an inverse relation between the
observable time-fluctuations, δ2O(∞), and the decay rate,
Γ. We hereby refer to this result as the Quantum Chaotic
Fluctuation-Dissipation Theorem (QC-FDT), since it es-
tablishes an effective description of O(t) in terms of an
effective Ornstein-Uhlenbeck process.
It has been previously observed numerically [41] that
the fluctuations of observable matrix elements Oµµ
(where fluctuations are defined by taking the average
eigenstates close in energy to |ψµ〉) decay as 1/Npc, where
Npc is the number of principle components of a given
eigenstate |ψµ〉. We note that Npc ∼ ΓD(E), and thus
the QC-FDT shows this same relation.
In Fig. (3) we present numerical results that demon-
strate the QC-FDT for the RMT Hamiltonian (4). We
9Figure 5: QC-FDT for Hamiltonian (47), observable O =
σ
(S)
z . Initial state given by |ψ(0)〉 = | ↑〉S | ↓, ↓, ..., ↓〉B . Pa-
rameters: B
(S)
z = [0.4, 0.5, 0.6, 0.7, 0.8], all others equal to
Fig. (4).
obtain Γ explicitly from a fit of the time dependence of
the observables. The latter are given by Oodd and Osym,
which are chosen to be diagonal in the non-interacting
basis (thereby trivially fulfilling the sparsity condition),
with diagonal elements,
(Oodd)αα =
{
1 if α = odd
0 otherwise,
(45)
for Oodd, and
(Osym)αα =
{
1 if α = odd
−1 otherwise, (46)
for Osym. These ‘observables’ are chosen as they
have a similar form to realistic observables made up
of Pauli matrices: They are sparse, highly degener-
ate [42], and have a well defined structure in the non-
interacting basis. These observables can further be
seen to fulfil the smoothness conditions, as the average
[(Oodd(sym))αα]α0
= 12 (0) for all α0.
In a non-integrable quantum many-body system that
is well described by our RMT model, we expect the QC-
FDT (44) to hold, with the modification ω0 → 1/D(Eα0),
that is, we need to introduce the average energy level
spacing at the initial energy Eα0 .
V. NUMERICS - SPIN CHAIN MODEL
We now investigate the applicability of the QC-FDT
in quantum many-body Hamiltonians for the case de-
scribed above, where Oαβ ∝ δαβ , and |ψ(0)〉 = |φα0〉, as
described by Eq. (44). Our model is a spin chain, with
a Hamiltonian of the form,
H = HS +HB +HSB . (47)
The system Hamiltonian HS describes a single spin in a
Bz field
HS = B
(S)
z σ
(1)
z , (48)
where {σ(j)i } i = x, y, z are the Pauli operators acting
on site j. We take the system as site j = 1. The bath
Hamiltonian is a spin-chain of length N−1, with nearest-
neighbour Ising and XX interactions subjected to both
Bz and Bx fields
HB =
N∑
j>1
(B(B)z σ
(j)
z +B
(B)
x σ
(j)
x )
+
N−1∑
j>1
[Jzσ
(j)
z σ
(j+1)
z + Jx(σ
(j)
+ σ
(j+1)
− + σ
(j)
− σ
(j+1)
+ )].
(49)
The interaction part of the Hamiltonian describes a cou-
pling of the system spin to a single bath ion of index
Nm,
HSB = J
(SB)
z σ
(1)
z σ
(Nm)
z
+ J (SB)x (σ
(1)
+ σ
(Nm)
− + σ
(1)
− σ
(Nm)
+ ),
(50)
where Nm = 5 throughout. Thus we have H0 = HS+HB ,
and V = HSB .
In Fig. (4) we present results for N = 10, . . . , 15 and
use as our observable O = σ
(1)
z . In order to obtain Γ we
once again simulate the dynamics, and perform a fit to
Eq. (40). We show the QC-FDT for initial states ran-
domly selected from the set of states {| ↑〉S |φα〉B}, with
|φα〉B denoting an eigenstate of HB with an energy in
the central half of the spectrum {B〈φα|HB |φα〉B}. The
insets of Figs. (4), (5), (6), and (7) show the smoothed
initial state (bottom right) and observable (top left) dis-
tributions, obtained by the procedures
F0(Eα) =
∑
µ
|〈ψµ|ψ(0)〉|2δ(Eµ − Eα), (51)
for the initial state, and
SO(Eµ, Eν) =
∑
µ 6=ν
|Oµν |2δ(Eµ − Eν), (52)
for observables, where δ(Eµ−E) = pi−1/[(Eµ−E)2+2].
Fits to Eqs. (9) and (28) are also shown (red line). We
see that in each case we have a close agreement to a
Lorentzian distribution, as expected from RMT.
VI. GENERALIZED QC-FDT
So far we have focussed on the simplest case of the
QC-FDT, namely, for observables Oαβ ∝ δαβ , and ini-
tial states |ψ(0)〉 = |φα0〉. In Appendix F we ex-
tend this to all observables fulfilling both the sparsity
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Figure 6: Generalized QC-FDT for Hamiltonian (47) with
HS given by (56). The QC-FDT is calculated explicitly for
this case in Appendix G. Initial state given by |ψ(0)〉 = | ↑
〉S |φα〉B , where {|φα〉B} are the eigenstates of HB . Parame-
ters: B
(S)
z = B
(S)
x = 0.8, all others equal to Fig. (4).
and smoothness conditions, and arbitrary initial states
|ψ(0)〉 = ∑α ψα|φα〉, assuming only that the smoothness
condition may be applied over the distribution {ψα}, as
well as {cµ(α)}.
For this, more general case, the time-averaged fluctu-
ations are now described by
δ2O(∞) =
∑
αβα′β′
∑
µν
µ6=ν
ψαψβψα′ψβ′
× cµ(α)cν(β)cµ(α′)cν(β′)|Oµν |2.
(53)
As with the case above, see Eq. (42) and the following
discussion, we observe that the correlations between co-
efficients of the initial state and observable decouple (see
Appendix E), such that after taking the ensemble average
〈· · · 〉V , we may substitute
〈cµ(α)cν(β)cµ(α′)cν(α′)|Oµν |2〉V →
〈cµ(α)cν(β)cµ(α′)cν(α′)〉V 〈|Oµν |2〉V ,
(54)
in Eq. (53). Applying this, we obtain the following form
for the generalized QC-FDT,
δ2O(∞) ≈
∑
αβ
∑
n
an|ψα|2|ψβ |2Λ(4)(α, β − n), (55)
which is shown in Appendix F in detail.
We start our numerical analysis by applying Eq. (55)
to the case with an observable that is diagonal in the H0
basis (an = 0 if n 6= 0). In this case we can see that,
as long as the energy width of ψα is much smaller than
the decay rate Γ, we recover Eq. (44). This is shown
in Appendix F, along with various examples of why we
expect the simple form of the QC-FDT, Eq. (44), to
remain valid for many physical initial states.
Figure 7: QC-FDT for Hamiltonian (47) demonstrated by
varying coupling strengths only, for initial states randomly se-
lected from mid-energy eigenstates of H0. Parameters: J
(SB)
x
and J
(SB)
z shown in legend, N = 14, all others equal to Fig.
(4).
We test the QC-FDT numerically in this case by choos-
ing a product state as an initial state |ψ(0)〉 = | ↑〉S | ↓
, ↓, ..., ↓〉B . This is shown in Fig. (5), where we see the
same scaling predicted by Eq. (44).
We have also numerically checked Eq. (55) in the case
in which the system observable O is not diagonal in the
basis of H0, see Fig. (6). This case can be explored in
our spin chain by adding an x-component to the system
magnetic field, such that HS now reads
HS = B
(S)
z σ
(1)
z +B
(S)
x σ
(1)
x . (56)
In this case, the initial state | ↑〉S is no longer an
eigenstate of HS , and is instead given by a superposi-
tion | ↑〉S = ψ+|φ+〉S + ψ−|φ−〉S . The observable dis-
tribution (|σz|2)µν is split into three peaks, located at
En = 0,±2E, where E =
√
(B
(S)
x )2 + (B
(S)
z )2. We select
the initial state of the bath to be a random mid energy
eigenstate of HB . We note in this case the approxima-
tion that the DOS does not change over relevant energy
scales is a limiting factor, and may cause a deviation by
a constant from the scaling seen in Eq. (55) for En &W ,
where W is the width over which the significant change
in the DOS occurs. We calculate explicitly the form of
the QC-FDT for this case, which is shown as the dashed
line in Fig. (6), in Appendix G.
VII. EXPERIMENTAL APPLICATION
Finally, we discuss the possibility of an experimental
observation of the QC-FDT. Ideally, we would like to test
our result without the need of an exact numerical diag-
onalization of the closed quantum system. Both Γ and
11
δ2O(∞) can be measured. However, the calculation of the
DOS can be numerically challenging. One way around
this problem is to calculate D(E) for a non-interacting
or integrable Hamiltonian that is sufficiently close to the
real Hamiltonian. However, this approach relies on a de-
tailed knowledge of the system and bath, and it may not
always be possible.
A different approach is to explore the QC-FDT ex-
perimentally is to measure δ2O(∞) and Γ for a constant
system size N but varying the coupling strength. That is,
assuming V ∝ g, one could test the linear relation be-
tween δ2O(∞) and 1/Γ. We have numerically tested this
approach as shown in Fig. (7). Our ideas could indeed
be used to characterize the dimension of quantum sys-
tem in terms of the quantity δ2O(∞)Γ, which on average
is proportional to the DOS that are participating in the
quantum thermalization process.
VIII. CONCLUSION AND OUTLOOK
In summary, we have obtained an analytic expres-
sion for the full time-dependence of the thermalization
of physical observables to their microcanonical average.
We further obtain an expression for the time averaged
fluctuations of observables in chaotic quantum systems
in terms of the rate of decay to equilibrium after a per-
turbation. Our results show the emergence of a classical
fluctuation-dissipation relation, corresponding to an ef-
fective Ornstein-Uhlenbeck process, in a closed chaotic
quantum system. Our results rely on a RMT description
of a quantum thermalization process in which an inter-
action term coupling two parts of the quantum system is
suddenly switched on triggering a quantum thermaliza-
tion process. In our approach the system-bath coupling is
approximated by a Gaussian random matrix, an assump-
tion that can be justified for a generic non-integrable sys-
tem and weak system-bath couplings. We have success-
fully tested our result in a numerical experiment in a
quantum spin chain.
Our result will help bridge the gap [43] between the-
oretical results on quantum thermalization and experi-
ments with closed quantum systems. In those cases in
which a good approximation for the DOS can be cal-
culated, a check of the QC-FDT would involve measur-
able quantities such as the decay rate and the time-
fluctuations. Otherwise, the QC-FDT relation can
still be checked experimentally as long as the coupling
strength can be varied while keeping a constant system
size. Our theory can thus be verified in quantum simu-
lators working beyond the numerically tractable regime.
Furthermore we argue that the product Γδ2O(∞) can in-
deed be considered as a measurement of the DOS of a
non-integrable quantum system. As such, our work may
prove useful in estimating the size of the Hilbert space in
quantum devices.
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Appendix A: Summary of the RMT Approach
Below we present some necessary derivations for the
results used in the main text. These are based on the
random matrix formalism developed in reference [31], for
the model used in the early work by Deutsch [16, 35]. We
begin by summarizing the necessary results required for
the following discussion, and refer the reader to reference
[31] for further details.
In Ref. [31] the current authors developed a consis-
tent theoretical model of random wavefunctions |ψµ〉 =∑
α cµ(α)|φα〉, for the random matrix model described
by Eq. (4). It is common in non-integrable systems
and random matrix theory[16, 30] to approximate the
coefficients cµ(α) as Gaussian distributed random vari-
ables, however, it is shown in Ref. [31] that this leads to
inconsistent results for the off-diagonal matrix elements
Oµν := 〈ψµ|O|ψν〉 of observables, and also that the mod-
ification to account for orthogonality of eigenstates re-
solves this inconsistency.
We thus modify the Gaussian probability distribution
on the cµ(α)s to require this orthogonality, using
p(c,Λ) =
1
Zp
e−
∑
µα
c2µ(α)
2Λ(µ,α)
∏
µν
µ>ν
δ(
∑
α
cµ(α)cν(α)), (A1)
for some distribution Λ(µ, α). This distribution was
found to be a Lorentzian of width Γ = pig
2
Nω0
with no
orthogonality condition in [35], and repeated for p(c,Λ)
above in Appendix A of [31]. From Eq. (A1), assuming
that the dominant interactions are those of two eigenvec-
tors only, one can calculate arbitrary correlation func-
tions of the cµ(α) coefficient by first defining the gener-
ating function,
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G(od)µν (
~ξµ, ~ξν) =
∫ ∫
exp
[
−
∑
α
(
c2µ(α)
2Λ(µ, α)
+
c2ν(α)
2Λ(ν, α)
+ ξµ,αcµ(α) + ξν,αcν(α)
)]
δ(
∑
α
cµ(α)cν(α))
∏
α
dcµ(α)dcν(α)
∝ exp
[
1
2
∑
α
ξ2µ,αΛ(µ, α) +
1
2
∑
α
ξ2ν,αΛ(ν, α)−
1
2
∑
α,β
ξµ,αξµ,βξν,αξν,β
Λ(µ, α)Λ(µ, β)Λ(ν, α)Λ(ν, β)
Λ(2)(µ, ν)
]
,
(A2)
where in the second line we have re-expressed the δ-
functions in their Fourier form. The superscript (od)
indicates that this is the ‘off-diagonal’ generating func-
tion, requiring µ 6= ν. The diagonal case is discussed
below. The correlation functions may then be calculated
by performing successive derivatives with respect to the
force terms ξ via
〈cµ(α)cν(β) · · · cµ(α′1)cν(β′1)〉V =
1
Gµν
∂ξµ,α∂ξν,β · · · ∂ξµ,α′1∂ξν,β′1Gµν
∣∣∣∣
ξµ,α=0,ξν,α=0
.
(A3)
In particular, the correlation function
〈cµ(α0)cν(β0)cµ(α)cν(β)〉V was found in [31] for
µ 6= ν to be equal to
〈cµ(α0)cν(β0)cµ(α)cν(β)〉V = Λ(µ, α0)Λ(ν, β0)δα0αδβ0β
− Λ(µ, α0)Λ(ν, α0)Λ(µ, α)Λ(ν, α)δα0β0δαβ
Λ(2)(µ, ν)
− Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)δα0βδβ0α
Λ(2)(µ, ν)
,
(A4)
for µ 6= ν, with
Λ(n)(µ, ν) :=
ω0nΓ/pi
(Eµ − Eν)2 + (nΓ)2 , (A5)
where the superscript (n) is left out for n = 1. The
latter two terms in Eq. (A4) arise as an explicit result
of the orthogonality factor in Eq. (A1). We comment
further on the form of the correlation function (A4) at
the beginning of Appendix E.
We stress here that the generating function Eq. (A2)
explicitly requires µ 6= ν, as it models the interactions
due to mutual orthogonality of two random wavefunc-
tions. For the diagonal part, we have the much simpler
generating function,
G(d)µµ =
∫
exp
[
−
∑
α
c2µ(α)
2Λ(µ, α)
]∏
α
dcµ(α). (A6)
Thus, we have,
〈cµ(α)cµ(β)cµ(α′)cµ(β′)〉V = Λ(µ, α)Λ(µ, α′)δαβδα′β′
+ Λ(µ, α)Λ(µ, β)(δαα′δββ′ + δαβ′δα′β),
(A7)
for the diagonal case.
We note here that the generating functions above are
general in the sense that they do not rely on any par-
ticular form of the distribution Λ(µ, α). Indeed, for our
model, with a homogeneous perturbation V , one can de-
rive a Lorentzian form, see Eq. (9), for the random-
wavefunctions. As noted in the main text, one may ex-
pect in many situations for inhomogeneities in V to be-
come relevant. For example, in the case of local interac-
tions and strong coupling, one expects the bandwidth ΓV
to become relevant to the form of Λ(µ, α). This would
not, however, change the form of Eq. (A4) or (A7). In
the case, then, where Λ(µ, α) is described by a Gaus-
sian, rather than a Lorentzian, which is common in spin-
chain systems in the strong-coupling regime, one obtains
a Gaussian decay, rather than exponential in Eq. (40),
and a form of Eq. (44) that differs by a numerical pref-
actor [31].
Appendix B: Full ETH from RMT
Here we calculate the diagonal, and off-diagonal matrix
elements of observables from the above approach, using
the sparsity and smoothness conditions outlined Section
II D.
1. Diagonal ETH
We can see that the diagonal matrix elements are given
by
〈Oµµ〉V =
∑
αβ
〈cµ(α)cµ(β)〉VOαβ
=
∑
α
Λ(µ, α)Oαα
= [Oαα]µ.
(B1)
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One can observe that the fluctuations of the diagonal
elements can also be analysed, considering the quantity
〈O2µµ〉V =
∑
αβα′β′
〈cµ(α)cµ(β)cµ(α′)cµ(β′)〉VOαβOα′β′
=
∑
αβα′β′
[
Λ(µ, α)Λ(µ, α′)δαβδα′β′
+ Λ(µ, α)Λ(µ, β)(δαα′δββ′ + δαβ′δα′β)
]
OαβOα′β′
=
∑
αβ
Λ(µ, α)Λ(µ, β)
(
OααOββ +O
2
αβ +OαβOβα
)
.
(B2)
Now, we see that the first term in Eq. (B2) is equal to
〈Oµµ〉2V . For the second term, assuming the sparsity and
smoothness conditions (see Section II D), we have∑
αn
Λ(µ, α)Λ(µ, α+ n)O2αα+n ≈
∑
n
[O2αα+n]µΛ
(2)(µ, n)
≤
∑
n
[O2αα+n]µ
ω0
2piΓ
,
(B3)
and similarly, following the same approach we ob-
serve that the third term in Eq. (B2) is bounded by∑
n [Oα+nαOαα+n]µ
ω0
2piΓ . We thus observe that the fluc-
tuations of the diagonal terms are small, in the sense that
〈O2µµ〉V −〈Oµµ〉2V ∼ O
(
ω0
Γ
)
. Indeed, we can see that the
smallness of the contributions of these terms is also nec-
essary for the correct long-time average of observables
Eq. (33), which itself can be written as, for an arbitrary
initial state |ψ(0)〉 = ∑α0 ψα0 |φα0〉,
〈O(t)〉 =
∑
µ
∑
α0β0αβ
ψα0ψ
∗
β0cµ(α0)cµ(β0)cµ(α)cµ(β)Oαβ .
(B4)
Using Eq. (A7), we have
〈O(t)〉 =
∑
µ
∑
α0β0αβ
ψα0ψ
∗
β0
[
Λ(µ, α0)Λ(µ, α)δα0β0δα0β0
+ Λ(µ, α0)Λ(µ, β0)(δα0αδβ0β + δα0βδαβ0)
]
Oαβ .
.
(B5)
Now, we see that the latter two terms may be bounded
by ∑
α0β0
ψα0ψβ0Λ
(2)(α0, β0)Oα0β0 ≤ 〈O(0)〉
ω0
2piΓ
, (B6)
which may be seen using that
∑
µ Λ(µ, α0)Λ(µ, β0) =
Λ(2)(α0, β0) ≤ ω02piΓ , and 〈O(0)〉 =
∑
α0β0
ψα0ψβ0Oα0β0 .
We thus see that these contributions are negligible in
comparison to that of the first term:
〈O(t)〉 =
∑
µ
∑
αβ
Λ(µ, α)Λ(µ, β)|ψα|2Oββ
=
∑
µ
[ψα]µ[Oαα]µ
≈ Omc,
(B7)
which we can see returns the microcanonical average as
required. We thus see that a consistent description of the
long-time observable expectation value may be obtained
in terms of our RMT approach. Moreover, we observe
here that the microcanonical average of matrix elements
described by the smoothness assumption emerges natu-
rally as this equilibrium value.
2. Off-diagonal ETH
In order to calculate the distribution of the off-diagonal
observable elements, we use the squared value (as they
average to zero), and thus we write
|Oµν |2 =
∑
αβα′β′
cµ(α)cν(β)cµ(α
′)cν(β′)OαβOα′β′ , (B8)
which, assuming self-averaging, and using Eq. (A4),
gives
|Oµν |2µ6=ν =
∑
αβ
Λ(µ, α)Λ(ν, β)O2αβ
−
∑
αα′
Λ(µ, α)Λ(ν, α)Λ(µ, α′)Λ(ν, α′)
Λ(2)(µ, ν)
OααOα′α′
−
∑
αβ
Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)
Λ(2)(µ, ν)
OαβOβα.
(B9)
We separate this into terms describing diagonal, Oαα,
and non-diagonal, Oαβ |α 6= β, contributions,
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|Oµν |2µ6=ν =
∑
α
Λ(µ, α)Λ(ν, α)O2αα −
∑
αα′
Λ(µ, α)Λ(ν, α)Λ(µ, α′)Λ(ν, α′)
Λ(2)(µ, ν)
OααOα′α′(1 + δαα′)
+
∑
αβ
α6=β
Λ(µ, α)Λ(ν, β)O2αβ −
∑
αβ
α6=β
Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)
Λ(2)(µ, ν)
OαβOβα,
(B10)
and, as above, using the microcanonical averaging of ma-
trix elements afforded by the smoothness assumption,∑
α Λ(µ, α)Λ(ν, α)Oαα ≈ [Oαα]µΛ(2)(µ, ν), on the diago-
nal contributions. We thereby obtain,
|Oµν |2µ6=ν = [O2αα]µΛ(2)(µ, ν)− [Oαα]
2
µΛ
(2)(µ, ν)
+
∑
αβ
α 6=β
Λ(µ, α)Λ(ν, β)O2αβ
−
∑
αβ
α 6=β
Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)
Λ(2)(µ, ν)
OαβOβα,
(B11)
where the term in δαα′ is does not contribute, due to
the reduced number of summations (see Appendix E).
Now, to obtain the contribution of the latter two terms
in Eq. (B11), we employ the sparsity assumption Oαβ =∑
n∈NO Oα,α+nδβ,α+n, to obtain,
|Oµν |2µ 6=ν = [∆O2αα]µΛ(2)(µ, ν)
+
∑
α,n6=0
Λ(µ, α)Λ(ν, α+ n)Oα,α+nOα,α+n
−
∑
α,n 6=0
Λ(µ, α)Λ(ν, α)Λ(µ, α+ n)Λ(ν, α+ n)
Λ(2)(µ, ν)
×Oα,α+nOα+n,α,
(B12)
where the summations over n 6= 0 are understood
to be on the set NO, as defined in Section II D as
the off-diagonal finite matrix elements. Here we may
see that the final term may be ignored, as the re-
stricted summation relegates the order to ∼ O
((
ω0
Γ
)2)
.
Finally, we may define an equivalent microcanonical
averaging of matrix elements to that above for fi-
nite n, such that
∑
α Λ(µ, α)Λ(ν, α + n)O
2
α,α+n ≈
[O2α,α+n]µ˜
∑
α Λ(µ, α)Λ(ν, α+n), where µ˜ =
µ+ν−n
2 , and
[O2α,α+n]µ˜ =
∑
α Λ(µ˜, α)O
2
α,α+n. We thus obtain
|Oµν |2µ 6=ν = [∆O2αα]µΛ(2)(µ, ν)+
∑
n 6=0
[O2α,α+n]µ˜Λ
(2)(µ, ν−n),
(B13)
which may be written as
|Oµν |2µ6=ν =
∑
n
anΛ
(2)(µ, ν − n), (B14)
where we have defined an = an(Eµ) = [∆O2αα]µ for n =
0, and [O2α,α+n]µ˜ otherwise.
We thus observe that the square of the off-diagonal
elements is given by a smooth function, proportional to
ω0 =
1
D(E) , which agrees with Srednicki’s ansatz [17]. We
thus have that the full ETH is recovered from our RMT
description.
Appendix C: A Bound
In this section we obtain a bound on the third term in
Eq. (36), and thus show that it is negligible in compar-
ison to the others, which are obtained in the main text.
The term we wish to bound is given by, |A(t)|, where
A(t) =
∑
µ,ν
µ6=ν
∑
α0,β0
ψα0ψ
∗
β0Oα0β0
× Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)
Λ(2)(µ, ν)
e−i(Eµ−Eν)t.
(C1)
We first note that no similar microcanonical averaging
procedure to that used in the evaluation of the other
terms in Eq. (36) can be performed, as the average
would be required over the coefficients ψα. This means
that a sum over α0 or β0 cannot be expected to cancel,
even approximately, with the denominator. As such, the
smoothness condition is not useful for this bound, which
will be seen instead to be a feature of the sparsity local
of observables in the non-interacting basis.
Now, we proceed using |∑i ai| ≤ ∑i |ai| (which can
be seen for any sequence {ai} by noting that the bound is
saturated for when ai > 0 ∀ i, and that swapping the sign
of any ai decreases the left-hand side, and the right-hand
side remains the same), we can write
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|A(t)| ≤
∑
µ,ν
µ6=ν
∣∣∣∣∣∣
∑
α0,β0
ψα0ψ
∗
β0Oα0β0
Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)
Λ(2)(µ, ν)
∣∣∣∣∣∣
∣∣∣e−i(Eµ−Eν)t∣∣∣
≤
∑
µ,ν
µ6=ν
∑
α0,β0
∣∣∣∣ψα0ψ∗β0Oα0β0 Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)Λ(2)(µ, ν)
∣∣∣∣
=
∑
α0,β0
∣∣ψα0ψ∗β0Oα0β0∣∣∑
µ,ν
µ6=ν
Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)
Λ(2)(µ, ν)
≤ 3ω0
4piΓ
∑
α0,β0
∣∣ψα0ψ∗β0Oα0β0∣∣ ,
(C2)
where we have used that∑
µ,ν
µ6=ν
Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)
Λ(2)(µ, ν)
= ω0
(Eα0 − Eβ0)2Γ + 12Γ3
pi((Eα0 − Eβ0)2 + 4Γ2)2
≤ 3ω0
4piΓ
.
(C3)
Now, applying the sparsity condition, such that∑
αβ Oαβ ≈
∑
α
∑
n∈NO Oα,α+n, we thus have,∑
α0,β0
|ψα0ψ∗β0Oα0β0 | ≈
∑
α0,n
|ψα0ψ∗α0+nOα0α0+n|
≤ max
α0β0
(Oα0β0)
∑
α0,n
|ψα0ψ∗α0+n|
≤ max
α0β0
(Oα0β0)
∑
n
((∑
α0
|ψα0 |2
)
×
(∑
α0
|ψ∗α0+n|2
)) 1
2
= max
α0β0
(Oα0β0)NO,
(C4)
where we have used the Cauchy-Schwarz inequality in
the penultimate step. Thus, finally, we see that |A(t)| is
bounded for all time by
|A(t)| ≤ max
α0β0
(Oα0β0)NO
3ω0
4piΓ
, (C5)
which is small in comparison to other terms in the time
evolution, and can thus be ignored.
Appendix D: Time Dependence in Longditudinal
and Transverse Fields
In the final case analyzed in the main text (see Fig.
(6)), we have an initial state | ↑〉S , in the Hamiltonian
HS = B
(S)
z σ
(1)
z +B
(S)
x σ
(1)
x , and thus
| ↑〉S = ψ+|φ+〉S + ψ−|φ−〉S , (D1)
with
ψ+ =
B
(S)
z + E√
(B
(S)
z + E)2 + (B
(S)
x )2
ψ− =
B
(S)
x√
(B
(S)
z + E)2 + (B
(S)
x )2
,
(D2)
and E :=
√
(B
(S)
z )2 + (B
(S)
x )2. To obtain the full time
dependence of the state in the Hamiltonian H = HS +
HB + HSB , from Eq. (40), we require the time evolu-
tion in the non-interacting part 〈O(t)〉0. This is easily
obtained, and is equal to
〈O(t)〉0 =
∑
α0,β0
ψα0ψ
∗
β0Oα0β0e
−i(Eα0−Eβ0 )t, (D3)
with {α0} = {+,−}, and thus
〈φ+|σz|φ+〉 = −〈φ−|σz|φ−〉
=
(B
(S)
z + E)2 − (B(S)x )2
(B
(S)
z + E)2 + (B
(S)
x )2
,
(D4)
and
〈φ+|σz|φ−〉 = 〈φ−|σz|φ+〉
= −2 (B
(S)
z + E)B
(S)
x
(B
(S)
z + E)2 + (B
(S)
x )2
. (D5)
Then, from Eq. (D3), we see that
〈O(t)〉0 =
(
(B
(S)
z + E)2 − (B(S)x )2
(B
(S)
z + E)2 + (B
(S)
x )2
)2
+ 4
(
(B
(S)
z + E)(B
(S)
x )
(B
(S)
z + E)2 + (B
(S)
x )2
)2
cos (2Et).
(D6)
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An example of this case is shown in Fig. (2).
Appendix E: Proof of Decoupling of Initial State
and Observable Coefficients
Here we prove the ‘decoupling’ process required in Eqs.
(42) and (53), which may essentially be summarized by
the statement that in the calculation of time-averaged
fluctuations the coefficients cµ(α) contributed by the ini-
tial state may be considered independently of those in
the observable elements |Oµν |2µ6=ν , such that in the most
general form we may replace
〈cµ(α)cν(β)cµ(α′)cν(α′)|Oµν |2〉V →
〈cµ(α)cν(β)cµ(α′)cν(α′)〉V 〈|Oµν |2〉V
(E1)
in Eq. (53).
We begin by discussing the form of correlation func-
tions within the theory developed in Ref. [31], and note
that below we explicitly discuss the off-diagonal, µ 6= ν,
case, relevant for the time-averaged fluctuations. Using
the method described here, we can in principle calculate
any arbitrary correlation function from successive deriva-
tives of the generating function, Eq. (A2), as shown in
Eq. (A3). We can see from the generating function
(A2), arbitrary correlation functions can be expressed
in terms of products of two- and four-point correlation
functions. Two point correlation functions are given by
〈cµ(α)cν(β)〉 = Λ(µ, α)δµνδαβ , which is the same as one
would expect for coefficients behaving as Gaussian dis-
tributed random variables of width Λ(µ, α). Now, the
four-point correlation function, Eq. (A4), may be seen
as the sum of a Gaussian contraction,
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V ⇒ 〈c2µ(α)〉V 〈c2ν(β)〉V δαα′δββ′
= Λ(µ, α)Λ(ν, β)δαα′δββ′ ,
(E2)
and non-Gaussian, or ‘four-leg’, contractions, of which
there are two:
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V ⇒ Λ(µ, α)Λ(ν, α)Λ(µ, α
′)Λ(ν, α′)δαβδα′β′
Λ(2)(µ, ν)
(E3a)
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V ⇒ Λ(µ, α)Λ(ν, α)Λ(µ, α
′)Λ(ν, α′)δαβ′δα′β
Λ(2)(µ, ν)
. (E3b)
We reserve the double line contractions for the four-leg
case. We note that the four-leg contractions arise as a
consequence of enforcing the orthogonality of eigenstates
of the random matrix Hamiltonian, such that if the cµ(α)
coefficients were Gaussian distributed random numbers,
as is commonly assumed, one would simply be left with
the Gaussian contraction term. We further note that two
point correlation functions are only explicitly required
for correlation functions of 4n + 2 |n ∈ N0 coefficients,
as they are included here in the Gaussian contractions of
the four-point correlation function.
Now, we wish to analyze the long-time fluctuations of
a given observable O, defined in Eq. (41). In general,
the initial state may be expressed as a superposition in
the non-interacting basis:
|ψ(0)〉 =
∑
α
ψα|φα〉. (E4)
We thus have, assuming non degenerate energy levels Eµ
and energy gaps Eµ − Eν ,
δ2O(∞) =
∑
αβα′β′
∑
µν
µ6=ν
ψαψβψα′ψβ′
× cµ(α)cν(β)cµ(α′)cν(β′)|Oµν |2.
(E5)
Now, assuming self averaging, we write
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δ2O(∞) =
∑
αβα′β′
∑
µν
µ6=ν
ψαψβψα′ψβ′〈cµ(α)cν(β)cµ(α′)cν(β′)|Oµν |2〉V
=
∑
αβα′β′
∑
α1β1α′1β
′
1
∑
µν
µ6=ν
ψαψβψα′ψβ′Oα1β1Oα′1β′1 × 〈cµ(α)cν(β)cµ(α′)cν(β′)cµ(α1)cν(β1)cµ(α′1)cν(β′1)〉V ,
(E6)
which, if the initial state |ψ(0)〉 is a single eigenstate of
H0, |φα〉, we obtain simply
δ2O(∞) =
∑
µν
µ6=ν
〈|cµ(α)|2|cν(α)|2|Oµν |2〉V . (E7)
In principle, for a generic initial state, we thus require
the calculation of an arbitrary 8-point correlation func-
tion, as seen in Eq. (E6). We can see this requires four-
leg contractions of all possible indices. We will observe,
however, that the sections of the correlation function aris-
ing from the initial state coefficients (no subscript) and
observable coefficients (subscript 1), decouple, and we
obtain
δ2O(∞) =
∑
µν
µ6=ν
〈|cµ(α)|2|cν(α)|2〉V 〈|Oµν |2〉V , (E8)
such that only correlation functions within the respective
coefficient types are required. We note that for generic
initial states and observables this occurs as a consequence
of the sparsity assumption. In the remainder of this sec-
tion we introduce a method of contractions for four-point
correlation functions in order to show this decoupling.
Suppose one wishes to evaluate the sum of correlation
functions of initial state and observable coefficients
∑
αβα1β1α1α′1
〈cµ(α)cν(α)cµ(β)cν(β)cµ(α1)cν(α′1)cµ(β1)cν(β′1)〉V , (E9)
which, as discussed above, is made up of four point cor-
relation functions of Gaussian, and four-leg contractions.
One can see that an arbitrary four-point correlation func-
tion is of the order O
((
ω0
Γ
)λ)
, where λ = NΛ − NΣ,
with NΛ the number of Λ factors in the numerator mi-
nus the number of factors in the denominator, and NΣ is
the number of summations. In this sense we have each
Λ contributing a factor on the order O (ω0Γ ), and each
summation contributing on the order O
(
Γ
ω0
)
.
One can easily see in Eq. (E9), that particular con-
tractions, Gaussian or non-Gaussian, in general reduce
the number of summations over the non-interacting in-
dices α, β, · · · . However, due to the repeated coefficient
on the initial state side, contractions may be defined that
require fewer summation restrictions, and thus these con-
tractions dominate to lowest order in ω0Γ . For example
∑
αβα1β1α
′
1β
′
1
〈cµ(α)cν(α)cµ(β)cν(β)〉V 〈cµ(α1)cν(α′1)cµ(β1)cν(β′1)〉V , (E10)
shows a single four-leg contraction for correlation func- tions within coefficient types, and
∑
αβα1β1α
′
1β
′
1
〈cµ(α)cν(α)cµ(β)cν(β′1)〉V 〈cµ(α1)cν(α′1)cµ(β1)cν(β)〉V , (E11)
similarly shows an example with a single coefficient swapped between types. The strikethroughs show the
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summations that are restricted due to the contractions.
Note that due to the repeated coefficients in Eq. (E10)
a four-leg contraction may be defined with no required
restriction on summations.
Now, for the simple case of Eq. (E7), we can see that
the required correlation functions have repeated indices
in the initial state coefficients, and thus only contractions
within coefficient types contribute.
In the general case of Eq. (E6) we have no such re-
peated indices. We thus employ the sparsity condition,
that Oαβ is in general sparse, and has a well defined
form in the non-interacting basis, which is generally ei-
ther diagonal, or has non-zero values at some energy En
from the diagonal. This can be easily seen for local ob-
servables made up of Pauli matrices. We thus replace∑
αβ Oαβ →
∑
α
∑
n∈NO Oα,α+n. We thus have
δ2O(∞) =
∑
αβα′β′
∑
α1α′1
∑
µν
µ6=ν
∑
n
ψαψβψα′ψβ′Oα1,α1+nOα′1,α′1+n
× 〈cµ(α)cν(β)cµ(α′)cν(β′)cµ(α1)cν(α1 + n)cµ(α′1)cν(α′1 + n)〉V ,
(E12)
and therefore observe that we now have repeated indices
in the observable type. We then see that, once again,
contractions between coefficient types may be ignored to
leading order. Thus, we obtain
δ2O(∞) =
∑
αβα′β′
∑
µν
µ6=ν
ψαψβψα′ψβ′〈cµ(α)cν(β)cµ(α′)cν(β′)〉V 〈|Oµν |2〉V . (E13)
Appendix F: QC-FDT for Arbitrary Initial States
and Non-Diagonal Observables
After the simplification obtained by the method of con-
tractions above, we see that correlations between initial
state and observable factors of the time averaged fluctu-
ations only contribute up to O
((
ω0
Γ
)2)
, and thus may
be ignored. As such, in the calculation of time-averaged
fluctuations, Eq. (E6), we may make the replacement
Eq. (E1), leading to a general form given by Eq. (E13).
Considering initially the simplest generalization, the
case of arbitrary initial states, where observables are di-
agonal in the non-interacting basis, Oαβ ∝ δαβ , we have
δ2O(∞) =
∑
αβ
∑
µν
µ6=ν
|ψα|2|ψβ |2
[
Λ(µ, α)Λ(ν, β)− 2Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)
Λ(2)(µ, ν)
]
[∆O2αα]µΛ
(2)(µ, ν)
≈
∑
αβ
|ψα|2|ψβ |2Λ(4)(α, β)[∆O2αα]α − 2
∑
αβ
[∆O2αα]α|ψα|2|ψβ |2
(
Λ(2)(α, β)
)2 (F1)
where α = (α + β)/2, and we have used for the off-
diagonal elements of O[31],
|Oµ,ν |2µ6=ν = [∆O2αα]µΛ(2)(µ, ν). (F2)
The summations over µ, ν have been performed in Eq.
(F1) by the prescription
∑
µ →
∫
dEµ/ω0, and the effec-
tive microcanonical average [∆O2αα]α is taken at the en-
ergy (Eα +Eβ)/2 via the smoothness property. Now, we
may bound the second term by (using max(Λ(2)(α, β)) =
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ω
2piΓ ), obtaining,
2
∑
αβ
[∆O2αα]α|ψα|2|ψβ |2
(
Λ(2)(α, β)
)2
≤ 2
∑
αβ
[∆O2αα]α|ψα|2|ψβ |2
ω20
4pi2Γ2
≤ max
α0
(
[∆O2αα]α0
) ω20
4pi2Γ2
,
(F3)
which is on the order of ω20 , and thus is negligible. Now,
we have for arbitrary initial states,
δ2O(∞) ≈ [∆O2αα]α0
∑
αβ
|ψα|2|ψβ |2Λ(4)(α, β). (F4)
We note here that while this form of the QC-FDT looks
rather different, one expects many typical initial states
to show a very similar relation to the simpler form of
δ2 ∼ 1D(E)Γ . To illustrate this, we evaluate the relation
(F4) for some example initial state distributions {ψα}.
The first example we analyze is the case where H0
itself may be split into interacting and non-interacting
parts H0 = H
(0)
0 +H
(I)
0 , where H
(I)
0 may be treated as a
random matrix. In this case, the distribution of |ψα|2 is
given by a Lorentzian of width Γ0, Λ0(µ, α), and thus
δ2O(∞) = [∆O2αα]α0
ω0(4Γ + 2Γ0)/pi
(4Γ + 2Γ0)2
= [∆O2αα]α0
ω0
pi(4Γ + 2Γ0)
,
(F5)
and we thus recover the CQ-FDT in the same form as for
an initial state |φα〉, but with an altered effective width.
Next, we consider a bimodal distribution |ψ(0)〉 =
ψα|φα1〉+ ψβ |φα2〉. Here we have
δ2O(∞) = [∆O2αα]α0
1
2
( ω0
4piΓ
+ Λ(4)(α1, α2)
)
, (F6)
which we can see resembles the simple case in the first
term, and follows a Lorentzian distribution in the sec-
ond. This reduces to the simple case for Eα1 − Eα2 
Γ. Continuing in the same manner, we see that we
can rewrite the QC-FDT for an arbitrary distribution,
|ψ(0)〉 = ∑α ψα|φα〉, as
δ2O(∞) =[∆O2αα]α0
(∑
α
|ψα|4 ω0
4piΓ
+ 2
∑
αβ
α>β
|ψα|2|ψβ |2Λ(4)(α, β)
)
,
(F7)
and thus we see that the contribution of the first term
reduces substantially. Finally, for a microcanonical dis-
tribution ψα = 1/
√
N∗ ∀α ∈ [E0 − δ/2, E0 + δ/2], we
have
δ2O(∞) = [∆O2αα]α0
1
N∗
(F8)
as N∗ ≈ D(E0)δ, ans assuming that D(E) does not
change much over the width δ, we once again recover
the QC-FDT in its original form.
We may also analyze Eq. (F4) using another example
of the smoothness relation Eq. (19). We see that the
summation ∑
α
|ψα|2Λ(4)(α, β), (F9)
may be obtained when the width of the distribution
{|ψα|2} is Γ, we have that Λ(4)(α, β) is essentially con-
stant in this summation, such that
∑
α |ψα|2Λ(4)(α, β) ≈
Λ(4)(α0, β)
∑
α |ψα|2 = Λ(4)(α0, β). Repeating the same
step with the sum over β, we obtain
δ2O(∞) ≈ [∆O2αα]α0Λ(4)(α0, α0)
= [∆O2αα]α0
ω0
4piΓ
,
(F10)
and thus the original QC-FDT is recovered.
We have thus observed that for many physical initial
states we expect that Eq. (F4) reduces to the simpler
form of δ ∼ 1D(E)Γ .
We now turn our attention to observables that are not
necessarily diagonal in the non-interacting basis, but ful-
fill instead the sparsity condition. Such observables were
shown above to fulfill the ETH, and may be described by
Eq. (B14). Using this, as well as Eqs. (E13) and (A4),
we have
δ2O(∞) =
∑
αβ
|ψα|2|ψβ |2
∑
µν
µ6=ν
Λ(µ, α)Λ(ν, β)
∑
n
anΛ
(2)(µ, ν − n)
− 2
∑
αβ
|ψα|2|ψβ |2
∑
µν
µ6=ν
Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)
Λ(2)(µ, ν)
∑
n
anΛ
(2)(µ, ν − n),
(F11)
where the sum over n is understood to be over the set N . The second term can be seen to be bounded by
2
∑
αβ
|ψα|2|ψβ |2
∑
µν
µ6=ν
Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)
Λ(2)(µ, ν)
×
∑
n
an
ω0
2piΓ
,
(F12)
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which in turn, using Eq. (C3), and assuming an(Eµ) is
essentially independent of Eµ over a width Γ, is bounded
by ∑
n
an
3ω20
4piΓ2
, (F13)
and may thus be ignored. Now, as
∑
µ Λ(µ, α)Λ
(2)(µ, ν−
n) = Λ(3)(ν − n, α) = Λ(3)(ν, α + n), and, similarly,∑
µ Λ(µ, α+ n)Λ
(3)(µ, β) = Λ(4)(α, β − n), we have
δ2O(∞) =
∑
αβ,n
an|ψα|2|ψβ |2Λ(4)(α, β − n), (F14)
where an is taken at the initial state energy. We now
have the most general form of the QC-FDT. We note
here that in order that the factor an may be treated as
both independent of µ, ν, and evaluated finally at the
initial state energy Eα0 , requires that both an(Eµ) is a
smooth function, approximately invariant over the width
Γ around this energy.
Appendix G: QC-FDT For σz in Bx and Bz Fields
For an observable that is diagonal in the basis of eigen-
states of the non-interacting Hamiltonian we have ob-
served that the QC-FDT takes a remarkably simple form,
which generalizes (see Appendix F) to a similar relation-
ship when these conditions are relaxed. In this section,
we explicitly calculate the generalized case for the spin-
chain system analyzed in the main text, given by
HS = B
(S)
z σ
(1)
z +B
(S)
x σ
(1)
x , (G1)
such that we have for an initial state | ↑〉S , we have
| ↑〉S = ψ+|φ+〉S + ψ−|φ−〉S , (G2)
with
ψ+ =
B
(S)
z + E√
(B
(S)
z + E)2 + (B
(S)
x )2
ψ− =
B
(S)
x√
(B
(S)
z + E)2 + (B
(S)
x )2
,
(G3)
and E :=
√
(B
(S)
z )2 + (B
(S)
x )2. The eigenenergies are
±E. Now, we find for the matrix elements of the observ-
able σz,
S〈φ+|σz|φ+〉S = −S〈φ−|σz|φ−〉S
=
(B
(S)
z + E)2 − (B(S)x )2
(B
(S)
z + E)2 + (B
(S)
x )2
,
(G4)
and
S〈φ+|σz|φ−〉S = S〈φ−|σz|φ+〉S
= −2 (B
(S)
z + E)B
(S)
x
(B
(S)
z + E)2 + (B
(S)
x )2
.
(G5)
The relative value of the observable matrix elements dic-
tates the relative height of the broadened peaks of the
observable in the interacting basis (|σz|2)µν . The ob-
servable in the interacting basis is then, from Eq. (B14),
given by
|Oµν |2µ6=ν = a0Λ(2)(µ, ν) + a1Λ(2)(µ, ν + 2E)
+ a2Λ
(2)(µ, ν − 2E),
(G6)
where {ai}i=0,1,2 are the respective height of the three
peaks at energies 0,±2E. Thus, we have
a0 = [∆Oαα]α0
=
∑
α
Λ(α0, α)O
2
αα −
(∑
α
Λ(α0, α)Oαα
)2
,
(G7)
where [∆Oαα]α0 is evaluated at α0 as it is the elements
Oµν around this energy that contribute to δ
2
O(∞) in Eq.
(55). Further, we note that the second term in Eq. (G7)
can be identified with the square of the long-time average
value of the observable, see Eq. (40). To evaluate the
first term, we must understand the sum over α to also
run over the bath states, in the sense that we may write∑
α
Oαα =
∑
α+
Oα+α+ +
∑
α−
Oα−α− , (G8)
where Oα±α± = B〈φα|S〈φ±|O|φ±〉S |φα〉B . Using that
O = σ
(S)
z ⊗1(B), we have that Oαα = S〈φ±|O|φ±〉S does
not explicitly depend on the bath state, and thus
a0 =
∑
α+
Λ(α0, α+)|S〈φ+|σz|φ+〉S |2
+
∑
α−
Λ(α0, α−)|S〈φ−|σz|φ−〉S |2 −
(
〈O(t)〉
)2
.
(G9)
Note that the bath degrees of freedom have an asso-
ciated density of states that is half that of the whole
system plus bath. Thus, we have
∑
α± Λ(α0, α±) →∫
dE
ω0
ω02Γ/pi
(Eα0−E)2+(Γ)2 =
1
2 . Using Eq. (G4), we thus have,
a0 =
1
2
(
|S〈φ+|σz|φ+〉S |2 + |S〈φ−|σz|φ−〉S |2
)
−
(
〈O(t)〉
)2
=
(B
(S)
z )2
(B
(S)
z )2 + (B
(S)
x )2
−
(
〈O(t)〉
)2
.
(G10)
A similar argument reveals,
a1 = a2 =
1
2
|S〈φ+|σz|φ−〉S |2 = 1
2
(B
(S)
x )2
(B
(S)
z )2 + (B
(S)
x )2
.
(G11)
We note that this satisfies the sum rule
∑
ν |Oµν |2 =
(O2)µµ = 1, as
∑
n an =
∑
ν 6=µ |Oµν |2 = 1−O2µµ, noting
Oµµ =
∑
αβ cµ(α)cµ(β)Oαβ =
∑
α Λ(µ, α)Oαα. Now,
using Eqs. (55), (G2), and (G6), we obtain
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δ2σz (∞) =
1
D(Eα0)
((
|ψ+|4 + |ψ−|4
)(
a0
4piΓ
+ 2a1
4Γ/pi
(2E)2 + (4Γ)2
)
+ 2|ψ+|2|ψ−|2
(
a0
4Γ/pi
(2E)2 + (4Γ)2
+
a1
4piΓ
+ a1
4Γ/pi
(4E)2 + (4Γ)2
))
.
(G12)
Here we note that in Eq. (55) Λ(α, β+n) is a function of
Eα − Eβ + En, with Eα − Eβ giving the possible values
0,±2E. En has the same possible values, as it labels the
peak energies of the observable. Observe that in various
physical limits we also recover the QC-FDT of the simpler
form δ ∼ 1Γ , for example, when E  Γ, the Lorentzian
terms are small, and the original scaling is obtained. In
fact, as with the case for diagonal observables and general
initial states, we expect this simpler form to hold up to
a factor for most cases.
We further comment that in the generalized case the
assumption that the density of states does not change
over the relevant widths is not always valid, and may
cause deviations from the result above by the effective
rescaling of the an factors for large En. This occurs as
the implicit assumption is now Γ < En < W , where W
is the characteristic width of the density of states.
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