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論 文
離散指数型分布族モデルにおける
条件付分布の構成法について＊
松 尾 精 彦
要約
正規線形理論から離れると，統計量の分布は，例外的な場面をのぞきnuisancepaF
ranleterの値に依存する．近似理論に基づく推測(検定)方式ではnuisanceparameterの
値に依存しない近似理論を用いるのが普通である．つまり適当な正則条件を満たすよう
なデータが利用できるとき，統計量の分布がnuisanceparameterの値に依存しない，共
通な分布に収束することを用いている． しかし近似理論の助けを借りなくても，データ
分布が指数型分布族であるときには,nuisanceparameterの値に依存しない推測(検定）
方式（十分統計量による条件付推測）を実行できる． さらにデータが離散であれば，標
本空間で十分統計量値を共有する観測を数え上げることにより正確な統計量分布を構成
し，推測(検定)を行える。この方法が適用できるのは，離散データのモデルとして真っ
先に考えられる， ロジステイック回帰モデルと対数線形モデルである． この論文では， こ
れらの離散指数型分布族モデルで条件付推測(検定)を行う際の，観測の数え上げ方や条
件付シミュレーションについての議論を行う．
キーワード:sufficientstatistic;log regression;log-li earmodel;enumeration;simula-
tion;networkalgorithm;MCMC.
経済学文献季報分類番号:16-10
1理論的背景
二値反応データに対するロジステイック回帰モデルや分割表データに対する対数線形モデ
ルでは,未知パラメータに対応する十分統計量が存在する.それゆえその十分統計量の値で条
件付けることにより,対応するパラメータ値に依存しない推測(検定)を実行できる.具体的に
は，条件付参照集合（十分統計量の値を共有する観測の集合）を数え上げ，正確な分布を構
成して推測(検定)を行うのである．この事実は,両モデルが指数型分布族であること,そして
離散データのモデルであることによる．
条件付推測の理論については，測度空間の枠組みで厳密に述べている教科書にLehmann
(1959)がある.柳川(1986)は分割表モデルにおける条件付推測について幅広く議論している．
また, CoxandSnell(1986)は二値データモデルの推測理論を，条件付推測を中心に据えて
議論している．
全体の見通しをよくするために,まず指数型分布族についての説明から始めよう．なお， こ
こではアウトラインのみを説明する．
鰻この研究は平成12年度関西大学学術研究助成基金「奨励研究」によって行った研究の一部である
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1.1指数型分布族と条件付推測
確率変数Yi,l/m,…，脇の同時確率関数が，
p
/(り|")=expIE"出(")+D(")+s(")1(1
j＝1
の形に表わされるとき,{/(･l"),"EQ}は指数型分布族であるという.なお,ボールド
体の記号U，似はそれぞれl/={l/,,! 2 …,l/"},"={",,…,"p}のようにベク
トルを表すものとする． また,D("),s("),"(")は既知関数であり,D(")はりに依存
せず,s(")と現(り）は〃に依存しないものとする．いま〃1)…，〃pを2つのグループ
(〃'， ･ ･ ･ ，〃9 ）， （〃9+,，…,"p)に分けよう.そして,後者のパラメータについての推
測を行うことにする.このとき,（〃,， ･ ･ ･ ，〃9 ）に対応する十分統計量zi(9),…，喝("）
の値で条件付けることにより， （〃,，…，〃9）の値（未知）に依存しない分布が得られる．
Yi,I/h,･ ･ ･ 脇が離散確率変数であるとして説明をするが,連続の場合でも同様である（総和
の記号を積分記号で置き換れぱよい).Uを観測ベクトルとするとき,tj="(z/);j=1,…,p
と書いてt'=(t,,…,t9)として,条件付参照集合を
F.(t')={z:TI(z)=t,,…,zb(z)=t9} (2)
で定義すると,T,(Y)=t,, ･ ･ ･ ，乃(Y)=t9で条件付けたYの確率は,任意のzEF.(t')に
対し，
expに是P･{Y="'F('')'"}-EzE="Z慨(z)＋D(")＋S(z)］r{Y＝ZlF(tI),似｝＝ ZEｧ(t,)eXp[E是,"鰯(､"(=;¥=(z)] (3)
expに是9+1"餌(z)+s(z)]
：＝＝ （4）
EgET(t,)exPiZL9+'"慨(z)+s(z)]
となり，〃,,…,〃9の値に全く依存しない．
この理論は,その華麗さから,少なくとも大学院レベルの教科書では必ず取り上げられてい
る． しかし,実用に移すとなると厄介な問題がありその利用は限定的であった.離散モデルに
限って言うと， 2つの理由が考えられる.一つは条件付検定の際に検出力が下がるのではない
かという疑念であり，もう一つは実際の計算量の問題である.検出力については,様々な論争が
あったが,これについてはMehtaandHilton(1993)等の研究成果から誤解であることが示さ
れつつある.このことについては,Agresti(1992)にかなりの文献録がある.つぎに計算量につ
いてだが，これは完全に解決されたわけではない.なぜなら条件付参照集合の要素数は,デー
タ数が少しでも多くなると組み合わせ数が爆発的に大きくなり，とても扱いきれなくなるから
である．しかし昨今のコンピュータ環境の飛躍的な進展により，またMehtaandPatel(1983)
で紹介されたネットワークアルゴリズムを始めとするプログラム開発により，条件付推測の
適用範囲は次第に広がりつつあるのも事実である．
1.2対数線形モデルとロジスティック回帰モデル
ここでは，上の理論が適用できるモデルとして，対数線形モデルとロジステイック回帰モ
デルを紹介する． これら2つのモデルは，連続データに対する回帰モデルとして正規線形モ
デルが真っ先に当てはめられるように，離散データに対する回帰モデルとして真っ先に仮定
されるものである．
88
273離散指数型分布族モデルにおける条件付分布の構成法について（松尾）
1.2.1対数線形モデル
より一般的にk次元分割表にたいする対数線形モデルを用いた説明もできるが，最も単純な
2次元分割表を用いた説明を行う．データは2つの分類{A,,A2,…,A,.},{B' B2,…,Bc}
により分類されたときの, (Aj,Bj)に属する観測要素の数吻で与えられる．つまり，次の
分割表の形のデータについての推測を行うことになる． このデータをモデル化する際，観測
単位がどのように抽出されるかにより確率モデルが決まる．データの総数Ⅳがポアソン分
布に従うと仮定することもできるし，Ⅳは予め決められているときもある．また，行和ある
いは列和が固定されていることもある． どのモデルを仮定しても条件付推測の手続きは不変
なので，最も説明し易い,Nのみを固定した多項分布モデルを考えることにしよう．今セル
(i,j)の確率を汀〃とすると，このモデルの確率分布は多項分布，
Y=(Yi',Yi2,…,Yfc)～MJV(N;7rll,7rl2,…,汀『c)(5)
であり，その確率母関数‘(“)は，ノ(g|")=Pr(Y="|x)と書くとき，
'(u)= (7r,,",,+7rl2ul2+…+7rrcUrc)IV
=E/(U|")"Yi､…"詫。
り
であるので，係数を比較することにより，
(6)
(7)
｜?
。』???
????
(8)/(り’六）＝Ⅳ！
であることが分かる．そこで7rjj=pd.qjという対数線形モデルの構造を入れてやると，上
の確率分布は，
/(り',r)=MH('#' （9）”"1
*!WW （10）ニーニ
=exp{ERilnp'+ECjlnqj+lnN!-Zln"!} (11)
J j,j
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となり,R1,…,Rr;C',･･･,Cbを十分統計量とする指数型分布族になっていることがわかる．
それゆえ，分割表の周辺和R=R1,…,Rr;C=C',･ . ･,Cbを共有する表全体（条件付参
照集合） ，
F(R,c)={l/| 玩吻=Cj(j=1,…,c), 玩吻=Ri(j=1,…,r)}(12)
●
JZ ・
で条件付けることにより,Yの分布はpl)…,pr;91,…)9cに依存しなくなる．実際,Pr{YE
F(R,c)}は,Yi.,I/h.,…,I/f.;Y',Y2,…,Yc(ここで添字中の．はそれが位置する添字につ
いての和を表すものとする;e･9･,I/;.=EjI/;j)の確率母関数，
．(⑳,”） ＝ （ アハ卿刈)jv （13）
● ●
z,J
＝ （ ァp")Jv(E"ﾉj)'v （14）
●
Z 、3
M Ⅳ1
反 ロpjm#nqm妙穿’Ⅳ"f'('5)－q■■■■■■ "R'!…Rr!C,!…cb!¥"'¥z'¥~'､, z J
より，
⑭r{YEF(R'C)}=FII竺即c,!¥c坤穿，職
であるので，条件付確率は，
(16）
ノ(g｜汀）
Pr(Y='IF(R'c))=Pr{=K==&,c)}（17）
R1!…Rr!C,!･ ･．q!
（18）
JV!nj,j"!
となる．F(R,c)上の統計量分布を構成するには，条件付参照集合F.(R,c)を数え上げる
必要がある． これ以降2次元分割表では,F.(R,c)の数え上げについてのみ考えることに
する．
1.2.2ロジスティック回帰モデル
I/i,…，雌は互いに独立な確率変数であり,各蕗は二項分布B('7zj,pi),ただし
exp[BO+6,",] （19）p'='+=5[Bo="]'
に従うと仮定する．ここで'zjは説明変数の値で既知とする.するとYi,･ ･ ･ ,I/ルの同時確率関
数は，
k
/(z/la)=n""cb,p:#('-z',)"､
j＝1
k k
=expIEOZ"+e,Z:IW#
j＝1 j＝1
k k
+ZInm'Cb'-Emiln(1+expIBO+",z,])]
j＝1 j＝1
(20）
(21）
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となり,EL,I/IとE是,勿慨を十分統計量とする指数型分布族となる.この十分統計量の値
を固定することにより，対応するパラメータの値に依存しない推測が可能になる． この論文で
は，上の2つの統計量で条件付ける場合を考える．それゆえ条件付参照集合は,t,=zi(")=
E是1I/d,t2=乃(")=EIL,z伽を共有するものであり，
k 虎
F(t1lt2)={zlZ"=t1'Z"'zi=t2}(22)
j＝1 j＝1
と表わされ,任意のzEF(t,,t2)に対し条件付確率は，
Ⅱ是,m‘αPr{''F(j''f2)}-z""ffZf:"#q'}r{z'F(t''t2)}＝EzE〆(f1，t2){雌,m‘cz‘｝（23）
で表わされる．対数線形モデルの場合にはすべての要素を数え上げなくても条件付確率が計
算できたが， （23)式の右辺分母を求めるには条件付参照集合の要素を全て数え上げなければ
ならないことに注意されたい．
もう一つ注意してほしいのは，説明変数鋤が等間隔にならんでいないときには，最悪の
場合，条件付参照集合F(t,,t2)の要素が1つしかない場合が考えられるということだ．こ
の危険性を避けるため， この論文では"f=j(j=1,…,k)として議論を行う．
2条件付参照集合の要素数
条件付参照集合の要素数がどのくらいあるかということは，正確法が実行可能かどうかを
判定するために，知っておきたいことである． もちろん正確な数を知る必要はなく，大体の
値がわかれば十分だろう．
2.1母関数による方法
Baglivoet.QI.(1996)が指摘しているように，条件付参照集合の数え上げや条件付確率の
計算を行う主要な方法はほとんど全て， ここで述べる母関数に基づいている．
2.1.12次元分割表
数え上げのための母関数，
C
(0)=n{E妙 ｡)＝Ⅱ
j=1y'j+…+y,･j=Cj
｝"Y'j":2)…U’，』 (24）
を展開して, 砂fﾕ砂野，…妙雰『の係数を求めることにより得られる．なお,ZzI,j+…+y,･j=qj
は!ﾉ1j+…+!/rj=Cjを満たす非負整数の組(zﾉ1j'"2j'…,!/γ )についての和という意
味である．
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2.1.2 ×k表
数え上げのための母関数，
k
妙(",｡)＝Ⅱ{’＋("⑳')＋(uひ')2＋…＋("ひ')"}(25)
j＝1
を展開して, utl )&2の係数を求めるとよい．ただし,t,=EI=,I/,,t2=z是1j桃とする．
なお前節で述べたように,"j=j( =1,…,k)としている．
2.2正規近似による方法
ここで述べる方法は,GailandMantel(1977)で紹介されているもので，数え上げのため
の母関数(24),(25)からそれぞれ確率母関数，
γ
聖R汁圭GE=T{"汁焉測#'jYi');"…":"} (26)
重歳{1+(uiji)+(u"')2+…+(u"i)m#}(27)
を構成し，対応する確率変数を正規分布で近似して，組み合わせ数の近似値を得ようとする
ものである．正規分布で近似することが適切かどうかについては， 中心極限定理の条件を検
討することになる．
2.2.12次元分割表
ここでは,Y1,･ ･ ･ ,Ycという互いに独立な確率変数ベクトルを考える．ただし,Yj=
(Yij,…,1/f-',j)は
γ－1
｛(伽,…ル_,,j)IZ"=Cjand":non-negativeinteger}(28)
j＝1
上の一様分布に従うものとする･v=Z;=,Yjとおくとき,v=(R,,R2,…,Rr-,)とな
る確率は,#F(R,c)をF(R,c)の要素数とするとき，
#F(R,c) （29）Pr{v=(R',R2,…'"-､)}=n;=i~===a_｣
となる． この確率を近似するため,Vの2次までのモーメントを求め，そのモーメントを持
つ正規分布を用いて近似計算を行う．
2.2.2×ん表
対数線形モデルと同様に，独立な2次元確率変数列{(UI,I/;);j=1,2,…,k}を考える．
ここで(UI,I/I)は{(0,0),(1,i),(2,2i),...,(mj,'M)}上の一様分布に従うものとする．こ
のとき，
Pr{E咋乢ZI/;=t非鵠:謡）（30）
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であるので， この確率を近似するため, (EUi,E1/;)のモーメントを計算し，そのモーメ
ントを持つ正規分布を用いて近似計算を行う．
いずれの場合でも， より高次のモーメントを求めて， より精密な近似を行うことも可能で
ある．松尾(1998)は一様分布の代わりに，十分統計量の理論を利用して母数構造を入れた分
布を仮定して正規近似をおこなった． この結果近似の精度がかなり向上した．
3ネットワークアルゴリズムによる条件付参照集合の数え上げ法
ここでは，条件付参照集合を効率的に数え上げる方法の中で,MehataandPatel(1983)が
紹介したネットワークアルゴリズムについて述べる． このアルゴリズムは，母関数(24)か
ら各項の係数が得られる過程を観察することにより，導出される．
3．1 2次元分割表
母関数(24)の途中経過である，
I
"!(i')=n{E "Y"ひ芽'…り："},!=0,1,2,…,c-1,(31)
j=1Z/1j+…+Zﾉrj=qj
を考えよう．計算したいのは,りf』妙穿'…ひ雰〆の係数だけなのだから,各吻(ひ)の中で,後
の計算でUf"似多，…妙穿、を生成する項だけを抽出すればよいことが分かる．物(ひ)の中で
抽出される項をネットワークのノードと考え，
(I,",の係数,…,U『の係数）
と表し，関連するノードをpathで結ぶことによりネットワークが形成される.Mehtaand
Patel(1983)はネットワークアルゴリズムを次のように説明している．
k
島,k=E" （32）
j=1
という記号を導入し，第kステージでのノードを
(h,R1,k,R2,k,…,Rr,k),whereRj,k≦Rjfbralli=1,2,…,r
andR1,k+…+Rr,k=C'+…+ck(33)
を満たすものに限定し，第kステージから第k－1ステージを結ぶpathを，
Ri,k≧Rj,ﾙｰ,fbralli=1,…,γ （34）
を満たすものの間に付ける．第cステージを出発点としてc-1,c-2･ ･ ･とステージを一
つ一つ下げながら第0ステージまでのpathをさかのぼることにより条件付き参照集合を数
え上げるのである．
実例をあげよう・図2はR1=2,R2=1,R3=6そしてC1==3,CD=3,Cb=3を固
定した表の数え上げを，上記のネットワークアルゴリズムを用いて行う際の手順を視覚的に
表現したものである.．
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???
，
，
1：周辺和がR,=2)R2=
R3=6,C1=3,Cb=
C3=3である表
図2:左表のネットワーク表現（太線）
MehtaandPatel(1983)のネットワークアルゴリズムには，有意確率を計算する際，数え
上げる必要のないpathについては早いステージで判定して計算しないようにする工夫が備
わっているが， ここでは詳細を省略する．ネットワークアルゴリズムは2次元分割表には有
効なのだが， 3次元を超える場合への拡張性はない．
3．2 2×ハ表
2次元分割表の場合と同様に，母関数(25)の計算経過を表す関数列，
k
妙!(",｡)＝Ⅱ{1＋(uUi)＋(u〃')2＋…+(ufji)mi},I=0,1,…,k-1(35)
j＝1
を考えよう．そして，山(u,U)の中で最終的にutlUt2を生成する項を抽出し，
(I,uの係数,砂の係数)=(I,t',I,t2,I)
というノードを考え， 2次元分割表の場合と同様にして，ネットワークを組めばよい．次の
図3は'7731=7n2=m3=m4=5,tl=12,t2=32の場合の数え上げを説明するものであ
る．実はこのネットワークは，数え上げの手段としてはあまり効率がよくないのだが，条件
付シミュレーションを可能にしている． これについては，次の節で紹介する．
上の方法とは別の数え上げ法を紹介しよう，図4は上と同じ場合を示したものである．い
ま, fiﾉ1=!ﾉ47fiﾉ2=I/3+l/4,uﾉ3=Z/2+Z/3+I/4という変換をすれば,flﾉ17uﾉ27fiﾉ3は，
uﾉ1≦uﾉ2≦fi)3三tl （36）
uﾉ1三77Z47fiﾉ2-TIﾉ1≦77Z37uﾉ3－uﾉ2三7732,tl-uﾉ3三m'1（37）
uﾉ1+uﾉ2+uﾉ3=t2-tl（38）
を満たす.上記の関係を満たす(伽仙2,1"3）を数え上げることにすれば，数え上げの効率が上
がる.この方法にネットワークアルゴリズムのノードの考え方を導入すれば， より効率的な数
え上げプログラムを構成できる．
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/(2,4,4）
(3,74,5）
5,6）
5,7）
5,8）
5,9）
6,9）
6,10
6，11
7，12
, 1,1）
(3,8,2,2）
(4,12,32）(0,0,0)
(3,9,3，3）
(3,1,4,4）
図3:F(12,32)のネットワーク法による数え上げ:太線は!/1＝3,1/2＝2,1/3＝3,1/4＝4に対
応している
t2=yl+2y2+3y3+4y4=32
○○○○
○○○○○○○
○○○○○○○○○
○○○○○○○○○○○○
?
????
?
｜
tl=yl+y2+y3+y4=12
図4:(3,2,3,4)EF(12,32)のグラフ表現
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4条件付シミュレーション
ネットワーク・アルゴリズム等の優れたアルゴリズムが提案され，数え上げの効率は上がっ
てきてはいるものの，条件付参照集合に属する組み合せ数が膨大すぎて全ての要素を数え上
げることが現実的でない場面がある．その上，正規あるいはカイ自乗近似の精度も期待でき
ない場合には，シミュレーションを行うことが唯一の現実的な解決策となる． しかし，工夫
のないシミュレーションでは，条件に合う乱数だけを利用するため，ほとんど全ての乱数を
捨て去ることになり効率が極めて低い．そのため， さまざまな効率の良い方法が提案されて
きている．以下では，現在利用されている方法の中の主要なものについて議論する．
4.1ランダムな順列： 2次元分割表
この方法は,2次元分割表の場合だけ適用できるものである.いまⅣ=EI=,Rj=E;=,Cj
とするとき，確率分布（18）に従うランダムな分割表は，（ 1， 2，…,Ⅳ）のランダムな並
べ替えから構成できる． このことを図1の例を使って説明しよう．いまランダムな順列を
(3,5,7,4,8,1,2,9,6）としよう．この順列は次の図5により表現できる． ランダムな順列の
第1番目は3である．この関係を第1列の第3行目を黒丸にすることで表している．順列の
2番目の数は5であるので，第2列第5行目を黒丸にする．以下同様の作業を繰り返せば，
図5が出来あがる．正方形の形に並んだ， 9×9＝81個の点を区切る縦・横線で区切られた
セルに属する黒点の数が，鋤の実現値を表している． このように（1,2,…,Ⅳ）の各順列が
周辺和を固定した分割表に対応していることが分かった． あとは，確率が一致するかどうか
を調べればよい．
??? ?????
R3=6
｢】 （】
C,=3C2=3 03=3
図6：左の図に対応する分割表図5： （1,2,…,9）の並べ替えの一つ
(3,5,7,4,8,1,2,9,6)を図で表現したもの
まず最初のC1=3列を見ると，第1列がA2に，第2,3列がA2に属している．このよ
うな列の分配は全部で，
C1! 3!
!/11!!/21!…yr,!O!1!2!
96
281離散指数型分布族モデルにおける条件付分布の構成法について（松尾）
通りある． この分配法は次のCh,CS列についても同様であり，かつ独立であるので，全体で，
C
Cj!
旦伽〃･･l/rj!
通りの列分配がある．
次に行方向に見て行こう．最初のR1=2行，次のR2=1行，最後のR3=6行をどの
ように入れ替えても同じ結果を与えるので，先の列分配1つあたり，Ⅱ是,剛＝211161通り
のバリエーションがあることが分かる．
以上をまとめると， （1,2,…,Ⅳ）のⅣ1通りの順列のうち，各セルの個数が伽となるも
のは，
C,!CZ!･･･Cb!R,!R2!…Rr1
ni,jz/jj!
であることが分かる． よって順列を用いたシミュレーションが条件付確率分布(18)に従うこ
とが示された．
4.2ネットワークアルゴリズムの利用
ここで述べる方法は，確率の乗法定理とネットワークアルゴリズムとを組み合わせたもの
と言え，前節で述べたネットワーク構造を持つ条件付参照集合ならば， どのようなものにも
適用できる． なお， この方式はMehtaet.Ql.(2000)で紹介されているもので，乱数を一切
無駄にしない効率的な方法である．
2×代表を例にとり説明を行うことにする．条件付確率を，
(39）P*(Y=U)=Pr{Y="|F(tl,t2)}
と表すことにしよう．すると確率の乗法定理より，
P*(Y=l/)=P*(Yi=z/')×P*(I/i=y21Yi=9')
×P*(I/3=Z/31Yi=@/1,I/h=Z/2)X
…×P*(I/h=!/klYi=l/,,…,Yﾙｰ,=I/k-,)(40）
が成り立つ． さて， （40)式の右辺に現れる条件付確率では，
P*(YI+,=zII+,I I/i=!/,,…,I/I=!/J)=P*(I/i+,=l/!+,|T,,I=t',h蝿,I=t2,I),(41)
ただしzl,,!=E;=,Yy,乃,!=E;=,j野とする，が成り立つ．さらに, A(I,t',I,t2,I)をノー
ド(I,t',I,t2,J)から最終ノード(k,t,,t2)までのパス全体を表すものとすると，
P*(YI+｣="!+[l t,,I,t2,I)=EA(!+',t',!+=','"+I"+'4…cb,+』Ⅲ=J+2mjc@』
EA(I,t,,!,t2!I)Ⅱ=J+,7njc@j
となるので，図3の各ノードに対して，
k
EⅡ
A(1,t',1,t2,')j=I+1
(42）l"(I,t',I,t2,I):= mjcbj
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を構成すれば，条件付確率が全て計算可能になり，その結果としてシミュレーションが可能
になる. 7Z(J,t',I,t2,1)をノード(1,t1,I,t2,1)と結ばれる第1+1ステージのノード全体とすれ
ば，次の漸化式
"(k,t,,t2)= 1
"(I,tl,!,t2,I)= E "!+,C@!+'"(I+1,b1,!+IW+1,f2,!+I!ﾉ!+,)
7z(I,t',I,t2,I)
により，全ての〃(I,t',J,t2,I)がIについて降順に求められる．
(43）
(44）
4.3MCMC法
上記の方法以外に，条件付参照集合の要素間を推移するマルコフ・チェインを考え，適当
な推移確率行列を与えることで，その極限分布が初期値に依存せずに条件付分布になるもの
を考えるアプローチがある． これがマルコフ・チェイン･モンテ・カルロ (MCMC)法の条件
付シミュレーションへの応用である． これは，適応例ごとに発見的な方法で行われてきたの
であるが,DiaconiSandSturmfels(1998)により，代数的構造が導入され体系化された．こ
の代数的構造については上記論文を参照されたい．
MCMC法の考え方を,Ripley(1987,p.113,114)に沿って説明しよう.Q(Ⅳ×Ⅳ)を対称
な推移行列とする．つまり，
Ⅳ
E9ij=', fbranyie{',…,IV}and9"=qj'fbranyj,jE{1,…,JV}(45)
j=1
を満たすものとするとき，行列Pを次のように構成すると，
(46）
(47）
pij=min{1,7rj/7ri}9jjfbri≠j
伽="+Emax{0,1-7rj/"#}"
j≠i
Pは再び対称な推移行列となる． またこのPは，
7『"jj=7rmin{1,巧加}9jj=min{7r',7iy}qjj=7W)j'
を満たすのでF T'を7rの転置とするとき，
7rノP=7rノ
(48）
(49）
が成り立つ． このことは，初期の確率分布が7rならば，推移行列Pによって確率分布は変化
しないということを意味する． このPがirreducible(任意の2つの要素は互いに推移可能で
ある）でしかもaperiodic(ある要素から他の要素に推移するときに周期性がない）ならば，
このマルコフ．チェインは初期状態にかかわらず，唯一の均衡分布7rを持つ．
条件付参照集合の任意の2つの要素， ”1,妃2，の条件付確率の比は簡単に求まるので’適
用事例に応じて，推移行列pの土台となるQを構成すればMCMCが実行可能になる．
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4.3.12次元分割表
周辺和を固定した2次元分割表全体を推移する対称行列Qを構成しよう.F.(R,c)の要素
数をⅣとし，分割表眺から1-stepで推移する表の添え字集合を，
??
?
?．??
?
???
?．????…??????
??
?
?
???
。
?
??
?
?…???．????．?
??
???
??
｝Ii={jlg#-:'j=st ,"jEF(R,c)
(50）
とするときQを，
1
9jj= ｡=/､!, jEIi
2 rCbc孝玲 （51）伽＝ 1－ 2 ｢a"ccb' j=#
9ij=0 , j偕巧
とすれば,Qは対称な推移行列であることが分かる.また，この推移行列はirreducibleであ
りaperiodicであることも示される.なお，汀j/7rjは,(18)より得られる．
具体的な手順は以下の通りである．
1.任意の初期表g(0)EF.(R,c),を選ぶ．この初期値は任意に選んで良いので'普通は観
測値が用いられる．
2.（1,2,…,γ),(1,2,…,c)からそれぞれ2個の整数をランダムに非復元抽出し,(+,-)
のどちらかをそれぞれ1/2の確率で選ぶ.これらを(r',『"),(c',c"),si9"とあらわすこ
とにすれば，
q7･'c/==αγ"c"=Si9n1,αγ"c ＝α『'c"=sigr'(-1)
以外の要素はすべて0である行列Aをり(0）に加えたものに推移するかを考える．
3． もしもり(0)+AfF.(R,c)ならばり(0)に留まり，そうでなければ確率
min(,,E豐時l)
で, 3ﾉ(0)+Aに移り，確率
Pr(zI(0)+A)max(0,1- ）
Pr("(0))
で〃(0）に留まる
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4．上の作業の結果をU(,）として同様の操作を繰り返して，g(2)，ｼ(3)，. . . ’を得る．
5．得られた列， y(1),U(2),y(3)'. . . ’から一部分を抽出し，その確率特性が明らかなように
する．
MCMC法の問題は，上記手順の5をどのように行うかということである．言い換えれば，
MCMC法により得られた結果の誤差評価法が確立されていないということだ．この問題につ
いては現在， さまざまな適用分野で数多くの論文が生産されている．
4.3.2×ル表
ここではgEF.(t,,2)の代わりに,3.2の最後に導入した,1"を用いて説明を行う．いま，
uﾉ1＝!/k,fU2=!/k+鰍－11…7'uﾉk- =!/b+･･ ･+@/2
とするとき, '"j=('"j,',i"j,2,…)fiﾉj,ん-,)EZ.(t,,t2)から
3.2の例を用いるとき，下の図7内の矢印により表される
)fiﾉj,ん-,)EZ.(t,,t2)からのF.(t,,t2)内の要素間の移動は，
扁而gggg
○○○○○○○○○
●●●●●●●●●●●●
??
Wi.2
Wi,3
図7:F･(tl,t2)の要素間の移動
2"jから1-stepで推移する要素の添え字集合を，
It={jlf"j-"j=士(o,…,0,1,0,…,0,-1,0,…,0),"jEF(t',t2)}
と定義し， 2次元分割表の場合と同様にQを，
1
qmj= 2k=,CZ ' jEII
＃玲
伽＝ 1－ 2#="''='
9吋＝0 ，”喝
(52）
(53）
とすれば,Qはirreducibleでaperiodicな推移行列となる.7rj/7r;は(23)より計算できるの
で， 2次元分割表の場合と同様にしてMCMC法を実行できる．
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5おわりに
ここで紹介した方法を用いて条件付分布を構成することにより，統計的推測を近似を用い
ることなく正確に実行できる． これらの方法は， コンピュータ環境の発展と共に開発されて
きたものである．それゆえ，その適用範囲は今もなお広がりつつあり，従来近似法でしか扱
えなかった事例の多くが正確法の対象となりつつある． この傾向は， コンピュータの記憶容
量の増大と処理速度の向上により，また新たなアルゴリズムの開発により，加速度的に強ま
ると思われる．
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