A postprocessor. has been developed to calculate spadtime distributions of electrokinetic potentials resulting from histories of underground conditions (pressure, temperature, flowrate, etc.) computed by multi-phase multicomponent unsteady multidimensional geothermal reservoir simulations. Electrokinetic coupling coefficients are computed by the postprocessor using formulations based on experimental work reported by Ishido and Mzutani (1981). The purpose of the present study is to examine whether or not self-potential anomalies actually observed in real geothermal fields are consistent with quantitative mathematical reservoir models constructed using conventional reservoir engineering data. The most practical application of the postprocessor appears to be modeling self-potential changes induced by field-wide geothermal fluid production. Repeat self-potential surveying appears to be promising as a geophysical monitoring technique to provide constraints on mathematical reservoir models, in a similar fashion to the use of repeat microgravity surveys.
increasing interest in geothermal prospecting and engineering geophysics.
Among the various mechanisms which can cause SP, the most important appear to be electrokinetic (streaming) potentials arising !?om underground fluid flow (e.g., Ogilvy et al., 1%9; Zohdy et al., 1973; Combs and Wilt, 1976; Zablocki, 1976; Anderson and Johnson, 1976; Mizutani et al., 1976; Corwin and Hoover, 1979; Ishido, 1989; Ishido et al., 1987; 1990) .
In general, electrokinetic effects have been described on the basis of irreversible thermodynamics (de Groot and Mazur 1962) . There are, however, several difficulties involved in quantitative interpretation of electrokinetic effects in the earth. First, in-situ values of the crosscoupling coefficients (zeta potential and/or streaming potential coefficient) are hard to estimate. This difficulty has been partially alleviated by expexhental studies of the zeta potential and streaming potential coefficient for crustal rock-water systems (IshidoandMizutani, 1981; Ishido et al., 1983; Morgan et al., 1989) .
Quantitative SP interpretation is difficult because of the complicated character of SP generation by subsurface electrokinetic sources.
Theoretical studies by Nourbehecht (1963 ), Fitterman (1978 . Ishido (1981; . and Sill (1983) have helped to explain these processes. Numerical modeling of SP has also been undertaken recently, following Sill's approach (Yasukawa et al., 1993; Wurmstich and Morgan, 1994) .
In this paper, we describe a newly developed postprocessor which calculates electrokinetic potentials based upon multidimensional unsteady computed histories of underground conditions computed by the "STAR" general-purpose geothermal reservoir simulator (Pritchett, 1989 ; see also Pritchett, 1995) . The results of numerical modeling of natural SP anomalies in geothermal fields and production-induced SP changes are also presented.
The flow of a fluid through a porous medium may generate an electrical potential gradient (called the electrokinetic or streaming potential) along the flow path by the interaction of the moving pore fluid with the electrical doubl," layer at the pore surface. This process is known as electrokinetic coupling. The general relations between the elecnic current density I and fluid volume flux J (on the one hand), and the electric potential gradient VQ and pore pressure gradient V€ forces (on the other) are
where the Lab are phenomenological coefficients. The fmt term on the right-hand side in Eq. 1 represents Ohm's law and the second term in Eq. 2 represents Darcy's law. The cross-coupling terms (with the Lev and Lve coefficients) represent the electrokinetic effect; Lev = Lve according to Onsagar's reciprocal relations.
Eq. I describes the total current density, composed of a drag (convection) current density Idrag caused by charges moved by fluid flow, and a conduction current density Icond caused by electric conduction; hence, Eq. 4 represents sources of conduction current which are required for the appearance of electric potential at the surface.
The cross-coupling term of Eq. 2 is negligible; the maximum value of the induced electric potential (streaming potential) is given as V+ = -L e v h V( f?omEq. 1 assuming I = 0. Substituting this value into Eq. 2 yields:
where the quantity Levz/Lee L w is O( 10') for typical geologic situations and may be safely neglected. Thus, Darcy's law alone may be used to model the hydraulic problem; it is not necessary to solve Eqs. 1 and 2 simultaneously. A "postprocessor" may then be used to calculate the drag current (Idrag) from the results of an unsteady thermohydraulic reservoir simulation.
POSTPROCESSOR
Our postprocessor simulates electric potentials caused by subsurface fluid flow by a two-step process. First, it calculates the distribution of Idrag (and V Idrag ) and Lee from the reservoir-simulation results using the same spatial grid used for the reservoir simulation calculation (called the RSV-grid hereafter). This process is explained in detail below. Next, the postprocessor calculates the electric potential (9) distribution by solving Eq. 4 within a finitedifference grid which is usually much greater in spatial extent than the RSV-grid (hereafter called the SP-grid). The relationship between the RSV-and SP-grids is depicted in Fig. 1 . Within that portion of the SP-grid overlapped by the RSV-grid, the distribution of electrical conductivity is obtained directly from RSV-grid values (see above). Elsewhere within the SP-grid, the electrical conductivity distribution is user-specified and time-invariant.
Ordinarily, boundary conditions on the potential are: zero normal gradient on the ground surface (upper surface) and zero potential along the bottom and vertical sides of the SP-grid. It is also possible to prescribe zero normal gradient on all exterior surfaces of the SP-grid. Eq. 4 is solved numerically using a Gauss-Seidel iteration procedure which incorporates intermittant automatic optimization of the overrelaxation factor.
The drag current density within the RSV-grid is given by:
where M, , v L and R, are the mass flux density, kinematic viscosity and relative permeability of liquid phase, respectively, and k is the absolute permeability (which is the local instantaneous value used in the resavoir simulator, subject to the constraint that k must exceed a user-supplied kmin value which may be a function of position).
The coupling coefficient is computed based upon the capillarymcdeldescribedbyIshidoandMizutani (19811, Lev = -qf2 G Rev E {/ pL (6) where q and t are the porosity and tortuosity of the porous m e d i m E and pL are the dielectric permittivity and dynamic viscosity of the liquid phase; and ( is the zeta potential, the potential across the electrical double layer. If { is negative (positive), positive (negative) charge is carried by the fluid flow J. The G and Rev factors are newly introduced: G (s 1) is a correction factor in cases of very small hydraulic radius (comparable to the thickness of the electrical double layer) and Rev (< 1) is a user-specified function of the liquid-phase saturation.
The zeta-potential in Eq. 6 is a function of temperature, pH and the concentration of 1:l and 2:2 valent electrolyte in the solution, and is given by Eqs. 18,20 and 21 of Ishido and Mizutani's paper (1 98 1) assuming the following empirical relation for the distance (Xs) between the solid surface and the slipping plane in the electrical double layer, Xs (meters) = 3 . 4~1 0~ pL (pascal-seconds) In the present version of the postprocessor, pH (A pH) must be supplied by the user as a function of position.
The effects of Al" ion on C can also be taken into account. The dielectric permittivity E is given as a function of temperature and pressure (and, if desired, the concentration of dissolved species; see e.g., Olhoeft, 1981) .
The electrical conductivity of the bulk fluidhock composite (Lee) is calculated from the porosity and the conductivity of the rock matrix ( uR) and the pore fluid (u$. Several types of "mixing law" are available in the postprocessor, such as Archie's law and the capillary model. The pore fluid conductivity is also calculated as the effective composite conductivity of liquid, vapor and solid salt phases in the pores using one of several user-selected mixing laws. The liquid-phase conductivity is a function of temperature, pressure, and the concentrations of NaCl, KCI and CaCl, based on the formulation given in Olhoeft (198 1) (the coefficients of the formulation were corrected using the original data of Quist and Marshall, 1968) . CASE 1: S I N --We will describe two illustrative computations using the computational/graphical EKP postprocessor. The first is a simple model which simulates natural hydrothermal convection and productionheinjection effects. The second (described in the next section) is based on a threedimensional thermohydraulic model originally developed to represent the natural-state of the Sumikawageothermal reservoir (F'ritchett et al., 1991) . A source of high-temperature "magmatic water" (similarly tagged with a dilute tracer) was imposed at the center of the grid bottom; the evolution of the hydrothermal convection system was then simulated using the STAR simulator. The system reached steady state after about lo' years; in Fig. 2 , the distributions of temperature, fluid mass flux and mass fraction of "magmatic dilute tracer" are shown for lo' years.
For the self-potential calculations, the magmatic fluid is assumed to contain NaCl and A"'; the concentrations are proportional to the mass fraction of magmatic dilute tracer, and NaCl and Al" are 0.17 moyl and 1.2~10~' moVl respectively in the pure upflowing magmatic fluid entering from below. The fresh water is assumed to contain only dilute NaCl under exploitation is very similar to the natural-state (compare Fig. 5 to Fig. 3) . ?he only substantial change occurs in the (negative potential) peripheral downflow ranges, where the magnitude of the anomalies increases from -150 mV in the natural state to -250 mV under production conditions. (This mechanism can be interpreted based upon the total potential approach presented by Nourbehecht, 1963; see also Fitterman, 1978) These trends are consistent with field observations of SP changes at Mori. Calculated self-potential distribution assuming production and reinjection in the model shown in Fig. 2 . The result after 5 years of operation is shown. al., 1991) ; the SP distribution was calculated both for the "natural-state" (Fig. 6(a) ) and for the "exploitated-state" (Fig. 6(b) ). We use the same "exploitation model" as in case "A' of the previous gravity study to forecast SP change due to geothermal operations.
The natural-state SP distribution in and around the Sumikawa field is characterized by a positive anomaly ova the central area of the field and a large-amplitude negative anomaly at Mt. Yake to the south (Ishido et al., 1987) . After several trial-anderror parameter adjustment calculations, we obtained a result which reproduces these features of the natural-state SP distribution reasonably well (see Fig 6(a) ).
"he minimum permeabilities (kmin) for the various rock formations used in Eq. 5 and the Rev function (Eq.6) were the important free parameters adjusted during the trial-and-enor process. Large discontinuities in permeability will cause large values of the computed Idrag (Eq. 5) in the presence of pressure gradients M e t e r s E a s t Fig. 6 (b) . Prediction of SP distribution after 5 years of 50 MWe production. Drilling pads are shown by solid circles.
(such as the interface between the reservoir and the caprock); in reality, local heterogeneities appear to homogenize this effect. For such regions, we therefore set kmin comparable to the reservoir permeability for the caprock blocks, which seems to remove these synthetic current sources. We set Rev equal to 1 for all liquid saturations larger than the residual saturation; this means Idrag is not reduced for two-phase flow (containing vapor phase which cannot move charge) so long as the liquid phase flows. If we assume Rev = RL, (relative permeability of liquid phase), the positive anomaly over the Sumikawa field becomes much smallex both in magnitude and in spatial extent. Other important adjustments were made regarding the selection of the proper mixing law for pore-fluid conductivity and Lee estimation to reproduce the observed conductivity distribution in the field.
The SP distribution during exploitation was then calculated using the same parameter set as that obtained during the natural-state modeling. As shown in Fig.   6 (b), a negative anomaly appears over the central area, replacing the positive anomaly of the natural state. This prediction is partly confmed by the measurements (Matsushima et al., 1995) carried out in 1993, while a long-term field-wide discharge test was going on as a preparatory operation to the start-up of the Sumikawa geothermal power station (50 MWe) in March 1995. The negative anomaly is thought to be caused by pressure drawdown taking place near the bottom of the two-phase zone, where the streaming potential coefficient (C=-LevLee) changes steeply. This mechanism can also be interpreted based upon the total potentid approach.
In addition to electrokinetic (EK) coupling, several effects such as thermoelectric coupling and chemical diffusion potential are possible causes of self-potential anomalies in geothermal fields. The results of the present simulations, however, indicate bat EK effects are the main cause of natural-state SP anomalies associated with vigorous hydrothermal convection.
As the development of a field takes place, the natural flow pattern is likely to be overwhelmed by perturbations caused by the production and injection wells.
This will bring about changes in the self-potential distribution through EK coupling. No other effects will play significant roles, since production-induced changes in the distributions of temperature and fluid chemistry will be minor compared to flow pattern changes, especially in the early stages of exploitation. The present results support this observation. Repetitive self-potential surveying of geothermal fields during exploitation would appear to be another promising tool for field monitoring (along with other types of monitoring such as downhole pressure and temperature measurements and surface microgravity surveys), to provide better reservoir models and more effective field management.
