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We report on ~k · ~p calculations of Rashba spin-orbit coupling controlled by external gates in InAs/InAsP
core-shell nanowires. We show that charge spilling in the barrier material allows for a stronger symmetry
breaking than in homoegenous nano-materials, inducing a specific interface-related contribution to spin-orbit
coupling. Our results qualitatively agree with recent experiments [S. Futhemeier et al., Nat. Commun. 7,
12413 (2016)] and suggest additional wavefunction engineering strategies to enhance and control spin-orbit
coupling.
Understanding and controlling spin-orbit coupling
(SOC) is critical in semiconductor physics. In particular,
in semiconductor nanowires (NWs)1–7 SOC is essential
for to the development of a suitable hardware for topo-
logical quantum computation8,9, with qubits encoded in
zero-mode Majorana states which are supported by hy-
brid semiconductor-superconductor NWs10–15. Among
other parameters, qubit protection at sufficiently high
temperatures relies on a large SOC which determines the
topological gap. Additionally, electrical control of SOC
is necessary in the realization of spintronic devices16–26.
SOC arises from the absence of inversion symmetry
of the electrostatic potential. In semiconductor NWs,
typically having a prismatic shape, finite SOC may be
induced by distorting the quantum confinement (Rashba
SOC27) by means of external gates, with the advantage
of electrical control. A lattice contribution (Dresselhaus
SOC28) is typically small and may vanish in specific crys-
tallographic directions - for zincblende NWs, the Dres-
selhaus term vanishes along [111] due to the inversion
symmetry.
The Rashba SOC constant αR has been investigated
experimentally in homogeneous NWs based on the strong
SOC materials InSb29,30 and InAs31–35. Recently5, we
reported on a ~k · ~p approach applied to homogeneous
NWs which predicts αR from compositional and struc-
tural parameters only. Our calculations performed for
InSb NWs5 and InAs NWs36 generally confirm recent
experiments in homogeneous NWs29,31, exposing values
of αR exceeding by one order of magnitude those re-
ported for 2D analogous planar systems37–39. Moreover,
αR proved to be strongly tunable with external gates in
samples and configurations which can be routinely real-
ized with current technology.
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For a quantitative prediction of SOC, it is necessary to
take into account valence-to-conduction band coupling,
the explicit geometry and crystal structure of the NW,
and the electron gas distribution which, in turn, must
be self-consistently determined by quantum confinement
effects, interaction with dopants and electron-electron in-
teraction. Indeed, in NWs the electron gas localization,
and ensuing SOC, is a non-trivial result of competing en-
ergy contributions. As a function of doping concentration
and ensuing free charge density, the electron gas evolves
from a broad cylindrical distribution in the NW core (low
density regime) to coupled quasi-1D and quasi-2D chan-
nels at the NW edges (large density regime)40–43. Until
polygonal symmetry holds, αR = 0 regardless. However,
external gates easily remove the symmetry; again, how
αR moves from zero under the influence of the external
gates strongly depends on the charge density regime5.
In this Letter we extend and apply the ~k ·~p approach to
core-shell NWs (CSNWs) and expose a novel mechanism
through which SOC can be further tailored, and possibly
enhanced. Epitaxially overgrown shells are often used
in NW technology, either as a passivating layer improv-
ing optical performance44, or as a technique to engineer
radial heterostructures45. Here we show that CSNWs
Figure 1. Schematics of a InAs/InAsP CSNW grown along
[111] with a bottom gate.
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2allow for an increased flexibility in distorting the elec-
tron gas of the NWs, giving rise to a specific, interfacial
SOC contribution46,47 which substantially increases the
total SOC. We make the case for InAs/InAsP CSNWs,
a systems of specific interest in photonics48 and electri-
cal engineering49. Our results qualitatively agree with
the recent experiments by Furthmeier et al. in Ref. 50,
where the enhancement of SO coupling was measured in
GaAs/AlGaAs CSNW, and establish a strategy to in-
crease the SOC in Majorana InAs NWs.
We consider CSNWs with hexagonal cross-section51
grown along [111] (see Fig. 1), assuming in-wire trans-
lational invariance along z. The used ~k · ~p approach is
described in full in Ref. 5; here we focus on generaliza-
tions required to account for the contribution of the in-
ternal heterointerface. The 8 × 8 Kane Hamiltonian is
given by16
H8×8 =
(
Hc Hcv
H†cv Hv
)
, (1)
where Hc and Hv are the diagonal matrices correspond-
ing to the conduction (Γ6c) and valence (Γ8v, Γ7v) bands
whose expressions are given in Ref. 5. Using the pertur-
bative transformation H(E) = Hc +Hcv(Hv −E)−1H†cv,
the Hamiltonian (1) reduces to a 2 × 2 effective Hamil-
tonian for the conduction band electrons. Emphasizing
the dependence of material parameters on the position,
~ρ = (x, y),
H =
[
−~
2
2
∇2D 1
m∗(~ρ)
∇2D + ~
2k2z
2m∗(~ρ)
+ Ec(~ρ) + V (~ρ)
]
× 12×2 + [αˆx(~ρ)σx + αˆy(~ρ)σy] kz, (2)
where σx(y) are the Pauli matrices and m
∗ is the effective
mass given by
1
m∗(~ρ)
=
1
m0
+
2P 2
3~2
(
2
E0(~ρ)
+
1
E0(~ρ) + ∆0(~ρ)
)
, (3)
where P is the conduction-to-valance band coupling pa-
rameter.
In Eq. (2), αˆx, αˆy are the SOC operators
αˆx =
i
3
P 2kˆyβ(~ρ)− i
3
P 2β(~ρ)kˆy, (4)
αˆy =
i
3
P 2kˆxβ(~ρ)− i
3
P 2β(~ρ)kˆx, (5)
and β(~ρ) is a material-dependent coefficient obtained as
follows. In the i-th layer
βi(~ρ) =
1
Ec,i + V (~ρ)− E0,i − E (6)
− 1
Ec,i + V (~ρ)− E0,i −∆0,i − E ,
where Ec, E0 and ∆0 are the conduction band edge, the
energy gap and the split-off band gap, respectively. As-
suming that the above parameters change as a step-like
function at the interfaces
β(~ρ) =
∑
i
[βi(~ρ)− βi+1(~ρ)]Ωi(~ρ), (7)
where the sum is carried out over all the layers, and Ωi(~ρ)
is the shape function, which for the hexagonal section is
given by
Ωi(~ρ) = [θ(x+ xi)− θ(x− xi)][θ(y + yi)− θ(y − yi)]
× [θ(x− y + xi)− θ(x− y − xi)], (8)
where θ is the Heaviside’a function and (xi, yi) denotes
the position of the (i)-th interface. Further Taylor ex-
pansion gives
βi(~ρ) ≈
(
1
E0,i + ∆0i
− 1
E0,i
)
(9)
+
(
1
E20,i
− 1
(E0,i + ∆0,i)2
)
(Ec,i + V (x, y)− E).
Substituting (9) into Eqs. (4) and (5), the Rashba cou-
pling constants can be written as
αx(y)(~ρ) = α
V
x(y)(~ρ) + α
int
x(y)(~ρ) , (10)
i.e., the sum of the SOC induced by the electrostatic
potential asymmetry,
αVx(y)(~ρ) ≈
∑
i
1
3
P 2
(
1
E20,i
− 1
(E0,i + ∆0,i)2
)
∂V (~ρ)
∂y(x)
,
(11)
and the interface SOC, related to the electric field at the
interfaces between shells,
αintx(y)(~ρ) ≈
∑
i
1
3
P 2
(
β˜i − β˜i+1
) ∂Ωi(~ρ)
∂y(x)
, (12)
with β˜i =
1
E0,i+∆0,i
− 1E0,i .
Projecting the 3D Hamiltonian (2) on the basis of in-
wire states ψn(~ρ) exp(ikzz), where the envelope functions
ψn(~ρ) are determined by the strong confinement in the
lateral direction, leads to SOC matrix elements
αγ,nmx(y) =
∫ ∫
ψn(~ρ)α
γ
x(y)(~ρ)ψm(~ρ)d~ρ , (13)
where γ identifies the electrostatic (γ = V ) or the inter-
facial (γ = int) contribution.
For the NW in Fig. 1 with a single bottom gate,
αγ,nny = 0 due to inversion symmetry about y. Moreover,
here we focus on the lowest intra-subband coefficient,
n = 1. Below we discuss the SOC constant αR = α
11
x
and corresponding interfacial and electrostatic compo-
nents, αγR = α
V,11
x and α
γ
R = α
int,11
x , respectively.
The electronic states in the CSNW section, ψn(~ρ),
are calculated by a mean-field self-consistent Scho¨dinger-
Poisson approach40. We neglect the exchange-correlation
potential which is substantially smaller than the Hartree
3InAs InAs0.9P0.1
m∗[m0] 0.0265 0.0308
Ec[eV ] 0.252 0.3
E0[eV ] 0.42 0.5
∆0[eV ] 0.38 0.35
Table I. Bulk parameters used in calculations56.
potential40,52,53. The gradient of the self-consistent po-
tential V (~ρ) and the corresponding envelope functions
ψn(~ρ) are finally used to determine αR from Eq. (13).
Material parameters mismatch at the interfaces is
taken into account solving the eigenproblem Hψn = Eψn
with boundary conditions46,54
ψ(i)n (~ρk) = ψ
(j)
n (~ρk) (14)
~2
2m∗(i)
∇2Dψ(i)n (~ρk)−
~2
2m∗(j)
∇2Dψ(j)n (~ρk) (15)
+[β(j)(~ρk)− β(i)(~ρk)](σx + σy)kzψ(i)n (~ρk) = 0,
where ~ρk is the position of the interface between i-th and
j-th shells. Equations (14), (15), depend on both the po-
tential V (~ρ) at the interface and the energy E. We elim-
inate this dependence neglecting the term proportional
to (Ec,i + V (~ρ)−E) in the Taylor series, Eq. (9). Then,
the interface contributions (12) are determined fully by
material parameters. This assumption, justified when
β(j)−β(i) is small, neglects the SOC related to the motion
of electron in the ~ρ plane, which in general contributes
to the SOC by the boundary conditions.
Below we investigate a InAs 50 nm-wide core (mea-
sured facet-to-facet) surrounded by a 30 nm InAs1−xPx
shell, with x = 0.1 which allows to neglect strain-induced
SOC.55 Furthermore, as shown below, interfacial SOC
is enhanced by the easy penetration of envelope func-
tions in low band offset barriers, here only 48 meV
high. Simulations have been carried out for a temper-
ature T = 4.2 K, in the constant electron concentration
regime. The parameters adopted are given in Tab. I. P
is assumed to be constant throughout the materials and
EP (InAs) = 2m0P
2/~2 = 21.5 eV.
The calculated SOC coefficients for the InAs/InAsP
CSNW of Fig. 1 as a function of the back gate voltage is
reported in Fig. 2(a). The SOC constant is trivially zero
if Vg = 0, due to the overall inversion symmetry. At any
finite voltage the inversion symmetry is removed, hence
αR 6= 0. As shown in Fig. 2(a), the total αR ensues from
two different contributons, namely interfacial and elec-
trostatic, whose magnitude is of the same order. It is
thus crucial to include both of them in the assessment of
SOC in CSNWs. Note that the electrostatic component
almost coincides with the value for an InAs NW with
the same geometry, but no overgrown shell57. However,
for this specific nanostructure, the largest part of αR is
due to the interfacial contribution, which is ≈ 50% larger
than the electrostatic one. While the ratio between the
two contributions is nearly independent of Vg [see the in-
Figure 2. (a) Lines: total, electrostatic and interfacial SOC
constants vs gate voltage Vg, according to labels. Dots: to-
tal SOC constant for an equivalent homegeneous InAs NW.
Inset: ratio between interfacial and electrostatic components,
αintR /α
V
R . Results for ne = 10
7cm−1. See text for structure
and material parameters. (b) Electrostatic and interfacial
SOC constants vs Vg around Vg = 0 showing shooting up
of SO couplings for higher electron density.
set in Fig. 2(a)], they are both strongly anisotropic with
respect to the field direction. This is due to the different
effects on the charge density, as discussed in Ref. 5. This
effect can also be grasped from the probability distribu-
tion reported in Fig. 3 (top and bottom rows). Indeed,
the positive Vg pushes electron states towards the in-
terface opposite to the gate, where the gradient of the
self-consistent field is low. On the other hand, at Vg < 0
electrons are pulled to the region of the nearest interface
with the stronger electric field, additionally strengthened
by the electron-electron interaction5.
Figure 3. Top row: Square of the ground state envelope func-
tion |ψ1(x, y)|2. Middle row: linear density of the interfacial
SOC constants at interfaces. Bottom row: self-consistent po-
tential profile (black line) and |ψ1(x, y)|2 (red line) along the
facet-to-facet dashed line marked in the top-middle panel. Re-
sults at selected gate voltages Vg = −0.1, 0, 0.1 V for the same
structure as in Fig. 2.
The value of αintR depends on the penetration of the
4wave function into the interfaces. As shown in Fig. 3
(middle row) the linear density of interfacial SOC at the
interfaces α¯intR = ψ1(~ρ)α
int
R (~ρ)ψ1(~ρ) is finite almost ev-
erywhere, but it has opposite sign at opposite facets.58
For a centro-symmetric system (Vg = 0) the overall value
is zero, since opposite contributions cancel out exactly.
We stress a remarkable difference between CSNWs and
analogous planar structures. In a planar asymmetric
quantum well, for example, αR 6= 0. In a CSNW with an
embedded quantum well, however, the overall symmetry
is recovered even if each facet of the quantum well is indi-
vidually asymmetric. Therefore, opposite segments have
opposite Rashba contributions and compensate. How-
ever, any asymmetric gate potential unbalances opposite
contributions, the total effect being related to the amount
of envelope function at the interface.
Figure 4. Electrostatic αVR and interfacial α
int
R contributions
of SOC constant vs electron density ne. Results for Vg =
−0.1 V. Inset: ratio αintR /αVR vs ne.
Note the almost linear increase of αR with Vg. This
behaviour is observed in a relatively small charge density
regime: the average Coulomb energy is small, most of
the charge is located in the core, and it is relatively rigid
to an applied transverse electric field. At larger densi-
ties, however, charge moves at the interfaces to minimize
Coulomb interaction40, with negligible tunneling energy
between opposite facets. In this regime, the symmetric
charge density distribution is unstable and it is easily dis-
torted by an electric field5. Accordingly, SOC constant
shoots around Vg = 0 as soon as the gate is switched on
- see Fig. 2(b).
As we show in Fig. 4, both SOC components substan-
tially increase in intensity with charge density, while their
ratio is weakly affected, it being rather a property of the
nano-material (band parameters and band offset). This
is explicitly shown in Fig. 5, where the two contributions
are plot vs the stechiometric fraction x. At low x, pene-
tration is very large, and the interfacial effect is dominant
(of course for x = 0 the heterostructure is an homoge-
neous NW with a larger diameter), while as x = 0.15 the
two contributions are comparable, as also shown in the
inset.
Figure 5. The interfacial αintR (blue circles) and electrostatic
αVR (red circles) SOC constants vs InAs1−xPx alloy composi-
tion, x. Inset: αintR /α
V
R vs x. Results for Vg = −0.1 V and
ne = 10
7 cm−1.
To summarize, we have shown that Rashba SOC in
CSNWs is increased by the effect of the radial heteroint-
erface, and its control via external metallic gates may be
highly improved by this interfacial effect. Although we
did not attempt to optimize αR in the many parameter
space allowed by CSNWs, our results suggest that a gen-
eral strategy to enhance SOC in CSNWs relies on a mod-
ification of the compositional structure exploiting asym-
metric penetration of the wave function into the shell
layer.
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