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WAVE FRONT SETS OF REDUCTIVE LIE GROUP
REPRESENTATIONS II
BENJAMIN HARRIS
Abstract. In this paper it is shown that the wave front set of a direct integral
of singular, irreducible representations of a real, reductive algebraic group is
contained in the singular set. Combining this result with the results of the first
paper in this series, the author obtains asymptotic results on the occurrence
of tempered representations in induction and restriction problems for real,
reductive algebraic groups.
1. Introduction
This is the second in a series of papers on wave front sets of reductive Lie group
representations. The first was a joint paper with Hongyu He and Gestur O´lafsson
[HHO´16].
Let G be a Lie group, and let (π, V ) be a unitary representation of G. We define
the wave front set of π to be
WF(π) =
⋃
u,v∈V
WFe(π(g)u, v)
and the singular spectrum of π to be
SS(π) =
⋃
u,v∈V
SSe(π(g)u, v).
If f is a continuous function on a Lie group G, WFe(f) (resp. SSe(f)) denotes
the piece of the wave front set (resp. singular spectrum) of f in the fiber over the
identity in iT ∗G. If g denotes the Lie algebra of G, note that both the wave front
set and singular spectrum of π are closed, invariant cones in ig∗. These ideas were
first introduced by Kashiwara-Vergne [KV79] and Howe [How81].
Let G be a real, reductive algebraic group, and let Ĝ denote the space of
irreducible, unitary representations of G equipped with the Fell topology. Let
Ĝ ′temp ⊂ Ĝ be the open subset of irreducible, tempered representations of G with
regular infinitesimal character. Define
Ĝs = Ĝ− Ĝ
′
temp
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and call Ĝs the set of singular irreducible, unitary representations of G. Similarly,
let i(g∗)′ denote the set of regular, semisimple elements in ig∗. We analogously call
ig∗s = ig
∗ − i(g∗)′
the set of singular elements in ig∗.
If π is a unitary representation of G, then π can be written as an integral of
irreducible, unitary representations of G against a positive measure µ on the unitary
dual, Ĝ. The measure µ is unique up to an equivalence relation; in particular, the
support of µ is a closed subset of Ĝ in the Fell topology that depends only on π
and not on the choice of representative µ (see for instance Chapter 8 of [Dix77] for
this theory). The support of π, denoted suppπ, is defined to be the support of µ.
Roughly, suppπ is the set of irreducible, unitary representations contained in the
decomposition of π into irreducibles.
Theorem 1.1. Let π be a unitary representation of a real, reductive algebraic group
G, and suppose suppπ ⊂ Ĝs. Then
WF(π) ⊂ SS(π) ⊂ ig∗s.
In short, the wave front set of an integral of singular, irreducible representations
is contained in the singular set. This Theorem will be proved in Sections 2 and 3.
When Theorem 1.1 is combined with Theorem 1.1 of [HHO´16], Theorem 1.2 of
[HHO´16], and Proposition 1.5 of [How81], we obtain numerous new applications to
induction and restriction problems. We begin with induction problems. If V is a
finite dimensional vector space, a subset C ⊂ V is a cone in V if tC = C for every
positive real number t ∈ R>0. If S ⊂ V is any subset, define the asymptotic cone
of S in V to be
AC(S) = {ξ ∈ V | ξ ∈ C an open cone =⇒ C ∩ S unbounded} ∪ {0}.
The asymptotic cone of any subset S ⊂ V is always a closed cone in V . If σ ∈ Ĝ ′temp
is an irreducible, tempered representation of G with regular infinitesimal character,
then, following Duflo and Rossmann [Duf70], [Ros78], we associate to σ a single
coadjoint orbit Oσ ⊂ ig
∗.
Corollary 1.2. Suppose G is a real, reductive algebraic group, suppose H ⊂ G is a
closed subgroup, and suppose (τ,W ) is a unitary representation of H. Let g (resp.
h) denote the Lie algebra of G (resp. H), let q : ig∗ → ih∗ be the natural projection,
and let (g∗)′ denote the set of regular, semisimple elements in g∗. Then
AC

⋃
σ∈supp IndGH τ
σ∈Ĝ ′temp
Oσ
 ⊃ Ad∗(G) · q−1(SS(τ)) ∩ i(g∗)′.
Since WF(τ) ⊂ SS(τ), the same statement holds with SS(τ) replaced by WF(τ).
This statement shows the existence of families of tempered representations in many
induction problems. Let us look at a special case. Let X be a homogeneous space
for G with a non-zero invariant density. Whenever x ∈ X is a point, we have a
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surjection G→ X by g 7→ g ·x. These maps gives rise to surjective maps on tangent
spaces which pull back to a family of injective maps on cotangent spaces
iT ∗xX →֒ iT
∗
eG
∼= ig∗
for every x ∈ X . We will use these maps to identify iT ∗xX as a subset of ig
∗ for
every x ∈ X .
Corollary 1.3. Let G be a real, reductive algebraic group, and let X be a homoge-
neous space for G with a non-zero invariant density. Then
AC
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
Oσ
 ⊃ ⋃
x∈X
iT ∗xX ∩ i(g
∗)′.
Suppose G = Sp(2n,R) is the symplectic group of invertible linear transforma-
tions preserving the standard symplectic form on R2n, and embed GL(n,R) into
Sp(2n,R) by
A 7→
(
A 0
0 A−1
)
.
Suppose p = (p1, . . . , pk) and q = (q1, . . . , ql) are sequences of nonnegative integers
with
∑
pi +
∑
qj ≤ n, and let
Gp,q =
∏
i
GL(pi,R)×
∏
j
GL(qj ,Z)
be the corresponding diagonal subgroup of GL(n,R) and Sp(2n,R). Let
Xp,q = Sp(2n,R)/Gp,q
be the corresponding homogeneous space. Then (see Section 4) a calculation shows
that the right hand side of Corollary 1.3 contains all of the regular, elliptic elements
in ig∗ when X = Xp,q. Recall that the Harish-Chandra discrete series of G =
Sp(2n,R) fall into a finite number of families depending on conjugacy classes of
Weyl chambers (see [HC66] for the original reference or page 310 of [Kna86] for an
exposition). If F is one of these families, then we deduce that there are infinitely
many distinct σ ∈ F for which
HomG(σ, L
2(Xp,q)) 6= {0}
for every p and q. In particular, L2(Xp,q) contains infinitely many distinct Harish-
Chandra discrete series of G = Sp(2n,R) for every p and q. In Section 4 we will
show how to deduce these results from Corollary 1.3, and we will give additional
families of examples.
Next, we turn our attention to restriction problems.
Corollary 1.4. Suppose π is a unitary representation of a Lie group G, and suppose
H ⊂ G is a closed, real, reductive algebraic subgroup. Let g (resp. h) denote the
Lie algebra of G (resp. H), let
q : ig∗ → ih∗
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denote the pullback of the inclusion of Lie algebras, and let i(h∗)′ denote the set of
regular, semisimple elements in ih∗. Then
AC
 ⋃
σ∈suppπ|H
σ∈Ĥ ′temp
Oσ
 ⊃ q(SS(π)) ∩ (h∗)′.
Again, one can replace SS(π) by the smaller set WF(π) in the above Corollary.
Let us consider an example. Suppose G = GL(2n,R), H = SO(n, n), and π is a
Stein complementary series representation of G = GL(2n,R) (see [Ste67] for the
original paper introducing Stein complementary series; see [Vog86] to understand
how they fit into the full unitary dual of GL(2n,R)). We show in Section 5 that in
this case
q(WF(π)) = ih∗.
This means that the tempered part of the decomposition of π|H into irreducibles
is “asymptotically dense” in Ĥtemp. In particular, if n is even, then SO(n, n)
has Harish-Chandra discrete series representations and we deduce that there are
infinitely many distinct Harish-Chandra discrete series representations σ of SO(n, n)
for which
HomSO(n,n)(σ, π|H ) 6= {0}.
We finish this introduction with two remarks. First, Corollary 1.2, Corollary
1.3, and Corollary 1.4 are all in the spirit of the orbit method. For an introduction
to this philosophy, the author recommends Kirillov’s book [Kir04] and Vergne’s
expository article [Ver83].
The second remark is that all of the results in this piece should hold when G is
a reductive Lie group of Harish-Chandra class. The author states and proves them
only for real, reductive algebraic groups only because many of the key results on
irreducible, unitary representations have only been written down in this degree of
generality.
2. On Characters and Contours
Let G be a real, reductive algebraic group. We borrow some notation from
Section 6 of [AvLTV]. A Langlands parameter for G is a triple Γ = (H, γ,R+iR)
where H ⊂ G is a Cartan subgroup with Lie algebra h, γ is a level one character of
the ρabs double cover of H (see Section 5 of [AvLTV] for an explanation), and R
+
iR
is a choice of positive roots among the set of imaginary roots for H in g for which
dγ ∈ h∗
C
is weakly dominant. This triple must satisfy a couple of other technical
assumptions (see Theorem 6.1 of [AvLTV]).
To each Langlands parameter, one associates a standard representation I(Γ),
which is a finite length, possibly nonunitary representation of G on a Hilbert space
and a Langlands quotient J(Γ), which is an irreducible, possibly nonunitary repre-
sentation of G on a Hilbert space. If Γ and Γ1 are conjugate under the action of G,
then I(Γ) (resp. J(Γ)) is isomorphic to I(Γ1) (resp. J(Γ1)) as a representation of
G. In addition, every irreducible, nonunitary representation can be realized as J(Γ)
for some Γ, and the Γ in this realization is unique up to conjugacy (see [Lan89] for
the original reference and Section 6 of [AvLTV], Chapter 6 of [Vog81], and Chapters
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8 and 14 of [Kna86] for expositions). In order to construct I(Γ) from Γ, we must
break up Γ into a discrete piece and a continuous piece.
Following definition 6.5 of [AvLTV], we say that Λ = (T, λ,R+iR) is a discrete
Langlands parameter for G if T is the maximal compact subgroup of a Cartan
subgroup in H ⊂ G with Lie algebra t, λ is a level one character of the ρiR double
cover of the T (see Section 5 of [AvLTV] for a definition), and R+iR is a choice of
positive roots for the set of imaginary roots of H in g for which dλ ∈ it∗ is weakly
dominant. This triple must in addition satisfy a couple of technical assumptions (see
Definition 6.5 of [AvLTV]). Similarly, a continuous parameter for Λ is a pair (A, ν)
where TA = H is a Cartan subgroup in G and ν is a (possibly nonunitary) character
of A. In addition, (A, ν) must satisfy a technical assumption (see Definition 6.5 of
[AvLTV]).
If Γ is a Langlands parameter for G, then we may decompose Γ into a discrete
Langlands parameter Λ and a continuous parameter (A, ν). IfMA is the Langlands
decomposition of ZG(A), the centralizer of A in G, then we may associate a limit
of Harish-Chandra discrete series representation of M , D(Λ), to Λ (see Section
9 of [AvLTV] or page 460 of [Kna86]). One can then tensor with the (possibly
nonunitary) representation ν of A, and choose a parabolic P = MAN making the
real part of ν weakly dominant for the weights of a, the Lie algebra of A, in n, the
Lie algebra of N . Finally, we extend D(Λ)⊗ ν trivially on N to P and we induce
from P to G. This induced representation is I(Γ) (see Section 6 of [AvLTV]).
The representation J(Γ) is the unique irreducible quotient of the representation
I(Γ). If Γ = (Λ, ν), then we will write I(Λ, ν) (resp. J(Λ, ν)) for I(Γ) (resp. J(Γ)).
Let GC denote the complexification of the real, reductive algebraic group G. If
Γ is a Langlands parameter, then we write OGCΓ for the complex coadjoint orbit in
g∗
C
through dγ ∈ h∗
C
. Recall that OGCΓ is the infinitesimal character of both I(Γ)
and J(Γ). We note that for a fixed Langlands parameter Γ, there are finitely many
Langlands parameters Γ1 (up to G-conjugacy) for which O
GC
Γ = O
GC
Γ1
.
Let ΘI(Γ) denote the Harish-Chandra character of I(Γ), and let Θ(Γ) denote
the Harish-Chandra character of J(Γ) (see [HC54], [HC56], [HC65] for the original
references and chapter 10 of [Kna86] for an exposition). These are generalized
functions on G. If Γ is a Langlands parameter, then we may write
Θ(Γ) =
∑
Γ1
MΓ1,ΓΘI(Γ1)
in a unique way as a finite sum with integer coefficients (see [HC54], [Lan89] for
the original references and Chapter 10 of [Kna86], Section 15 of [AvLTV] for expo-
sitions). Recall MΓ1,Γ 6= 0 implies O
GC
Γ = O
GC
Γ1
. Define the Lie algebra analogue of
the character of I(Γ) (resp. J(Γ)) to be
θI(Γ) = j
1/2
G exp
∗ΘI(Γ) (resp. θ(Γ) = j
1/2
G exp
∗Θ(Γ))
where j
1/2
G is the unique analytic square root of the Jacobian of the exponential map
normalized so that j
1/2
G (0) = 1. Then θI(Γ) and θ(Γ) are invariant eigendistributions
on g [HC65], and we obtain
θ(Γ) =
∑
Γ1
MΓ1,ΓθI(Γ1).
6 BENJAMIN HARRIS
Next, we associate to every standard representation, I(Γ), a contour, X(Γ), uti-
lizing the work of Duflo and Rossmann [Duf70], [Ros78], [Ros80], [Ros84]. We
define this contour as follows. First, break Γ = (H, γ,R+iR) into a discrete Lang-
lands parameter Λ = (T, λ,R+iR) and a continuous Langlands parameter (A, ν). Let
MA = ZG(A) be the Langlands decomposition of the centralizer of A in G. Uti-
lizing Rossmann’s character formulas [Ros78], [Ros80], we associate a finite union
of regular, coadjoint M orbits OMD(Λ) ⊂ im
∗ to the discrete Langlands parameter
Λ. Each of these coadjoint orbits will contain M · dλ in its closure, and this union
will be the single coadjoint orbit M · dλ whenever dλ is regular. If P = MAN is
the parabolic subgroup we used to construct I(Γ) (so the real part of ν is weakly
dominant for the weights of a in n) and p is the Lie algebra of P , then we associate
to I(Γ) the contour
X(Γ) = K · (OMD(Λ) + ν + i(g/p)
∗)
in g∗
C
. Here K ⊂ G is a maximal compact subgroup of G, which can be written as
the fixed point set of an involution of G that leaves H stable. We note that when
ν is purely imaginary, I(Γ) is a tempered representation and X(Γ) is simply the
union of coadjoint orbits G · (OMD(Λ) + ν) ⊂ ig
∗ associated to I(Γ) by Duflo and
Rossmann [Duf70], [Ros78], [Ros80].
The contour X(Γ) comes with a natural analytic density; we will often abuse
notation and write X(Γ) for both the contour and the density. To define this
density, we first recall the definition of the canonical density on a coadjoint M
orbit OMξ =M · ξ ⊂ im
∗. There is a natural symplectic 2 form on OMξ defined by
ωη(ad
∗
X η, ad
∗
Y η) = η([X,Y ])
for every η ∈ OMξ . If dimO
M
ξ = 2m, then we may define a top dimensional form
on OMξ by
ω∧m
(2π)mm!
.
The absolute value of this top dimensional form is the required canonical density
on our coadjoint orbit OMξ . Now, O
M
D(Λ) is a finite union of coadjoint orbits so we
may give it the corresponding finite union of canonical densities. Translating, we
have a density on OMD(Λ) + ν.
Next, we have an analytic map with compact fibers
K ×K∩M (O
M
D(Λ) + ν + i(g/p)
∗) −→ X(Γ).
Thus, we may give an analytic density on the left and push it forward to an analytic
density on X(Γ). To do this, we note that we have an isomorphism k/(k∩m) ∼= g/p.
Thus, we have a natural pairing
k/(k ∩m)× i(g/p)∗ → C
and a corresponding natural pairing of top dimensional alternating tensors on these
vector spaces
Λtop(k/(k ∩m))∗ × Λtopi(g/p)→ C.
Choose top dimensional alternating tensors on these spaces that pair to a square
root of −1, and call them α and β. Then extend α to an invariant top dimensional
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form on K/(K ∩M) and extend β to a translation invariant top dimensional form
on i(g/p)∗. Now, define a density on
K ×K∩M (O
M
D(Λ) + ν + i(g/p)
∗)
by tensoring the absolute value of α with the canonical densities on the coadjoint
orbits and tensoring again with the absolute value of β. This density is independent
of the above choice of a square root of −1 since we took absolute values. Now, push
this density forward to an analytic density on X(Γ); this is the density we will work
with from now on.
Next, to each irreducible representation J(Γ), we wish to associate a contour
C(Γ) defined by
C(Γ) =
∑
Γ1
MΓ1,ΓX(Γ1).
We also denote by C(Γ) the associated linear combination of densities.
Write D∞c (g) for the space of smooth, compactly supported densities on g. If
ω ∈ D∞c (g), then we define the Fourier transform of ω to be
F [ω](ξ) =
∫
g
e〈ξ,X〉dωX .
We note that F [ω] is a Schwartz function on ig∗ and, by the Paley-Wiener The-
orem, a complex analytic function on g∗
C
. The Fourier transform realizes the key
relationship between characters and contours.
Proposition 2.1 (Duflo, Rossmann). If ω is a smooth, compactly supported density
on g, then for every Langlands parameter Γ, we have the equality
〈θ(Γ), ω〉 = 〈C(Γ),F [ω]〉.
This result follows from [Duf70], [Ros78], [Ros80], and pages 377-378 of [Ros84].
We end this section with a Lemma showing that the asymptotics of unions of
singular cycles are contained in the singular set. In the next section, we will use
this Lemma in the proof of Theorem 1.1. As in the introduction, if S ⊂ V is a
subset of a finite dimensional, real vector space, then the asymptotic cone of S in
V is defined by
AC(S) = {ξ ∈ V | ξ ∈ C an open cone =⇒ C ∩ S unbounded} ∪ {0}.
Further, if C(Γ) ⊂ g∗
C
is one of the above cycles, let suppC(Γ) denote the support
of this cycle.
Lemma 2.2. We have the inclusion
AC
 ⋃
J(Γ)∈Ĝs
suppC(Γ)
 ⊂ ig∗s.
As defined in the introduction, Ĝs = Ĝ − Ĝ
′
temp is the set of singular, unitary
representations of G and ig∗s = ig
∗ − i(g∗)′ is the set of singular elements in ig∗.
8 BENJAMIN HARRIS
Proof. Recall Ĝ denotes the set of irreducible, unitary representations of G. Define
the extended unitary dual of G to be
Ĝext = {J(Γ1)| ∃ Γ s.t. MΓ1,Γ 6= 0 and J(Γ) ∈ Ĝ}.
Similarly, recall from the introduction Ĝs = Ĝ−Ĝ
′
temp is the set of singular, unitary
representations of G and define the singular, extended unitary dual of G to be
Ĝext,s = {J(Γ1)| ∃ Γ s.t. MΓ1,Γ 6= 0 and J(Γ) ∈ Ĝs}.
Since C(Γ) =
∑
Γ1
MΓ1,ΓX(Γ1), to prove the Lemma, it is enough to show
AC
 ⋃
J(Γ)∈Ĝext,s
X(Γ)
 ⊂ ig∗s.
Next, we require an elementary Lemma.
Lemma 2.3. Suppose {Si}i∈I is a finite collection of subsets of a real, finite di-
mensional vectors space. Then
AC
(⋃
i∈I
Si
)
⊂
⋃
i∈I
AC (Si) .
We leave the elementary proof to the reader. To use this Lemma in our context,
we will break up Ĝext,s into a finite number of pieces. If Γ = (H, γ,R
+
iR) is a
Langlands parameter, let H(Γ) := H denote the associated Cartan subgroup. If H
and H1 are Cartan subgroups of G, define
(Ĝext,s)H,H1
= {J(Γ1)| H1 = H(Γ1), ∃ Γ s.t. MΓ1,Γ 6= {0} & J(Γ) ∈ Ĝs, H = H(Γ)}.
Since there are finitely many conjugacy classes of Cartan subgroups ofG, by Lemma
2.3, it is enough to show
AC
 ⋃
J(Γ1)∈(Ĝext,s)H,H1
X(Γ1)
 ⊂ ig∗s
for every pair of Cartan subgroups H , H1.
Lemma 2.4 (Langlands). Fix a Cartan subgroup H ⊂ G, decompose H = TA, let
a denote the Lie algebra of A, and let ia∗ denote the set of imaginary valued linear
functionals on a (or alternately unitary one dimensional characters of A). Then
there exists a bounded subset BH ⊂ a
∗ such that if Γ is a Langlands parameter with
H(Γ) = H and continuous part (A, ν) for which J(Γ) ∈ Ĝext, then
ν ∈ ia∗ +BH .
This Lemma follows from results of Langlands [Lan89], which make heavy use
of results of Harish-Chandra [HC66], [HC84]. An exposition of these results can be
found in [Kna86], in particular, see Theorem 8.47 and Theorem 8.61.
In passing, we note that more precise bounds on the size of BH appeared in
Proposition 7.18 of [SRV98]. However, we will not need precise bounds in this
paper.
Suppose Γ = (H, γ,R+iR) is a Langlands parameter with discrete part Γ =
(T, λ,R+iR) and continuous part (A, ν). Then we will write ν = Re ν + Im ν with
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Re ν ∈ a∗ and Im ν ∈ ia∗. One can write the conclusion of Lemma 2.4 as Re ν ∈ BH .
Now, back to the proof of Lemma 2.2. Fix Cartan subgroups H and H1 for
which (Ĝext,s)H,H1 is nonempty. Fix J(Γ) ∈ Ĝ with H(Γ) = H and suppose
J(Γ1) ∈ (Ĝext,s)H,H1 with MΓ1,Γ 6= 0. Decompose Γ = (H, γ,R
+
iR) into a discrete
Langlands parameter Λ = (T, λ,R+iR) and a continuous parameter (A, ν). Further,
let ZG(A) =MA be the Langlands decomposition of ZG(A). Let h denote the Lie
algebra of H , let t be the Lie algebra of T , let a be the Lie algebra of A, and note
dλ ∈ it∗, ν ∈ a∗C, and dγ = dλ+ ν ∈ h
∗
C.
Similarly, decompose the Langlands parameter Γ1 = (H1, γ1, (R
+
R
)1) into a discrete
Langlands parameter Λ1 = (T1, λ1, (R
+
iR)1) and a continuous parameter (A1, ν1).
Let ZG(A1) = M1A1 be the Langlands decomposition of ZG(A1). Let h1 denote
the Lie algebra of H1, let t1 denote the Lie algebra of T1, let a1 denote the Lie
algebra of A1, and note
dλ1 ∈ it
∗
1, ν1 ∈ (a1)
∗
C, and dγ1 = dλ1 + ν1 ∈ (h1)
∗
C.
Let us look back at the contour
X(Γ1) = K · (O
M1
D(Λ1)
+ ν1+ i(g/p1)
∗)) ⊂ K · (OM1D(Λ1)+Im ν1+ i(g/p1)
∗)+K ·Re ν1
and define
X˜(Γ1) = K · (O
M1
D(Λ1)
+ Im ν1 + i(g/p1)
∗).
Fix Cartan subgroups H and H1 for which (Ĝext,s)H,H1 is nonempty. By Lemma
2.4, K ·Re ν1 ∈ K ·BH1 , a bounded set, for all Γ1 with J(Γ1) ∈ (Ĝext,s)H,H1 . Thus,
we see
AC
 ⋃
J(Γ1)∈(Ĝext,s)H,H1
X(Γ1)
 ⊂ AC
 ⋃
J(Γ1)∈(Ĝext,s)H,H1
X˜(Γ1)
 .
Therefore, to prove Lemma 2.2, we need only show
(2.1) AC
 ⋃
J(Γ1)∈(Ĝext,s)H,H1
X˜(Γ1)
 ⊂ ig∗s
Now, let HC (resp. (H1)C) denote the complexifications of H (resp. H1) in GC,
the complexification of G. Notice HC and (H1)C are complex Cartan subgroups of
GC. In particular, they are conjugate by g ∈ GC, and we deduce Adg hC = (h1)C.
Recall MΓ1,Γ 6= 0 implies that the representations I(Γ) and I(Γ1) have the same
infinitesimal character. If
WC = NGC(HC)/HC, W1,C = NGC((H1)C)/(H1)C
are the complex Weyl groups associated to H and H1, then we deduce that there
exists w ∈W1,C such that
w ·Ad∗g−1 dγ = dγ1 ∈ (h1)
∗
C.
Put a WC invariant inner product on h
∗
C
, use Ad∗g−1 to transfer it to (h1)
∗
C
, and
let | · | denote the corresponding norms on h∗
C
and (h1)
∗
C
. We know from Lemma
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2.4 that there exists a constant d > 0 such that |Re ν| < d and |Re ν1| < d since
J(Γ), J(Γ1) ∈ Ĝext. Moreover, since J(Γ) ∈ Ĝs, we deduce that
dλ+ Im ν ∈ ih∗ − i(h∗)′
is singular (see [KZ77] or Theorem 16.6 of [Kna86]). Thus,
w · Ad∗g−1(dλ+ Im ν) ∈ (h1)
∗
C − ((h1)
∗
C)
′
is singular, and
(2.2) |(dλ1 + Im ν1)− w ·Ad
∗
g−1(dλ + Im ν)| ≤ |Re ν1|+ |Re ν| < 2d
by two applications of the triangle inequality. Thus, the distance between the
parameter dλ1+Im ν1 and the singular set is at most 2d for all parameters Γ1 with
J(Γ1) ∈ (Ĝext,s)H,H1 . To utilize this information in the proof of Lemma 2.2, we
need another Lemma.
There exists a natural map
p : g∗C −→ (h1)
∗
C/W1,C
defined by mapping ξ ∈ g∗
C
to the Weyl group orbit of points η ∈ (h1)
∗
C
for which
q(ξ) = q(η) for every invariant polynomial q ∈ Pol(g∗
C
)GC .
Lemma 2.5. If Γ1 is a Langlands parameter with discrete part Λ1 = (T1, λ1, (R
+
iR)1)
and continuous part (A1, ν1), then the contour
X˜(Γ1) := K · (O
M1
D(Λ1)
+ Im ν1 + i(g/p1)
∗)
is contained in the fiber p−1(dλ1 + Im ν1).
In order to verify Lemma 2.5, we need an additional Lemma.
Lemma 2.6. If ξ is a regular, semisimple element in i(h1)
∗, then
OM1ξ + i(g/p1)
∗ = Ad∗(P1) · ξ.
Proof. Let P1 = M1A1N1 be the Langlands decomposition of P1. Since M1A1
preserves i(g/p1)
∗ and acts by automorphisms, it is enough to verify
(2.3) Ad∗(N1) · ξ = ξ + i(g/p1)
∗.
To check this, choose a1 ⊂ a˜1 where a˜1 ⊂ g is the split part of a maximally split
Cartan subalgebra h˜1 ⊂ g. Let Σ ⊂ ia˜1
∗
\ {0} denote the collection of restricted
roots of g with respect to a˜1. By Proposition 7.76 of [Kna05], there exists a choice
of positive restricted roots Σ+ ⊂ Σ with simple roots Π ⊂ Σ+ and a subset Π′ ⊂ Π
for which
p1 = Zg(a˜1)⊕
∑
α∈Σ′
gα
where Σ′ = Σ+ ∪ {α ∈ Σ | α ∈ Span(Π′)}. Fix a nondegenerate, G-invariant
bilinear form B on g, use it to identify ig ≃ ig∗, and suppose ξ corresponds to
X ∈ ih1. Under this isomorphism i(g/p1)
∗ corresponds to in1 where
n1 =
⊕
α∈Σ+∩Span(Π′)
gα.
In order to verify (2.3), it is enough to check that for every Y ∈ in1, there exists
n ∈ N1 = exp(n1) such that
(2.4) Ad(n)X = X + Y.
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Note that every element α ∈ Σ+ ∩ Span(Π′) can be written uniquely as a sum of
simple roots in Π′; the number of simple roots in this sum is called the length of α
and is denoted by l(α). Define
(n1)m =
⊕
α∈Σ+∩Span(Π′)
l(α)>m
gα.
We will show by induction that for every m ∈ Z≥0 there exists nm ∈ exp(n1) such
that
(2.5) Ad(nm)X − (X + Y ) ∈ i(n1)m.
Since (n1)m = 0 for sufficiently large m, this will verify (2.4). The base case m = 0
follows with n0 = e = exp(0). Assume (2.5) for a fixed non-negative integer m.
For every restricted root α with gα ⊂ n1 and l(α) = m + 1, let Xα denote the
component of Ad(nm)X − (X + Y ) in the root space igα. Observe α(X) 6= 0 since
ξ, and therefore X , was assumed to be regular. Hence, we may define
Zm+1 =
∑
α∈Σ+∩Span(Π′)
l(α)=m+1
−Xα
α(X)
.
Then
Ad(exp(Zm+1))Ad(nm)X = Ad(exp(Zm+1))X +Ad(exp(Zm+1))Y +W
where
W = Ad(exp(Zm+1))(Ad(nm)X − (X + Y )) ∈ i(n1)m+1.
Moreover,
Ad(exp(Zm+1))X = X + ad(Zm+1)X +W
′
where W ′ ∈ i(n1)m+1. And
ad(Zm+1)X =
∑
α∈Σ+∩Span(Π′)
l(α)=m+1
−[Xα, X ]
α(X)
=
∑
α∈Σ+∩Span(Π′)
l(α)=m+1
Xα.
Further,
Ad(exp(Zm+1))Y = Y +W
′′
with W ′′ ∈ i(n1)m+1. Putting nm+1 = exp(Zm+1)nm and combining the above
expressions, we obtain
Ad(nm+1)X − (X + Y ) ∈ i(n1)m+1.
Therefore, we have verified (2.5) for the integer m+ 1. The Lemma follows. 
Next, we prove Lemma 2.5.
Proof. First, suppose ξ = dλ1 + Im ν ∈ i(h1)
∗ is a regular, semisimple element.
Since the fibers of p are G invariant, Lemma 2.6 implies
X˜(Γ1) = Ad
∗(K) · (OM1dλ1+Im ν1 + i(g/p1)
∗)
= Ad∗(K)Ad∗(P1) · (dλ1 + Im ν1)
⊂ p−1(dλ1 + Im ν1).
The Lemma has been proven in the case when dλ1 + Im ν1 is regular.
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Next, assume dλ1+Im ν1 is singular, fix η ∈ O
M1
D(Λ1)
, and decompose η = ηs+ηn
via the Jordan decomposition into semisimple and nilpotent parts. Note ηs = dλ1,
define l := Zm1(ηs) and L := ZM1(ηs), fix a nondegenerate L-invariant form B on l
and use it to identify l ≃ l∗. Then, after possibly replacing ηn by a conjugate under
L, we may find an sl2-triple {h, e, f} in l for which ie corresponds to ηn under B
and e − f ∈ h′1 (see part (c) of Lemma B of [Ros82]). As remarked on page 223 of
[Ros82], one observes
e = lim
t→∞
e−2tAd(exp(th))(e − f).
Suppose i(e−f) corresponds to the element ζ ∈ ih∗1 under B, and define ζt = e
−2tζ.
Then, for any η′ ∈ i(g/p1)
∗, we have
η + Im ν1 + η
′ = lim
t→∞
Ad∗(exp(th))(ζt) + dλ1 + Im ν1 + η
′.
Putting mt = exp(th) ∈ M1 and noting that Ad
∗(mt) stabilizes dλ1, Im ν1 and
preserves i(g/p1)
∗, one obtains
η + Im ν1 + η
′ = lim
t→∞
Ad∗(mt) · (ζt + dλ1 + Im ν1 + η
′′)
with η′′ ∈ i(g/p1)
∗. If q ∈ Pol(g∗
C
)GC , then by continuity and invariance,
q(η + Im ν1 + η
′) = q
(
lim
t→∞
Ad∗(mt) · (ζt + dλ1 + Im ν1 + η
′′)
)
= lim
t→∞
q (ζt + dλ1 + Im ν1 + η
′′) .
Next, since ζt + dλ1 + Im ν1 is regular and semisimple, by Lemma 2.6, we deduce
that ζt + dλ1 + Im ν1 and ζt + dλ1 + Im ν1 + η
′′ lie in the same coadjoint G-orbit
and
q(ζt + dλ1 + Im ν1 + η
′′) = q(ζt + dλ1 + Im ν1).
Applying continuity of q one more time, we have
q(η + Im ν1 + η
′′) = q(dλ1 + Im ν1).
Lemma 2.5 follows. 
Now, we will finally finish off the proof of Lemma 2.2. Suppose ξ ∈ i(g∗)′. By
(2.1) we must show
ξ /∈ AC
 ⋃
J(Γ1)∈(Ĝext,s)H,H1
X˜(Γ1)

where X˜(Γ1) = K · (O
M1
D(Λ1)
+ Im ν1 + i(g/p1)
∗). Taking the union separately over
J(Γ1) with dλ1 + Im ν1 singular and J(Γ1) with dλ1 + Im ν1 regular and applying
Lemma 2.3, it is enough to show
(2.6) ξ /∈ AC
 ⋃
J(Γ1)∈(Ĝext,s)H,H1
dλ1+Im ν1 singular
X˜(Γ1)

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and
(2.7) ξ /∈ AC
 ⋃
J(Γ1)∈(Ĝext,s)H,H1
dλ1+Im ν1 regular
X˜(Γ1)
 .
We begin by checking (2.6). If dλ1 + Im ν1 is singular, by Lemma 2.5
X˜(Γ1) ⊂ p
−1(dλ1 + Im ν1) ⊂ ig
∗
s.
Therefore, the union in (2.6) is entirely contained in ig∗s. Since the asymptotic cone
of any subset of the singular set is contained in the singular set and ξ ∈ i(g∗)′ is
regular, (2.6) follows.
To check (2.7), observe Lemma 2.6 implies
X˜(Γ1) = K · (O
M1
D(Λ1)
+ Im ν1 + i(g/p1)
∗) ⊂ OGdλ1+Im ν1 := Ad
∗(G) · (dλ1 + Im ν1)
whenever dλ1 + Im ν1 is regular. In particular, it is enough to check
(2.8) ξ /∈ AC
 ⋃
J(Γ1)∈(Ĝext,s)H,H1
dλ1+Im ν1 regular
OGdλ1+Im ν1

and the set on the right is G-invariant. If ξ is not conjugate to an element of h∗1,
then choose a Cartan ξ ∈ h∗2 and put
C := Ad∗(G) · (h∗2)
′.
Then ξ ∈ C ⊂ g∗ is an open cone that does not intersect
OGdλ1+Im ν1 ⊂ Ad
∗(G) · (dλ1 + Im ν1)
if J(Γ1) ∈ (Ĝext,s)H,H1 . Hence, (2.8) follows. Therefore, we may assume without
loss of generality that ξ is conjugate to an element in ih∗1. In fact, since the right
hand side of (2.8) is G-invariant, we may assume ξ ∈ ih∗1 without loss of generality.
Recall we fixed aW1,C-invariant norm | · | on (h1)
∗
C
, and we have a corresponding
invariant distance function. Note there exists a constant c > 0 such that
dist(ξ, ih∗s) > c
and deduce
dist(tξ, ih∗s) > tc
for all t > 0. Next, for ǫ > 0, define the open cone
Cǫ(ξ) =
{
η ∈ ih∗1 \ {0} |
∣∣∣∣ η|η| − ξ|ξ|
∣∣∣∣ < ǫ}
or equivalently
Cǫ(ξ) =
{
η ∈ ih∗1 |
∣∣∣∣η − |η||ξ| ξ
∣∣∣∣ < ǫ|η|} \ {0}.
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For η ∈ Cǫ(ξ) the triangle inequality yields
dist(η, i(h1)
∗
s) ≥ dist
(
|η|
|ξ|
ξ, i(h1)
∗
s
)
− dist
(
|η|
|ξ|
ξ, η
)
≥
|η|
|ξ|
c− ǫ|η|
= |η|
(
c
|ξ|
− ǫ
)
.
Now, recall from (2.2) that
dist(dλ1 + Im ν1, ih
∗
s) ≤ 2d
for a fixed constant d whenever J(Γ1) ∈ (Ĝext,s)H,H1 . Combined with the previous
inequality, it implies that so long as ǫ < c|ξ| , every dλ1+Im ν1 ∈ Cǫ(ξ) with J(Γ1) ∈
(Ĝext,s)H,H1 and dλ1 + Im ν1 regular satisfies
|dλ1 + Im ν1| < r(ξ)
for some fixed constant r(ξ) > 0.
Now, there are finitely many elements of the form Ad∗(g) · ξ ∈ ih∗1 with g ∈ G
and every such element can be written in the form w · ξ for w ∈ W1,C; we call
W1,R the collection of such w. Therefore, we may form the cone Cǫ(w · ξ) for each
w ∈ W1,R, and we may put
Cǫ :=
⋃
w∈W1,R
Cǫ(w · ξ).
Notice Ad∗(G) · Cǫ ∩ ih
∗
1 = Cǫ. In addition, repeating the above argument with ξ
replaced by w ·ξ for all w ∈W1,R, one deduces that, after choosing ǫ > 0 sufficiently
small, there exists r > 0 for which
|dλ1 + Im ν1| < r
for every dλ1 + Im ν1 ∈ Cǫ with J(Γ1) ∈ (Ĝext,s)H,H1 and dλ1 + Im ν1 regular. In
particular, all such parameters are contained in the ball Br(0) ⊂ ih
∗
1.
Finally, choose a precompact, open subset e ∈ U ⊂ G, and define
C˜ǫ := Ad
∗(U) · Cǫ.
Note ξ ∈ C˜ǫ ⊂ ig
∗ is an open cone. Further, η ∈ OGdλ1+Im ν1 intersects C˜ǫ only if
dλ1 + Im ν1 ∈ Cǫ and if true the intersection is
Ad∗(U) · (dλ1 + Im ν1) ⊂ Ad
∗(U) · Br(0).
The set Ad∗(U) · Br(0) is precompact since U is precompact. We conclude
C˜ǫ ∩
 ⋃
J(Γ1)∈(Ĝext,s)H,H1
dλ1+Im ν1 regular
OGdλ1+Im ν1

is bounded; (2.8) follows. Lemma 2.2 has been proven. 
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3. On Integrals of Characters and Contours
Now, suppose π is a unitary representation of a real, reductive algebraic group
G. We may write
π ≃
∫
J(Γ)∈Ĝ
J(Γ)⊕m(π,J(Γ))dµΓ
as a direct integral of irreducible, unitary representations. The positive measure µ
on Ĝ is only unique up to an equivalence relation. We say µ and µ′ are equivalent
if and only if µ and µ′ are absolutely continuous with respect to each other (see
for instance Chapter 8 of [Dix77] for this general theory). We can always find a
positive measure µ′ that is equivalent to µ for which µ′(Ĝ) < ∞. Hence, without
loss of generality, we will assume from now on that µ is a finite positive measure
on Ĝ. In addition, we will often identify Ĝ with the set of Langlands parameters Γ
such that J(Γ) is unitary, and we will write µ both for the measure on Ĝ and the
measure on the corresponding set of parameters.
The next step in proving Theorem 1.1 is to study integrals of irreducible char-
acters.
Lemma 3.1. Suppose µ is a finite, positive measure on Ĝ.
(1) If we form the integral
C(µ) =
∫
J(Γ)∈Ĝ
C(Γ)dµΓ
then the functional
ω 7→ 〈C(µ),F [ω]〉 :=
∫
J(Γ)∈Ĝ
〈C(Γ),F [ω]〉dµΓ
defines a distribution on g for ω ∈ D∞c (g). By Proposition 2.1, we may
also write this distribution as
ω 7→ 〈θ(µ), ω〉 :=
∫
J(Γ)∈Ĝ
〈θ(Γ), ω〉dµΓ
where
θ(µ) :=
∫
J(Γ)∈Ĝ
θ(Γ)dµΓ.
(2) For every smooth, compactly supported density, ω, on g, the convolution
C(µ) ∗ F [ω]
defines a smooth, polynomially bounded function on ig∗.
Proof. To begin the proof, we first show that
ω 7→ 〈C(µ),F [ω]〉
is a distribution on g. Fix S ⊂ g a compact set, and let D∞S (g) be the space of
smooth densities, ω, supported in S. It is enough to show ω 7→ 〈C(µ),F [ω]〉 is a
continuous map on D∞S (g) for every compact S ⊂ g. Since µ is a finite measure on
Ĝ, it is enough to show that for every J(Γ) ∈ Ĝ, the maps ω 7→ 〈C(Γ),F [ω]〉 are
equicontinuous in Γ, in the sense that all of these expressions can be bounded in
absolute value by a single seminorm on D∞S (g) whenever ω ∈ D
∞
S (g).
As in the proof of Lemma 2.2, we define
Ĝext = {J(Γ1)| ∃ Γ s.t. J(Γ) ∈ Ĝ and MΓ1,Γ 6= 0}.
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As in the proof of Lemma 2.2, if Γ = (H, γ,R+iR) is a Langlands parameter, let
H(Γ) := H denote the associated Cartan subgroup. Moreover, if H and H1 are
Cartan subgroups of G, define
(Ĝext)H,H1
= {J(Γ1)| H1 = H(Γ1), ∃ Γ s.t. MΓ1,Γ 6= {0} & J(Γ) ∈ Ĝ, H = H(Γ)}.
Up to conjugacy, there are a finite number of Cartan subgroups H ⊂ G; therefore,
we have divided the extended unitary dual Ĝext into a finite number of pieces
(Ĝext)H,H1 . We recall that we may write
C(Γ) =
∑
Γ1
MΓ1,ΓX(Γ1).
Further, the coefficients MΓ1,Γ are uniformly bounded over all Langlands param-
eters Γ and Γ1 for G. This follows from Vogan’s work on the Jantzen filtration
(see [Vog84] for the original reference or Section 14 of [AvLTV] for an exposition)
together with the Jantzen-Juckerman translation principle (see [Zuc77], Chapter 7
of [Vog81] for the original references or Section 16 of [AvLTV] for an exposition).
Combining all of this information, we come to the following conclusion. For
every compact S ⊂ g, it is enough to give a bound on 〈X(Γ1),F [ω]〉 for every
ω ∈ D∞S (g) in terms of seminorms of this space applied to ω and uniformly in
Γ1 with J(Γ1) ∈ (Ĝext)H,H1 . From now on, we fix two such Cartan subgroups
H,H1 ⊂ G.
Recall that we have the decomposition
X(Γ1) = K ·
(
OD(Λ1) + ν1 + i(g/p1)
∗
)
.
For each k ∈ K, define
Xk(Γ1) = k ·
(
OD(Λ1) + ν1 + i(g/p1)
∗
)
.
Since the measure on K is invariant and therefore finite, we conclude that for
every compact S ⊂ g, it is enough to give a bound on 〈Xk(Γ1),F [ω]〉 for every
ω ∈ D∞S (g) in terms of seminorms of this space applied to ω and uniformly in Γ1
with J(Γ1) ∈ (Ĝext)H,H1 and uniformly in k ∈ K.
If V is a real, finite dimensional vector space and U ⊂ V is an open subset, let
S(U) denote the Schwartz space on U ⊂ V . This is the space of all ϕ ∈ C∞(U) for
which |Dϕ| is a bounded function on U for every linear partial differential operator
with polynomial coefficients D on V . Let H1 = H(Γ1) be the Cartan subgroup
corresponding to Γ1, write H1 = T1A1 as a compact piece times a vector part,
and let M(Γ1) = M1 be the standard reductive piece of the centralizer of A1,
ZG(A1) = M1A1. Let h1 (resp. m1) denote the Lie algebra of H1 (resp. M1).
Recall Harish-Chandra’s invariant integral map
ψ : S(im∗1)→ S((ih
∗
1)
′)
by
ϕ 7→ ψϕ
where
ψϕ(λ) = 〈ϕ,O
M1
λ 〉.
Harish-Chandra proved that his invariant integral map is continuous (see The-
orem 3 of [HC57]). Fix norms, both written | · |, on the finite dimensional vector
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spaces ih∗ and im∗. Harish-Chandra showed that there exists l ∈ N and a constant
b > 0 for which we have the estimate
sup
ξ∈i(h∗
1
)′
|ψϕ(ξ)| ≤ b sup
η∈im∗
1
(1 + |η|)l|ϕ(η)|.
This estimate follows from (the stronger estimate in) Lemma 7 on page 203 of
[HC57] (note that the constant q in that Lemma can be chosen to be at least as
large as one by the proof of Lemma 5 of [HC57]). Further, by Lemma 22 on page
576 of [HC64], the function ψϕ extends to a smooth function on the closure of each
Weyl chamber in h∗; the above bound extends to these values of Harish-Chandra’s
invariant integral by continuity. It follows from Supplement A and Supplement C
on page 218 of [Ros82] that for every map
ϕ 7→ 〈OM1D(Λ1), ϕ〉
with ϕ ∈ S(im∗1), there exists a closed Weyl chamber i(h1)
∗
+ ⊂ ih
∗
1 and (a possibly
singular) λ0 ∈ i(h1)
∗
+ for which this map can be written as
ϕ 7→ lim
λ→λ0
λ∈i((h1)
∗
+)
′
ψϕ(λ).
It follows that we have a uniform bound on |〈OM1D(Λ1), ϕ〉| over all Λ1.
Next, we define
X˜k(Γ1) = k ·
(
OM1D(Λ1) + Im ν1 + i(g/p1)
∗
)
and we note Xk(Γ1) = X˜k(Γ1) + k · Re ν1. As in the proof of Lemma 2.2, we have
decomposed ν1 = Re ν1 + Im ν1 with Re ν1 ∈ a
∗ and Im ν1 ∈ ia
∗. We observe that
each X˜k(Γ1) is a tempered distribution on ig
∗ since it is a linear transformation
applied to a product of tempered distributions on im∗ and i(g/p)∗. Further, the fact
that k ∈ K is compact combined with our previous uniform bound on the tempered
distributions OM1D(Λ1) yields the following uniform bound on X˜k(Γ1). Then there
exists a natural number l ∈ N and a positive constant b > 0 such that
(3.1) |〈X˜k(Γ1), ϕ〉| ≤ b sup
ξ∈ig∗
(1 + |ξ|)l|ϕ(ξ)|
for all k ∈ K, all Langlands parameters Γ1 with J(Γ1) ∈ (Ĝext)H,H1 , and all
ϕ ∈ S(ig∗).
All that is left to do is to deal with the translation by k · Re ν1. If S ⊂ g is
a compact set, then by the Paley-Wiener Theorem (see for instance page 181 of
[Ho¨r83]), every smooth density ω supported in S satisfies a sequence of estimates
(3.2) |F [ω](ξ)| ≤
Ane
B|Re ξ|
(1 + | Im ξ|)n
.
If D∞S (g) is the space of smooth densities supported in S ⊂ g, then the constant
B > 0 depends on S but not on ω ∈ D∞S (g). Moreover, there exist seminorms dn
on D∞S (g) such that An(ω) ≤ dn(ω) for all n ∈ N and ω ∈ D
∞
S (g) (see for instance
page 181 of [Ho¨r83]).
By Lemma 2.4, the set of all k · ν1 with k ∈ K and J(Γ1) ∈ (Ĝext)H,H1 is
contained in a bounded subset of h∗1. In particular, |k · ν1| ≤ c is bounded by a
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positive constant c > 0 for all Γ1 with J(Γ1) ∈ (Ĝext)H,H1 and all k ∈ K. Thus, if
ω ∈ D∞S (g), then we deduce
|〈X(Γ1),F [ω]〉| ≤ bAle
cB
for every Γ1 with J(Γ1) ∈ (Ĝext)H,H1 . Observe that the constants b, c, and B do
not depend on ω ∈ D∞S (g). Further, the constant Al is bounded by a finite sum of
seminorms on D∞S (g) as remarked above. It now follows that the linear functional
ω 7→ 〈C(µ),F [ω]〉
defines a distribution on g for every finite, positive measure µ on Ĝ. This proves
part (1).
For part (2), we first show polynomial boundedness. Note
(C(µ) ∗ F [ω])(η) = 〈C(µ)ξ ,F [ω](η − ξ)〉
if η ∈ ig∗. Utilizing (3.2), we have
|F [ω](η − ξ)| ≤
Ane
B|Re(η−ξ)|
(1 + | Im(η − ξ)|)n
≤ (1 + | Im η|)n
Ane
B|Re ξ|
(1 + | Im ξ|)n
.
The triangle inequality was used to obtain the inequality on the right. Then,
following the argument above, we obtain
|(C(µ) ∗ F [ω])(η)| ≤ cω(1 + | Im η|)
l
for some constant cω > 0.
Next, by the Paley-Weiner Theorem, one has bounds on the derivatives of F [ω]
analogous to the above bounds on F [ω]. These bounds allow us to differentiate
under the integral sign. Smoothness of the convolution follows. 
Suppose V is a finite dimensional, real vector space, and let v1, . . . , vn be a basis
for V . If α = (α1, . . . , αn), denote
Dα = vα11 · · · v
αn
n ,
which may be thought of as a differential operator on V . Suppose 0 ∈ U1 ⊂ U
are open, precompact sets in V with U1 compactly contained in U , and suppose
{ϕN,U1,U} is a family of smooth functions depending on N ∈ N such that
(1) ϕN,U1,U (x) = 1 if x ∈ U1 for all N ∈ N.
(2) ϕN,U1,U (x) = 0 if x /∈ U for all N ∈ N.
(3) For every multi-index α, there exists a constant Cα > 0 such that
sup
x∈U
|Dα+βϕN,U1,U (x)| ≤ C
|β|+1
α (N + 1)
|β|
if |β| ≤ N .
Such families {ϕN,U1,U} always exist (see pages 25-26, 282 of [Ho¨r83]).
Lemma 3.2. Suppose V is a finite dimensional real vector space, suppose ϕN,U1,U
is a family of smooth, compactly supported functions on V satisfying the above
properties, and let | · | be a norm on V ∗
C
. Write
F [ϕN,U1,U ] = F˜ [ϕN,U1,U ]dξ
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where dξ is a Lebesgue measure on iV ∗ and F˜ [ϕN,U1,U ] is an analytic function on
iV ∗. Then there exist constants B > 0 and C > 0 such that
(3.3) |F˜ [ϕN,U1,U ](ξ)| ≤
CN+1(N + 1)NeB|Re ξ|
(1 + | Im ξ|)N
for ξ ∈ V ∗
C
.
This estimate follows immediately from the proof of the Paley-Wiener Theorem
(see the proof of Theorem 7.3.1 on page 181 of [Ho¨r83]).
Lemma 3.3 (Ho¨rmander). Let V be a finite dimensional real vector space, and let
| · | be a norm on V ∗
C
, the complexification of the real dual space of V . Suppose we
have a collection of pairs {(Tα, ξα)}α∈A with Tα a tempered distribution on iV
∗ and
ξα ∈ V
∗ for every α ∈ A. In addition, suppose they satisfy the following properties.
(1) There exists an upper bound R on the collection of real numbers |ξα|.
(2) There exists a constant b > 0 and a natural number l ∈ N such that
|〈Tα, ϕ〉| ≤ b sup
ξ∈iV ∗
(1 + |ξ|)l|ϕ(ξ)|
for every Schwartz function ϕ ∈ S(iV ∗) and for every α ∈ A.
If ξ ∈ V ∗
C
, write ξ = Re ξ + Im ξ with Re ξ ∈ V ∗ and Im ξ ∈ iV ∗. Suppose
ψ ∈ C∞(V ∗
C
) and suppose that for every r > 0 and every N ∈ N, there exists a
constant bN(r) > 0 such that
(3.4) |ψ(ξ)| ≤ bN (r)(1 + | Im ξ|)
−N
whenever |Re ξ| ≤ r. If Ω =
⋃
α suppTα and η ∈ iV
∗ \ AC(Ω), then there exists
an open set η ∈ W ⊂ iV ∗ and a constant c > 0 such that for every natural number
N ∈ N, we have
(3.5) |〈(Tα)ξ, ψ(tη
′ − (ξ − ξα))〉| ≤ c · bN+l(R)(1 + t)
−N
for all α ∈ A, all η′ ∈W and all t > 0.
Proof. This Lemma is a slight generalization of Lemma 8.1.7 of [Ho¨r83]. For the
convenience of the reader, we give a self-contained argument. Since AC(Ω) ⊂ iV ∗
is a closed cone and η /∈ AC(Ω), we may find open cones C, C1 ⊂ iV
∗ with
η ∈ C ⊂ C \ {0} ⊂ iV ∗ \AC(Ω).
Following Ho¨rmander, we claim there exist C′ > 0 and ǫ′ > 0 such that
(3.6) |η′ − ξ| ≥ ǫ′|η′| if ξ ∈ Ω, η′ ∈ C, and |η′| > C′.
If not, one could find sequences {ξj} ⊂ Ω and {η
′
j} ⊂ C with |η
′
j − ξj | < |η
′
j |/j
and |η′j | > j. By compactness of the unit sphere, one deduces that the sequence
{ξj/|η
′
j |} has a limit point in AC(Ω)∩ (C \ {0}). This is a contradiction since these
two sets have empty intersection by definition.
Next, we claim that we may choose a sufficiently small open subset η ∈ W ⊂ C
and constants ǫ > 0 and C > 0 for which
(3.7) |tη′ − ξ| ≥ tǫ if η′ ∈ W, ξ ∈ Ω, and t ≥ C.
Indeed, for δ > 0, define Wδ = {η
′ ∈ C | e−δ|η| < |η′| < eδ|η|}. If η′ ∈ Wδ with
|tη′| ≥ C′, then by (3.6),
|tη′ − ξ| ≥ ǫ′|tη′| ≥ tǫ′e−δ|η| ≥ tǫ
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where ǫ := ǫ′e−δ. Further, |tη′| ≥ C′ if teδ|η| ≥ C′ if t ≥ C′e−δ|η|−1. Therefore,
if C := C′e−δ|η|−1 and ǫ := ǫ′e−δ, then (3.7) follows from (3.6) with W := Wδ for
some fixed δ > 0.
Now, fix a cutoff function χ ∈ C∞(iV ∗) with χ(ξ) = 1 if |ξ| ≥ 1, χ(ξ) = 0 if
|ξ| ≤ 12 , and 0 ≤ χ(ξ) ≤ 1 for all ξ ∈ iV
∗. Moreover, define χs(ξ) = χ(ξ/s) for
s > 0. Next, choose ψ satisfying (3.4). Notice if t ≥ C and s ≤ tǫ, then by (3.7)
|〈(Tα)ξ, ψ(tη
′ − (ξ − ξα))〉| = |〈(Tα)ξ, χs(tη
′ − ξ)ψ(tη′ − (ξ − ξα))〉| .
Next, set s = tǫ plug in ϕ(ξ) := χ(tη′ − ξ)ψ(tη′ − (ξ − ξα)) into the assumption (2)
on {Tα}α∈A and utilize (3.4) to obtain
|〈(Tα)ξ, χs(tη
′ − ξ)ψ(tη′ − (ξ − ξα))〉|
≤b sup
ξ∈iV ∗
(1 + |ξ|)l|χs(tη
′ − ξ)||ψ(tη′ − (ξ − ξα))|
≤b · bN (R) sup
ξ∈iV ∗
|tη′−ξ|≥ tǫ
2
(1 + |ξ|)l(1 + |tη′ − ξ|)−N .
≤b · bN (R)
(
1 + t
(
|η′|+
ǫ
2
))l(
1 +
tǫ
2
)N
.(3.8)
In the last step, we utilized the triangle inequality to check |tη′ − ξ| ≥ tǫ2 implies
|ξ| ≤ |tη′|+ tǫ2 . Next, if we rechoose ǫ < 2, then (3.8) yields
|〈(Tα)ξ, ψ(tη
′ − (ξ − ξα))〉| ≤ b · bN(R) ·max
(
1, 2eδ|η|, ǫ
)l
(1 + t)l (1 + t)−N
≤ c · bN (R) · (1 + t)
−(N−l)
where c > 0 is a constant independent of N . Replacing N − l by N , we obtain
|〈(Tα)ξ, ψ(tη
′ − (ξ − ξα))〉| ≤ c · bN+l(R) · (1 + t)
−N .
This is the desired expression (3.5). 
Next, we consider the singular spectrum of our integral θ(µ).
Lemma 3.4. If µ is a finite, positive measure on Ĝ, then the singular spectrum of
the integral
θ(µ) =
∫
J(Γ)∈Ĝ
θ(Γ)dµΓ
at zero is subject to the bound
SS0(θ(µ)) ⊂ AC
 ⋃
J(Γ)∈suppµ
suppC(Γ)
 .
Proof. To prove Lemma 3.4, we recall the definition of the singular spectrum of a
distribution (see Definition 2.3 of [HHO´16]). Suppose V is a finite dimensional real
vector space, and let 0 ∈ U1 ⊂ U be precompact open sets in V with U1 compactly
contained in U . Fix a sequence ϕN,U1,U of smooth functions supported in U and
satisfying the properties given before Lemma 3.2. Suppose u is a distribution on
the vector space V , and write
F [ϕN,U1,Uu] = F˜ [ϕN,U1,Uu]dξ
where dξ is a Lebesgue measure on ig∗ and F˜ [ϕN,U1,Uu] ∈ C
∞(ig∗) is a smooth
function on ig∗. Then we may compute the singular spectrum of u at 0 by recalling
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(0, ξ) with ξ 6= 0 is not in the singular spectrum if and only if there exists an open
set ξ ∈ W ⊂ iV ∗ and a constant C > 0 such that
|F˜ [ϕN,U1,Uu](tη)| ≤ C
N+1(N + 1)N t−N
for every η ∈ W .
The distribution we wish to study is θ(µ) where µ is a finite, positive measure
on the unitary dual, Ĝ. First, we check
F [θ(µ)ϕN,U1,U ] = C(µ) ∗ F [ϕN,U1,U ].
We will do this by manipulating the right hand side to obtain the left hand side.
By part (2) of Lemma 3.1, the left hand side converges absolutely to a smooth,
polynomially bounded density on ig∗. In particular, it is a distribution on ig∗.
Now, the Fourier transform of the tempered distribution C(µ)∗F [ϕN,U1,U ] is by
definition the tempered distribution
ω 7→ 〈C(µ) ∗ F [ϕN,U1,U ],F [ω]〉
where ω is in the space of Schwartz densities on g. Since we have already checked
absolute convergence of this integral, we can formally transfer the convolution to
obtain
〈C(µ),F [ϕN,U1,U ] ∗ F [ω]〉.
Now, since F [ϕN,U1,U ] is a Schwartz density on ig
∗ and F [ω] is a Schwartz function
on ig∗, we note
F [ϕN,U1,U ] ∗ F [ω] = F [ϕN,U1,U · ω]
on ig∗. However, this is also true on g∗
C
since both sides have holomorphic extensions
to g∗
C
, which are determined by their restrictions to ig∗. Now, we finish by observing
〈C(µ),F [ϕN,U1,Uω]〉 = 〈θ(µ), ϕN,U1,Uω〉 = 〈θ(µ)ϕN,U1,U , ω〉.
As remarked earlier, this follows from work of Duflo and Rossmann.
Now that we have checked that C(µ) ∗ F [ϕN,U1,U ] is the Fourier transform of
θ(µ)ϕN,U1,U , we can estimate the singular spectrum of θ(µ) by estimating the decay
of the former distribution.
More precisely, if η ∈ ig∗ \ AC
(⋃
J(Γ)∈suppµ suppC(Γ)
)
, we must find an open
neighborhood η ∈ W ⊂ ig∗ and a constant C > 0 such that∣∣∣[C(µ) ∗ F˜ [ϕN,U1,U ]](tη)∣∣∣ =
∣∣∣∣∣
∫
J(Γ)∈Ĝ
∫
C(Γ)
F˜ [ϕN,U1,U ](tη
′ − ξ)dξdµΓ
∣∣∣∣∣
≤ CN+1(N + 1)N t−N
for all η′ ∈W and N ∈ N. Here as before, we are writing
F [ϕN,U1,U ] = F˜ [ϕN,U1,U ]dξ
where dξ is a Lebesgue measure on ig∗ and F˜ [ϕN,U1,U ] is a smooth function on ig
∗,
which extends to a holomorphic function on g∗
C
. Since the measure µ is finite, it
is enough to show that there exists a neighborhood η ∈ W ⊂ ig∗ and a constant
C > 0 such that∣∣∣〈C(Γ)ξ , F˜ [ϕN,U1,U ](tη′ − ξ)〉∣∣∣ ≤ CN+1(N + 1)N t−N
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for every η′ ∈ W , J(Γ) ∈ suppµ, and N ∈ N. Next, suppose MΓ1,Γ 6= 0 for some
Γ1 for which J(Γ) ∈ suppµ, and recall
X(Γ1) = K · (O
M1
D(Λ1)
+ ν1 + i(g/p1)
∗).
As in Section 2, for every k ∈ K, define
Xk(Γ1) = k · (O
M1
D(Λ1)
+ ν1 + i(g/p1)
∗).
Then it is enough to show that there exists a neighborhood η ∈ W ⊂ ig∗ and a
constant C > 0 such that
(3.9)
∣∣∣〈Xk(Γ1)ξ, F˜ [ϕN,U1,U ](tη′ − ξ)〉∣∣∣ ≤ CN+1(N + 1)N t−N
for every η′ ∈ W , N ∈ N, k ∈ K, and Γ1 for which MΓ1,Γ 6= 0 for some Γ with
J(Γ) ∈ suppµ.
Justifying the last remark requires the fact that the coefficientsMΓ1,Γ are bounded
uniformly for all Langlands parameters Γ and Γ1 and for a fixed real, reductive al-
gebraic group G. This follows from Vogan’s work on the Jantzen filtration (see
[Vog84] for the original reference or Section 14 of [AvLTV] for an exposition) to-
gether with the Jantzen-Juckerman translation principle (see [Zuc77], Chapter 7 of
[Vog81] for the original references or Section 16 of [AvLTV] for an exposition).
Now, to establish (3.9), we must apply Lemma 3.2 and Lemma 3.3. In Lemma
3.3, we letA be the collection of pairs (Γ1, k) withMΓ1,Γ 6= 0 for some J(Γ) ∈ suppµ
and k ∈ K. If α = (Γ1, k), we let Tα = T(Γ1,k) be the tempered distribution
X˜k(Γ1) := k · (O
M1
D(Λ1)
+ Im ν1 + i(g/p1)
∗),
and we let ξα = ξ(Γ1,k) := k · Re ν1. We must check that {(Tα, ξα)}α∈A satisfy
properties (1) and (2) of Lemma 3.3. The first property follows from Lemma 2.4.
The second property follows from (3.1).
Now, we put ψ = F˜ [ϕN,U1,U ] in Lemma 3.3, and we compare the constants in
equations (3.3) and (3.4) to determine
bN (r) = C
N+1(N + 1)NeBr.
Plugging this expression for bN(r) into (3.5), we obtain∣∣∣〈Xk(Γ1)ξ, F˜ [ϕN,U1,U ](tη′ − ξ)〉∣∣∣ = ∣∣∣〈X˜k(Γ1)ξ, F˜ [ϕN,U1,U ](tη′ − (ξ − ξα))〉∣∣∣
≤ c · bN+l(R)(1 + t)
−N
= c · eBR · CN+l+1(N + l + 1)l+N (1 + t)−N
≤ (C′)N+l+1(N + l + 1)l+N t−N(3.10)
for a constant C′ > 0 that is independent of N . If N > l, then
(N + l + 1)N+l ≤ (N + 1)N
(
l+N + 1
N + 1
)N
(l +N + 1)l
≤ (N + 1)N2N(2N)l
≤ (N + 1)N2N(2N + 3)l+3
≤ (N + 1)N2N(l + 3)2N+3.(3.11)
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In the last step, we used that sr > rs if r > s ≥ 3 are natural numbers; one checks
this by observing log r/r is a decreasing function for r > e. Plugging (3.11) into
(3.10), we see there exists a constant C′′ > 0 independent of N such that∣∣∣〈Xk(Γ1)ξ, F˜ [ϕN,U1,U ](tη′ − ξ)〉∣∣∣ ≤ (C′′)N+1(N + 1)N t−N
if N > l. The Lemma follows. 
The proof of Theorem 1.1 is nearly complete. Thus far, we have shown that if
π ≃
∫
J(Γ)∈Ĝs
J(Γ)⊕m(J(Γ),π)dµΓ
is a direct integral of singular representations and µ′ is a finite, positive measure
that is equivalent to µ, then
SS0(θ(µ
′)) ⊂ i(g∗s)
′.
The final Lemma we need is essentially already in [HHO´16].
Lemma 3.5. Suppose G is a Lie group, suppose (π, V ) is a unitary representation
of G, and write
π ≃
∫
σ∈Ĝ
σ⊕m(π,σ)dµσ
as a direct integral of irreducible representations. Suppose that for every σ ∈ suppπ,
the character Θσ exists as a distribution on G, and suppose that the integral
Θµ′ =
∫
σ∈Ĝ
Θσdµ
′
σ
exists as a distribution on a neighborhood of the identity in G for all finite, positive
measures µ′ on Ĝ that are equivalent to µ. If u, v ∈ V are vectors, then
SSe(π(g)u, v) ⊂
⋃
µ′∼µ
µ′ finite, positive
SSe(Θµ′)
where µ′ ∼ µ means that µ′ and µ are absolutely continuous with respect to each
other.
Though not stated explicitly, this Lemma is proved in Section 6 of [HHO´16].
There, it is assumed that G is reductive and suppπ is contained in the set of
irreducible, tempered representations. However, these assumptions are not utilized
in the proof. Because Lemma 3.5 is not stated explicitly in [HHO´16], we include a
brief sketch for the reader below.
First, we remark that in our setting, SS0(θ(µ
′)) = SSe(Θµ′). Hence, Theorem
1.1 now follows from Lemma 2.2, Lemma 3.4, and Lemma 3.5.
Now, we briefly recall the outline of the proof of Lemma 3.5, which is essentially
already in Section 7 of [HHO´16]. We choose ϕN,U1,U as in Section 7 of [HHO´16]. As
in the proof of Proposition 7.1 of [HHO´16], we write u = (uσ) and v = (vσ) using
our direct integral decomposition. And the computation that follows in [HHO´16]
yields ∣∣∣∣∫
G
ϕN,U1,U (g)(π(g)u, v)e
itη(log(g))dg
∣∣∣∣
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≤
(∫
σ∈suppπ
∣∣∣σ(ϕN,U1,Ueitη log(·))∣∣∣2
HS
|uσ|
2dµ(σ)
)1/2(∫
σ∈suppπ
|vσ|
2dµ(σ)
)1/2
.
Here | · |HS denotes the Hilbert Schmidt norm of the operator. Next, using a
calculation of Howe [How81], one writes the Hilbert Schmidt norm of the operator
as an integral involving the character (see the proof of Proposition 7.1 in [HHO´16]).
Using a technical Lemma from microlocal analysis, one is able to show that this
integral decays sufficiently rapidly to imply that
η /∈ SSe(π(g)u, v)
whenever
η /∈
⋃
µ′∼µ
µ′ finite, positive
SSe(Θµ′)
(see the last page of Section 7 of [HHO´16]). Lemma 3.5 follows.
4. Applications to Induction Problems
We begin by explaining how Corollary 1.2 and Corollary 1.3 follow from Theorem
1.1 together with Theorem 1.1 of [HHO´16] and Theorem 1.2 of [HHO´16]. Suppose
G is a real, reductive algebraic group, suppose H ⊂ G is a closed subgroup, and
suppose (τ,W ) is an irreducible, unitary representation of H . Then we may write
IndGH τ ≃
∫
J(Γ)∈Ĝ
J(Γ)⊕m(J(Γ),Ind
G
H τ)dµΓ
with µ a positive measure on Ĝ. If Ĝ ′temp ⊂ Ĝ is the open subset of tempered
representations with regular infinitesimal character, then we may decompose
µ = µ|Ĝ ′temp
+ µ|Ĝ−Ĝ ′temp
.
This gives rise to a decomposition
IndGH τ ≃
∫
J(Γ)∈Ĝ ′temp
J(Γ)⊕m(J(Γ),Ind
G
H τ)dµ|Ĝ ′temp
⊕∫
J(Γ)∈Ĝ−Ĝ ′temp
J(Γ)⊕m(J(Γ),Ind
G
H τ)dµ|Ĝ−Ĝ ′temp
.
Every matrix coefficient of IndGH τ can be decomposed into the sum of a matrix
coefficient of the first representation plus a matrix coefficient of the second repre-
sentation. As in Proposition 1.3 of [How81], we deduce
WF(IndGH τ)
is the union of the
WF
(∫
J(Γ)∈Ĝ ′temp
J(Γ)⊕m(J(Γ),Ind
G
H τ)dµ|Ĝ ′temp
)
and
WF
(∫
J(Γ)∈Ĝ−Ĝ ′temp
J(Γ)⊕m(J(Γ),Ind
G
H τ)dµ|Ĝ−Ĝ ′temp
)
.
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The same goes for the singular spectrum of IndGH τ . Now, we know from Theorem
1.1 of [HHO´16] that
WF(IndGH τ) ⊃ Ad
∗(G) · q−1(WF(τ))
where g (resp. h) denotes the Lie algebra of G (resp. H) and q : ig∗ → ih∗ is
the natural projection. Further, the analogous statement for the singular spectrum
is also part of Theorem 1.1 of [HHO´16]. Now, by Theorem 1.1 of this paper, we
deduce
WF
(∫
J(Γ)∈Ĝ−Ĝ ′temp
J(Γ)⊕m(J(Γ),Ind
G
H τ)dµ|Ĝ−Ĝ ′temp
)
⊂ ig∗s.
Again, the analogous statement holds for the singular spectrum as well. Thus, we
deduce
WF
(∫
J(Γ)∈Ĝ ′temp
J(Γ)⊕m(J(Γ),Ind
G
H τ)dµ|Ĝ ′temp
)
⊃ Ad∗(G) · q−1(WF(τ)) ∩ i(g∗)′.
Again, this result still holds if we replace WF with SS everywhere. Finally, we
apply Theorem 1.2 of [HHO´16] to deduce
AC

⋃
σ∈supp IndGH τ
σ∈Ĝ ′temp
Oσ
 ⊃ Ad∗(G) · q−1(WF(τ)) ∩ i(g∗)′.
Since Theorem 1.2 of [HHO´16] is also stated for the singular spectrum, we deduce
the identical statement with WF replaced by SS, which is the statement of Corollary
1.2.
Next, we check Corollary 1.3. To do this, we note that when τ is the trivial
representation of H , WF(τ) = SS(τ) = {0} since all of the matrix coefficients of τ
are necessarily analytic. Assuming X = G/H has a non-zero G invariant density,
we deduce
AC
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
Oσ
 ⊃ Ad∗(G) · i(g/h)∗ ∩ i(g∗)′
since i(g/h)∗ is the inverse image of zero under the map q : ig∗ → ih∗. Next, if
x ∈ X , let Gx denote the stabilizer of x in G, and let gx denote the Lie algebra of
Gx. For each x ∈ X , we consider the map g 7→ g · x. We note that the kernel of
the associated map on tangent spaces
g = TeG→ TxX
is gx. Thus, the image of the pullback map iT
∗
xX → iT
∗
eG = ig
∗ is the set of
imaginary valued linear functionals on g that vanish on igx. Thus, this injection
identifies iT ∗xX with i(g/gx)
∗ ⊂ ig∗. Further, ge = h, and
Ad∗(g) · i(g/ge)
∗ = i(g/gg)
∗
where g denotes the image of g under the map G→ X by g · e. Then we have⋃
x∈X
iT ∗xX =
⋃
g∈G
[Ad∗(g) · i(g/h)∗]
26 BENJAMIN HARRIS
and we immediately deduce Corollary 1.3.
Now, in order to use Corollary 1.2 and Corollary 1.3 to compute concrete exam-
ples, it is useful to write things down concretely on the spaces of purely imaginary
valued linear functionals on Cartan subalgebras of g. Suppose H ⊂ G is a Cartan
subgroup with Lie algebra h, let W = NG(H)/H denote the real Weyl group of
H , and let i(h∗)′ = ih∗ ∩ i(g∗)′ be the set of regular, semisimple elements in ih∗.
For each Langlands parameter Γ = (H, γ,R+iR) with J(Γ) ∈ Ĝ
′
temp, an irreducible,
tempered representation with regular infinitesimal character, and H(Γ) = H , we
associate to J(Γ) the W orbit W · dγ ⊂ (ih∗)′ through dγ. If π is any unitary
representation of G, we define
i(h∗)′ − suppπ =
⋃
J(Γ)∈suppπ
J(Γ)∈Ĝ ′temp
H(Γ)=H
(W · dγ)
by taking the union of all such W orbits over all irreducible, tempered representa-
tions with regular infinitesimal character J(Γ) occurring in the decomposition of π
into irreducibles and which correspond to the Cartan H .
Now, we have an analogue of Corollary 1.3 on i times the dual of every Cartan.
Corollary 4.1. Suppose G is a real, reductive algebraic group with Lie algebra g,
and suppose X is a homogeneous space for G with a non-zero invariant density.
Suppose h ⊂ g is a Cartan subalgebra, suppose ξ ∈ i(h∗)′, and suppose there exists
x ∈ X such that
ξ|gx = 0.
Then
ξ ∈ AC
(
i(h∗)′ − suppL2(X)
)
.
Proof. We describe how to deduce this Corollary from Corollary 1.3. Suppose the
hypotheses of Corollary 4.1 hold, and suppose ξ ∈ C ⊂ ih∗ is an open cone in ih∗
containing ξ. We must show that i(h∗)′− suppL2(X) intersects C in an unbounded
set. Without loss of generality, we may assume C ⊂ i(h∗)′ is small enough to
be contained in the set of regular, semisimple elements. Let e ∈ U ⊂ G be a
precompact open neighorhood of the identity in G, and let C′ = Ad∗(U) · C. We
observe that ξ ∈ C′ ⊂ ig∗ is an open cone containing ξ in ig∗.
Next, we note ξ|gx = 0 implies that ξ is on the right hand side of Corollary 1.3;
hence, it must also be on the left hand side of Corollary 1.3. In particular,
ξ ∈ AC
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
Oσ
 .
Therefore,
C′X := C
′ ∩
 ⋃
σ∈suppL2(X)
σ∈Ĝ ′temp
Oσ

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is an unbounded set. However, the map U × C → ig∗ is continuous and U is
precompact. Hence,
{(u, η)| u ∈ U, η ∈ C, and Ad∗(u) · η ∈ C′X}
must contain an unbounded subset of η ∈ C. However, since we are intersecting C′
with a G invariant set, the above set is independent of u ∈ U . In particular, (e, η)
occurs in the set for an unbounded subset of η ∈ C and
i(h∗)′ − suppL2(X) ∩ C
is unbounded. The Lemma follows. 
Next, we give an application of this result. We begin with the case where τ is
an involution of G, Gτ ⊂ G is the symmetric subgroup of fixed points of τ , and
H ⊂ Gτ is a closed, unimodular subgroup. The decomposition of L2(G/Gτ ) is
already quite well understood. The representations of G occurring discretely in
L2(G/Gτ ) were classified by Flensted-Jensen and Matsuki-Oshima [FJ80], [MO84];
see also the exposition of Vogan [Vog88], which describes these representations in
terms that are useful for our purposes. Proofs of the full Plancherel formula were
given by Delorme [Del98] and van den Ban-Schlichtkrull [BS05a], [BS05b].
Now, suppose H ⊂ Gτ is a closed, unimodular subgroup. One can ask about
the decomposition of L2(G/H) into irreducibles; in particular, one can ask about
the irreducible representations of G occurring discretely in L2(G/H). Some results
in this vein were given by Kobayashi [Kob98]. We give a different yet analogous
result.
Corollary 4.2. Suppose G is a real, reductive algebraic group, suppose τ is an
involution of G with fixed point set Gτ , and suppose H ⊂ Gτ is a closed, unimodular
subgroup of Gτ . Assume that G contains a compact Cartan subgroup T with Lie
algebra t. Then
i(t∗)′ ∩ AC
(
i(t∗)′ − suppL2(G/Gτ )
)
⊂ AC
(
i(t∗)′ − suppL2(G/H)
)
.
This Corollary says that L2(G/H) has “asymptotically more” Harish-Chandra
discrete series representations than L2(G/Gτ ) whenH ⊂ Gτ is a closed, unimodular
subgroup. It follows directly from Lemma 4.1 together with the fact that the
converse of Lemma 4.1 is also true for symmetric spaces in the case of a compact
Cartan subalgebra t ⊂ g (this can be read off of the description of the discrete
spectrum in these symmetric spaces given in [Vog88]).
Let us look at the example where G = Sp(2n,R) and Gτ = GL(n,R). If one
chooses a compact Cartan subgroup T ⊂ Sp(2n,R), one can see either from Corol-
lary 4.1 or work on the Plancherel formula for symmetric spaces (see for instance
[Vog88]) that
AC
(
i(t∗)′ − suppL2(Sp(2n,R)/GL(n,R))
)
= it∗.
Let W = NG(T )/T denote the Weyl group of T in G. Then we deduce from
Corollary 4.2 that whenever H ⊂ GL(n,R) is a closed unimodular subgroup and
C ⊂ it∗ is an open cone in it∗, then there are infinitely many Harish-Chandra
discrete series J(Γ) of Sp(2n,R) for which (W · dγ) ∩ C 6= {0} and
HomSp(2n,R)(J(Γ), L
2(Sp(2n,R)/H)) 6= {0}.
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As remarked in the introduction, one can take
H =
k∏
i=1
GL(pi,R)×
l∏
j=1
GL(qj ,Z)
whenever
∑
pi +
∑
qj ≤ n and one can take C to be a Weyl chamber in it
∗.
We conclude this section by remarking that the recent work of Benoist and
Kobayashi [BK15] provides a wealth of additional examples where the right hand
side of Corollary 1.3 is nonempty.
5. Applications to Restriction Problems
Next, we consider the case of restriction to a real, reductive algebraic group.
Let G be a Lie group with Lie algebra g, let H ⊂ G be a closed, real, reductive
algebraic subgroup with Lie algebra h, and let π be a unitary representation of G.
We may write
π|H ≃
∫
J(Γ)∈Ĥ
J(Γ)⊕m(J(Γ),π|H)dµΓ
with µ a positive measure on Ĥ. If Ĥ ′temp ⊂ Ĥ is the open subset of tempered
representations with regular infinitesimal character, then we may decompose
µ = µ|Ĥ ′temp
+ µ|Ĥ−Ĥ ′temp
.
This gives rise to a decomposition
π|H ≃
∫
J(Γ)∈Ĥ ′temp
J(Γ)⊕m(J(Γ),π|H)dµ|Ĥ ′temp
⊕∫
J(Γ)∈Ĥ−Ĥ ′temp
J(Γ)⊕m(J(Γ),π|H)dµ|Ĥ−Ĥ ′temp
.
Every matrix coefficient of π|H can be decomposed into the sum of a matrix coeffi-
cient of the first representation plus a matrix coefficient of the second representation.
As in Proposition 1.3 of [How81], we deduce
WF(π|H)
is the union of the
WF
(∫
J(Γ)∈Ĥ ′temp
J(Γ)⊕m(J(Γ),π|H)dµ|Ĥ ′temp
)
and
WF
(∫
J(Γ)∈Ĥ−Ĥ ′temp
J(Γ)⊕m(J(Γ),π|H)dµ|Ĥ−Ĥ ′temp
)
.
The same goes for the singular spectrum of π|H . Let
q : ig∗ → ih∗
be the pullback of the inclusion map. We know from Proposition 1.5 of [How81]
that
WF(π|H) ⊃ q(WF(π)).
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One checks that the proof of Proposition 1.5 of [How81] also yields the analogous
statement for the singular spectrum. Now, by Theorem 1.1 of this paper, we deduce
WF
(∫
J(Γ)∈Ĥ−Ĥ ′temp
J(Γ)⊕m(J(Γ),π|H )dµ|Ĥ−Ĥ ′temp
)
⊂ ih∗s.
Again, the analogous statement holds for the singular spectrum as well. Thus, we
deduce
WF
(∫
J(Γ)∈Ĥ ′temp
J(Γ)⊕m(J(Γ),π|H)dµ|Ĥ ′temp
)
⊃ q(WF(π|H)) ∩ i(h
∗)′.
Again, this result still holds if we replace WF with SS everywhere. Finally, we
apply Theorem 1.2 of [HHO´16] to deduce
AC
 ⋃
σ∈suppπ|H
σ∈Ĥ ′temp
Oσ
 ⊃ q(WF(π|H)) ∩ i(h∗)′.
Since Theorem 1.2 of [HHO´16] is also stated for the singular spectrum, we deduce
the identical statement with WF replaced by SS, which is the statement of Corollary
1.4.
Next, we consider the example noted in the introduction. Let G = GL(2n,R), let
H = SO(n, n), and let π be a Stein complementary series representation of G (see
[Ste67] for the original definition of Stein complementary series; see [Vog86] to un-
derstand how they fit into the unitary dual of GL(2n,R)). Now, π is (non-unitarily)
parabolically induced from a parabolic subgroup with GL(n,R) × GL(n,R) as
its Levi factor. Let p denote the Lie algebra of this parabolic subgroup. Com-
bining work of Barbasch-Vogan and Rossmann [BV80], [Ros95], we check that
WF(π) ⊃ i(g/p)∗.
Thus, to check q(WF(π)) = ih∗, we need only check
q(Ad∗(G) · i(g/p)∗) = ih∗.
To do this, it is enough to fix a standard set of representatives of the conjugacy
classes of Cartan subalgebras of h, say {bα}α∈A, and show that
q(Ad∗(G) · i(g/p)∗) ⊃ ib∗α
for every α. One can use the set of representatives of conjugacy classes of Cartan
subalgebras given in [Sug59]. In addition, after identifying g ∼= ig∗ equivariantly,
one can take conjugates by permutation matrices of matrices consisting of scalar
multiples of Jordan blocks which are also conjugate to matrices in i(g/p)∗. One
checks that one can obtain all of ib∗α for every α ∈ A by projecting these special
matrices. We leave the details as an exercise for the reader.
Then by Corollary 1.4, we deduce
AC(i(b∗α)
′ − suppπ|H) = ib
∗
α
for every α. This justifies the claim that the tempered part of the decomposition of
π|SO(n,n) into irreducibles is “asymptotically dense” in Ĥtemp. If n is even and one
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takes the compact Cartan of SO(n, n), then one deduces the existence of infinitely
many Harish-Chandra discrete series σ of SO(n, n) for which
HomSO(n,n)(σ, π|SO(n,n)) 6= {0}.
6. Acknowledgements
The author would like to thank Hongyu He and Gestur O´lafsson, his postdoctoral
advisers at Louisiana State University. Hongyu and Gestur taught the author many
things during his time in Baton Rouge. In particular, the first paper in this series
was coauthored with the two of them [HHO´16].
Second, the author would like to thank Toshiyuki Kobayashi for several discus-
sions on the relationships between his excellent papers [BK15], [Kob98] and this
article. Toshi’s insights are a continual inspiration to the author.
Third, the author would like to thank David Vogan for answering a question
about the unitary dual of a real, reductive algebraic group.
References
[AvLTV] J. Adams, M. van Leeuwen, P. Trapa, and D. Vogan, Unitary representations of real
reductive groups, arXiv: 1212.2192.
[BK15] Y. Benoist and T. Kobayashi, Temperedness of reductive homogeneous spaces, Journal
of the European Mathematical Society 17 (2015), no. 12, 3015–3036.
[BS05a] E. van den Ban and H. Schlichtkrull, The Plancherel decomposition for a reductive
symmetric space. I. spherical functions, Inventiones Mathematicae 161 (2005), no. 3,
453–566.
[BS05b] , The Plancherel decomposition for a reductive symmetric space. II. representa-
tion theory, Inventiones Mathematicae 161 (2005), no. 3, 567–628.
[BV80] D. Barbasch and D. Vogan, The local structure of characters, Journal of Functional
Analysis 37 (1980), no. 1, 27–55.
[Del98] P. Delorme, Formule de Plancherel pour les espaces symetriques reductifs, Annals of
Mathematics Series 2 147 (1998), 417–452.
[Dix77] J. Dixmier, C∗-algebras, North Hollland Press, Amsterdam, 1977.
[Duf70] M. Duflo, Fundamental series representations of a semisimple Lie group, Functional
Analysis Applications 4 (1970), 122–126.
[FJ80] M. Flensted-Jensen, Discrete series for semisimple symmetric spaces, Annals of Math-
ematics Series 2 11 (1980), 253–311.
[HC54] Harish-Chandra, Representations of semisimple Lie groups III, Transactions of the
American Mathematical Society 76 (1954), 234–253.
[HC56] , The characters of a semisimple Lie group, Transactions of the American Math-
ematical Society 83 (1956), 98–163.
[HC57] , Fourier transforms on a semisimple Lie algebra I, American Journal of Math-
ematics 79 (1957), no. 2, 193–257.
[HC64] , Some results on an invariant integral on a semi-simple Lie algebra, Annals of
Mathematics Series 2 80 (1964), 551–593.
[HC65] , Invariant eigendistributions on a semisimple Lie group, Transactions of the
American Mathematical Society 119 (1965), 457–508.
[HC66] , The discrete series for semisimple Lie groups II: Explicit determination of the
characters, Acta Mathematica 116 (1966), 1–111.
[HC84] , Differential equations and semisimple Lie groups, Collected Papers, Volume
III (New York) (V.S. Varadarajan, ed.), Springer, 1984.
[HHO´16] B. Harris, H. He, and G. O´lafsson, Wave front sets of reductive Lie group representa-
tions, Duke Mathematical Journal 165 (2016), no. 5, 793–846.
[Ho¨r83] L. Ho¨rmander, The analysis of linear partial differential operators I, Grundlehren der
mathematischen Wissenschaften, vol. 256, Springer-Verlag, Berlin, 1983.
WAVE FRONT SETS OF REDUCTIVE LIE GROUP REPRESENTATIONS II 31
[How81] R. Howe, Wave front sets of representations of Lie groups, Automorphic Forms, Rep-
resentation Theory, and Arithmetic (Bombay), Tata Inst. Fund. Res. Studies in Math.,
vol. 10, Tata Inst. Fund. Res., 1981, pp. 117–140.
[Kir04] A. Kirillov, Lectures on the orbit method, vol. 64, American Mathematical Society,
Providence, RI, 2004.
[Kna86] A. Knapp, Representation theory of semisimple Lie groups, Princeton University Press,
Princeton, NJ, 1986.
[Kna05] , Lie groups beyond an introduction, Progress in Mathematics, vol. 140,
Birkhauser, Boston, 2005.
[Kob98] T. Kobayashi, Discrete series representations for the orbit space arising from two in-
volutions of real reductive Lie groups, Journal of Functional Analysis 152 (1998), no. 1,
100–135.
[KV79] M. Kashiwara and M. Vergne, K-types and singular spectrum, Noncommutative Har-
monic Analysis (Proc. Third Colloq., Marseilles-Luminy, 1978) (Berlin), Lecture Notes
in Mathematics., vol. 728, Springer Verlag, 1979, pp. 177–200.
[KZ77] A. Knapp and G. Zuckermann, Classification theorems for representations of semisimple
Lie groups, Non-Commutative Harmonic Analysis, Lecture Notes in Mathematics, vol.
587, Springer-Verlag, 1977, pp. 138–159.
[Lan89] R. Langlands, On the classification of irreducible representations of real algebraic
groups, Representation Theory and Harmonic Analysis on Semisimple Lie Groups (Prov-
idence, RI), Mathematical Surveys and Monographs, vol. 31, American Mathematical
Society, 1989, pp. 138–159.
[MO84] T. Matsuki and T. Oshima, A description of discrete series for semisimple symmetric
spaces, Group Representations and Systems of Differential Equations (Tokyo, 1982)
(Amsterdam), Adv. Stud. Pure Math., vol. 4, North-Holland, 1984, pp. 331–390.
[Ros78] W. Rossmann, Kirillov’s character formula for reductive Lie groups, Inventiones Math-
ematicae 48 (1978), no. 3, 207–220.
[Ros80] , Limit characters of reductive Lie groups, Inventiones Mathematicae 61 (1980),
no. 1, 53–66.
[Ros82] , Limit orbits in reductive Lie algebras, Duke Mathematical Journal 49 (1982),
no. 1, 215–229.
[Ros84] , Characters as contour integrals, Lie Group Representations, III (College Park,
Md., 1982/1983) (Berlin), Lecture Notes in Mathematics, vol. 1077, Springer, 1984,
pp. 375–388.
[Ros95] , Picard-lefschetz theory and characters of a semisimple Lie group, Inventiones
Mathematicae 121 (1995), no. 3, 579–611.
[SRV98] S. Salamanca-Riba and D. Vogan, On the classification of unitary representations of
reductive Lie groups, Annals of Mathematics Series 2 148 (1998), no. 3, 1067–1133.
[Ste67] E.M. Stein, Analysis in matrix spaces and some new representations of SL(n,C), Annals
of Mathematics Series 2 86 (1967), no. 2, 461–490.
[Sug59] M. Sugiura, Conjugate classes of Cartan subalgebras in real semisimple Lie algberas,
Journal of the Mathematical Society of Japan 11 (1959), no. 4, 374–434.
[Ver83] M. Vergne, Representations of Lie groups and the orbit method, Emmy Noether in Bryn
Mawr (Bryn Mawr, Pa., 1982) (New York), Springer, 1983.
[Vog81] D. Vogan, Representations of real reductive Lie groups, vol. 15, Birkhauser, Boston,
1981.
[Vog84] , Unitarizability of certain series of representations, Annals of Mathematics Se-
ries 2 120 (1984), 141–187.
[Vog86] , The unitary dual of GL(n,R) over an Archimedean field, Annals of Mathemat-
ics Series 2 83 (1986), 449–505.
[Vog88] , Irreducibility of discrete series representations for semisimple symmetric
spaces, Representations of Lie Groups (Kyoto, Hiroshima 1986) (Boston), Adv. Stud.
Pure Math., vol. 14, Academic Press, 1988.
[Zuc77] G. Zuckerman, Tensor products of finite and infinite dimensional representations of
semisimple Lie groups, Annals of Mathematics Series 2 106 (1977), 295–308.
32 BENJAMIN HARRIS
Department of Mathematics, Bard College at Simon’s Rock, Great Barrington, Mas-
sachusetts 01230
E-mail address: Benjamin.Harris@simons-rock.edu
