This paper addresses the design issues of the multiantenna-based cognitive radio (CR) system that is able to concurrently operate with the licensed primary-radio (PR) system. We propose a practical CR transmission strategy consisting of three major stages, namely, environment learning, channel training, and data transmission. In the environment-learning stage, the CR transceivers both listen to the PR transmission and apply blind algorithms to estimate the spaces that are orthogonal to the channels from the PR. Assuming time-division duplex (TDD)-based transmission for the PR, cognitive beamforming is then designed and applied at CR transceivers to restrict the interference to/from the PR during the subsequent channel-training and data-transmission stages. In the channel-training stage, the CR transmitter sends training signals to the CR receiver, which applies the linear-minimum-mean-square-error (LMMSE)-based estimator to estimate the effective channel. Considering imperfect estimations in both learning and training stages, we derive a lower bound on the ergodic capacity that is achievable for the CR in the data-transmission stage. From this capacity lower bound, we observe a general learning/training/throughput tradeoff associated with the proposed scheme, pertinent to transmit power allocation between the training and transmission stages, as well as time allocation among the learning, training, and transmission stages. We characterize the aforementioned tradeoff by optimizing the associated power and time allocation to maximize the CR ergodic capacity.
key technique is called spectrum sensing, which has been thoroughly studied in the literature over the recent years [2] [3] [4] , [12] . This opportunistic spectrum access (OSA) idea for the CR has been proven meaningful from the survey made by the Federal Communications Commission [6] , which reveals that the current utilization efficiency of the licensed radio spectra could be as low as 15% on average. An alternative model for the operation of the CR other than OSA is known as spectrum sharing (SS) [7] , for which the concurrent transmission of CR and PR in the same frequency band is permissible, provided that the resultant interference power due to the CR transmission at each PR terminal, or the so-called interference temperature (IT), is kept below a predefined threshold.
A new type of SS transmission scheme has recently been proposed in [8] , where multiple antennas are deployed at the CR transmitter (CR-Tx) to enable cognitive beamforming for regulating the resultant interference power levels at PR terminals. However, the scheme proposed in [8] requires perfect knowledge of all the channels from CR-Tx to PR terminals available at CR-Tx. This assumption is not realistic from a practical viewpoint since the PR is, in general, not responsible for facilitating the CR in obtaining such channel knowledge. Under the assumption of time-division duplex (TDD) transmission mode for the PR, a breakthrough was made later in [9] , where a blind-estimation approach is proposed for CR-Tx to obtain partial channel information from CR-Tx to PR terminals. Based on the estimated partial channel information, transmit cognitive beamforming is designed and is shown to be capable of directing CR's transmit signals only through the null space of the CR-PR channels and thus removing the interference to PR terminals. Unfortunately, this very initial effort made in [9] is still far from pushing this SS scheme into practical usage; for example, the channels between CR transceivers are assumed perfect, and the interference from PR to CR terminals is ignored for the CR transmission design.
In this paper, we develop a more practical CR transmission strategy, where many issues that were not addressed in [9] are embraced. The main contributions are summarized in the list that follows.
1) The proposed CR-transmission scheme consists of three major stages, namely, environmental learning, channel training, and data transmission. Note that this new scheme is more concrete and practical in comparison with that in existing work [9] . 2) In addition to the transmit cognitive beamforming method studied in [9] , we propose a beamforming mechanism at the CR receiver (CR-Rx) to mitigate the interference from the PR. More specifically, both CR-Tx and CR-Rx listen to the PR transmission during the environment learning stage and then design transmit and receive beamforming to null the interference to and from the PR, respectively. 3) Instead of assuming perfect channel knowledge between CR-Tx and CR-Rx as in [9] , we adopt a training stage for the CR to estimate the effective channel after applying joint transmit and receive beamforming. The optimal training structure is derived to minimize the channelestimation error, taking into account the interferences to and from the PR. 4) We derive a lower bound on the ergodic capacity achievable for the CR in the data-transmission stage, subject to a prescribed IT constraint at the PR, from which we observe a new learning/training/throughput tradeoff 1 associated with the proposed CR-transmission scheme, which is pertinent to transmit power allocation between the training and data-transmission stages, as well as time allocation among the learning, training, and datatransmission stages. Moreover, we optimize the associated power and time allocation to maximize the derived lower bound on the CR ergodic capacity. The rest of this paper is organized as follows: Section II presents the system model of the multiple-antenna CR system. Section III formulates the CR learning, training, and transmission strategies. Section IV derives the lower bound on the CR ergodic capacity and obtains the optimal power and time allocation among different stages to maximize this lower bound. Section V provides simulation results to corroborate the proposed studies. Finally, Section VI concludes this paper.
Notations: Vectors and matrices are boldface small and capital letters, respectively; the transpose, complex conjugate, Hermitian, inverse, and pseudoinverse of a matrix A are denoted by A T , A * , A H , A −1 , and A † , respectively; tr(A) and det(A) denote the trace and the determinant of the matrix A, respectively; diag{a} is a diagonal matrix whose diagonal elements are given by entries of the vector a; I denotes the identity matrix; and E[·] denotes the statistical expectation.
II. SYSTEM MODEL
We consider a CR system with M 1 antennas at terminal CR-T1 and M 2 antennas at terminal CR-T2, 2 as shown in Fig. 1 . At the same operating frequency band, there exists a PR link with two terminals PR-T1 and PR-T2. We assume a TDD mode for both PR and CR links. Specifically, PR-T1, on average, transmits over a proportion α of the communication period, while it receives over the other (1 − α) of the communication period. For simplicity, we assume that PR-T2 stays outside the CR's transmission boundary, as shown in Fig. 1 . Nevertheless, all the following discussions can be straightforwardly extended to considering both PR-T1 and PR-T2 inside the CR's boundary by utilizing the effective interference channel concept proposed in [9] . We then denote the number of antennas at PR-T1 by M p and replace PR-T1 with PR for notational brevity.
Let the channels from PR to CR-T1 and CR-T2 be represented by the M 1 × M p matrix G 1 and the M 2 × M p matrix G 2 , respectively. The channel from CR-T1 to CR-T2 is denoted by the M 2 × M 1 matrix H. Each element of all the channels involved is assumed to be an independent circularly symmetric complex Gaussian (CSCG) random variable with zero mean and unit variance. Since both PR and CR operate in a TDD mode, the channel reciprocity principle is justifiable, and thus, the reverse channels from CR-T1 to PR, from CR-T2 to PR, and from CR-T2 to CR-T1 are assumed to be G T 1 , G T 2 , and H T , respectively. Furthermore, we require more antennas at CRs than at PRs, i.e., M j > M p for j = 1, 2, to enable the environment-learning method, which will be discussed later in this paper. This requirement on the number of CR's antennas is a reasonable cost for the CR to realize the concurrent transmission with the PR.
III. COGNITIVE RADIO-TRANSMISSION STRATEGY
As shown in Fig. 2 , the CR-transmission strategy is divided into consecutive frames, each having a duration of N symbol periods. Each frame is further divided into three consecutive stages, i.e., environment learning, channel training, and data transmission, with durations of N l , N t , and N d symbol periods, respectively. Obviously, N l + N t + N d = N . In the environment learning stage, CR-T1 and CR-T2 gain partial knowledge on G 1 and G 2 via listening to the PR's transmission. Since this knowledge is obtained in a passive manner, we describe it with the term "learning." In contrast, in the second channel training stage, the CR transmitter actively sends out training signals for the receiver to estimate the channel between CR-T1 and CR-T2, and thus, this process is described by the term "training." During the last data-transmission stage, CR-T1 and CR-T2 transmit in an alternate manner. Note that the value of N is chosen to be, on one hand, sufficiently smaller than the channel coherence time such that all the channels can be safely assumed to be constant within each frame and, on the other hand, as large as possible to save the overall throughput loss due to learning and training overheads.
A. Environment-Learning Stage
Considering that the PR switches between transmitting and receiving, the signals sent from the PR can be expressed as
wheres p (n)'s are independent identically distributed random signals with the covariance matrix σ 2 s I. Then, the average covariance matrix over the entire time period is R p = E[s p (n)s H p (n)] = ασ 2 s I. The signals received at CR-T1 and CR-T2 during the learning stage are then
for j = 1, 2, where z j (n) is the independent CSCG noise vector with zero means and the covariance matrix σ 2 nj I. The covariance matrices of the received signals at CRs can be expressed as
where Q j is defined correspondingly. The eigenvalue decomposition (EVD) of R j is
where V j is the M j × M p signal subspace matrix, and U j is the M j × (M j − M p ) noise subspace matrix. Correspondingly, Σ j is the diagonal matrix that contains the largest M p eigenvalues of R j . It is easy to verify that U H j G j = 0 and that
Fortunately, knowing V j and U j is sufficient to design cognitive transmit beamforming [9] . That is, CR terminals transmit only through the space spanned by U * j ; thereby, no interference is caused to the PR because G T j U * j = 0. Therefore, the main task for CR-T1 (CR-T2) in the learning stage is to blindly estimate the noise subspace matrix U 1 (U 2 ) from the received signal covariance matrix R 1 (R 2 ).
Unfortunately, the true R j cannot be obtained since practical systems only operate with a finite number of samples received from the PR. In this case, the sample covariance matrix, i.e., the maximum-likelihood (ML) estimation of R j , is constructed as [12] 
The EVD ofR j is written aŝ
From [11] , the first-order perturbation of the noise subspace due to the finite received samples can be approximated by
where ΔR j
B. Data-Transmission Stage
Before we make discussions for the channel training stage, we need to first recognize the required channels for data detection at both CR terminals. Thus, we bring forward the discussions for the data-transmission stage here.
Suppose that, on average, CR-T1 transmits over θN d symbol periods, whose indexes belong to the set N d1 , and CR-T2 transmits over the remaining (1 − θ)N d symbol periods, whose indexes belong to the set N d2 , where θ ≤ 1 is a prescribed constant. Note that N d1 N d2 = {N l + N t + 1, N l + N t + 2 . . . , N − 1, N} and N d1 N d2 = ∅. Denote the encoded signal vector from CR-T1 and CR-T2 at symbol period n by d 1 (n) and d 2 (n), respectively. We look into the following two cases.
1) Ideal Case: We will first make an illustration for the ideal case when the number of the received PR signal samples is infinitely large, and thus, the true signal covariance R j is obtained. The observations made in this case will illuminate us to design the CR beamforming strategy when the number of the received PR signal samples is finite for practical systems.
To protect the PR, d j (n) is precoded by U * j from the earlier introduced cognitive transmit beamforming method. The received signals at CR-T1 and CR-T2 are
respectively. Note that, for the CR system, not only the interference from the CR to the PR but that from the PR to the CR needs to be handled as well, where the latter case is not considered in [9] . Remark 3.1: Although our model assumes that M j > M p , j = 1, 2, the proposed studies can also be generalized to the case of M j ≤ M p , where two scenarios are considered for the CR, depending on its adopted operation model. 1) OSA: In this case, the CR only transmits when the PR does not transmit. Thus, the CR could detect the presence of the PR transmission via the algorithms in [12] . When the PR is detected to be not transmitting, the CR can transmit based on its own channel H, i.e., U j can be treated as an M j × M j identity matrix for both j = 1, 2.
2) SS: In this case, the CR is allowed to transmit when the PR is transmitting. Since M j ≤ M p , CR-Tj has no available noise subspace for transmission, i.e., U j is a zero matrix. Therefore, if CR-Tj transmits, it is unavoidable that its signal will transmit through the eigenspace of G j , thus resulting in nonzero interference to the PR, even for the previously discussed ideal case. For this case, it is advisable that the CR should transmit through the eigenspace of G j that corresponds to the smallest eigenvalues in Σ j to minimize the average interference to the PR [8] . However, the transmit power allowable for the CR will greatly be reduced to keep the IT constraint tight at the PR. Although interesting, the related study for this case is beyond the scope of this paper and will not further be pursued here.
From (8b), we know that CR-T1 needs HU * 1 and R 2 to determine the optimal transmit covariance matrix for d 1 (n) [13] , and from (8a), we know that CR-T1 needs H T U * 2 and R 1 to decode the signal from CR-T2. Similar discussions hold for CR-T2. If we directly work on the model (8) and train the channel, then CR-T1 can only estimate H T U * 2 , whereas CR-T2 can only estimate HU * 1 . The knowledge of HU * 1 and R 2 has to be fed back from CR-T2 to CR-T1, and the knowledge of H T U * 2 and R 1 has to be fed back from CR-T1 to CR-T2. To release the burden of both channel estimation and feedback, 3 we propose to use cognitive receive beamforming at both CR terminals, i.e., CR-T1 and CR-T2, left multiply the received signals by U H 1 and U H 2 , and obtaiñ
respectively, where F andz j (n), j = 1, 2, represent the equivalent channel and noise, respectively. Some observations are made here.
• The equivalent channels between CRs become reciprocal, which offers the following advantages:
-We can estimate the channel at one CR terminal only and then feed it back to the other terminal, which reduces the burden of feedback. -We can estimate the channel at both CR terminals and eliminate the necessity of the channel feedback.
• The interference from the PR is completely removed at both CR terminals. • The resultant noisez j (n) is still white Gaussian.
2) Practical Case: With finite learning time, only the esti-matesÛ j 's can be obtained. Motivated by the discussions in the ideal case, we will propose to use cognitive beamforming based onÛ j 's. 4 The two CR terminals then receive
where F andz j (n) are now redefined asÛ H 2 HÛ * 1 and U H 1 z 1 (n), respectively. Remark 3.2: With imperfect learning, the channel is still reciprocal, and the noise distribution is the same as the perfect learning case. However, there exist residue interferences at the CR receivers caused by the PR. Although the interference statistics need to be fed back from one CR terminal to the other for designing the transmit signal covariance, we will later see that, in fact, only a small amount of feedback is needed due to the special structure of ΔU H j G j s p (n). Therefore, the advantages in the perfect learning case are mostly maintained, even with imperfect learning.
To obtain some essential insights for the optimal design, we will focus on the simplest case in the sequel by setting θ = 1, i.e., transmission only takes place from CR-T1 to CR-T2. The discussion for a general value of θ can be made based on a similar approach but is rather omitted here for brevity. 5 The covariance matrix of the residue interference ΔU H 2 G 2 s p (n) can be expressed as
From [14, eq. (30)] and the fact that ΔR 2 = ΔR H 2 , we know that
for any matrix Ψ. Then, we have
where "(a)" uses the property that U H 2 Q 2 = 0, and β 2 is defined accordingly. Remark 3.3: Interestingly, the interferences at all antennas are uncorrelated and have the same power, i.e., β 2 . To assist the source covariance design at CR-T1, only a scalar β 2 needs to be sent back from CR-T2, which is much easier than feeding back the whole covariance matrixR 2 . This explains our previous claim in Remark 3.2 that only a small amount of feedback is needed due to the residue interference from the PR.
Remark 3.4: Computing β 2 needs Q 2 . However, since the exact value of Q 2 is not available, we may replace Q 2 by its ML estimateQ 2 during the learning period. The algorithm to obtainQ 2 can be found in [9] and will not be illustrated here.
Another impact of imperfect channel learning is the CR's residual interference with the PR, which is normally characterized by the IT and is defined as the total interference power at the PR [8] expressed as, e.g., for CR-T1, i.e.,
Although a more-accurate characterization should be the performance loss at the PR due to the interference [15] , such a technique requires certain cooperation between the CR and the PR. Nonetheless, the IT has been proven effective to upper bound the capacity loss at the PR [8] , [15] .
as the transmit covariance matrix of CR-T1. It can further be shown that
where "(a)" comes from U H 1 Q 1 = 0, and β 1 is defined as the corresponding term. An important observation is that the IT is inversely proportional to the learning time N l . Example 3.1: Consider a CR system with parameters M p = 2, α = 0.5, M 1 = M 2 = 4, N = 1000, and σ 2 n1 = 1. We numerically examine the theoretical expression of the IT for σ 2 s = 0 and 20 dB, respectively. The ML estimateQ 1 is used to compute β 1 for different values of N l . A total of 10 000 Monte Carlo runs are taken for averaging. Each channel gain is generated from a normal distribution but is then fixed for all the Monte Carlo runs, i.e., only the noise varies for different runs. The figure-of-merit is the inverse of the normalized IT 1/(σ 2 s I d1 ). As shown in Fig. 3 , the numerical and theoretical results match each other quite well. A higher value of σ 2 s yields a lower value of IT due to smaller β 1 .
Suppose the acceptable IT at the PR is no more than ζ. Then, the source covariance design at CR-T1 should take care of the following constraint: where χ 1 is defined as χ 1 = ζασ 2 s /β 1 . Note that χ 1 is a single parameter that linearly relates the learning time to the maximum allowed transmit power of the CR.
Remark 3.5: Note that the parameter ζασ 2 s should be obtained by the CR via some dedicated means. For example, the PR could report to a central controller about this single parameter from time to time, and the CR could directly obtain this parameter from the central controller. However, the CR does not need to know the instant status of the PR as transmitting or receiving.
Remark 3.6: From (16), CR-T1 needs to know β 1 before designing the system parameters N l , N t , and N d . However, computation of β 1 , similarly as shown in Remark 3.4, depends onQ † 1 , which is only available after the learning stage. This looks like a chicken-egg problem. Fortunately, it can be shown that β 1 negligibly varies when N l becomes large. From the first-order perturbation analysis in (7), we know that
does not vary much when N l is large and will finally converge to tr(Q † 1 ). For practical implementation, we may let CR-T1 dynamically learn the channel and, at the same time, check whether β 1 becomes a relatively stable value. Suppose β 1 is relatively stable when the CR learns the channel for N 0 symbol periods. Then, CR-T1 can compute the optimized parameter N l according to the algorithms given in the next section. If the optimal N l is smaller than N 0 , then CR-T1 immediately proceeds to the channel-training stage; otherwise, CR-T1 will keep on learning for another N l − N 0 symbol periods. Therefore, in the design of the system parameters, there is no harm in treating β 1 as a known constant factor, which also makes χ 1 a constant value. For the purpose of illustration, a diagram describing the proposed CR operations is provided in Fig. 4 .
Example 3.2: We consider the same system setup as Example 3.1 and examine the variation of β 1 with respect to the learning time N l . Both the theoretical and numerical values of β 1 are shown in Fig. 5 , where the former is obtained from the true matrix Q 1 , and the latter is obtained viaQ 1 . It is shown that there always exists some value of N 0 beyond which, β 1 becomes a relatively stable value. For example, with a PR Fig. 4 . Overall CR strategy. transmit SNR σ 2 s = 0 dB, taking N 0 = 200 can guarantee a stable β 1 , whereas for a higher SNR σ 2 s = 20 dB, taking N 0 as small as 10 is sufficient to yield a stable β 1 .
C. Channel-Training Stage
The targets of channel estimation for the CR link in the channel training stage are F at CR-T2 and F T at CR-T1. Due to the proposed transmit and receive cognitive beamforming method, which yields a pair of reciprocal channels, we may train the channel from both directions and thereby eliminate any feedback or train the channel from one direction only and then feed back the result from one CR terminal to the other. In this paper, we will adopt the second approach to gain tractable and insightful analysis, whereas considering the first approach does not change the basic principle but complicates the discussions.
Without loss of generality, we assume that M 1 ≤ M 2 and let CR-T1 send the training sequence to CR-T2. To protect the PR, the training signal from CR-T1, which is denoted by t 1 (n), must also be precoded by the matrixÛ * 1 . The received signal at CR-T2, after beamforming, is then given bỹ
Denotẽ
The covariance matrix of F is then computed as
where K j Δ = M j − M p , j = 1, 2 for notation simplicity. The linear-minimum-mean-square-error (LMMSE)-based channel estimator for F can be obtained as [16] 
where we use the property that s p (n)'s are temporarily and spatially independent. Substituting (20) and (18) into (19), we obtainF
where γ 2 is defined accordingly. Let ΔF = F −F. From the nature of the LMMSE estimation, ΔF is uncorrelated withF. The rows of ΔF are uncorrelated among themselves, and each has the covariance
Moreover, the covariance matrix of each row ofF can be calculated as
Assumings p (n) to be Gaussian random variables, the entries ofF and ΔF are easily shown to be Gaussian distributed for a given G 2 . Due to imperfect learning, the residue interference G T 1 ΔU * 1 t 1 (n) is nonzero at the PR. The IT caused during training is computed as
In fact, it is not possible to restrict the instant interference I t1 (n) at time slot n. Therefore, we will deal with the average interference during the entire training stage, which is defined as
The IT constraint is then I tav ≤ ζ, which is equivalent to
IV. COGNITIVE RADIO-TRANSMISSION OPTIMIZATION
The tradeoff of power and time allocation between channel training and data transmission has been studied in, e.g., [17] for the traditional multiantenna system. However for the proposed CR scheme, an additional time period should be assigned for learning. Intuitively, one would expect the larger N l to get better space estimation such that both the interferences to and from the PR can be reduced via cognitive beamforming. However, increasing N l will decrease N d for fixed N t and N and thus reduce the overall system throughput. Meanwhile, the IT constraints during both training and data transmission should be taken into consideration, which bereaves the freedom of the power allocation. All the aforementioned issues make the pertinent analysis for the CR system a nontrivial one, as compared with the existing results in [17] .
Similar to [17] , we will evaluate the performance of the proposed CR scheme considering the lower bound on the system ergodic capacity, which is related to both channel-estimation errors and residue interferences to and from the PR. Based on this lower bound, the optimal power and time allocation over CR's learning, training, and data-transmission stages are derived, which provides some insightful guidance for the practical system design. We assume an error-free feedback channel from CR-T2 to CR-T1. The effect of imperfect feedback on the achievable transmission rate has partly been discussed in [18] and [19] . As aforementioned, we only focus on the case of θ = 1, i.e., CR-T1 transmitting to CR-T2 in the entire data transmission stage.
Assume the total power that can be allocated to CR-T1 over one frame to be P , and denote the average powers during training and data transmission over all M 1 antennas by ρ t and ρ d , respectively, namely
where · F denotes the Frobenius norm. Note that the precoding matrix U * 1 should be taken into account when we compute the power over transmit antennas.
Conservation of time and power yields
Note that "≥" is used in the power-allocation constraint to account for the cases when P cannot fully be utilized due to the IT constraints at the PR.
A. Lower Bound on the CR Ergodic Capacity
During the data-transmission stage, the received signal at CR-T2 can be rewritten as
where v 2 (n) is defined as the effective interference-plus-noise term. The covariance matrix of the second term on the righthand side of (30) can be computed as
where the uncorrelation among rows of ΔF is utilized. Therefore, v 2 (n) has the covariance
Note that v 2 (n) is uncorrelated with the signal partFd 1 (n); however, it is not necessarily independent of the signal part.
Since the channel is memoryless, the instantaneous mutual information (IMI) between the unknown data and the observed values at CR-T2 is 
where EF[·] is taken overF, and the two constraints are due to the IT constraints (16) and (26) 
B. Optimizing the Training Sequence
Due to the difficulty of computing the optimal T 1 from (34), we will design the training sequence based on a different criterion of minimizing the channel-estimation MSE, i.e., tr(R Δf ), which is a practically adopted method for channel estimation [20] , [21] . 6 The similar approach has also been suggested in [17] , [22] , and [23] from different viewpoints. Hence, the optimal training design is found from the problem
where we leave the IT constraint ρ t ≤ χ 1 N l in the later optimization. By applying the geometric-arithmetic mean inequality, the optimal T 1 T H 1 can easily be calculated as (ρ t N t /K 1 )I, and the corresponding R Δf is
C. Optimization Over the Source Covariance
With the separately designed training, a new lower bound of the ergodic channel capacity is written as
and the constraint is tr(R d1 ) = ρ d , where we leave the IT constraint ρ d ≤ χ 1 N l in the later optimization.
as a row-whitened version ofF. Since the entries ofF w are random Gaussian variables with zero means and unit variances, the distribution ofF w is not related to the system parameters ρ t , ρ d , N l , N t , and N d . Let the EVD of (F w ) HFw be QΛQ H , where Q is a unitary matrix and Λ = diag{λ 1 , λ 2 , . . . , λ K 1 }, 7 with λ i 's being arranged in nonincreasing order. The distributions of λ i 's are not related to the system parameters either.
Then, the capacity lower bound is rewritten as
where 6 Consider that MSE-based channel estimation does not deteriorate the main merit of the proposed study since we aim to provide a practical design. 7 Recall that we have assumed that
is defined as the effective SNR. It is easily known that the optimal X possesses a diagonal structure X = diag{x 1 , x 2 , . . . , x K 1 }, whose value is found from the standard water-filling algorithm [26] as
where (·) + denotes max(·, 0), and μ represents the water level chosen to satisfy
Lemma 4.2: For given λ i 's, g(ρ eff , λ i ) is a continuous, differentiable, increasing, and concave function of ρ eff .
Proof: See [9] . Corollary 4.1: C L2 is a continuous, differentiable, increasing, and concave function of ρ eff .
Proof: Apply Lemma 4.2 and the property that the distributions of λ i 's are independent of ρ eff .
D. Optimization Over the Power Allocation
Averaged over the entire CR frame, the lower bound on the ergodic capacity becomes
where N d /N accounts for the fact that the data transmission stage occupies an interval of N d symbols. C AL in (42) is a function of different system parameters ρ d , ρ t , N l , N t , and N d , whose optimal values should be obtained by maximizing C AL . Hereinafter, we will virtually consider N l , N t , and N d as continuous variables. It needs to be mentioned that N t should be no less than K 1 to obtain a meaningful channel estimation, whereas N d must be no less than 1 to achieve a meaningful transmission.
Since C L2 is an increasing function of ρ eff , we can equivalently obtain the optimal ρ t and ρ d by maximizing ρ eff . Considering the IT constraints and the total power constraint, this optimization problem is expressed as
for given N l and N t . The optimization problem (43) is nonconvex, but we will derive its closed-form solutions in the following discussion.
By carefully observing the aforementioned three constraints, we find that, if χ 1 N l (N − N l ) ≤ P , then (43b) and (43c) hold with equalities for the optimal solution, because ρ eff is an increasing function of both ρ d and ρ t . Otherwise, the equality in (43d) must hold. Define T l as the set of N l with χ 1 N l (N − N l ) ≤ P (the explicit expression of T l is omitted here). Obviously, T l is a constant set that can be computed before the optimization. Based on the aforementioned discussion, we consider the following two cases.
Case 1-N l ∈ T l : In this case, the optimal power allocation is ρ t = ρ d = χ 1 N l . The effective SNR is S1) :
. (44)
In this case, ρ eff becomes
.
To proceed, we first ignore the constraints (43b) and (43c) and denote the solutions that maximize (45) as ρ d and ρ t ,
Following the similar approach in [17] , we know that (45) has only one valid root of ρ d in the region [0, P/N d ] (or one valid root of ρ t in the region [0, P/N t ]), and the solutions are expressed as
The corresponding effective SNR is obtained as
The following lemma is very important for the later discussions. Lemma 4.3: For a given N l , ρ d is an increasing (decreasing) function of N t (N d ), whereas ρ t is a decreasing (increasing) function of N t (N d ).
Proof: See Appendix B. Define P t = ρ t N t and P d = ρ d N d as the corresponding powers allocated to training and data transmission, respectively. Lemma 4.4: For a given N l , P d is a decreasing (increasing) function of N t (N d ), whereas P t is a decreasing (increasing) function of N t (N d ) .
Proof: The proof follows the similar method given in Appendix B. Now, let us include back the constraints (43b) and (43c) to derive the true optimal solutions of (43). There exist three subcases.
1) ρ t ≥ χ 1 N l : Since (45) has only one valid root ρ t , the optimal ρ t considering (43b) must stay on the boundary, which gives ρ t = χ 1 N l . Then, the optimal ρ d is directly computed as
Since ρ t is a decreasing function of N t , the region of N t for this subcase can be represented by T t1 (N l ) = [K 1 , N 1 ], where N 1 can be computed from (46) as the value of N t that makes ρ t = χ 1 N l . 2) ρ d ≥ χ 1 N l : Similar to the previous subcase, we obtain
Since ρ d is a decreasing function of N d , the region of N d for this subcase can be represented by T d (N l ) = [1, N 2 ], where N 2 can be computed from (46) as the value of N d that makes ρ d = χ 1 N l . Correspondingly, the range of N t in this subcase is denoted by T t2 (N 
and neither (43b) nor (43c)
holds in equality. The range of N t in this subcase is immediately obtained as T t3 (N l ) = [N 1 , N − N l − N 2 ], and the corresponding effective SNR is Fig. 6 is quite helpful for understanding where the subcases S2), S3), and S4) take place.
Example 4.1: The same system setup as Example 3.1 is used here. Two new parameters are introduced as P = 20 000 and χ 1 = 0.16. The optimal ρ t and ρ d versus N t at N l = 200 are shown in Fig. 7 . The following observations are made.
• ρ t is constant over S2) since ρ d is bounded by χ 1 N l ; ρ t is decreasing over S4) since it is equivalent to ρ t , which is a decreasing function of N t from Lemma 4.3; ρ t is increasing over S3) as is shown from ρ t = (P − χ 1 N l N d )/N t . • ρ d is decreasing over S2), as is shown from ρ d = (P − χ 1 N l N t )/N d ; ρ d is increasing over S4) since it is equivalent to ρ d ; ρ d is constant over S3) since it is bounded by χ 1 N l . Define P t = ρ t N t and P d = ρ d N d as the powers allocated to training and data transmission, respectively. We plot P t and P d versus N t in Fig. 8 . From the observations in Fig. 7 , we know that, for subcases S2) and S3), P d is a decreasing function of N t , whereas P t is an increasing function of N t . Furthermore, since P t = P t and P d = P d over S4), from Lemma 4.4, we know that the increasing property of P t and the decreasing property of P d are kept over S4) as well.
E. Optimization Over Time Allocation
Substituting the closed-form expression of ρ eff back to C AL , we then formulate the optimization over the remaining variables N l and N t as
The discussion is divided into four parts, corresponding to four subcases S1) to S4) in the previous section.
Subcase S1): From (44), it can readily be checked that (∂ρ eff /∂N t ) > 0 and (∂ 2 ρ eff /∂ 2 N t ) < 0 for a given N l . Since C L2 is an increasing concave function of ρ eff
Therefore, C L2 is an increasing concave function of N t . Since (N − N l − N t )/N is a linearly decreasing function in N t , by the chain rule, we know that C AL is concave in N t . Therefore, for a given N l ∈ T l , the efficient convex optimization tools can be applied to find N t . Subcase S2): For this subcase, there is no direct clue; thus, we propose 1-D searching over N t ∈ T t1 (N l ).
Subcase S4): We provide the following lemma for this subcase.
Lemma 4.5: C AL is a decreasing (increasing) function of N t (N d ) over the region N t ∈ T t3 (N l ).
Proof: See Appendix C. Therefore, we should reduce N t as much as possible if subcase S4) takes place. Thus, the optimal N t in this case is simply N 1 .
Subcase S3): We provide the following lemma for this subcase.
Lemma 4.6: C AL over N t ∈ T t2 (N l ) is smaller than that over N t ∈ T t3 (N l ).
Proof: Consider the optimization over N t ∈ T t2 (N l ) but without the IT constraints (43b) and (43c). Then, ρ d and ρ t become the optimal power values over N t ∈ T t2 (N l ). Similarly as subcase S4), the resultant optimal capacity lower bound, which is denoted by C AL , is a decreasing function of N t . Since region T t3 (N l ) is on the right side of T t2 (N l ), as shown in Fig. 6 , we know that C AL over T t3 (N l ) is smaller than C AL over T t2 (N l ). Adding the interference constraint back, we know that the true optimal C AL over T t2 (N l ) must be smaller than C AL , which must also be smaller than C AL over T t3 (N l ).
Based on the aforementioned discussions, the optimal time allocation is found from the following rules.
• One-dimensional searching of N l is applied.
-For any N l ∈ T l , N t can efficiently be found from the convex optimization tools. -For any N l / ∈ T l , only N t in region S2) needs to be checked. In fact, as shown in Fig. 7 , the set T t1 (N l ) is usually small.
V. SIMULATION RESULTS
In this section, we numerically examine the proposed study using various examples. The system and parameters are the same as those in Example 4.1. We assume that the transmit power of the PR is σ 2 s = 20 dB; thus, N 0 = 10 can guarantee a very good estimate of β j , j = 1, 2. 1) C AL as a Function of N l and N t : In the first example, we take χ 1 = 0.16 and plot C AL as a function of N l and N t in Fig. 9 . It is shown that the shape of C AL looks like a tent over the 3-D space, and there is a unique peak, where C AL is maximized. Then, we have the following conjecture that remains to be proven.
Conjecture 1: C AL is a joint concave function of N l and N t .
2) Optimal N l and N t as a Function of χ 1 : In addition to introducing one more parameter N l , the effect of IT is another difference between our proposed work and that in [17] . In this sense, it is of interest to take a look at how the optimal time allocation is affected by the IT requirement. The values of optimal N l and N t , which are denoted by N l and N t , respectively, versus χ 1 are then shown in Fig. 10 . We have the following observations.
• N l is a decreasing function of χ 1 . This is because, when a higher IT can be tolerated at the PR, less learning time could be used to save the learning overhead. • N t first increases and then decreases with increasing χ l .
The reason is that the optimal N t is not only a function of χ 1 , but it is also affected by N l . When χ 1 is small, ρ t is likely to be bounded by χ 1 N l as is shown from (43b). Therefore, the total training power ρ t N t may not be sufficient for a small N t ; thus, we have to increase the training time. However, once χ 1 gets larger, sufficient training power can be obtained from a very short training time; thus, N t should be decreased to save the training overhead for data transmission. Finally, as is also shown in Fig. 10 , N t reduces to its lower bound K 1 = 2 when χ 1 = 10.
3) Maximum C AL as a Function of χ 1 : In this example, we would like to take a look at how the maximum capacity lower bound, which is denoted by C AL , varies with different IT power levels ζ. Since χ 1 = ζασ 2 s /β 1 is a linear scaling of ζ, we instead examine χ 1 , and the curve of C AL versus χ 1 is displayed in Fig. 11 . To illustrate the effect of the optimal power allocation on the capacity bound, we also consider a new scenario where the equal-power allocation ρ d = ρ t = min{χ 1 N l , P/(N − N l )} is adopted, and the corresponding optimal C AL is obtained by searching all the candidates of N l and N t . It is first shown that C AL is a nondecreasing function of χ 1 , which is intuitively correct. However, when χ 1 is too large, the IT constraints do not take any effect, and the capacity bound C AL can no longer be increased. Moreover, the equal-power allocation provides a comparable capacity value as that of the optimal power allocation when χ 1 is small. This is because, at lower χ 1 , the optimal power allocation is roughly bounded by the IT as ρ d = ρ t = χ 1 N l , which is the same as the equalpower allocation. However, when χ 1 is relatively larger, the equal-power allocation becomes suboptimal.
Since the equal-power allocation between training and data transmission can yield relatively good performances, we then demonstrate with this power allocation scheme the achievable rate of a practical modulation and coding scheme (MCS) with the discrete bit granularity Δ > 0. The well-known SNR "gap" approximation, which is denoted by Γ, is adopted, which measures the power required by the considered MCS, in addition to the minimum power obtained from the standard capacity function to support a given decoding error probability [24] . Then, the optimal discrete bit-loading algorithm [25] can be applied to obtain the achievable rate. For a practical MCS with Δ = 0.5 and Γ = 3 dB, the corresponding achievable rate is also included in Fig. 11 , which demonstrates the usefulness of the proposed studies for the practical system design.
VI. CONCLUSION
In this paper, we have studied the design of transmission for a multiantenna CR link under SS with a PR link. Our studies built up two major contributions. First, we proposed a concrete CR deployment strategy that consists of environment-learning, channel-training, and data-transmission stages, where detailed formulations on these stages were provided. Second, by analyzing the system parameters, we developed the algorithms to find the optimal power and time allocation for different stages to maximize the lower bound on the CR ergodic capacity. A closed-form solution of the power allocation was found for a given time allocation, whereas the optimal time allocation was found via 2-D searching over a confined set.
APPENDIX A PROOF OF LEMMA 4.1
We drop the index n here for brevity. The IMI between the outputỹ 2 and d 1 conditioned on the channel estimateF is
A lower bound on the capacity is obtained by directly taking d 1 as a Gaussian random vector. In this case, the differential entropy h(d 1 ) = log(|πeR d1 |). By definition h(d 1 |F,ỹ 2 ) = h d 1 − f (ỹ 2 )|F,ỹ 2 (56)
for any function f (·). Moreover
where Cov(·) denotes the covariance matrix of a random vector. To achieve the tightest bound, we wish to find a function f (·), such that |Cov(d 1 − f (ỹ 2 )|F,ỹ 2 )| is minimized. Since it is hard to find such a function f (·), we will instead accept a linear function f (ỹ 2 ) = Aỹ 2 with which tr(Cov(d 1 − Aỹ 2 |F,ỹ 2 )) is minimized. Therefore, A is the LMMSE estimator of d 1 , givenF andỹ 2 , i.e.,
where the property thatF and v 2 are uncorrelated is used due to the LMMSE estimation of F. Therefore
and a lower bound on the capacity is obtained as
This lower bound is achieved when the input signal d 1 is Gaussian and when the effective noise v 2 behaves as Gaussian.
Taking the expectation over (60) yields the lower bound on the ergodic capacity. Meanwhile, considering that the variables to be adjusted to maximize this lower bound are R d1 and T 1 , Lemma 4.1 thus follows.
APPENDIX B PROOF OF LEMMA 4.3
We will prove that ρ d is a decreasing function of N d for N d > K 1 and omit the proofs for the other cases since they are quite straightforward. Definec = N d /(N d − K 1 ) andα = P/(P + γ 2 K 1 ). It suffices to prove that
is a decreasing function of N d . Bearing in mind the following properties:
Since N d > K 1 , we only need to prove that
or equivalently
which is quite obvious since ((1 −α)/α)(N d /K 1 ) > 0.
APPENDIX C PROOF OF LEMMA 4.5
We will only examine the case of N d > K 1 , whereas other cases can be handled similarly. First, differentiating ρ eff with respect to N d gives
From (34), we only need to prove that Ω Δ = (N d /N )g(ρ eff , λ i ) is an increasing function of N d . The differentiation of Ω with respect to N d is given by the segment function
It needs to be proven that the segment function
is nonnegative for ρ eff ≥ 0. For the kth segment, i.e., ρ eff ∈ [q k−1 , q k ]
By letting x = (λ i − λ k )/λ k and using the inequality log(1 + x) − (x/1 + x) ≥ 0 for x ≥ 0, we know that w(q k−1 ) ≥ 0. The differentiation of w(ρ eff ) in the kth segment is
Therefore, Ω is an increasing function of N d over all segments.
