There is an acknowledged need to combine species distribution and macro-ecological models with phylogenetic information, particularly when biogeographic research incorporates multiple species, explores phenotypic traits, or is spatially dynamic. Our aim is to present a new approach to multi-species joint modeling that applies spatially explicit phylogenetic regression to simultaneously predict species occurrence probability and the geographic distribution of interspecific continuous morphological traits. We developed a multi-tiered Bayesian geostatistical model that incorporates a species phylogeny, morphometric traits, and environmental variables to jointly estimate traits and geographic distributions for six species of South American leaf-eared mice (genus: Phyllotis).
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, and a host of other biotic interactions (Pollock et al., 2014; Ovaskainen et al., 2016; Jones-Todd 48 et al., 2017; Tikhonov et al., 2017) . Joint species models have also found wide application in biological Museum of Natural History, Smithsonian Institution (USNM). Specimen numbers and locality information 154 are included in Supplemental Data. 155 2.2 Environmental data 156 Nineteen climate variables (2.5 arc-minutes) were downloaded from the WorldClim database (Hijmans 157 et al., 2005) and an additional eighteen climate and two topographic variables (30 arc-seconds) were 158 secured from the ENVIREM dataset (Title and Bemmels, 2017) . Continuous rasters (30 m) were also 159 obtained for elevation (Wickham et al., 2015) and human population density (CIESIN, 2005) . Tables 172 Prior to constructing spatial statistical models, preprocessing and exploratory analyses were performed to 173 correct for specimen size, better organize data for model fitting, and to evaluate the explanatory power of 174 morphological traits in delimiting Phyllotis species. As a first step, all 2810 Phyllotis specimens were 175 georeferenced using the GEOLocate platform (Rios and Bart, 2010) followed by additional correction 176 through manual map interpretation [Fig 2] . Next, Phyllotis morphological trait data (2527 specimens) 177 were subjected to discriminant analyses of principal components (DAPC). DAPC was originally designed 178 as a clustering tool to evaluate genetic structure among individuals and between populations (Jombart 179 et al., 2010); however, its ability to maximize between-group variance while minimizing within-group 180 variance make it an effective tool for gauging the capacity to recover previously identified morphospecies 181 from raw trait measurements (Van Cann et al., 2015) . DAPC was performed using the adegenet package 182 (Jombart and Ahmed, 2011) . Including all 32 trait measurements and applying the previously identified 183 species designations as the prior grouping variable, the DAPC estimated average individual posterior 184 group membership probabilities for each specimen. To balance discriminate power with the risk of 185 over-fitting during the DAPC analysis, the proportion of successful reassignments realized with our 186 prior grouping variable was compared to repeated randomized group designations generated with the 187 adegenet a-score function. The a-score function estimates the proportion of successful reassignments 188 after correcting for the number of retained principal components. In addition to exploring the group 189 assignment probabilities obtained through the linear discriminant functions, the principal components 190 calculated in conjunction with the DAPC were retained for later use as trait variables during spatial 191 statistical modeling. The morphological analysis aided in identifying the axes of variation that maximally 192 distinguished species and the resulting principal components summarise that phenotypic variation for the 193 PhyCoRT model. 194 We incorporated an untransformed variance-covariance (covariance) matrix derived from the lotis maximum likelihood phylogeny (Fig 1) presented by Steppan et al. (2007) . The between-species 196 covariances provided in the matrix are approximately proportional to the amount of time that species 197 shared ancestors. The covariance matrix was estimated under an assumed model of Brownian motion 198 using the ape package (Paradis et al., 2004) . Although additional matrix transformations may sometimes 199 be appropriate (Pagel and Schurr, 2012; Freckleton et al., 2002; Mazel et al., 2016; Swenson et al., 2017) , 200 we implemented the simple case as a first demonstration. After estimating the covariance matrix from the 201 full phylogeny (Steppan et al., 2007) , we reduced the matrix by removing outgroups and finding the mean 202 genetic distance for each of the twelve taxa listed in Subsection 2.1. The reduced matrix was composed of As opposed to constructing our model using dense spatial grids or polygons, we created a triangulated 206 mesh to define several spatial covariates (Gaussian random fields) across the study domain. Given the 207 need to estimate multiple spatial covariates from point-level data across a nearly 8 million km 2 study 208 area, the mesh enabled us to incorporate spatial information in a computationally efficient manner that 209 dramatically reduced computer memory and processing requirements. To create the Gaussian random 210 fields, a three-dimensional, triangulated mesh was constructed using guidelines provided by Lindgren et al.
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(2011). As later discussed in subsection 2.5, the mesh intersections (vertices) were converted to points 212 to serve as quadrature locations (e.g., "background" points). We avoid using the term "pseudo-absence" 213 as quadrature locations were intended to characterize the background environment and should not be 214 interpreted as locations devoid of Phyllotis (Renner et al., 2015) . Tools available in the r-INLA package 215 (Lindgren and Rue, 2015) facilitated mesh construction by providing commands to control the distance 216 between mesh vertices, the maximum length of triangle edges, the minimum permissible angle at edge 217 intersections, and the length of the mesh outer extension. Because both the precision of the Gaussian 218 field and the expense of computation increase proportionally with the number of mesh vertices, the mesh 219 was constructed to have a greater density of vertices over terrestrial South America than over the Pacific 220 Ocean, which was assumed not to be viable Phyllotis habitat. The final mesh was found to have 3318 221 location-specific vertices arranged in a regular, but not uniform, pattern across the study domain.
222
To organize data, a spatial points dataset was constructed by combining the Phyllotis occurrence data 223 with the points created at mesh vertex locations. Using the raster package (Hijmans, 2016), location-224 specific values for the 41 variables listed in subsection 2.2 were then extracted to the combined spatial 225 points dataset. The resulting dataset included an attribute table that organized data for model fitting with 226 rows corresponding to the locations of Phyllotis occurrences or quadrature points and columns recording 227 the coincident morphological trait measurements, environmental variables, and retained principal compo-228 nents for that specimen and geographic location. One column of the dataset also included a numeric index 229 that linked each taxon designation to its corresponding row and column in the phylogenetic covariance 230 matrix.
231
Statistical model 232
For improved clarity, we describe the statistical model incorporating P. amicus as a focal species and 233 the third and fourth principal components from the preliminary morphological analysis as trait-based 234 covariates, however, comparable models were also constructed for P. andium, P. darwini, P. limatus, P. 235 magister, and P. osilae using different covariates. Due to small sample size (3 unique sampling locations), 236 P. gerbillus was excluded from treatment as a focal species, but, P. gerbillus locality, phylogenetic, and 237 morphological data are included during construction of jointly fit trait-based covariates. Likewise, P. 238 xanthopygus data was used during modeling, but recognizing P. xanthopygus to be a polytypic species, 239 it will be explored as the focus of a separate, future study. P. amicus was selected as a demonstrative 240 example due to its limited geographic range and contact with other species in the Phyllotis genus. P. 241 amicus exhibits a range that parallels the Peruvian coast from northwestern Arequipa department to the 242 Ecuadoran boarder. P. amicus likely contacts P. limatus in the south and both P. andium and P. gerbillus 243 in the north (Steppan and Ramirez, 2015) . Although not geographically isolated from other Phyllotis in 244 western Peru, P. amicus generally exhibits smaller dimensions than P. gerbillus, P. limatus, and P. andium 245 with shorter fur, smaller teeth, opisthodont incisors, and entrant angles of the M2 being distinguishing 246 characteristics (Steppan and Ramirez, 2015) . Preliminary morphological analysis revealed the PC-3 and 247 PC-4 traits, which were selected to differentiate P. amicus from larger species with more robust detention 248 in the surrounding region, to be strongly correlated to the width of the parietal and mesopterigoid fossa 249 (PC-3), as well as the anterior cranium and breadth of the first molar (PC-4) [Supplemental Data Table 5 ].
250
Within cricetid rodents, small body size and smaller teeth have been correlated to less abrasive diets with 251 more forbs (soft leafy plants) and arthropods (Pizzimenti, 1980) .
252
To construct the PhyCoRT model, we adopt the stochastic partial differential equation (SPDE) 253 approach to coregionalization (Schmidt and Gelfand, 2003; Lindgren et al., 2011; Krainski et al., 2018) , 254 such that our joint modeling framework incorporates a three tiered conditionally dependent structure with 255 shared spatial components. A conceptually comparable shared components architecture was presented 256 by Jones-Todd et al. (2017) to quantify interaction between an avian predator, its prey species, and a 257 sympatric species. Here, we modify the Jones-Todd et al. (2017) method to estimate the geographic 258 distribution of continuous morphological traits from multiple taxa in model tiers one and two, and then to share that information with the third tier where it is applied as a biotic covariate to aid in prediction of 260 focal species occurrence (P. amicus). Having verified during preliminary analysis that Phyllotis taxa are 261 morphologically distinct, the trait maps produced by the first two tiers encapsulate the magnitude of trait 262 measurements as well as the taxonomic identity and geographic location of samples. Before describing 263 each model tier in detail, the relationship between the different levels of the joint model can generally be 264 expressed as, shared copy of the spatial field from y 1 (s) and that y 3 (s) contains copies of the spatial fields from both 277 y 1 (s) and y 2 (s). By modifying the shared spatial fields, the λ j provide scaling coefficients that control for 278 spatial correlation between model tiers (Jones-Todd et al., 2017) . Specifically, the λ 1 controls for spatial 279 correlation between the PC-3 and PC-4 traits, while λ 2 and λ 3 respectively represent the spatial similarity 280 between the tier-one and tier-two trait distributions with P. amicus.
281
Although all three model tiers are estimated jointly, each has tier-specific covariates and can be 282 described separately. In the case of the observational model for the first-tier, the continuous PC-3 trait 283 y 1i (s) for individuals i (i = 1, 2, 3, . . . , 2527) at locations s (s = 1, 2, 3, . . . , 534) is assumed to be normally 284 distributed with a mean of η 1i s and a variance σ 2 εi given as,
To evaluate the relationship of the PC-3 trait to environmental gradients and avoid spatial and non-spatial 286 correlative errors, several fixed and random covariates are included with the tier-one linear predictor.
287
Specifically, the first-tier process specification is of the form,
where β 0 is the intercept, β 1 is the coefficient of isothermality (%) calculated as one−hundred times 289 the quotient of the mean diurnal and annual temperature ranges. Isothermality measures the relative 290 magnitude of daily temperature oscillations as compared to annual oscillations. β 2 is the coefficient of 291 total precipitation for the warmest quarter (millimeters). Because the y 1i (s) traits were sampled from 292 multiple taxa within a common genus, the values are assumed to exhibit interspecific dependency with a 293 relatedness structure corresponding to their phylogenetic tree (Harvey and Pagel, 1991; Freckleton et al., 294 2002). To account for sample non−independence resulting from common ancestry, the random effect 295 β 3 · f C C i (s) is a multivariate Gaussian model with Markov structure (conditional independence). Note 296 that for consistency with documentation included with the r-INLA package (Lindgren and Rue, 2015), 297 we apply the notation f (·) to signify use of a latent model (non-linear, random effect) with corresponding 298 6/39 coefficient vector (β ). In the case of β 3 · f C C i (s), the function quantifies phylogenetic dependence using 299 the root to common ancestor branch length between taxa. This implementation of a structured matrix is 300 based on models used to estimate additive genetic variance and heritabilty (Holand et al., 2013) and is 301 functionally achieved by creating an index that links each pair of individuals to their corresponding row 302 and column in the 12x12 phylogenetic covariance matrix (C), which reflects evolution under Brownian 303 motion (see, subsection 2.4). By linking the covariances between individual samples in the trait vector 304 (y 1i (s)) to the relatedness between their associated taxa, we partition that portion of trait variance best 305 explained by ancestry from that attributable to sampling bias (i.e., spatial auto-correlation) or potentially 306 better described by environmental covariates (trait-environment relationships). The β 4 · f Sex Sex i (s) and 307 β 5 · f Age Age i (s) functions are independent and identically distributed (iid) random effects to control 308 for specimen sex and age class respectively. In many instances, different taxa were sampled from the 309 same field site (i.e., 2527 individual specimens were collected from 534 different locations); therefore, 310 β 5 · f Rm Rm i (s) provides a random effect (iid) to account for repeated measures from each unique taxa and 311 sampling site (s) combination. Lastly, z 1 (s) provides a spatially structured random effect for estimation 312 of spatial latencies (spatial errors) among tier-one locations. Unlike joint species modeling techniques 313 that quantify the spatial relationship between observations grouped or aggregated by species ("species 314 stacks"), the first and second tiers of our model map the trait variability between individuals (cross-species 315 phylogenetic regression) while including error terms to account for species level differences.
316
In a comparable manner to y 1i (s), the formulation for the second-tier PC-4 trait y 2i (s) is assumed to 317 follow a normal distribution, utilizes the same individuals sampled from the same locations, and includes 318 the phylogenetic, sex, age, and repeated measures terms; however, the isothermality and precipitation 319 fixed effects applied to η 1i (s) are replaced with a mean diurnal range covariate calculated as the arithmetic 320 average of monthly temperature ranges. Resultantly, the y 2i (s) process is specified as,
with β 1 Mdr i (s) designating mean diurnal temperature ( • C) and z 2 (s) estimating spatial errors among 322 tier-two locations. As introduced in Eqn 2, the second-tier result is also made conditional on the spatial 323 distribution of the PC-3 trait through the additive inclusion of the first-tier spatial process λ 1 · z 1 (s).
324
The third-tier of the PhyCoRT hierarchy models unique P. amicus occurrence observations S 2 as a 325 zero-inflated binomial (ZIBin) response such that y 3k (s) signifies the presence (1) or absence (0) of P. 326 amicus individuals k (k = 1, 2, 3, . . . , 24) at location s (s = 1, 2, 3, . . . , 3906) with a probability of presence 327 given as π ks . This relationship can be expressed as, 328 y 3k s ∼ ZIBin(π ks ).
The ZIBin likelihood is selected due to an abundance of zeros in the observational dataset for the focal third-tier is given as,
where β 0 is the intercept, β 1 is the coefficient of annual mean temperature ( • C), β 2 is the coefficient of 336 annual potential evapotranspiration (millimeters/year), and β 3 is precipitation seasonality (coefficient of 337 variation). In addition to the environmental variables used in identifying correlative relationships to P. amicus occurrence, β 4 aids in controlling for possible sampling bias through consideration of human 339 population density (Pd) (Humphreys et al., 2017) . P. amicus occurrence probability is made conditional 340 on the spatial distributions of the PC-3 (λ 2 · z 1 (s)) and the PC-4 traits (λ 3 · z 2 (s)), and like the first two 341 model tiers, includes a spatial effect to account for tier-specific spatial errors (z 3 (s)).
342
Although geographic or environmental filtering (Varela et al., 2014; Boria et al., 2014) are often used 343 to account for sample collection bias, filtering (removing) data was not a viable option in the current study, 344 because, point locations include both geographic and morphological information. Filtering would have 345 reduced the number of morphological samples available for analysis. To avoid confounding between fixed 346 covariates and the spatial field, the spatial field was forced to be orthogonal to the AMT, APET, Pcv, and 347 Pd effects following the methodology described by Hodges and Reich (2010) . Collinearity diagnostics 348 for independent variables as described by Belsley et al. (1980) are also implemented using the perturb 349 package (Hendricks and Pelzer, 2004) to ensure that correlations between the AMT, APET, and Pcv tier of the PhyCoRT model as well as three additional fields that serve as shared components [Eqn 3]. 369 We provide estimates for the spatial range (ρ 0 = 0.5 and p ρ = 0.9) and standard deviation (σ 0 = 1 and 370 α σ = 0.5) across all spatial fields.
371
The priors and multivariate likelihoods are then combined to obtain the posterior distributions for the 372 model parameters. The integrals can not be solved analytically; therefore, we apply the INLA method as 373 a fast alternative to MCMC simulation for hierarchical models with a latent Gaussian structure (Rue et al., Model fitting and evaluation were performed as an iterative process in which eight models were constructed 377 for each of six focal species (e.g., P. amicus, P. andium, P. darwini, P. limatus, P. magister, and P. osilae) 378 and then compared. As done with subsection 2.5, we outline the model fitting and evaluation procedure 379 with respect to the focal species P. amicus; however, the same protocol was followed for all species 380 producing forty-eight models in total.
381
First, an initial model (Model0) was fit with only an intercept and spatial-effect term (Gaussian 382 random field) for the purpose quantifying latent spatial processes over the study domain in the absence of covariates. A fourth model (NSMod) was then constructed using the intercept and fixed effects from 389 Model1; but, excluding the spatial-effect term. NSMod is a spatially implicit species distribution model 390 and was intended to judge the importance of accounting for spatial structure. Next, the full PhyCoRT 391 model as described in subsection 2.5 was constructed and fit. The PhyCoRT model incorporated all spatial, environmental, and trait-based covariates.
393
To better judge relative parsimony among models under the SPDE approach (Model0, Model1, Phy-394 CoRT, NSMod), posterior densities were re-approximated to ascertain the Watanabe-Akaike information 395 criterion (WAIC) and deviance information criterion (DIC can likewise be problematic when evaluating structured data (Watanabe, 2013; Gelman et al., 2014) , 401 we recognize that there is no single best solution for comparison of Bayesian hierarchical models with 402 random effect terms. That stated, the WAIC does offer a fully Bayesian criterion and has been judged to 403 be a valid approach when evaluating hierarchical and mixture models (Hooten and Hobbs, 2015) . been proposed (Cramer, 2003; Raxworthy et al., 2007; Bean et al., 2012) . We also note that all presented 425 models utilized the same quantity of occurrences and background points. Table 4 provides the sensitivity, specificity, AUC, and TSS scores for the baseline P. amicus species was the nearly identical performance by the spatially implicit Bayesian models (i.e., NSMod, GRaF, and 559 hSDM).
560 Table 3 lists the DIC and WAIC used to judge parsimony among models constructed under SPDE 561 approach. Despite having additional trait-based terms, the PhyCoRT model is more parsimonious than 562 either the spatial effects only model (Model0), the spatially explicit model incorporating environmental 563 variables (Model1), or the spatially implicit model with environmental variables (NSMod). Bioinformatics. 763 Jombart, T., Devillard, S., Balloux, F., and Falush, D. (2010) . Discriminant analysis of principal 764 components: a new method for the analysis of genetically structured populations. BMC Genetics, 765 11(1):94.
766
Jones-Todd, C. M., Swallow, B., Illian, J. B., and Toms, M. (2017) . A spatiotemporal multispecies model Figure 11 . Age effect. Mean effect size (red colored point) and 95% credible interval (vertical bar) for age classes. Results for PC-1. The vertical axis is scaled relative to the first principal component. Note that zero is excluded from the credible interval for the youngest and oldest age classes, suggesting that age class is a predictor of PC-1 (specimen size).
29/39
PeerJ Note that zero is excluded from the credible interval for male and female designations, suggesting that sex designation is a predictor of PC-1 (specimen size).
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PeerJ Avg mean monthly temperature for months with mean temperature greater than 0 multiplied by number of days GD5
Avg of mean monthly temperature for months with mean temperature greater than 5 multiplied by number of days mTc
Max. temperature of the coldest month mTw
Minimum temperature of the coldest month mC10
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