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NORTH ATLANTIC 
by Stephanie Anne Henson 
 
Much of the primary production in northern latitudes is associated with the relatively short 
spring phytoplankton bloom.  Quantifying the bloom is essential to understanding export 
production and energy transfer to higher trophic levels.  This study focuses on the physical 
forcing controlling the spring bloom in the Irminger Basin (IB), situated between Greenland 
and Iceland.  In situ data are available from four cruises to the region carried out under the 
UK Marine Productivity programme.  This data set is extended with six years of SeaWiFS 
satellite chlorophyll-a concentration (chl-a) data, together with the corresponding model net 
heat flux (NCEP reanalysis) and satellite measured wind speed (QuikSCAT), sea surface 
temperature (SST; AVHRR) and photosynthetically available radiation (PAR; SeaWiFS).  
The remotely sensed data are complemented by a 1-D vertical mixing model and temperature 
and salinity profiles from Argo drifting profilers.   
 
  The seasonality in temperature-nutrient (TN) relationships is investigated and the TN 
relationships are improved by including chlorophyll in the regressions.  Basin-wide, daily 
estimates of nitrate, phosphate and silicate are made from satellite SST and chl-a. 
 
  The study focuses on three biogeographical zones determined by cluster and Empirical 
Orthogonal Function analysis of SeaWiFS chl-a data.  The three areas have distinct chl-a 
signatures and cover the East Greenland shelf, the Reykjanes Ridge and the Central Basin.   
 
  An ANOVA analysis reveals that significant interannual variability is occurring in 
chlorophyll-a.  An objective method for determining the start day of the spring bloom is 
described.  Interannual variability in the timing of the initiation of the bloom and its 
magnitude and duration is discussed. 
 
  The influence of the prevailing meteorology on chl-a in different seasons are investigated 
using generalized linear modelling.  Whilst net heat flux and PAR are the dominating factors 
in spring, wind speed and SST become increasingly influential during summer and autumn.  
A method for estimating time series of Sverdrup’s critical depth from remotely sensed PAR 
and attenuation coefficient data is outlined. It is found that the spring bloom never begins 
before the mixed layer depth becomes shallower than the critical depth, and there is a delay of 
~10 days.  Specific criteria for the start of the bloom in terms of net heat flux and PAR are 
determined.  The effect of nutrient depletion on the decline of the bloom is discussed. 
 
  The East Greenland coastal zone is used as an example of the lasting impact that anomalous 
meteorological conditions can have on the following spring’s bloom.  In 2002 the East 
Greenland region experienced anomalously low chl-a concentrations.  Strong easterly winds, 
associated with the tip-jet phenomena, occurred throughout winter and spring and net heat 
flux was anomalously low in 2002.  The spring bloom in the Irminger Basin can be affected 
by large scale climatic events, such as shifts in the North Atlantic Oscillation.     
 
  Finally, the timing of nutrient depletion and its impact on community succession is 
considered.  The possibility of iron limitation in the basin is discussed.  A lower bound 
estimate of export production is made based on the timing of silica availability, and hence 
diatom dominance, of the spring bloom.  The contributions to export production by diatoms 
and non-diatoms are estimated. 
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1.  OVERVIEW: 
 
 
 This overview introduces the rationale behind the project in terms of the 
importance of understanding variability in the biogeochemical carbon cycle and 
the contribution of the spring bloom to the biological pump.  A list of objectives 
and an overview of the thesis structure are also included.  
 
 
1.1.  RATIONALE: 
 
 
A major route for the transfer of carbon from the atmosphere to the ocean 
is through the uptake of CO2 by phytoplankton and its subsequent removal from 
surface waters – the biological pump.  As well as driving this biological pump, 
primary production forms the base of the marine food web and thus affects all 
trophic levels, including commercial fishing.  Estimating the magnitude, 
seasonality and variability of primary production is therefore central to 
understanding the controls over, and the strength of, the carbon pump.  
 
In many parts of the world oceans the cycle of primary production is 
dominated by the annual phytoplankton spring bloom.  The bloom is characterised 
by pronounced increases in plankton biomass and the removal of dissolved 
nutrients in surface waters.  In terms of the global carbon cycle only a fraction of 
this total production is available for transfer to deep waters or higher trophic 
levels and so contributes to the carbon pump.   
 
The Irminger Basin, the focus of this study, is believed to be a highly 
productive region and supports several major fisheries.  It may also be a site for 
deep open ocean convection and its meteorological conditions are likely to be 
affected by the state of the North Atlantic Oscillation.  Four cruises were 
undertaken to the region in successive seasons – a relative novelty in cruise 
programmes.  This unique facet of the Marine Productivity programme allows the 
seasonal variability in biological and physical parameters to be assessed. 
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 In order to understand the variability in the timing and magnitude of spring 
blooms, an understanding of the underlying physical forcing is first required.  
Perturbations to the forcing may be reflected in the biological response, but to 
quantify the perturbations and their impact, knowledge of the ‘normal’ state of the 
system is necessary.  For this a long time series of data at high spatial and 
temporal resolution is essential.  Only satellite data are able to provide synoptic 
snapshots at a sufficiently high resolution to address this question.  Satellite data 
however are limited by the parameters that can be sensed remotely and because 
they provide only a surface measurement.  Combining satellite data with modelled 
data and in situ data from cruises and profiling floats allows novel measurements 
to be made and extends the capabilities of all the data sources.  
 
 
1.2.  OBJECTIVES: 
 
 
 This thesis aims to define the physical controls on spring bloom 
characteristics and their interannual and spatial variability in the Irminger Basin.  
The study seeks to demonstrate that by combining satellite, in situ and model data 
new insights into the interactions between physical and biological processes can 
be gained.  The specific aims of this thesis are to: 
 
• Demonstrate that nitrate, phosphate and silicate can be estimated from 
remotely sensed SST and chlorophyll-a, and characterise the seasonality in 
the relationships. 
• Divide the Irminger Basin into a series of biogeographical zones on the 
basis of satellite chlorophyll-a concentration. 
• Quantify the interannual variability in spring bloom characteristics – 
magnitude, duration and timing of the start and end of the bloom.  
• Assess the impact of meteorology on chlorophyll concentration in pre- and 
post-bloom periods. 
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• Calculate Sverdrup’s critical depth and compare to modelled mixed layer 
depth. 
• Investigate the influence of net heat flux and PAR on the timing of the 
start of the bloom. 
• Determine the factors controlling the decline of the spring bloom. 
• Characterise the unique bloom conditions and causes of interannual 
variability on the East Greenland coast. 
• Estimate the timing of nutrient depletion and its impact on community 
succession and export production. 
 
 
1.3.  OVERVIEW OF THESIS STRUCTURE: 
 
 
 An introduction to the concept of the spring bloom and the controls on 
interannual variability is presented in Chapter 2, which also provides a review of 
the current knowledge of the physical and biological oceanography of the 
Irminger Basin.  
 
In Chapter 3 details of the data collection and processing are given, for 
both in situ and satellite data, including a discussion of the possible sources of 
error and limitations of the SeaWiFS chlorophyll-a concentration. 
 
The derivation of temperature-nutrient relationships and an analysis of, 
and a correction for, the seasonality in the relationships is outlined in Chapter 4.  
The chapter only presents the data and regressions, with the results and 
implications for the spring bloom integrated into later chapters.  Parts of the 
chapter have been previously published as Henson et al. (2003), ‘Seasonal 
constraints on the estimation of new production from space using temperature-
nitrate relationships’, Geophysical Research Letters 30(17), 1912, which is 
included as Appendix 1.  The chapter however introduces additional data and 
further analysis not included in the published paper. 
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In Chapter 5 the Irminger Basin is divided into biogeographical zones on 
the basis of SeaWiFS chlorophyll-a concentration using two methods: cluster 
analysis and Empirical Orthogonal Function analysis.  The analysis is presented 
here as the results justify the definition of the three zones used in later chapters to 
characterise the interannual variability of the spring bloom in the basin.  The 
cluster analysis is relevant only to defining the zones, but the Empirical 
Orthogonal Function analysis is referred to again in later chapters. 
 
In Chapter 6 the interannual variability in spring bloom characteristics is 
explored graphically and statistically.  Variability in the timing, magnitude and 
duration of the bloom is discussed. 
 
The physical controls on the spring bloom are considered in Chapter 7.  
The influence of sea surface temperature, net heat flux, photosynthetically 
available radiation and wind speed on the chlorophyll concentration in both the 
pre- and post-bloom period is analysed with Generalised Linear Modelling.  
Sverdrup’s critical depth is estimated and compared to mixed layer depth 
calculated from Argo float profiles.  The influence of net heat flux and 
photosynthetically available radiation on the timing of the bloom is discussed.  
The factors contributing to the decline of the bloom are explored, with a focus on 
nutrient depletion.  The chapter concludes by examining the particular bloom 
conditions and causes of interannual variability in the East Greenland coast 
region, which differs markedly from the rest of the Irminger Basin.   
 
Chapter 8 discusses the role of nutrient depletion in the timing of 
community succession and export production in the basin.  A discussion on 
possible iron limitation of the Irminger Basin is followed by a calculation of a 
lower bound estimate of export production and the relative contribution by 
diatoms is assessed. 
 
Finally, Chapter 9 presents a summary of conclusions, a reflection on the 
data sources used and a discussion of future work and the study’s farther-reaching 
implications.  
 4
2.  INTRODUCTION: 
 
 
One of the routes for carbon transfer to the ocean is via CO2 uptake by 
phytoplankton and its subsequent removal from surface waters – the biological 
pump (Eppley and Peterson, 1979).  In the global ocean primary production arises 
from photosynthesis carried out by phytoplankton.  Photosynthesis requires light 
and nutrients (principally the macronutrients nitrate, phosphate and silicate).  Thus 
the spatial and temporal distribution of these factors often dictates patterns of 
biological productivity.  Quantifying the variability of these parameters is 
therefore necessary for understanding the variability in primary production.      
 
 
2.1.  THE SPRING BLOOM: 
 
2.1.1. TRADITIONAL VIEW OF THE SPRING BLOOM: 
 
 
In many parts of the world’s oceans the annual cycle of phytoplankton 
growth is dominated by a rapid, intense population explosion – the spring bloom 
(Falkowski et al., 2000).  In the North Atlantic the spring bloom is seen in satellite 
images as a mass greening extending over scales of more than 2000 km which can 
propagate northwards at up to 20 km day-1 (Siegel et al., 2002).  During winter in 
northern latitudes phytoplankton growth is principally limited by low light levels 
(see Figure 2.1).  Strong winds and net heat loss from the ocean result in 
convective overturning due to buoyancy loss.  Although nutrient concentrations 
are uniformly high throughout the water column, the deep mixed layer ensures 
that phytoplankton are only in the sunlit surface layers for a short period of time 
before being mixed down into deeper, darker water.  As spring approaches the 
combined effects of longer, warmer days and reduced wind speeds leads to 
formation of a thermally stratified surface layer.  The stability of this layer traps 
the phytoplankton, and the nutrients they require for growth, in the sunlit upper 
water column.  Under these conditions phytoplankton grow very quickly, rapidly 
diminishing the stock of nutrients in the surface layer.  Additionally, zooplankton 
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begin reproducing rapidly as the bloom starts and grazing reduces phytoplankton 
biomass after a short time.  During summer, although there is sufficient light, the 
stratified layer prevents new nutrients from reaching the upper water column, 
restricting growth.  Production is limited to that which can be sustained by 
recycled nitrogen and a small amount of nutrients diffused across the thermocline.  
Zooplankton may also consume the phytoplankton biomass almost as soon as it is 
produced.  As autumn approaches and solar heating declines the stratified layer 
can no longer be maintained.  The deepening of the thermocline can allow new 
nutrients into the surface waters and, in regions where there is still adequate light, 
a small autumn bloom may occur.  The return to winter conditions signals the end 
of the growth period – until next spring. 
 
 This idealised description of the annual spring bloom was formalised by 
Gran and Braarud (1935) and Sverdrup (1953).  Sverdrup’s critical depth 
hypothesis states that net growth will only occur when stratification traps 
phytoplankton near the surface, where sufficient light is available to allow the 
production of organic matter by photosynthesis to exceed its destruction by 
respiration.  He defined a critical depth at which production integrated over the 
water column is equal to losses by metabolic processes and sinking (Figure 2.2).  
If the mixed layer is deeper than the critical depth light becomes limiting as the 
phytoplankton are mixed out of the euphotic zone for too long to allow net 
growth.  Sverdrup’s theory maintains that the spring bloom will be initiated when 
the mixed layer depth becomes shallower than the critical depth.  The irradiance at 
the critical depth is termed the critical irradiance and has been defined empirically 
by Riley (1957).  If the ocean mixed layer depth is shallower than the critical 
depth, community production outstrips community losses and net phytoplankton 
growth occurs.  
 
 
2.1.2. CONTROLS ON TIMING OF THE BLOOM: 
 
 
Considering Sverdrup’s critical depth model (SCDM) it is clear that a 
combination of increased ocean heating and light levels are required to initiate a 
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spring bloom.  The light field decreases exponentially (and rapidly) with depth in 
the ocean, dependent on the clarity of the water, time of day and time of year.  Net 
heat gain by the ocean depends on the elevation of the sun, day length and 
cloudiness.  Provided sufficient nutrients are available and grazing does not 
outstrip phytoplankton growth, a spring bloom should occur when heating has 
shallowed the mixed layer to less than the critical depth.  This theory has been 
tested repeatedly since its conception in 1953.  In the original study Sverdrup 
(1953) examined observations of mixed layer depth (MLD) and phytoplankton 
and zooplankton concentrations taken from March to May 1949 at Ocean Weather 
Ship ‘M’ located at 66°N, 2°E.  His results proved his hypothesis with the 
concentration of both phytoplankton and zooplankton increasing rapidly as the 
MLD became shallower than the calculated critical depth in mid May. 
 
In more recent times the advent of improved monitoring systems, both 
shipboard and satellite-based, and increased computing capability have allowed a 
more detailed examination of Sverdrup’s theory.  For example, modelling studies 
such as Ebert et al. (2001), who developed a model in which the local light 
intensity determines the reproductive rate of phytoplankton and phytoplankton are 
transported by turbulent diffusion.  They concluded that the critical depth and 
compensation depth adequately captured the conditions necessary for a 
phytoplankton bloom.  Morin et al. (1991) developed a simple model of critical 
depth taking into account the evolution of the global solar irradiance and the depth 
of the mixed layer which permitted prediction of the initiation of phytoplankton 
development on the Armorican shelf (Northwest Europe).  
 
 Recent observational studies include that by Walsby et al. (2003) carried 
out at Lake Kinneret, Israel.  From a database of measurements of sea surface 
temperature (SST), light attenuation and irradiance covering 1994-2000 they 
successfully predicted the period of growth for a common species of 
cyanobacteria.  Similarly Stal and Walsby (2000) concluded that in the Baltic Sea 
growth of cyanobacteria populations could only occur in the summer months 
when the MLD was shallower than the critical depth.  From an extensive set of in 
situ measurements Labry et al. (2001) determined that if the MLD was shallower 
than the critical depth, and therefore that the phytoplankton were receiving at least 
 7
the critical irradiance, a winter bloom could be triggered in the Gironde plume 
(Bay of Biscay).  Whilst SCDM does hold for these specific localities, other 
studies have questioned the universal validity of SCDM. 
 
   
2.1.3.  RETHINKING SVERDRUP:  
 
 
Both heat flux and light intensity, the key driving factors in SCDM, are 
heavily dependent on latitude.  A poleward progression of the spring bloom, 
which keeps pace with the movement of the region of mixed layer shallowing, is 
therefore expected.  However, Colebrook (1979 and 1982) showed that variation 
in the timing of the onset of the spring bloom in the North Atlantic is uncorrelated 
with annual differences in the timing of surface warming or the development of 
the seasonal thermocline.  The advent of undulating towed sensors in the 1980’s 
allowed higher horizontal resolution than was possible with traditional ‘bottle’ 
stations.  Strass and Woods (1988 and 1991) reported on a series of transects from 
the Azores towards Greenland.  They concluded that the horizontal migration of 
the surface chlorophyll maximum did not match the northward movement of the 
shallowing mixed layer, but instead followed the propagation of the 12°C 
isotherm outcrop (Figure 2.3).  This suggests that in addition to stable 
stratification, there may also be a temperature limitation on bloom processes.  
Temperature is believed to control the enzyme-mediated rates of photosynthesis.  
Although the response varies between species, laboratory experiments have shown 
that phytoplankton photosynthetic rates increase with temperature up to an 
optimal temperature, after which they decrease (e.g. Eppley, 1972; Yoder, 1979).  
 
A CZCS ocean colour data study (Obata et al., 1996) and a modelling 
study by Follows and Dutckiewicz (2002), both concluded that across the north 
Atlantic the MLD is generally shallower than the critical depth at the start of the 
bloom – but only in the sub-polar regions.  Follows and Dutkiewicz (2002) and 
Dutkiewicz et al. (2001) combined an ecosystem model with SeaWiFS 
chlorophyll-a data to define a non-dimensional parameter hc/hm, the ratio of the 
local critical depth to the end of winter MLD.  On the basis of this the North 
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Atlantic is divided into a region approximately north of 35°N where (roughly 
speaking) SCDM applies, and an area south of 35°N where it does not (Figure 
2.4).  Obata et al. (1996) used Coastal Zone Colour Scanner (CZCS) chlorophyll-a 
data along with Levitus (1982) derived MLD and critical depth estimated from 
cloud cover and light attenuation data.  They demonstrated that Sverdrup’s model 
holds for the sub-polar North Atlantic and NW Pacific, but fails in other regions, 
principally oligotrophic regions.  In these areas, principally found in sub-tropical 
regions, low wind speeds and strong year-round heating lead to almost continuous 
stratification and the MLD is almost permanently shallower than the critical depth.  
Light is not limiting for longer than a few hours during the night, or a stormy day 
and under these conditions the surface layer quickly becomes depleted of 
nutrients.  Because of this no single, pronounced, annual bloom is observed in 
oligotrophic regions and SCDM cannot account for variability in biomass (e.g. 
Dugdale and Wilkerson, 1998; Boyd and Harrison, 1999; Strom et al., 2000; Le 
Borgne et al., 2002). 
 
 In a study conducted in the Southern Ocean around the island of South 
Georgia, Korb and Whitehouse (2004) observed two different biomass provinces 
to the north-east and north-west of the island.  Despite both areas having a MLD 
shallower than the critical depth and similar light conditions, the NW region had 
much higher biomass than the NE region.  The authors conclude that another 
factor must be influencing the distribution of biomass around the island, and 
suggest iron limitation as a possible cause.  In other words, a shallow MLD alone 
is not sufficient to start a bloom – other conditions, such as sufficient nutrients, 
must also be met.  In sub-tropical regions and the Southern Ocean low biomass 
has been ascribed to limiting concentrations of iron and dramatic increases in 
chlorophyll concentration has followed iron fertilisation experiments (see Boyd 
(2002) for a review).  Limiting concentrations of other nutrients can prevent a 
bloom starting under otherwise favourable conditions, e.g. silica in the equatorial 
Pacific upwelling (Dugdale and Wilkerson, 1998) or manganese in the Ross Sea 
(Sedwick et al., 2000).    
 
 In some cases it seems that not even a shallow ML is necessary for a 
bloom to start.  Durbin et al. (2003) found that in the Gulf of Maine an early 
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winter bloom can occur prior to thermal stratification becoming established.  At 
the time of the survey elevated chlorophyll levels were associated with a MLD 
deeper than the critical depth.  They hypothesised that the transient presence of a 
cell of low salinity water was able to provide the necessary stability for a bloom to 
start, without the hydrographic conditions satisfying SCDM.     
 
 Spring phytoplankton bloom conditions for the southeastern Bering Sea 
were simulated with a coupled phytoplankton-nutrient-detritus model by Eslinger 
and Iverson (2001).  They conclude that a shallow mixed layer is not necessary to 
trigger a bloom and instead merely a cessation of convective mixing during a 
period of increased air temperature and low wind speed is required. 
 
 During research cruises to the Gulf of Maine in 1990 and 1992 Townsend 
et al. (1992) observed a spring bloom occurring in the absence of vertical 
stratification (Figure 2.5).  They suggest that the deepening penetration of light in 
the clear winter waters in concert with weak wind mixing could be sufficient to 
maintain growth rates that exceed the vertical excursion rates.  Once begun a 
bloom may enhance the warming of the surface waters through the light scattering 
and absorption properties of phytoplankton.  They conclude that in some instances 
the development of the thermocline is not a prerequisite for the spring bloom, but 
rather that its development is initiated by increasing phytoplankton stocks.  In a 
follow-up model study Townsend et al. (1994) demonstrated that spring blooms 
can begin following winter deep convection and prior to the development of 
thermal stratification, provided that the wind speed is below a predictable 
threshold. 
 
 Finally Sverdrup’s theory does not account for the survival of the over-
wintering stock of phytoplankton.  Intuitively we know that a phytoplankton 
population, however small, must survive the deep mixing of the winter and 
provide a seed for the following year’s spring bloom.  Studies in the sub-arctic 
North Atlantic by Backhaus et al. (2003) concluded that a winter population can 
be maintained, even under conditions of deep mixing, because overturning within 
convection cells repeatedly brings phytoplankton to the surface where, over the 
long term, they are exposed to uniform levels of irradiance.  In addition Huisman 
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et al. (1999) argue that turbulent mixing may maintain phytoplankton with low 
sinking velocities above the critical depth.  Below a threshold value of turbulence 
phytoplankton can remain in the illuminated upper layers of the water column for 
sufficiently long for growth to outstrip the rate of diffusion by turbulent mixing. 
 
 These studies have questioned the universal validity of Sverdrup’s critical 
depth model, suggesting that the critical depth criterion may be a necessary, but 
not sufficient, condition for the initiation of a phytoplankton bloom. 
 
 
2.1.4.  INTERANNUAL VARIABILITY IN BLOOMS: 
 
 
 It is clear that many factors can influence the timing and magnitude of the 
bloom and that it may not always be easy to determine the controlling forcing.  It 
may be possible to deduce these controls by studying the interannual variability of 
a spring bloom and comparing it to variability in potential forcing factors. 
 
 Water mass change, and the concomitant nutrient concentration change, 
will have an impact on the magnitude and duration of a spring bloom.  SeaWiFS 
derived chlorophyll-a images of the southern Adriatic Sea for 1998-2000 in 
Santoleri et al. (2003) show differences in bloom onset, duration and intensity.  
The relationship between atmospheric forcing and variability of bloom timing was 
investigated using a coupled physical-biological model.  They conclude that local 
winter climatic conditions (essentially the maximum convective depth) alone 
cannot explain changes in the bloom, and that nutrient concentration differences 
due to changing water masses have the greatest influence. 
 
 Despite no large interannual variability in meteorological forcing (SST and 
wind stress) at the ESTOC site, north of the Canary Islands, both observed and 
modelled biogeochemical processes displayed significant variability (Pätsch et al., 
2002).  The authors note the sensitivity of the local ecosystem to nutrient 
availability, and conclude that the magnitude of the bloom depends on small 
changes in winter weather which dictate whether the MLD reaches the nutricline. 
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  At the Biotrans site (47°N, 20°W) Koeve (2001) concluded that from 1988 
– 1990 there was no significant interannual variation in winter-time nutrient 
concentrations.  However in 1992, following an anomalously warm winter nitrate 
was found to be much lower than average.  He concluded that changes in 
maximum MLD reached would impact on the following spring’s bloom via 
reduced/enhanced nutrient supply. 
 
 Between 1990 and 2000 at a fixed station in the Irminger Basin Olafsson 
(2003) observed no correlation between winter (February) MLD and nitrate or 
phosphate concentration, although in the neighbouring Iceland Sea highly 
significant correlations were found (Figure 2.6).  He suggests that for the Iceland 
Sea convective mixing reached into subsurface water of relatively constant 
composition, whilst in the Irminger Sea, where mixing extends to greater depths, 
there were significant variations in the subsurface water. 
 
Thomas, Townsend and Weatherbee (2003), using 4 years of SeaWiFS 
data covering the Gulf of Maine, found pronounced interannual variability in 
bloom timing and overall chlorophyll concentrations.  They concluded that cold 
anomalies in the sea surface temperature (SST) field, linked to dominant water 
mass changes were responsible.  They were however surprised to observe no clear 
relationship between local wind forcing and the variability, as ten years previously 
Townsend et al.’s (1994) modelling study of the Gulf of Maine concluded that 
variations in the timing of the bloom are related to the incident radiation and wind 
mixing.  This reasoning again has its basis in the critical depth model.  They argue 
that in early spring, following the winter deep convective mixing and prior to 
surface waters warming up, there is a period when the average air-sea net heat 
flux is zero.  The water column is then neutrally stable from the surface to the 
depth of winter convective mixing.  Aside from night-time convective mixing the 
only source of energy for vertical mixing is the wind, and if it is not capable of 
mixing the water column to a depth deeper than the critical depth, phytoplankton 
growth can occur.  So a period of sunny, calm weather in early spring, whilst not 
sufficient to establish the seasonal thermocline, may prompt a bloom.  Therefore 
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interannual variations in wind speed and incident light may be reflected in the 
bloom timing. 
 
 A study of SeaWiFS chlorophyll-a concentration for 1997-2001 in the 
Santa Monica Basin off Southern California revealed that chlorophyll biomass 
was significantly correlated with air temperature and wind stress (Nezlin and Li, 
2003).  An increase in biomass followed 5-6 days after an increase in wind stress 
accompanied by a simultaneous decrease in air temperature.  They concluded that 
an intensification of phytoplankton growth resulted from the mixing of the water 
column by wind stress and subsequent entrainment of nutrients in to the euphotic 
layer. 
 
 Skliris et al. (2001) employed a 1-D vertical, coupled hydrodynamic-
biological model of the Bay of Calvi (Corsica) to study the spring evolution of 
plankton communities.  The model was validated with in situ physical, chemical 
and biological measurements taken on cruises in 1986 and 1988.  Their results 
showed that once the seasonal thermocline was in place, and after the peak of the 
bloom had died back, increases in phytoplankton followed wind events.  These 
events introduce new nutrients into the euphotic zone through deepening of the 
mixed layer and provide the only possible stimulation of new production during 
the summer months.  An increase in biomass occurred ~3 days after a suitable 
wind event, defined as either a few hours at high wind speed (>11 ms-1) or 1-2 
days at speeds of 7-11 ms-1.   
  
 A somewhat different phytoplankton response to wind events was 
observed at a fixed station occupied for one month in May 1995 in the North-
western Mediterranean (Anderson and Prieur, 2000).  A decrease in phytoplankton 
was observed after a sharp wind event, despite an increase in nutrients in the 
surface waters.  Ten days later however a lower speed and longer duration event 
led to an increase in biomass.  The authors suggest that the phytoplankton 
response to the second event would not have occurred if the nitracline and 
pycnocline had not been brought to the same depth by the previous wind event.  In 
this region, during the post-bloom period, wind-induced mixing would not appear 
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sufficient alone to enhance primary production and more complex successive 
processes are needed. 
 
 Wind events were found to interrupt the springtime shoaling of the mixed 
layer in a modelling study initialised for the Biotrans site at 47°N, 20°W over the 
period 1989-1997 (Waniek et al., 2002; Waniek, 2003).  The frequency and 
intensity of events was found to vary from year to year due to shifts in storm 
tracks or modes of atmospheric circulation.  The model simulations suggested that 
these events are important for the development of the phytoplankton population.  
In years where the transition from winter to spring is a smooth process and the 
spring is calm and warm the bloom was relatively short-lived with high biomass 
but low primary production (Figure 2.7).  In contrast if the transition period and 
the spring itself experience many storms, and therefore the spring bloom is 
frequently interrupted, the bloom has lower amplitude and biomass, but the 
primary and export production are higher. Meteorological factors were found to be 
responsible for controlling the timing of the spring bloom and also the type of 
bloom i.e. a continuous, intense event, or a more protracted bloom with a slow 
increase to maximum chlorophyll values.  Waniek (2003) concludes that the key 
factor in controlling the timing of the initiation of the bloom is net heat flux.  In 
the model experiments the bloom begins during the first period of positive net 
heat flux (i.e. into the ocean) following the last cold storm event. 
 
 Net heat flux was also determined to be the controlling factor in the 
initiation of the bloom by Azumaya et al. (2001) who used a 3-D ecosystem 
model to examine the annual cycle of phytoplankton biomass in Funka Bay, 
Japan.  The incident light intensity at the sea surface was sufficient even in 
January for a bloom to begin, but it wasn’t until the net heat flux changed from 
negative to positive in March that the rapid spring diatom bloom began.  
 
  Dutkiewicz et al. (2001) employed a simple two-layer ecosystem model to 
study the effects of changes in boundary-layer mixing rates on phytoplankton 
abundances across the North Atlantic.  For regions with deep winter time mixing, 
such as the sub-polar gyre, the competition between supply of extra nutrients and 
the length of time phytoplankton spend above the critical depth is crucial.  They 
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concluded that in these regions increased spring time mixing decreases surface 
chlorophyll concentrations.  However, when they compared the model output to in 
situ data from Ocean Weather Station ‘India’ and CZCS ocean colour data the 
results were inconclusive. 
 
 In their follow-up study Follows and Dutkiewicz (2002) again used Ocean 
Weather Station data, this time combined with SeaWiFS chlorophyll-a 
concentration data, to examine the relationships between changes in intensity of 
the spring bloom and changes in weather patterns (for 1998-2000).  In the sub-
polar regime local interannual changes are found to be small relative to regional 
variations.  However, the authors divided the region into 5° x 5° bins, and at high 
latitudes one would expect the variations between one box and the next to be 
significant.  Although the sub-polar bloom occurs in a period of restratification, 
the data does not show a clear and consistent trend between the interannual 
variation of the bloom and wind forcing or heat flux (Figure 2.8).  They infer that 
other factors, such as changes in incident PAR due to cloud cover, local mesoscale 
variability, lateral advections, top-down control on the ecosystem or poor data 
coverage at high latitudes due to cloudiness, introduce sources of variability 
uncorrelated with upper ocean mixing.  
 
 This introduction demonstrates that interannual variability in spring bloom 
timing and magnitude can come from a number of sources.  Often it is not one 
factor working alone, but rather the interaction of heat flux, PAR, wind events, 
nutrient concentration, grazing etc., that controls the bloom.  In the next section 
the specific conditions in the Irminger Basin and current knowledge of the 
physical and biological characteristics are described. 
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2.2.  THE IRMINGER BASIN: 
 
2.2.1.  PHYSICAL OCEANOGRAPHY: 
 
 
 The Irminger Basin (IB) is situated between Greenland and Iceland in the 
North Atlantic sub-polar gyre (see Figure 2.9).  Parts of the basin reach to 4000 m 
depth, with rapid shoaling along the Greenland and Iceland coasts.  The Reykjanes 
Ridge, stretching south-west from Iceland, separates the IB from the Iceland 
Basin.  The mean circulation of the IB, both at the surface and at depth, is 
cyclonic (Lavender et al., 2000; Reverdin et al., 2003).  The recirculation is 
relatively strong (~5 cms-1), narrow (~300 km) and transports approximately 2-5 
Sv (Pickart et al., 2002).  In the east the surface circulation is dominated by the 
northward flowing Irminger Current – a branch of the North Atlantic Current (see 
Figure 2.10).  The majority of the Irminger Current turns west and returns 
southwards as part of the East Greenland Current (EGC), whilst a small part 
continues northwards to the west of Iceland.  The Irminger Current transports 
salty and warm (compared to the interior of the basin) Modified North Atlantic 
Water (MNAW) cyclonically around the basin (Krauss, 1995).  Part of the 
MNAW leaves the IB by flowing northward through the Denmark Strait and part 
joins the EGC, which travels southwards along the edge of the Greenland 
continental shelf, also taking with it surface Arctic water (Orvik and Niiler, 2002).  
Below the East Greenland Current the deep western boundary current carries cold 
fresh Denmark Strait Overflow Water towards the Labrador Sea.  Cold fresh water 
originating from the Labrador Sea spreads across the subpolar gyre and reaches 
the central IB.  Several varieties of subpolar mode water are found east of the 
Irminger Current.  These consist of thick homogenous layers formed over the 
Reykjanes Ridge and in the Iceland Basin.  Fresh Labrador Sea Water dominates 
the intermediate, interior layers of the IB.  The edges of the basin are influenced 
by overflow water that enters the North Atlantic over the sills between Iceland and 
Scotland (Bacon, 1997; Pollard et al., 2004).  A comprehensive study of the water 
masses of the region can be found in Read (2001).  
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 The interior of the IB is relatively quiescent, although some small eddies 
(20 to 40 km diameter) develop at the front between the EGC and the Irminger 
Current (Eden and Böning, 2002), and a few large eddies (diameters up to 70 km) 
are occasionally observed in the interior of the basin (Krauss, 1995).  High values 
of surface eddy kinetic energy are observed along the Greenland continental shelf 
(Frantantoni, 2001).  In the neighbouring Labrador Sea the associated eddy fluxes 
are thought to enhance the restratification process after intense winter cooling has 
overturned the water masses to create Labrador Sea Water (LSW, e.g. Dickson et 
al., 1996).  LSW is found in the IB typically below 1000 m and until recently the 
Labrador Sea was regarded as the only site of formation of LSW.  It is formed by 
deep convection, the process which exposes cold, saline water, normally held 
below the permanent thermocline to the sea surface and which drives the abyssal 
limb of the North Atlantic meridional overturning circulation.  Deep convection 
has previously thought to only occur in the Greenland, Labrador, Mediterranean 
and Weddell Seas (e.g. Marshall and Schott, 1999).   However, modelling studies 
(Pickart et al., 2003a; Straneo et al., 2003) suggest that the transit time for LSW 
from the Labrador Sea into the IB is up to two years - much longer than the six 
months which would be required to match the distribution of LSW, assuming that 
no LSW was formed in the IB (Sy et al., 1997).  Thus the idea, formulated by 
Nansen (1912) and long since discarded, that LSW can be formed by deep 
convection in the IB, needed to be revisited.  
 
 The basin-scale circulation is driven by a local, seasonally variable, wind 
stress curl that reaches maximum intensity in February (Figure 2.11; Spall and 
Pickart, 2003).  This phenomenon, known as the Greenland tip jet (Doyle and 
Shapiro, 1999), develops periodically in the lee of Cape Farewell (the southern tip 
of Greenland).  It forms when high-level northwesterly winds are accelerated, due 
to the Bernoulli effect, over the steep topography of the eastern (leeward) side of 
Greenland, drawing very cold air over the southern IB.  February tends to 
experience the most tip-jet events, although there is little variation throughout the 
winter months (December – March).  Additional events often also occur in late 
autumn and early spring (Pickart et al., 2003b).  The tip-jet is capable of locally 
enhancing surface heat losses for short periods, and thus has the potential to 
induce convection.  In addition, the vertical scale of circulation is much larger 
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than the mean depth of the basin, due to generally weak stratification and steeply 
sloping bathymetry at the boundaries of the basin.  The circulation is maintained 
in an approximately steady state by the existence of slow topographic Rossby 
waves (Spall and Pickart, 2003).  The cyclonic circulation in the basin causes 
upward doming of isopycnal surfaces, suggesting that, provided buoyancy fluxes 
are large enough to produce convective overturning, these domed regions are sites 
where water mass transformation could most easily occur (Pickart et al., 2003b). 
 
The response of the IB to tip-jet events was investigated with a primitive 
equation model by Pickart et al. (2003b).  The model produced a region of 
increased surface density and deep mixed layers, approximately 200 km in 
diameter, to the east of Cape Farewell.  The deepest mixed layers, which took up 
to 2.5 months to develop, were 2000 m deep (Figure 2.12).  Indirect support for 
deep convection in the IB came from Pickart et al. (2003a) who compared 
wintertime heat flux, wind stress curl and potential vorticity conditions in the IB 
to those in the Labrador Sea.  The authors reasoned that as the meteorological and 
hydrographic properties were similar in both regions then the deep convection 
seen in the Labrador Sea could also be expected in the IB.  They supported this 
argument with results from an advective-diffusive model which predicted a mixed 
layer depth of ~1800 m.   
 
In situ studies of potential deep convection in the IB have had mixed 
results.  Hydrographic sections, combined with Argo drifting float data, showed 
evidence of convection to 700-1000 m in March 1997 to the southwest of the tip 
of Greenland (Figure 2.13; Bacon et al., 2003).  However an atlas of hydrographic 
sections published by Grant (1968) showed mixing down to only 400-500 m.  
More recently, data collected from Argo floats between 1994 and 2003 in the IB 
suggested that the typical mixed layer depth at the end of winter is ~400 m, with 
maximum values of ~850 m occasionally observed. (Centurioni and Gould, 2004).  
These estimates agree with two in situ studies by Lavender et al. (2000) and 
Lavender (2002) and also with the results from three 1-D mixed layer models all 
of which recorded an average winter mixed layer depth of 400 m.  It should be 
noted that whilst Pickart et al. (2003b) initialised their model with a cast from a 
late summer cruise in a high NAO year, Centurioni and Gould (2004) used a mean 
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profile of March and April conditions from 1994 to 2003.  On the other hand Argo 
floats take a profile only every 10 days and so are not ideally suited to 
investigating highly localized convective events, possibly associated with 
horizontal scales of ~10 km (Clarke and Gascard, 1983).  
 
All the studies described above emphasise the importance to deep 
convection of pre-conditioning - the weakening of stratification by buoyancy 
fluxes.  As tip-jet events are triggered by storms passing to the northeast of Cape 
Farewell, so they are influenced by the phase of the North Atlantic Oscillation 
(NAO).  A positive index is associated with a more northeasterly storm track, and 
so a greater number of storms will pass near Greenland (Rogers, 1990).  Both 
modelling studies by Pickart et al. (2003a, b) found that convection reached to 
only ~700 m when the initial density profile was representative of stratification 
during low NAO periods.  This suggests that overturning is unlikely to occur 
during low NAO years, or in the first winter of strong forcing following a low 
NAO period.  Centurioni and Gould (2004) point out that between 1997 and 2003, 
when no or little indication of deep convection was seen, the NAO was generally 
low.   
 
Even without the tip-jet events the Irminger Basin experiences severe 
meteorological conditions.  In winter some of the strongest wind stress curl 
anywhere in the world ocean is found in the vicinity of Greenland (~ 10-6 Nm-3), 
often an order of magnitude greater than over the rest of the subpolar North 
Atlantic (Milliff and Morzel, 2001).  In addition to tip-jet events as defined by 
Pickart et al. (2003b), reverse tip-jet events have also been observed (Moore, 
2003).  These high speed wind events generally occur in winter and are 
characterised by easterly flow i.e. in the opposite direction to the tip-jet.  Analysis 
by Moore (2003) suggests that the reverse tip-jet events are almost as common as 
tip-jet events, and, in contrast to the tip-jets, are more likely to occur in a negative 
NAO winter.  He concludes that tip-jet events tend to occur when the cyclone 
centre is to the northeast of Cape Farewell, while reverse tip-jets occur when the 
cyclone centre is south of Cape Farewell (Figure 2.14). 
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During winter the Irminger Basin also experiences large negative (i.e. out 
of the ocean) net air-sea heat fluxes.  Surface heat fluxes are regularly around -300 
Wm-2 but during a tip-jet event surface heat fluxes can become as large as 
approximately -800 Wm-2 for a day or two (Doyle and Shapiro, 1999).  The net 
heat flux becomes positive (i.e. into the ocean) around early April, reaches a 
maximum of ~150 Wm-2 during June and July and becomes predominantly 
negative again in September, although storms can cause short spells of negative 
heat flux during an otherwise warm period (Waniek and Holliday, 2005).  Mean 
surface temperatures between January and March are ~4-5 °C throughout most of 
the basin, with the Reykjanes Ridge area a couple of degrees warmer and the 
Greenland coast region a little cooler (Centurioni and Gould, 2004).  In summer 
(June – September) the surface temperature reaches ~9-11 °C, again with the 
Reykjanes Ridge a little warmer and the Greenland coastal region cooler 
(Holliday et al., 2005). 
 
 
2.2.2.  BIOLOGICAL CHARACTERISTICS: 
 
 
 The northern North Atlantic is regarded as a very productive region of the 
world ocean.  Certainly several major fisheries are located in this region, 
principally based in Iceland and western Scotland.  Although, for the Irminger 
Basin, few direct measurements of primary productivity exist, satellite 
chlorophyll-derived estimates suggest that new production is at least ~100-150 
gCm-2yr-1 (Laws et al., 2000; Falkowski et al., 1998) and total production may be 
as high as ~250 gCm-2yr-1 (Platt et al., 1991a).  Such a contribution to the 
biological carbon pump would certainly be significant. 
 
 The Irminger Basin lies within the Atlantic Arctic province of Longhurst 
(1998) which extends from the Greenland shelf towards the Iceland Basin and is 
bounded in the south by the Polar Front.  He notes (from CZCS ocean colour 
images) that the spring bloom in the region occurs simultaneously and patchily, 
rather then following the northward progression of the shoaling seasonal 
pycnocline.  The IB was further sub-divided into six zones by Holliday et al. 
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(2005).  The zones were defined based on surface and shallow water types and 
chlorophyll-a profiles.  The regions are the Central Irminger Sea, the Irminger 
Current (sub-divided into Northern and Southern zones), the East Greenland 
Current (sub-divided into a cold and fresh Polar zone and a warm Atlantic region) 
and the Reykjanes Ridge (Figure 2.15).  Each region experiences different 
hydrographic conditions and the phytoplankton response varies accordingly.  In 
the northern North Atlantic the widely accepted picture of the typical seasonal 
cycle in phytoplankton is expected to follow the classic Sverdrup theory (see 
Section 2.1.1; Sverdrup, 1953).  The following data describing a typical seasonal 
cycle were mainly collected during a series of cruises to the Irminger Basin 
(Marine Productivity programme) in November/December 2001, April/May 2002, 
July/August 2002 and November/December 2002. 
 
Winter chlorophyll concentrations in the Irminger Basin are very low – 
typically <0.1 mgm-3 (Holliday et al., 2005).  Concentrations of the major 
inorganic nutrients are high with nitrate at 12-14 µmol l-1, silica of 5-8 µmol l-1 
and phosphate of 1.1-1.3 µmol l-1 (Sanders et al., 2005).  As expected in the poor 
light and deep mixing conditions in winter, primary production was estimated in 
December 2002 (using the C14 method) to be low, at 0.01-0.27 mgCm-3h-1 
(Astoreca, 2003).   
 
The principal mesozooplankter found in the Irminger Basin is the copepod 
Calanus finmarchicus (Heath et al., 2000).  During winter C. finmarchicus enter a 
diapause state (Hirche, 1996) and, in the IB, descend to a depth of ~1000 m 
(Heath et al., 2004).  In the late summer and autumn development is arrested 
during moulting stages IV and V and the C. finmarchicus descend to (it is 
assumed) a neutral buoyancy depth.  The arousal from diapause, transition to stage 
VI (full maturity) and migration to the surface to spawn does not take place until 
late winter-early spring of the following year (Heath, 1999; Gislason and 
Astthorsson, 2000).  The timing of the arousal from diapause needs to coincide 
with the start of the phytoplankton spring bloom to ensure sufficient food exists 
for reproduction.  C. finmarchicus can produce eggs before the bloom starts, but 
the resulting nauplii are only able to recruit to copepodites if egg production is 
coincident with the phytoplankton bloom (Niehoff et al., 1999; Hirche et al., 
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2001).  As it takes ~37 days to develop from an egg into a feeding form of C. 
finmarchicus the timing of the end of diapause is clearly crucial to the 
zooplankton’s continuing survival, however the mechanism by which C. 
finmarchicus time their ascent is unknown (Mayor et al., 2004).  
 
 When spring arrives with its increasing light levels and milder weather a 
phytoplankton population explosion occurs.  The mechanism behind the North 
Atlantic spring bloom is explained in Section 2.1.1 and so will not be revisited 
here.  The bloom in the IB does not progress neatly northwards as Sverdrup’s 
theory would suggest.  Instead it is expected to begin earliest around the coasts of 
Greenland and Iceland in late April/early May, reaching the central IB in late May 
(Longhurst, 1998).  Peak chlorophyll concentrations are found around the coastal 
regions and can reach 10 mgm-3 (Holliday et al., 2005).  During the Marine 
Productivity cruises in 2002, flagellates and ciliates dominated the early stages of 
the bloom in the central Irminger Basin (Figure 2.16), whilst along the Reykjanes 
Ridge diatoms formed a large part of the phytoplankton population (although note 
that these stations were occupied ~20 days later than those in the central basin; 
Holeton et al., 2004).  Along the Greenland coast a massive Phaeocystis sp. bloom 
was observed in mid-May, prompted by an influx of freshwater from spring 
melting of sea ice (Waniek et al., 2005).  The input of freshwater promotes a 
sufficiently stratified surface layer that small phytoplankton can begin to grow.  
At the surface, nitrate becomes quickly depleted, whilst silica remains close to 
winter levels, so silicious phytoplankton i.e. diatoms, are apparently not able to so 
easily exploit the early freshwater-induced stratification.   
 
The Marine Productivity cruises in July/August 2002 found that nitrate 
concentrations do not reach levels likely to be limiting to growth anywhere in the 
basin at anytime during the year.  Silica however is depleted by the summer along 
the Greenland coast (Sanders et al., 2005).  Surface chlorophyll concentrations 
were generally <1 mgm-3, although at some stations a chlorophyll maxima was 
observed at the base of the mixed layer (Holliday et al., 2005).  Although the very 
high values of the peak of the bloom are no longer seen the chlorophyll 
concentration is still 10 times that of winter and primary production is capable of 
being sustained at a rate of 0.02-1.57 mgCm-3h-1 (Astoreca, 2003).  The 
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concentration of diatoms was again relatively low, with flagellates and 
picoplankton dominating the phytoplankton population (Figure 2.16; Holeton et 
al., 2004). 
 
Estimates of new production in the IB have been made on the basis of 
nitrate drawdown and temperature-nitrate relationships.  Henson et al. (2003) used 
a relationship between SST and nitrate, combined with estimates of spring and 
summer mixed layer depth from Argo floats, to estimate annual new production of 
~60 gCm-2yr-1.  An estimate based on nitrate drawdown between the spring and 
summer cruises, including terms for nitrate flux across the thermocline and 
atmospheric deposition, put new production at ~36 gCm-2yr-1 (Sanders et al., 
2005).  Waniek et al. (2005) estimated the annual new production on the 
Greenland shelf to be 76 gCm-2yr-1, again based on nitrate drawdown and a 
productive period of 6 months.  However, results from a 1-D model (Waniek and 
Holliday, 2005) put the figure close to between 36 gCm-2yr-1 for the East 
Greenland coast and 46 gCm-2yr-1 for the northern Irminger Basin. 
 
 
2.3.  SUMMARY: 
 
 
This introduction has demonstrated the lack of consensus in the literature 
on the conditions necessary for a spring bloom to be initiated.  The Irminger Basin 
itself is rarely visited by research vessels, and so the Marine Productivity data set 
offers a unique opportunity to investigate the seasonal characteristics of the 
region.  But only by combining the in situ data with satellite data can the 
necessary spatial and temporal context be determined. 
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Winter    Spring   Summer        Autumn
Figure 2.1:  Sketch of annual cycle of mixed layer depth and nutrient and phytoplankton 
concentrations.  Black dots represent nutrients and green dots represent phytoplankton.  Winter 
conditions:  deep mixed layer, cold surface waters, low light levels, high nutrient concentrations, low 
phytoplankton concentration.  Spring conditions: shallowing mixed layer, increasing surface 
temperature and light levels, rapidly increasing phytoplankton and decreasing nutrient concentrations.  
Summer conditions: shallow mixed layer, warm surface temperature, high light levels, high 
phytoplankton but very low nutrient concentrations.  Autumn conditions:  Deepening mixed layer, 
cooling surface temperature, decreasing light levels, increasing nutrient and decreasing phytoplankton 
concentrations.
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 Figure 2.2: Diagram illustrating theoretical distribution of phytoplankton production and respiration.  
Redrawn from Mann and Lazier (1996), after Sverdrup (1953).  The compensation depth is defined 
as the depth at which the daily rate of photosynthesis equals the daily rate of respiration.  The 
compensation depth is generally taken to be the 1% (of surface irradiance) light depth.  The critical 
depth is the depth at which the water column integrated production is equal to the integrated 
respiration.  In order for net growth to occur the mixed layer depth must be shallower than the 
critical depth.   
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Figure 2.3:  Vertical distribution of chlorophyll on a transect between the Azores and 
Greenland in late summer.  Note that the zone of maximum chlorophyll gets 
progressively more shallow towards the north.  From Strass and Woods (1998).  
 
 
 
 
Figure 2.4:  Map of climatological ratio of hc/hm, the spring critical layer depth (m) over 
end of winter mixed layer depth (m).  Where hc/hm is low (subpolar regions) the depth of 
mixing can become shallower than the critical depth and Sverdrup’s critical depth model 
can be expected to hold.  In regions of high hc/hm (subtropical regions) phytoplankton are 
mixed to depths similar to the critical depth.  From Follows and Dutkiewicz (2002).  
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Figure 2.5:  Vertical profiles of 
chlorophyll fluorescence, temperature, 
salinity and density measured in 
Massachusetts Bay, western Gulf of 
Maine, in March.  Note that a bloom of 
chlorophyll is occurring in the absence 
of vertical stratification.  A critical depth 
(ZCR) of 38m is marked.  From 
Townsend et al. (1992). 
 
 
 
Figure 2.6:  Surface nitrate 
concentration against winter (February) 
mixed layer depth from fixed stations in 
the Iceland (open circles) and Irminger 
Basins (filled circles) for 1990-2000.  
Numbered symbols indicate years.  
Whilst a statistically strong relationship 
is seen in the Iceland Basin, there is no 
correlation in the Irminger Basin.  From 
Olafsson (2003). 
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Figure 2.7:  Sketches of bloom characteristics: (a) continuous bloom with the typical 
mixed layer distribution and the associated development of the biomass and nutrient 
concentrations, (b) disturbed bloom and its characteristics. The periods of mixing (M) and 
stabilisation (S) of the water column are indicated.  From Waniek (2003). 
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Figure 2.8:  SeaWiFS chlorophyll (mg m-3) for each of three bloom periods (circles: 1998, 
crosses: 1999 and asterisks: 2000) plotted against (top panel) heat flux (W m-2) and 
(lower panel) friction velocity, u3* (x 10-5 m3 s-3).  Low (subpolar) and high (subtropical) 
hc/hm (ratio of critical depth to winter mixed layer depth) regimes are shown (see also 
Figure 2.4).  Data are averaged over the bloom period and for five degree bins.  Note that 
for the subpolar region there is no clear trend between the chlorophyll concentration and 
the heat flux or wind forcing.  From Follows and Dutkiewicz (2002). 
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Reykjanes Ridge
 
Figure 2.9:  Map showing the location of the Irminger Basin (inset) in relation to the 
North Atlantic.  Small map shows the bathymetry of the basin and location of Iceland and 
Greenland. 
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Figure 2.10:  Schematic showing the main circulation features of the Irminger Basin.  
Surface currents are shown by solid lines (NAC: North Atlantic Current, IC: Irminger 
Current, EGC: East Greenland Current).  Mid-depth currents are shown by the dot-dash 
line (LSW: Labrador Sea Water).  Deep currents are shown by dotted lines (ISOW: 
Iceland-Scotland Overflow Water, DSOW: Denmark Strait Overflow Water).  Depth 
contours are 0, 500, 1000, 2000, 3000 and 4000 m.  From Holliday et al. (2005). 
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Figure 2.11:  Wind stress curl during a tip-jet event on the 12th January 2001.  Note the 
high wind stress off the southern tip of Greenland.  Image from the radar scatterometer 
aboard the QuikSCAT satellite.  From Dickson (2003). 
 
 
 
 
Figure 2.12:  Tip-jet event as seen in a regional numerical model.  Mixed layer depth in 
winter (coloured contours) overlaid by the idealised tip-jet heat flux forcing (line contours 
in W m-2).  The grey mass at the top of the figure represents Greenland.  From Pickart et 
al. (2003). 
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Figure 2.13:  Colour contours are salinity data from a CTD transect taken due east away 
from the Greenland coast at ~ 60°N in July 1997.  The overlying black line is a potential 
density profile from an Argo float taken on 16th March 1997.  The vertical axis at σ0 = 
27.2 kgm-3 shows the float location relative to the section.  From Bacon et al. (2003). 
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Figure 2.14:  Composite sea-level pressure (mb - contours) and 10 m winds (ms-1 - 
vectors) for a) tip-jet events and b) reverse tip-jet events over the Irminger Sea during the 
winter months 1948-2000 (data from the NCEP reanalysis project).  Topography (m) is 
indicated by shading.  From Moore (2003). 
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Figure 2.15:  The zones in the Irminger Basin on the basis of hydrographic data from the 
four Marine productivity cruises.  Solid circles indicate full-depth lowered CTD stations, 
open circles denote Aries CTD stations (tows).  Depth contours are 0, 500, 1000, 2000, 
3000 and 4000 m.  From Holliday et al. (2005). 
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Figure 2.16:  Distribution and taxonomic/species composition of depth-integrated carbon during Marine Productivity cruises (a) D262 (spring) and 
(b) D264 (summer).  Size of the pies indicate the integrated carbon biomass of the total community from phytoplankton counts.  Pies represent the 
averages of location with similar community structure (grouping shown by marker type; samples not included in the pie charts are shown by black 
dots).  The large pie chart behind (a) shows a dense bloom of Phaeocystis sp.  From Holeton et al. (2004). 
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3.  DATA: 
 
 
 This study uses several different sources of satellite data, as well as a 1-D 
vertical mixing model and in situ data.  The collection and processing of the in 
situ data, both electronic and water sample data, is described in the next section 
3.1.  The various satellite data are described in Sections 3.2 to 3.6, including a 
discussion on the limitations of SeaWiFS-derived chlorophyll-a concentration in 
Section 3.2.2.  Details of processing data from the NCEP reanalysis model for net 
heat flux can be found in Section 3.7, and Section 3.8 discusses the Argo float 
profiles and estimating mixed layer depth.  Finally Section 3.9 contains details of 
the 1-D vertical mixing model used in this study. 
 
 
3.1.  IN SITU DATA:
 
 
 The multi-institute and multi-disciplinary Marine Productivity (or 
MarProd) programme is a NERC (Natural Environment Research Council) 
sponsored thematic programme set within the wider context of the international 
Global Ocean Ecosystem Dynamics (GLOBEC) project.  The primary aim of the 
MarProd programme was to characterise the physical controls on zooplankton 
distribution in the Irminger Basin. As part of the programme four interdisciplinary 
cruises were undertaken aboard the RVS Discovery in early winter 2001 from 1st 
November to 18th December (D258), spring 2002 from 18th April to 27th May 
(D262), summer 2002 from 25th July to 28th August (D264) and early winter 2002 
from 5th November to 20th December (D267).  An extensive range of physical, 
chemical and biological measurements were taken, the full details of which can be 
found in the cruise reports (Pollard and Hay et al., 2002; Richards et al., 2002; 
Brierley et al., 2003; Allen et al., 2004). 
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3.1.1.  UNDERWAY SURFACE SAMPLES: 
 
 
 Underway surface meteorological and thermosalinograph (TSG) 
measurements were made by the RSU (Research Ships Unit) Surfmet system 
throughout all four cruises.  The inlet for the TSG system is at approximately 5m 
below the sea surface.  The measurements made include temperature, conductivity 
and fluorescence recorded every second.  The raw data stream from Surfmet was 
read into Pstar format and initial processing was done aboard ship.  (Pstar is a 
Fortran based suite of scripts written specifically for the processing of 
oceanographic data - see http://www.soc.soton.ac.uk/JRD/PEXEC for 
documentation).  Further Pstar processing ensured that absent data values were set 
to –999.  Navigation files with the Discovery’s best determined position from an 
Ashtech G12 positioning system were merged with the TSG files.  Two-minute 
averages of the underway data were created and merged with the vessel’s heading 
and attitude data from the ship’s ultra short baseline 3D GPS Ashtech ADU2 
navigation system.   
 
In order to calibrate the underway salinity and fluorescence measurements, 
water samples were taken every four hours from either the TSG sample tap or the 
non-toxic supply as it left the FRRF (Fast Repetition Rate Fluorometer), 
depending on the available water pressure.  Two Guildline Autosal salinometers 
were installed in the Discovery’s chemistry laboratory.  The conductivity of the 
discrete samples was calculated using the housing temperature and zero pressure 
and compared to the Surfmet conductivities.  The calibration equation was applied 
to the Surfmet conductivities and all salinities were recalculated (accuracy + 0.002 
psu).   
 
Samples for chlorophyll analysis were decanted into two 300ml aliquots 
and filtered through 25mm Whatman GF/F filters using a positive pressure 
filtration unit.  The filters were then placed in amber glass vials containing 10ml 
90% acetone and immediately stored in the dark at 5°C for 24 hours to extract the 
chlorophyll.  Samples were warmed to room temperature before the fluorescence 
was measured using a Turner Designs fluorometer (TD700).  Chlorophyll 
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standard solutions (from Sigma-Aldrich Inc.) covering the expected chlorophyll 
range were used for calibration of the fluorometer before each set of samples was 
analysed.  The chlorophyll concentrations were calculated from the absorbance 
measured at 750, 664, 647 and 630 nm in a Cecil Spectrophotometer, using the 
equations of Jeffrey and Humphrey (1975).  Chlorophyll concentrations from the 
discrete samples were compared to the underway fluorescence.  A single 
calibration was applied to the entire raw fluorescence stream.  
 
Underway nutrient samples were taken on cruises D262, D264 and D267 
concurrently with the salinity and chlorophyll samples.  Concentrations of the 
dissolved inorganic nutrients (nitrate, phosphate and silicate) were measured in 
unfiltered water samples on a Skalar SanPlus segmented flow autoanalyser 
following the method outlined in Kirkwood (1995) and Sanders and Jickells 
(2000).  Water was drawn into brand new 40ml diluvials and immediately 
refrigerated at 4°C until analysis, which commenced within 12 hours of sampling.  
Nutrient concentrations were calculated using calibration curves obtained from 
dilutions of the working standards used on the first MarProd cruise.  Throughout 
each sample run, wash and drift standards were run every 10-15 minutes to enable 
baseline and drift corrections. The performance of the auto-analyser was 
monitored throughout the cruises and duplicates of at least three samples per 
station ensured the consistency of the nutrient measurements.  After completion of 
each run data were processed using Skalar Flow Access v1.4 software and saved 
in both Flow Access runfile and Excel format.  Overall the precision of the data 
from individual cruises are estimated to be better than + 0.18 µmol/l for nitrate, + 
0.02 µmol/l for phosphate and + 0.15 µmol/l for silicate (1% of top standard for 
nitrate and phosphate and 0.5% for silicate).  Consistency of the data between 
cruises was ensured by the analysis of commercial nutrient standards (Ocean 
Scientific International) at regular intervals on each cruise and by the comparison 
of deep water nutrient concentrations.  
 
A Fast Repetition Rate Fluorometer (FRRF) was attached to RRS 
Discovery’s non-toxic supply.  The instrument can be used to make rapid, non-
destructive, in vivo measurements of phytoplankton physiological status.  Power 
was provided by a standard Chelsea Instruments deck unit.  Data were recorded 
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internally and downloaded every 24 hours to a PC laptop.  The optical chamber 
was cleaned every two days using a soft white tissue and little finger.  The FRRF 
settings induced variable fluorescence using a flash protocol of 100 saturation 
flashes per sequence with a flash duration of 4 μs.  There were 20 flashes per 
relaxation sequence with a flash duration of 4 μs, a relaxation interflash delay of 
61 μs and a 10 s sleeptime between acquisition pairs.  Acquisition pairs were 
averaged in groups of 32 to reduce noise in the data.  Fv/Fm and σPSII were 
calculated by fitting the measured saturation curves to the biophysical model of 
Kolber et al. (1998) using Matlab code based on software provided by S. Laney 
(‘v4’; Laney, 2003).  Only data collected during the night time were used in the 
analysis in order to minimise physiological effects associated with daylight.   
 
 
3.1.2.  CTD DATA: 
 
 
The CTD (Conductivity, Temperature, Depth) package used on all four 
cruises consisted of a frame with 24 x 10-litre sample collection bottles, two 
Temperature-Conductivity pairs, an oxygen sensor, fluorometer, transmissometer 
and ADCP (Acoustic Doppler Current Profiler).  On the summer (D264) and 
second winter cruise (D267) a FRRF was also attached to the CTD frame for short 
vertical casts to determine the light profile before each primary productivity CTD 
cast.  A map of the study region showing the location of CTD stations is displayed 
in Figure 3.1.  Raw full-rate data recorded from the CTD casts were initially 
processed using Pstar to de-spike the data, average over 1 second and calculate 
density from the temperature and salinity measurements.  From full profile CTDs 
samples were taken in the following order: oxygen, nutrients, salinities and 
chlorophyll.  The standard bottle firing depths were (wire out in metres): 5(x2), 
10, 25, 50, 75, 100, 125, 150, 200, 300, 400, 600, 800, 1000, 1250, 1500, 1750, 
2000, 2250, 2500, 2750, bottom.  Chlorophyll samples were drawn from the top 
six rosette bottles for chlorophyll-a and other pigment studies and size 
fractionation.  The chlorophyll-a samples were analysed fluorometrically as 
outlined above and used to calibrate the CTD fluorometer.  Calibration was 
carried out on a cruise-by-cruise basis by calculating a linear fit (least squares 
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regression) between all the bottle samples and CTD fluorescence (after initial 
SeaBird calibration from volts to mgm-3).  No correction was made for quenching.  
Standard deviations of residuals were 0.05 mgm-3 for D258, 0.2 mgm-3 for D262, 
0.14 mgm-3 for D264 and 0.016 mgm-3 for D267 (Holliday et al., 2005).  Similarly 
salinity samples were analysed as above and used to calibrate the conductivity 
sensor.  A single Pstar format file containing the CTD instrument data plus the 
bottle sample measurements (e.g. nutrients, chl-a etc.) was created for each CTD 
cast. 
 
Phytoplankton samples for species identification analysis were taken at the 
surface, the chlorophyll maximum and at 100 m depth.  Duplicates of 100 ml 
samples at each depth were preserved with 1% Lugol’s solution and 2 % buffered 
formalin.  Taxa counts were performed by inverted microscopy. Biovolume was 
calculated for each protist plankton species (Kovala and Larrance, 1966) then 
converted to carbon biomass following carbon to biovolume relationships 
described for diatoms (Menden Deuer and Lessard, 2000) and non-diatom protist 
plankton (Strathman, 1967).  Picoplankton samples were enumerated with a 
LEICA DMIRB microscope with a 1000x magnification. 
 
 
3.2.  SEAWIFS CHLOROPHYLL-A:
 
 
The principle that particulate and dissolved substances suspended in water 
will interact with incident light forms the basis of ocean colour remote sensing.  In 
conditions typical for the open ocean, where concentrations of particulate matter 
and dissolved substances are low, water molecules scatter light in a way similar to 
the atmosphere, producing a characteristic deep blue colour.  The scattering of 
light by particulates and the absorption of light by dissolved substances will alter 
this colour.  Chlorophyll, the photosynthetic pigment found in phytoplankton, 
absorbs strongly in the red and blue regions of the visible light spectrum, but not 
in the green.  Therefore as the concentration of phytoplankton increases, the 
colour of the water will appear increasingly green.  The absorption of light can be 
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quantified to determine the concentration of chlorophyll in the water, allowing 
estimation of phytoplankton abundance in a given area (McClain et al., 2000). 
 
The SeaWiFS instrument, carried aboard the SeaStar satellite, began 
acquiring data on the 16th September 1997 and is still operational.  The project’s 
purpose is to obtain global ocean colour data and to process that data, in 
conjunction with ancillary data, into meaningful biological parameters (Hooker et 
al., 1992).  The value of satellite-measured ocean colour to biological 
oceanography was proved by the Coastal Zone Colour Scanner (CZCS) 
instrument, whose demise in 1986 prompted the development of SeaWiFS.  
Whilst CZCS was envisioned as a proof-of-concept sensor, SeaWiFS was 
specifically designed to study ocean colour.  The instrument has six visible 
wavelength wavebands and two high-sensitivity near-infrared wavebands (Table 
3.1).  Selection of the SeaWiFS wavebands was based on consideration of the 
spectral absorption characteristics of common in-water optical constituents, mean 
extra-terrestrial irradiance and spectral transmittance of atmospheric constituents. 
 
 
3.2.1.  DATA PROCESSING: 
 
 
SeaWiFS data are freely available for scientific research purposes subject 
to prior approval by the SeaWiFS project and with a two-week embargo period.  
Level 1A Local Area Coverage (LAC) 1km resolution data were downloaded 
from the password protected Distributed Active Archive Center (DAAC) site at 
http://daac.gsfc.nasa.gov/data/dataset/SEAWIFS/.  L1 data consists of at-
spacecraft raw radiance counts with calibration and navigation information 
available separately in the data file.  All satellite passes available from the HRPT 
(High Resolution Picture Transmission) station HDUN (Dundee University) 
between March and October 1997-2003 were ordered.  Data prior to March and 
after October were very cloud-contaminated and the low incidence angle of solar 
radiation masked large parts of the study region.  In addition the ancillary data 
files containing TOVS and EPTOMS ozone measurements and NCEP 
meteorology data were downloaded.  The data were ordered in 2-weekly blocks, 
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limited by size constraints on the NASA ftp site (maximum 2GB per order) and 
file storage space at NOCS.  After a delay of approximately 6 hours the data were 
available to download from the NASA ftp site (ftp:\\daac.gsfc.nasa.gov) as 
Hierarchical Data Format (.hdf) files.     
 
NASA provide IDL-based software, SeaDAS, which enables users to 
process and display Level 1 to 3 SeaWiFS data (http://seadas.gsfc.nasa.gov).  
SeaDAS v4.0 has an interactive user-interface and allows the user to generate a 
Level 2 product from the Level 1 files supplied from the DAAC.  L2 data consists 
of five normalized water-leaving radiances and seven geophysical parameters 
(including chlorophyll-a concentration: chl-a) derived from the radiance data.  
Processing to L2 with the SeaDAS software also outputs the L2 flags, which mark 
areas where confidence in the chl-a product is low.  Each flag has a code denoting 
why the pixel has been flagged.  The reasons for low confidence cover a wide 
range of atmospheric and geophysical effects, such as sun glint, too high a wind 
speed, ice and coccolithophore blooms.  At this stage in the processing the ozone 
and meteorological data files are used to correct for atmospheric effects, such as 
light scattering and sun angles differing from the nadir. The calculation of chl-a 
uses the NASA OC4 algorithm: 
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where Rrs is the remote sensing reflectance at a particular wavelength, C is the 
derived chlorophyll-a and a0 to a4 are constants calibrated to the SeaBASS in situ 
chl-a dataset (see Section 3.2.2 for a discussion of SeaBASS).  In the multi-band 
technique the maximum ratio between the three wavebands at 443, 490 and 510 
nm is used as the numerator in the above equation.  This method should improve 
estimation of chl-a at low concentrations and prevent saturation at concentrations 
of chl-a > 1.5 mgm-3 (O’Reilly et al., 1998).   
 
The next stage is to project the L2 product onto a suitable reference grid.  
The navigation data are included so that land masks may be correctly placed.  For 
this dataset a cylindrical projection was chosen and the region bounded by 55N-
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66N, 44W-20W was extracted into an image 1000 x 1000 pixels, so that each 
pixel covered an area ~1km2.  To carry out this procedure using the SeaDAS 
interface for the ~1000 images downloaded would have been extremely time 
consuming.  In response Dave Poulter (Laboratory for Satellite Oceanography, 
NOCS) wrote an IDL script, SeaPiCK, which allowed the user to batch process L1 
files to L2 projected files.  This increased the efficiency of processing immensely 
and allowed each 2 week long batch of data to be processed in ~12 hours without 
any further input from the user. 
 
The resulting hdf files contain mapped chl-a and L2 flag data, each a 
single swath from every satellite pass that was within range of the Dundee 
University receiving station.  For each day up to 3 images were available, each 
covering a different part of the study region.  Daily and 3-day composites of the 
data were created from the swaths.  A further IDL script written by Dave Poulter 
created the composites by calculating the median, for each pixel, across all images 
where data for that pixel were available.  3-day means were only created if at least 
two out of the three days contained data.  The script outputs a bitmap file with 
pixels on a digital colour scale from 0 (black) to 255 (white) with the land masses 
overlaid.  To convert from digital number to chl-a the following equation must be 
applied: 
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where D = digital number and C = chl-a concentration. 
 
A script was written to read the bitmap files into Matlab.  The script allows 
the user to specify the latitude and longitude of the study region and the averaging 
interval required (e.g. into 0.5° x 0.5° boxes).  The resulting images were found to 
be rather ‘speckled’ – that is they contained isolated pixels of unreasonably high 
chl-a values, probably due to cloud contamination.  In an attempt to remove these 
spurious values pixels which lay outside 2 standard deviations of the mean chl-a 
value were set to NaNs (Not a Number – the Matlab designation for missing data).  
The data are then split into squares of size specified by the user and a mean value 
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for that box is calculated.  Where sufficient data were available the chl-a data 
were interpolated – this bridged small data gaps, but could not fill in large areas 
affected by cloud.  This script outputs a 3-D matrix of chl-a for each year of data.  
The matrix size is ((lat_start-lat_end)/size of box, (lon_start-lon_end)/size of box, 
number of weeks) e.g. for 55N-66N and 44W-20W split into 0.5° boxes for 365 
days the matrix will be of size (22 x 48 x 365).  This format allows easy 
manipulation and plotting of the data and comparison with other datasets.  
Monthly means were also created from the daily files for March to October for 
1998 – 2003.   
 
 
3.2.2.  LIMITATIONS OF SEAWIFS CHLOROPHYLL-A DATA:
 
 
 The SeaWiFS instrument purports to achieve radiometric accuracy to + 
5% and retrieved chlorophyll-a concentration to an accuracy of + 30%.  The 
difference in achievable accuracies between the measured water-leaving radiance 
and the chlorophyll-a product indicates that accurately retrieving biological 
information from ocean colour measurements is not a straightforward task.   
 
 Even before algorithms to estimate chl-a from ocean colour are 
considered, a key difficulty lies in the small range of radiances measured by the 
satellite.  Figure 3.2 shows results from a model which simulates a high latitude 
ocean with a typical, cloud-free atmosphere (Hooker et al., 1992).  Note that 
virtually the entire range of oceanic chlorophyll (from 0.01 to 10 mgm-3) is 
contained within a very narrow band of at-satellite radiances, requiring a highly 
stable and sensitive instrument with precise corrections for atmospheric radiances.  
 
The optical signal reaching SeaWiFS contains information not just about 
the surface layer, it also contains contributions from deeper within the water 
column (Platt and Sathyendranath, 1988).  However, the signal is strongly damped 
by the attenuation between the surface and at depth.  This damping reduces the 
contributions from deeper than one attenuation length to negligible levels.  The 
attenuation depends on the viewing wavelength and the optical properties of the 
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water, which in turn are determined by the amount and nature of particulate 
material in the water column (Gordon and McCluney, 1975).  Even above the 
attenuation depth the signal is heavily weighted towards the surface because of the 
exponential decay of the light as it travels through the water column 
(Sathyendranath, 1986).  The attenuation length does not encompass all depths 
where photosynthesis takes place i.e. the photic zone, which is typically ~4 
attenuation lengths (Gordon and Clark, 1980).  Vertical profiles of phytoplankton 
also rarely show an homogeneous distribution, which can result in errors in the 
satellite-derived estimation of pigment concentration (Ballestero, 1999).  In situ 
profiles often show a subsurface maximum in chlorophyll concentration, which 
usually occurs within the photic zone but below the one attenuation length and 
therefore may be partially or completely invisible to a satellite sensor (Platt and 
Sathyendranath 1988).  The chl-a concentration that SeaWiFS measures is 
therefore not purely a surface value, but a weighted average over the attenuation 
depth, which may also not be representative of the average chl-a concentration 
throughout the euphotic zone.  In the central Irminger Basin the water is generally 
very clear and free from particulate matter.  In winter the attenuation depth is 
approximately 25m and is reduced to around 10m in spring.  SeaWiFS is therefore 
actually measuring a weighted distribution of the chl-a over a few metres depth.  
In comparison, in situ samples for chlorophyll fluorescence on the Marine 
Productivity cruises were discrete samples taken from the ship’s non-toxic supply, 
which draws water from ~5m depth.   
 
The derivation of chl-a concentration from radiance relies on the fact that 
chlorophyll-a absorbs relatively more blue and red light than green, and the 
spectrum of backscattered sunlight progressively shifts from deep blue to green as 
the concentration of phytoplankton increases (e.g. Yentsch, 1960).  The 
chlorophyll-a absorption spectrum (Figure 3.3) displays a double peak, with 
absorption maxima at wavelengths of 430nm (blue) and 662nm (red).  However 
chl-a is not the only pigment in seawater which absorbs light in this range.  
Chlorophyll-b and c spectra are different to, but overlap with, chl-a and in 
addition there are many accessory pigments and degradation products associated 
with phytoplankton which absorb in the optical wavelengths.  Separating the 
signal associated with chl-a from that of other pigments is attempted through the 
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maximum band ratio method (see preceding Section 3.2.1).  The empirical 
relationship employed by this method was derived by comparing in situ radiance 
and pigment measurements with SeaWiFS derived chl-a.   
 
The SeaBASS dataset (http://seabass.gsfc.nasa.gov/) archives 
measurements of apparent and inherent optical properties, phytoplankton pigment 
concentrations, and other related oceanographic and atmospheric data, such as 
water temperature, salinity, wind speed, and aerosol optical thickness from world-
wide cruises undertaken between 1975 and the present.  The archive contains data 
from over 1,100 field campaigns, however some regions of the world ocean have 
very poor coverage (Werdell et al., 2003).  For example, there are only 48 data 
points for the Irminger Basin (IB), none of which lie in the central basin (Figure 
3.4).  If the IB is typical of other high latitude regions, i.e. has similar bio-optical 
properties, this lack of in situ validation data should not present any major 
difficulties.  However, the Greenland, Iceland and Norwegian (GIN) Seas have 
been found to have atypical relative concentrations of chl-a and b (Trees et al., 
1992).  Chl-a is ~75% of the global average, whilst chl-b is double the global 
average.  In addition, relative to chl-a, there are substantially more carotenoids in 
the GIN seas than anywhere else.  Only in this region are they the major pigment 
group and exceed the fraction for chl-a (Aiken et al., 1995).  Chl-b absorbs more 
strongly at its peak absorbance (at wavelength 490 nm) than chl-a at its peak 
wavelength of 443 nm (see Figure 3.3).  A higher proportion of chl-b in the 
phytoplankton population will result in a reduced chl-a signal, as detected by 
SeaWiFS.    
 
The SeaBASS dataset, used to calibrate the SeaWiFS chl-a algorithm, 
contains chl-a and other pigment measurements from both fluorescence and HPLC 
(High Performance Liquid Chromatography) methods.  Both of these techniques 
have inherent errors, particularly the fluorometric method where inaccuracies are 
introduced when chlorophylls b and c and phaeopigments are present (e.g. Bianchi 
et al., 1995).  HPLC minimizes these interferences, since the pigments are 
physically separated on a column and individually quantified by absorption and 
fluorescence detectors (JGOFS, 1991).  As an example, Moore et al. (2005) found 
that in the Iceland Basin the chl-a concentration measured by HPLC was 50% of 
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that from fluorometry.  In regions with little input to the SeaBASS dataset, and 
particularly those where only fluorometric measurements of chl-a are available, 
the SeaWiFS algorithm may contain significant errors. 
 
The bio-optical properties of high latitude regions are recognised to be 
significantly different from lower latitude ecosystems (Mitchell, 1992).  High-
latitude plankton are often larger and are acclimated to low temperature and light 
regimes (Mitchell and Holm-Hansen, 1991) with low light adapted phytoplankton 
containing a reduced proportion of carotenoid pigments (Mitchell and Kiefer, 
1988).  Chlorophyll-specific absorption is lower than in temperate latitude 
phytoplankton due to packaging effects (Holm-Hansen and Mitchell, 1991), that 
is, the reduction in absorption efficiency of a substance enclosed in a particle in 
comparison with the absorption efficiency of the same substance in solution 
(Duysens, 1956; Kirk, 1994).  In phytoplankton, the packaging effect is a function 
of the diameter of the cell and the intracellular concentration of pigments (Morel 
& Bricaud 1981; Sathyendranath et al. 1987).  Nonpigmented particle absorption 
(i.e. by suspended particulate matter or gelbstoff) is also relatively low in high 
latitudes (Cota et al., 2003).  Combined, these factors can result in a higher 
reflectance in the blue part of the spectrum and a reduced reflectance in the green 
compared to lower latitude ecosystems (Dierssen and Smith, 2000; Stramska et 
al., 2003).  This will result in an apparent reduced chl-a concentration, as 
measured by SeaWiFS.  
 
The North Atlantic spring bloom is believed to consist primarily of 
diatoms in the early stages with a progression to smaller plankton species, such as 
prymnesiophytes and dinoflagellates, once the diatoms have depleted the surface 
silica reserves (e.g. Mitchell, 1992; Barlow et al., 1993; Gregg et al., 2003; Moore 
et al., 2005).  Chl-a cell concentration is known to vary between different 
phytoplankton species (Chan, 1978; Jeffrey and Vesk, 1997) and in the same 
species under different growth conditions (Goericke and Montoya, 1998; Marra, 
1997).  Therefore a typical North Atlantic bloom might appear in the SeaWiFS 
chl-a product as a peak early in the spring when the bloom is dominated by chl-a 
rich diatoms, then, as the diatom population falls back and the bloom becomes 
dominated by chl-a poor flagellates, the SeaWiFS chl-a concentration will also 
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drop, leading to a bias in the satellite measured signal.  The SeaWiFS chl-a 
product is strongly influenced by the species present in the water and their relative 
concentrations of chl-a. 
 
The SeaWiFS sensor has a spatial resolution of 1km – that is it measures 
the total radiance of a patch of water over an area 1km2.  The distribution of 
phytoplankton in surface waters is affected by turbulence and any biological 
patchiness which occurs on a scale of around, or less than, 1km will not be 
resolved by SeaWiFS.  In situ measurements of chlorophyll are point 
measurements, often widely spaced, and as such are also not able to adequately 
represent the small-scale variability in phytoplankton distribution.  Sub-pixel 
clouds can also contaminate the signal, leading to spuriously high chl-a values, 
and are characterised by speckles on an image. This patchiness can lead to 
uncertainties in the comparison of in situ measurements with satellite data.     
 
 Importantly, the SeaWiFS chl-a concentration does not equate to biomass.  
There are many problems with associating chl-a concentration with biomass: (a) 
chlorophyll concentration per cell is species specific, (b) older cells have fewer 
pigments, (c) pigment composition and concentration is affected not only by 
nutrients, but also by light intensity and spectral quality, (d) usually only chl-a is 
measured, although other pigments and accessories may be present and (e) 
chlorophyll concentration and cell size are not always correlated (Clark, 1997).  
 
All of the above factors contribute to uncertainties in the SeaWiFS chl-a 
product, including in the Irminger Basin.  When using the chl-a concentration in 
this region it is important to consider the potential sources of error and to bear in 
mind that the accuracy of the chl-a signal may have been compromised.  Bias can 
easily be introduced into a dataset such as this, which is affected by cloud cover 
and does not have a simple biological regime.  The match-up of in situ 
chlorophyll-a measurements against SeaWiFS chl-a is demonstrated in Figure 3.5.  
The fluorometrically measured chlorophyll-a concentration taken in situ during 
the four Marine Productivity cruises is plotted against the coincident (same day, 
within 0.25° in latitude and longitude) SeaWiFS chl-a.  The SeaWiFS chl-a is 
generally an underestimate of the in situ chlorophyll concentration.  A linear 
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regression has a correlation of r2 = 0.23, rmse = 0.32 mg m-3, p < 0.01, n = 266 
and the equation Chlin situ = 0.57 + 0.61*ChlSeaWiFS. 
 
Despite the uncertainties in satellite-derived chlorophyll concentrations, 
satellite remote sensing is the only method which provides sufficient spatial and 
temporal resolution to study many phenomena, including interannual variability of 
the spring bloom.  In situ measurements of chlorophyll concentration also have 
errors associated with them, some of which are quite considerable.  In conclusion, 
satellite measurements are the only feasible option for studying large-scale, or 
long time-scale, processes.  Although errors exist in the derivation of chlorophyll-
a from ocean colour, as with in situ measurements errors do not invalidate the 
data, provided careful consideration of the sources of the inaccuracies are 
considered when drawing conclusions. 
 
 
3.3.  AVHRR SEA SURFACE TEMPERATURE: 
 
 
 The Advanced Very High Resolution Radiometer (AVHRR) is a broad-
band, four or five channel (depending on the model) scanner, sensing in the 
visible, near-infrared, and thermal infrared portions of the electromagnetic 
spectrum. This sensor is carried on National Oceanic and Atmospheric 
Administration's (NOAA's) Polar Orbiting Environmental Satellites (POES), 
beginning with TIROS-N in 1978 and providing a continuous source of global Sea 
Surface Temperature (SST) data since then (Hastings, 2001).  The history of SST 
computation from AVHRR radiances is discussed at length by McClain et al. 
(1985).  Briefly, radiative transfer theory is used to correct for the effects of the 
atmosphere on the observations by utilizing ‘windows’ of the electromagnetic 
spectrum where little or no atmospheric absorption occurs.  Channel radiances are 
transformed (through the use of the Planck function) to units of temperature, then 
compared to a priori temperatures measured at the surface.  This comparison 
yields coefficients which, when applied to the global AVHRR data, give estimates 
of surface temperature which are nominally accurate to + 0.3°C (Vazquez, 1999). 
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 AVHRR SST data were ordered through the NASA JPL Physical 
Oceanography Distributed Active Archive Center (PODAAC) POET GUI tool 
(http://podaac-esip.jpl.nasa.gov/poet/).  The AVHRR data are available at 0.5° 
resolution as a daily product.  All data from 1st January 1998 to 31st December 
2003 for the region 55N–66N, 20W–44W were ordered as latitude-longitude maps 
in ASCII format.  The data were instantly available to download from the JPL ftp 
site (ftp:\\podaac.jpl.nasa.gov).  A script was written to import the daily ASCII 
files into Matlab and create three day averages from the daily data.  Linear 
interpolation allowed small gaps in the data due to cloud cover to be filled. 
 
 
3.4.  WIND SPEED AND DIRECTION: 
 
 
 Radar scatterometers are able to measure winds over the ocean from space.  
A scatterometer transmits pulses of microwave energy and the energy in the 
returned echo depends on the electrical properties and roughness of the surface.  
Over the ocean the roughness is a function of the near-surface vector wind which 
generates ocean waves.  With measurements made from multiple azimuth 
directions, the wind at approximately 10m above the sea surface can be estimated 
from the radar measurements.  
 
 Scatterometers aboard two different satellites are used in this study.  Wind 
data pre June-1999 was from the Active Microwave Instrument aboard ERS-2.  
After this time, data from the SeaWinds instrument aboard the QuikBird satellite 
(commonly called QuikScat) was used.  
 
 ERS-2 was launched by the European Space Agency in April 1995 and is 
still operating.  The platform carries several instruments including the Active 
Microwave Instrument (AMI) which combines the functions of a Synthetic 
Aperture Radar and a wind scatterometer.  The wind scatterometer uses three 
sideways looking antennae; one pointing normal to the satellite flight path, one 
pointing 45° forward and the third pointing 45° backward. These antenna beams 
continuously illuminate a swath 500 km wide as the satellite advances along its 
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orbit and each provide measurements of radar backscatter from the sea surface for 
overlapping 50 km resolution cells using a 25 km grid spacing.  The accuracy of 
the derived wind speed is + 2ms-1 for wind speed and + 40° for wind direction 
(http://earth.esa.int/ers/eeo4.144/). 
 
 ERS-2 wind speed data were ordered through the NASA JPL Physical 
Oceanography Distributed Active Archive Center (PODAAC) website 
(http://podaac-esip.jpl.nasa.gov/poet/).  The ERS-2 data are available at 1° 
resolution as a weekly averaged product.  All data from 1st January 1998 to mid-
July 1999 for the region 55N – 66N, 20W – 44W were ordered as latitude-
longitude maps in ASCII format.  The data are instantly available to download 
from the JPL ftp site (ftp:\\podaac.jpl.nasa.gov).  A Matlab script was written to 
import the ASCII files into Matlab.  As the other satellite data were at a resolution 
of 0.5° a linear interpolation was carried out to extrapolate the data from 1° to 0.5° 
resolution. 
 
 The QuikScat scatterometer is a microwave radar designed specifically to 
measure ocean near-surface wind speed and direction.  The SeaWinds mission 
was a "quick recovery" mission to fill the gap created by the loss of data from the 
NASA Scatterometer (NSCAT), when the satellite it was flying on lost power in 
June 1997.  It uses a rotating dish antenna with two spot beams that sweep in a 
circular pattern to collect data in a continuous, 1,800-kilometer-wide swath with a 
wind vector resolution of 25 km.  The wind speed and direction are derived from 
the satellite-received backscatter intensity using the Ku-2001 algorithm based on 
Liu and Tang (1996).  Wind speed and direction daily data is available from July 
19th 1999 and is accurate to + 0.5ms-1 and + 20° respectively (http://winds.jpl. 
nasa.gov/missions/quikscat/index.cfm). 
 
 QuikScat data is available free of charge through Remote Sensing Systems 
Inc. (http://www.remss.com/).  The data is provided at 0.25° resolution as a daily 
product in gridded binary data files from the RSS ftp site (ftp:\\ftp.ssmi.com).  
These files contain wind speed and wind direction data and a rain flag (rain is 
known to reduce the accuracy of the wind measurements).  All daily data files 
from 19th July 1999 to 31st December 2003 were downloaded.  Basic routines to 
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read the data files into Matlab are provided by RSS.  These were adapted to 
extract only the relevant region from the global data set (55N-66N, 44W-20W) 
and to resample the data to a 0.5° grid to match the other satellite data.  To convert 
from digital number (DN) to wind speed and direction, the following scalings 
were applied: 
 
;2.0*DNspeed =   5.1*DNdirection =  
 
 
 
3.5.  SEAWIFS PHOTOSYNTHETICALLY AVAILABLE RADIATION: 
 
 
The amount and intensity of light reaching the ocean surface is a crucial 
variable affecting the production of carbon by phytoplankton.  Photosynthetically 
Available Radiation (PAR) is the incident quantum flux in the wavelength range 
400 to 700 nm (the range in which photosynthetic pigments efficiently absorb 
light), i.e. the number of photons available for photosynthesis.  The primary 
environmental factor affecting the amount of light reaching the sea surface is 
atmospheric cloud cover.  Contributing factors that affect the solar irradiance are 
the type of cloud cover, the presence of atmospheric aerosols, and the solar zenith 
angle (i.e. low latitudes receive more solar irradiance than high latitudes).  The 
solar irradiance products produced for SeaWiFS use data on cloud and ice cover, 
albedo, cloud optical thickness etc. from the International Satellite Cloud 
Climatology Project (ISCCP).  Atmospheric, cloud, and surface data from ISCCP 
are used as input with a fast scheme for computing clear-sky irradiance from the 
solar zenith angle, air properties, and surface reflectance.  The scheme then uses 
simple cloud properties (cloud fraction, cloud optical thickness, and diffuse 
albedo) to produce daily-averaged total and photosynthetically active solar 
irradiance fields.  Descriptions of the algorithm used, algorithm verification, and 
results of global data analysis can be found in Bishop and Rossow (1991) and 
Bishop, Rossow and Dutton (1997).  The SeaWiFS PAR product is accurate to 
within + 15 % (Frouin et al., 2003). 
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  Global, daily, 9km resolution PAR data is available in hdf format to 
approved SeaWiFS users from ftp://samoa.gsfc.nasa.gov.  All data from March 
1998 to October 2003 were downloaded.  Data from November to January are 
absent due to the low sun angle at this time of year.  A Matlab script was written 
to read in the hdf files, select the data in the study region (55N-66N, 44W-20W), 
resample the data to 0.5° resolution using a linear interpolation scheme and create 
three day composites, in order to be on the same spatial and temporal scale as the 
other satellite data.  To convert from digital number (DN) to PAR the following 
scaling was applied: 
 
DNPAR *3.0=  
 
The PAR is expressed in Einsteins m-2 day-1, equivalent to mol photons m-2 day-1.  
Conversion to W m-2 is by (Smith and Morel, 1974): 
 
PAR (Watts)  =  PAR (Einsteins) . 6x1023
           86400 . 2.77x1018 
 
 
 
3.6.  SEAWIFS DIFFUSE ATTENUATION COEFFICIENT: 
 
 
 K490, the diffuse attenuation coefficient, represents the rate at which light 
at a wavelength of 490 nm is attenuated with depth.  Gordon and McCluney 
(1975) showed that ~90% of remotely sensed ocean colour is reflected from the 
upper layer, the depth of which is the inverse of K490.  The SeaWiFS K490 
algorithm uses the water-leaving radiances at wavelengths 490 nm and 555 nm 
and constants derived from the SeaBASS data archive (see Section 3.2.2 on 
SeaWiFS data).  The algorithm is expected to work well in open ocean waters, but 
less well in turbid, coastal waters.  Full details of the algorithm and its verification 
can be found in O’Reilly et al. (2000).  The SeaWiFS K490 product has an 
accuracy of + 25% (Mueller, 2000). 
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 8-day composites at global 9km resolution are available in hdf format to 
approved SeaWiFS users from ftp:\\samoa.gsfc.nasa.gov.  All data from March 
1998 to October 2003 were downloaded.  Data from November and February are 
absent due to the low sun angle at this time of year.  A Matlab script was written 
to read in the hdf files, select the study region (55N-66N, 44W-20W) and to 
resample the data to 0.5°, daily resolution using a linear interpolation scheme in 
order to be on the same spatial scale as the other satellite data.  To convert from 
digital number (DN) to K490 the following scaling equation was applied: 
 
)2)*01.0((10490 −= DNK  
 
 
 
3.7.  NCEP NET HEAT FLUX: 
 
 
 The net air-sea heat flux defines whether the ocean surface is being heated 
or cooling down.  The balance of fluxes is: 
 
ISLBnet QQQQQ +++=  
 
where QB is the net upward flux of long-wave radiation, QB L is the upward latent 
heat flux, QS is the upward sensible heat flux, QI is the net flux of solar radiation 
and Qnet, the net heat flux, is negative out of the ocean and positive into the ocean.  
The heat flux is a measure of the stability of the water column and also reflects 
cloudiness. 
 
The NCEP/NCAR (National Centers for Environmental Prediction/ 
National Center for Atmospheric Research) Reanalysis Project is an effort to 
reanalyze historical land and marine surface meteorological data using coupled 
models. The project uses a state-of-the-art analysis/forecast system to perform 
data assimilation using past data from 1948 to the present.  The model includes 
parameterizations of all major physical processes, i.e. convection, large scale 
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precipitation, shallow convection, gravity wave drag, radiation with diurnal cycle 
and interaction with clouds, boundary layer physics, an interactive surface 
hydrology, and vertical and horizontal diffusion processes.  Details of the model 
dynamics and physics can be found in Kanamitsu (1989) and Kanamitsu et al. 
(1991).  6-hourly, daily and monthly data of a suite of atmospheric variables, such 
as humidity, wind speed, soil moisture, precipitation etc. are available at various 
pressure levels from 10m to 1000m above sea-level.   
 
 NCEP/NCAR reanalysis products are freely available to download from 
their website (http://www.cdc.noaa.gov/cdc/data.ncep.reanalysis.html).  Daily, 
surface, Gaussian-gridded data at 2° resolution (the highest resolution available) 
from 1st January 1998 to 31st December 2003 in NetCDF format were downloaded 
from the NCEP/NCAR ftp site (ftp:\\ftp.cdc.noaa.gov).  As net heat flux is not 
available as a product, variables for net upward flux of long-wave radiation, 
upward latent heat flux, upward sensible heat flux and net flux of short-wave solar 
radiation were downloaded (NCEP variables nlwrs.sfc, lhtfl.sfc, shtfl.sfc and 
nswrs.sfc respectively).  In order for Matlab to read NetCDF files a specific 
toolbox had to be installed.  This toolbox software is written, maintained and 
supported by Dr. Charles R. Denham, U.S. Geological Survey, Woods Hole and is 
freely available to download from http://woodshole.er.usgs.gov/staffpages/ 
cdenham/public_html/MexCDF/nc4ml5.html. 
 
 A Matlab script was written to read in the daily NetCDF files for all the 
variables, select the study region (55N-66N, 44W-20W) calculate the net heat 
flux, make 3 day averages and extrapolate the data to 0.5° resolution using a 
nearest neighbour interpolation scheme.  To convert from digital number (DN) to 
the heat flux components the following scaling equations were applied: 
 
3176.5DN*14901160.10000000
856.5DN*14901160.10000000
2176.5DN*14901160.10000000
1876.5DN*14901160.10000000
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where QI, QS, QL and QB are as above and DN is the digital number.  The net heat 
flux has errors that vary seasonally and regionally, but the mean error is 
B
+ 30  
Wm-2 (Josey et al., 1999). 
 
 
3.8.  ARGO FLOAT TEMPERATURE AND SALINITY PROFILES: 
 
 
 Argo floats are a global array of temperature/salinity profiling floats 
(http://argo.jcommops.org/).  The first Argo deployment began in 2000 and the 
network has now grown to over 1000 operational floats worldwide.  The Argo 
programme builds on a previous float deployment programme, PALACE, which 
deployed seven floats in the Irminger Basin in 1996, four with temperature and 
salinity sensors, the others measuring temperature only.  The floats cycle to 2000 
m depth every ten days, with a 4-5 year lifetime for individual instruments.  As 
the floats resurface the T/S profiles are transmitted via satellite to regional data 
centres and are publicly available within a few hours (Roemmich et al., 2001).  
The temperature sensors are accurate to + 0.005°C (Turton, 2002).  The salinity 
sensors are initially accurate to + 0.01 psu (Wong et al., 2003) but as the floats age 
the accuracy of the measurements are susceptible to drift.  The degradation of the 
quality of the data, often due to biofouling, is ~0.0009 psu per month (Bacon et 
al., 2001).  The salinity measurements are consistent between floats to ~0.006 psu 
(Centurioni and Gould, 2004).  
 
 Argo and PALACE float profiles are freely available to download from the 
IFREMER Coriolis project website (http://www.ifremer.fr/coriolis/cdc/ 
default.htm).  All available temperature and/or salinity profiles from 1st January 
1998 to 31st December 2003 in the study region (55N-66N, 44W-20W) were 
downloaded in NetCDF format and imported into Matlab (details of the NetCDF 
toolbox can be found in Section 3.7).   
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3.8.1.  MIXED LAYER DEPTH: 
 
 
 Density profiles were calculated from the salinity and temperature data 
using the UNESCO 1983 equation of state, excluding the bulk secant modulus 
term (Gill, 1982).  However, on examining the density profiles some dubious 
features were seen, which were traced back to the salinity profiles.  A difference 
of up to 1 psu between two floats in similar locations was found.  In addition 
floats prior to ~2001 were equipped with temperature sensors only.  The mixed 
(ML) depth is therefore calculated from the temperature profiles alone.  Several 
different methods for calculating ML depth are available (Thomson and Fine, 
2003).  The threshold method is the simplest and is the one applied here.  The 
depth of the surface mixed layer is defined as the depth z at which the temperature 
difference ΔT(z) = T(z) – T(z0) in the upper ocean exceeds a specified threshold 
value.  Values of ΔT range in the literature from 0.01 to 0.15 °C, however most 
authors agree on a threshold value of Δσθ (potential density difference) of ~0.01 
kgm-3 (see Thomson and Fine, 2003 for a review).  To determine a suitable value 
for ΔT in the study region the in situ CTD profiles were examined.  A potential 
density difference of 0.01 kgm-3 was found to be equivalent to a temperature 
difference of ~0.07 °C between the surface and the mixed layer.  The ML depth of 
each profile was calculated using this method.  As a further check the ML depth 
was also estimated from the maximum value of the Brunt-Väisälä frequency, 
calculated as: 
 
dz
dgN ρρ .
2 −=  
 
where g is the gravitational acceleration constant (= 9.81 ms-2), ρ is the density 
and z is the depth.  The density was calculated using the UNESCO formula 
mentioned previously with the suspect salinity profiles removed.  In addition the 
minimum value of dρ/dz was also calculated.  The ML depths estimated by each 
method were not statistically different.  In all the following work ML depth from 
Argo float profiles has been estimated using the temperature threshold method 
(where ΔT = 0.07 °C). 
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3.9.  1-D PHYSICAL MODEL:
 
 
 For parts of this study a 1-D vertical mixing model, which uses a Kraus 
and Turner (1967) mixing scheme, developed by Stefan Rahmstorf (Institut für 
Meereskunde, Kiel) is used to estimate mixed layer depth.  The fine details of the 
model can be found in Rahmstorf (1991) and only a brief outline is given here.  
The version of the model used in this study was supplied as a Matlab script by 
Joanna Waniek (NOCS) and is as described in Waniek (2003).  
 
 The model represents four physical processes which redistribute heat 
through the water column: wind mixing, convection, upwelling and turbulent 
diffusion.  Its key feature is that the mixed layer depth is not prescribed, but rather 
calculated from integrated kinetic and thermal energy budgets.  The energy budget 
of the mixed layer is defined as: 
 
hBnmUhwg
dt
dhg e 2
1
2
3
0
2
0
−−−=Δ+ ρρ
ρ
ρ          [Eqn 3.1] 
 
where g is the acceleration due to gravity (= 9.81 ms-1), ρ0 is density at the 
surface, ρ is density, h is mixed layer depth, m is the wind mixing efficiency, U is 
the wind speed, we is the entrainment velocity, where: 
 
we =  {    
0
/ dtdh
0/
0/
≤
>
dtdh
dtdh
 
and B = (gα/cpρ0)Q, where Q is the surface heat flux, α is the thermal expansion 
coefficient of seawater and cp is the heat capacity of seawater.  Lastly if B is 
positive (i.e. heating), n = 1; if B is negative (cooling) potential energy is released, 
a fraction of which, f, can be used for further entrainment, so that: 
    
n = {    
f
1
0
0
<
>
B
B
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The left-hand side of Equation 3.1 is then the rate of change of potential energy in 
the water column.  The first term on the right-hand side is the wind input to the 
potential energy and, for cooling (B < 0), the final term is the rate of decrease of 
potential energy due to dissipation of convective energy. 
 
 The mixed layer model described above is embedded in an upwelling-
diffusion model of the whole water column, described by: 
 
z
Tw
z
TK
t
T
∂
∂−∂
∂=∂
∂
2
2
 
 
where K is the turbulent diffusion coefficient, w is the upward vertical velocity 
and T is the ocean temperature at depth z. 
 
 The model takes as its input the wind speed (in ms-1), air temperature at 2 
m (in Kelvin), net shortwave radiation at the surface (in Wm-2), relative humidity 
at the surface (as a % of water per unit of air) and cloud cover (as a percentage 
from 0 to 100 %).  Wind speed was taken from the ERS or QuikSCAT satellites as 
described in Section 3.4.  The other variables were downloaded from the 
NCEP/NCAR Reanalysis Project (NCEP variables: air.2m, nswrs.sfc, 
rhum.sig995 and tcdc.eatm respectively; see Section 3.7 for description of 
NetCDF processing).  The model parameters and their values or formulae are 
listed in Table 3.2.  
 
The model is initialised with temperature and salinity from CTD profiles 
measured on the winter 2001 MarProd cruise.  For the Central Irminger Sea zone 
(see Chapter 5 for definition of zones) CTD 14239 was used, in the Reykjanes 
Ridge region, CTD 14295 and on the East Greenland coast CTD 14249 was used 
(details of the CTD profile locations, dates and measurements can be found in the 
cruise report: Richards et al., 2002).  The model is implemented with a finite 
difference scheme at 2 m vertical resolution to a depth of 800 m, then at a 
resolution of 50 m to the bottom (determined by the maximum depth of the CTD 
profile).  The time step is 1 day.  The model outputs daily profiles of temperature, 
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salinity, density and heat distribution.  Mixed layer depth is estimated using the 
same criteria as for the Argo float data (ΔT = 0.07 °C; see Section 3.8.1). 
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Band Centre 
Wavelength 
Bandwidth Colour Primary use 
1 412 nm 20 nm Violet Gelbstoff 
2 443 nm 20 nm Blue Chlorophyll absorption 
3 490 nm 20 nm Blue-green Pigment absorption (case 2), turbidity 
4 510 nm 20 nm Blue-green Chlorophyll absorption 
5 555 nm 20 nm Green Pigments, optical properties, sediments 
6 670 nm 20 nm Red Atmospheric correction (CZCS 
heritage) 
7 765 nm 40 nm Near-
infrared 
Atmospheric correction, aerosol 
radiance 
8 865 nm 40 nm Near-
infrared 
Atmospheric correction, aerosol 
radiance 
Table 3.1:  SeaWiFS wavelength bands and primary uses.  Note: Case 2 in the third line 
of the table refers to generally coastal, highly productive, turbid waters. 
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Parameter Formula/Symbol Value 
Vertical turbulent diffusion 
coefficient 
K 1.2 cm2 s-1
Vertical velocity W 1.27 x 10-7 ms-1
Longwave radiation, W m-2 )05.039.0).(6.01( 24 awSB emTQ −−−= εσ
 
 
 
Black body correction ε  0.985 
Stefan-Boltzmann constant Σ 5.73 x 10-8 W m-2 
K-4
Vapour pressure for water 
and air, mbar ea,s = r x 6.11 x 3.237
5.7
10 +T
T
 
 
Cloud cover factor mw  
Sensible heat flux, W m-2 QH = cp x CH x ρa(Ta – Ts)U10  
Air and water temperature 
in K 
Ta, Ts  
Wind speed, ms-1 U10  
Specific heat capacity of 
seawater, at constant 
pressure 
cp = 4150 4150 J kg-1 K-1
Stanton number CH  1.1 x 10-3
Latent heat flux, W m-2 QL = ρa x CL x U10 x 0.622p-1(ea – es)  
Air pressure, Pa P  
Air density ρa 1.2 kg m-3
Dalton number CL 1.5 x 10-3
Relative humidity, % R  
Wind mixing efficiency m = 2.5 x 10-3 exp(-h/50)ρaκ  
Mixed layer depth, m H  
Drag coefficient κ  1.2 x 10-3
Acceleration constant G 9.81 m s-1
Attenuation coefficient of 
seawater 
cw 0.04 m-1
 
Table 3.2:  Parameters and their symbols and formulae or values used in the vertical 
mixing model.
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Figure 3.1:  Maps of study area showing location of CTD stations and selected station 
numbers for each of the four Marine Productivity cruises. 
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Figure 3.2:  Comparison of radiances measured at satellite and water leaving radiances for 
chlorophyll concentrations of 0.01 and 10 mgm-3.  Note the small difference in at-satellite 
radiances between low and high chlorophyll concentrations.  From model results over 
cloud-free oceans by H. Gordon in Hooker et al. (1992). 
  
Wavelength, nm 
400   500      600          700  
 
 
 
Figure 3.3:  Relative absorption spectra of phytoplankton pigments chlorophyll-a, 
chlorophyll-b and carotenoids.  From http://www.life.uiuc.edu/govindjee/paper/fig5.gif
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Figure 3.4:  Map showing in situ chl-a measurements (red dots) made in the Irminger 
Basin region contained in the SeaBASS database which is used to calibrate the SeaWiFS 
chl-a algorithm.  SeaBASS map drawing tool available at http://seabass.gsfc.nasa.gov/ 
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Figure 3.5:  In situ fluorometrically measured chlorophyll-a concentration taken on the 
four Marine Productivity cruises against coincident SeaWiFS chl-a.  Black dotted line is 
1:1 line.  Red line shows linear regression best fit: Chlin situ = 0.57 + 0.61*ChlSeaWiFS, r2 = 
0.23, rmse = 0.32 mg m-3, p < 0.01, n = 266. 
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4.  TEMPERATURE-NUTRIENT RELATIONSHIPS: 
 
 
 This chapter examines the possibility of estimating the nutrients nitrate, 
phosphate and silicate from remotely sensed sea surface temperature (SST) and 
chlorophyll-a concentration.  The seasonality in the temperature-nutrient 
relationships are examined and the implications discussed.  Parts of this chapter 
have been previously published as Henson et al. (2003), ‘Seasonal constraints on 
the estimation of new production from space using temperature-nitrate 
relationships’, Geophysical Research Letters 30(17), 1912, which is included as 
Appendix 1. 
 
 
4.1.  THE NEED FOR REMOTELY SENSED NUTRIENT ESTIMATES:
 
 
Supply and depletion of nutrients in surface waters controls phytoplankton 
populations.  Without the major inorganic nutrients (nitrate, silicate and 
phosphate) and some minor ones (e.g. iron, manganese) phytoplankton are unable 
to bloom.  The end of the North Atlantic spring bloom is often associated with 
nutrient depletion, although occasional new growth in the autumn has been linked 
to storms which can re-stock the surface waters with nutrients (see Section 2.1.1 
for a discussion). 
 
Estimating nutrient concentrations is key to understanding planktonic 
ecosystems, but traditional shipboard measurements are not able to sample over 
wide areas or long time periods.  The possibility of estimating nutrient 
concentration from remotely sensed parameters is therefore alluring.  Inverse 
relationships between sea surface temperature and the major inorganic nutrients 
(particularly nitrate) have been determined with the aim of estimating surface 
nutrient concentration from remotely sensed SST.  Correlations have been found 
in regions as diverse as the California Coast (Dugdale et al., 1997), the Northwest 
Iberian upwelling (Álvarez-Salgado et al., 2002), the tropical Pacific (Chavez et 
al., 1996) and the Ushant tidal front in the Bay of Biscay (Morin et al., 1993).  
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Each of the above studies resulted in a different temperature-nitrate (TN) 
relationship: so they are expected to vary spatially, but can they vary temporally 
too?    
 
  The vast majority of work on temperature-nutrient relationships has 
concentrated on nitrate (rather than phosphate or silicate).  Historically there are 
more nitrate measurements available for analysis than for phosphate or silicate.  
Additionally the drawdown of nitrate during the spring bloom can be used to 
estimate new production.  As defined by Dugdale and Goering (1967) new 
production is that portion of total production driven by ‘newly available nitrogen’ 
that is supplied through convective mixing, mesoscale activity or atmospheric 
input.  In terms of the global carbon cycle it is only the new production fraction of 
total production that is available for export to deep waters or higher trophic levels 
(Eppley and Peterson, 1979).  The amount of nitrate consumed by phytoplankton 
over the spring growth period can be converted into an estimate of new production 
via the Redfield ratio (Redfield et al., 1963).  Following Dugdale and Goering’s 
(1967) definition of new production most published studies estimate it from the 
drawdown of nitrate.  More recently however the definition of new production has 
been re-stated as the drawdown of the limiting nutrient over the growth period 
(Aufdenkampe et al., 2002).  This may be nitrate, or it may be silicate or even 
iron.  Nevertheless, several studies have been published which estimate new 
production from nitrate drawdown, either on a local or global scale 
(Sathyendranath et al., 1991; Minas and Minas, 1992; Longhurst et al., 1995; 
Hernàndez-de-la-Torre et al., 2003).    
 
 
4.2.  TEMPERATURE-NITRATE RELATIONSHIPS:  
 
 
The studies of TN relationships mentioned above were generally 
conducted in upwelling regions where cold, nutrient rich water is being regularly 
supplied.  As the water moves offshore it becomes warmer and at the same time 
phytoplankton consume the nutrients – in this situation a monotonic relationship 
between temperature and nitrate may be expected.  But does a simple linear 
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temperature-nitrate regression apply in the Irminger Basin, a region with deep 
winter mixing and no nitrate limitation? 
 
The Marine Productivity data set has the advantage of four successive 
cruises across one whole year.  Any seasonality in the TN relationship in the 
Irminger Basin can therefore be explored.  The possibility of seasonality in the TN 
relationship has been acknowledged (Pastuszak et al., 1982; Gong et al., 1995), 
but the data were inadequate to explore the causes and consequences of 
variability. 
 
This chapter discusses the seasonality and interannual variability in 
temperature-nutrient relationships and a method for mitigating the biological 
dependence in these relationships.  It does not discuss the impacts of nutrient 
concentration and limitation on the spring bloom.  This will be returned to in 
Chapter 7.3.  
 
 
4.2.1.  SEASONALITY IN THE TEMPERATURE-NITRATE 
RELATIONSHIP:
 
 
 Underway surface samples of nitrate were collected on three of the four 
MarProd cruises.  For the winter 2001 cruise, when no underway nutrient samples 
were taken, the nutrient concentration measured from the surface bottle of each of 
the CTD stations was used.  The coincident sea surface temperature for all nutrient 
measurements was taken from the ship’s Surfmet system (see Section 3.1.1 for 
details of data collection and processing).  A total of 468 good quality 
temperature-nitrate pairs were used to create the nitrate against temperature scatter 
plot in Figure 4.1.  A linear least-squares regression was carried out and a 
moderately good fit was obtained (r2 = 0.7; rmse = 2.2 μmol l-1), but the degree of 
correlation is disappointing when compared to other studies.   
 
Previously published studies have tended to aggregate all available cruise 
data in a study region, regardless of season.  However, as the MarProd dataset was 
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collected over four successive seasons it offered the opportunity to investigate the 
seasonal variability of the relationship.  Plots of SST against nitrate were 
produced separately for each cruise (Figure 4.2).  The spring and summer cruise 
plots display no correlation (r2 = 0.02 and 0.24 respectively), whilst both winter 
cruises have strong correlations of r2 greater than 0.8.  Note that the ‘winter’ 
cruises actually took place in November/December when surface cooling was 
beginning to mix the water column, entraining new nutrients which the 
phytoplankton were not able to exploit due to limiting light levels.  Although a 
linear TN relationship in winter is likely (and physically plausible because both 
heat and nutrients are conserved), in spring and summer the biological utilisation 
of nitrate occurs at a different rate to the warming of the sea surface.  The 
seasonality evident in Figure 4.2 suggests that TN relationships can only be 
derived with confidence from early winter data. 
 
Why might a linear relationship between temperature and nutrients be 
expected?  Models of the annual cycle in nutrient and chlorophyll concentrations 
all display a strong seasonality at high latitudes, characterized by a short lived 
burst of phytoplankton growth during the spring bloom.  At the end of winter the 
classic model of the annual nutrient cycle with wind-driven cooling and deep 
convective mixing results in low surface temperatures but high surface nutrient 
levels (see Figure 2.1).  Biological utilization of nitrate is minimal due to low light 
levels and continual mixing until, in spring, increasing light levels and re-
stratification due to increased surface heating and reduced wind stress result in the 
onset of renewed biological production and rapid consumption of nutrients.  The 
water is subsequently warmed through solar heating and depleted of nutrients 
following the onset of the phytoplankton growth season; however, during this time 
nitrate does not behave conservatively.  It is consumed and excreted by biological 
activity.  In post-bloom summer nutrients have been stripped by phytoplankton 
from surface waters and the SST is at its peak.  As solar heating declines through 
autumn and early winter overturning commences, cold nutrient-rich water is 
brought to the surface but phytoplankton are not able to utilize it.  Therefore 
winter is the only time of the year when nitrate and temperature are conserved and 
a linear TN relationship can be expected.  At all other times of the year biological 
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consumption of nutrients and/or solar heating invalidates the assumption that SST 
varies linearly with surface nitrate. 
 
A conceptual model of the seasonal variability of the TN relationship is 
shown in Figure 4.3.  Point A represents post-bloom summer, with high 
temperatures and low nitrate concentrations. Point B is the late winter/pre-bloom 
spring before large-scale nutrient uptake begins and is associated with low 
temperatures and high nitrate concentrations.  Points A and B represent the end-
members of the mixing due to convective overturning that takes place during 
autumn and winter.  The return path from point B to A takes place during the 
growth season and can follow one of two routes.  If biological utilization of nitrate 
occurs at a faster rate than an increase in SST through solar heating, path 1 is 
taken.  Alternatively, if the increase in SST occurs more rapidly than biological 
uptake of nitrate, path 2 will be followed.   
 
In Figure 4.4 data from all four cruises are plotted together.  The spring 
and summer data stand out as ‘blobs’ of data at either end of the linear winter 
data.  The spring cruise took place in April/May 2002, before the spring bloom 
had been initiated in large parts of the basin.  The spring data is clustered around 
point B in the high nitrate, low temperature regime.  A few scattered points have 
lower nitrate values – these measurements were taken along the Iceland and 
Greenland coast where the spring bloom had already begun.  The summer data are 
clustered around point A in the low nitrate, high temperature regime and are 
indicative of the post-bloom state in July/August 2002 at the time of the summer 
cruise.  The data fit the conceptual model in Figure 4.3 well. Most of the spring 
and summer data falls below the winter line, suggesting that the spring bloom in 
2002 followed path 1.  Therefore in the Irminger Basin biological utilisation of 
nitrate occurs at a faster rate than SST increases due to surface heating.  The 
winter 2002 data follows on from Point B, consistent with the transition from a 
high temperature, low nitrate regime back to a low temperature, high nitrate pre-
bloom regime. 
 
As well as seasonal variability, interannual variability is also evident in the 
data.  Figure 4.5 shows TN plots for winter 2001 and winter 2002 on the same 
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axes.  The slopes of the two linear best fit lines are clearly different.  The nitrate 
depletion temperature (NDT; i.e. the temperature at which nitrate goes to zero) is 
~16 °C for winter 2001 and ~19 °C for winter 2002 – a difference of 3° in just one 
year.  Additionally the maximum nitrate observed in winter 2001 is ~16 µmol l-1, 
but in winter 2002 it is just ~12 µmol l-1.  The difference may be attributable to 
changes in the composition of sub-mixed layer water masses, although it is more 
likely due to a difference in mixed layer depth at the time of the two cruises.  
Winter 2002 has a shallower slope than winter 2001 implying that the 2002 early 
winter mixed layer at the time of the cruise was shallower and therefore that less 
nitrate had been mixed into surface waters.  Visual inspection of the cruise CTD 
data for both winters confirms that at the time of D258 (winter 2001) convective 
mixing was well underway and the mixed layer (ML) depth was ~300 m.  During 
D267 (winter 2002) the ML depth was shallower and little evidence of winter 
mixing was observed.  Wintertime meteorological conditions can affect the depth 
of the winter ML and thus nutrient concentrations.  A stormy winter may lead to a 
deeper winter ML and an increased nutrient stock the following spring.  It must be 
remembered however that the ‘winter’ cruises took place in November/ 
December, and whilst the deepening of the ML may have been delayed in 2002 
relative to 2001, by the following spring it is possible that nutrient concentrations 
at the start of the bloom were the same for both years.  
 
The seasonal and interannual variability observed in the TN relationship in 
the Irminger Basin sounds a note of caution about aggregating data compiled from 
several different seasons and years in order to estimate nitrate from remotely 
sensed SST.  More positively, there is a seasonal time range during which a 
mechanistic link between temperature and nitrate exists, and therefore when TN 
relationships can be used with confidence.  
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4.2.2.  REDUCING SEASONALITY IN THE TEMPERATURE-NITRATE 
RELATIONSHIP:
 
 
 As explained in the previous section a linear TN relationship cannot be 
relied upon during the phytoplankton growth season due to the biological 
utilisation of nitrate.  If the effects of biological uptake of nitrate can be mitigated, 
the estimation of nitrate during the growth season may be improved.  Goes et al. 
(1999 and 2000) suggested including chlorophyll a (chl-a) in the regression to 
increase the predictive power of the TN relationship. 
 
 For the Irminger Basin surface chl-a measurements were taken underway 
every four hours from the ship’s non-toxic supply and analysed fluorometrically 
(see Section 3.1.1 for details of the method).  A multiple regression for nitrate 
against SST and chl-a was performed for the entire dataset.  A plot of the 
predicted nitrate and the measured nitrate is shown in Figure 4.6.  The r2 statistic 
is now 0.80, with rmse of 1.77 μmol l-1 (c.f. r2 = 0.71, rmse = 2.2 μmol l-1 without 
chl-a), with p < 0.001 and n = 468.  The regression equation is: 
 
N = 25.33 – 1.78T – 1.84C 
 
The addition of chl-a to the regression has corrected the seasonality in the T-N 
relationship, resulting in a highly linear and physically realistic model.  Armed 
with a statistically sound regression equation surface nitrate can be estimated from 
satellite images of SST and chlorophyll-a at high spatial and temporal resolution.  
In this study the satellite data resolution is 0.5° spatially and up to daily 
temporally – something that would be impossible with traditional ship board 
measurements. 
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4.3.  TEMPERATURE-PHOSPHATE RELATIONSHIP:
 
 
 Figure 4.7 shows temperature against phosphate for all in situ underway 
and surface bottle CTD measurements separated by season.  A linear regression 
performed on all the data, regardless of season, results in an r2 = 0.73 and rmse = 
0.14 μmol l-1.  Although less pronounced there is a seasonality in the data similar 
to that seen in the TN plots with clusters of data in spring and summer and linear 
data in both winters.  Including chlorophyll-a in the regression improves the r2 
statistic to 0.80 and rmse to 0.11 μmol l-1 (Figure 4.8), with p < 0.001 and n = 406.  
The regression equation is: 
 
P = 1.72 – 0.12T – 0.11C 
 
 Phosphate potentially has an important role in global biogeochemical 
cycling.  There are two views of how primary production in the world’s ocean is 
regulated, depending on the timescale in which the question is posed.  On a 
seasonal time scale nitrate is likely to be the first nutrient to be consumed to 
limiting concentrations and so limits seasonal phytoplankton blooms (Falkowski, 
1997).  On a geological timescale nitrogen is released through phytoplankton 
mortality and grazing and returns to the water column in the form of ammonium 
and nitrate.  Nitrogen is also supplied through atmospheric deposition, and so is 
constantly being recycled in the upper ocean.  There is no atmospheric reservoir of 
phosphorus, however and no alternative source once phosphate runs out (Tyrell, 
1999).  Phosphate has been found to be limiting in lake systems (Hecky and 
Kilham, 1988) and in the Sargasso Sea (Wu et al., 2000), but nitrate is, in practice, 
the most limiting nutrient in surface waters. 
 
 
4.4.  TEMPERATURE-SILICATE RELATIONSHIP: 
 
  
 Figure 4.9 shows temperature against silicate for all in situ underway and 
surface bottle CTD measurements separated by season.  A linear regression 
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performed on all the data, regardless of season, results in an r2 = 0.78 and rmse = 
1.38 μmol l-1.  The seasonality seen in the temperature-nitrate plots is not as 
evident in the temperature-silicate data.  Spring silica concentrations are 
consistently ~ 8 μmol l-1 at all temperatures, with the exception of a few outliers, 
whilst the summer silica concentrations are ~ < 2 μmol l-1 at all temperatures.  
During the spring cruise the shallowness of the T-S slope is a consequence of 
geographical differences in surface temperature alone, with higher temperatures 
found towards the east of the basin.  In the North Atlantic the first species to 
bloom and the primary contributor to the huge increases in biomass observed 
during a spring bloom are expected to be diatoms, which require silica to form 
their frustules (Savidge et al., 1995).  The lack of silica consumption during the 
spring cruise suggests that the measurements were taken before the spring bloom 
had begun (this point will be discussed further in Chapter 8.1). 
 
By the time of the summer cruise, at temperatures above ~9 °C, silica is 
consistently below < 2 μmol l-1.  At these concentrations diatoms are out-
competed by other non-siliceous species (Egge and Aksnes, 1992; Brown et al., 
2003).  By the time of the summer cruise the diatom bloom has ended and little 
silica is being consumed.  The dominant phytoplankton species are likely to be 
small flagellates and picoplankton, which do not require silica for growth (this 
will also be discussed further in Chapter 8.1). 
 
Including chl-a in the regression of silica and temperature results in an 
increase of r2 to 0.83 and rmse to 1.32 μmol l-1 (Figure 4.10), with p < 0.001 and n 
= 468.  The regression equation is: 
 
S = 15.66 – 1.33T – 0.59C 
 
The summer silica concentration is relatively insensitive to the inclusion of chl-a, 
although the addition of the chl-a term to the regression improves the linearity in 
the other seasons.  The nature of the regression equation implies that if SST and 
chl-a are decreasing, silica is expected to increase – however this is not occurring 
in summer, hence the overestimation in predicted silica.  There appears to be no 
response in silica concentration to decreasing SST and chl-a, suggesting that 
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during events which mix up cold water, silica is being consumed before it reaches 
the surface waters, indicating the possible presence of a sub-surface  siliceous 
plankton community.  The same issue does not arise in the T-N relationship 
because nitrate remains at relatively high concentrations throughout the year, and 
non-siliceous plankton can continue to flourish in the well-lit surface waters.  
Despite this only approximately 15 % of the predicted summertime silica 
concentrations fall outside two standard deviations from the regression best fit 
line.   
 
 
4.5.  CHAPTER SUMMARY: 
 
 
 The relationships derived above between sea surface temperature and 
nitrate, phosphate and silicate allow estimates of nutrient concentration and 
limitation throughout the basin at high spatial and temporal resolution.  These will 
be vital to filling in the gaps in the in situ record and will allow a better 
understanding of the influence of nutrients on the interannual and spatial 
variability in the spring bloom. 
 
• A seasonal dependence is evident in the temperature-nitrate relationship 
for the Irminger Basin. 
• A linear T-N relationship is valid only in early winter, when surface 
cooling is beginning to mix the water column, entraining new nutrients 
which the phytoplankton are not able to exploit due to limiting light levels. 
• An idealised T-N cycle is suggested and confirmed by the in situ data. 
• Including chl-a in the regression improves the predictive power of the 
relationship. 
• Similarly for phosphate and silicate: seasonality is observed in the data, 
but the relationship with SST is improved if chl-a is included in the 
regression. 
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Figure 4.1:  All surface temperature and nitrate data from all four cruises.  The linear 
regression equation is N = 23 - 1.6T (red line) and has an r2 = 0.70, rmse = 2.2 μmol l-1, p 
< 0.001, n = 468.  Higher order regressions result in no improvement to the r2 statistic. 
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Figure 4.2:  Temperature-nitrate plots for (a) Early winter 2001 (cruise D258, 
November/December), N = 24 – 1.5T, r2 = 0.82, p < 0.001, n = 26;  (b) Spring 2002 
(cruise D262, April/May) and (c) Summer 2002 (cruise D264, July/August) regression 
lines not shown because statistically insignificant; (d) Early winter 2002 (cruise D267, 
November/December), N = 16 – 0.84T, r2 = 0.83, p < 0.001, n = 122.  
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Figure 4.3:  Idealised representation of the annual temperature-nitrate cycle.  Point A 
represents post-bloom summer and Point B pre-bloom spring.  Two alternative spring 
bloom scenarios are represented by Paths 1 and 2. 
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Figure 4.4:  Temperature against nitrate for all four cruises.  Winter 2001 (black solid 
dots), spring 2002 (red squares), summer 2002 (green triangles) and winter 2002 (blue 
open circles).  The straight line is the winter 2001 mixing line and the curved line is the 
return path from point B (pre-bloom spring) to A (post-bloom summer).  
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Figure 4.5:  Temperature against nitrate for winter 2001 (green dots) and winter 2002 
(blue dots).  The individual best fit lines for both winters are also plotted. 
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Figure 4.6:  Nitrate measured in situ against nitrate predicted from a multiple regression 
of SST and chlorophyll against nitrate, N = 25.33 – 1.78T – 1.84C, r2 = 0.80, rmse = 1.77 
μmol l-1, p < 0.001, n = 468.  Higher order regressions make no improvement to the r2 
statistic. 
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Figure 4.7:  Temperature against phosphate for all four cruises.  The regression line is 
shown in black, P = 1.6 – 0.11T, r2 = 0.73, rmse = 0.14 μmol l-1, p < 0.001, n = 406.  
Higher order regressions result in no improvement to the r2 statistic. 
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Figure 4.8:  Phosphate measured in situ against phosphate predicted from a multiple 
regression of SST and chlorophyll against phosphate, P = 1.72 – 0.12T – 0.11C, r2 = 0.80, 
rmse = 0.11 μmol l-1, p < 0.001, n = 406.  Higher order regressions make no improvement 
to the r2 statistic. 
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Figure 4.9:  Temperature against silicate for all four cruises.  The regression line is shown 
in black, S = 15 – 1.3T, r2 = 0.78, rmse = 1.38 μmol l-1, p < 0.001, n = 468.  Higher order 
regressions result in no improvement to the r2 statistic.  The points which show very high 
silica concentrations in spring were measured on the northeast Greenland coast. 
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Figure 4.10:  Silicate measured in situ against silicate predicted from a multiple 
regression of SST and chl against silicate, S = 15.66 – 1.33T – 0.59C, r2 = 0.80, rmse = 
1.32 μmol l-1, p < 0.001, n = 468.  Higher order regressions make no improvement to the 
r2 statistic. 
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5.  BIOGEOGRAPHICAL ZONES OF THE IRMINGER BASIN:
 
 
 The Irminger Basin is divided into biogeographical zones on the basis of 
SeaWiFS chl-a in this chapter.  Two methods are explored: cluster analysis and 
Empirical Orthogonal Function analysis.  The zones defined here will be used in 
the subsequent chapters to represent the spatial variability in chl-a characteristics 
in the basin. 
 
 
5.1.  THE NEED FOR BIOGEOGRAPHICAL ZONES: 
 
 
 When confronted with a large dataset of daily satellite data for several 
parameters spanning six years and covering an area some 3 x 1010 km2 (as in this 
study) it is not feasible to examine every data point or time series.  Instead the 
technique of biogeographical zonation is a convenient way to divide up a large 
area into several regions, within each of which ecological characteristics are 
expected to stay reasonably homogenous.  Such zonation seeks to define regions 
where the observed parameters (in this case SeaWiFS chl-a) display similar 
magnitude and temporal variability.  A large dataset can thus be reduced to a few 
zones whose characteristics are representative of the areas they cover, yet are 
distinct from each other.  Zonation not only reduces the complexity of a dataset 
but also reduces noise: because the features of each data series within a zone are 
similar, a typical mean signal can be determined. 
 
 The concept of biogeographic zones dates back to the early days of 
terrestrial ecology.  However, the division of the oceans into biogeographic zones 
was rather more difficult than for the land, as so few observations existed.  The 
advent of ocean colour satellite measurements in 1979 (the Coastal Zone Colour 
Scanner, CZCS) allowed estimates of chlorophyll concentration with far finer 
spatial and temporal resolution than could ever be obtained with ship board 
measurements.  Although small scale regional zones had been described, or whole 
basins divided purely latitudinally, it was not until 1998 that Alan Longhurst 
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published the first comprehensive atlas of biogeographic zones throughout the 
world’s oceans (Longhurst, 1998).  The Irminger Basin (IB) falls wholly within 
Longhurst’s (1998) Atlantic Arctic Province which extends from the Greenland 
shelf towards the Iceland Basin and is bounded in the south by the Polar Front.  
However, a single province is much too large to be of help in a regional study 
such as this one.  Holliday et al. (2005) used the Marine Productivity dataset (see 
Section 3.1 for a description) to further sub-divide the IB into six zones, on the 
basis of shallow (0-500 m) water types distinguished by their temperature, salinity 
and nutrient concentration– i.e. their physical hydrographic properties (see Figure 
2.15 and Chapter 2.2.1).  This study’s primary focus however is the characteristics 
of the chlorophyll-a distribution.  As the in situ chlorophyll and phytoplankton 
taxonomic data collected during the MarProd programme are insufficient to define 
biological zones, in this study the SeaWiFS chlorophyll-a product is used to 
divide the IB into zones. 
 
 In Figure 5.1 mean monthly composites of six years (1998-2003) of 
SeaWiFS chlorophyll-a concentration (chl-a) data are presented.  The spring 
bloom in the Irminger Basin does not progress smoothly northwards during the 
course of spring, but rather begins in April on the Iceland shelf and in early May 
along the east Greenland coast.  The monthly composites tend to blur the finer 
details of the bloom progression, but this is remedied in Figure 5.2 which presents 
mean (from 1998 – 2003) weekly composites from 8th April to 7th October.  Chl-a 
remains consistently high (~2 mg m-3) on the Iceland shelf from April until 
October, whilst on the Greenland coast the chl-a levels have dropped back from 
~2 mg m-3 in mid-May to ~0.5 mg m-3 by mid-June.  In the central basin (deeper 
than ~2000 m) chl-a is seen to increase to ~1 mg m-3 from mid-May but soon 
returns to low levels (~0.5 mg m-3) by mid-June, although a brief increase to ~0.8 
mg m-3 is observed in late August.  Further east over the Reykjanes Ridge, the 
area shallower than ~1000 m that stretches southwest from Iceland, chl-a slowly 
increases throughout May with the area closest to Iceland experiencing chl-a up to 
~2 mg m-3 and further offshore concentrations reach ~1 mg m-3.  Chl-a remains at 
~0.7 mg m-3 throughout June and July then increases again to ~1 mg m-3 in early 
August before decreasing again during September.  In winter very few SeaWiFS 
chl-a images are available in the Irminger Basin due to cloud cover and low 
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incident sun angle, and therefore they are not presented here.  The first image 
presented, from the 8th to 14th April, shows uniform chl-a of ~0.3 mg m-3 across 
the basin. 
 
 Examination of the composites reveals that the Irminger Basin spring 
bloom has different characteristics in different parts of the basin.  This suggests 
that dividing the basin into zones on the basis of chl-a could be successful.  Two 
quantitative, objective methods for defining the zones are described.  Firstly, 
cluster analysis is used to determine regions which have similar chl-a magnitudes 
on a seasonal time scale.  Then a more complex method for dividing the basin, 
Empirical Orthogonal Function analysis, is described.  
 
 
5.2.  CLUSTER ANALYSIS: 
 
 
 Cluster analysis is a technique which aids in organising large datasets 
into meaningful structures.  It is a multivariate statistical classification for 
discovering whether the individuals of a population fall into different groups by 
making quantitative comparisons of characteristics.  As an exploratory data 
analysis tool it aims to sort objects into different groups in such a way that the 
degree of association between two objects is maximal if they belong to the same 
group and minimal otherwise.  Cluster analysis can be used to highlight patterns in 
data, although it cannot provide an explanation or interpretation for why they 
exist.  
 
 K-means clustering is a method suitable for clustering large data sets, 
which uses the actual observations of objects or individuals in the data.  For n 
objects, each having p variables k-means clustering treats each observation in the 
data as an object having a location in p-space – this is illustrated for a two-
variable (p = 2) example in Figure 5.3.  K-means clustering assesses the distance 
(as shown in Figure 5.3) between each object and every other object in the dataset.  
The distance measure is the squared Euclidean, so that the distance, d, between 
object i and object j is: 
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where x is the variable to be clustered.  It then finds a partition in which objects 
within each cluster are as close to each other as possible and as distant from 
objects in other clusters as possible.  Each cluster in the partition is defined by its 
member objects and by its centre or centroid.  The centroid for each cluster is the 
point to which the sum of distances from all objects in that cluster is minimized – 
this is illustrated for a two-variable (p = 2), three cluster (k = 3) example in Figure 
5.4.  K-means clustering uses an iterative algorithm that minimizes the sum of 
distances from each object to its cluster centroid, over all clusters.  The cluster 
centroids are initially placed at random in the variable space.  Each object is 
assigned to the centroid to which it is closest, creating the initial clusters.  The 
position of the centroid is then recalculated and objects are re-assigned to the 
closest centroid.  This continues until reassigning any single object to a different 
cluster increases the total sum of distances, i.e. k-means clustering attempts to 
minimise the function J: 
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where k is the number of clusters, n is the number of objects, x is the position of 
the variable and C is the position of the centroid.  The result is a set of clusters 
that are as compact and well-separated as possible.  The disadvantage of k-means 
clustering is that the user must decide how many clusters should be generated 
prior to the analysis.  Fortunately there are objective ways of deciding the 
optimum number of clusters.  The simplest way to judge how many clusters are 
required to accurately represent the data is to consider the silhouette values.  The 
silhouette value for each point is a measure of how similar that point is to points in 
its own cluster compared to points in other clusters, and ranges from -1 to +1. A 
value of +1 indicates that points are very distant from neighbouring clusters, zero 
indicates points that are not distinctly in one cluster or another and -1 indicates 
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points that are probably assigned to the wrong cluster.  Ordinary significance tests, 
such as analysis-of-variance F tests, are not valid for testing differences between 
clusters.  Since clustering methods attempt to maximize the separation between 
clusters, the assumptions of the usual significance tests are violated (Hawkins et 
al., 1982). 
 
 For the purposes of this analysis the chl-a data were divided into five 
‘seasons’.  Winter is from 1st January to 10th April (day of year 1 to 100), early 
spring is from 11th April to 30th May (days 100 to 150), the late spring period is 
from 31st May to 19th July (days 150 to 200), summer is from 20th July to 7th 
September (days 200 to 250) and autumn is from 8th September to 16th December 
(days 250 to 350).  The data are divided into seasons, rather than months, to 
smooth out some of the variability in the data which can make it hard for the k-
means clustering solution to converge.  The seasonal means of chl-a (Figure 5.5) 
still capture the key features of the seasonal progression of chlorophyll 
concentration. 
 
 An average chl-a value for each pixel during each season over six years 
was calculated.  A matrix was formed such that each row was a chl-a 
measurement (i.e. object) and each column was one of the five seasons (i.e. p = 5).  
The k-means analysis is thus attempting to define clusters of chl-a magnitude in 
five-season space.  The Matlab function kmeans was used to perform the analysis 
with the distance measure (that is, the method of measuring the distance between 
points that kmeans attempts to minimise) set to squared Euclidean (as in Equation 
5.1).  The kmeans function does not permit NaNs (Not a Number, the Matlab term 
for missing or invalid data), so the NaNs in the seasonal means (which exist only 
for pixels flagged as land) were removed.  The kmeans function uses a two-phase 
iterative algorithm.  In the first phase each iteration consists of reassigning objects 
to their nearest cluster centroid, all at once, followed by recalculation of centroids.  
This phase provides a fast but potentially only approximate solution as a starting 
point for the second phase in which objects are individually reassigned if doing so 
will reduce the sum of distances.  Cluster centroids are recomputed after each 
reassignment.  Each iteration during this second phase consists of one pass though 
all the objects.  The kmeans function converges to a local optimum i.e. a partition 
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of objects in which moving any single object to a different cluster increases the 
total sum of distances.  To determine the optimum number of clusters the kmeans 
function was executed for the number of clusters set at between four and seven.  
The mean of the silhouette values was greatest for five clusters (mean silhouette 
value = 0.60), indicating that maximum separation of clusters occurs when the 
data is divided into five zones (i.e. k = 5).   
 
 The resulting clusters are displayed in Figure 5.6.  Areas on the figure 
that have the same colour are clusters which represent regions within which the 
chl-a magnitude varies seasonally in a similar manner.  The colours themselves 
are arbitrary and simply represent a cluster number, k = 1,2…5.   The five zones 
resolved by the cluster analysis are approximately: dark red – the central basin; 
green – Reykjanes Ridge; dark blue – east Greenland coast; light blue and orange 
– Iceland shelf.  Ignoring the Iceland shelf zones (light blue and orange), which 
account for only 9% of the total area, cluster analysis suggests that the basin can 
be divided into three regions within which the chl-a characteristics can be 
expected to be similar.   
 
 Comparing these regions to the zonation based on hydrographic properties 
proposed by Holliday et al. (2005) the central basin region corresponds to their 
Central Irminger Sea and parts of the Northern Irminger Current regions (see 
Figure 2.15, Section 2.2.1).  The Reykjanes Ridge zone of the cluster analysis 
encompasses Holliday et al.’s Reykjanes Ridge Mode Water and parts of the 
Iceland Basin and Southern Irminger Current regions.  The east Greenland shelf 
zone in the cluster analysis is equivalent to Holliday et al.’s East Greenland 
Current (Atlantic) and East Greenland Current (Polar).  Thus the biological zones 
and physical zones generally correspond, although the biological zones are larger 
than the physical ones. 
 
 This analysis is useful as a first step, but is restricted to grouping data 
solely by their values, and only takes account of the seasonally-varying 
component of the chl-a signal.  In addition it is based on a six-year average chl-a, 
divided into seasons – can we be confident that the zones will be valid on shorter 
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timescales and throughout the six years of the dataset?  A more complex method 
for partitioning data is Empirical Orthogonal Function analysis. 
 
 
5.3.  EMPIRCAL ORTHOGONAL FUNCTION ANALYSIS: 
 
 
 Empirical Orthogonal Function (EOF) analysis is a method for analysing 
the variability of a field which consists of only one scalar variable (e.g. sea surface 
temperature, wind speed).  The method allows the identification of the principal 
modes of variability, whether spatial or temporal, in the dataset.  The technique is 
widely used in studies which employ satellite data or climate model outputs, as 
there is often a huge quantity of complex data.  The EOF method can sometimes 
help to pick out the patterns in these large datasets.  An EOF analysis will return 
maps of the spatial patterns of variability (modes), the time variation of the modes 
and a measure of the amount of variability explained by each mode. 
 
 There are many thorough texts that explain the matrix algebra of EOF 
analysis (e.g. Preisendorfer, 1988; von Storch and Zwiers, 1999), so here only a 
brief overview of the mathematics of the method is given and instead the focus is 
on the interpretation of the results of an EOF analysis – a topic which is 
sometimes glossed over by the more mathematical texts (but see Venegas, 2001).  
Note that only analysis of real-valued fields is discussed, so that the patterns 
produced by the EOF analysis represent only standing oscillations, and not 
propagating patterns (as in the analysis of complex EOFs). 
 
 
5.3.1.  FORMAL DESCRIPTION: 
 
 
 Suppose in the dataset under analysis there are measurements of some 
variable at several locations, x1, x2... xp taken at times t1, t2…tn.  At each time the 
measurements can be visualised as a map.  The measurements must be in a matrix 
F which has n maps, each of which consist of p points, so the matrix is n rows by 
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p columns (see Figure 5.7).  This way of arranging the data is referred to as S-
mode (spatial) analysis and will be the only method discussed here.   
 
 The data must first be detrended so that each column of data has zero 
mean.  Then R, the covariance matrix of F is formed by calculating: 
 
R = Ft . F                                [Eqn 5.3] 
 
and then the eigenvalue problem is solved such that: 
 
RC = CΛ                            [Eqn 5.4] 
 
where Λ is a diagonal matrix containing the eigenvalues λi of R.  The column 
vectors ci of C are the eigenvectors of R corresponding to the eigenvalues λi.   
 
 In other words we have decomposed the original matrix into a series of 
eigenvectors (which are the EOFs) each of which ‘explains’ a decreasing 
proportion of the variability in the dataset.  The EOFs can be plotted as maps, 
each of which represents a mode of variability – a standing oscillation in the data.  
The percentage of variance explained by each mode can be found by dividing λi 
by the sum of all the other eigenvalues.   
 
 The time series of an EOF mode shows how the spatial pattern varies with 
time and is calculated as: 
ii ca
rr =  . F     [Eqn 5.5] 
 
 The mathematics of performing an EOF analysis is relatively 
straightforward, but often upon completing an EOF analysis, it can be difficult to 
successfully interpret the results.   
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5.3.2.  INTERPRETING EOFS: 
 
 
 Imagine that every row in the matrix F is plotted as a position vector in p-
dimensional space.  If the observations are totally random the resulting plot will 
look like a large mass of data points.  If however there are any patterns or 
regularities in the data these will be seen as clusters of points in particular regions 
(or directions) of the plot.  The aim of EOF analysis is to define a new coordinate 
system where the axes of the graphs are rotated, so that they pass through the 
centre of a particular cluster (see Figure 5.8 for an illustration of a case where p = 
2).  By doing this a pattern (or mode of variability) in the data is picked out and 
the resulting EOF describes the spatial distribution of the mode.  The first EOF is 
the projection of the original measurements onto the new coordinate system which 
maximises the variance explained.  An analysis often reveals that just the first few 
EOF modes explain a large proportion of the variance.  This is exactly what is 
hoped for: the EOF analysis has reduced the large and complex dataset to a few 
modes of variability. 
 
The difficulty now comes in trying to interpret the physical basis behind 
the EOF patterns.  The first issue is that there is not necessarily any link between 
the patterns and a ‘real-world’ physical mechanism.  The EOFs are purely 
statistical entities and there is no a priori reason why they should reflect 
dynamical processes.  Indeed a single physical process can be spread over several 
modes, or alternatively more than one process may contribute to a single EOF 
mode.   
 
The most important factor in being able to successfully interpret EOF 
modes is a thorough understanding and familiarity with the data to be analysed.  
An EOF analysis should not be embarked upon until the data has been 
investigated using more simple methods, such as identification of anomalies, time 
series at certain grid points, correlation analyses etc.  In addition knowledge of the 
physical processes which might be observed is vital.  In oceanography these may 
be, for example, upwelling events, El Niño or topographically forced processes. 
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Secondly, the maps of the modes of variability need to be presented in a 
way that will aid interpretation.  The EOF patterns themselves are dimensionless 
and interpreting them in terms of useful quantities is not always easy.  Instead an 
homogenous correlation map, which is the correlation between the time series of 
the EOF mode and the time series of the original data at each point, can be 
created.  This map highlights the ‘centres of action’ of the mode and in addition, 
the square of the correlations is a measure of the percentage of the variance 
explained locally by each mode (Houghton and Tourre, 1992). 
 
  Finally the physical interpretation of the EOF patterns is greatly helped by 
studying the time series of the EOF modes.  Generally an inter-annual (or possibly 
inter-decadal if a longer time series is available) signal will be easily recognisable 
in the time series, although often a running mean filter is applied to remove some 
of the noise.  The time series will usually oscillate between positive and negative 
values.  Where the time series is negative (positive) this corresponds to areas of 
negative (positive) correlation in the EOF spatial maps.   
 
 One difficulty with interpreting EOFs often arises from the fact that the 
modes are constrained to be orthogonal.  There is usually no reason in climate 
studies to expect that the data were generated by orthogonal modes of variability.  
Richman (1986) suggests that rotating the EOFs may yield more insight into the 
physical processes behind them.  The general concept is to replace the EOF spatial 
patterns in C (from Equation 5.4) with patterns CR that satisfy: 
 
CR = C.R                [Eqn 5.6] 
 
where the matrix R is chosen such that the resulting rotated patterns, CR, 
maximise a simplicity function.  There are several different rotations, each with its 
own simplicity function, but the ‘varimax’ rotation is the most commonly used.  
The varimax rotation finds a linear combination of the original EOF spatial 
patterns such that the variance of the time series (or loadings) is maximised.  The 
function to be maximised is: 
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where t is the number of observations (see Figure 5.7) and a are the time series of 
Equation 5.5 (Richman, 1986).  An orthogonal rotation, such as varimax, will find 
a new orthogonal basis, but, unlike the unrotated case, the time series in the 
rotated frame will not be uncorrelated.  There is much debate on whether to rotate 
or not to rotate, but the general consensus is that if rotation aids interpretation it 
should be carried out (Jolliffe, 1989).  More details on the mathematics and pros 
and cons of rotation can be found in Preisendorfer (1988) and von Storch and 
Navarra (1999).  
 
 In conclusion, the correlation maps and the time series of the EOF modes 
together, combined with a good understanding of the physical processes under 
study, should yield a sensible interpretation of the results.  A note of caution 
though from von Storch and Navarra (1999): ‘[advanced statistical] methods are 
often needed to find a signal in a vast noisy phase space, i.e. the needle in the 
haystack.  But after having the needle in our hand, we should be able to identify 
the needle by simply looking at it.’ 
 
 
5.3.3.  EOF ANALYSIS OF IRMINGER BASIN SEAWIFS 
CHLOROPHYLL DATA: 
 
 
 All six years of daily SeaWiFS chl-a data were concatenated into a matrix 
of n rows (time) by p columns (space).  Any interannual trend was removed from 
the data before further analysis.  The Matlab function eig was used to find the 
eigenvalues and eigenvectors of the data covariance matrix.  The eig function first 
reduces the covariance matrix R to upper Hessenberg form H, which is zero 
below the first subdiagonal.  The reduction may be written as R = QHQ’ where Q 
is orthogonal.  The upper Hessenberg matrix H is then reduced to Schur form T, 
where H = STS’, where S is orthogonal.  The eigenvalues are on the diagonal of 
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T.  Eigenvectors of R are then computed by solving a triangular system of 
equations taken from T and multiplying by S (Demmel, 1997).  As the eig 
function cannot handle NaNs, only data from days 50 to 300 (19th February to 27th 
October) were included in the analysis, as outside of this range data were 
consistently absent (primarily due to low incident sun angle).  In addition the 
stationary NaNs, due to land masses, were removed from the dataset before 
analysis.  The matrix was therefore ~ 1500 (time – 250 days by 6 years) by 800 
(space – number of non-land pixels).  After the eig function had been executed the 
time series of the EOFs were calculated and the spatial maps of the EOF modes 
were reconstructed by replacing the land pixels.  When the analysis was complete 
the EOF maps failed to reveal the ‘needle in the haystack’, so a rotation, as 
discussed in Section 5.3.2, was undertaken, as there were no grounds to believe 
that the modes of variability in the chl-a dataset would be orthogonal.   
 
When rotation of eigenvectors is performed usually only some of the 
eigenvectors (and corresponding time series) from the original analysis are used in 
order to reduce computational time.  The eigenvalues of each mode were therefore 
examined to determine which modes to keep for rotation and which to discard, as 
below a certain limit the signal is essentially noise and not useful to the analysis.  
If two EOF modes have similar eigenvalues than the likelihood is that the EOFs 
are degenerate and their patterns will not describe separate modes of variability.  
To determine how many modes to keep, North’s ‘rule of thumb’ was employed 
(North et al., 1982).  To apply North’s rule an estimate of the number of 
independent samples is needed.  For many geophysical parameters the number of 
independent samples will be less than the actual number of samples.  This is due 
to auto-correlation within a time series i.e. the parameter has ‘memory’ and a 
measurement made today is not completely independent of a measurement made 
yesterday.  Equally a measurement made at a particular location may not be 
independent of a measurement made at a neighbouring location.  The number of 
independent samples, the ‘effective sample size’, N’, can be estimated from 
knowledge of the first auto-correlation coefficient (Dawdy and Matalas, 1964): 
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rNN +
−=      [Eqn 5.8] 
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 where N is the sample size and r1 is the first autocorrelation coefficient (from the 
covariance matrix R in equation 5.3).  For the chl-a dataset under consideration 
here r1 ~0.5, which reduces the sample size from 1500 to 500 independent 
samples.   
 
 North’s rule of thumb states that if the error of an eigenvalue is 
comparable to the difference between the eigenvalue and its nearest neighbour 
then the corresponding EOFs are effectively degenerate.  The error of an 
eigenvalue λk is: 
 
kk N
λλ
'
2≈Δ      [Eqn 5.9] 
 
If Δλk is comparable to λk – λj (where λj is the neighbouring eigenvalue) then the 
pair should be discarded.  For the chl-a dataset North’s rule of thumb suggested 
that the first four EOF modes should be kept.  The modes explain in total 44.2% 
of the variance, with mode 1 explaining 28.8%, mode 2: 6.5%, mode 3: 5.0% and 
mode 4: 3.9%.  
 
 A varimax rotation was performed on the first four EOF modes (see 
Section 5.3.2 for description).  The Matlab script used to process the data was 
based on one written by David Kaplan (University of California; 
http://erizo.ucdavis.edu/~dmk/ software).  A new set of eigenvectors and spatial 
EOFs are produced from the truncated EOFs supplied to the script.  Homogenous 
correlation maps (that is the correlation, at each pixel, between the time series of 
the original data and the time series of the EOF) for each of the rotated modes 
were produced (Figure 5.9).  Only those points for which the correlation is 
significant (p < 0.01) are plotted.  For completeness the corresponding time series 
of the modes are plotted in Figure 5.10.  They will not be discussed here, but will 
be returned to in Chapters 6 and 7. 
 
 The correlation maps reveal four distinct ‘centres of action’.  The Mode 1 
centre is located to the southwest of Iceland, Mode 2 is on the east coast of 
 95
Greenland, Mode 3 is centred over the Reykjanes Ridge, and Mode 4 is in the 
centre of the basin.  Comparing these zones to those of Holliday et al. (2005) 
Mode 1 corresponds to their Iceland shelf region and parts of the Northern 
Irminger Current.  Mode 2 covers the East Greenland Current (Atlantic and Polar) 
regions, whilst Mode 3 encompasses Holliday et al.’s Iceland Basin, Southern 
Irminger Current and Reykjanes Ridge zones.  Mode 4 corresponds to the Central 
Irminger Sea zone.  These zones are similar to those seen in the cluster analysis, 
although the inner and outer Iceland shelf zones have been combined in the EOFs.  
As EOF analysis also considers the time-varying component of the chl-a signal we 
can be confident that the zones are not only valid on a seasonal time scale, or for 
one particular year, but throughout the six years of the dataset.   
 
 In the following chapters just three of the four zones revealed by the 
cluster and EOF analysis will be considered: the east Greenland coast, the 
Reykjanes Ridge and the central basin.  The Iceland shelf is a region which 
displays very little seasonal variability (see Figure 5.1).  A ‘spring bloom’ in the 
classical sense does not occur, as chl-a remains high throughout the year due to 
shallow waters and terrigenous input of nutrients.  As this study focuses on the 
physical forcing of the spring bloom this zone is not relevant to the analysis. 
 
 In this chapter the EOF analysis has only been used to study the 
partitioning of the data into zones.  The spatial EOF maps and the corresponding 
time series contain more information than this however, and will be returned to in 
Chapters 6 and 7.  
 
 
5.4.  CHAPTER SUMMARY: 
 
 
 Handling a large dataset is made easier by the definition of 
biogeographical regions within which bloom characteristics are expected to be 
similar.  Two objective methods for determining the zones on the basis of 
SeaWiFS chl-a have been presented: cluster analysis and EOF analysis.  The 
locations of the zones resulting from both methods are notably similar.    
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• Four biological zones have been identified within which chl-a can be 
expected to have similar characteristics.  The characteristics of the zones 
will be explored in Chapter 6. 
• The four zones are: the Iceland Shelf, the Reykjanes Ridge, the East 
Greenland coast and the Central Irminger Sea.  The Iceland Shelf region, 
however, will not be discussed further, as it does not experience a distinct 
spring bloom and as such its characteristics are outside the subject area of 
this thesis. 
 
In the following chapters the three zones chosen for closer inspection will be 
referred to as examples of spatial variability in the Irminger Basin.
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Figure 5.1:  Monthly mean over six years (1998 – 2003) of SeaWiFS daily chl-a.  This figure and all subsequent figures with land 
masses plotted were created using the m_map toolbox for Matlab plotting (Rich Pawlowick; University of British Columbia; 
http://www2.ocgy.ubc.ca/~rich/map.html).  
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Figure 5.2: Weekly composites over six years (1998 – 2003) of SeaWiFS daily chl-a.  Dates above images are the start date of the 7-day composite. 
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Figure 5.2 continued 
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Figure 5.2 continued 
  
X1
X1 
(Xj1, Xj2) 
X2 
Xi1 Xj1 
(Xi1, Xj2) 
dij
Xj2 
Xi2 
Figure 5.3:  Illustration of the distance, dij, between two objects, i and j, in the case where 
number of variables, p = 2. 
X2 
Figure 5.4:  Illustration of clustering in the case where p = 2.  The black dots represent 
objects and the red dots represent the centroid for each cluster i.e. the point to which the 
sum of distances from all objects in that cluster is minimized.  The red ovals represent the 
three clusters (k = 3). 
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Autumn      
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  42oW   32oW   22oW 
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  60oN 
  64oN 
Figure 5.5: Seasonal means of chl-a from SeaWiFS daily data.  For definition of seasons see Section 5.2. 
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  42oW   32oW   22oW 
  56oN 
  60oN 
  64oN 
Figure 5.6:  Clusters resulting from a k-means analysis of seasonal means of chl-a data (k = 5, p = 
5).  Colours are arbitrary.  Areas with the same colours represent regions within which the chl-a 
magnitude varies seasonally in a similar manner. 
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Figure 5.7:  The matrix F, where each row is one map at locations x1 to xp at a given 
time and each column is a time series of observations x1 to xn. 
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X1 
A X2 
 
Y1 
Y2 B 
Figure 5.8:  Illustrations showing A) objects in p-dimensional space (p = 2) whose coordinates are 
the variables x1, x2.  The position vector for one object is shown as a dashed arrow.  B)  Axes have 
been rotated to pass through the centre of a cluster of data.  In this example the axes are 
constrained to be orthogonal.  
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Figure 5.9:  Homogenous correlation maps of the first four EOF modes of SeaWiFS chl-a daily data after varimax rotation.  Only 
regions for which the data is statistically significant (p < 0.01) are plotted.  Note that the colour scale is different for Mode 3.  
 107
1998 1999 2000 2001 2002 2003
−0.04
−0.03
−0.02
−0.01
0
0.01
0.02
Mode 1
1998 1999 2000 2001 2002 2003
−0.03
−0.02
−0.01
0
0.01
0.03 0.02
Mode 2
1998 1999 2000 2001 2002 2003
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
0.04
Mode 3
1998 1999 2000 2001 2002 2003
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
Mode 4
 
Figure 5.10:  Time series of the first four EOF modes for SeaWiFS chl-a daily data after varimax rotation.  Note that the 
data run from February to October, not over one entire year.  A two month running mean has been applied. 
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6.  INTERANNUAL VARIABILITY IN THE SPRING BLOOM:
 
 
 In the northern North Atlantic much of the annual export production 
occurs during the spring bloom.  Export production is the flux of biogenic material 
from surface waters to the ocean interior and to higher trophic levels – the 
biological pump.  Defining the extent of interannual variability in the spring 
bloom may elucidate the variability in the biological pump, but quantifying 
interannual variability first requires knowledge of what is ‘normal’.  To do this a 
long time series of measurements is ideally required.  However this is rarely 
available in oceanography, particularly for biological measurements.  In this 
study, six years (1998 – 2003) of SeaWiFS chlorophyll-a concentration (chl-a) 
data are used, along with the corresponding meteorological data.  Although this is 
not a particularly long time series it is at high spatial and temporal resolution and 
so will allow some estimation of the interannual variability in the spring bloom. 
 
 This chapter presents the results of analysis of the six year chl-a record to 
identify the characteristics of the interannual variability in the spring bloom.  This 
chapter is intended to ‘set the scene’ for the following chapter, which will discuss 
the effect of variability in the meteorological forcing on the bloom, with reference 
to the results shown here. 
 
 
6.1.  QUANTIFYING INTERANNUAL VARIABILITY: 
 
 
 In Chapter 5 the reasoning behind focusing on three representative zones 
of the Irminger Basin (IB) was discussed.  In this section each zone will be 
represented by a 1° x 1° box over which the data have been averaged.  These 
boxes were chosen to be close to the centres of the zones as defined in both the 
cluster and EOF analyses presented in Chapter 5.  In Figure 6.1 the East 
Greenland (EG; centred on 62 °N 40 °W), Central Irminger Sea (CIS, after 
Holliday et al., 2005, centred on 60 °N 36 °W) and Reykjanes Ridge (RR; centred 
on 58.5 °N 32.5 °W) regions are shown.  The data were averaged from the daily 
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images into 3-day means.  Only 3-day periods for which there are at least two data 
points are included (for more details on data processing see Section 3.2.1).  Data 
are available from March to October.  Outside of this period data are of very poor 
quality due to cloud cover, or completely absent due to low incident sun angle. 
 
 The mean (1998 – 2003) annual cycle of chl-a at 3-day resolution for each 
region is shown in Figure 6.2.  In all regions winter chl-a is ~0.2 mg m-3 until mid-
April.  Throughout April chl-a increases slowly and is of similar magnitude in all 
regions.  In the East Greenland (EG) region in mid-May chl-a increases suddenly 
to a maximum of ~1.8 mg m-3 but by mid-June levels have returned to ~0.5 mg m-
3.  From mid-July to early September chl-a remains at between ~0.5 and ~0.7 mg 
m-3.  In the Reykjanes Ridge (RR) and Central Irminger Sea (CIS) zones the chl-a 
signals are fairly similar until mid-May.  From winter values, chl-a increases 
throughout April with a sharper increase at the end of May.  The RR has a 
somewhat lower chl-a maximum than CIS, but both are ~1 mg m-3.  It is in 
summer and autumn that the major differences between the RR and CIS occur.  In 
the RR chl-a remains at ~0.7 mg m-3, almost as high as during the spring peak.  In 
the CIS chl-a only achieves a maximum of ~0.5 mg m-3 during summer.  From 
early September all three zones again have similar signatures, with chl-a dropping 
rapidly back to winter levels.  Certain times of the year are more likely to exhibit 
interannual variability, as shown in Figure 6.3 which displays the standard 
deviations about the 6-year mean for each zone.  In winter and late autumn there is 
little interannual variability whilst in spring the standard deviation is large, 
particularly for the EG region.  In summer and early autumn in the CIS and EG 
regions the variability is reduced, but in the RR the standard deviation is almost 
the same as in spring. 
 
 To illustrate the interannual variability in the spring bloom Figures 6.4 to 
6.6 show the chl-a during each year for the CIS, RR and EG regions respectively.  
In the CIS (Figure 6.4) values of chl-a are low throughout March (~0.2 mg m-3) in 
all years.  The bloom starts between mid-April and mid-May and there is 
considerable variability in the timing of the peak of the bloom which occurs in late 
May to early June.  The magnitude of the peak of the bloom varies from ~0.8 to 
1.8 mg m-3.  During summer and autumn there is considerable interannual 
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variability in the chl-a, with some years experiencing chl-a at almost as high a 
concentration as during the peak of the bloom.  In all years chl-a levels begin to 
decrease again towards winter levels during September.  
 
 The Reykjanes Ridge zone also has winter chl-a levels in all years of ~0.2 
mg m-3 (Figure 6.5).  The timing of the start of the bloom is highly variable, 
occurring between mid-April and mid-May.  The maximum chl-a reached in each 
year is similar, but the timing of the peak is highly variable.  During autumn there 
is a great deal of variability in the level of activity from one year to the next with 
some years experiencing chl-a concentrations at least as high as during the spring 
peak.  Again during September chl-a begins to drop towards winter levels in all 
years. 
 
 In the East Greenland area winter chl-a levels are ~0.2 mgm-3 (Figure 6.6; 
note that a different scale is used for the EG zone).  The start of the bloom begins 
around mid-May with less variability in the timing than in the other zones.  The 
bloom dies back in all years in mid-June and, as in the other zones, there is a high 
degree of variability in autumn chl-a levels.  
 
 
6.1.1.  ANALYSIS OF VARIANCE: 
 
 
 For a more quantitative view of the interannual variability a one-way 
ANOVA (Analysis of Variance) was carried out.  The purpose of one-way 
ANOVA is to find out whether data from several groups have a common mean i.e. 
to determine whether the groups are actually different in the measured 
characteristic.  The null hypothesis to be tested is that all samples in a dataset are 
drawn from the same population (or from different populations with the same 
mean).  ANOVA assumes that the data are normally distributed.  To ensure that 
the chl-a data were close to a normal distribution the data were treated with a Box-
Cox transformation.  This is a procedure for estimating the best transformation to 
normality within a family of power transformations: 
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where Y is the original data, Y’ is the transformed data and λ is a value which 
maximises the log-likelihood function (this function and further information on 
the Box-Cox transformation can be found in Sokal and Rohlf, 1995).  As the 
function has to be solved iteratively a specific computer program is required.  
There is not a standard function to perform a Box-Cox transformation available in 
Matlab, but it is included in a statistical toolbox published online by Richard 
Strauss (Texas Tech University; http://www.biol.ttu.edu/Strauss/Matlab 
/Matlab.htm).   
 
 For the SeaWiFS daily chl-a data presented here the Box-Cox 
transformation returns λ = 0.0065.  A λ of 0 is equivalent to a log transformation, 
so the chl-a data is close to a lognormal distribution, as is expected for chl-a 
(Campbell, 1995).  A Lilliefors test (for goodness of fit to a normal distribution) 
confirmed that the transformed data were approximately normally distributed.     
 
  An ANOVA analysis separates the variability in a data set into two parts: 
the first describes the variability between groups (i.e. differences between column 
means), and the second is the variability within groups (i.e. the difference between 
the data in each column and the column mean, or ‘error’ in the data).  The 
standard Matlab function anova1 was used to perform the analysis on the 
transformed chl-a data.  The function returns the F-statistic, the ratio between the 
variability within groups (i.e. years in this study) to the variability between 
groups, and a p-value derived from the cumulative distribution function of F.  As 
F increases, the p-value decreases.  If the p-value is near zero, this suggests that 
the null hypothesis may be in doubt and that at least one sample mean is 
significantly different from the other sample means.  A statistically significant p-
value is defined here as < 0.01. 
 
 Whilst a small p-value is indicative of a statistical difference in the mean 
chl-a for each year, the ANOVA itself contains no information on which years are 
different from each other.  To distinguish the years which have different means to 
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other years, the 99% confidence interval of each year’s mean is calculated.  If the 
intervals of two years do not overlap they are considered to be significantly 
different, and vice versa.  In Table 6.1 the years are divided into five seasons (as 
defined in Section 5.1) and the ANOVA analysis performed separately for each 
time period for the CIS region.   
 
 In the CIS region 1998 seems to be the ‘most different’ year as it occurs in 
every season, except winter.  Summer is the most variable season, whilst winter 
and early spring are the least variable.  The analysis is repeated for the RR and EG 
regions and is reported in Tables 6.2 and 6.3 respectively.  In the RR region, 1998 
is again the most different year and most variability occurs in the summer season.  
In the EG zone no year stands out as being very different from the others and 
again summer is the most variable season.  For all three regions interannual 
variability in the chl-a is occurring throughout the year. 
 
 
6.1.2.  CHLOROPHYLL-A ANOMALY MAPS: 
 
 
  Although the ANOVA analysis is useful for demonstrating that 
interannual variability is occurring it does not tell us what form the variability 
takes.  It can also only be performed on time series at specific places.  To assess 
the larger-scale variability, maps of the seasonal anomalies were generated.  The 
mean chl-a for each season was presented in Figure 5.5.  Anomaly maps for early 
spring, late spring and summer for each year are presented in Figures 6.7 to 6.9 
respectively.  In winter and autumn there is very little variability in the chl-a 
values across the basin, so these images are not presented. 
 
 The main features of the early spring anomaly maps (Figure 6.7) are a 
strong positive anomaly (i.e. more chl-a than average) across the Reykjanes Ridge 
area in 1998 and a region of high variability along the East Greenland coast.  In 
2002 the EG region stands out as having particularly low chl-a levels, whilst in 
2000 and 2001 the same region displays anomalously high chl-a values.  In the 
late spring anomaly maps (Figure 6.8) 1998 has high chl-a levels across the 
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southern part of the basin, whilst in 2000 low chl-a values are seen in the 
southeastern corner of the study region.  In 2001 anomalously low chl-a is found 
over the eastern part of the Reykjanes Ridge and this same region experiences 
high chl-a levels in 2002.  In 2003 the whole of the central region of the basin 
shows anomalously high chl-a values.  In summer (Figure 6.9) 1998 and 1999 
have higher than average chl-a throughout the basin, whilst in 2001 and 2003 chl-
a is generally lower across the region.   
 
 The chl-a anomalies in Figures 6.7 to 6.9 are also seen in the results of the 
Empirical Orthogonal Function analysis described in Chapter 5.3.3.   The time 
series of the modes (Figure 5.10) displays considerable variability from year to 
year.  For Mode 2, which captures the variability of the East Greenland zone, 
negative values in the time series correspond to a strong signal in the EOF pattern 
(Figure 5.9 and 5.10) i.e. around April/May a strong chl-a signal is expected off 
the east coast of Greenland.  The signal is relatively weak in 1998, increasing to a 
maximum in 2001, but is entirely absent in 2002, returning in 2003.  This 
corresponds to the area of strong variability along the Greenland coast in the early 
spring anomaly plot (Figure 6.7).  In Mode 3, centred on the Reykjanes Ridge, 
positive values in the time series correspond to a strong signal in the EOF pattern 
(Figure 5.9 and 5.10).  The peak signal occurs in July/August and is greatest in 
1998, decreasing to a minimum in 2001 and increasing again slightly in 2002 and 
2003.  For Mode 4, which represents the Central Irminger Sea, negative values in 
the time series correspond to a strong signal in the EOF pattern (Figure 5.9 and 
5.10).  The peak signal occurs in August, is strongest in 1998, but almost 
completely absent in 2002, with the remaining years displaying similar strength 
signals.  The EOF analysis has the advantage over the anomaly plots of being 
continuous in time, rather than based on seasonal means, within which the finer 
details can be lost.  The EOF time series and maps demonstrate that interannual 
variability in the dominant chl-a patterns is occurring.  The most striking example, 
that of the East Greenland region in Mode 2, will be discussed in more detail in 
Chapter 7.4. 
 
 Interannual variability in chl-a concentration is clearly occurring, but what 
about the attributes of the spring bloom itself, such as start date, duration or 
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magnitude?  In the next sections the spatial and interannual variability in these 
characteristics is examined. 
 
 
6.2.  START OF THE SPRING BLOOM: 
 
 
 The timing of the initiation of the spring bloom is expected to be affected 
by meteorological conditions – both those of the preceding winter and during 
early spring.  In the North Atlantic, where winter conditions lead to extensive 
mixing, re-stratification of the water column in spring is expected to be key to 
prompting phytoplankton growth.  Interannual variability in meteorological 
forcing may be reflected in differences in the timing of the spring bloom.  We 
might also expect to see a northward progression of the date of bloom initiation 
(for reasons explained in Section 2.1). 
 
 A bloom is defined by Longhurst (1998) as a large increase in biomass 
above normal conditions.  Additionally the increase should persist over at least a 
few days as transient events, such as mesoscale eddies or spring storms, may 
result in a brief increase in chl-a which quickly drops away again because 
conditions are not yet right for a full spring bloom to develop.  Siegel et al. (2002) 
define a bloom as the day when chl-a first rises 5 % above the annual median 
value, with no requirement that the increased chl-a levels persist.  Estimation of 
the start of the bloom was initially made using Siegel et al.’s (2002) method.  
Visual inspection of chl-a time series at randomly selected pixels in the basin 
suggested that this method placed the start of the bloom too early.  The method 
detected brief pulses of increased chl-a which occurred prior to the massive 
increase in biomass indicative of a bloom (these pulses will be discussed again in 
Chapter 7.2.2).  A requirement that the elevated chl-a levels must persist for at 
least three days was found to correctly detect the start of the main spring bloom.  
The start of the spring bloom occurred approximately two weeks later using a 
persistence of three days than in Siegel et al.’s (2002) method with no persistence.   
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 To estimate the start day of the bloom the annual median value for the 
daily chl-a data was calculated separately for each year and each pixel.  Each pixel 
is then examined to find the day when the chl-a first rises 5 % above the median 
and remains elevated for at least three consecutive days.  Different threshold 
values, from 1 % to 15 % above the median, were tried but had little effect on the 
results.  The estimation of the start of the bloom by this method was checked by 
visually inspecting plots of chl-a against time at selected pixels.  Maps of the day 
of the year (DY) at which the bloom is initiated are presented in Figure 6.10.  In 
general the maps show that the bloom starts earliest around the coasts of Iceland 
and Greenland (~ day 100 ≈ mid April) and then spreads towards the centre of the 
basin.  The bloom starts latest in the north central basin at ~ day 140 (≈ mid May).  
The maps also give the impression that the start date of the bloom gets later each 
year from 1998 to 2002, then becomes a little earlier again in 2003.  The range in 
start dates for each pixel (i.e. latest start date – earliest start date) is shown in 
Figure 6.11.  In some areas, such as the northeast of the basin there is little 
variability in the bloom start date, but in other areas the range can be 35 – 40 days.  
In fact the mean range of bloom start dates for the whole basin is almost 30 days 
across just six years of data.  Interannual variability in the timing of the initiation 
of the spring bloom is clearly occurring in the Irminger Basin but are these 
differences reflected in the intensity or length of the bloom? 
 
 
6.3.  MAGNITUDE AND DURATION OF THE BLOOM: 
 
 
 If a delay in establishing stratification leads to a delay in the start of the 
spring bloom is it possible that the ‘window’ when light and grazing are at 
optimum levels for phytoplankton growth is missed and therefore that the bloom 
might be reduced in magnitude or duration?  One way of assessing the magnitude 
of the bloom is by studying the maximum chl-a reached.  Figure 6.12 shows maps 
of the maximum chlorophyll-a concentration for each pixel, calculated from the 
SeaWiFS daily data.  Maximum chl-a ranges from ~1-2 mg m-3 in the central 
basin to > 6 mg m-3 around Iceland and along the Greenland coast.  Whilst the 
bloom start date appears to get later from 1998 to 2002, there is no similar trend in 
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the maximum chl-a.  In specific areas, such as along the Greenland coast, there are 
similar levels of maximum chl-a in 2000 and 2003, although the bloom start dates 
are ~30 days earlier in 2000 than 2003.  Thus there is no indication that the 
interannual variability seen in the start date of the bloom is reflected in the 
maximum chl-a value.   
 
 However, the magnitude of the bloom is not fully described by the 
maximum chl-a reached.  A better measure might be the summed chl-a during the 
bloom period.  To define the bloom period a definition of the end of the bloom is 
first required.  Here this is defined as the slump in chl-a that occurs after the peak 
of the bloom, but prior to any autumn activity.  This is illustrated in Figure 6.13, a 
schematic of a typical annual chl-a signature in the study region.  Quantitatively 
the end of the bloom is best defined as the first day after the start of the bloom that 
chl-a sinks to below one-third of the maximum chl-a and remains there for at least 
two days.  The summed chl-a is then the sum of all chlorophyll values between the 
start and the end of the bloom minus the average pre-bloom chl-a (the shaded area 
in Figure 6.13).  This calculation does not account for the life-span of a single 
phytoplankter, which is of the order of a couple of days (Lalli and Parsons, 1997).  
Maps of the summed chl-a over the bloom period for each year are presented in 
Figure 6.14.  Generally the summed chl-a is between ~2 and 5 mg m-3, with 
patches of ~10 to 15 mg m-3.  However, there does not seem to be a connection 
between timing of the start of the bloom and magnitude of the bloom. 
 
 Finally, the duration of the bloom was defined as the number of days 
between the start of the bloom and the end of the bloom, as estimated above.  
Figure 6.15 shows the duration of the bloom for each year.  The duration ranges 
from a few days to ~40 days, principally in the coastal regions, but again there is 
little indication of any link between when the bloom starts and how long it lasts. 
 
The lack of a link between the start date of the spring bloom and its 
magnitude or duration suggests that the ‘window’ for optimum phytoplankton 
growth is rather longer than might be expected in a high latitude region.  A later 
bloom start does not appear to have a detrimental effect on the magnitude and 
duration of the subsequent bloom.  It indicates that light levels are not limiting to 
 117
growth during a long period of the spring and summer.  This will be returned to in 
Chapter 7.3.  
 
 
6.4.  CHAPTER SUMMARY: 
 
 
 Interannual variability in chlorophyll concentration is occurring 
throughout the Irminger Basin.  The start day of the bloom varies by ~30 days 
over the six years of data for most locations in the basin.  The variability in the 
bloom start date doesn’t appear to affect the duration or magnitude of the spring 
bloom. 
 
• Statistically significant interannual variability in chl-a occurs across the 
basin. 
• Estimates of the start day of the bloom can be made by calculating the day 
when chl-a rises 5 % above the yearly median and stays elevated for at 
least three days. 
• Estimates of the end of the bloom can be made by calculating the day 
when the chl-a drops to one-third of the maximum value and remains 
lower than this for at least two days. 
• The magnitude and duration of the bloom are not correlated with the start 
day of the bloom. 
• There is a long window of opportunity for phytoplankton growth during 
the spring and summer. 
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 Season p-value Year  is different from Year 
All days < 0.01 1998 
1999 
2000 
2001 
2002 
2003 
1999, 2001, 2002, 2003 
1998 
1998 
1998 
1998 
1998 
Winter 
1 Jan to 10 Apr 
> 0.01 (not 
significant) 
2002 
2003 
2003 
2002 
Early spring 
11 Apr to 30 May 
< 0.01 1998 
2002 
2002 
1998 
Late spring 
31 May to 19 July 
< 0.01 1998 
2000 
2001 
2003 
2000, 2001 
1998, 2003 
1998 
2000 
Summer 
20 July to 7 Sept 
< 0.01 1998 
1999 
2000 
2001 
2002 
2003 
2000, 2001, 2002, 2003 
2001, 2003 
1998, 2001, 2003 
1998, 1999, 2000 
1998, 2003 
1998, 1999, 2000, 2002 
Autumn 
8 Sept to 16 Dec 
< 0.01 1998 
2000 
2001 
1999, 2001 
2001 
1998, 2000 
 
Table 6.1:  p-values and a listing of which years are different from which other years 
from an ANOVA analysis of daily SeaWiFS chl-a data for the CIS zone.  The table shows 
the results for each year as a whole, and then separated into seasons.   
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 Season p-value Year  is different from Year 
All days < 0.01 1998 
1999 
2000 
2001 
2002 
2003 
1999, 2000, 2001, 2002, 2003 
1998 
1998 
1998 
1998 
1998 
Winter 
1 Jan to 10 Apr 
< 0.01 1998 
1999 
2000 
2002 
2003 
2003 
2003 
2003 
2003 
1998, 1999, 2000, 2002 
Early spring 
11 Apr to 30 May 
< 0.01 1998 
1999 
2000 
2001 
2002 
2003 
1999, 2000, 2001, 2002, 2003 
1998, 2002 
1998, 2002 
1998 
1998, 1999, 2000 
1998 
Late spring 
31 May to 19 July 
< 0.01 1998 
1999 
2000 
2001 
2002 
2003 
1999, 2000, 2001, 2002 
1998 
1998, 2003 
1998 
1998 
1998, 2000 
Summer 
20 July to 7 Sept 
< 0.01 1998 
1999 
2000 
2001 
2002 
2003 
2001, 2003 
2001, 2002, 2003 
2001, 2003 
1998, 1999, 2000 
1999 
1998, 1999, 2000 
Autumn 
8 Sept to 16 Dec 
< 0.01 1998 
2001 
2002 
2001 
1998, 2002 
2001 
 
Table 6.2:  p-values and a listing of which years are different from which other years 
from an ANOVA analysis of daily SeaWiFS chl-a data for the RR zone.  The table shows 
the results for each year as a whole, and then separated into seasons.   
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Season p-value Year  is different from Year 
All days < 0.01 1998 
2001 
2003 
2001, 2003 
1998 
1998 
Winter 
1 Jan to 10 Apr 
< 0.01 1999 
2002 
2003 
2003 
2003 
1999, 2002 
Early spring 
11 Apr to 30 May 
< 0.01 1998 
2000 
2001 
2002 
2003 
2002 
2002, 2003 
2002 
1998, 2000, 2001 
2000 
Late spring 
31 May to 19 July 
< 0.01 1998 
1999 
2001 
2003 
1999, 2001, 2003 
1998 
1998 
1998 
Summer 
20 July to 7 Sept 
< 0.01 1998 
1999 
2000 
2001 
2002 
2003 
2000, 2001 
2000, 2001 
1998, 1999, 2002, 2003 
1998, 1999, 2002, 2003 
2000, 2001 
2000, 2001 
Autumn 
8 Sept to 16 Dec 
< 0.01 1998 
1999 
2000 
2001 
2003 
2001 
2001 
2001 
1998, 1999, 2000, 2003 
2001 
 
Table 6.3:  p-values and a listing of which years are different from which other years 
from an ANOVA analysis of daily SeaWiFS chl-a data for the EG zone.  The table shows 
the results for each year as a whole, and then separated into seasons.   
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Figure 6.1:  Map of the study region and bathymetry with the 1° x 1° boxes used to define 
the East Greenland, Central Irminger Sea and Reykjanes Ridge regions outlined in red. 
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Figure 6.2:  Mean annual cycle of SeaWiFS chl-a (3-day average) for the Central 
Irminger Sea (blue), Reykjanes Ridge (red) and East Greenland (green) regions. 
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Figure 6.3:  Mean annual standard deviation for a) Central Irminger Sea, b) Reykjanes 
Ridge and c) East Greenland regions.  Note that the scale is different in c).
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Figure 6.4:  3-day mean SeaWiFS chl-a for the Central Irminger Sea region for 1998 (magenta), 1999 (yellow), 2000 (green), 2001 (black), 2002 (blue) and 
2003 (red).  Note that the data run from mid-February to the end of October.
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Figure 6.5:  3-day mean SeaWiFS chl-a for the Reykjanes Ridge region for 1998 (magenta), 1999 (yellow), 2000 (green), 2001 (black), 2002 (blue) and 2003 
(red).  Note that the data run from mid-February to the end of October.
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Figure 6.6:  3-day mean SeaWiFS chl-a for the East Greenland region for 1998 (magenta), 1999 (yellow), 2000 (green), 2001 (black), 2002 (blue) and 2003 
(red).  Note that the data run from mid-February to the end of October.
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 Figure 6.7:  Anomalies from the seasonal mean for early spring (11th April to 30th May) for each year.  Warm colours indicate a positive anomaly i.e. more 
chl-a than the mean, and cold colours indicate a negative anomaly.  The seasonal mean (calculated from 1998 – 2003) for early spring is in Figure 5.5.
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1999
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  56oN 
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  64oN 
2000
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  64oN 
2001
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  64oN 
2002
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  64oN 
2003
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  56oN 
  60oN 
  64oN 
Chlorophyll anomaly, mgm-3
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Figure 6.8:  Anomalies from the seasonal mean for late spring (31st May to 19th July) for each year.  Warm colours indicate a positive anomaly i.e. more chl-a 
than the mean, and cold colours indicate a negative anomaly.  The seasonal mean (calculated from 1998 – 2003) for late spring is in Figure 5.5.
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2000
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  64oN 
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  64oN 
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Figure 6.9:  Anomalies from the seasonal mean for summer (20th July to 7th September) for each year.  Warm colours indicate a positive anomaly i.e. more 
chl-a than the mean, and cold colours indicate a negative anomaly.  The seasonal mean (calculated from 1998 – 2003) for summer is in Figure 5.5.
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  64oN 
2002
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  64oN 
2003
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  60oN 
  64oN 
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Figure 6.10:  The day of the year on which the spring bloom starts in each year.  The start of the bloom is defined as the day when chl-a first rises 5 % above 
the yearly median value and remains elevated for at least three days.
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Figure 6.11:  Range in start days at each pixel across all six years.   
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                  Figure 6.12:  Maximum chl-a observed at each pixel for each year.
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Figure 6.13:  Schematic of the chl-a concentration during a typical year.  The hashed area 
represents the summed chlorophyll (see Chapter 6.3).
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                             Figure 6.14:  Summed chl-a over the bloom period (as defined in Section 6.3).
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                                Figure 6.15:  Duration of the bloom in days (as defined in Section 6.3). 
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7.  PHYSICAL CONTROLS ON THE SPRING BLOOM: 
 
 
Having concluded in the previous chapter that interannual variability in the 
spring bloom is occurring in the Irminger Basin, this chapter will examine the 
influence of meteorological forcing on chlorophyll concentrations, the conditions 
which need to be met for a bloom to start and the mechanisms affecting the 
decline of the bloom.  Firstly the influence of meteorological forcing on 
chlorophyll concentrations is examined through Generalised Linear Modelling.  
Then the specifics of the conditions for the start of the bloom are examined.  
Sverdrup’s critical depth model is discussed and estimates of critical depth are 
made from satellite data.  These are compared to mixed layer depth estimates from 
Argo floats and a 1-D physical model.  Then the requirements are established for 
bloom initiation in terms of net heat flux and PAR.  The factors controlling the 
magnitude of chl-a in summer - nutrient and light limitation and grazing - are 
examined.  The chapter concludes by examining the particular bloom conditions 
and causes of interannual variability in the East Greenland coast region, which 
differs markedly from the rest of the Irminger Basin. 
 
 
7.1.  INFLUENCE OF METEOROLOGY ON CHLOROPHYLL 
CONCENTRATION: 
 
 
The start of a spring bloom is reliant on many conditions being satisfied: in 
addition to a shallow mixed layer other environmental factors, such as wind speed, 
sea surface temperature (SST) or irradiance are influential.  The shallowing of the 
mixed layer (ML) is influenced primarily by the net heat flux into the ocean.  
During winter a negative net heat flux (i.e. out of the ocean) results from low air 
temperatures, strong winds and lack of solar heating.  During spring the increasing 
day length and elevation of the sun prompt surface warming.  High wind speeds 
can counteract the effects of a positive net heat flux by mixing the water column 
and retarding the establishment of a stable mixed layer.  Low SST can also 
suppress phytoplankton growth, as it limits the absolute rate of some biological 
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reactions (Eppley, 1972; Davison, 1991) and adequate light throughout the ML is 
required for growth. 
 
Later in the growth season, once the initial peak of the bloom is over, other 
factors will affect the phytoplankton population.  Light is no longer limiting, due 
to a shallow ML, however nutrients are likely to be depleted in the surface waters.  
All of these parameters may have an impact on phytoplankton populations, but 
determining the balance of forcing that causes a particular response in chl-a 
concentration is complicated by their interactions.  The following section 
examines the influence of meteorological forcing, as represented by the wind 
speed, net heat flux, SST and PAR, on chlorophyll concentrations.  Initially an 
attempt was made at a Singular Value Decomposition (SVD) analysis – an 
extension of the EOF analysis of Chapter 5.3 which examines the coupled 
variability of two fields.  However, for the reasons outlined below the analysis 
was rejected in favour of the simpler Generalised Linear Modelling, which will be 
returned to after a brief explanation of the inappropriateness of SVD for this 
study. 
 
 
7.1.1.  A NOTE ON SINGULAR VALUE DECOMPOSITION: 
 
 
 Often in climate studies there is an interest in the influence one parameter 
may have on another.  The Singular Value Decomposition method allows the 
examination of the coupled variability of two fields by forming the cross 
covariance matrix.  An SVD analysis will identify only those modes of behaviour 
in which the variations of the two fields are strongly coupled.  The purpose of this 
aside is not to provide details of SVD analysis, but only to set out some provisos 
on its use and explain why it is inappropriate in this study.  The mathematics of 
SVD analysis can be found in Preisendorfer (1988) or Björnsson and Venegas 
(1997). 
 
 An SVD analysis can only be rigorously successful if the transformation 
linking the two variables x and y is orthogonal, or if the covariance matrix of x or 
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y is the identity matrix (Newman and Sardeshmukh, 1995).  In real terms this 
means that we have to assume that the relationship between the two data fields is 
linear.  In the simplest case this indicates that y is causally related to x by a linear 
operator.  Newman and Sardeshmukh (1995) demonstrate that even in this simple 
case the successful recovery of the relationship between x and y depends on the 
criteria stated above.  In a more complex case where x and y are part of a larger 
system or y represents an external forcing for x (which is just what we would 
expect in climate studies) the interpretation of SVD products becomes even more 
problematic.  Newman and Sardeshmukh (1995) suggest two simple tests to check 
whether a completed SVD analysis is valid.  Firstly, if the SVD time series of x 
and y are not highly correlated, or secondly if the SVD time series are highly 
correlated but the SVD patterns of x and y are completely dissimilar to the 
corresponding EOF patterns of x and y, then the simultaneous occurrence of x and 
y is dubious.  If either of these conclusions is reached Newman and Sardeshmukh 
(1995) suggest rejecting the SVD analysis.     
 
 For this study an SVD analysis was performed between the chl-a and 
several meteorological fields (net heat flux, SST, wind speed and PAR).  The 
SVD analysis was carried out in Matlab using the standard function svd.  The 
results failed the first criteria of Newman and Sardeshmukh (1995); that is, the 
SVD time series of x (chl-a) and y (meteorology) were poorly correlated.  On this 
basis a continuation of the SVD analysis was rejected in favour of generalised 
linear modelling. 
 
 
7.1.2.  GENERALISED LINEAR MODELLING: 
 
 
 In order to examine the relationship between chl-a and the potential 
forcing parameters (i.e. the meteorology) generalised linear modelling (GLM) is 
introduced.  GLM can be used to examine the interaction between a response 
parameter (in this case chl-a) and one or more predictors (here, meteorological 
forcing).  GLM is an umbrella name for a variety of relationships between 
response parameters and predictors, which have a variety of distributions.  The 
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characteristics of a GLM are: the response has a distribution that may be normal, 
binomial, Poisson, gamma, or inverse Gaussian, with parameters including a mean 
µ; a coefficient vector b defines a linear combination X*b of the predictors X; and 
a link function f(·) defines the link between the two as f(µ) = X*b (Dobson, 1990). 
 
 For this study the simplest sort of GLM was employed: it assumes a 
normal distribution of response and predictors and a linear relationship between 
them.  The response parameter is chl-a (C) and the predictors are net heat flux (Q), 
sea surface temperature (T), wind speed (U) and PAR (P).  The form of the model 
is: 
 
y = Xβ + ε     [Eqn 7.1] 
 
where y is the observations (chl-a), X is the predictors (meteorology), β are 
regression coefficients and ε is the error.  The term X not only contains Q, T, U 
and P, but also terms for the interaction of two or more variables.  An example of 
the full equation is: 
 
C = ε + β1.Q + β2.T + β3.U + β4.P + β5.QT + β6.QU + β7.QP + β8.TU + β9.TP  
+ β10.UP + β11.QTU + β12.QTP + β13.QUP + β14.TUP + β15.QTUP     [Eqn 7.2] 
 
The solution of the equation will be essentially a linear least squares fit to the 
observations (chl-a). 
 
After the parameters are transformed to a normal distribution using the 
Box-Cox method (for details see Chapter 6.1.1) the Matlab function regress is 
used to solve the equation.  The equation is solved initially for all terms, then the 
terms are sequentially removed and the equation solved again.  The purpose of 
this is to determine which parameters, when removed, have a significant impact 
on the results of the model.  The question is whether a more complex model adds 
to the explanatory power over a simpler model (i.e. one with fewer terms).  A 
‘significant impact’ is judged by the F-statistic: 
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where RSS is the residual sum of squares, n is the number of terms in the simpler 
model, m is the difference in number of terms between the simple and the more 
complex model and t is the total number of observations.  If F is greater than a 
critical value then the model is deemed to have been improved by the increasing 
complexity.  A table of critical F values can be found at the back of almost every 
statistics textbook.  Finding the critical value requires knowledge of the number of 
degrees of freedom both between the terms (i.e. the total number of terms) and 
within the terms (i.e. the number of observations). 
 
As varying the order of the predictors in the equation produces different 
results, a series of tests are required.  An example of the result of this process is 
shown in Table 7.1.  These results are for the East Greenland region in 2002.  The 
first row compares a model with just P (letters in first column) to a model with an 
increasing number of terms: first a model with just P is compared to a model with 
P and U, then a model with just P is compared to a model with P and U and T etc. 
(letters in top row).  The second row compares a model with P and U together to a 
model with P, U and T and so on.  The highlighted numbers are those above the 
relevant critical F value.  In this case a model with P on its own is always 
improved by adding more terms (row 2), and similarly for a model with P and U 
(row 3).  Once T is added (row 4) the model’s explanatory power is increased, and 
only a couple of the three-variable interaction terms improve the model; and so 
on.  This indicates that a combination of P, U and T is a good predictor for chl-a.  
 
 A series of tests were carried out for each of the CIS, RR and EG zones, 
dividing the data into pre-bloom and post-bloom sections (pre-bloom is day of 
year 50 to 150: 19th February to 30th May; post-bloom is days 150 to 250: 30th 
May to 7th September).  A selection of the results are presented in Tables 7.2 to 
7.7 for the pre-bloom and post-bloom CIS, RR and EG regions respectively in the 
same format as the example above.  In summary, in the pre-bloom CIS region chl-
a is well explained by net heat flux and PAR.  Post-bloom, temperature and wind 
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speed totally dominate the model, with PAR playing a secondary role.  No one 
meteorological factor dominates the model in the pre-bloom RR region, although 
the interaction term between Q and P is influential as the model becomes more 
complex.  Post-bloom temperature and wind speed are influential and, unlike in 
the other regions, adding the higher order interaction terms to the model improves 
it.  No one factor dominates the model in the pre-bloom EG region, whilst post-
bloom wind speed has limited influence.   
 
The model suggests that the balance of forces affecting the chl-a is 
different in each of the three biological zones.  The full 16-term GLM equation 
was used to derive the coefficients (βn of equation 7.2) which maximised the 
correlation between the predicted chl-a and the measured chl-a.  The equation 
derived at one location (representative of, for example, the CIS zone) was then 
applied across the whole basin.  For the CIS the coefficients were derived for the 
time series of data at 60 °N 36 °W; for the RR at 58.5 °N 32.5 °W, and for the EG 
at 62 °N 40 °W (as in previous analyses).  At each pixel the relevant 
meteorological data and the derived coefficients were used to estimate chl-a.  The 
correlation coefficient between the measured chl-a and the predicted chl-a, as 
derived separately for the CIS, RR and EG zones, is plotted in Figure 7.1.  
Although the coefficients are derived for one pixel only, the area over which the 
predicted chl-a correlates well with the measured chl-a extends throughout the 
biological zones.  Within the region for which the coefficients were derived the 
correlation is ~0.7, but quickly decreases to <0.3 outside of the region.  The 
boundaries between the regions are thus well delineated and correspond closely to 
the biological zones deduced from the EOF analysis (see Chapter 5.3 and Figure 
5.9).  This is further confirmation that the biological zones used throughout this 
study are robust, but more than that, it also indicates that the balance of physical 
processes influencing the chl-a signal is different in each region, and that this 
balance is different pre- and post-bloom.  The conditions for initiation of the 
bloom are examined in the next section and the post-bloom period is returned to in 
Section 7.3.  
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7.2.  INITIATION OF THE SPRING BLOOM: 
 
 
 The generalised linear modelling suggested that net heat flux and PAR are 
influencing chlorophyll concentration in the pre-bloom period, but it is not able to 
establish the specific conditions under which a bloom may occur.  This section 
will examine these conditions: firstly from the perspective of Sverdrup’s critical 
depth model (Sverdrup, 1953) and then with specific reference to net heat flux and 
PAR. 
 
 
7.2.1.  CRITICAL DEPTH VS MIXED LAYER DEPTH: 
 
 
 The increasing stability of the upper water column during spring is vital to 
the initiation of the bloom.  As outlined in Chapter 2.1 the mixed layer (ML) 
depth must be sufficiently shallow for the phytoplankton to receive adequate light 
for growth.  In Sverdrup’s critical depth model (SCDM), described in Chapter 2.1, 
the ML must be shallower than the critical depth for a bloom to start.  The critical 
depth is defined as the depth at which production integrated over the water 
column is equal to losses by metabolic processes and sinking.  To test this 
hypothesis in this section the critical depth will be estimated from satellite PAR 
data and then compared to the ML depth estimated from Argo floats and a 1-D 
physical model. 
 
 Quantitatively SCDM assumes that under nutrient replete conditions 
primary production, PP(z), is log linearly related to the light flux, I(z), and that the 
effect of respiration, R(z), is depth independent: 
 
KzKz ePPeIzIzPP −− === 00.)(.)( αα           [Eqn 7.4] 
and 0)( RzR =  
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where α is the slope of the light-productivity relationship, I0 is the flux of incident 
photosynthetically available radiation (PAR), K is the diffuse attenuation 
coefficient for PAR, PP0 is the surface productivity and z is depth.  Net production 
occurs above depths where PP(z) is greater than R0, known as the compensation 
depth ZC , 
 
)/ln()/1( 00 RPPKZC =               [Eqn 7.5] 
 
or the compensation irradiance, 
 
000 / PPRIIC =     [Eqn 7.6] 
 
Net community growth occurs above the critical depth, ZCR, defined as: 
 
( )
00
011
I
I
PP
Re
KZ
CKZ
CR
CR ==− −         [Eqn 7.7] 
 
Calculation of the critical depth, as defined by Sverdrup (1953), therefore requires 
knowledge of the compensation irradiance and attenuation coefficient.   
 
 Sverdrup’s formulation assumes non-limiting nutrient concentrations and 
homogenous mixing of phytoplankton cells in the upper mixed layer.  This 
condition is expected to be met during the first stages of the spring bloom (at least 
in the North Atlantic).  There is continuing debate on the shortcomings of SCDM 
with regard to the definition of the respiration term (Smetacek and Passow, 1990; 
Nelson and Smith, 1991; Platt et al., 1991b).  This arises because Sverdrup’s 
original description of the compensation depth, where respiration is equal to 
production, includes not only phytoplankton respiration, but also grazing by 
zooplankton.  This meaning has generally been lost in the intervening years and 
the respiration term (and compensation irradiance) has been used to refer to that of 
the plankton community only.  Exclusion of the grazing term will result in 
estimates of the critical depth deeper than those based on the original formulation 
(Smetacek and Passow, 1990).  To more clearly express the light level where 
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photosynthetic and ecosystem community loss processes are equal the phrase 
‘community compensation irradiance’ has been coined in more recent times.  
Sverdrup’s equations do not, however, require explicit knowledge of the processes 
contributing to respiration.  In the method used below (partly based on Siegel et 
al., 2002) the community compensation irradiance is estimated from the ML depth 
at the start of the bloom – note that there is no requirement here for knowledge of 
the details of the total production or respiration occurring within the water 
column; if a bloom has started, biomass is increasing and phytoplankton 
community gains (growth) are therefore greater than community losses 
(respiration, excretion and losses to grazing and sinking).  In the following 
calculations it is assumed that the community compensation irradiance, IC, stays 
constant throughout the year.  It is probable that IC varies with time (Smetacek and 
Passow, 1990; Platt et al., 1991b), but the extent of the variability is unclear.  
Marra (2004) estimated IC over a period of ~1 week using data from a mooring in 
the North Atlantic and found that it had a small range of values.  With the 
exception of Marra’s (2004) study, the time variance of IC is completely unknown, 
so a time-invariant IC will be assumed.  On the other hand, the spatial variability 
of IC is accounted for, as the calculations are carried out at each data pixel.    
 
 Of the parameters in equation 7.7 the incident irradiance, I0, and the 
attenuation coefficient, K, are relatively easy to estimate, either from in situ light 
profiles or from satellite PAR data.  The compensation irradiance, IC, however has 
proved difficult to define.  Estimates from laboratory experiments based on the 
minimum irradiance required for a phytoplankton population to survive range 
from 0.1 to 3.5 mol photons m-2 day-1 (≡ Einsteins m-2 day-1; Langdon, 1988; 
Riley, 1957).  The lower values generally derive from phytoplankton-based 
studies, whereas the higher values account for zooplankton grazing and other loss 
processes and are community level estimates. 
 
 In a study by Obata et al. (1996) the authors relied on Sverdrup’s original 
(1953) compensation irradiance value (0.6 mol photons m-2 day-1).  They 
combined a global monthly mean ML depth from the Levitus (1982) climatology 
with an estimate of incident light derived from the solar zenith angle and a cloud 
climatology to estimate the monthly global critical depth.  Whilst comparing the 
 144
results to monthly mean CZCS chl-a data showed that SCDM is applicable at high 
latitudes, the authors admit a lack of suitably high spatial and temporal resolution 
data hampered their study. 
   
The subject was taken up again by Siegel et al. (2002) who point out that, 
following Sverdrup’s hypothesis, at the time of spring bloom initiation the depth 
of the mixed layer is equal to the critical depth, ZCR.  Along with knowledge of the 
attenuation coefficient and PAR at the initiation of the bloom, equation 7.7 can be 
used to calculate the community compensation irradiance, IC, and therefore the 
compensation depth, ZC, using equations 7.5 and 7.6.  The authors estimate the 
start day of the bloom in the North Atlantic from daily, 1° SeaWiFS chl-a data and 
the mixed layer depth is extrapolated from a monthly climatology (World Ocean 
Atlas 1998 in Antonov et al., 1998).  They go on to estimate the community 
compensation irradiance across the North Atlantic basin using incident PAR data 
from the SeaWiFS satellite.  The attenuation coefficient is estimated empirically 
from the SeaWiFS surface chl-a concentration (Morel, 1988).  Unfortunately the 
monthly climatology of ML depth has large gaps across the Irminger Basin and 
only patchy data on the compensation depth is available.  In addition, as well as 
being spatially patchy, monthly climatologies of ML depth are not capable of 
capturing sufficient temporal variability to make satisfactory comparisons with 
higher resolution satellite chlorophyll data.   
 
Profiles of temperature and salinity are available every ten days from 
drifting Argo floats, which are distributed throughout the world oceans.  For this 
study, Argo data in the Irminger Basin were processed and the ML depth 
calculated as described in Section 3.8.  To calculate the compensation depth and 
irradiance an estimate of the ML depth at the time of the initiation of the bloom 
was made.  The ML at the initiation of the bloom + 3 days (as calculated in 
Section 6.2) was extracted for all years (1998 – 2003) within three boxes 
representing the East Greenland (58 to 64 °N, 38 to 44 °W), Central Irminger Sea 
(59 to 64 °N, 30 to 36 °W) and the Reykjanes Ridge (55 to 59 °N, 28 to 34 °W) 
regions.  The mean ML depth at the start of the bloom was found to be similar in 
all regions (EG: 142 m, CIS: 125 m, RR: 154 m).  A plot of all ML depth data 
against coincident SeaWiFS chl-a for the entire Irminger Basin is shown in Figure 
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7.2.  The plot demonstrates that the spring bloom only commences once the ML is 
shallower than ~100 m.  The critical depth (i.e. the ML depth at the initiation of 
the bloom) for the whole basin is therefore set to a value of 100 m.  This is in 
comparison to Siegel et al. (2002) who estimate the critical depth to be 185 m for 
the 60 to 65 °N band across the North Atlantic, and to Obata et al. (1996) who 
estimate the mixed layer depth (from Levitus, 1982) in the Irminger Basin during 
April/May (i.e. the start of the bloom) at ~100-200 m. 
 
A critical depth of 100 m at the start of the bloom was used in Equation 
7.7 to estimate the community compensation irradiance, IC.  For each pixel the 
values of the attenuation coefficient, K, and the incident PAR, I0, at the initiation 
of the bloom were extracted.  The attenuation coefficient for PAR, K, was 
estimated from the SeaWiFS K490 product as: 
 
4906243.10085.0 kK +=    [Eqn 7.8] 
 
This equation is valid for k490 < 1 (Rochford et al., 2001).  This criteria was met 
for all the K490 data in the Irminger Basin.  For details of the algorithms and 
processing of K490 see Section 3.6.  For I0, the relevant daily SeaWiFS PAR data 
were used (see Section 3.5 for details of algorithm and processing).  The 
community compensation irradiance, IC, was calculated at each pixel for each year 
of data (1998 – 2003) using Equation 7.7 and similarly the compensation depth, 
ZC, using Equation 7.5 (substituting I0/IC for PP0/R0).  The mean compensation 
depth is ~20 m, similar to the 24 m estimated by Siegel et al. (2002) for the 60 to 
65 °N band in the North Atlantic.  The mean community compensation irradiance 
calculated is ~2.5 mol photons m-2 day-1.  This is within the range estimated in 
laboratory experiments, but greater than the mean value calculated by Siegel et al. 
(1.33 mol photons m-2 day-1) for the 60 to 65 °N band.  However, Siegel et al.’s 
published mean IC values are calculated for the North Atlantic stretching from 
Canada to Norway and the few pixels in the Irminger Basin which contain data 
have values between 2 and 5 mol photons m-2 day-1.  The monthly climatological 
ML depths used in Siegel et al. (2002) smooth out the small temporal and spatial 
scale variability observable by Argo floats, which take profiles ten days apart and 
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are effectively a single point measurement.  In addition, because Siegel et al. 
(2002) have reported their results as means over large latitudinal ranges the high 
degree of variability in IC estimates is masked.   
 
 Daily values of the critical depth, ZCR, can now be calculated for each of 
the CIS, EG and RR zones.  This is achieved by solving Equation 7.7 for each day 
using the relevant attenuation coefficient, K, and incident PAR, I0, data averaged 
over the 1° regional boxes shown in Figure 6.1 (CIS centred on 60 °N, 36 °W; EG 
on 62 °N, 40 °W; and RR on 58.5 °N, 32.5 °W).  Equation 7.7 must be solved 
iteratively and the Symbolic Math Toolbox (available only in Matlab version 14) 
was used.  This toolbox has a function, solve, which allows the user to enter an 
equation in symbolic form which is solved iteratively using Newton’s method 
with a randomly generated intital guess of the roots (an explanation of Newton’s 
method can be found in, for example, Epperson, 2002).  Equation 7.7 was first re-
arranged so that: 
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The critical depth for each region is plotted along with the ML depth from 
available Argo profiles and the SeaWiFS chl-a concentration for each of the CIS, 
RR and EG zones in Figures 7.3 to 7.5.  Although the ML depth plots suffer from 
a lack of data at times, the impression is that chlorophyll concentration increases 
once the ML becomes shallower than ZCR.  In the CIS and RR regions the sharp 
increase in chl-a occurs several days after the ML has become shallower than the 
critical depth.  In the EG region there appears to be a longer delay before the chl-a 
increases.  According to Sverdrup’s formulation, provided there is no nutrient 
limitation or grazing by zooplankton, a bloom may continue whilst the ML is 
shallower than the critical depth.  In reality the peak of the bloom quickly dies 
back, but elevated chlorophyll concentrations (above winter values) are observed 
until the ML again becomes deeper than ZCR in autumn (Figures 7.3 to 7.5). 
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In order to test the critical depth model thoroughly it is necessary to fill in 
the gaps in the Argo ML depth record.  The 1-D vertical mixing model described 
in Section 3.9 is used.  Mixed layer depth is calculated from the temperature 
profiles by applying the same criteria as for the Argo float data (see Section 
3.8.1).  The ML depths calculated from the model and from Argo data for the CIS, 
RR and EG regions are compared in Figures 7.6 to 7.8 respectively.  The model 
successfully reproduces the Argo float estimates of ML depth throughout the year, 
and allows the gaps in the ML record to be filled.  Note that whilst the model 
reproduces the in situ ML depth successfully for the CIS and RR regions, it does 
not work as well in the EG zone.  This is most likely due to the effects of 
freshwater stratification in the coastal area (Waniek et al., 2005) - an effect which 
is not parameterised in the model.  The model ML depth is plotted along with the 
critical depth and SeaWiFS chl-a for all zones in Figures 7.9 to 7.11.  In the CIS 
region an increase in chl-a occurs very quickly after the ML becomes shallower 
than the critical depth.  In the RR region in the years 2001-2003 there appears to 
be ~10 days delay before the chl-a increases rapidly, whilst in the EG region a 
delay of ~20 days is observed. 
 
In summary, Sverdrup’s critical depth model is valid in the Irminger 
Basin.  In the regions investigated the bloom generally starts within a few days of 
the ML becoming shallower than the critical depth.  On occasion there is a longer 
delay, emphasising the point made by Platt et al. (1991b) that Sverdrup’s critical 
depth criterion is a necessary, but not sufficient, condition for the initiation of a 
phytoplankton bloom.  Sverdrup’s formulation tells us only whether growth is 
possible in the mixed layer, but provides no information on how quickly the 
biomass might accumulate.   
 
The method detailed above allows the critical depth to be estimated at high 
spatial and temporal resolution from readily accessible satellite and Argo float 
data.  Previous methods have relied on mooring or ship-board data, neither of 
which can provide the same synoptic coverage as remotely sensed data.  This 
technique offers a way to assess whether a region’s bloom may be predicted from 
the critical depth model.  In comparison to regions where SCDM has been 
reported as lacking (principally the subtropical gyres and Southern Ocean – see 
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Section 2.1.3), a distinct seasonal pattern in ML depth and nutrient-replete 
conditions at the start of the bloom are observed in the northern North Atlantic.  If 
this exercise were repeated for the entire North Atlantic, one would expect to find 
that SCDM becomes less applicable further south into the sub-tropical gyres (as 
seen in the modelling study of Dutkiewicz et al., 2001).   
 
 
7.2.2.  INFLUENCE OF NET HEAT FLUX AND PAR ON BLOOM 
TIMING: 
 
 
If the start of the spring bloom in the Irminger Basin conforms to SCDM 
(as suggested in the previous section), the timing of the bloom must be dominated 
by the shallowing of the mixed layer, which in turn relies on the air-sea 
temperature difference.  This is affected by the wind speed, solar insolation, 
cloudiness, latent heat of the ocean etc.  Except for wind speed, these factors can 
be parameterised as the net heat flux.   
 
 The GLM confirmed that over large parts of the basin net heat flux (Q) is 
influential in determining the chl-a in the initial stages of the bloom.  We might 
expect then that there is a correlation between Q and chlorophyll concentration.  A 
positive net heat flux (i.e. into the ocean) will lead to stabilisation of the water 
column and the development of a surface mixed layer, and reflects a period of 
calm, warm weather.  On the other hand a negative net heat flux (i.e. out of the 
ocean) will lead to erosion of the surface layer, and reflects cold or stormy 
weather.  Figures 7.12 to 7.14 show time series of 3-day means of Q and SeaWiFS 
chl-a for the CIS, RR and EG regions (averaged over the 1° boxes centred on 60 
°N, 36 °W; 58.5 °N, 32.5 °W and 62 °N, 40 °W respectively, as in the previous 
chapters).  The net heat flux is positive only during the late spring and summer 
period but is occasionally interrupted by a spell of negative net heat flux, 
indicating a storm.  The general impression is that during spring the chl-a 
increases when Q is positive.  In the case of the CIS each occasion that Q becomes 
positive results in a pulse of increased chl-a, but it is not until Q remains positive 
for a period of ~5-10 days that the peak of the bloom occurs.  In contrast, in the 
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EG region there appears to be a longer delay of up to ~20 days between Q 
remaining positive and the very rapid increase in chl-a characteristic of the spring 
bloom in this zone. 
 
 Performing a linear correlation of Q and chl-a returns r = 0.44 for the CIS 
and EG zones and r = 0.64 for the RR region (p < 0.01 in all cases).  However, 
repeating the test for only day of year 1 to 150 (i.e. spring time; 1st January to 30th 
May) improves the correlation to r = 0.58 for the CIS zone, r = 0.55 for the EG 
zone and r = 0.70 for the RR zone (p < 0.01 in all cases).  Compare this to the 
results if days 151 to 300 (i.e. summer into autumn; 31st May to 27th October) are 
considered: r = 0.20, 0.37 and 0.50 for the CIS, EG and RR zones respectively (p 
< 0.01 for the RR zone only).  In other words the net heat flux correlates best with 
the chl-a during spring time.  During spring the ML depth is highly dependent on 
the net heat flux: positive Q leads to a shallowing of the ML, whilst a period of 
negative Q results in the ML deepening again.  Phytoplankton will respond 
positively to a shallowing of the ML, if sufficient light and nutrients are available, 
and an increase in remotely sensed chl-a may be detected provided the period of 
shallowing is sufficiently long for net growth to occur.  If the ML then deepens 
again the phytoplankton population will be diluted and a decrease in chl-a may be 
observed.  In summer the upper waters are strongly stratified and variations in Q, 
which generally remains positive, will not greatly affect the ML depth.  Thus chl-a 
is not influenced by Q during the summer months.     
 
 Although a period of continuously positive net heat flux is necessary to 
induce the principal bloom in chl-a, the peak value is often preceded by a series of 
‘false starts’, where the chl-a increases slightly but soon decreases again.  
Generally, prior to the peak of the bloom there is a gradual increase of chl-a above 
winter concentrations.  How is this possible with a ML that is still hundreds of 
metres deep?  Although the main thermocline, which is detected in the estimation 
of ML described in Chapter 3.8.1, remains deep, a diurnal mixed layer may be 
established.  During the course of a day which is sunny and not windy a very 
shallow surface layer may be established, even in winter.  The balance between 
the positive buoyancy flux, related to the insolation, and the turbulent energy 
provided by the wind, determines the depth to which warming penetrates (Price et 
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al., 1986).  At night convection, triggered by falling air temperatures, erodes the 
diurnal layer.  The layer may only be 1-2 metres thick (Stramma et al., 1986), but 
is sufficient to trap a portion of the phytoplankton in the well-lit, nutrient-rich 
surface waters.  These phytoplankton should be capable of net growth, but the 
likelihood is that this signal will not be detectable by satellite, due to its transient 
nature. 
 
 An alternative explanation stems from the convective mixed layer theory 
by Backhaus et al. (2003), which accounts for the presence of an over-wintering 
phytoplankton population.  The theory states that overturning within convection 
cells repeatedly brings phytoplankton to the illuminated surface waters where, 
over the long term and on a community basis, growth can occur prior to the 
establishment of the seasonal thermocline.  The corollary is that a shallowing 
mixed layer in spring results in an increasing length of time that a single 
phytoplankter spends in the euphotic zone, and so leads to an overall increase in 
production.  A modelling study by Wehde (2003) concluded that a mixed layer of 
400 m results in each phytoplankter spending on average 33 hours in the euphotic 
zone before being mixed into deep waters, whereas a mixed layer of 100 m allows 
each phytoplankter to remain in the euphotic zone for 133 hours, presumably with 
a corresponding increase in production (assuming sufficient nutrients are 
available).  Whilst a shallowing mixed layer would result in a proportion of the 
population returning more frequently to the euphotic zone, it would also lead to 
loss of the phytoplankton which become trapped beneath the upper mixed layer 
and are unable to regain the sun-lit upper waters.  However, the model ML depth 
decreases suddenly (over a couple of days) during spring, whilst the satellite chl-a 
increases slowly over a longer time scale.  Of course, the model estimates of ML 
depth could be inaccurate and the Argo float data, at 10 day resolution, is not 
capable of addressing this theory. 
 
 Whatever the cause, a slow increase of chl-a is seen during the early part 
of spring, but the peak of the bloom does not occur until the daily average net heat 
flux has become continually positive.  A delay between the two events is 
discernible in Figures 7.12 to 7.14.  Lagged correlations between net heat flux and 
chl-a for each of the CIS, RR and EG regions are shown in Figure 7.15.  In the 
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CIS region the correlation peaks at a lag of ~10 days (where net heat flux is 
leading chl-a), whilst in the EG region the lag is closer to ~25 days.  In the RR 
region the maximum correlation occurs at zero lag.     
 
 So it seems that a positive net heat flux, which results in a ML shallower 
than the critical depth, is not the only requirement for a bloom to begin.  The 
critical depth theory only defines when growth becomes possible, not whether, or 
how fast, growth will occur.  What other factors could be causing this delay?  
Nutrient concentrations are well above limiting levels in spring (see Chapter 4) 
and, although zooplankton grazing may be able to keep the phytoplankton 
population in check, that is not expected to be the case at the very start of the 
spring bloom (see Chapter 2.2 for a discussion of Calanus finmarchicus 
overwintering in the Irminger Basin).  The other possibility is that there is 
insufficient irradiance for growth to occur. 
 
Figures 7.16 to 7.18 plot SeaWiFS chl-a against SeaWiFS PAR, with the 
start of the bloom, as calculated in Chapter 6.2, marked (details on the algorithm 
and processing of SeaWiFS PAR can be found in Chapter 3.5).  At each pixel in 
the basin, the PAR on the day of the year on which the bloom started was found.  
The basin wide mean was ~81 W m-2.  This suggests that the minimum 
illumination required for a bloom to start is similar across the basin and that below 
this level phytoplankton growth may be restricted.  Only above this level can the 
peak of the bloom occur.  A theoretical depth-averaged total irradiance over the 
whole upper mixed layer required for a bloom to commence is often quoted as 
20.9 W m-2 (Riley, 1957).  To compare the estimate made here of the irradiance 
required for a bloom to start with that of Riley (1957), the surface incident PAR 
has to be converted into the depth-averaged irradiance, Ī, by: 
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where I0 is the incident surface PAR (W m-2), K is the attenuation coefficient of 
PAR (m-1) and z is the depth of the mixed layer (m).  On the start day of the bloom 
the attenuation coefficient for PAR (as calculated in Equation 7.8) and the 
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incident SeaWiFS PAR were determined.  The mixed layer depth at the start of 
the bloom is assumed to be 100 m (as estimated in Section 7.2.1).  The 6-year 
mean Ī is plotted in Figure 7.19.  In the central basin Ī is ~18 W m-2 – close to 
Riley’s (1957) estimate.  It is remarkable that Riley’s (1957) estimate is valid 
almost fifty years after it was published, despite improvements to measuring 
techniques and technology.  Riley’s original estimate was also made in the sub-
tropical Sargasso Sea and it might be expected that different critical light levels 
may apply in different regions.  However, numerous field studies have concluded 
that Riley’s estimate is applicable – in estuaries and in sub-tropical or sub-polar 
open ocean (e.g. Hitchcock and Smayda, 1977; Sinclair et al., 1981; Horn and 
Paul, 1984; Morin et al., 1991; Townsend et al., 1994; Labry et al., 2001).  It 
seems that it is also valid for the central Irminger Basin spring bloom.  In the 
coastal regions Ī is lower at ~8 W m-2, suggesting that a bloom can begin under 
lower light conditions in these areas.  This is discussed further in Section 7.4.1.    
 
It was determined previously that an extended period of positive net heat 
flux is required before a bloom can commence.  A second criterion is now added: 
that PAR needs to be greater than ~81 W m-2.  These criteria were deduced by 
studying plots of the data at single points in the basin (albeit points which are 
expected to represent large areas of the basin).  Is it possible to extend the 
conclusions drawn for particular point measurements to the whole basin, and 
estimate the initiation of the bloom from the net heat flux and PAR alone? 
 
 At each pixel the day of the year (DY) was determined on which the 
condition that net heat flux (Q) is positive for at least five consecutive days and 
coincides with PAR exceeding 81 Wm-2 for at least two consecutive days is met.  
The mean DY at each pixel from six years of data (1998-2003) was calculated.  
This was compared to the mean DY at the start of the bloom, as estimated in 
Chapter 6.2 from the SeaWiFS chl-a.  In Figure 7.20, the difference between the 
start date calculated from the chl-a and the date when the criteria for Q and PAR 
have been met, is plotted.  A negative value indicates that the bloom starts prior to 
the conditions for Q and PAR being met, whilst a positive value indicates that the 
bloom starts after the Q and PAR criteria has been satisfied.  The majority of the 
pixels in the central basin and over the Reykjanes Ridge have a value of + 2 days, 
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suggesting that the net heat flux and PAR criteria are approximately correct for 
these regions.   
 
On the East Greenland coast however, the difference is ~ -20 days, 
indicating that the bloom starts long before the Q and PAR conditions are met.  
But, as was noted earlier (Figure 7.14), the East Greenland bloom seems to start ~ 
20 days after the net heat flux has become positive.  Examination of the Q and 
PAR data in the region revealed that the discrepancy results from the requirement 
that PAR exceeds 81 Wm-2 is too stringent for the EG region.  Figure 7.21 shows 
the mean PAR at the start of the bloom.  Throughout the majority of the basin 
PAR at the beginning of the bloom is ~80 Wm-2, although it varies between ~70 
and 90 Wm-2.  Along the East Greenland coast however PAR can be as low as ~30 
Wm-2 and rarely exceeds ~60 Wm-2 at the start of the bloom.  This will be 
examined in more detail in Section 7.4.1. 
 
 Outside of the East Greenland coast region the conditions which must be 
met for the initiation of a spring bloom in the Irminger Basin have been 
determined.  If the net heat flux remains positive for at least five consecutive days 
and PAR exceeds 81 Wm-2 for at least two consecutive days a bloom can occur.  
But once the bloom has begun, what then controls the duration and the magnitude 
of the period of elevated chlorophyll concentrations?  
 
 
7.3.  THE POST-BLOOM PERIOD: 
 
 
 The GLM suggested that in the post-bloom period wind speed and SST are 
influential in determining the chl-a, whilst net heat flux and PAR do not 
significantly affect it.  (Note that here ‘post-bloom’ refers to the period after the 
peak of the bloom, when chl-a is elevated above winter concentrations, and before 
levels drop back towards winter values.)  With the shallow summer ML in place 
variations in Q will not greatly affect the ML depth (until the onset of autumn 
mixing).  So why does the bloom not continue at its peak level until autumn?  The 
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phytoplankton population can be limited by nutrient depletion, poor light levels or 
zooplankton grazing.  
 
Is it possible that poor light levels are limiting growth later in the season?  
In Section 7.2.2 the minimum PAR required for a bloom to start was estimated as 
~80 Wm-2 for the majority of the basin.  Figures 7.16 and 7.17 show plots of PAR 
and chl-a against time for the CIS and RR regions respectively.  PAR drops below 
80 Wm-2 around mid-July, however chl-a concentrations remain elevated above 
winter levels throughout August and occasionally into early September.  Whilst 
diatoms are expected to dominate the early stages of the spring bloom, flagellates 
and small plankton are expected to dominate the summer community composition 
(e.g. Barlow et al., 1993).  These species may have a lower light requirement for 
growth than diatoms (Cota et al., 2003), allowing them to continue flourishing 
until late in the season.  Therefore light does not appear to be limiting growth 
during the summer.   
 
Zooplankton grazing, particularly by microzooplankton, is capable of 
reducing a phytoplankton population very quickly.  A delay between the increase 
in phytoplankton and an increase in grazers may be expected, as zooplankton 
require longer to reproduce (a few days compared to ~ 1 day).  However, after this 
initial period, grazing results in large phytoplankton stock turnover and may keep 
pace with phytoplankton growth, restricting the spring bloom (Miller, 2004).  
Surface chlorophyll concentrations can appear low whilst primary production 
remains moderately high, because zooplankton are removing the phytoplankton 
biomass almost as fast as it is produced (e.g. Platt and Irwin, 1968).  
Unfortunately there is no way of estimating zooplankton populations from 
remotely sensed data, so the question of grazing cannot be addressed directly in 
this study.  Nutrient limitation can however be assessed, and although grazing is 
likely to play a role in the decline of the spring bloom, nutrient availability will 
also be a significant factor. 
 
Nutrient concentrations can be estimated from satellite SST and chl-a (see 
Chapter 4 for the method and equations).  Using remotely sensed data 3-day, 0.5° 
resolution maps of nitrate, phosphate and silicate concentrations were calculated 
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for each year of the dataset (1998 – 2003).  As examples of the data Figures 7.22 
to 7.24 show chl-a against nitrate, phosphate and silicate for each year in the CIS, 
RR and EG regions respectively.  The general pattern is of high nutrient 
concentrations during winter, which fall rapidly as the bloom begins.  
Concentrations continue to drop throughout the post-bloom summer, but start to 
increase again around September.  There is also considerable interannual 
variability in the summertime nutrient concentrations. 
 
 Following the peak of the bloom, phytoplankton consumption will have 
depleted some of the essential macro-nutrients to the point where they limit 
growth, and the presence of the seasonal thermocline restricts supply of new 
nutrients into the surface waters.  Post-bloom, other sources of nitrate, such as 
regenerated ammonia or urea, or fixation of atmospheric nitrogen may become 
important.  All macro- and micro-nutrients may also be supplied through mixing 
events which erode the base of the thermocline and entrain new nutrients into the 
surface waters.  In a high-latitude region, such as the Irminger Basin, high wind 
speeds are encountered even in summer, the ML stratification can be relatively 
weak and nutrient concentrations below the thermocline are high.  Under these 
circumstances it is feasible that mixing events are able to resupply the upper 
waters with new nutrients, and that the phytoplankton will respond, given 
sufficient light, with a burst of growth, until the nutrients have been depleted 
again.  Wind speed (from QuikSCAT sensor; see Section 3.4 for description of 
data) was not however significantly correlated with nitrate, phosphate or silicate 
during the post-bloom period.  This suggests that either the wind mixing in 
summer is not sufficient to erode the base of the mixed layer and entrain new 
nutrients, or that the nutrients are consumed so rapidly within the water column 
that a surface signal is not observed.  In situ species biomass data suggest that 
diatoms are concentrated at the base of the thermocline in summer (Claire 
Holeton, NOCS, pers. comm.), presumably due to a lack of silica in the surface 
waters.  It is likely then that any nutrients resupplied by wind mixing in summer 
will be consumed very rapidly at the base of the mixed layer and a surface nutrient 
signature may not be observable.  
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Figures 7.22 to 7.24 suggest that phytoplankton growth in the post-bloom 
period may be suffering from a lack of nutrients, but how exactly can nutrient 
limitation be defined?  The mean (over 1998 – 2003) minimum nitrate, silicate 
and phosphate concentrations across the basin are shown in Figure 7.25.  In the 
east of the basin and over the Reykjanes Ridge nitrate, phosphate and silicate all 
reach a minimum concentration close to zero.  In the west of the basin nitrate and 
phosphate remain well above zero, whilst silicate concentrations are close to zero 
across the whole basin, with the exception of the East Greenland coast and a 
section of the south-western central basin.  In Figure 7.25 silicate is the only 
nutrient which drops to zero.  Nutrients do not, however, have to be at zero 
concentration to be limiting to phytoplankton growth.  The concept of nutrient 
limitation was originally formulated for agricultural systems as Liebig’s Law of 
the Minimum (Liebig, 1840; see De Baar (1994) for a review of its applications in 
the marine environment).  Essentially the amount of nutrient regulates 
phytoplankton growth and biomass through a yield-dose response.  For net growth 
to occur nutrient supply must be greater than required for the biosynthetic capacity 
of a cell.  Typically nutrient limitation in the sense of Liebig’s Law is evaluated 
with a stoichiometric approach that compares environmental nutrient ratios with 
the composition ratio of biomass (assuming balanced growth) to determine which 
nutrient will be exhausted first (e.g. Hecky and Kilham, 1988).  A lack of any 
nutrient that causes photosynthesis to be retarded can be regarded as limiting 
(Falkowski and Raven, 1997).  In addition, as different phytoplankton species are 
dependent on different nutrients, concentrations that are limiting to one species 
may not be limiting to another.  For example, diatoms require silica to form their 
cell wall and at concentrations of silicate < 2 μmol l-1 they may be out-competed 
by other species that are not so dependent on silica, such as flagellates (Egge and 
Aksnes, 1992; Brown et al., 2003).  Co-limitation of nutrients further confuses the 
issue, making it difficult to define exactly the limiting concentration of a certain 
nutrient.  Nutrient uptake rate experiments can be used to determine 
concentrations which are limiting to growth, but these are not routinely performed 
in situ.  Alternatively the half-saturation constant for growth for a nutrient gives 
an indication of the nutrient concentration at which phytoplankton growth is not 
meeting its full potential.  For nitrate this is < 0.5 μmol l-1 (Eppley et al., 1969) 
whilst for phosphate it is < 0.03 μmol l-1 (Davies and Sleep, 1981).   
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 In the absence of any uptake rate experiments carried out in situ in the 
Irminger Basin, nutrient depletion concentrations will be set at 2 μmol l-1 for 
silica, 0.5 μmol l-1 for nitrate and 0.03 μmol l-1 for phosphate.  Figures 7.26 to 
7.28 show the day when silicate, nitrate and phosphate concentrations, 
respectively, first become depleted for each year 1998-2003.  Silica becomes 
depleted across most of the basin (Figure 7.26), starting earliest east of the 
Reykjanes Ridge in mid to late April.  The Reykjanes Ridge region itself becomes 
depleted in late May/early June, with the central basin following in July to 
August.  Note that nutrients do not appear to become depleted along the East 
Greenland coast – this conclusion is thought to be unreliable for reasons which 
will be outlined in Section 7.4.1.  Whilst the geographical pattern of silica 
depletion remains the same throughout the six years, there is considerable 
interannual variability in the timing of depletion.  For example in 1998 and 2003 
depletion occurs in the central basin in mid-June, whilst in 1999 and 2000 the 
Reykjanes Ridge does not experience depletion until early July.  Concentrations 
are similar in the winter of each year and, as Olafsson (2003) notes, the depth of 
winter mixing is not correlated to the spring time nutrient concentrations in the 
Irminger Basin.  This suggests that the interannual variability in the timing of 
depletion is dependent on the bloom characteristics (timing and magnitude), rather 
than winter conditions.  In contrast to silicate, nitrate (Figure 7.27) does not 
become depleted in the western regions of the basin at all.  To the east of the 
Reykjanes Ridge nitrate becomes depleted long after silica, in August.  Similarly 
phosphate (Figure 7.28) does not become depleted in the western part of the basin, 
but is depleted in August to the east of the Reykjanes Ridge. 
 
If at silica concentrations less than 2 μmol l-1 diatoms are out-competed, 
then the timing of silica depletion also represents the timing of the transition from 
diatom dominance of the community composition to smaller, non-siliceous 
plankton.  Although satellite-derived silica depletion gives only a first-order 
approximation of community composition it nevertheless provides a time and 
space-resolved estimate.  This will be discussed further in Chapter 8.1. 
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As silica depletion is so widespread in the basin, it is possible to speculate 
that silica is the nutrient limiting the Irminger Basin spring bloom.  But does a 
drop below 2 μmol l-1 concentration of silica bring about the end of the peak of the 
bloom?  The end of the bloom peak was defined in Section 6.3 as the day of the 
year when chl-a drops below one-third of the maximum concentration and is 
shown in the sketch of bloom progression in Figure 6.14.  Figure 7.29 shows maps 
of the timing of the end of the bloom peak for each year 1998-2003 (plotted on the 
same scale as the nutrient depletion maps).  Although noisy the figure gives the 
impression of a westwards progression of the end of the bloom peak that coincides 
reasonably well with the progression of silica depletion across the basin (Figure 
7.26), however the similarity is not sufficient to be able to categorically state that 
silica depletion is limiting the bloom.  It is likely that grazing by zooplankton also 
reduces the phytoplankton biomass and may keep pace with phytoplankton 
growth.  Unfortunately there is no way of addressing this point with the data set 
available to this study.   
 
During summer, it might be expected that increased wind speeds may lead 
to erosion of the seasonal thermocline and entrainment of new nutrients into the 
surface waters, thus alleviating nutrient depletion and resulting in an increase in 
surface chl-a.  The correlations between the late summer/early autumn (mid-July 
to October) wind speed and nutrient concentration or wind speed and chl-a were 
calculated.  Whilst there was a trend for increased wind speeds to result in 
increased surface silica and nitrate concentrations (r = 0.4), there was no 
correlation between wind speed and chl-a.   This suggests that whilst increased 
wind speeds may be able to introduce new nutrients the phytoplankton are not 
able to use them.  This may be due to poor light conditions (although, as discussed 
earlier in this section this is believed to be unlikely), extensive grazing of the 
phytoplankton, changes in the community composition or limitation by another 
nutrient, such as iron.  Diatoms are the only functional group found in the 
Irminger Basin which consumes significant quantities of silica.  If they are not 
abundant in late summer, silica will remain unused.  Nitrate never becomes 
limiting over large parts of the basin, so introduction of new nitrate is unlikely to 
promote an increase in chl-a, and hence the lack of correlation between wind 
speed and chl-a.  The reasons why nitrate does not become limiting are discussed 
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in Chapter 8.2.  The implications of nutrient depletion for community succession 
and export production will also be discussed in Chapter 8.   
 
 
7.4.  THE EAST GREENLAND COAST:  
 
 
The remainder of this chapter will focus on the East Greenland coast 
region which throughout this study of spring bloom dynamics in the Irminger 
Basin has consistently displayed characteristics different from those in the rest of 
the basin.  In this section the particular conditions controlling the spring bloom 
and interannual variability in this region are examined.   
 
 
7.4.1.  BLOOM CONDITIONS: 
 
 
On the East Greenland coast the spring bloom starts earlier and lasts longer 
and the maximum chl-a concentrations are approximately double those observed 
in the rest of the basin (Figures 6.10. 6.15 and 6.12 respectively).  Why is this?  It 
was noted in Section 7.2.2 that PAR at the start of the bloom on the EG coast can 
be as low as ~30 Wm-2, compared to ~80 Wm-2 in the rest of the basin.  A positive 
net heat flux (Q) extending over five consecutive days has been established as a 
requirement for initiation of the bloom in the rest of the basin (Chapter 7.2.2).  
However, on the EG coast, there is a long delay between net heat flux becoming 
positive and the start of the bloom (Figure 7.14).  There is also a long delay 
between the mixed layer depth becoming shallower than the critical depth and the 
start of the bloom (Chapter 7.2.1).  In addition Q has poor explanatory power in 
the EG pre-bloom GLM, in contrast to the RR and CIS zones (Chapter 7.1.2).  
This suggests that the initiation of the EG bloom is somewhat decoupled from the 
net heat flux.  Processes other than the simple shallowing of the mixed layer due 
to heating may be occurring in this region.  Only by considering satellite derived 
information in combination with in situ data can a complete picture of the bloom 
conditions be established. 
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 In situ data are available from the spring Marine Productivity cruise 
(D262; Richards et al., 2002), which sampled several CTD stations on the East 
Greenland coast in mid-May 2002 (days 129 to 137; see Section 3.1.2 for details 
of CTD casts).  An area of cold, fresher water (33.5 to 34.5 psu and 2-3 °C 
compared to ~35 psu and 6-7 °C in the central basin) was observed, likely 
resulting from the spring melting of seasonal ice cover.  The salinity difference 
had led to the establishment of density-driven stratification (rather than thermal 
stratification, resulting from surface heating).  Light conditions were still poor at 
the time of the cruise, and in the rest of the basin only a weakly stratified surface 
layer and low concentrations of flagellates and picoplankton were evident 
(Holeton et al., 2004).  On the coast however a dense bloom of the flagellate 
Phaeocystis sp. had been able to take advantage of the early appearance of a 
mixed layer (Waniek et al., 2005).  Phaeocystis sp. colonies are common in high 
latitude regions and are known to be typically more successful than competing 
diatoms under conditions of low light and temperature (Cota et al., 1994; Moisan 
and Mitchell, 1999).  The conclusions drawn from an analysis of the satellite data 
are thus confirmed and clarified by the in situ data: the bloom relies on an input of 
ice-melt freshwater to induce stratification.  Because this stratification occurs 
early in the year, light levels are poor.  However, the low-light adapted flagellates, 
Phaeocystis sp., are able to take advantage of the conditions and results in a 
massive, early bloom.  
 
A dense bloom would be expected to strip the surface waters of nutrients.  
However in the estimates of silica depletion made in Section 7.3 silica does not 
appear to become depleted along the East Greenland coast (Figure 7.26).  
Inspection of the in situ CTD nutrient profiles show silica to be below depleted 
concentrations (2 μmol l-1) during the summer cruise (August 2002).  Silica 
calculated from satellite SST and chl-a is therefore over-estimated in this region.  
The silica depletion temperature i.e. the temperature at which silica < 2 μmol l-1 is 
~9 °C (from Figure 4.9).  However, SST never becomes this warm on the northern 
East Greenland shelf, principally due to the influence of seasonal ice melt and 
freshwater run-off.  This region therefore requires a unique temperature-silica 
relationship.  This could not however be established due to the lack of in situ 
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measurements in this region.  This emphasises the point that while satellite data 
are the only way to provide large-scale context, the in situ data should be borne in 
mind to ensure spurious conclusions are not drawn. 
 
Are the conditions observed in situ during 2002 the typical sequence of 
events for a bloom on the East Greenland coast?  Or was the 2002 bloom unusual?  
Whilst the in situ data elucidate the reasons behind the early bloom, only the 
temporal context provided by the satellite data can determine whether this event is 
the norm or anomalous. 
 
 
7.4.2.  INTERANNUAL VARIABILITY: 
 
 
 As well as defining the biogeographical zones used in this study, the 
Empirical Orthogonal Function analysis of Chapter 5.3.3 also provides 
information on interannual variability.  Mode 2 of the EOF analysis defines the 
spatial extent of the EG region (Figure 5.9), whilst the time series defines the 
variability of the signal in the mode (Figure 5.10).  The negative parts of the time 
series correspond to a chl-a signal over the EG region in April/May.  This signal 
becomes stronger from 1998 to 2001, is completely absent in 2002 and returns in 
2003.  What is causing this variability in the time series?  Comparing the spatial 
maps in Figures 5.9 and the time series in Figure 5.10 to the chl-a anomalies 
during April/May (Figure 6.7) it is clear that the EOF analysis is reflected in the 
anomaly maps: both highlight the unusually low chl-a concentrations observed on 
the Greenland coast during early spring 2002.   
 
 The in situ data, however, demonstrated that a large Phaeocystis sp. bloom 
was occurring on the shelf during May 2002.  Perhaps the satellite data is not 
detecting this bloom leading to spurious results?  The percentage of days on which 
cloud obscured the EG zone in early spring 2002 is not significantly different than 
in other years (2002 was ~60 % cloud free compared to an average of ~62 %).  
The peak of the bloom does not occur later in 2002 than in other years, thereby 
skewing the seasonal anomalies (see Figure 6.6).  It is possible that, although the 
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Phaeocystis sp. bloom observed in 2002 dominated the spring cruise 
phytoplankton, this was still an uncharacteristically small bloom and it was even 
more dense in other years.  Another alternative is that the bloom in other years had 
a different community composition, resulting in a different SeaWiFS chl-a signal.  
As discussed in Chapter 3.2.2 different phytoplankton species contain different 
proportions of chl-a.  Diatoms are chl-a rich, whilst flagellates (such as 
Phaeocystis) are relatively chl-a poor.  If a chl-a rich species dominated the bloom 
in other years, the SeaWiFS chl-a would appear greater than for a bloom of a chl-a 
poor species.  Finally at some of the CTD stations in the EG region the peak 
biomass was observed below 10 m depth (Waniek et al., 2005).  A sub-surface 
chlorophyll maximum may not be detected by the SeaWiFS instrument.  In other 
years the peak biomass may have been consistently at the surface, rather than 
occasionally sub-surface, as in 2002, resulting in apparently higher chl-a, as 
detected by SeaWiFS.  Unfortunately this question cannot be fully resolved with 
the data available, but regardless, interannual variability is clearly occurring in the 
satellite data. 
 
 What physical processes could be contributing to the anomalously low chl-
a in 2002?  The pre-conditioning of the water column in the winter will be vital to 
the success of the following spring’s bloom.  Meteorological conditions during 
winter will affect the depth of winter mixing and the subsequent development of 
the seasonal thermocline.  Modelling studies by Waniek (2003) suggest that in 
years with few storms the bloom is relatively short-lived with high biomass but 
low total annual primary production.  In contrast in years which experience many 
storms, the bloom has lower amplitude and biomass, but the total annual primary 
and export production are higher.  In the Irminger Basin Moore (2003) defined a 
storm as an occasion when the wind speed exceeds 17 ms-1.  Daily wind speed and 
direction data are available at 0.25° resolution from the QuikSCAT instrument 
from 19th July 1999 to the present (see Chapter 3.4 for a description of the data).  
Prior to the launch of QuikSCAT, ERS-2 data are available, but only at weekly 
resolution.  As a high wind speed event is expected to last only a few days the 
ERS-2 data are not suitable and the analysis will focus only on the period covered 
by QuikSCAT data.  The percentage of days during January, February and March 
2000-2003 on which wind speed > 17 ms-1 is shown in Figure 7.30.  The majority 
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of the basin away from the East Greenland coast experiences ~ 15-20% stormy 
days.  Along the EG coast stormy days are ~30-50% of days.  The number of 
storm days on the East Greenland coast in 2002 is greater than in other years.  
Additionally the area affected by storms extends further into the central basin in 
2002 than in other years.  Notably in 2001 relatively few storms occur in the basin 
with only 10-15% stormy days.  2002 appears to have been an especially stormy 
year, particularly in comparison to 2001.  The tendency towards high wind speeds 
during winter of 2002 is also reflected in the anomalies from the mean wind speed 
during winter (Figure 7.31; days 1 to 90; 1st January to 31st March).  The western 
side of the basin experiences higher wind speeds in winter 2002 than the average, 
whilst winter 2001 is characterised by wind speeds lower than the average. 
 
Winter storms in the Irminger Basin often result from high speed 
topographically forced wind events, known as the tip-jet (Doyle and Shapiro, 
1999).  It forms when high-level northwesterly winds are accelerated over the 
steep topography of the eastern (leeward) side of Greenland, drawing cold air over 
the Irminger Basin (see Chapter 2.2.1).  These events have the ability to influence 
the depth of winter mixing and may lead to deep convection in the Irminger Basin 
(Pickart et al., 2003b).  Could this large-scale physical process be affecting the 
spring bloom characteristics?  A tip jet event is expected to have a large zonal 
component, with strong winds towards the east.  Following Pickart et al. (2003b) 
the daily wind direction is averaged over the region 59-60° N, 37-42° W where 
the tip-jet winds are strongest (note that Pickart et al. used the COAMPS model 
which is at a coarser resolution of ~2° than the QuikSCAT data).  The daily wind 
direction during winter over all four years is displayed as a histogram in Figure 
7.32 (0° is wind towards the north; data in 20° degree bins).  The histogram has a 
well-defined peak at ~90° with a smaller, more diffuse peak at ~210° i.e. in winter 
the wind blows principally towards the east, with frequent winds towards the 
south-south-west.  The eastward winds are likely to be associated with the tip-jet 
phenomenon, suggesting that it is a common occurrence during winter.  The SSW 
winds could be associated with ‘reverse tip-jet events’, defined by Moore (2003).  
After an analysis of 52 years of NCEP reanalysis winds Moore (2003) concluded 
that in addition to the strong eastward winds associated with tip-jets, strong 
westwards winds occurred almost as often.  He suggests that whilst the axis of the 
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tip-jet appears to be oriented in the zonal direction, the reverse tip-jet has a 
meridional component.  The conclusions drawn from Figure 7.32 are in agreement 
with Moore’s (2003) hypothesis and suggest that the winter wind field in the 
Irminger Basin is bimodal.    
 
Could interannual variability in the winter occurrence of tip-jets, or reverse 
tip-jets, be causing the differences in spring time chl-a?  In Figure 7.33 the wind 
direction for winter of each year (2000 – 2003) is displayed as a rose plot.  In 
2000, 2002 and 2003 the principal wind direction is towards the east.  In 2001 
however the wind direction is mostly in a south-eastward direction, with 
occasional eastward winds.  Perhaps the lack of tip-jet events in 2001 is 
responsible for the above average chl-a in the EG region in spring (Figure 6.7)?  
However, the wind direction during winter of 2000, 2002 and 2003 is similar, yet 
2002 experiences a much reduced spring bloom.  Figure 7.34 shows a rose plot of 
wind direction in each year for spring/summer (days 100 to 200; 10th April to 19th 
July).  In all years except 2002 the wind direction becomes variable with little 
directional constancy (although in 2003 there is a southward wind).  In 2002, 
when chl-a is much lower than the mean, the prevailing wind direction continues 
to be towards the east, typical of the tip-jet.  In summary, 2000 and 2003 have 
similar spring time chlorophyll concentrations and in both years there is a 
prevailing eastward wind during winter, whilst in spring there is either little 
directional constancy (2000) or a southward wind (2003).  In 2001 the EG coast 
has more chl-a than the mean and in winter and spring there is no prevailing wind 
direction.  Chl-a is lower than the mean in 2002, which experiences strong 
eastward winds (i.e. tip-jet winds) in both winter and spring.   
 
Not only the strength of the wind in winter, but also the prevailing 
direction, seem to have an impact on the following spring’s chl-a.  Storms in the 
sub-polar North Atlantic tend to follow a track which passes between the east 
coast of Greenland and Iceland.  These low pressure systems draw cold, dry air 
over the Irminger Basin and result in a predominately eastward wind (Pickart et 
al., 2003b).  Moore (2003) demonstrated that when the storm track shifts 
southwards, the result is a warmer, wetter winter and southward winds prevail.  So 
changes in the wind field may also be reflected in the net heat flux (Q) during 
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winter.  In Figure 7.35 the anomalies from the mean winter Q are shown.  In 2000 
and 2002 on the EG coast the Q is more negative i.e. more heat is leaving the 
ocean surface than the mean, and in 2001 and 2003 the Q is less negative i.e. more 
heat is entering the ocean surface than the mean. 
 
There seem to be two modes of meteorological forcing and chl-a response 
in the Irminger Basin.  These modes may be responding to the index of the North 
Atlantic Oscillation (NAO).  The NAO index is based on the surface air pressure 
difference between a weather station in the Azores and one in Iceland.  When the 
NAO is positive a northerly storm track is likely to bring cold, dry winters to the 
Irminger Basin, and a negative NAO will result in a southern storm track and a 
warm, wet winter.  The NAO is positive throughout the study period, except for 
the winter of 2000/2001 when it is negative.  The winter of 2000/2001 is 
unusually warm and experiences no dominant wind direction, which results in 
anomalously high concentrations of chl-a in the following spring. 
 
In 2002 however, it seems that persistent eastward winds, combined with 
an anomalously cold winter led to lower than average spring chl-a concentrations.  
This may be because the meteorological conditions result in a deeper winter 
mixed layer, which takes longer to restratify in the spring.  The ML depth 
estimated from Argo floats and the 1-D model for 1998 – 2003 in the East 
Greenland region was presented in Figure 7.8.  There is a suggestion in the Argo 
data that the maximum ML in 2002 was ~ 500 m, compared to ~ 400 m in other 
years.  The model also shows a deeper maximum ML in 2002 with ~ 450 m 
compared to ~ 400 m in other years.  However, this difference in mixing depth 
does not seem to affect the development of the seasonal thermocline, which 
becomes established at a similar time in 2002 as for the other years.  Similarly, 
although the winter of 2001 is anomalously warm, there seems to be little impact 
on the ML depth. 
 
Although it is possible to surmise that interannual variability in 
meteorological conditions is causing the interannual differences in chlorophyll 
concentration, the mechanism unfortunately remains elusive.  In situ, depth-
resolved data on an interannual time scale or, alternatively, a 3-D coupled 
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physical-biological model would be necessary to further address the questions 
raised by the satellite data, however this is outside the scope of this study.   
 
 
7.5.  CHAPTER SUMMARY: 
 
 
This chapter has addressed the meteorological forcing that controls the 
initiation and decline of the spring bloom, and the special conditions on the East 
Greenland coast. 
 
• Generalised Linear Modelling shows that net heat flux and PAR strongly 
influence the initiation of the bloom, whilst SST and wind speed are more 
important in the summer. 
• Sverdrup’s critical depth can be estimated from satellite PAR and 
knowledge of the timing of the start of the spring bloom. 
• Sverdrup’s critical depth model is valid for the Irminger Basin, although a 
mixed layer depth shallower than the critical depth is not the only 
condition necessary for a bloom to start.  
• Outside of the East Greenland region, a positive net heat flux (i.e. into the 
ocean) for at least five consecutive days and a PAR > 81 Wm-2 for at least 
two consecutive days is necessary for the bloom to start. 
• The timing of nutrient depletion can be estimated from the satellite-derived 
nutrient concentrations.  Silica becomes depleted over most of the basin, 
whilst nitrate and phosphate become depleted only late in the season and to 
the east of the Reykjanes Ridge.   
• On the East Greenland coast the spring bloom starts at lower light levels 
than in the rest of the basin.  This is because Phaoecystis sp. are able to 
exploit early freshwater stratification from ice melt run-off. 
• In 2002 the East Greenland region experienced anomalously low chl-a 
concentrations.  Strong easterly winds, associated with the tip-jet 
phenomena, occured throughout winter and spring and net heat flux was 
anomalously low in 2002.  This implies that the spring bloom in the 
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Irminger Basin can be affected by large scale climatic events, such as 
shifts in the North Atlantic Oscillation.     
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 U T Q PU PT PQ UT UQ TQ UTQ PUQ PTQ PUT PUTQ
P 6.75 165 109 81.2 68.73 57.13 48.63 42.8 41.7 37 33.9 37.8 35.71 32.9
U 314 155 103 81.72 65.21 53.97 46.5 44.6 39.1 35.6 39.3 36.91 33.8
T 0.04 0.29 1.601 1.366 1.173 1.17 1.96 1.69 1.67 3.01 2.995 2.75
Q 0.54 2.382 1.808 1.456 1.4 2.28 1.93 1.87 3.34 3.29 2.99
PU 4.201 2.432 1.756 1.61 2.61 2.15 2.06 3.67 3.576 3.22
PT 0.683 0.56 0.76 2.15 1.7 1.66 3.45 3.354 2.99
PQ 0.443 0.8 2.62 1.94 1.85 3.88 3.708 3.26
UT 1.15 3.69 2.43 2.19 4.54 4.231 3.64
UQ 6.14 3.04 2.51 5.31 4.782 4.01
TQ 0.04 0.72 4.69 4.146 3.36
UTQ 1.41 7.01 5.514 4.19
PUQ 12.4 7.422 5.02
PTQ 2.235 1.3
PUT 0.38
 
 
Table 7.1:  An example of the result of a GLM run for the East Greenland region in 2002.  
The letters in the first column are the terms in the first model (P = PAR, U = wind speed, 
T = SST and Q = net heat flux).  The letters in the first row are the terms in the second 
model.  The numbers are the F-statistic from comparing model 1 with model 2.  The 
highlighted numbers are greater than the critical F value. 
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  U P T QU QP QT UP UT PT UPT QUT QPT QUP QUPT
Q 3.03 34.70 133.5 99.99 82.55 68.52 58.65 51.91 46.14 41.71 37.96 35.78 32.88 31.21
U  65.99 198.7 132.4 102.2 81.44 67.78 58.77 51.42 45.91 41.36 38.68 35.29 33.30
P   322.2 160.9 111.0 82.95 66.29 55.95 47.98 42.19 37.56 34.86 31.54 29.62
T    0.42 2.81 1.89 1.53 1.69 1.52 1.48 1.40 1.79 1.60 1.82
QU     5.20 2.63 1.90 2.01 1.74 1.66 1.54 1.95 1.73 1.96
QP      0.08 0.27 0.95 0.87 0.95 0.93 1.48 1.29 1.59
QT       0.45 1.38 1.14 1.17 1.10 1.71 1.46 1.77
UP        2.30 1.48 1.41 1.26 1.96 1.63 1.96
UT         0.66 0.96 0.91 1.87 1.49 1.90
PT          1.26 1.04 2.27 1.70 2.14
UPT           0.81 2.76 1.84 2.35
QUT            4.69 2.35 2.86
QPT             0.03 1.92
QUP              3.81
               
               
  P Q T UP UQ UT PQ PT QT PQT UPT UQT UPQ UPQT
U 226.8 148.9 219.5 163.9 131.0 110.4 97.17 84.98 75.21 70.20 63.53 57.97 53.27 50.39
P  48.63 188.5 125.1 93.85 76.15 65.52 56.17 48.94 45.44 40.71 36.84 33.62 31.73
Q   322.2 160.4 106.9 81.45 67.42 56.21 47.98 43.97 38.91 34.86 31.54 29.62
T    0.01 0.31 1.08 2.11 1.82 1.52 2.31 2.02 1.79 1.60 1.82
UP     0.60 1.61 2.81 2.27 1.82 2.70 2.30 2.01 1.78 2.00
UQ      2.62 3.90 2.82 2.12 3.11 2.58 2.20 1.92 2.16
UT       5.14 2.90 1.94 3.21 2.55 2.12 1.81 2.08
PQ        0.68 0.36 2.53 1.89 1.51 1.25 1.63
PT         0.04 3.44 2.29 1.71 1.37 1.79
QT          6.84 3.41 2.27 1.70 2.14
PQT           0.01 0.01 0.02 0.97
UPT            0.02 0.02 1.28
UQT             0.03 1.92
UPQ              3.81
               
               
  U Q T PU PQ PT UQ UT QT UQT PUT PQT PUQ PUQT
P 1.06 24.90 126.1 94.20 78.32 65.10 55.54 49.32 43.65 39.68 35.91 33.88 31.13 29.56
U  48.63 188.5 125.1 97.57 77.85 64.58 56.17 48.94 43.94 39.37 36.84 33.62 31.73
Q   322.2 160.4 111.4 83.38 66.40 56.21 47.98 42.44 37.56 34.86 31.54 29.62
T    0.01 3.06 2.13 1.59 1.82 1.52 1.60 1.40 1.79 1.60 1.82
PU     6.11 3.18 2.11 2.27 1.82 1.86 1.60 2.01 1.78 2.00
PQ      0.27 0.14 0.99 0.75 1.01 0.85 1.41 1.23 1.53
PT       0.00 1.35 0.91 1.20 0.96 1.60 1.37 1.69
UQ        2.70 1.37 1.60 1.20 1.92 1.59 1.93
UT         0.04 1.04 0.71 1.71 1.37 1.79
QT          2.04 1.04 2.27 1.70 2.14
UQT           0.04 2.37 1.58 2.15
PUT            4.69 2.35 2.86
PQT             0.03 1.92
PUQ              3.81
               
               
  Q U T PQ PU PT QU QT UT QUT PQT PUT PQU PQUT
P 46.81 24.90 126.1 97.86 78.32 65.10 55.54 48.49 43.65 39.68 37.13 33.88 31.13 29.56
Q  3.08 162.8 112.5 84.47 67.41 55.92 47.83 42.42 38.12 35.37 32.01 29.21 27.62
U   322.2 167.0 111.4 83.38 66.40 55.22 47.98 42.44 38.90 34.86 31.54 29.62
T    5.42 3.06 2.13 1.59 1.33 1.52 1.60 2.01 1.79 1.60 1.82
PQ     0.71 0.49 0.33 0.33 0.74 0.96 1.51 1.32 1.17 1.45
PU      0.27 0.14 0.20 0.75 1.01 1.65 1.41 1.23 1.53
PT       0.00 0.17 0.91 1.20 1.92 1.60 1.37 1.69
QU        0.33 1.37 1.60 2.40 1.92 1.59 1.93
QT         2.40 2.23 3.09 2.31 1.85 2.19
UT          2.04 3.40 2.27 1.70 2.14
QUT           4.73 2.37 1.58 2.15
PQT            0.02 0.03 1.29
PUT             0.03 1.92
PQU              3.81
 
 
Table 7.2:  Selected results of GLM tests for the pre-bloom CIS region.  The highlighted 
numbers are greater than the critical F value. 
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  Q P T UQ UP UT QP QT PT QPT UQT UPT UQP UQPT
U 2.62 2.40 99.33 74.47 59.40 49.34 42.39 37.00 33.00 29.97 27.14 24.78 23.14 21.39
Q  2.18 147.5 98.34 73.53 58.64 48.98 41.88 36.78 32.99 29.58 26.77 24.83 22.82
P   292.7 146.3 97.25 72.70 58.30 48.47 41.69 36.81 32.60 29.21 26.87 24.53
T    0.50 0.33 0.26 0.41 0.37 0.48 0.66 0.59 0.52 0.68 0.61
UQ     0.16 0.14 0.38 0.34 0.48 0.69 0.60 0.52 0.70 0.63
UP      0.13 0.50 0.41 0.56 0.80 0.67 0.57 0.77 0.68
UT       0.86 0.55 0.70 0.97 0.78 0.65 0.86 0.75
QP        0.23 0.63 1.00 0.76 0.61 0.86 0.73
QT         1.02 1.38 0.94 0.70 0.98 0.82
PT          1.75 0.90 0.60 0.97 0.78
QPT           0.06 0.03 0.72 0.54
UQT            0.00 1.05 0.70
UPT             2.10 1.04
UQP              0.00
               
               
  Q P U TQ TP TU QP QU PU QPU TQU TPU TQP TQPU
T 1.58 1.16 4.03 3.12 2.73 2.26 1.96 1.82 1.65 1.69 1.54 1.41 1.44 1.33
Q  0.75 5.25 3.63 3.01 2.40 2.02 1.85 1.66 1.71 1.54 1.40 1.43 1.31
P   9.73 5.06 3.76 2.81 2.27 2.04 1.79 1.83 1.63 1.47 1.49 1.36
U    0.41 0.78 0.52 0.43 0.52 0.48 0.71 0.63 0.56 0.68 0.61
TQ     1.16 0.58 0.44 0.54 0.50 0.76 0.66 0.58 0.71 0.64
TP      0.00 0.08 0.34 0.34 0.68 0.58 0.50 0.65 0.58
TU       0.15 0.51 0.45 0.85 0.69 0.59 0.75 0.65
QP        0.88 0.59 1.08 0.83 0.68 0.85 0.72
QU         0.32 1.19 0.81 0.63 0.84 0.70
PU          2.06 1.06 0.73 0.97 0.78
QPU           0.07 0.08 0.62 0.46
TQU            0.08 0.89 0.59
TPU             1.70 0.85
TQP              0.00
               
               
  U P Q TU TP TQ UP UQ PQ UPQ TUQ TPQ TUP TUPQ
T 10.65 5.68 4.03 3.01 2.72 2.26 2.01 1.80 1.65 1.69 1.54 1.54 1.44 1.33
U  0.81 0.77 0.52 0.77 0.62 0.61 0.57 0.55 0.72 0.65 0.73 0.69 0.64
P   0.74 0.38 0.76 0.58 0.57 0.53 0.52 0.71 0.64 0.72 0.68 0.62
Q    0.01 0.78 0.52 0.53 0.49 0.48 0.71 0.63 0.72 0.68 0.61
TU     1.54 0.78 0.70 0.61 0.58 0.82 0.71 0.81 0.75 0.68
TP      0.02 0.28 0.30 0.34 0.68 0.58 0.71 0.66 0.58
TQ       0.54 0.44 0.45 0.85 0.69 0.82 0.75 0.65
UP        0.34 0.40 0.95 0.73 0.88 0.78 0.67
UQ         0.46 1.26 0.86 1.01 0.87 0.72
PQ          2.06 1.06 1.20 0.97 0.78
UPQ           0.07 0.77 0.62 0.46
TUQ            1.46 0.89 0.59
TPQ             0.32 0.16
TUP              0.00
               
               
  P U T QP QU QT PU PT UT PUT QPT QUT QPU QPUT
Q 2.84 5.86 101.8 76.31 61.13 50.81 43.52 38.21 33.84 30.36 27.81 25.40 23.72 21.93
P  8.86 151.2 100.7 75.63 60.36 50.26 43.23 37.68 33.39 30.29 27.43 25.43 23.38
U   292.7 146.2 97.61 73.03 58.38 48.83 41.69 36.37 32.58 29.21 26.87 24.53
T    0.41 0.57 0.46 0.46 0.57 0.48 0.43 0.58 0.52 0.68 0.61
QP     0.74 0.48 0.47 0.61 0.50 0.44 0.60 0.53 0.71 0.64
QU      0.23 0.34 0.57 0.44 0.38 0.58 0.51 0.71 0.63
QT       0.46 0.74 0.51 0.42 0.65 0.55 0.78 0.68
PU        1.03 0.54 0.41 0.70 0.57 0.83 0.71
PT         0.05 0.10 0.60 0.46 0.79 0.66
UT          0.15 0.87 0.60 0.97 0.78
PUT           1.60 0.82 1.25 0.93
QPT            0.06 1.08 0.72
QUT             2.10 1.04
QPU              0.00
 
 
Table 7.3:  Selected results of GLM tests for the post-bloom CIS region.  The highlighted 
numbers are greater than the critical F value. 
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  U T Q PU PT PQ UT UQ TQ UTQ PUQ PTQ PUT PUTQ
P 34.07 162.1 152.4 125.1 102.6 90.83 77.51 67.96 60.58 54.28 49.42 46.62 43.17 39.95
U  289.9 207.4 151.8 116.8 99.42 82.48 70.86 62.20 55.04 49.62 46.46 42.73 39.32
T   54.85 36.54 26.28 23.08 18.39 15.50 13.46 11.73 10.53 10.18 9.37 8.58
Q    14.82 9.82 10.22 7.63 6.31 5.46 4.66 4.20 4.38 4.07 3.70
PU     4.57 7.48 4.97 3.99 3.42 2.84 2.57 2.95 2.75 2.49
PT      10.19 5.08 3.73 3.09 2.47 2.21 2.68 2.49 2.23
PQ       0.02 0.53 0.74 0.56 0.64 1.41 1.38 1.23
UT        1.04 1.10 0.74 0.79 1.68 1.60 1.40
UQ         1.16 0.59 0.71 1.84 1.71 1.46
TQ           0.02 0.49 2.06 1.85 1.52
UTQ           0.96 3.09 2.46 1.89
PUQ            5.20 3.20 2.20
PTQ             1.19 0.71
PUT              0.23
               
               
  Q U T PQ PU PT QU QT UT QUT PQT PUT PQU PQUT
P 80.19 76.17 152.4 118.3 109.1 90.83 78.02 68.47 60.58 54.28 50.74 46.51 43.17 39.95
Q  63.09 182.8 126.5 110.5 88.37 73.84 63.51 55.31 48.95 45.39 41.28 38.07 35.03
U   300.8 156.6 123.0 92.24 74.02 61.93 52.84 46.03 42.25 38.05 34.83 31.83
T    5.89 15.09 10.22 7.93 6.58 5.46 4.66 4.79 4.33 4.07 3.70
PQ     23.68 12.09 8.41 6.61 5.26 4.37 4.54 4.06 3.79 3.42
PU      0.54 0.80 0.92 0.69 0.55 1.32 1.23 1.27 1.15
PT       1.05 1.11 0.74 0.56 1.47 1.34 1.38 1.23
QU        1.18 0.59 0.39 1.57 1.40 1.43 1.25
QT         0.00 0.01 1.70 1.45 1.48 1.27
UT          0.02 2.55 1.94 1.85 1.52
QUT           5.08 2.89 2.46 1.89
PQT            0.72 1.14 0.84
PUT             1.57 0.89
PQU              0.23
               
               
  U P T QU QP QT UP UT PT UPT QUT QPT QUP QUPT
Q 128.7 141.3 197.0 149.4 121.5 102.9 100.0 87.18 77.25 69.30 62.72 59.17 54.89 50.80
U  124.3 214.3 144.6 110.5 90.09 86.13 73.51 64.13 56.83 50.92 47.77 44.04 40.52
P   300.8 152.6 104.0 79.75 74.50 61.82 52.84 46.10 40.80 38.05 34.83 31.83
T    2.49 2.96 3.14 8.18 6.53 5.46 4.70 4.10 4.33 4.07 3.70
QU     3.41 3.44 9.97 7.46 6.00 5.02 4.29 4.52 4.20 3.79
QP      3.44 13.07 8.69 6.56 5.28 4.38 4.63 4.25 3.79
QT       22.37 11.16 7.50 5.66 4.52 4.77 4.32 3.79
UP        0.06 0.15 0.18 0.15 1.22 1.28 1.13
UT         0.24 0.24 0.17 1.51 1.53 1.31
PT          0.24 0.14 1.94 1.85 1.52
UPT           0.05 2.78 2.38 1.84
QUT            5.52 3.55 2.43
QPT             1.57 0.89
QUP              0.23
               
               
  P Q U TP TQ TU PQ PU QU PQU TPU TQU TPQ TPQU
T 90.14 75.78 56.72 46.11 37.86 31.57 27.36 27.96 24.82 22.43 20.40 18.61 18.02 16.69
P  44.08 28.81 22.70 17.96 14.45 12.34 13.89 12.17 10.92 9.86 8.92 8.85 8.16
Q   11.47 10.19 7.89 6.04 5.17 7.56 6.52 5.82 5.23 4.68 4.88 4.48
U    8.52 5.85 4.08 3.46 6.49 5.46 4.82 4.27 3.78 4.07 3.70
TP     3.09 1.82 1.75 5.80 4.70 4.08 3.57 3.11 3.48 3.14
TQ      0.55 1.07 6.63 5.05 4.23 3.61 3.08 3.49 3.11
TU       1.59 9.64 6.54 5.14 4.22 3.50 3.90 3.43
PQ        17.58 8.95 6.29 4.84 3.86 4.26 3.67
PU         0.38 0.67 0.63 0.47 1.55 1.33
QU          0.96 0.76 0.50 1.85 1.52
PQU           0.55 0.28 2.14 1.65
TPU            0.00 2.92 2.02
TQU             5.85 3.03
TPQ              0.23
 
 
Table 7.4:  Selected results of GLM tests for the pre-bloom RR region.  The highlighted 
numbers are greater than the critical F value. 
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  U Q T PU PQ PT UQ UT QT UQT PUT PQT PUQ PUQT
P 2.00 1.16 89.11 68.15 54.52 45.29 39.43 36.10 32.06 30.84 28.00 25.65 24.48 23.96
U  0.33 132.6 90.18 67.64 53.94 45.65 40.95 35.81 34.02 30.58 27.79 26.33 25.63
Q   264.9 135.1 90.07 67.34 54.71 47.72 40.87 38.23 33.94 30.53 28.69 27.73
T    3.13 1.82 1.24 1.58 2.64 2.27 3.43 3.04 2.75 3.04 3.59
PU     0.51 0.30 1.06 2.50 2.08 3.45 3.00 2.68 3.01 3.61
PQ      0.09 1.34 3.17 2.48 4.03 3.42 2.99 3.32 3.95
PT       2.59 4.70 3.27 5.02 4.08 3.47 3.78 4.43
UQ        6.76 3.59 5.78 4.42 3.62 3.94 4.66
UT         0.43 5.19 3.57 2.79 3.32 4.22
QT          9.94 5.14 3.57 4.04 4.98
UQT           0.37 0.41 2.04 3.64
PUT            0.46 2.87 4.72
PQT             5.27 6.84
PUQ              8.27
               
               
  P Q U TP TQ TU PQ PU QU PQU TPU TQU TPQ TPQU
T 3.02 1.93 2.36 2.05 1.75 2.22 1.97 2.06 2.32 2.11 2.11 3.16 2.92 3.38
P  0.86 2.03 1.72 1.43 2.05 1.79 1.92 2.22 2.00 2.01 3.16 2.90 3.39
Q   3.20 2.16 1.62 2.35 1.97 2.09 2.42 2.14 2.14 3.38 3.08 3.59
U    1.11 0.83 2.05 1.65 1.86 2.27 1.98 1.99 3.37 3.04 3.59
TP     0.56 2.51 1.83 2.04 2.49 2.12 2.12 3.64 3.25 3.83
TQ      4.46 2.46 2.54 2.97 2.43 2.37 4.07 3.58 4.19
TU       0.48 1.56 2.45 1.91 1.94 3.96 3.41 4.10
PQ        2.65 3.44 2.38 2.30 4.65 3.89 4.61
PU         4.19 2.24 2.17 5.11 4.11 4.90
QU          0.29 1.16 5.34 4.04 4.98
PQU           2.02 7.86 5.28 6.14
TPU            13.60 6.87 7.47
TQU             0.18 4.23
TPQ              8.27
               
               
  U P Q TU TP TQ UP UQ PQ UPQ TUQ TPQ TUP TUPQ
T 5.99 3.16 2.36 2.42 2.57 2.22 2.36 2.59 2.32 2.11 3.46 3.18 2.92 3.38
U  0.38 0.57 1.25 1.71 1.46 1.75 2.09 1.85 1.67 3.17 2.89 2.64 3.14
P   0.77 1.68 2.16 1.73 2.02 2.37 2.06 1.83 3.48 3.14 2.84 3.37
Q    2.59 2.84 2.05 2.33 2.69 2.27 1.98 3.81 3.39 3.04 3.59
TU     3.08 1.78 2.23 2.70 2.19 1.87 3.95 3.47 3.07 3.67
TP      0.47 1.80 2.55 1.96 1.62 4.06 3.49 3.05 3.70
TQ       3.12 3.58 2.45 1.91 4.77 3.99 3.41 4.10
UP        4.00 2.11 1.50 5.13 4.13 3.43 4.20
UQ         0.22 0.26 5.44 4.11 3.28 4.19
PQ          0.29 8.05 5.41 4.04 4.98
UPQ           15.79 7.96 5.28 6.14
TUQ            0.18 0.09 2.82
TPQ             0.00 4.14
TUP              8.27
               
               
  T Q P UT UQ UP TP TQ QP TQP UTP UQP UTQ UTQP
U 272.8 136.5 90.36 68.82 54.94 48.25 41.89 36.63 32.49 29.39 26.88 24.62 24.79 24.26
T  0.69 0.57 1.25 0.99 2.36 2.37 2.09 1.85 1.78 1.74 1.62 2.64 3.14
Q   0.46 1.53 1.09 2.78 2.70 2.32 2.01 1.92 1.86 1.71 2.81 3.34
P    2.59 1.40 3.55 3.25 2.69 2.27 2.12 2.03 1.84 3.04 3.59
UT     0.23 4.00 3.45 2.70 2.19 2.03 1.94 1.74 3.07 3.67
UQ      7.77 5.06 3.52 2.68 2.39 2.22 1.96 3.42 4.05
UP       2.32 1.38 0.99 1.05 1.11 0.99 2.75 3.51
TP        0.45 0.33 0.63 0.81 0.73 2.81 3.66
TQ         0.22 0.72 0.93 0.80 3.28 4.19
QP          1.23 1.29 0.99 4.04 4.98
TQP           1.35 0.88 4.96 5.89
UTP            0.41 6.74 7.38
UQP             13.04 10.84
UTQ              8.27
 
 
Table 7.5:  Selected results of GLM tests for the post-bloom RR region.  The highlighted 
numbers are greater than the critical F value. 
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  P U Q TP TU TQ PU PQ UQ PUQ TPQ TUQ TPU TPUQ
T 180.9
7 
140.3
9 
102.4
8 
76.39 64.50 53.45 47.77 60.42 53.65 48.04 43.42 39.71 36.59 34.30
P  77.79 46.32 30.69 25.42 20.23 18.17 27.12 23.75 21.02 18.81 17.09 15.67 14.68
U   10.32 5.14 5.69 4.26 4.53 12.89 11.12 9.69 8.58 7.74 7.07 6.67
Q    0.02 3.23 2.16 2.95 12.65 10.63 9.08 7.91 7.06 6.39 6.01
TP     6.43 3.24 3.93 15.81 12.75 10.59 9.04 7.94 7.10 6.61
TU      0.08 2.62 18.23 13.80 11.01 9.14 7.88 6.94 6.41
TQ       5.15 27.29 18.36 13.74 10.94 9.17 7.92 7.20
PU        47.87 24.20 16.10 12.02 9.69 8.14 7.28
PQ         0.64 0.40 0.30 0.34 0.39 0.63
UQ          0.16 0.13 0.25 0.33 0.63
PUQ           0.09 0.29 0.38 0.75
TPQ            0.49 0.53 0.96
TUQ             0.56 1.20
TPU              1.83
               
               
  U Q T PU PQ PT UQ UT QT UQT PUT PQT PUQ PUQT
P 80.13 62.64 114.1 90.04 103.2 85.80 73.85 66.76 58.96 52.86 47.93 43.73 40.20 37.67
U  35.87 118.5 83.74 93.68 74.75 62.61 55.63 48.36 42.84 38.46 34.81 31.78 29.64
Q   194.7 103.7 105.9 79.30 63.80 55.23 47.03 41.02 36.38 32.60 29.52 27.37
T    6.29 28.23 18.90 14.51 12.83 10.63 9.12 8.01 7.11 6.39 6.01
PU     48.29 24.27 16.63 13.95 11.09 9.26 7.97 6.97 6.20 5.79
PQ      0.43 0.85 2.15 1.60 1.34 1.19 1.05 0.95 1.05
PT       1.27 3.01 1.99 1.57 1.35 1.15 1.03 1.13
UQ        4.72 2.35 1.67 1.36 1.13 0.99 1.11
UT         0.01 0.17 0.27 0.26 0.26 0.53
QT          0.33 0.40 0.34 0.33 0.63
UQT           0.46 0.35 0.33 0.70
PUT            0.23 0.26 0.79
PQT             0.29 1.06
PUQ              1.83
               
               
  P Q T UP UQ UT PQ PT QT PQT UPT UQT UPQ UPQT
U 137.3 94.55 139.2 109.4 90.53 77.31 90.54 79.66 70.36 62.94 56.84 52.17 47.95 44.91
P  35.87 118.5 83.74 65.41 53.93 64.44 55.63 48.36 42.73 38.21 34.81 31.78 29.64
Q   194.7 103.7 72.31 56.05 65.76 55.23 47.03 40.91 36.13 32.60 29.52 27.37
T    6.29 5.54 4.96 15.62 12.83 10.63 9.06 7.88 7.11 6.39 6.01
UP     4.64 4.17 18.04 13.95 11.09 9.20 7.83 6.97 6.20 5.79
UQ      3.62 24.07 16.59 12.37 9.85 8.15 7.12 6.24 5.78
UT       43.52 22.58 14.96 11.16 8.87 7.55 6.48 5.93
PQ        1.49 0.75 0.52 0.38 0.50 0.46 0.66
PT         0.01 0.04 0.02 0.26 0.26 0.53
QT          0.06 0.03 0.34 0.33 0.63
PQT           0.00 0.48 0.42 0.77
UPT            0.96 0.62 1.03
UQT             0.29 1.06
UPQ              1.83
               
               
  P U T QP QU QT PU PT UT PUT PQT QUT QPU QPUT
Q 45.40 62.58 114.1 129.1 104.1 86.28 73.56 64.29 58.94 52.70 47.62 43.71 40.18 37.65
P  79.46 144.2 148.0 111.9 89.05 73.82 63.21 57.12 50.44 45.12 41.10 37.52 34.97
U   194.7 158.9 107.1 79.84 63.54 52.93 47.03 40.89 36.13 32.60 29.52 27.37
T    55.94 28.99 19.22 14.37 11.59 10.63 9.05 7.88 7.11 6.39 6.01
QP     1.77 0.90 0.64 0.63 1.42 1.17 1.01 1.00 0.92 1.01
QU      0.03 0.08 0.26 1.32 1.05 0.88 0.89 0.81 0.93
QT       0.13 0.38 1.75 1.31 1.05 1.04 0.93 1.04
PU        0.62 2.56 1.70 1.28 1.22 1.06 1.17
PT         4.49 2.23 1.50 1.36 1.14 1.26
UT          0.00 0.03 0.34 0.33 0.63
PUT           0.06 0.51 0.43 0.79
PQT            0.96 0.62 1.03
QUT             0.29 1.06
QPU              1.83
 
 
Table 7.6:  Selected results of GLM tests for the pre-bloom EG region.  The highlighted 
numbers are greater than the critical F value. 
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  U P T QU QP QT UP UT PT UPT QUT QPT QUP QUPT
Q 67.70 40.38 94.96 71.64 57.18 53.24 45.65 40.00 35.91 33.80 30.59 30.47 28.00 25.87
U  11.56 105.5 70.91 53.08 48.21 40.22 34.54 30.59 28.60 25.63 25.57 23.33 21.43
P   19888 100.2 66.68 56.99 45.64 38.12 33.08 30.49 26.99 26.72 24.17 22.05
T    1.28 0.79 5.45 4.25 3.55 3.28 3.79 3.31 4.38 3.92 3.55
QU     0.30 7.50 5.21 4.10 3.66 4.18 3.58 4.74 4.20 3.76
QP      14.68 7.65 5.35 4.50 4.96 4.12 5.37 4.68 4.14
QT       0.65 0.71 1.10 2.42 1.95 3.63 3.10 2.70
UP        0.77 1.32 3.01 2.27 4.21 3.50 2.99
UT         1.87 4.11 2.76 5.06 4.03 3.35
PT          6.31 3.18 6.08 4.54 3.62
UPT           0.08 5.81 3.86 2.89
QUT            11.54 5.75 3.83
QPT             0.02 0.03
QUP              0.03
               
               
  U Q T PU PQ PT UQ UT QT UQT PUT PQT PUQ PUQT
P 63.00 33.32 89.95 67.14 53.61 45.97 39.53 34.64 34.13 30.58 29.11 29.04 26.68 24.65
U  3.27 101.1 67.13 50.27 41.58 34.81 29.90 29.41 26.03 24.67 24.65 22.49 20.66
Q   198.8 98.97 65.88 51.10 41.07 34.30 33.08 28.82 26.99 26.72 24.17 22.05
T    0.01 0.17 1.43 1.32 1.20 3.28 2.81 3.31 4.38 3.92 3.55
PU     0.33 2.14 1.75 1.50 3.93 3.27 3.78 4.92 4.36 3.91
PQ      3.95 2.46 1.88 4.83 3.86 4.35 5.57 4.85 4.30
PT       0.97 0.85 5.04 3.78 4.36 5.75 4.91 4.28
UQ        0.74 7.05 4.70 5.19 6.68 5.54 4.73
UT         13.32 6.66 6.66 8.14 6.48 5.38
QT          0.06 3.18 6.08 4.54 3.62
UQT           6.30 9.08 6.03 4.51
PUT            11.54 5.75 3.83
PQT             0.02 0.03
PUQ              0.03
               
               
  Q P T UQ UP UT QP QT PT QPT UQT UPT UQP UQPT
U 0.00 5.78 70.40 53.19 42.46 35.61 30.45 30.22 27.19 27.36 24.76 23.44 21.53 19.90
Q  11.56 105.5 70.91 53.07 42.74 35.52 34.54 30.59 30.40 27.23 25.57 23.33 21.43
P   198.8 100.2 66.67 50.35 40.18 38.12 33.08 32.46 28.72 26.72 24.17 22.05
T    1.28 0.78 0.92 0.74 3.55 3.28 4.94 4.30 4.38 3.92 3.55
UQ     0.29 0.74 0.57 4.10 3.66 5.52 4.71 4.74 4.20 3.76
UP      1.19 0.71 5.36 4.50 6.56 5.45 5.37 4.68 4.14
UT       0.24 7.41 5.58 7.86 6.27 6.04 5.16 4.49
QP        14.56 8.24 10.39 7.77 7.19 5.97 5.10
QT         1.87 7.82 5.20 5.06 4.03 3.35
PT          13.66 6.81 6.08 4.54 3.62
QPT           0.03 2.20 1.47 1.10
UQT            4.38 2.19 1.46
UPT             0.02 0.03
UQP              0.03
               
               
  Q T U PQ PT PU QT QU TU QTU PQU PTU PQT PQTU
P 3.03 97.60 89.95 67.33 55.40 45.97 43.73 38.41 34.13 30.58 28.04 26.57 26.68 24.65
Q  192.1 133.1 88.59 68.35 54.45 50.38 43.36 37.93 33.56 30.46 28.64 28.56 26.24
T   45.27 22.73 16.67 12.46 13.28 11.25 9.70 8.46 7.72 7.55 8.26 7.53
U    0.33 2.12 1.43 4.52 3.83 3.28 2.81 2.67 2.94 3.92 3.55
PQ     3.91 1.98 5.91 4.70 3.87 3.22 3.00 3.26 4.32 3.87
PT      0.07 6.79 4.90 3.80 3.04 2.81 3.13 4.30 3.81
PU       13.51 7.31 5.04 3.78 3.36 3.64 4.91 4.28
QT        1.09 0.82 0.57 0.83 1.63 3.32 2.84
QU         0.55 0.31 0.75 1.76 3.75 3.12
TU          0.06 0.84 2.15 4.54 3.62
QTU           1.63 3.20 6.03 4.51
PQU            4.74 8.18 5.44
PTU             11.37 5.68
PQT              0.03
 
 
Table 7.7:  Selected results of GLM tests for the post-bloom EG region.  The highlighted 
numbers are greater than the critical F value. 
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Figure 7.1:  The correlation coefficient between chlorophyll predicted by the GLM and 
measured chlorophyll for all six years, 1998 - 2003.  The GLM was parameterised for the 
three regions separately.  The best-fit GLM for a particular region was then applied to the 
entire basin.  (a) Parameterisation of the GLM based on the CIS region, (b) based on the 
RR region and (c) based on the EG region. 
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Figure 7.2:  Mixed layer depth estimated from Argo float temperature profiles against 
coincident SeaWiFS chlorophyll for the entire Irminger Basin.  The colour of the dots 
represents the day of the year on which the measurements were taken. 
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Figure 7.3:  Critical depth (blue line), mixed layer depth from Argo floats (red line) and 
chlorophyll (green line) for the CIS region.  Critical depth and chlorophyll are 3-day 
averages. 
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Figure 7.4:  Critical depth (blue line), mixed layer depth from Argo floats (red line) and 
chlorophyll (green line) for the RR region.  Critical depth and chlorophyll are 3-day 
averages. 
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Figure 7.5:  Critical depth (blue line), mixed layer depth from Argo floats (red line) and 
chlorophyll (green line) for the EG region.  Critical depth and chlorophyll are 3-day 
averages. 
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Figure 7.6:  Mixed layer depth estimated from Argo float temperature (red dots) and 1-D 
modelled mixed layer (blue line) for the CIS region. 
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Figure 7.7:  Mixed layer depth estimated from Argo float temperature (red dots) and 1-D 
modelled mixed layer (blue line) for the RR region. 
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Figure 7.8:  Mixed layer depth estimated from Argo float temperature (red dots) and 1-D 
modelled mixed layer (blue line) for the EG region. 
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Figure 7.9:  Critical depth (blue line), mixed layer depth from 1-D model (red line) and chlorophyll (green line) for the CIS region.  Critical depth and 
chlorophyll are 3-day averages. 
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Figure 7.10:  Critical depth (blue line), mixed layer depth from 1-D model (red line) and chlorophyll (green line) for the RR region.  Critical depth and 
chlorophyll are 3-day averages. 
 185
100 200 300
−400
−200
0
C
r
i
t
i
c
a
l
 
d
e
p
t
h
 
a
n
d
 
m
i
x
e
d
 
l
a
y
e
r
 
d
e
p
t
h
,
 
m
0
1
2
3
Day of Year
1998
100 200 300
−400
−200
0
0
1
2
3
Day of Year
1999
100 200 300
−400
−200
0
0
1
2
3
Day of Year
C
h
l
o
r
o
p
h
y
l
l
 
c
o
n
c
e
n
t
r
a
t
i
o
n
,
 
m
g
m
−
3
2000
100 200 300
−400
−200
0
C
r
i
t
i
c
a
l
 
d
e
p
t
h
 
a
n
d
 
m
i
x
e
d
 
l
a
y
e
r
 
d
e
p
t
h
,
 
m
0
1
2
3
Day of Year
2001
100 200 300
−400
−200
0
0
1
2
3
Day of Year
2002
100 200 300
−400
−200
0
0
1
2
3
Day of Year
C
h
l
o
r
o
p
h
y
l
l
 
c
o
n
c
e
n
t
r
a
t
i
o
n
,
 
m
g
m
−
3
2003
chl
ZCr
MLD
 
Figure 7.11:  Critical depth (blue line), mixed layer depth from 1-D model (red line) and chlorophyll (green line) for the EG region.  Critical depth and 
chlorophyll are 3-day averages. 
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Figure 7.12:  3-day averages of net heat flux (green line) and SeaWiFS chlorophyll (blue line) for the CIS region.  The red line marks the start of the spring 
bloom as estimated in Chapter 6.3. 
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Figure 7.13:  3-day averages of net heat flux (green line) and SeaWiFS chlorophyll (blue line) for the RR region.  The red line marks the start of the spring 
bloom as estimated in Chapter 6.3. 
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Figure 7.14:  3-day averages of net heat flux (green line) and SeaWiFS chlorophyll (blue line) for the EG region.  The red line marks the start of the spring 
bloom as estimated in Chapter 6.3.
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Figure 7.15:  Lagged correlations between net heat flux and chlorophyll concentration for 
the CIS, RR and EG regions. 
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Figure 7.16:  PAR (green line) against SeaWiFS chlorophyll concentration (blue line) for 
the CIS region.  The start of the bloom is marked with a red line. 
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Figure 7.17:  PAR (green line) against SeaWiFS chlorophyll concentration (blue line) for 
the RR region.  The start of the bloom is marked with a red line. 
 192
100 200 300
0
1
2
3
Ch
lo
ro
ph
yll
 c
on
ce
nt
ra
tio
m
 ,m
gm
−3
Day of Year
0
40
80
120
1998
100 200 300
0
1
2
3
Day of Year
0
40
80
120
1999
100 200 300
0
1
2
3
Day of Year
0
40
80
120
PA
R
, W
m
−2
2000
100 200 300
0
1
2
3
Ch
lo
ro
ph
yll
 c
on
ce
nt
ra
tio
m
 ,m
gm
−3
Day of Year
0
40
80
120
2001
100 200 300
0
1
2
3
Day of Year
0
40
80
120
2002
100 200 300
0
1
2
3
Day of Year
0
40
80
120
PA
R
, W
m
−2
2003
 
 
Figure 7.18:  PAR (green line) against SeaWiFS chlorophyll concentration (blue line) for 
the EG region.  The start of the bloom is marked with a red line.
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Figure 7.19:  Mean (1998 – 2003) depth-averaged irradiance, Ī in W m-2, as defined by 
Riley (1957). 
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Figure 7.20:  Difference between the mean bloom start date and the date when Q > 0 for 
at least 5 consecutive days and PAR > 81 Wm-2 for at least 2 consecutive days.  A 
positive value indicates that the bloom starts after the conditions for Q and PAR have 
been met. 
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Figure 7.21:  Mean PAR (Wm-2) at the start of the bloom. 
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Figure 7.22:  Chlorophyll (blue line), phosphate (red line), nitrate (black line) and silicate (green line) concentrations for the CIS region. 
 197
100 200 300
0
0.5
1
1.5
C
h
l
o
r
o
p
h
y
l
l
,
 
m
g
m
−
3
 
a
n
d
 
P
h
o
s
p
h
a
t
e
,
 
u
m
o
l
/
l
Day of Year
0
4
8
12
16
1998
100 200 300
0
0.5
1
1.5
Day of Year
0
4
8
12
16
1999
100 200 300
0
0.5
1
1.5
Day of Year
0
4
8
12
16
N
i
t
r
a
t
e
 
a
n
d
 
S
i
l
i
c
a
t
e
,
 
u
m
o
l
/
l
2000
100 200 300
0
0.5
1
1.5
C
h
l
o
r
o
p
h
y
l
l
,
 
m
g
m
−
3
 
a
n
d
 
P
h
o
s
p
h
a
t
e
,
 
u
m
o
l
/
l
Day of Year
0
4
8
12
16
2001
100 200 300
0
0.5
1
1.5
Day of Year
0
4
8
12
16
2002
100 200 300
0
0.5
1
1.5
Day of Year
0
4
8
12
16
N
i
t
r
a
t
e
 
a
n
d
 
S
i
l
i
c
a
t
e
,
 
u
m
o
l
/
l
2003
 
Figure 7.23:  Chlorophyll (blue line), phosphate (red line), nitrate (black line) and silicate (green line) concentrations for the RR region. 
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Figure 7.24:  Chlorophyll (blue line), phosphate (red line), nitrate (black line) and silicate (green line) concentrations for the EG region.
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Figure 7.25:  Mean (1998 – 2003) minimum nitrate, silica and phosphate concentration in 
μmol l-1.  
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Figure 7.26:  Day of the year on which silica becomes depleted (< 2 μmol l-1).  Silica does not become depleted in white areas. 
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Figure 7.27:  Day of the year on which nitrate becomes depleted (< 0.5 μmol l-1).  Nitrate does not become depleted in white areas. 
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Figure 7.28:  Day of the year on which phosphate becomes depleted (< 0.03 μmol l-1).  Phosphate does not become depleted in white areas. 
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Figure 7.29:  Timing of the end of the bloom peak (day of the year).
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Figure 7.30:  The percentage of days during January, February and March on which wind 
speed > 17 ms-1 (i.e. a storm event). 
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Figure 7.31:  Anomalies from the mean winter wind speed for 2000 – 2003 (ms-1).
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Figure 7.32:  Histogram of daily wind direction data during winter for 2000 – 2003 
averaged over Pickart et al.’s (2003b) tip-jet zone (59-60 °N, 37-42 °W).  0° indicates a 
wind blowing toward the north; data in 10° bins. 
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Figure 7.33:  Compass plot of winter wind direction for each year in the tip-jet zone.  
Data is in 20° bins.  Size of cones indicates number of days that the wind direction is in 
that bin (outer circumference = 20 days, inner circumference = 10 days). 
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Figure 7.34:  Compass plot of wind direction in spring/summer in the tip-jet zone.  Data is 
in 20° bins.  Size of cones indicates number of days that the wind direction is in that bin 
(outer circumference = 20 days, inner circumference = 10 days). 
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Figure 7.35:  Anomalies from the mean winter net heat flux for 2000 – 2003 (Wm-2). 
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8.  NUTRIENT DEPLETION, COMMUNITY SUCCESSION AND THE 
TIMING OF EXPORT PRODUCTION: 
 
 
 This chapter discusses the possible role of nutrient depletion in community 
succession and its impact on export production.  In situ data from the Marine 
Productivity cruises are used to augment the conclusions drawn from the satellite 
data.   
 
 
8.1.  COMMUNITY SUCCESSION DURING THE GROWTH SEASON:  
 
 
 The presence or absence of various nutrients plays a vital role in 
determining the dominant phytoplankton groups in a parcel of water.  In the 
Irminger Basin silica is plentiful in the early spring, with concentrations reaching 
10-12 μmol l-1.  By around mid-July silica concentrations have dropped to their 
annual minimum.  This rapid and thorough consumption of silica is indicative of a 
diatom bloom, as diatoms are entirely dependent on silica for construction of their 
cell walls.  Some diatoms are capable of growth rates which greatly outstrip non-
diatom species (Furnas, 1990) allowing them to reach bloom concentrations very 
quickly and establish dominance in community composition.   
 
 On the Marine Productivity spring and summer cruises in 2002 samples 
for taxonomic identification of phytoplankton were typically taken at the surface, 
at the chlorophyll maximum and at 100 m depth.  Figure 8.1 shows the 
distribution, for the spring and the summer cruises, of the depth-integrated carbon 
within the four principal plankton groups found in the IB: diatoms, flagellates, 
picoplankton and ciliates (microscope work performed by Russell Davidson and 
Claire Holeton, NOCS; see Section 3.1.2 for details of analysis).  The cruise 
tracks of the spring and summer cruises, with arrows showing the route taken by 
the ship and numbers indicating the day of the year on which the ship passed that 
point, are also shown in Figure 8.1.  Note that these data are by no means synoptic 
– each cruise lasted ~6 weeks, with 27 and 24 days between the first and last 
 211
stations for the spring and summer cruises respectively.  During the spring cruise 
(late April-early May) flagellates and picoplankton dominated and in particular a 
dense bloom of the flagellate Phaeocystis sp. was observed on the East Greenland 
shelf (see Sections 2.2.2 and 7.4.1 for a discussion).  Diatoms are present mainly 
on the north-eastern Greenland shelf and over the Reykjanes Ridge.  During the 
summer cruise (August) all taxonomic groups are present at similar 
concentrations.   
 
 It has been observed repeatedly that a seasonal community succession 
takes place during the North Atlantic spring bloom, from diatoms in early spring 
to flagellates in late spring once the diatoms have depleted the silicate (e.g. 
Mitchell, 1992; Barlow et al., 1993; Gregg et al., 2003; Moore et al., 2005).  A 
diatom bloom was not observed in either the spring or the summer Marine 
Productivity cruise data.  Comparison of the date on which the taxonomic samples 
were collected during the spring cruise with the start of the spring bloom in 2002, 
as calculated in Section 6.2 and displayed in Figure 6.10, suggests that the spring 
cruise took place before the bloom had started.  With the exception of the north-
eastern Greenland coast where a freshwater induced bloom was occurring 
(Waniek et al., 2005) there is not the magnitude of biological activity typically 
associated with a spring bloom.  There is a hint that as RRS Discovery leaves the 
basin at the end of the cruise a diatom bloom was beginning over the Reykjanes 
Ridge, consistent with the estimates of the start of the spring bloom in Figure 
6.10.  On the summer cruise there was again no sign of a diatom bloom, however 
silica concentrations had been reduced from >10 μmol l-1 to <2 μmol l-1 between 
the spring and summer cruises (seen both in the in situ data (Figure 4.9) and the 
satellite-derived nutrient concentrations (Figure 7.24)).  When considered in 
conjunction with the satellite chl-a data this suggests that the main diatom bloom 
occurred between the two cruises. 
 
The maps of timing of silica depletion presented in Figure 7.26 effectively 
represent the timing of the switch from diatom dominance of the community 
composition to other functional groups, such as flagellates and picoplankton.  
Diatoms are able to bloom early in the growth season, consuming new nutrients 
(those introduced into the water column during winter overturning) – leading to 
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new production.  Later in the season the species which rely on recycled nutrients, 
such as flagellates and picoplankton, are able to bloom; however, (assuming a 
steady state system) recycled production does not contribute to export flux.  Thus 
export production in high latitudes is believed to be dominated by diatoms 
(Dugdale et al., 1995).  Nitrate does not become depleted west of the Reykjanes 
Ridge during the spring bloom (see Figure 7.27), suggesting that silica may be the 
nutrient controlling new production in this region.  So the maps of the timing of 
silica depletion (Figure 7.26) may also give an indication of the timing of new 
(export) and recycled production.  The timing of export production is investigated 
further in Section 8.3. 
  
 
8.2.  WHY IS NITRATE NOT DEPLETED DURING THE GROWTH 
SEASON? 
 
 
 Nitrate concentrations remain far above depletion throughout the majority 
of the Irminger Basin in every year of the study.  Nitrate is traditionally thought to 
be the nutrient which limits open ocean spring blooms, with a typical bloom 
progression of diatoms dominating until silica is depleted, followed by production 
by non-siliceous phytoplankton that can utilise nutrients at relatively low 
concentrations until surface nitrate is exhausted.  However, in the Irminger Basin 
nitrate remains unused at the end of the growth season.  Throughout summer chl-a 
concentrations remain elevated above winter levels, without further consumption 
of nitrate.  Several possible explanations for this are discussed in this section.   
 
The possibility that light is limiting growth in the post-bloom period was 
deemed unlikely in Section 7.3 on the basis that chl-a would not remain elevated 
throughout the summer if light conditions were restrictive to growth.  Another 
possibility is that recycled nitrogen is taken up preferentially to new nitrogen.  As 
the productive season progresses recycled forms of nitrogen from the breakdown 
of organic material and excretion become available.  Ammonium concentrations 
>1 μmol l-1 can inhibit nitrate uptake by phytoplankton (Wheeler and Kokkinakis, 
1990), so that nitrate may remain unused at the end of the growth season. 
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  Grazing of the phytoplankton population by zooplankton is likely to 
control growth to some extent.  However, by the time of the Marine Productivity 
cruise in August Calanus finmarchicus, the primary phytoplankton consumers in 
this region, were found to be descending back to overwintering depths in the 
central basin (Heath et al., 2005).  Unfortunately, the impact of either grazing or 
ammonia uptake cannot be assessed in this study. 
 
 Finally is it possible that lack of iron is limiting nitrate uptake?  Although 
the supply of iron to the North Atlantic has traditionally been considered adequate 
for phytoplankton growth, several studies, both in situ (Martin et al., 1993; Boye 
et al., 2003) and modelled (Kamykowski et al., 2002; Moore et al., 2004) have 
suggested that iron may be limiting in the sub-polar North Atlantic.  To assess this 
possibility data from the Fast Repetition Rate Fluorometer (FRRF), which has the 
potential to detect changes in the health of the photosynthetic machinery in 
phytoplankton, are considered.  Two parameters are measured by the FRRF, Fv/Fm 
and σPSII, both of which are functions of photosystem II (PSII), which is one of 
two reaction centres (PSI and PSII) in phytoplankton chloroplasts.  Reaction 
centres absorb light energy which is then used in hydrolysis, one of the first steps 
in photosynthesis, to excite an electron to a higher energy state.  The wavelengths 
used by the two types of reaction centre differ; type I absorbs maximally at 
700nm, type II at 680nm (Kirk, 1994).  At the usual range of temperatures 
experienced by phytoplankton in the marine environment, the majority of 
fluorescence is emitted by PSII (Kolber and Falkowski, 1993).  Fv/Fm is the 
maximum photochemical quantum efficiency; in effect it represents the 
probability that de-excitation of the photosystem occurs via photochemistry 
relative to other deactivation pathways (such as fluorescence or dissipation of 
energy through heat loss).  σPSII is the functional absorption cross-section of PSII; 
a measure of the photochemical target size of PSII.  It represents the product of 
absorption by the suite of PSII antenna pigments and the probability that an 
excitation within the antenna will cause a photochemical reaction (Kolber et al., 
1998). 
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Limiting concentrations of nitrate or iron prevent the assembly of 
functional photosynthetic reaction centres and result in reduced values of Fv/Fm  
and increased values of σPSII (Falkowski et al., 1992).  Silica or phosphate 
depletion is not thought to affect photosynthetic efficiency and is not reflected in 
the parameters measured by the FRRF (Moore et al., 2005).  Factors other than 
nutrient stress, such as photoinhibition, diel variability, photoprotection and 
community composition can also cause changes in FRRF parameters (Geider et 
al., 1993).  A particular difficulty in the interpretation of FRRF data is that taxon 
specific variability in photophysiology, as well as nutrient stress, can result in 
similar values of Fv/Fm and σPSII (Moore et al., 2005).  
 
On the Marine Productivity cruises a FRRF was permanently attached to 
Discovery’s non-toxic supply (see Section 3.1.1 for details of processing).  Only 
data collected during night time were used in the analysis in order to minimise 
physiological effects associated with photoinhibition and daytime photochemical 
quenching.  The surface Fv/Fm and σPSII for each of the four Marine Productivity 
cruises are plotted in Figure 8.2 (data courtesy of Claire Holeton, NOCS).  Under 
optimal conditions Fv/Fm reaches an empirically derived maximum value of 0.65, 
but under the influence of nutrient limitation Fv/Fm decreases and is typically <0.4 
in iron-limited communities (Behrenfeld and Kolber, 1999; Boyd and Abraham, 
2001).  During both winter cruises Fv/Fm is ~0.45 to 0.5, during spring it drops to 
~0.4 and in summer it is ~0.25.  σPSII varies from ~600 Å2 photon-1 in winter to 
~400 Å2 photon-1 in spring, and back to ~800 Å2 photon-1 in summer.  The values 
of Fv/Fm and σPSII vary from cruise to cruise, i.e. seasonally, but are consistent 
within each cruise.  During winter and spring high values of Fv/Fm and low values 
of σPSII indicate phytoplankton whose photosynthetic assemblages are in good 
health.  The combination of low Fv/Fm and high σPSII values in summer suggest 
that the changes in Fv/Fm are consistent with nutrient limitation.  Thus there is the 
possibility that the phytoplankton are not meeting their photosynthetic potential 
due to nutrient stress.  As nitrate is not limiting on the western side of the Irminger 
Basin, this suggests the possibility of iron limitation of phytoplankton growth.  
Without in situ measurements of iron concentration this hypothesis unfortunately 
cannot be tested.   
 
 215
 8.3.  ESTIMATE OF EXPORT PRODUCTION: 
 
 
 Global estimates of export production have been derived in the literature 
from satellite chl-a by estimating the total production and then applying a second 
empirical algorithm to estimate the export production.  These global estimates 
suggest that the Irminger Basin has an annual mean export production of ~100 to 
150 gCm-2 (Falkowski et al., 1998; Laws et al., 2000).  This is in contrast to new 
production estimates based on in situ measurements of nitrate drawdown which 
range from ~35 to 60 gCm-2 (see Chapter 2.2.2 for further details and Henson et 
al., 2003; Waniek et al., 2005; Sanders et al., 2005).  The timing of silica depletion 
determined in the previous section suggests another method for estimating export 
production.  In the Irminger Basin diatoms are expected to dominate the early 
stages of the spring bloom, consuming the silicate to depletion.  Diatoms are also 
expected to dominate export production in the North Atlantic (Savidge et al., 
1995; Dugdale and Wilkerson, 1998).  Assuming that export production is the 
portion of total production which occurs between the start of the bloom and the 
time when silica has been depleted, a lower bound estimate of export production 
can be made. 
 
 Total primary production was calculated using the Vertically Generalised 
Production Model (VGPM) of Behrenfeld and Falkowski (1997).  The VGPM was 
selected over other models (e.g. Antoine and Morel, 1996; Sathyendranath et al., 
1995) because of its simplicity and wide usage.  It is also the model used in the 
export estimates made by Falkowski et al. (1998) and Laws et al. (2000), to which 
the estimate made here will be compared.  The model requires as inputs satellite 
measurements of surface chlorophyll concentration, sea surface temperature, daily 
PAR and daily photoperiod.  The model consists of a temperature-dependent 
algorithm to estimate PPBopt, the maximum carbon fixation rate within a water 
column and empirical relationships between satellite chl-a and euphotic depth.  
The core equation describing the relationship between surface chlorophyll and 
daily carbon fixation integrated from the surface to the euphotic depth in mgCm-2, 
PP , is: eu
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where C  is satellite surface chlorophyll concentration (mgmSAT -3), D is the daily 
photoperiod in decimal hours (in this study estimated as a function of latitude 
using the equations of Forsythe et al., 1995), E  is the sea surface daily PAR 
(Einsteins m
irr 
0
-2day-1), PBP opt is the optimal rate of daily carbon fixation within a 
water column (mgC (mgChl)-1 hour-1) and Zeu is depth (m) of the euphotic zone 
defined as the penetration depth of 1% surface irradiance based on the Beer-
Lambert law.  Zeu is calculated from CSAT following Morel and Berthon (1989) as: 
 
   Zeu = {   
 
where C
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TOT , total water column chlorophyll concentration, is: 
 
    CTOT = {    
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if CSAT > 1.0 
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where T is the sea surface temperature (°C).  Finally P
'
0.4
13.1
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P
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  The VGPM was coded in Matlab and run for each day from 1998-2003.  
The total annual primary production was calculated by summing the daily primary 
production at each pixel and is plotted in Figure 8.3.  In the central basin total 
production is ~120 gCm-2yr-1, increasing eastwards over the Reykjanes Ridge to 
~220 gCm-2yr-1.  The mean basin wide total production in 1998 is ~215 gCm-2yr-1 
and ~180 gCm-2yr-1 in all other years.  The Reykjanes Ridge experiences the 
highest total production in 1998 (~250 gCm-2yr-1), whilst in 2001 and 2003 total 
production in the RR is reduced to ~180 gCm-2yr-1.  The CIS experiences low total 
production (~150 gCm-2yr-1) and in 2000, 2001 and 2002 a region of low 
productivity extends from the CIS into the northern central basin.  
 
 Sixteen total primary production measurements were taken on the summer 
2002 Marine Productivity cruise using the 14C method (Brierley et al., 2003).  In 
Astoreca (2003) the data are reported as total daily primary production integrated 
to the 1 % light depth.  Although there are insufficient data to fully evaluate the 
accuracy of the Behrenfeld and Falkowski (1997) algorithm in the Irminger Basin 
a rough comparison can be made between the two methods.  Due to the cloud 
cover in both satellite SST and chl-a there were very few exact match-ups of in 
situ and satellite estimates of primary production.  Astoreca (2003) divides the in 
situ estimates into four regions, the ‘Greenland Shelf, Irminger Basin, Reykjanes 
Ridge and Iceland Basin’.  The mean satellite derived daily primary production 
was calculated for a geographical area covering the positions of the 14C 
measurements on the days when the corresponding in situ measurements were 
taken.  In Table 8.1 the mean in situ and satellite-derived total daily primary 
production data are compared for each of Astoreca’s (2003) regions.  With the 
exception of the Reykjanes Ridge region the satellite derived estimate is ~ 25 % 
greater than the in situ primary production.  In the Reykjanes Ridge zone 
however, the satellite estimate is double the in situ measurement.  Considering the 
uncertainties in both methods, the satellite and in situ estimates are in fairly good 
agreement outside of the Reykjanes Ridge region.  
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 Although the estimates of total primary production from the Behrenfeld 
and Falkowski (1997) algorithm are too high the general pattern of production 
seen in Figure 8.3 is believed to be correct.  Comparing to Figure 8.4, which 
shows the mean annual chl-a for each year, the distribution of chl-a is similar to 
that of primary production.  The Behrenfeld and Falkowski (1997) algorithm is 
thus very sensitive to the chlorophyll concentration.  If sufficient in situ data were 
available the coefficients of the empirical relationship between satellite chl-a and 
primary production could be optimised for the Irminger Basin.  In the absence of 
such data the Behrenfeld and Falkowski (1997) algorithm will be used as it stands 
to estimate export production. 
   
 A lower bound of export production can be estimated as that portion of the 
daily primary production which occurs between the start of the bloom and the day 
when silica first becomes depleted.  The start of the bloom was calculated as 
described in Chapter 6.2 and the silica depletion day is as shown in Figure 7.26.  
The primary production during this period i.e. the export production is shown for 
each year in Figure 8.5.  Blank areas along the east Greenland coast indicate 
where an accurate estimation of silica concentration was not possible (Chapter 
7.4.1).  Blank areas elsewhere in the basin indicate pixels where the estimated 
start date of the bloom occurs after silica has been depleted.  This is due to 
inaccurate determination of the bloom start date, which may occur if the annual 
median chl-a is unusually high or if the bloom starts gradually, rather than with a 
sudden increase in chl-a.  In the central basin export production is estimated at 
~40-60 gCm-2yr-1, rising as high as ~80 gCm-2yr-1 in 1999.  Towards the east of 
the Reykjanes Ridge export production is lower at ~20 gCm-2yr-1 in all years.  The 
six-year mean export production is ~40 gCm-2yr-1, comparable to estimates from 
in situ methods (Henson et al., 2003; Waniek et al., 2005; Sanders et al., 2005) 
and lower than those estimates made from directly applying an export production 
algorithm to satellite chl-a (Falkowski et al., 1998; Laws et al., 2000).  
 
 This method offers another technique for estimating export production in 
regions where silica limits production and diatoms dominate export.  It provides 
only a lower-bound estimate of export production however, as some assumptions 
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are made.  Firstly the method assumes that little new production occurs prior to 
the spring bloom.  Diatoms are likely to be the first functional group to exploit the 
vernal shallowing of the mixed layer.  During the winter months phytoplankton 
concentrations are at an annual minimum due to deep convective mixing, but a 
small population must survive the winter to seed the following spring’s bloom 
(Huisman et al., 1999; Backhaus et al., 2003).  The amount of new production, if 
any, that occurs in winter can be estimated by considering the drawdown of 
nutrients between the winter and spring Marine Productivity cruises.  However, 
the in situ measurements of surface nitrate concentrations were found to be lower 
during the winter cruise (8-11 μmol l-1) than in spring (12-14 μmol l-1), indicating 
that the ‘winter’ cruises actually took place in late autumn, prior to the onset of 
convective mixing.  An alternative method was used by Sanders et al. (2005) to 
estimate the winter nitrate concentration.  The O2 nitrate slope method of Koeve 
(2001) was employed to estimate the nitrate drawdown, and thus new production, 
prior to the spring Marine Productivity cruise.  The estimated winter nitrate 
concentration was found to be similar to the observed spring concentrations (12-
14 μmol l-1).  On this basis Sanders et al. (2005) concluded that no new production 
occurred in the Irminger Basin prior to the spring cruise in April/May.  We have 
already concluded however that the spring bloom, on the basis of satellite chl-a 
data, began after the spring cruise.  In order to determine if any new production 
may have occurred prior to the bloom the nitrate concentration on the start day of 
the bloom was estimated from coincident satellite SST and chl-a.  The mean 
nitrate concentration, at ~12 μmol l-1, is similar to the winter value estimated by 
Sanders et al. (2005), thus little new production is expected to have occurred prior 
to the start of the spring bloom. 
 
 The method requires that diatoms contribute significantly to export 
production, so that once silica depletion occurs and diatom dominance ends, the 
majority of export production also ceases.  The importance of diatoms to export 
production was inferred by Brzezinski (1995) who suggested that if the ratio of 
nitrate to silica drawdown is similar to the nitrate to silica molar ratio in nutrient 
replete diatoms (N:Si ~1) then diatoms are taking up an amount of nitrate equal to 
the total new production of the system.  The average nitrate to silica drawdown 
ratio in the Irminger Basin is ~1.17 (Sanders et al., 2005).  This is close to the 
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ratio of Brzezinski (1995), and so suggests that in the Irminger Basin diatoms are 
likely to be responsible for the majority of export production, until they become 
limited by silica depletion.   
 
Once silica becomes limiting to diatom growth it might be expected that 
new production by non-siliceous phytoplankton would continue until all 
remaining nitrate has been consumed.  However, this is not the case and during 
the summer cruise nitrate concentrations of several μmol l-1 were observed 
(Henson et al., 2003; Sanders et al., 2005).  Henson et al. (2003) demonstrated, on 
the basis of temperature-nitrate relationships, that the majority of nitrate 
consumption occurs in spring before SST exceeds ~6° C.  Once nitrate 
consumption ceases, any subsequent production must be relying on recycled 
forms of nitrogen.  Satellite images of AVHRR SST show that a temperature of 6° 
C is reached in mid-May over the Reykjanes Ridge and by July in the central 
basin, suggesting that a transition from export to recycled production occurs 
around this time.  The mean monthly maps of chl-a in Figure 5.1 show that 
chlorophyll remains elevated above winter levels throughout summer, indicating 
that production continues without consumption of new nitrate, and is therefore 
likely to be relying on recycled nutrients.  Certainly by the time of the summer 
Marine Productivity cruise in August carbon biomass and primary production 
were dominated by the < 10 μm size fraction, indicative of small, recycling 
producers (Astoreca, 2003).  Because nitrate does not become depleted during the 
Irminger Basin spring bloom, it suggests that silica may be limiting the bloom, 
and hence export production.  
 
Although the method accounts for export production by diatoms and non-
siliceous plankton prior to silica depletion, it assumes that there is little new 
production by non-siliceous plankton after silica has been depleted.  Diatoms are 
out-competed later in the growth season by smaller phytoplankton, such as 
flagellates and picoplankton.  As the productive season progresses recycled forms 
of nitrogen, such as ammonia or urea, become available from the breakdown of 
organic material and excretion.  Recycled nitrogen is taken up by preferentially by 
plankton, as assimilating it has lower energetic costs than nitrate (Syrett, 1981) 
and ammonium concentrations >1 μmol l-1 can inhibit nitrate uptake by 
 221
phytoplankton (Wheeler and Kokkinakis, 1990).  Some taxonomic groups are able 
to increase ammonium uptake with increasing concentrations to a much greater 
extent than diatoms (Tungaraza et al., 2003).  Although the non-siliceous species 
which dominate later in the growth season are expected to preferentially take up 
recycled forms of nitrogen, it is possible that they also consume new nitrogen – 
thus contributing to export production (see Figure 8.6 which shows a sketch of the 
expected progression of community composition in the Irminger Basin).   
 
The amount of nitrate being consumed after silica has been depleted, and 
before nitrate reaches its annual minimum, can be estimated from the satellite 
derived nitrate concentrations.  Once nitrate reaches its minimum annual value, all 
further production must be relying on recycled forms of nitrogen (Figure 8.6).  To 
convert nitrate to an estimate of new production, the surface nitrate must be 
integrated over the mixed layer depth and converted to carbon using a Redfield 
ratio of 6.6 (Redfield et al., 1963).  Using a mean summer mixed layer depth of 30 
m, estimated from Argo float data (see Section 3.8.1), the estimated new 
production occurring after silica depletion is shown in Figure 8.7.  To the west of 
the Reykjanes Ridge very little production (~5 gCm-2yr-1) occurs after silica 
depletion, whilst to the east of the ridge there is an extra ~15 gCm-2yr-1 in all 
years.  This represents an additional contribution to export production after silica 
depletion (and hence by non-siliceous phytoplankton) of ~10 % of the original 
export production estimate to the west of the ridge and ~50 % to the east.  With 
these adjustments to the original export production estimate applied the basin 
mean is ~60 gCm-2yr-1.  This is on the upper limit of export production estimated 
from in situ nitrate drawdown (Henson et al., 2003; Waniek et al., 2005; Sanders 
et al., 2005), but still lower than the estimates from export algorithms applied 
directly to satellite-derived total production (Falkowski et al., 1998; Laws et al., 
2000).  
   
The estimate of new production occurring after silica has been depleted 
suggests that non-siliceous plankton contribute an additional few grams of export 
production once diatoms no longer dominate the community composition.  But 
what is their contribution to export production whilst silica is abundant and 
diatoms dominate?  As diatoms are expected to consume silica and nitrate in a 1:1 
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ratio (Brzezinski et al., 1998), nutrient drawdown ratios can be examined to 
estimate the contribution from diatoms.  The total silica and nitrate drawn down 
for the period between the start of the bloom and the time when silica becomes 
depleted was calculated.  In the west of the region the Si:N ratio for this period 
was ~0.8, indicating that more nitrate than silica is consumed.  This suggests that 
non-siliceous plankton are consuming nitrate and thus contributing to export 
production.  From the satellite estimates of nitrate and silica concentration it was 
estimated that approximately 30 % more nitrate than silica is consumed during the 
growth season.  This suggests that diatoms are responsible for ~70 % of export 
production whilst they dominate the community composition.  Thus, to an annual 
total export production of ~65 gCm-2yr-1 diatoms contribute ~40 gCm-2yr-1, prior 
to silica depletion.  Non-siliceous plankton contribute the remaining ~25 gCm-2yr-
1.  Of this, 20 gCm-2yr-1 occurs prior to silica depletion and 5 gCm-2yr-1 occurs 
after silica depletion.  To the east of the Reykjanes Ridge the Si:N ratio was ~1, 
and therefore diatoms are expected to be responsible for the vast majority of 
export production prior to silica depletion.  To an annual total export production 
of ~45 gCm-2yr-1 diatoms are contributing ~30 gCm-2yr-1, prior to silica depletion, 
whilst non-siliceous plankton contribute ~15 gCm-2yr-1 after silica depletion.  East 
of the Reykjanes Ridge diatoms are responsible for almost all the export 
production prior to silica depletion, whilst non-diatoms are responsible for almost 
all export production after silica depletion.  Diatoms therefore contribute between 
60 and 75 % of the total export production in the Irminger Basin. 
 
The estimates of export production made in this study are comparable to in 
situ-based estimates (at ~60 gCm-2yr-1), but less than the 100-150 gCm-2yr-1 
estimated by Falkowski et al. (1998) and Laws et al. (2000) – hereinafter F98 and 
L00.  What causes this discrepancy in the estimates of export production?  The 
estimates in this study and in F98 and L00 are all based on the primary production 
algorithm of Behrenfeld and Falkowski (1997), and yet they differ by a factor of 
two.  The discrepancy may arise from interannual differences in the amount of 
export production between 1998-2003, the period of this study, and the years for 
which F98 and L00 made their estimates.  F98 used monthly mean Coastal Zone 
Color Scanner (CZCS) data from 1978 – 1986, whilst L00 used monthly mean 
SeaWiFS data from October 1997 – September 1998.  The estimates of F98 and 
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L00 do not overlap in time with the estimates made here and, although interannual 
variability in export production is occurring, it is unlikely to be on the order of a 
factor of two.  
 
 Another potential explanation is that the method outlined here 
underestimates the export production that occurs prior to the spring bloom and 
after nitrate reaches a minimum.  The reasoning behind assuming export 
production is zero outside of this period has been detailed already.  The estimates 
by F98 and L00 are made by applying an algorithm to the annual total primary 
production.  This assumes implicitly that a portion of total production is export 
production throughout the year.  In the Irminger Basin chl-a remains elevated 
above winter concentrations through the summer and therefore primary 
production is still occurring.  However, as we have shown, much of this 
production is likely to be based on recycled nutrients and does not contribute to 
export production.  This may be a source of possible over-estimation in the 
satellite-based export production algorithms. 
 
   Finally, it is possible that the algorithm to estimate total production from 
chl-a (Equation 8.1) is not correctly parameterised for the Irminger Basin.  
Behrenfeld and Falkowski’s (1997) model consists of a series of empirical 
relationships between vertical distribution of biomass and chl-a, SST etc. which 
were defined by in situ measurements.  They developed their productivity model 
from a database of 14C measurements made on the seaboard of the northeastern 
USA.  The model was then tested against a larger database, the majority of which 
also focussed on the northeastern USA.  It may be that the productivity algorithm 
is inaccurate in regions for which it was not explicitly parameterised.   
 
In conclusion, to the west of the Reykjanes Ridge export production 
effectively ends when silica becomes depleted.  Export is dominated by diatoms 
and silica limits export production.  Therefore the map of timing of silica 
depletion in Figure 7.26 represents the timing of the switch from new to recycled 
production in the western side of the basin.  To the east of the Ridge export 
production by non-siliceous plankton continues after silica is depleted, indicating 
that export is not entirely dominated by diatoms.  Non-siliceous plankton play a 
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significant role in export and nitrate limits export production.  We may conclude 
that this method of estimating export production is suitable for regions where 
silica is expected to limit export, but provides an underestimate in regions where 
nitrate limits export.   
 
 
8.4.  CHAPTER SUMMARY: 
 
 
             This chapter has demonstrated some novel uses of satellite data and its 
potential to extend in situ datasets spatially and temporally. 
 
• Consideration of silica abundance/depletion allows an estimate of the 
timing of the transition from diatom dominance of the phytoplankton 
community to non-siliceous species. 
• In summer production relied on recycled forms of nitrogen, despite 
plentiful nitrate.  Fast Repetition Rate Fluorometer data suggest that the 
Irminger Basin spring bloom may be iron limited.  
• Export production can be estimated from consideration of timing of the 
initiation of the bloom and silica depletion.  Basin mean export production 
is estimated to be ~60 gCm-2yr-1. 
• The relative contribution to export production by diatoms and non-diatoms 
is estimated from silica to nitrate drawdown ratios.  Diatoms contribute on 
average ~65 % of the export production. 
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REGION DAY OF 
YEAR 
2002 
LATITUDE 
°N 
LONGITUDE 
°W 
IN SITU 14C 
TOTAL PP 
mgCm-2
SATELLITE 
TOTAL PP 
mgCm-2
GREENLAND 
SHELF 
222-227 60-65 36-42 545 603 
IRMINGER 
BASIN 
217-225 61-64 32-38 355 459 
REYKJANES 
RIDGE 
212-216 60-63 27-31 402 809 
ICELAND 
BASIN 
211 61 25 882 
 
1169 
 
Table 8.1:  Regional mean total daily primary production as measured in situ by the 14C 
method from sixteen stations during the summer Marine Productivity cruise, and the 
corresponding satellite-derived total daily primary production.  
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Figure 8.1:  Depth-integrated carbon (mgCm-3) within the four principal taxonomic groups.  Spring cruise data is on the top row, summer cruise data on the 
bottom row.  Note that the scale is different for each group, but the same for spring and summer within each group.  In spring on the East Greenland shelf a 
dense bloom of Phaeocystis sp. is marked with an arrow.  The last column shows the cruise track for the spring and summer cruises with arrows marking the 
direction of the route and numbers marking the day of the year on which the ship passed that point.
 227
Winter 2001: D258 Spring 2002: D262 Summer 2002: D264
 228
  42oW   32oW   22oW 
  56oN 
  60oN 
  64oN 
  42oW   32oW   22oW 
  56oN 
  60oN 
  64oN 
  42oW   32oW   22oW 
  56oN 
  60oN 
  64oN 
Winter 2002: D267
  42oW   32oW   22oW
  56oN 
  60oN 
  64oN 
 
Winter 2001: D258
  42oW   32oW   22oW 
  56oN 
  60oN 
  64oN 
Spring 2002: D262
  42oW   32oW   22oW 
  56oN 
  60oN 
  64oN 
Summer 2002: D264
  42oW   32oW   22oW 
  56oN 
  60oN 
  64oN 
Winter 2002: D267
  42oW   32oW   22oW 
  56oN 
  60oN 
  64oN 
Fv/Fm 
Sigma PSII 
0 0.1 0.2 0.3 0.4 0.5 0.6
200 300 400 500 600 700 800 900 1000 Å2 photon-1
Figure 8.2:  Top row Fv/Fm (dimensionless) and bottom row σPSII (Å2 photons-1) from the underway surface FRRF measurements for each of the 
cruises.  Data courtesy of Claire Holeton, NOCS. 
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Figure 8.3:  Total primary production as estimated from the Behrenfeld and Falkowski (1997) algorithm.
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Figure 8.4:  Annual mean chl-a concentration for 1998 – 2003.
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Figure 8.5:  Export production estimated as the component of total production between the start of the spring bloom 
and the day when silica becomes depleted (< 2 μmol l-1).
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Figure 8.6:  Sketch of the expected progression of community composition in relation to 
nutrient availability in the Irminger Basin.
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Figure 8.7:  Additional production after silica has become depleted and until nitrate has reached its annual minimum concentration. 
The amount of nitrate consumed is converted into units of carbon using the Redfield ratio (Redfield et al., 1963) 
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9.  SUMMARY: 
 
9.1.  SUMMARY OF CONCLUSIONS: 
 
 
 This thesis aimed to characterise the physical controls on spring bloom 
dynamics in the Irminger Basin.  By combining satellite, in situ and model data a 
comprehensive picture of the impact of interannual meteorological variability on 
the phytoplankton population has been constructed.  
 
 The unique seasonally-resolved data from the Marine Productivity cruises 
has allowed an examination of the temporal variability in temperature-nutrient 
relationships.  They are usually assumed to be linear and interannually invariant, 
but in this study they were found to have a seasonal dependence.  The linear 
relationship between temperature and nutrient breaks down during spring and 
summer.  This non-linearity can be corrected, however, by including chlorophyll 
concentration in the regression.  These relationships allow nitrate, phosphate and 
silica to be estimated at high spatial and temporal resolution from satellite SST 
and chlorophyll-a data. 
 
 Satellite chlorophyll concentration was successfully used to divide the 
study area into four biogeographical provinces.  Cluster analysis and Empirical 
Orthogonal Function analysis produced similar zones – the Central Irminger Sea, 
Reykjanes Ridge, East Greenland coast and Iceland shelf.  Satellite chlorophyll 
concentration can thus be used to objectively divide a region into provinces which 
have distinct biological characteristics. 
 
 Interannual variability in the chlorophyll concentration throughout the 
basin was found to be statistically significant.  Objective methods for determining 
the start and end of a spring bloom were developed.  The interannual range in the 
start of the spring bloom could be up to thirty days at any particular location.  A 
later start to the bloom was not reflected in a curtailed bloom, either in magnitude 
or duration.  This suggests a larger than expected (considering the study area’s 
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high latitude) ‘window of opportunity’ in which phytoplankton can successfully 
grow. 
 
 The influence of meteorology on chlorophyll concentration was found to 
differ between the biogeographic provinces and between the pre- and post-bloom 
periods.  The roles of wind speed, net heat flux, PAR and SST were investigated 
using Generalised Linear Modelling.  In the Central Irminger Sea and Reykjanes 
Ridge regions net heat flux and PAR are influential prior to the bloom and 
temperature and wind speed are important post-bloom.  On the Greenland coast no 
single meteorological factor dominated the model. 
 
 A method of estimating Sverdrup’s critical depth from satellite and Argo 
float data was developed.  The critical depth model was found to work well in the 
Irminger Basin, with the spring bloom never commencing before the mixed layer 
depth was shallower than the critical depth.  There was however a delay of up to 
~20 days before the bloom started, suggesting that the critical depth model is a 
necessary but not sufficient criterion for the start of the spring bloom. 
 
 In addition to the critical depth criterion, net heat flux and PAR were 
found to be central to the timing of the initiation of the bloom.  A positive net heat 
flux (into the ocean) for at least five consecutive days and PAR > 81 W m-2 for at 
least two consecutive days is required for a bloom to start.  These criteria were 
found to be valid for the entire Irminger Basin, with the exception of the East 
Greenland coast, where the bloom begins when PAR is only ~30 W m-2.  The in 
situ data revealed that an early, dense bloom of Phaeocystis sp. was thriving in an 
area of freshwater stratification. 
 
 After the peak of the spring bloom in the Irminger Basin chlorophyll 
concentrations remain elevated relative to winter throughout the summer.  The 
decline of the peak of the bloom is not likely to be light limited, as mixed layer 
depth, seen both in Argo float and modelled data, remains shallow.  The high 
temporal and spatial resolution of the nutrient estimates made from remotely 
sensed SST and chlorophyll allowed nutrient limitation to be examined.  Nitrate 
and phosphate were not found to be limiting at any time.  Silica was found to be 
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depleted in most parts of the basin, with the western parts of the basin becoming 
depleted up to two months before the central basin.   
 
 The East Greenland coast was found to have unusual characteristics – the 
bloom started earliest in this region and was more variable interannually in 
magnitude and duration than the rest of the basin.  Whilst 2001 experienced 
anomalously high concentrations of chlorophyll, 2002 had exceptionally low 
concentrations.  Satellite derived wind speed and direction data revealed that 2002 
experienced anomalously strong easterly winds, associated with greater than 
average heat losses during the winter.  This weather pattern is attributable to the 
Greenland tip-jet, itself affected by shifts in the North Atlantic Oscillation.  The 
winter of 2001 was warmer than normal with no prevailing wind direction.  The 
Greenland tip-jet thus affects not only the physical oceanography, but also the 
spring bloom in the Irminger Basin. 
 
 Given daily estimates of nutrient concentration the timing of nutrient 
depletion in relation to phytoplankton community succession could be examined.  
Silica is essential to diatom growth and so maps of timing of silica depletion also 
represent the transition from a diatom dominated community composition to non-
siliceous species.  As diatoms contribute massively to export production in the 
North Atlantic this also gives an indication of the timing of export production.  A 
method for estimating a lower bound on export production based on satellite 
derived primary production and timing of silica depletion was developed.  
Additionally the contributions to export by diatoms and non-diatoms was 
estimated on the basis of silica to nitrate drawdown ratios.  Basin wide mean 
export production is estimated at ~60 gCm-2yr-1, in line with in situ estimates, with 
the contribution by diatoms estimated at ~65 %. 
 
 At the end of the growth season nitrate remains above limiting 
concentrations, contrary to the expected spring bloom progression in the North 
Atlantic.  Chlorophyll concentrations remain high throughout summer, although 
nitrate is not consumed, suggesting that production is relying on recycled forms of 
nitrate.  Fast Repetition Rate Fluorometer data suggest that the phytoplankton may 
be iron limited at the end of the bloom. 
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9.2.  REFLECTIONS ON DATA SOURCES:
 
 
 The Marine Productivity programme collected a unique, seasonally 
resolved data set in a rarely visited part of the North Atlantic.  The series of 
cruises allowed the seasonal variability in the physical and biological 
characteristics of the Irminger Basin to be examined.  For example, the seasonality 
in the temperature-nutrient relationships could be considered.  The in situ data 
does have its limitations however.  CTD stations are a point measurement in space 
and time and tend to be very widely spaced.  Cruise data are also not synoptic – 
during a several week cruise the data collected effectively make up a single time 
series.  Even when, as in the Marine Productivity programme, a region is visited 
more than once it can be difficult to determine whether the data are typical of the 
region. 
 
 Satellite data provide the required spatial and temporal context.  At a 
sampling frequency up to daily, 1 km resolution satellite data allow an assessment 
of the spatial and temporal variability of a region and therefore an understanding 
of the representativeness of in situ point samples.  In the case of the Marine 
Productivity programme both the spring and summer cruises measured somewhat 
low concentrations of chlorophyll, although higher than measured during the 
winter cruises.  Supplied only with this data one might conclude that the spring 
bloom in the Irminger Basin was not very pronounced, with a steady 
concentration of chlorophyll throughout spring and summer.  Certainly, one would 
be unable to define key characteristics of the bloom: its timing, magnitude or 
duration.  In this case the satellite data are essential to fill in the gaps in the in situ 
data and determine the bloom characteristics.  As revealed by the satellite data, the 
Irminger Basin actually experiences a distinct bloom with a peak in late spring 
and elevated chlorophyll concentrations throughout summer. 
 
 How can one be sure that the data collected during a cruise are 
representative of that region?  Climate scale changes, such as an El Niño event or 
a shift in the North Atlantic Oscillation, can impact on the physical and biological 
environment.  On a smaller scale meteorological conditions are likely to differ 
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interannually and may have a knock-on effect on the ecosystem.  To quantify 
perturbations to the ecosystem one must first have knowledge of the ‘normal’ state 
of the system.  Establishing this baseline requires a long time series of 
observations – only then can anomalies from the mean be determined.  In the case 
of the Marine Productivity programme, which sampled the Irminger Basin in 
2002, can we be sure that the cruises took place in a typical year?  The satellite 
data allow an assessment of the interannual variability over several years.  In the 
Irminger Basin 2002 actually experienced anomalously low chlorophyll 
concentrations and was not representative of a typical year. 
 
 This additional context provided by satellite data is not only useful in its 
own right, but feeds into modelling studies too.  One of the outputs of the Marine 
Productivity programme will be a food web model based on the data collected 
during the cruises.  However, 2002 was not representative of a normal year in the 
Irminger Basin and a model initiated with these data may be incorrectly 
parameterised and unable to accurately reproduce conditions in other years.  The 
satellite data alerts us to the possibility of interannual variability and provides the 
temporal framework in which to understand the model results. 
 
 In all these examples satellite data supply the spatial and temporal context 
in which the in situ data should be considered.  However, satellite data also have 
shortcomings.  Of several important biological parameters only chlorophyll-a 
concentration can be measured directly by satellites.  Key biological parameters 
such as nutrient concentration, community composition, zooplankton grazing and 
distribution of chlorophyll with depth cannot be observed directly by satellites.  
Additionally satellites sense only the surface of the sea and cannot detect the 
vertical distribution of any water property.  However, by combining satellite and 
in situ data the capabilities of both can be extended.  For example, nutrients can be 
estimated from SST and chlorophyll concentration, and thus inferences can be 
drawn about community composition.  Models are available which estimate the 
vertical profile of biomass from surface chlorophyll, and vertical mixing models 
can estimate mixed layer depth from surface winds and heat flux.  All of these 
applications of satellite data first require good quality in situ data.  Only by 
combining the two data sources are the full capabilities of both realised.   
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  Satellite data have inherent inaccuracies – particularly in the retrieval of 
chlorophyll concentration.  These uncertainties are well documented and in some 
cases are no greater than those associated with in situ measurements.  Provided the 
limitations of the satellite data are kept in mind, the advantages – synoptic data at 
high spatial and temporal resolution – far outweigh the uncertainties.  Indeed, the 
satellite measurements have provided an invaluable addition to the Marine 
Productivity data set, enriching and extending the potential of the in situ data.  The 
satellite data have allowed a more complete picture of the physical controls on 
primary productivity in the Irminger Basin to be obtained. 
 
 
9.3.  FUTURE WORK: 
 
 
 This study focussed on the Irminger Basin in the sub-polar North Atlantic.  
The wider applicability of the techniques developed and the conclusions drawn to 
other regions of the North Atlantic, and indeed other ocean basins, should be 
investigated.  For example, the use of a multiple regression of SST and 
chlorophyll concentration to derive nitrate, phosphate and silica concentrations 
from satellite data could be applicable to other, non-oligotrophic regions.  The 
regression equations will be different in different biogeographic provinces, but 
global databases of nutrient measurements could be exploited to derive the 
individual relationships.  In this way global estimates of nutrient drawdown, and 
hence new production, could be made.  The technique may not be applicable 
however, in oligotrophic regions, where SST and chlorophyll concentration are 
relatively constant throughout the year. 
 
 The method developed in this study for estimating critical depth from 
satellite data is also expected to be applicable to other regions.  The global 
coverage of Argo floats makes a broader study feasible and critical depth and 
mixed layer depth could be estimated within biogeographic provinces.  Because 
an objective method for estimating the start date of the bloom has been devised 
here, the time when mixed layer depth becomes shallower than critical depth 
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could be compared to bloom timing globally.  Perhaps the delay between 
Sverdrup’s critical depth criteria being met and the start of the bloom observed in 
this study also applies in other ocean basins?  With the global coverage of satellite 
data, criteria for the initiation of a bloom in terms of net heat flux and PAR could 
be established.  Will they be the same as in the Irminger Basin?  Or perhaps other 
factors, such as wind speed, would be found to be the key to bloom timing.  
Again, these techniques are only likely to be appropriate in regions where a 
distinct seasonal increase in chlorophyll concentration occurs i.e. not oligotrophic 
regions. 
 
 In the Irminger Basin itself, a topic which could be further developed is a 
more accurate representation of community composition.  Nutrient availability or 
depletion implies a certain community dominance, but the composition may be 
better determined from accessory pigment concentrations (e.g. fucoxanthin is an 
indicator of diatom presence).  Pigments were determined on the cruises by HPLC 
and it may be possible to relate the relative concentrations of these pigments to 
satellite chlorophyll concentration, SST or nutrient concentration, and hence 
estimate the community composition.  The cruise data are however limited as the 
community composition was fairly similar in both the spring and summer cruises, 
so that the two end-members of any relationship may not have been captured. 
 
 The parameters relating to the health of the phytoplankton photosynthetic 
machinery measured by the FRRF may also be related to nutrient concentration, 
and hence could be estimated from satellite-derived parameters.  It may be 
possible to construct a time series of Fv/Fm and σPSII and so determine the timing 
of potential iron limitation. 
 
 The potential impact of interannual variability in the strength of the 
Greenland tip-jet on the spring bloom is also worth investigating further.  The 
wind stress and zonal and meridional components of the wind speed could be 
studied for interannual variability.  In addition, factors such as sea level pressure 
or air temperature may have an impact on the tip-jet.  It may be that the state of 
the North Atlantic Oscillation, via its influence on winter storm tracks, is 
impacting on the following spring’s biological productivity in the Irminger Basin.       
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[1] Inverse relationships between sea surface temperature
and concentrations of the major inorganic nutrients have
recently been exploited to estimate new production from
remotely sensed data. In situ surface data collected in the
Irminger Basin during four successive seasons in 2001/2
allow a robust examination of the conceptual processes
behind temperature-nitrate relationships. The data confirm a
simple model of the seasonal variation in the temperature-
nitrate relationship. A strong inverse correlation between
temperature and nitrate is found in both winter data sets, but
no correlation is seen in spring or summer. Furthermore, the
slope of the temperature-nitrate regression is found to be
different for the two winter data sets. The results have
implications for using temperature-nitrate relationships to
derive new production estimates at high latitudes from
satellite sea surface temperature measurements. However,
the data allow a simple, lower-bound estimate of the
region’s new production to be made by exploiting Argo
float data. INDEX TERMS: 4845 Oceanography: Biological
and Chemical: Nutrients and nutrient cycling; 4805 Oceanography:
Biological and Chemical: Biogeochemical cycles (1615); 4227
Oceanography: General: Diurnal, seasonal, and annual cycles;
4572 Oceanography: Physical: Upper ocean processes;
KEYWORDS: temperature-nitrate relationship, seasonal variability,
Irminger Basin, new production estimates. Citation: Henson,
S. A., R. Sanders, J. T. Allen, I. S. Robinson, and L. Brown,
Seasonal constraints on the estimation of new production from
space using temperature-nitrate relationships, Geophys. Res. Lett.,
30(17), 1912, doi:10.1029/2003GL017982, 2003.
1. Introduction
[2] Export production is the flux of biogenic material
from surface waters to the ocean interior and is generally
taken to be the fraction of production derived from the new,
rather than recycled, input of nutrients to the euphotic zone.
Estimating the magnitude and seasonality of this flux is vital
to understanding the controls over, and strength of, the
biological carbon pump and its impact on atmospheric CO2
levels [Eppley and Peterson, 1979]. Shipbased observa-
tions, such as new production measurements and changes
in nutrient concentrations, all inevitably suffer from an
inability to sample over wide areas or long time periods.
For this reason much attention has been focused on using
remote sensing techniques to estimate new production.
One method is to exploit the widely reported inverse
relationships between sea surface temperature (SST) and
concentrations of nitrate, phosphate and silicate [e.g.,
Sathyendranath et al., 1991; Morin et al., 1993; Minas
and Codispoti, 1993; Chavez et al., 1996; Goes et al.,
2000]. The correlation reflects the mixing of cold, nutrient
rich water into the euphotic zone, which is subsequently
warmed through solar heating and depleted of nutrients
following the onset of the phytoplankton growth season.
Although the slope of the temperature-nitrate (TN) relation-
ship varies with location and season, the apparent consis-
tency of the correlation has enabled the determination of
large-scale estimates of surface nitrate from satellite SST
measurements [see Kamykowski et al., 2002 and references
therein]. In turn estimates of the f-ratio, and hence new
production, have been derived [Sathyendranath et al., 1991;
Dugdale et al., 1997; Alvarez-Salgado et al., 2002].
[3] Determining the parameters of the TN regression for a
particular location necessarily requires a large number of in
situ measurements. Previous authors have tended to aggre-
gate all available cruise data from a region, irrespective of
season. Although the possible effects of seasonal and
interannual variability on the TN relationship have been
acknowledged [Pastuszak et al., 1982; Sathyendranath et
al., 1991; Minas and Minas, 1992; Gong et al., 1995], little
attention has been paid to the causes and consequences of
such variability. In this study a unique data set from four
consecutive cruises to the same region (including a repeat
winter survey) is used to explore the seasonal and interan-
nual variability in the TN relationship in a high latitude area
of the North Atlantic where export production is thought to
be high [e.g., Laws et al., 2000].
2. Measurements
[4] The objective of the Marine Productivity program was
to study the physical factors controlling zooplankton distri-
bution (http://www.nerc.ac.uk/marprod). As part of the pro-
gram four consecutive cruises to the Irminger Basin were
undertaken: two early winter cruises (November–December
2001 and 2002), a pre-bloom spring cruise (April–May 2002)
and a post-bloom summer cruise (July–August 2002).
Figure 1 shows the location of the study region and data
points. It should be noted that several data points fall outside
the Irminger Basin, defined as west of the Reykjanes Ridge.
Removing these data points had little effect on the results and
they were therefore included in the analysis. This study uses
nutrient data from the surface bottle of each CTD cast and,
with the exception of the winter 2001 cruise, surface nutrient
samples taken every four hours from the RRS Discovery’s
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continuous thermosalinograph outflow at a depth of 5 m. The
concentration of nitrate was determined via conventional
colorimetric methods (cadmium reduction) using a Skalar
San Plus autoanalyser [Kirkwood, 1995]. Continuous under-
way SST data were recorded by the ship’s Surfmet system.
Protocols for collecting and analyzing samples were the same
for all four cruises [Pollard et al., 2002; Richards et al., 2002;
Brierley et al., 2003; Allen et al., 2003]. A total of 480 good
quality temperature/nitrate pairs were used.
3. Results and Discussion
[5] A linear fit to a TN plot containing data from all four
cruises had an r2 of 0.71; TN relationships reported in the
literature typically have r2 > 0.85. In an attempt to under-
stand the reasons for this somewhat disappointing result the
biophysical processes underlying the TN relationship were
considered.
[6] Although a strong inverse relationship between
nitrate and temperature has been observed any correlation
between the two properties arises indirectly. Models of the
annual cycle in nutrient and chlorophyll concentrations all
display a strong seasonality at high latitudes, characterized
by a short lived burst of phytoplankton growth during the
spring bloom. In the classic model of the annual nutrient
cycle winter wind-driven cooling and deep convective
mixing results in low surface temperatures but high
surface nutrient levels at the end of winter. Biological
utilization of nitrate is minimal due to low light levels and
continual mixing until, in spring, increasing light levels
and re-stratification due to increased surface heating and
reduced wind stress result in the onset of renewed
biological production and rapid consumption of nutrients.
In post-bloom summer nutrients have been stripped by
phytoplankton from surface waters and the SST is at its
peak. As solar heating declines through autumn and early
winter overturning commences and cold nutrient-rich water
is brought to the surface but phytoplankton are not able
to utilize it. Therefore this is the only time of the year
when nitrate and temperature are conserved and a linear
TN relationship can be expected. At all other times of the
year biological consumption of nutrients invalidates the
assumption that SST varies linearly with surface nitrate.
[7] This conceptual model of the annual cycle in the TN
relationship is represented in Figure 2 (expanding on Minas
and Minas [1992]). Point A represents post-bloom summer,
with high temperatures and low nitrate concentrations. Point
B is the late winter/pre-bloom spring before large-scale
nutrient uptake begins and is associated with low temper-
atures and high nitrate concentrations. Points A and B
represent the end-members of the mixing due to convective
overturning that takes place during autumn and early winter.
The return path from point B to A takes place during the
growth season and can follow one of two routes. If
biological utilization of nitrate occurs at a faster rate than
an increase in SST through solar heating, path 1 is taken.
This situation would be typical of a fast-growing spring
bloom in high latitudes. Alternatively, if the increase in SST
occurs more rapidly than biological uptake of nitrate, path 2
will be followed. This situation could occur in regions of
rapid heating, such as the North-west Indian Ocean.
[8] To investigate the seasonality in the data, TN plots
were produced for each season and a linear regression was
carried out individually on the four data sets (Figure 3). The
spring and summer cruise TN plots display almost no
correlation, as shown by the r2 values (0.07 and 0.22
respectively). Both winter data sets however display a strong
inverse correlation between temperature and nitrate (r2 = 0.82
and 0.84, for winter 2001 and 2002 respectively). Data from
the successive winter 2001, spring 2002 and summer 2002
cruises are displayed together in Figure 4. The solid line AB
is the winter mixing line for the winter 2001 cruise data set.
The dotted line represents the return path from point B to A.
The late summer and early spring data lie around points A
and B respectively. The majority of the scatter lies below the
winter line suggesting that the spring bloom in 2002 followed
path 1. Therefore in the Irminger Basin biological utilization
Figure 1. Study area and location of data points.
Figure 2. Idealised representation of the annual tempera-
ture-nitrate cycle. Point A represents post-bloom summer
and Point B pre-bloom spring. Two alternative spring bloom
scenarios are represented by Paths 1 and 2. See text for
further explanation.
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occurs at a faster rate than SST increases due to surface
heating. It is interesting to speculate that if stratification due
to increased solar heating is not prompting the onset of the
spring bloom, some other factor may also be responsible. The
most likely is increasing day length. Could light, not strat-
ification, be the controlling factor in the timing of the onset of
the spring bloom in this region?
[9] Data from the winter 2002 cruise (not shown in
Figure 4 for clarity) is consistent with the transition from
the high temperature, low nitrate regime in summer 2002
back to the low temperature, high nitrate winter regime. The
winter 2002 data has the same nutrient-depleted end-mem-
ber (point A) as winter 2001 confirming the cyclical nature
of the TN relationship. The two winter data sets do however
have different slopes (Figure 3). Winter 2002 has a shal-
lower slope than winter 2001 implying that the 2002 early
winter mixed layer was shallower and therefore less nitrate
was mixed into surface waters. Waniek [2003] suggests that
wintertime meteorological conditions can affect the depth of
the winter mixed layer, and thus end-of-winter nutrient
levels. A stormy winter may lead to a deeper mixed layer
and an enhanced nutrient supply thereby affecting the
magnitude and duration of the spring bloom. Autumn
2002 may have been relatively warm and calm in compar-
ison to 2001, leading to reduced nitrate concentrations in the
surface waters during the early winter cruises. J. Olafsson
[University of Iceland, pers. comm.] reports that the mixed
layer depth (MLD) in November in the Irminger Basin was
indeed shallower in 2002 than in 2001 and that winter 2002
was particularly mild. However, Olafsson [2003] also notes
that in the Irminger Basin a shallower (deeper) winter mixed
layer did not necessarily coincide with reduced (enhanced)
end-of-winter nitrate concentrations. Alternatively the dif-
ference in surface nitrate concentrations may reflect changes
in the composition of sub-mixed layer water masses.
[10] It may be that the variability in the TN relationship
for the Irminger Basin reflects a seasonal cycle that is more
pronounced in high latitudes than in the lower latitudes for
which TN regressions have generally been performed. The
seasonal and interannual variability in the TN relationship
in this region sounds a note of caution in aggregating data
compiled from several different seasons and years in order
to calculate new production estimates from satellite SST.
More positively, we have defined the seasonal time range
during which a mechanistic link exists between temperature
and nitrate and therefore when TN relationships are
expected to be linear and can be used with confidence to
derive primary production from satellite SST data.
[11] Although the Irminger Basin may not be suitable for
estimating seasonal primary production from space using
the TN relationship, a lower-bound estimate of the region’s
new production can still be made. The calculation of new
production from changes in nitrate concentration requires an
estimate of the total nitrate removed from the water column
over one annual cycle. Although satellites are only able to
sense the sea surface the MLD can be determined either via
regressions with SST [Goes et al., 2000] or via Argo floats.
Goes et al. [2000] assume that all removal of nitrate in
primary production takes place by phytoplankton growth
within the mixed layer and that the nitrate consumed is
equal to the seasonal change in nitrate multiplied by the
depth of the nitracline at the end of summer.
[12] Typically, the MLD in a region will shoal from
winter to summer. Thus, calculating new production fol-
lowing Goes et al. [2000] using the MLD at the end of
summer will leave some of the nitrate utilized in new
production unaccounted for. Instead integrating the nitrate
concentration difference over the mean MLD for the pro-
ductive season provides a first order approximation of the
nitrate consumed. The nitrate consumed during the growth
season is then N = [NB  NA] [(ZD(spr) + ZD(sum))/2],
where NB and NA are the concentrations of nitrate (mmol/l)
in winter and at the end of summer respectively and ZD(spr)
and ZD(sum) are the MLD in spring at the onset of biological
activity and summer respectively. New production can then
be calculated as PN = RN, where R is the Redfield Ratio
of carbon to nitrogen in phytoplankton.
Figure 3. Temperature-nitrate plots for (a) Winter 2001
N = 23.71  1.53(T), r2 = 0.82; (b) Spring 2002 and (c)
Summer 2002 regression lines not shown because statisti-
cally insignificant; and (d) Winter 2002 N = 16.27 
0.84(T), r2 = 0.84.
Figure 4. Data from winter 2001 (circles), spring 2002
(squares) and summer 2002 (triangles). The straight line is
the winter 2001 mixing line and the dotted line is the return
path from point B to A.
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[13] From Figure 4 the pre-bloom (NB) and post-bloom
(NA) nitrate concentrations (points B and A respectively)
can be estimated. In this calculation the MLD was retrieved
from Argo float data (http://argo.jcommops.org). Compari-
son of an Argo float temperature time-series in the region
with the corresponding satellite chlorophyll images allowed
an estimate of the MLD at the beginning and end of the
growth season to be made. The mean MLD was 50m and
thus the new production in this region is estimated to be
60 gCm2yr1. This is comparable to the50 gCm2yr1
calculated by R. Sanders and L. Brown (manuscript in
preparation, 2003) (available at http://www.soc.soton.
ac.uk/GDD) from in situ measurements, but somewhat lower
than the 100 gCm2yr1 estimated by Laws et al. [2000]
and Falkowski et al. [1998] from SeaWiFS and CZCS
data respectively. This discrepancy may arise because this
approach does not account for any low levels of new
production in winter, new production that takes place
beneath the mixed layer or associated with transient events
such as storms or eddies. Interannual variability is also
ignored in this calculation and, as we have demonstrated,
this may not be insignificant.
4. Conclusion
[14] Data from four successive seasons (including a repeat
winter survey) allow a unique insight into the seasonal and
interannual variability in biophysical processes that underlie
a relationship between temperature and nitrate in the surface
waters of the Irminger Basin. The in situ data confirmed a
simple model of the seasonal variability in the TN relation-
ship. Strong linear relationships were found in both winter
data sets. In addition the slope of the TN regression was
different for the two winters as a consequence of interannual
variability in physical forcing. It may be that a TN relation-
ship is valid only for a specific location, season and even year,
raising concern over the validity of using this approach for the
estimation of new production from satellite data. However,
rather than being a hindrance to formulating TN relationships
the variability itself contains information on the underlying
biological and physical processes. A simple method of
estimating a lower bound on new production using mixed
layer depth data from Argo floats was introduced.
[15] Acknowledgments. Thanks to Christine Lane for help with
preparing Figure 1. The authors thank the officers, crew and scientists of
all four Marine Productivity cruises. The Marine Productivity program was
funded by the Natural Environment Research Council (UK).
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