How does a quiescent symbiont of a nematode worm know when to turn nasty? Metabolic analysis and genetic knockouts confirm that model insect pathogens can sense L-proline in insect blood. This not only serves as a wake-up call, activating secondary metabolite virulence factors, but also provides an energy source for a metabolic shift appropriate for adaptation to the host environment.
How does a quiescent symbiont of a nematode worm know when to turn nasty? Metabolic analysis and genetic knockouts confirm that model insect pathogens can sense L-proline in insect blood. This not only serves as a wake-up call, activating secondary metabolite virulence factors, but also provides an energy source for a metabolic shift appropriate for adaptation to the host environment.
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Bacteria of the related genera Photorhabdus and Xenorhabdus present excellent models for studying the complex biological dance that occurs between bacteria and eukaryotic hosts [1, 2] . They participate in symbiosis with unrelated entomopathogenic nematodes: Photorhabdus with Heterorhabditis spp. and Xenorhabdus with Steinernema spp. Both bacteria-nematode complexes pursue a similar life cycle, in which the infective juvenile nematode containing the bacterial partner disperses in the soil in search of insect prey. The nematodes can penetrate into the open blood system (hemolymph) of a very diverse range of insect hosts, whereupon they regurgitate a small number of bacteria [3] . These few bacteria are able to evade the insect's rapid innate immune response, employing a battery of virulence factors, and go on to cause lethal septicaemia [1, [4] [5] [6] . The nematodes must also evade immune destruction, likely facilitated in part by intrinsic factors but also maybe as a result of the bacterial onslaught on the insect immune system. The nematodes proliferate, consuming the bacteria until the insect resources are depleted. At least in the case of the Photorhabdus-Heterorhabditis complex, the bacteria manipulate the nematode's development [3] , ultimately facilitating the production of more invective juvenile nematodes (harbouring bacteria), which disperse in search of fresh prey. In addition to virulence factors, the bacteria also produce potent anti-microbial agents (Figure 1 ), preventing saprophytes and microbial competitors from invading the insect corpse in the soil over a period of several weeks.
The timely deployment of virulence factors requires that the bacteria are able to sense when they have gained entry into the insect hemolymph. As reported in this issue of Current Biology, Crawford and co-workers [7] have determined that Photorhabdus and Xenorhabdus bacteria can sense the presence of L-proline in the hemolymph, leading to an up-regulation of certain virulence factors and inducing a metabolic shift. These crucial early moments of host-pathogen interaction are likely to heavily influence the final outcome of an infection and, as such, necessitate a greater understanding. Studies such as this work, and the real-time confocal microscopy analysis of the initial stages of Drosophila melanogaster embryo infection in a recent work by Vlisidou and co-workers [8] (Figure 2 ), are beginning to address this issue using genetically tractable insect model systems.
There are currently two published Photorhabdus genomes, P. luminescens TT01 [6] and the dual human-insect pathogen P. asymbiotica ATCC43939 [9] [10] [11] . In addition, the Xenorhabdus nematophila ATCC19061 genome has recently been completed (www.genoscope.cns.fr/agc/mage/). Analysis of these genome sequences confirmed a significant level of coding set aside for virulence factors, including a very large number of operons dedicated to secondary metabolite production, such as polyketide (PKS) and non-ribosomal peptide synthases (NRPS). A review of secondary metabolites produced by entomopathogenic bacteria has recently been published [12] . While PKS/NRPS genes can be readily recognised, predicting a function for the secondary metabolites they manufacture is rarely possible. Nevertheless, functional genomic methods can help to ascribe toxic activity to NRPS/PKS clusters (http://www.gamexp.eu/). Using the Rapid Virulence Annotation (RVA) screening of a large-insert genome library of P. asymbiotica ATCC43949, several such clusters were identified [4] . This confirmed that strain ATCC43949 encodes genes for the synthesis of a range of secondary metabolite small molecules which can be toxic to insects, amoeba, nematodes and cultured mammalian macrophages. While this approach employs heterologous expression in Escherichia coli, the finding that L-proline induces secondary metabolite production in the native bacteria will enable further natural products to be identified. Interestingly,
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P. asymbiotica ATCC43949 Current Biology Figure 1 . Photorhabdus secondary metabolite production. An example of an antibiotic secondary metabolite produced by P. asymbiotica ATCC43949 when grown on a rich medium agar plate at 37 C. The indicator strain (lawn) is a particularly problematic strain of methicillin-resistant Staphylococcus aureus cdc16.
reports of a promoter-trap study aimed at revealing the genes induced in P. luminescens TT01 upon exposure to homogenised insects also confirmed the up-regulation of several secondary metabolite synthetic genes [13] . Furthermore, a large number of other metabolism genes were also induced, suggesting metabolic shifts are essential in the initial adaptation upon entry into a host.
Shifts in metabolic demand as bacteria gain entry into a host are likely to dictate both the kinds of molecular cues sensed and their subsequent genetic response. Previous work has indicated that factors such as changes in osmolarity and metabolic stress may provide generic signals of entry into a host. Nevertheless, Crawford and co-workers [7] have made an important advance in identifying L-proline as one of the main cues sensed, at least by insect pathogens, and in highlighting how this leads to changes in both virulence gene expression and metabolism, both of which are essential for pathogen adaptation to the host niche. As many insects have very high levels of proline in their blood [14, 15] , in some cases being nearly two orders of magnitude greater than that of other amino acids, it seems likely that it may serve as a reliable general indicator of being 'inside an insect'. This raises the question of whether any other insect pathogens, such as Bacillus thuringiensis or the entomopathogenic Serratia spp., are also adapted to sense this signal.
Intriguingly, as Crawford et al. [7] point out, there are several references in the literature regarding the involvement of proline in the virulence of several mammalian pathogens. These include a requirement by Staphylococcus aureus for proline import in the colonisation of human tissues [16, 17] and as the preferred respiratory substrate for Helicobacter pylori during colonisation of the human stomach [18] . It is tempting to speculate that proline-sensing and utilisation may have a more universal role in bacterial pathogenicity.
As a dual human and insect pathogen, P. asymbiotica provides an excellent model to address this question [10, 19] . It will be of interest to determine if P. asymbiotica also senses a simple human blood component such as L-proline. Of even greater interest will be to see if any of the biologically active molecules produced by P. asymbiotica has any specificity for human infection, or whether the bacterium has simply re-deployed those evolved to act in insect infections against man.
Finally, amino acid and other metabolite levels in the blood of insects is known to vary with diet [15] Genetic Adaptation: A New Piece for a Very Old Puzzle Does stress create mutations or only serve as an agent of natural selection? New experiments reveal effects of transcription and temperature on the response to growth limitation and could help resolve a 150-year-old debate.
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In many biological situations, growth limitation leads to rapid genetic change. Examples include the adaptation of pathogens to hosts, the acquisition of cellular resistance to antibiotics or cancer therapies, and the adaptation of Galá pagos finches. In other situations, natural selection is effectively blocked -our own somatic cells accomplish about 10 14 acts of cell division per year for 90 years, yet two-thirds of us avoid the strongly-selected escape of cells from growth control that causes cancer. What accounts for this difference? Rapid adaptation could reflect stress-induced increases in mutation rate [1] [2] [3] . Alternatively, a rapid response could occur whenever selection can detect small-effect mutations that arise frequently under all conditions [4] . Evidence has accumulated for and against each view, but has not resolved the question. In effect, the same puzzle pieces are being assembled into two distinct but conflicting pictures. Despite the importance of the puzzle to biology and medicine, it is not clear which picture will ultimately fill the frame. New work by Cohen and Walker [5] , reported in this issue of Current Biology, reveals roles for transcription and effects of temperature that promise to liven the debate and help solve a puzzle that has persisted since the time of Darwin.
The new experiments employ a bacterial genetic system developed by John Cairns and Pat Foster [6] and used for much recent work on the origin of mutations. In this system, 10 8 cells of a lac frameshift mutant (+1) are plated on lactose medium, where the parent population cannot grow and about 100 revertant Lac + colonies appear over five days. Each revertant Lac + colony includes cells with a compensating (-1) frameshift. Are these colonies initiated when stress induces a rare, large-effect mutation (-1) in a non-growing cell? Or are the revertants initiated by common small-effect mutant cells that pre-exist selection but grow and improve rapidly under growth-limiting conditions? The two views of this elephant are diagrammed in Figure 1 . To see the world of stress-induced mutation, ignore the small-effect mutants (in the top part); to see the world of selection, focus on the small-effect mutants (in the top part). The effect of selection stringency is seen by comparing the top and bottom parts.
In considering the effects of selection, it is important to note that the commonest mutation types have the smallest effect on phenotype. This is true for both loss-of-function mutations (dashed line low in Figure 2 ) and gain-of-function mutations (solid line high in Figure 2 ). Note that gain-of-function mutations form at rates that vary over a 10 6 -fold range, because copy-number variants (duplications and amplification steps) arise at vastly higher rates than conventional point mutations. (Top) A non-stringent selection, like that in the Cairns system, allows common pre-existing small-effect mutants to initiate colonies within which selection drives rapid improvement in growth ability. Models for stress-induced mutation propose that mutations are induced in non-growing cells under selective conditions and are predominantly large-effect types.
(Bottom) Stringent positive selection conditions used in standard lab genetics of bacteria, allow only pre-existing large-effect mutants to grow.
