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a b s t r a c t
In this paper, we study the following stochastic equations with variable delays and random
jump magnitudes:dX(t) = f (X(t), X(t − τ(t)))dt + g(X(t), X(t − τ(t)))dW (t)
+ h(X(t), X(t − τ(t)), γN(t)+1)dN(t), 0 ≤ t ≤ T ,
X(t) = ψ(t), −r ≤ t ≤ 0.
We establish the semi-implicit Euler approximate solutions for the above systems and
prove that the approximate solutions converge to the analytical solutions in the mean-
square sense as well as in the probability sense. Some known results are generalized and
improved.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Stochastic differential equations with jumps (SDEwJs) [1–4] have often been used as a model for asset prices, interest
rates and volatilities inmathematical finance. As stochastic differential equations (SDEs), SDEwJs cannot be solved explicitly,
and we need approximate numerical solutions to simulate such systems and study their behavior characteristics. In [5],
strong convergence andmean-square stability properties were studied by Chalmers and Higham in the case of deterministic
magnitude. Chalmers and Higham [6] studied a class of autonomous SDEs with random jump magnitudes:
dX(t) = f (X(t))dt + g(X(t))dW (t)+ h(X(t), γN(t)+1)dN(t), 0 ≤ t ≤ T ,
X(0) = X0.
They extended the analysis in [5] to the case where the jump magnitudes are random—a situation that is now common in
financial models. However, in many real problems, some systems can be modeled by stochastic dynamical systems whose
evolutions depend not only on the current states, but also on their historical states. SDEwJs cannot give a mathematical
formulation for the above systems. So we need a stochastic delay model including an extra term, which is called time
delay, to simulate them. In this paper, we consider a system of SDEs with variable delays and random jump magnitudes
(SDEwVDRJMs):dX(t) = f (X(t), X(t − τ(t)))dt + g(X(t), X(t − τ(t)))dW (t)
+h(X(t), X(t − τ(t)), γN(t)+1)dN(t), 0 ≤ t ≤ T ,
X(t) = ψ(t), −r ≤ t ≤ 0,
(1)
where f : Rn × Rn → Rn, g : Rn × Rn → Rn×m and h : Rn × Rn × Rn → Rn; here τ(t) is a variable delay,W (t) is a standard
m-dimensional Wiener process; N(t) is a Poisson process with mean λt and γi, i = 1, 2, . . . are independent, identically
distributed random variables representing magnitudes for each jump. We assume that for some p ≥ 2 there is a constant B
such that E[|γi|p] ≤ B; that is, the Pth moment of the jump magnitude is bounded.
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SDEwVDRJMs may be regarded as an extension of SDEwJs or stochastic differential delay equations (SDDEs). Similar to
SDDEs or SDEwJs, explicit solutions can hardly be obtained for SDEwVDRJMs. Thus appropriate numerical schemes such as
Euler methods are needed to apply them in practice or to study their properties. There is a significant amount of literature
that has been published concerning approximate schemes for SDEwJs [7,8,5,9–11,6] or SDDEs [12–15]. In [6], Chalmers
and Higham gave the semi-implicit Euler (SIE) approximate solutions and proved the convergence of SIE methods under
the Lipschitz condition. However, in many situations, the coefficients f , g and h are only locally Lipschitz continuous. It is
therefore useful to establish the strong convergence of the SIE method under the local Lipschitz condition. In this paper,
we relax the global Lipschitz condition on the coefficients which was imposed in [6] and prove that the SIE approximate
solutions converge to the exact solutions of Eq. (1) in the mean-square sense as well as in the probability sense under the
local Lipschitz condition. Although the initial steps of our proofs follow the ideas of [16–18], we need to develop several new
techniques to deal with the variable delays and Poisson jumps with random jump magnitudes.
The paper is organized as follows. In Section 2, we introduce some notation and hypotheses concerning Eq. (1), and the
semi-implicit Euler method is used to produce numerical solutions; in Section 3, we establish some useful lemmas which
are essential to prove our main results, i.e., Theorem 3.1; in Section 4, we apply Theorem 3.1 to prove that the semi-implicit
Euler approximate solutions converge to the analytical solutions in the probability sense.
2. Preliminaries and the semi-implicit Euler approximation
Let (Ω,F , P) be a complete probability space with a filtration (Ft)t≥0 satisfying the usual condition; i.e., the filtration
(Ft) is continuous on the right and (F0) contains all P-null sets. Let D([a, b], Rn) denote the family of all right-continuous
functions with left-hand limits f from [a, b] to Rn. The space D([a, b], Rn) is assumed to be equipped with the norm
‖f ‖ = supa≤t≤b |f (t)|, where |.| is the Euclidean norm in Rn, i.e., |x| =
√
x⊤x(x ∈ Rn). Denote by DbF0([−r, 0], Rn) the
family of all bounded, F0-measurable, D([−r, 0], Rn)-valued random variables. Let p > 0, t ≥ 0,LpF0([−r, 0], Rn) denoted
the family of all F0-measurable, D([−r, 0], Rn)-valued random variables ψ which satisfies sup−r≤t≤0 E|ψ(t)|p < ∞. We
refer to [19] for the background on probability theory and to [20–23] for properties of a Wiener process and SDEs.
The integral version of Eq. (1) is given by the equation
X(t) = X(0)+
∫ t
0
f (X(s), X(s− τ(s)))ds+
∫ t
0
g(X(s), X(s− τ(s)))dW (s)
+  t0 h(X(s), X(s− τ(s)), γN(s)+1)dN(s), 0 ≤ t ≤ T ,
X(t) = ψ(t), −r ≤ t ≤ 0.
(2)
For system (2), the discrete SIE approximation on t ∈ {0, h, 2h, . . .} is given by the iterative scheme
Yn+1 = Yn + (1− α)f (Yn, Y[(nh−τ(nh))/h])h+ αf (Yn+1, Y[((n+1)h−τ((n+1)h))/h])h+ g(Yn, Y[(nh−τ(nh))/h])1Wn
+ h(Yn, Y[(nh−τ(nh))/h], γN(tn)+1)1Nn, (3)
with initial value Y0 = X(0); 0 ≤ α ≤ 1 and [u] represents the integer part of u. Here the time increment is h = T/N , for
some sufficiently large integer N such that h ≪ 1 and Yn ≈ X(tn), for h = tn+1 − tn, and 1Wn = W (tn+1) − W (tn) and
1Nn = N(tn+1)− N(tn), n = 0, 1, 2, . . . ,N are the Wiener and Poisson increments, respectively.
Define the step functions:
Z1(t) =
∞−
n=0
YnI[nh,(n+1)h)(t), Z2(t) =
∞−
n=0
Y[(nh−τ(nh))/h]I[nh,(n+1)h)(t),
Z3(t) =
∞−
n=0
Yn+1I[nh,(n+1)h)(t), Z4(t) =
∞−
n=0
Y[((n+1)h−τ((n+1)h))/h]I[nh,(n+1)h)(t),
γ (t) =
∞−
n=0
γN(tn)+1I[nh,(n+1)h)(t),
where IA is the indicator function for set A. Then we define the continuous SIE approximation
Y (t) = Y (0)+ (1− α)
∫ t
0
f (Z1(s), Z2(s))ds+ α
∫ t
0
f (Z3(s), Z4(s))ds+
∫ t
0
g(Z1(s), Z2(s))dW (s)
+
∫ t
0
h(Z1(s), Z2(s), γ (s))dN(s), 0 ≤ t ≤ T , (4)
which interpolates the discrete numerical approximation (3). So, a convergence result for Y (t) immediately provides a result
for Yn.
Remark 1. If the parameter α = 0 in (3), then the SIE methods become the Euler methods, which have been studied
in [9,12,14,16,17].
In order to establish the convergence theorem, we propose the following assumptions.
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Assumption 1. The function τ : [0,∞] → R is the time delay which satisfies
τ(t) ≥ 0 and t − τ(t) ≥ −r. (5)
For t, s ≥ 0, there exists a constant k < 1 such that
|τ(t)− τ(s)| ≤ k|t − s|. (6)
Assumption 2 (Local Lipschitz Condition). For every d ≥ 1, there exist two positive constant Kd, K ≥ 0 such that, for all
x1, y1, x2, y2, z1, z2 ∈ Rn and t ∈ [0, T ], |x1| ∨ |y1| ∨ |x2| ∨ |y2| ≤ d,
|f (x1, y1)− f (x2, y2)|2 ∨ |g(x1, y1)− g(x2, y2)|2 ≤ Kd(|x1 − x2|2 + |y1 − y2|2),
|h(x1, y1, z1)− h(x2, y2, z2)|2 ≤ Kd(|x1 − x2|2 + |y1 − y2|2)+ K(|z1 − z2|2). (7)
Assumption 3. The initial functionψ is Holder-continuouswith exponent γ ; that is, there exists a positive constant K ′ such
that, for t, s ∈ [−τ , 0],
E(|ψ(t)− ψ(s)|2) ≤ K ′|t − s|2γ . (8)
Assumption 4. For x ∈ Rn, there exists a C2-positive function V : Rn → R+ such that
lim|x|→∞ V (x) = ∞. (9)
Assumption 5. For some K1, K2 > 0 and p ≥ 2, LV (x, y, z) ≤ K1(1+ V (x)+ V (y))+ K2|z|p, where
LV (x, y, z) ≡ Vx(x)f (x, y)+ 12 trace[g
⊤(x, y)Vxx(x)g(x, y)] + λ[V (x+ h(x, y, z))− V (x)]. (10)
Assumption 6. There exists a positive constant Ld such that, for all x, y ∈ Rn, with |x| ∨ |y| ≤ d,
|V (x)− V (y)| ∨ |Vx(x)− Vx(y)| ∨ |Vxx(x)− Vxx(y)| ≤ Ld|x− y|. (11)
Remark 2. If the local Lipschitz condition holds, then there exists a positive constant K ′d such that, for x, y, z ∈ Rn,
|f (x, y)|2 ∨ |g(x, y)|2 ∨ |h(x, y, z)|2 ≤ K ′d. (12)
3. Convergence of the semi-implicit Euler approximate solution
In this section, we derive our convergence results. First, we show that the continuous SIE approximation remains close
to the step functions in a strong sense. For sufficiently large d, let θ = inf{t ∈ [0, T ] : |X(t)| ≥ d} and ρ = inf{t ∈ [0, T ] :
|Y (t)| ≥ d}. Define the stopping time τ = ρ ∧ θ .
Lemma 3.1. Under Assumption 2, for any t ∈ [0, τ ∧ T ],
E[|Y (t)− Z1(t)|2] ≤ C1(d)h, E[|Y (t)− Z3(t)|2] ≤ C3(d)h, (13)
where C1(d), C3(d) is a positive constant dependent only on α, λ and K ′d, and independent of h.
Proof. For any t ∈ [0, τ ∧ T ], there exists an integer n such that t ∈ [nh, (n+ 1)h); then
Y (t)− Z1(t) = Y (t)− Yn
= (1− α)
∫ t
nh
f (Z1(s), Z2(s))ds+ α
∫ t
nh
f (Z3(s), Z4(s))ds+
∫ t
nh
g(Z1(s), Z2(s))dW (s)
+
∫ t
nh
h(Z1(s), Z2(s), γ (s))dN(s).
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Using the basic inequality |a+ b+ c + d|2 ≤ 4|a|2 + 4|b|2 + 4|c|2 + 4|d|2,
E|Y (t)− Z1(t)|2 ≤ 4E
(1− α) ∫ t
nh
f (Z1(s), Z2(s))ds
2 + 4E α ∫ t
nh
f (Z3(s), Z4(s))ds
2
+ 4E
∫ t
nh
g(Z1(s), Z2(s))dW (s)
2 + 4E ∫ t
nh
h(Z1(s), Z2(s), γ (s))dN(s)
2
= I1 + I2 + I3 + I4. (14)
By the Cauchy–Schwarz inequality, we get
I1 ≤ 4(1− α)2hE
∫ t
nh
|f (Z1(s), Z2(s))|2ds,
and
I2 ≤ 4α2hE
∫ t
nh
|f (Z3(s), Z4(s))|2ds.
Then, applying martingale isometries and the Fubini theorem, we have
I3 = 4E
∫ t
nh
|g(Z1(s), Z2(s))|2ds,
and
I4 ≤ 8E
∫ t
nh
h(Z1(s), Z2(s), γ (s))dN˜(s)
2 + 8λ2E ∫ t
nh
h(Z1(s), Z2(s), γ (s))ds
2
≤ (8λ+ 8λ2h)E
∫ t
nh
|h(Z1(s), Z2(s), γ (s))|2ds.
Inserting I1 − I4 into (14), we have by (12)
E|Y (t)− Z1(t)|2 ≤ 4(1− α)2h2K ′d + 4α2h2K ′d + 4hK ′d + (8λ+ 8λ2h)hK ′d
≤ C1(d)h.
Similarly, the second part of (13) can be obtained. 
Lemma 3.2. Under Assumptions 1–3, for any t ∈ [0, τ ∧ T ],
E[|Y (t − τ(t))− Z2(t)|2] ≤ C2(d)h1∧2γ ,
E[|Y (t − τ(t))− Z4(t)|2] ≤ C4(d)h1∧2γ , (15)
where C2(d), C4(d) is a positive constant dependent only on α, λ, k and K ′d, and independent of h.
Proof. For any t ∈ [0, τ ∧ T ], there exists an integer n such that t ∈ [nh, (n+ 1)h); then
Y (t − τ(t))− Z2(t) = Y (t − τ(t))− Y ([(nh− τ(nh))/h]h).
To show the estimate E[|Y (t − τ(t))− Z2(t)|2], let us consider the following five possible cases.
(1) If t − τ(t) ≥ [(nh− τ(nh))/h]h ≥ 0, then
t − τ(t)− [(nh− τ(nh))/h]h ≤ t − τ(t)+ τ(nh)− (n− 1)h ≤ (k+ 2)h.
Using the Cauchy–Schwarz inequality, martingale isometries and (12), we have
E|Y (t − τ(t))− Z2(t)|2 ≤ 4E
∫ t−τ(t)[(nh−τ(nh))/h]h(1− α)f (Z1(s), Z2(s))ds
2 + 4E ∫ t−τ(t)[(nh−τ(nh))/h]h αf (Z3(s), Z4(s))ds
2
+ 4E
∫ t−τ(t)[(nh−τ(nh))/h]h g(Z1(s), Z2(s))dW (s)
2
+ 4E
∫ t−τ(t)[(nh−τ(nh))/h]h h(Z1(s), Z2(s), γ (s))dN(s)
2
≤ 4(1− α)2(k+ 2)hE
∫ t−τ(t)
[(nh−τ(nh))/h]h
|f (Z1(s), Z2(s))|2ds
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+ 4α2(k+ 2)hE
∫ t−τ(t)
[(nh−τ(nh))/h]h
|f (Z3(s), Z4(s))|2ds
+ 4E
∫ t−τ(t)
[(nh−τ(nh))/h]h
|g(Z1(s), Z2(s))|2ds
+ [8λ+ 8λ2(k+ 2)h]E
∫ t−τ(t)
[(nh−τ(nh))/h]h
|h(Z1(s), Z2(s), γ (s))|2ds
≤ 4(k+ 2)h[(1− α)2(k+ 2)h+ α2(k+ 2)h+ 1+ 2λ+ 2λ2(k+ 2)h]K ′d
≤ C2(d)h.
(2) If [(nh− τ(nh))/h]h ≥ t − τ(t) ≥ 0, then
[(nh− τ(nh))/h]h− t − τ(t) ≤ nh− τ(nh)− (t − τ(t)) ≤ kh.
Using the Cauchy–Schwarz inequality, martingale isometries and (12), we have
E|Y (t − τ(t))− Z2(t)|2 ≤ 4E
∫ [(nh−τ(nh))/h]h
t−τ(t)
(1− α)f (Z1(s), Z2(s))ds
2 + 4E ∫ [(nh−τ(nh))/h]h
t−τ(t)
αf (Z1(s), Z2(s))ds
2
+ 4E
∫ [(nh−τ(nh))/h]h
t−τ(t)
g(Z1(s), Z2(s))dW (s)
2
+ 4E
∫ [(nh−τ(nh))/h]h
t−τ(t)
h(Z1(s), Z2(s), γ (s))dN(s)
2
≤ 4(1− α)2khE
∫ [(nh−τ(nh))/h]h
t−τ(t)
|f (Z1(s), Z2(s))|2ds
+ 4α2khE
∫ [(nh−τ(nh))/h]h
t−τ(t)
|f (Z3(s), Z4(s))|2ds+ 4E
∫ [(nh−τ(nh))/h]h
t−τ(t)
|g(Z1(s), Z2(s))|2ds
+ [8λ+ 8λ2kh]E
∫ [(nh−τ(nh))/h]h
t−τ(t)
|h(Z1(s), Z2(s), γ (s))|2ds
≤ 4k[(1− α)2kh+ α2kh+ 1+ 2λ+ 2λ2kh]K ′dh
≤ C2(d)h.
(3) If 0 ≥ t−τ(t) ≥ [(nh−τ(nh))/h]h or 0 ≥ [(nh−τ(nh))/h]h ≥ t−τ(t), then |t−τ(t)−[(nh−τ(nh))/h]h| ≤ (k+2)h.
So we get, by Assumption 3 on ψ ,
E|Y (t − τ(t))− Z2(t)|2 = E|ψ(t − τ(t))− ψ([(nh− τ(nh))/h]h)|2
≤ K ′|s− τ(s)− [(nh− τ(nh))/h]h|2
≤ K ′(k+ 2)2γ h2γ .
(4) If t − τ(t) ≥ 0 ≥ [(nh − τ(nh))/h]h, then t − τ(t) ≤ (t − τ(t)) − [(nh − τ(nh))/h]h ≤ (k + 2)h and
−[(nh− τ(nh))/h]h ≤ (t − τ(t))− [(nh− τ(nh))/h]h ≤ (k+ 2)h. We have, by Assumption 3 on ψ ,
E|Y (t − τ(t))− Z2(t)|2 = E|Y (t − τ(t))− ψ([(nh− τ(nh))/h]h)|2
= E|Y (t − τ(t))− ψ(0)+ ψ(0)− ψ([(nh− τ(nh))/h]h)|2
≤ 2E|Y (t − τ(t))− ψ(0)|2 + 2E|ψ(0)− ψ([(nh− τ(nh))/h]h)|2
= 2E|Y (t − τ(t))− Y (0)|2 + 2E|ψ(0)− ψ([(nh− τ(nh))/h]h)|2
≤ 8E
∫ t−τ(t)
0
(1− α)f (Z1(s), Z2(s))ds
2 + 8E ∫ t−τ(t)
0
αf (Z3(s), Z4(s))ds
2
+ 8E
∫ t−τ(t)
0
g(Z1(s), Z2(s))dW (s)
2
+ 8E
∫ t−τ(t)
0
h(Z1(s), Z2(s), γ (s))dN(s)
2 + 2K ′| − [(nh− τ(nh))/h]h|2γ
≤ 8(k+ 2)h[(1− 2α + 2α2 + 2λ2)(k+ 2)h+ 1+ 2λ]K ′d + 2K ′(k+ 2)2γ h2γ
≤ C2(d)h1∧2γ .
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(5) If [(nh − τ(nh))/h]h ≥ 0 ≥ t − τ(t), then [(nh − τ(nh))/h]h ≤ [(nh − τ(nh))/h]h − (t − τ(t)) ≤ (k + 2)h and
−(t − τ(t)) ≤ [(nh− τ(nh))/h]h− (t − τ(t)) ≤ (k+ 2)h. We have, by Assumption 3 on ψ ,
E|Y (t − τ(t))− Z2(t)|2 = E|ψ(t − τ(t))− Y ([(nh− τ(nh))/h]h)|2
= E|ψ(t − τ(t))− ψ(0)+ ψ(0)− Y ([(nh− τ(nh))/h]h)|2
≤ 2E|ψ(t − τ(t))− ψ(0)|2 + 2E|Y (0)− Y ([(nh− τ(nh))/h]h)|2
≤ 2K ′| − (t − τ(t))|2γ + 8E
∫ [(nh−τ(nh))/h]h
0
(1− α)f (Z1(s), Z2(s))ds
2
+ 8E
∫ [(nh−τ(nh))/h]h
0
αf (Z3(s), Z4(s))ds
2 + 8E ∫ [(nh−τ(nh))/h]h
0
g(Z1(s), Z2(s))dW (s)
2
+ 8E
∫ [(nh−τ(nh))/h]h
0
h(Z1(s), Z2(s), γ (s))dN(s)
2
≤ 2K ′(k+ 2)2γ h2γ + 8(k+ 2)h[1+ 2λ+ (k+ 2)(1− 2α + 2α2 + 2λ2)h]K ′d
≤ C2(d)h1∧2γ .
Combining these different cases, we get
E[|Y (t − τ(t))− Z2(t)|2] ≤ C2(d)h1∧2γ .
Similarly, we have
E[|Y (t − τ(t))− Z4(t)|2] ≤ C4(d)h1∧2γ . 
Lemma 3.3. There exists a constant B for any t ∈ [0, τ ∧ T ] and E[|γi|p] ≤ B such that
E
[∫ t
0
|γN(s)+1 − γ (s)|2ds
]
≤ Ch1− 2p . (16)
Proof. The proof is basically similar to that of Theorem 3.4 in [6], and we thus omit here. 
We are now in a position to prove our convergence results.
Theorem 3.1. If Assumptions 2 and 3 hold, then the SIE approximate solutions converge to the exact solutions of the Eq. (1) in
the mean-square sense; i.e.,
E[ sup
0≤t≤τ∧T
|Y (t)− X(t)|2] ≤ Cdh

1− 2p

∧2γ
, (17)
where Cd is a positive constant dependent only on α, λ, Kd and T , and independent of h.
Proof. Let
fs1 = f (X(s), X(s− τ(s)))− f (Z1(s), Z2(s)),
fs2 = f (X(s), X(s− τ(s)))− f (Z3(s), Z4(s)),
gs = g(X(s), X(s− τ(s)))− g(Z1(s), Z2(s)),
hs = h(X(s), X(s− τ(s)), γN(s)+1)− h(Z1(s), Z2(s), γ (s)).
Then
X(t)− Y (t) = (1− α)
∫ t
0
fs1ds+ α
∫ t
0
fs2ds+
∫ t
0
gsdW (s)+
∫ t
0
hsdN(s).
For any T1 ∈ [0, T ], as t ∈ [0, τ ∧ T1], using the basic inequality,
E[ sup
0≤t≤τ∧T1
|X(t)− Y (t)|2] ≤ 4E

sup
0≤t≤τ∧T1
(1− α) ∫ t
0
fs1ds
2

+ 4E

sup
0≤t≤τ∧T1
α ∫ t
0
fs2ds
2

+ 4E

sup
0≤t≤τ∧T1
∫ t
0
gsdW (s)
2

+ 4E

sup
0≤t≤τ∧T1
∫ t
0
hsdN(s)
2

.
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By the Cauchy–Schwarz inequality, Doob martingale inequality and martingale isometries,
E[ sup
0≤t≤τ∧T1
|X(t)− Y (t)|2] ≤ 4(1− α)2TE
∫ τ∧T1
0
|fs1|2ds+ 4α2TE
∫ τ∧T1
0
|fs2|2ds
+ 16E
∫ τ∧T1
0
|gs|2ds+ 8E

sup
0≤t≤τ∧T1
∫ t
0
hsdN˜(s)
2 + λ2 sup
0≤t≤τ∧T1
∫ t
0
hsds
2

≤ 4(1− α)2TE
∫ τ∧T1
0
|fs1|2ds+ 4α2TE
∫ τ∧T1
0
|fs2|2ds
+ 16E
∫ τ∧T1
0
|gs|2ds+ (32λ+ 8λ2T )E
∫ τ∧T1
0
|hs|2ds. (18)
By Assumption 2 and Lemmas 3.1–3.3, it follows from (18) that
E[ sup
0≤t≤τ∧T1
|X(t)− Y (t)|2] ≤ (4(1− α)2T + 16+ 32λ+ 8λ2T )E
∫ τ∧T1
0
Kd(|X(s)− Z1(s)|2
+ |X(s− τ(s))− Z2(s)|2)ds
+ 4α2TE
∫ τ∧T1
0
Kd(|X(s)− Z3(s)|2 + |X(s− τ(s))− Z4(s)|2)ds
+ (32λ+ 8λ2T )E
∫ τ∧T1
0
K |γN(s)+1 − γ (s)|2ds
≤ 8((1− α)2T + 4+ 8λ+ 2λ2T )KdE
∫ τ∧T1
0
(|X(s)− Y (s)|2 + |Y (s)− Z1(s)|2
+ |X(s− τ(s))− Y (s− τ(s))|2 + |Y (s− τ(s))− Z2(s)|2)ds
+ 8α2TKdE
∫ τ∧T1
0
(|X(s)− Y (s)|2 + |Y (s)− Z3(s)|2 + |X(s− τ(s))− Y (s− τ(s))|2
+ |Y (s− τ(s))− Z4(s)|2)ds+ (32λ+ 8λ2T )CKh1− 2p
≤ 8((1− α)2T + 4+ 8λ+ 2λ2T )Kd[C1(d)+ C2(d)]Th1∧2γ
+ 8α2TKd[C3(d)+ C4(d)]Th1∧2γ + (32λ+ 8λ2T )CKh1− 2p
+

16((1− α)2T + 8α2T + 4+ 8λ+ 2λ2T )Kd
∫ τ∧T1
0
E[ sup
0≤u≤s
|X(u)− Y (u)|2]ds

≤ C5(d)h

1− 2p

∧2γ + C6(d)
∫ T1
0
E[ sup
0≤u≤τ∧s
|X(u)− Y (u)|2]ds.
For any T1, the Gronwall inequality implies that
E[ sup
0≤t≤τ∧T
|X(t)− Y (t)|2] ≤ Cdh

1− 2p

∧2γ
,
where Cd = C5(d)eC6(d)T . 
Remark 3. When τ(t) ≡ 0, Eq. (1) becomes the usual SDEs with random jump magnitudes which were studied in [6].
Hence, Theorem 3.1 in this paper is a generalization of Theorem 3.4 of [6].
4. Convergence in probability
In this section, we will apply Theorem 3.1 to prove that the semi-implicit Euler approximate solutions converge to the
analytical solutions in the probability sense.
Theorem 4.1. If Assumptions 1–6 hold, then the SIE approximate solutions converge to the exact solutions of the Eq. (1) in the
probability sense; i.e., for any small ϵ, δ > 0,
P( sup
0≤t≤T
|Y (t)− X(t)|2 ≥ δ) ≤ ϵ.
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Proof. We assume the existence of the non-negative function V (x) satisfying Assumption 4. Applying Itô’s formula, V (X(t))
yields
dV (X(t)) = LV (X(t), X(t − τ(t)), γN(t)+1)dt + Vx(X(t))g(X(t), X(t − τ(t)))dW (t)
+ [V (X(t)+ h(X(t), X(t − τ(t)), γN(t)+1))− V (X(t))]dN˜(t).
Integrating from 0 to t ∧ θ and taking expectations gives
E(V (X(t ∧ θ))) = V (X0)+ E
∫ t∧θ
0
LV (X(s), X(s− τ(s)), γN(s)+1)ds.
By Assumption 5, we have
EV (X(t ∧ θ)) ≤ V (X0)+ K1E
∫ t∧θ
0
[1+ V (X(s))+ V (X(s− τ(s)))]ds+ K2E
∫ t∧θ
0
|γN(s)+1|pds
≤ V (X0)+ K1T + K2TB+ 2K1
∫ t∧θ
0
sup
0≤u≤s
EV (X(u))ds.
Thus, for any t1 ∈ [0, T ], it follows that
sup
0≤t≤t1
EV (X(t ∧ θ)) ≤ V (X0)+ (K1 + K2B)T + 2K1
∫ t1
0
sup
0≤t≤s
EV (X(t ∧ θ))ds.
Using the Gronwall inequality, we obtain that
sup
0≤t≤T
EV (x(t ∧ θ)) ≤ [V (X0)+ (K1 + K2B)T ]e2K1T . (19)
Let Vd = inf{V (x) : |x| ≥ d}. By Assumption 4, we have limd→∞ Vd = ∞.
Noting that |X(θ)| = dwhenever θ < T , we derive from (19) that
[V (X(0))+ (K1 + K2B)T ]e2K1T ≥ EV (x(t ∧ θ))
≥ E[V (X(θ))I{θ<T }(w)]
≥ VdP(θ < T ).
That is,
P(θ < T ) ≤ [V (X0)+ (K1 + K2B)T ]e
2K1T
Vd
.
We know that Vd →∞ as d →∞. So, for a given T and X0, as d →∞, it follows that
[V (X0)+ (K1 + K2B)T ]e2K1T
Vd
→ 0.
Let
ε = [V (X0)+ (K1 + K2B)T ]e
2K1T
Vd
∈ (0, 1).
Thus we have
P(θ < T ) ≤ ε. (20)
Now we prove that P(ρ < T ) ≤ ε1, for ε1 depending on ε and h.
By the definition of Y (t), applying Itô’s formula to V (Y (t)) yields
dV (Y (t)) = [Vx(Y (t))(1− α)f (Z1(t), Z2(t))+ Vx(Y (t))αf (Z3(t), Z4(t))]dt
+ 1
2
trace[g⊤(Z1(t), Z2(t))Vxx(Y (t))g(Z1(t), Z2(t))]dt + Vx(Y (t))g(Z1(t), Z2(t))dW (t)
+ [V (Y (t)+ h(Z1(t), Z2(t), γ (t)))− V (Y (t))]dN(t)
= (1− α)LV (Z1(t), Z2(t), γ (t))dt + αLV (Z3(t), Z4(t), γ (t))dt
+ (1− α)[Vx(Y (t))− Vx(Z1(t))]f (Z1(t), Z2(t))dt + α[Vx(Y (t))− Vx(Z3(t))]f (Z3(t), Z4(t))dt
+ 1
2
(1− α)trace{g⊤(Z1(t), Z2(t)[Vxx(Y (t))− Vxx(Z1(t))]g(Z1(t), Z2(t)))}dt
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+ 1
2
α trace[g⊤(Z1(t), Z2(t)Vxx(Y (t))g(Z1(t), Z2(t)))]dt
− 1
2
α trace[g⊤(Z3(t), Z4(t)Vxx(Z3(t))g(Z3(t), Z4(t)))]dt
+ Vx(Y (t))g(Z1(t), Z2(t))dW (t)+ λ[V (Y (t)+ h(Z1(t), Z2(t), γ (t)))− V (Y (t))]dt
− (1− α)λ[V (Z1(t)+ h(Z1(t), Z2(t), γ (t)))− V (Z1(t))]dt
−αλ[V (Z3(t)+ h(Z3(t), Z4(t), γ (t)))− V (Z3(t))]dt
+ [V (Y (t)+ h(Z1(t), Z2(t), γ (t)))− V (Y (t))]dN˜(t).
Integrating from 0 to ρ ∧ t and taking expectations gives
EV (Y (t ∧ ρ)) = V (X0)+ (1− α)E
∫ ρ∧t
0
LV (Z1(s), Z2(s), γ (s))ds+ αE
∫ ρ∧t
0
LV (Z3(s), Z4(s), γ (s))ds
+ (1− α)E
∫ ρ∧t
0
[Vx(Y (s))− Vx(Z1(s))]f (Z1(s), Z2(s))ds
+αE
∫ ρ∧t
0
[Vx(Y (s))− Vx(Z3(s))]f (Z3(s), Z4(s))ds
+ 1
2
(1− α)E
∫ ρ∧t
0
trace{g⊤(Z1(s), Z2(s)[Vxx(Y (s))− Vxx(Z1(s))]g(Z1(s), Z2(s)))}ds
+ 1
2
α

E
∫ ρ∧t
0
trace[g⊤(Z1(s), Z2(s)Vxx(Y (s))g(Z1(s), Z2(s)))]ds
− E
∫ ρ∧t
0
trace[g⊤(Z3(s), Z4(s)Vxx(Z3(s))g(Z3(s), Z4(s)))]ds

+ λE
∫ ρ∧t
0
[V (Y (s)+ h(Z1(s), Z2(s), γ (s)))− V (Y (s))]ds
− (1− α)λE
∫ ρ∧t
0
[V (Z1(s)+ h(Z1(s), Z2(s), γ (s)))− V (Z1(s))]ds
−αλE
∫ ρ∧t
0
[V (Z3(s)+ h(Z3(s), Z4(s), γ (s)))− V (Z3(s))]ds.
By Assumptions 5 and 6 and (12), we compute that
EV (Y (t ∧ ρ)) ≤ V (X0)+ (1− α)K1E
∫ ρ∧t
0
(1+ V (Z1(s))+ V (Z2(s)))ds
+ (1− α)K2E
∫ ρ∧t
0
|γ (s)|pds+ αK1E
∫ ρ∧t
0
(1+ V (Z3(s))+ V (Z4(s)))ds
+αK2E
∫ ρ∧t
0
|γ (s)|pds+ (1− α)E
∫ ρ∧t
0
[Vx(Y (s))− Vx(Z1(s))]f (Z1(s), Z2(s))ds
+αE
∫ ρ∧t
0
[Vx(Y (s))− Vx(Z3(s))]f (Z3(s), Z4(s))ds
+ 1
2
(1− α)E
∫ ρ∧t
0
trace{g⊤(Z1(s), Z2(s)[Vxx(Y (s))− Vxx(Z1(s))]g(Z1(s), Z2(s)))}ds
+ 1
2
K ′dα
[
E
∫ ρ∧t
0
Vxx(Y (s))− Vxx(Z3(s))ds
]
+ λE
∫ ρ∧t
0
[V (Y (s)+ h(Z1(s), Z2(s), γ (s)))− V (Y (s))]ds
− (1− α)λE
∫ ρ∧t
0
[V (Z1(s)+ h(Z1(s), Z2(s), γ (s)))− V (Z1(s))]ds
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−αλE
∫ ρ∧t
0
[V (Z3(s)+ h(Z3(s), Z4(s), γ (s)))− V (Z3(s))]ds
≤ V (X0)+ (K1 + K2B)T + K1E
∫ ρ∧t
0
V (Y (s))ds
+ K1E
∫ ρ∧t
0
V (Y (s− τ(s)))ds+ (1− α)K1E
∫ ρ∧t
0
[V (Z1(s))− V (Y (s))]ds
+ (1− α)K1E
∫ ρ∧t
0
[V (Z2(s))− V (Y (s− τ(s)))]ds
+αK1E
∫ ρ∧t
0
[V (Z3(s))− V (Y (s))]ds+ αK1E
∫ ρ∧t
0
[V (Z4(s))− V (Y (s− τ(s)))]ds
+ (1− α)E
∫ ρ∧t
0
[Vx(Y (s))− Vx(Z1(s))]f (Z1(s), Z2(s))ds
+αE
∫ ρ∧t
0
[Vx(Y (s))− Vx(Z3(s))]f (Z3(s), Z4(s))ds
+ 1
2
(1− α)E
∫ ρ∧t
0
{g⊤(Z1(s), Z2(s))[Vxx(Y (s))− Vxx(Z1(s))]g(Z1(s), Z2(s))}ds
+ 1
2
αK ′dE
∫ ρ∧t
0
[Vxx(Y (s))− Vxx(Z3(s))]ds+ 2λLd

K ′dT .
Applying the Cauchy inequality and Assumption 6, we have
EV (Y (t ∧ ρ)) ≤ V (X0)+ (K1 + K2B+ 2λLd

K ′d)T + 2K1
∫ ρ∧t
0
sup
0≤u≤s
EV (Y (u))ds
+ (1− α)K1LdE
∫ ρ∧t
0
|Y (s)− Z1(s)|ds+ (1− α)K1LdE
∫ ρ∧t
0
|Y (s− τ(s))− Z2(s)|ds
+

αK1Ld + 12αLdK
′
d

E
∫ ρ∧t
0
|Y (s)− Z3(s)|ds+ αK1LdE
∫ ρ∧t
0
|Y (s− τ(s))− Z4(s)|ds
+ (1− α)LdE
∫ ρ∧t
0
|Y (s)− Z1(s)| |f (Z1(s), Z2(s))|ds
+αLdE
∫ ρ∧t
0
|Y (s)− Z3(s)| |f (Z3(s), Z4(s))|ds
+ 1
2
(1− α)LdE
∫ ρ∧t
0
|Y (s)− Z1(s)| |g(Z1(s), Z2(s))|2ds.
By Lemmas 3.1 and 3.2 and (12), we derive that, for t1 ∈ [0, T ],
sup
0≤t≤t1
EV (Y (t ∧ ρ)) ≤ V (X0)+ (K1 + K2B+ 2λLd

K ′d)T + (1− α)K1Ld(

C1(d)+

C2(d))h
1
2∧γ T
+
[
αK1Ld + 12αLdK
′
d

C3(d)+ αK1Ld

C4(d)
]
h
1
2∧γ T + αLd

C3(d)(K ′d)
1
2 h
1
2 T
+ (1− α)Ld

C1(d)
[
(K ′d)
1
2 + 1
2
K ′d
]
h
1
2 T + 2K1
∫ t1
0
sup
0≤t≤s
EV (Y (t ∧ ρ))ds.
Let
Hd = (1− α)K1Ld(

C1(d)+

C2(d))T + αLd

C3(d)(K ′d)
1
2 h
1
2 T
+
[
αK1Ld + 12αLdK
′
d

C3(d)+ αK1Ld

C4(d)
]
T + (1− α)Ld

C1(d)
[
(K ′d)
1
2 + 1
2
K ′d
]
T .
For arbitrary 0 ≤ t1 ≤ T , by the Gronwall inequality, we get
sup
0≤t≤T
EV (Y (t ∧ ρ)) ≤ [V (X0)+ (K1 + K2B+ 2λLd

K ′d)T ]e2K1T + Hdh
1
2∧γ . (21)
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Noting that |Y (ρ)| = d, whenever ρ < T , we derive from (21) that
[V (X0)+ (K1 + K2B+ 2λLd

K ′d)T ]e2K1T + Hdh
1
2∧γ ≥ EV (Y (t ∧ ρ))
≥ E[V (Y (ρ))I{ρ<T }(w)]
≥ VdP(ρ < T ).
Let
H¯d = Hde
−2K1T
[V (X0)+ (K1 + K2B+ 2λLd

K ′d)T ]
.
So, we have
P(ρ < T ) ≤ ε(1+ H¯dh 12∧γ ). (22)
Thus,
P(τ < T ) ≤ P(ρ < T )+ P(θ < T ) ≤ ε(2+ H¯dh 12∧γ ). (23)
Now, let ϵ, δ ∈ (0, 1) be arbitrarily small, and set
Ω¯ = {w : sup
0≤t≤T
|Y (t)− X(t)|2 ≥ δ};
using Theorem 3.1, we find that
Cdh

1− 2p

∧2γ ≥ E[ sup
0≤t≤τ∧T
|Y (t)− X(t)|2]
≥ E[ sup
0≤t≤T
|Y (t)− X(t)|2Iτ≥T (w)]
≥ E[ sup
0≤t≤T
|Y (t)− X(t)|2Iτ≥T (w)IΩ¯(w)]
≥ δE[Iτ≥T (w)IΩ¯(w)]
= δP({τ ≥ T } ∩ Ω¯)
≥ δ[P(Ω¯)− P(τ < T )].
Whence, on using (23), we conclude that
P(Ω¯) = P( sup
0≤t≤T
|Y (t)− X(t)|2 ≥ δ) ≤ 2ϵ + ϵH¯dh 12∧γ + Cd
δ
h

1− 2p

∧2γ
.
The proof of Theorem 4.1 is now complete. 
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