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organisierende Systeme widmet sich der Betrachtung der Systemeigenschaft
Robustheit.
Nutzer von technischen Systemen und IT-Systemen haben einen hohen Quali-
tätsanspruch und verlangen nach verlässlichen und robusten Kraftfahrzeugen,
Waschmaschinen oder Mobiltelefonen. Beispielsweise sollen Mobiltelefone so-
wohl innerhalb und außerhalb von Gebäuden als auch in Fahrzeugen oder
Zügen funktionieren. Dies zeigt, dass unser alltägliches Leben in hochtech-
nisierten Gesellschaften immer mehr von eingebetteten Systemen durchdrun-
gen wird und der Mensch diese Systeme immer weniger wahrnimmt und sich
zunehmend auf korrektes Systemverhalten verlässt. Frau Heller definiert und
evaluiert in ihrer Arbeit ein Maß zur Bewertung von Robustheit eingebetteter
Systeme.
Dabei sind Schwerpunkte der Arbeit die Schaffung eines Bewertungsansatzes
und die Entwicklung einer Methodik für robuste Systeme zur Laufzeit. Die
Bewertung und quantitative Beschreibung der Systemrobustheit wird auf eine
maßtheoretische Grundlage gestellt. Daran anschließend wird ein vorwiegend
im Bereich der Ökonomie angewendeter entscheidungstheoretischer Ansatz auf
die Systemsteuerung übertragen. In Abhängigkeit einer technischen Kennzahl,
dem Robustheitswert, wird das Systemverhalten angepasst an aktuelle Einsatz-
und Betriebsbedingungen gesteuert. Die formale Beschreibung und Vorgehens-
weise sind Frau Heller sehr gut gelungen und zeigen einen in sich geschlossenen
Entwicklungsansatz für eine dynamische Bewertung und situative Adaption
der Systemrobustheit.
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Zusammenfassung
In die Infrastruktur unserer Gesellschaft sind komplexe IT-Systeme fest ein-
gebettet. Die Verbreitung und Verstetigung von IT-Systemen betrifft zentrale
Bereiche unserer Gesellschaft beispielsweise Verkehrs-, Finanz- oder Gesund-
heitssystem. Lange Zeit standen funktionale Aspekte bei der Entwicklung in-
formationstechnischer Systeme im Vordergrund. In den letzten Jahren haben
sich jedoch nichtfunktionale Eigenschaften von IT-Systemen wie Robustheit
zu unverzichtbaren Schlüsseleigenschaften in einer Vielzahl von Anwendungs-
feldern entwickelt.
Systeme während der Betriebsphase sind Veränderungen der gegebenen Einsatz-
und Betriebsbedingungen durch Störungen der Umgebung oder auch Ver-
schleißerscheinungen ausgesetzt. Ziel der Forschungsarbeit ist es ein Konzept
für die Systemeigenschaft Robustheit zu entwickeln. Für ein gegebenes System
mit einem definierten Funktionsziel ist zu analysieren, inwieweit es robust hin-
sichtlich Störungen der Einsatzbedingungen, verursacht durch Ereignisse der
Umgebung, ist und folglich trotzdem das Funktionsziel erfüllt. Das vorgestellte
Konzept umfasst dabei zwei wesentliche Problemstellungen:
• Bewertung der Robustheit
• Methode für robuste Systeme zur Laufzeit
In Abhängigkeit der technischen Kennzahl, Robustheit, wird eine optimale
Entscheidungsstrategie gewählt und so das Systemverhalten gesteuert. Mit der
Integration eines Robustheitskonzepts insbesondere für den Systembetrieb soll
anhand der Berücksichtigung der Systemeigenschaft Robustheit zur Laufzeit
ein Beitrag zum Qualitätszuwachs bei Systemen geleistet werden.
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Kapitel 1
Einleitung
Systeme durchdringen unseren Alltag seit Jahren. Angefangen von automati-
sierten Türöffnungssystemen, über komplex gesteuerte Servicemaschinen, z.B.
Waschmaschinen, bis hin zu mobilen, persönlich zugeordneten Systemen wie
Mobiltelefonen und Handheld Computer, sind technische Systeme und In-
formationssystem (IT-Systeme) zur Selbstverständlichkeit geworden. Auch in
komplexen sicherheitskritischen Anwendungen, wie Flugzeugen oder Autos
kommt eine Vielzahl vernetzter IT-Systeme zum Einsatz.
So haben sich komplexe IT-Systeme immer mehr verbreitet und sind fest in die
Infrastruktur unserer Gesellschaft eingebettet [62]. Die Verbreitung und Vers-
tetigung von IT-Systemen betrifft zentrale Bereiche unserer Gesellschaft wie
Verkehrs-, Finanz- oder Gesundheitssystem. Lange Zeit standen die funktio-
nalen Aspekte bei der Entwicklung informationstechnischer Systeme im Vor-
dergrund. Jedoch führte der stetig wachsende Einsatz zu einer Verlagerung
des Schwerpunktes auf nichtfunktionale Eigenschaften. In den letzten Jah-
ren haben sich nichtfunktionale Eigenschaften von IT-Systemen wie Sicher-
heit, Performanz, Echtzeitfähigkeit und Robustheit vom auserlesenem Merk-
mal hochspezialisierter Systeme zu unverzichtbaren Schlüsseleigenschaften in
einer Vielzahl von Anwendungsfeldern entwickelt [14],[125]. Die Entwicklung
der Verlagerung des Schwerpunkts hin zu nichtfunktionalen Systemeigenschaf-
ten wie beispielsweise Robustheit wird auch durch die Tatsache bekräftigt, dass
die Systeme in eine Welt eingebettet sind, die zufällig und nicht determinis-
tisch ist. Gleichzeitig haben die Nutzer von IT-Systemen einen hohen Quali-
tätsanspruch und verlangen nach verlässlichen und robusten Kraftfahrzeugen,
Waschmaschinen oder Mobiltelefonen. So sollen beispielsweise Mobiltelefone
sowohl innerhalb und außerhalb von Gebäuden als auch in Fahrzeugen oder
Zug funktionieren.
Mit der einhergehenden Verstetigung von technischen und informationstech-
nischen Systemen im Alltag und der Gesellschaft und damit verbundenen die
Bereitstellung eines Services beziehungsweise die Erfüllung einer Funktion, ist
auch die Anforderung nach Robustheit gewachsen. Der Umfang ist dabei von
der Funktion und dem Einsatz des betrachteten Systems abhängig.
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Doch was genau ist unter Robustheit eines Systems zu verstehen? Für Ro-
bustheit besteht weitläufig ein verbreitetes Verständnis1. Im Hinblick auf die
Funktionsfähigkeit von Gebrauchsgegenständen soll beispielsweise die Funkti-
on erfüllt bzw. der Dienst bereitgestellt werden auch bei
• unsachgemäßer Benutzung
• kurzzeitiger Überbeanspruchung oder
• extremen Einsatzbedingungen [93].
Nach [10] wird mit Robustheit die Empfindlichkeit eines Systems hinsichtlich
Veränderungen in der Umgebung oder unsachgemäßer Nutzung bezeichnet und
herausgestellt, dass mit Robustheit Anpassungsfähigkeit einhergeht. Für wei-
tere Analysen und Untersuchungen der Systemeigenschaft Robustheit, insbe-
sondere auch für das Messen von Robustheit, ist es notwendig eine formale
Definition für die Robustheit von komplexen Systemen zu schaffen.
1.1 Motivation
Anhand von Beispielen soll aufgezeigt werden, dass die Berücksichtigung, Ana-
lyse und Integration nichtfunktionaler Eigenschaften wie beispielsweise Ro-
bustheit notwendig und außerordentlich wichtig ist. Insbesondere auch bei
eingebetteten Systemen, getrieben unter anderem durch die Forderung nach
immer kürzer werdenden Entwicklungszeiten bei gleichzeitig steigender Pro-
duktionsstückzahl und damit steigender Wahrscheinlichkeit für Haftung und
Rückrufaktionen, nehmen Systemeigenschaften wie Robustheit eine bedeuten-
de Rolle ein. Jedoch belegen immer wieder negative Beispiele, dass diese Ei-
genschaften eine herausragende Rolle spielen, aber nicht ausreichend berück-
sichtigt werden.
Bei McDonalds wurden für das neue Produkt McMuffin spezielle Toaster in-
stalliert. Aufgrund der Ein- und Ausschaltvorgänge der Toaster wurden Span-
nungsspitzen im Stromnetz induziert, so dass die Stempeluhren zur Arbeits-
zeitaufzeichnung der Beschäftigten pro Tag um 2 bis 4 Stunden vorgingen.
Dementsprechend wurden zu hohe Gehälter ausgezahlt. Es erfolgte die In-
stallation von 5000 Toastern bevor das Problem festgestellt wurde. Plötzlich
sich ändernde Betriebsumstände haben zu einem Systemversagen geführt. In
diesem Beispiel wurden die Stempeluhren nicht hinreichend robust gegenüber
extremen Betriebsbedingungen, konkret kurzzeitig auftretende Spannungsspit-
zen, ausgelegt [89].
Erst während des Betriebs wurde aufgrund mangelnder Robustheit das Fehl-
verhalten des Systems Stempeluhr aktiv und bemerkt. Daher konnte auch erst
1Das geflügelte Wort “Was mich nicht umbringt, macht mich stärker“ hat Eingang in
den allgemeinen Sprachgebrauch gefunden und wird häufig in Verbindung mit Robustheit
eingesetzt.
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sehr spät eine Reaktion erfolgen, was einen nicht unerheblichen wirtschaft-
lichen Schaden verursachte. Durch plötzlich auftretende Änderungen in der
Umwelt entstehen neue Umgebungsbedingungen für das System und wirken
auf dieses ein. Die veränderten Umweltbedingungen können unterschiedliche
Ursachen wie Temperaturveränderungen, Spannungsschwankungen, Lichtver-
hältnisse uvm. haben. Aber auch durch Verschleiß können Änderungen in den
Umgebungsbedingungen entstehen auf die das System im Betrieb reagieren
sollte, um ein robustes Systemverhalten nachzuweisen.
Kraftfahrzeuge sind heutzutage komplexe technische Systeme [121] mit einem
hohen Anteil an Elektrik und Elektronik wie beispielsweise die steigende Zahl
von eingesetzten Steuergeräten zeigt [40]. Mit Zunahme der Komplexität steigt
auch die Zahl der Rückrufe der Automobilhersteller, um Produktmängel zu
beseitigen, da diese im Extremfall auch die Verkehrssicherheit beeinträchtigen
können. Rückrufaktionen sind mit hohem wirtschaftlichen Aufwand verbun-
den. Nachstehend sind zwei ausgewählte Rückrufe, als Beispiele aufgeführt. So
kann es beispielsweise beim Ford Escort, Mondeo und Scorpio der Baujahre
1996-1998 aufgrund elektrostatischer Ladungen zur Fehlfunktion des Beifahrer-
Airbag kommen (Kraftfahrt-Bundesamt Referenznr. 0803 veröffentlicht 2008)
[71], [119]. Ein weiteres Beispiel ist der Rückruf beim Sabb 900 Baujahr 1995
zur Kontrolle des Airbag-Steuergeräts, da bei tropischen Klimabedingungen
die Airbags selbstständig auslösen können [120]. Durch Änderungen in den
Betriebsbedingungen kann es während des Einsatzes des Autos zu Fehlver-
halten der Insassenschutzeinrichtung Airbag kommen und stellt demnach ei-
ne Gefährdung der Verkehrssicherheit dar. Robustes Systemverhalten hierfür
kann beispielsweise die Abschaltung der Airbags sein, so dass das Auto hin-
sichtlich des generellen Funktionsziels, zwar bei herabgesetzter Funktionalität,
einsatzbereit ist.
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Abbildung 1.1: Vom Kraftfahrt-Bundesamt begleitete Rückrufe bis 2011 (Quel-
le: [71])
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Wie die Statistik des Kraftfahrt-Bundesamt (Abbildung 1.1) zeigt, ist im
Jahr 2010 die Anzahl der Rückrufaktionen im Vergleich zu den Vorjahren deut-
lich gestiegen und auch im Jahr 2011 wurde dieses hohe Vorjahresniveau wie-
der erreicht. Diese Entwicklung zeigt, wie wichtig es ist Betrachtungen für die
Systemeigenschaft Robustheit zur Laufzeit durchzuführen, um frühzeitig Pro-
bleme und Risiken in der Betriebsphase zu erkennen und Maßnahmen ergreifen
zu können [85].
Ein weiteres eindrucksvolles Beispiel ist der gescheiterte Flug der Trägerrakete
“Ariane 5“ am 4.Juni 1996. Gestartet mit dem Ziel Satelliten in die Erdum-
laufbahn zu bringen sprengte sich “Ariane 5“ rund 60 Sekunden nach dem
Start selbst [74]. Als Weiterentwicklung der Trägerrakete “Ariane 4“ verfügte
“Ariane 5“ unter anderem über das gleiche Trägheitsnavigationssystem. Aller-
dings wurde “Ariane 5“ mit stärkeren Triebwerken ausgestattet, die eine grö-
ßer Beschleunigung zur Folge hatten [125]. Aufgrund der dadurch veränderten
Beschleunigungsparameter kam es zu einem Überlauf bei der Variablen Hori-
zontalgeschwindigkeit beim Trägheitsnavigationssystem. Eine detaillierte Be-
schreibung zum Hergang findet sich bei [125]. Es führten veränderte Betriebs-
bzw. Einsatzbedingungen, durch stärkere Triebwerke und damit einhergehend
eine größere Beschleunigung, im Betrieb der “Ariane 5“ letztendlich zu einem
Softwarefehler. Es kam zum Totalschaden eines Systems mit Diagnosenachrich-
ten, da diese auch noch fehlinterpretiert wurden. Ein möglicher Ausweg für
derartige Situationen stellt angepasstes Entscheidungsverhalten, schon beim
Empfang von Diagnosenachrichten ohne diese genauer zu analysieren und zu
interpretieren, dar.
Alle aufgezeigten Beispiele belegen, dass bei Systemen ein hoher wirtschaftli-
cher Schaden und Verlust eintreten kann, wenn Störungen bzw. Störereignisse
hinsichtlich der Betriebs- und Einsatzbedingungen auftreten. So dürfen Syste-
me bei Störungen nicht sich selbst überlassen werden. Eine Möglichkeit besteht
darin, mit definierten und konkreten Maßnahmen wie beispielsweise angepass-
tem Entscheidungsverhalten auf die vorliegende Situation bzw. Systemzustand
zu reagieren.
1.2 Ziel der Arbeit
Mit der Integration von Robustheitskonzepten insbesondere für den Systembe-
trieb soll anhand der Berücksichtigung der Systemeigenschaft Robustheit ein
Beitrag zum Qualitätszuwachs bei Systemen geleistet werden. Für ein gegebe-
nes System mit einem definierten Funktionsziel ist zu analysieren, inwieweit es
robust hinsichtlich Störungen der Einsatzbedingungen, verursacht durch Er-
eignisse der Umgebung, ist und folglich trotzdem das Funktionsziel erfüllt. Es
werden Systeme zur Laufzeit betrachtet. Somit verfügen die Systeme über eine
definierte Struktur, die nicht mehr verändert werden kann.
Die mit dieser Arbeit vorgestellte Umsetzung zur Schaffung robuster Systeme
zur Laufzeit beinhaltet folgende Punkte:
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Bewertung der Robustheit
Für die Analyse des Systemzustands wird die Robustheit des System
gemessen. Dazu wird die allgemein bekannte Maßtheorie herangezogen
und ein Robustheitsmaß definiert. Es wird eine Methode zur Bewertung
der Robustheit von Systemen entwickelt, deren Funktionsstruktur lo-
gisch erfassbar ist. Zu Beginn müssen Maßräume für die Beschreibung
der Robustheit der in ein System eingehenden Systemelemente entwickelt
werden. Danach wird der Produktmaßraum betrachtet, um eine gemein-
same Bewertung der Robustheit aller Systemelemente zu erreichen, über
die eine konsistente Bewertung der Robustheit beliebiger Systemkonfi-
gurationen möglich wird.
Zur Bewertung der Systemrobustheit mittels der Maßtheorie ist es not-
wendig Änderungen hinsichtlich der definierten Einsatz- und Betriebsbe-
dingungen des Systems und die damit einhergehenden Auswirkungen auf
die Systemparameter zu ermitteln. In dieser Arbeit werden hierfür Ein-
flussfunktionen definiert. Es wird ein Intervallansatz entwickelt, der für
jeden Systemparameter und damit auch für die entsprechende Einfluss-
funktion die drei Bereiche, Sollbereich, Toleranzbereich und Störbereich
mit eindeutiger Definition, festlegt.
In der Literatur [12], [102], [18], [128], [113] ist bisher vorrangig die Ana-
lyse der Robustheit mittels Metriken zu finden. Bei einer Metrik erfolgt
die Bewertung anhand von Abständen. Bekanntestes Beispiel ist die eu-
klidische Metrik, bei der der Abstand von Punkten betrachtet und bei-
spielsweise bei [12] genutzt wird. Jedoch weisen Metriken zur Bewertung
der Systemrobustheit Nachteile auf. So sind diese beispielsweise nicht
konsistent, so dass Einzelmetriken von Teilsystemen nicht auf eine Me-
trik für das Gesamtsystem rückführbar ist. Auch der Intervallansatz [52]
bei den Systemparametern bzw. für das gesamte System ist nicht mit
einer Metrik abbildbar.
Methode für robuste Systeme zur Laufzeit
Der aktuelle Zustand des Systems wird mittels dem aktuellen Robust-
heitsmaß bewertet und auf dessen Grundlage wird das Verhalten und die
Reaktion des Systems auf einwirkende Störereignisse kontrolliert. Somit
wird in Abhängigkeit vom aktuellen Systemzustand, welcher mittels der
Systemrobustheit ermittelt wird, das Systemverhalten situationsgerecht
gesteuert. Hierfür wird die statistische Entscheidungstheorie zu Grunde
gelegt. Als Maßnahme und somit die Reaktion auf Störereignisse wird
angepasstes Entscheidungsverhalten für Systeme bereitgestellt. In Ab-
hängigkeit vom Robustheitswert erfolgt der Einsatz der Entscheidungs-
modelle. Dabei unterscheiden sich die Entscheidungsmodelle in verschie-
denen Optimalitätskriterien und somit angepassten Entscheidungsstra-
tegien.
Bekannte Methoden um Robustheit in Systemen zu generieren sind bei-
spielsweise Redundanz oder auch Rollback [88]. Diese Verfahren kommen
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vorrangig beim Entwurf von Systemen zum Einsatz und können somit
nur angewendet werden, wenn aktiv bei der Entwurfsphase mitgewirkt
werden kann.
Mit dieser Arbeit wird eine Methode entwickelt speziell für den Betrieb
von Systemen, wo die Systemstruktur fest und nicht mehr veränderlich
ist.
1.3 Struktur der Arbeit
Der beschriebene Aufbau der Arbeit ist zum besseren Verständnis und Über-
sichtlichkeit in Abbildung 1.2 grafisch dargestellt. In Kapitel 2 wird der für die-
se Arbeit relevante Bezugsrahmen der Eigenschaft Robustheit vorgestellt. Es
wird zunächst ganz allgemein betrachtet, dass Robustheit bei jeglicher Art von
Systemen ein wichtiges Merkmal darstellt. Weiterhin erfolgt der Übergang zu
eingebetteten Systemen mit einer Ausführung zur Robotik bzw. Robotern als
ein Beispiel für IT-Systeme, insbesondere eingebettete Systeme. Daran schließt
sich die Beschreibung an, in welchen Abschnitten im Lebenszyklus eines Sys-
tems Robustheit analysiert werden kann. Im Rahmen der vorliegenden Arbeit
soll insbesondere für Systeme zur Laufzeit (Phase des Betriebs) ein Robust-
heitskonzept entwickelt werden. Das Kapitel wird mit einer Einordnung des
Merkmals Robustheit in Bezug zu Verlässlichkeit beendet.
Die damit einhergehende Gliederung findet sich auch im Stand der Forschung
(Kapitel 3) wieder. Zu Beginn wird die Vielfältigkeit bei der Definition der Be-
grifflichkeit Robustheit, sowohl in verschiedenen Wissenschaftsdisziplinen als
auch im Bereich der Informations- (IT) und Kommunikationstechnik aufge-
zeigt. Da Robustheit ein zentrales Thema für verschiedene Forschergruppen
und -projekte ist wird hierauf in einem Abschnitt eingegangen. Abschließend
werden, bezugnehmend für die als Beispiel für eingebettete Systeme vorgestell-
ten Roboter, entscheidungstheoretische Ansätze insbesondere für die Steuerung
der Roboter vorgestellt.
Im Hauptteil der Arbeit wird als erstes in Kapitel 4 ein Modell zur Bewer-
tung von Robustheit präsentiert. Als Grundlage erfolgt die formale Definition
zu Systemen, sowie eine allgemeine Beschreibung der Systemstruktur. Das ist
für die sich anschließende Entwicklung des Robustheitsmaßes notwendig. In
einem gesonderten Abschnitt wird auf Einflussfunktionen für die Systempara-
meter eingegangen und verschiedene mögliche Ausprägungen diskutiert.
In Kapitel 5 wird der Ansatz der statistischen Entscheidungstheorie beleuchtet.
Neben der formalen Beschreibung des Ansatzes werden unterschiedliche Opti-
malitätskriterien zur Auswahl von Entscheidungen zur Steuerung des System-
verhalten aufgezeigt. Außerdem werden ausgewählte Entscheidungsprobleme
beschrieben. Daran anschließend beantwortet das Kapitel 6 die Frage der Um-
setzung des statistischen Entscheidungsansatzes zur Steuerung des Systemver-
halten. Es werden verschiedene Entscheidungsmodelle vorgestellt. Dabei wird
insbesondere der aktuelle Robustheitswert, als Ergebnis der Systembewertung
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zur Laufzeit, herangezogen.
Mit dem Kapitel 7 wird das im Rahmen dieser Arbeit entstandene Simualtions-
werkzeug ARoTech und die Anwendung der statistischen Entscheidungstheorie
auf die Steuerung mobiler Roboter vorgestellt. Das Simulationswerkzeug dient
der Analyse der zielgerichteten und kollisionsfreien Bewegung eines mobilen
Roboter in einer Umgebung mit Störereignissen durch sich ändernde Einsatz-
bedingungen wie beispielsweise Lichtverhältnisse.
Den Abschluss der Arbeit bildet eine Beschreibung der Ergebnisse und ein
Ausblick.
Einleitung
KontextvonRobustheit BewertungvonRobustheit
StandderForschung
Entscheidungstheorie
zurRobustheitssteuerung
Robustheitdurch
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SystemeSystem
Roboter
Fallstudie
Idee
Fertigung
Entwurf
Betrieb
Stillegung
Verlässlichkeit:Robustheit
Robustheit:Definitionen
Metriken
Verfahren
Projekte:national
international
EntscheidungstheoretischeAnsätze
zurRobotersteuerung
FormaleDefinitionen
Maßtheorie
Einflussfunktionen
FormaleBeschreibung
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AnwendungaufmobileRoboteranhandSimulationswerkzeugARoTech
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Abbildung 1.2: Struktur der Arbeit
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1.4 Zusammenfassung
Die große und weiter wachsende Bedeutung von nichtfunktionalen Eigenschaf-
ten, insbesondere Robustheit, bei Systemen wurde zu Beginn dieses Kapitels
motiviert. Systeme und damit einhergehend IT-Systeme und technische Sys-
teme sind in unserer Gesellschaft und Alltag weit verbreitet. Die Bedeutung
und Notwendigkeit robuster Systeme wurde anhand ausgewählter Beispiele aus
verschiedenen Bereichen wie dem Automobilbereich oder der Luft- und Raum-
fahrt aufgezeigt. Daraus wurde der Fokus der Arbeit, Systeme hinsichtlich Ro-
bustheit zu bewerten und mittels geeigneten Maßnahmen auf Veränderungen
der Betriebs- und Einsatzbedingungen zur Laufzeit zu reagieren, abgeleitet.
Schwerpunkte bei der Entwicklung des Ansatzes stellen dabei die Bewertung
der Systeme, mittels Messung der Robustheit, und eine Methode für robuste
Systeme zur Laufzeit dar. Weiterhin ist dieses Kapitel auf die Struktur der
Arbeit eingegangen. Dabei wurde kapitelweise ein kurzer Abriss gegeben.
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Kapitel 2
Kontext von Robustheit
Nach der einleitenden Motivation Robustheit bei IT-Systemen zu analysieren,
wird im Folgenden der Betrachtungsraum festgelegt. Wie die Beispiele gezeigt
haben spielt Robustheit in verschiedenen Bereichen eine bedeutende Rolle. In
diesem Kapitel wird der relevante Betrachtungsrahmen für die Arbeit beschrie-
ben. Zunächst wird im Abschnitt 2.1 eine allgemeine Einführung zu Systemen
und dem Zusammenwirken mit der umgebenden Umwelt auf Grundlage der
Systemtheorie dargelegt. Daran anschließend wird konkret auf eingebettete
Systeme eingegangen. Anschließend wird anhand eines Lebenszykluskonzepts
für Systeme aufgezeigt, in welchen Phasen Untersuchungen zu Robustheit mög-
lich sind. In Abschnitt 2.3 wird ein Überblick zu Verlässlichkeit gegeben und
insbesondere auf die Systematisierung und Einordnung in Zusammenhang mit
Robustheit eingegangen. Der Abschnitt 2.4 vor der Zusammenfassung des Ka-
pitels, wird zur Vorstellung des Fokus der Arbeit genutzt.
2.1 Systeme und die Interaktion mit der Umge-
bung
Zunächst soll dieser Abschnitt eine allgemeingültige und einführende Beschrei-
bung von Systemen liefern, wobei auf Erkenntnisse der Systemtheorie zurück-
gegriffen wird. In Kapitel 4 erfolgt später die detaillierte und formale System-
definition.
Die Systemtheorie1 untersucht die Zusammensetzung von Systemen und die
Wechselwirkung dieser Systeme mit der Umwelt [88]. Im Folgenden sind einige
Beispiele für Systeme und deren entsprechende Umwelt verschiedener Diszipli-
nen aufgeführt:
• Biologie: Lebewesen im Habitat
1Die Systemtheorie und dazugehörige Begriffe werden in verschiedenen Wissenschaftsge-
bieten wie Natur-, Geistes und Wirtschaftswissenschaften verwendet. Somit wird die Sys-
temtheorie als eigenständige Disziplin geführt, aber auch für interdisziplinäre Diskussionen
mit einer grundlegenden Systemdefinition genutzt [8].
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• Soziologie: Mensch in der Familie
• Robotik: Roboter in einer Umgebung
• Informatik: Computer im Computernetzwerk
Zunächst stellt sich die Frage was wird in der Wissenschaft und deren ver-
schieden Disziplinen ganz allgemein unter einem System verstanden. Ein Sys-
tem besteht aus Elementen, die in einer bestimmten Verbindung miteinander
stehen, was auch als Relation bezeichnet werden kann [72]. Durch Ordnung
wird eine Abgrenzung erreicht, so dass Elemente die in starker Beziehung zu
einander stehen zu einem System zusammengefasst werden. Die Struktur ei-
nes Systems bildet die Gesamtheit der Elemente und deren Beziehungen. Die
Elemente und Beziehungen eines Systems bilden eine abgeschlossene Einheit,
folglich wird das System von der Umwelt umgeben. Die Umwelt umfasst alles
was nicht dem System zugeordnet wird und steht immer in Bezug zu einem
System [76]. Die Abbildung 2.1 zeigt zusammenfassend die wesentlichen Merk-
male eines Systems:
• ausgeprägte Beziehung der Systemelemente zu einander
• zusammenhängende Einheit
• Abgrenzung zur Systemumwelt
System
Umgebung
Teilsystem
Systemgrenze
Relation
Abbildung 2.1: Aufbau eines Systems
Die Entwicklung des Systembegriffs einschließlich der historische Werdegang
sowie unterschiedliche Strömungen der Systemtheorie sind bei Weber [124] aus-
führlich beschrieben.
Wie bereits gezeigt gibt es eine Vielfalt an Systemen. Für die Betrachtungen
dieser Arbeit wird sich auf technische Systeme sowie IT-Systeme im wesentli-
chen konzentriert. Beispiele hierfür sind Nachrichtensysteme, Rechnersysteme,
Mikrosysteme, Fahrzeuge, Maschinen usw. Solche Systeme setzen sich aus Un-
tersystemen bzw. Komponenten zusammen die Zusammenwirken. So bildet
sich eine abgeschlossene Einheit mit Schnittstellen zur Kommunikation mit
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der umgebenden Umwelt [7]. Zu diesen Komponenten von IT-Systemen oder
auch technischen Systemen zählen eingebettete Systeme.
Nach Marwedel [80] sind informationsverarbeitende Systeme, die in einen grö-
ßeren technischen Kontext wie ein umgebendes Produkt, beispielsweise eine
Produktionsmaschine, Auto etc. integriert sind, als eingebettete Systeme de-
finiert. Die Definition nach [22] ist feiner. Es werden als eingebettete Systeme
Software/Hardware Einheiten bezeichnet die durch Sensoren und Aktoren mit
dem Gesamtsystem verbunden sind und Aufgaben wie überwachen, steuern
und regeln ausführen. In weiter gefassten Definitionen sind eingebettete Sys-
teme Computer, welche nicht aussehen wie Computer als solche [26].
Heute spricht man bereits von verschwindenden Computern, da die Prozesso-
ren und Software in sehr kleinen und weiterhin immer kleiner werdenden Sys-
temen integriert sind und zunehmend für den Verbraucher unsichtbar werden.
Gleichfalls müssen technische Produkte integrierte intelligente Softwarelösun-
gen besitzen, um das Interesse der Konsumenten zu wecken. Damit einher-
gehend sind nichtfunktionale Anforderungen bei eingebetteten Systemen von
enormer Bedeutung. So müssen nach Marwedel [80] eingebettete Systeme ver-
lässlich sein, denn diese sind allgegenwärtig und überall (ubiquitos computing)
und im Allgemeinen einer rauen Umgebung ausgesetzt wie Hitze, Vibration,
Korrosion, Energieschwankungen uvm. [68], [107].
Eingebettete Systeme haben heute eine herausragende Rolle im täglichen Le-
ben. Sie begegnen uns im privaten, gewerblichen und auch im industriellen
Bereich in großer Zahl [23]. Die breite Streuung über das Produktspektrum in
denen eingebettete Systeme verwendet werden fasst nachstehende Auflistung
zusammen [80] [96] [99] :
• mobile Systeme
– Kraftfahrzeuge: hoher Elektronikanteil beispielsweise sind das ABS,
Navigationssystem, Klimaanlage uvm.
– Schienenfahrzeuge
– Schiffe
• Luft- und Raumfahrt: Flugkontrollsystem, Anti-Kollisionssystem, Piloten-
Informationssystem
• Medizintechnik
• Konsumelektronik
– Unterhaltungsgeräte: TV-Geräte uvm.
– Haushaltsgeräte: Waschmaschine, Mikrowelle, uvm.
• Telekommunikation: Mobiltelefon
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• Gebäudeautomatisierung zur Realisierung von intelligenten Gebäuden
(=Integration der Einzelsysteme in ein zusammenhängendes System (aus-
führlich Beschreibung bei [80])
– Steuerung und Regelung (Heizung, Licht)
– Sicherheitstechnik (Brandmeldeanlagen)
– Raummanagement (Belegungszustand)
• Automatisierungstechnik Bsp. Fabriksteuerung
• militärische Anwendungen: automatische Auswertung von Radarsignalen
• Robotik
Mit dem Einsatz eingebetteter Systeme in den aufgezeigten Produktka-
tegorien werden wesentliche Funktionen des täglichen Lebens, in Forschung,
Entwicklung und der Produktion gewährleistet. Ebenfalls machen eingebette-
te Systeme in vielen Varianten das Leben auch angenehmer [96]. Die heutige
Bedeutung eingebetteter Systeme läßt sich anhand des vielfältigen und weit-
reichenden Einsatzes erkennen. Dazu trägt vor allem auch der Einsatz in Mas-
senmärkten wie Konsumelektronik, Telekommunikation und Automobiltechnik
bei [99]. Somit geht von eingebetteten Systemen eine enorme wirtschaftliche
Bedeutung aus. Aufgrund der Fertigung in sehr großen Stückzahlen und damit
verbundenen hohen Kosten bei notwendigen Rückrufaktionen und den immer
kürzer werdenden Entwicklungszeiten ist hohe Robustheit zur Laufzeit von
eingebetteten Systemen anzustreben [100].
Roboter Auch der Einsatz von Robotern verstetigt sich langsam aber zu-
nehmend im Alltag der Menschen. So finden Robotersysteme heutzutage in
weitreichenden und vielfältigen Anwendungsbereichen Verwendung. Es werden
Industrieroboter in der Fließbandfertigung eingesetzt, mobile Roboter erkun-
den den Weltraum und Planeten, Roboter werden in der Medizin bei Opera-
tionen verwendet oder auch das eigenständige Fahren eines Autos [115]. Ein
umfassender und ausführlicher Überblick über Einsatzbereich und Verwendung
von Robotersystemen findet sich bei [48].
Die umfangreichen Einsatzgebiete von Robotersystemen zeigen, dass die Um-
welt von Robotern von Natur aus unvorhersehbar ist. So sind diese immer
Unsicherheiten und unvorhersehbaren Situationen ausgesetzt. Dabei ist der
Unsicherheitsgrad von der konkreten Anwendung abhängig. Eine gut struktu-
rierte und weitgehend bekannte Umgebung in der Fließbandfertigung führt zu
einem geringen Maß an Unvorhersehbarkeiten im Vergleich zum Einsatz bei
Operationen [115].
Generell können Robotersysteme in stationäre und mobile Roboter unterschie-
den werden. Bei stationären Robotern handelt es sich meist um Industrierobo-
ter in Produktions- und Fertigungsstraßen oder auch der Einsatz von Servicero-
botern bei der Post zur automatisierten Sortierung von Sendungen. Hier spielt
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die maschinelle Zeichenerkennung eine besondere Rolle. Ein weiteres Beispiel
für den Einsatz von stationären Robotern ist die automatisierte Sortierung in
Gut- und Schlechtteile in der Fertigung.
Die mobilen Roboter weisen ein weites Anwendungsfeld auf. Dies kann bei-
spielsweise in Innen- oder Ausseneinsatz unterschieden werden. Beim Innen-
einsatz handelt es sich meist um die Verwendung von mobilen Robotern in
Gebäuden. Bei Gebäuden liegt eine vorgebende strukturierte Umgebung vor.
Beim Ausseneinsatz werden sich bewegende Roboter im Aussenbereich, dh. der
freien Natur betrachtet. Dabei liegt eine unstrukturierte Umgebung vor [27].
In [6] wird ein Überblick insbesondere zum Einsatz von mobilen Robotersys-
temen gegeben.
Wesentliche Elemente mobiler Robotersysteme sind die Fortbewegung, (visuel-
le) Wahrnehmung, Lokalisierung und Navigation. Dabei ist die (visuelle) Wahr-
nehmung Voraussetzung für die Navigation, welche weiter in Pfadplanung zur
Erfüllung der Zielerreichung und Kollisionsvermeidung unterschieden werden
kann [6], [115].
In dieser Arbeit soll im Weiteren nur die Navigation von Interesse sein, denn
der entwickelte und in Kapitel 5 und 6 vorgestellte allgemeine Ansatz auf Ba-
sis der statistischen Entscheidungstheorie zur Steuerung von Systemverhalten
in Abhängigkeit vom aktuellen Robustheitszustand des Systems wird beispiel-
haft auf die Navigation mobiler Roboter angewandt und kann leicht auf andere
Bereiche übertragen werden.
2.2 Lebenszyklus für Systeme
Ausgehend davon, dass Systeme ähnlich wie Lebewesen dem „Gesetz des Wer-
dens und Gehens“ [81] folgen, wird das Lebenszykluskonzept von Götze [44]
herangezogen, um einen Lebenszyklus für Systeme zu entwickeln. Dabei sollen
ebenfalls charakteristische Phasen, für den Zeitraum in dem Systeme existie-
ren definiert werden, um aufzuzeigen das in jeder dieser Systemlebensphasen
Robustheit analysiert werden kann.
Der Systemlebenszyklus für komplexe Investitionsgüter bei Götze gliedert sich
in die aufeinander folgenden Phasen Initiierung, Planung, Realisierung, Betrieb
und Stillegung [43]. Ebenfalls besteht mit der ISO 152882 ein internationaler
Standard, der Prozesse eines von Menschen geschaffenen Systems und Prozesse
des Software Engineering innerhalb eines Lebenszyklus deklariert. Mit dieser
Norm werden verschiedene Prozesskategorien definiert. Es soll die Kategorie
Technik mit den verschiedenen Prozessen zu Grunde gelegt werden.
In Anlehnung an das Lebenszykluskonzept von Götze und den Systemlebens-
zyklus der ISO 15288 wird der Lebenszyklus eines Systems in die aufeinander
folgenden Abschnitte Idee, Entwurf, Fertigung, Betrieb und Stillegung geglie-
2Die internationale Norm ISO/IEC 15288:2008 Systems and software engineering – Sys-
tem life cycle processes unter www.iso.org zu finden.
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dert. In jeder dieser Phasen des Lebenszyklus eines Systems kann Robustheit
analysiert werden. Nachdem die Idee geboren ist, erfolgt der Entwurf des Sys-
tems. Soll Robustheit bereits während des Entwurfs von Systemen berücksich-
tigt werden, so muss dem Entwickler bereits in dieser frühen Phase bekannt
sein, welchen Störungen und Einflüssen das System ausgesetzt ist und wel-
che Auswirkungen zu erwarten sind, um bereits während dem Systementwurf
Robustheitsmaßnahmen zu integrieren. Dabei getroffene Annahmen und Desi-
gnentscheidungen sind in der späteren Betriebsphase des Systems nicht mehr
oder nur schwer veränderbar. Daher wird dies als statische Robustheit bezeich-
net.
Die anschließende Fertigungsphase wird in die Fertigungsplanung und den Fer-
tigungsprozess unterschieden. Im Bereich der Fertigungsplanung beziehen sich
die Maßnahmen zur Sicherung der Robustheit auf produktionswirtschaftliche
Abläufe und Geschäftsprozesse, wie beispielsweise das Einfügen von Eilaufträ-
gen. Somit wird in diesem Abschnitt der Fertigungsphase betriebliche Robust-
heit definiert. Im Fertigungsprozess wird Robustheit unter technischen Aspek-
ten betrachtet und daher als technische Robustheit bezeichnet. Es erfolgen
Analysen und Maßnahmen zur Minimierung von Störungen während der Pro-
duktion des Systems, um negative Auswirkungen in der sich anschließenden
Betriebsphase zu vermeiden [91], [37].
Idee 
Entwurf 
Fertigung Betrieb 
Stilllegung 
statische Robustheit 
 Fertigungsplanung 
betriebliche Robustheit 
 Fertigungsprozess 
technische Robustheit 
dynamische Robustheit 
Abbildung 2.2: Lebenszyklusmodell für Systeme
Die weitaus längste Phase im Lebenszyklus eines Systems mit wesentlicher
Bedeutung hat die Betriebszeit. Somit ist die Robustheit während des System-
betriebs signifikant. Systeme müssen aktiv auf eintretende Veränderungen und
Einflüsse insbesondere bei den Betriebsbedingungen reagieren. Daher werden
Betrachtungen zu Robustheit in diesem Abschnitt unter dynamischer Robust-
heit zusammengefasst. Der Systemlebenszyklus schließt mit der Stilllegung ab.
Die einzelnen Lebensphasen mit den dazugehörig definierten Robustheitsbe-
griffen sind in Abbildung 2.2 dargestellt.
In [45] wird ebenfalls in statische und dynamische Robustheit unterschieden.
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Dabei ist mit statischer Robustheit eine festgelegte Parameterkonfiguration
für ein gegebenes und spezifiziertes System unter Berücksichtigung kritischer
Systemeigenschaften gemeint und bedeutet, dass Parameter frühzeitig in der
Entwurfsphase festgelegt werden und später nicht mehr verändert werden kön-
nen bei Schwankungen, Fehlerbehebung oder Aktualisierungen. Demgegenüber
wird bei dynamischer Robustheit auf Schwankungen und Veränderungen mit
Gegenmaßnahmen reagiert. Die Parameter können während des Betriebs, dh.
zur Laufzeit geändert werden. Dies gilt als Ideengeber für die Unterscheidung
in statische Robustheit (Festlegung und Umsetzung der Robustheitsanforde-
rungen ausschließlich im Entwurf) und dynamischer Robustheit (Umsetzung
der Anforderungen während Betrieb).
2.3 Verlässlichkeit
In diesem Abschnitt wird ein kompakter Überblick zu Verlässlichkeit gegeben
und eine Systematisierung der Begrifflichkeit bis hin zur Einordnung von Ro-
bustheit vorgestellt.
Die Begriffsdefinition zu Verlässlichkeit hat der Wissenschaftler Yves Laprie
grundsätzlich geprägt. Dessen Ziel ist es, einen präzisen und systematisieren-
den Überblick über den Begriff Verlässlichkeit mit allen in Zusammenhang
stehenden Eigenschaften, Ursache und Verfahren zu geben. Nach Laprie3 ist
Verlässlichkeit die Fähigkeit eines Rechnersystems einen Dienst zu erbringen,
dem man zu recht vertrauen kann. Der vom System zu erbringende Dienst, ist
das Systemverhalten wie es vom Nutzer(n) wahrgenommen wird. Ein Nutzer
ist ein anders System (technisch, menschlich) welches mit dem ersteren an der
Serviceschnittstelle interagiert [14]. In [65] wird sich ebenfalls an der Definition
von Laprie orientiert und als “ ...ein Maß dafür, wie zuverlässig und/oder sicher
eine Betrachtungseinheit (Komponente oder System) ihre Funktion erfüllt un-
ter Berücksichtigung aller Einwirkungen der Umgebung auf die Betrachtungs-
einheit. ...“ definiert.
In [100] wird die Definition zu Verlässlichkeit generalisiert und umfasst alle Ei-
genschaften, die Vertrauen in die vom System zu erbringende Dienste begrün-
den (nichtfunktionale Anforderungen). Dabei ist immer noch der Laprie’sche
Ursprung erkennbar. Die Merkmale von Verlässlichkeit werden als Säulen bild-
lich dargestellt und die Wichtigkeit der unterschiedlichen Eigenschaften für
verschiedene Anwendungen herausgearbeitet.
Die Systematisierung von Verlässlichkeit nach Laprie [14] beinhaltet die drei
Kriterien Ursache, Eigenschaft und Verfahren. Bei der Klassifizierung der Ei-
genschaften ist Robustheit nicht mit aufgezählt, da diese nicht zu den sechs
grundlegenden Merkmalen gehört. Denn neben diesen bestehen noch abgelei-
3Originaldefinition in [15]: “Dependability of a computing system is the ability to deliver
service that can justifiably be trusted. The service delivered by a system is its behavior as
it is perceived by its user(s); a user is another system (physical, human) that interacts with
the former at the service interface.“
15
tete Eigenschaften, zu denen Robustheit gehört [15]. Im allgemeinen sind die
abgeleiteten Eigenschaften Kombinationen oder Spezialisierungen der grund-
legend definierten Merkmale und maßgeblich für die Eigenschaft Sicherheit
wichtig. Eine ähnliche Einteilung ist in [125] zu finden. Es wird in Primär-
und Sekundäreigenschaften unterschieden und Robustheit den Sekundäreigen-
schaften, welche nur unterstützenden Charakter haben, zu geordnet.
Generell unterliegt die Systematisierung von Verlässlichkeit und damit einher-
gehend die Definition der Eigenschaften einem generischem Konzept und ist
im speziellen abhängig von der jeweiligen Applikation. In Abhängigkeit vom
Anwendungsfall ist eine der Verlässlichkeitseigenschaften von besonderer Be-
deutung [109].
Die eingeführte Systematik nach Laprie wird in [109] um Robustheit als ei-
genständiges Merkmal von Verlässlichkeit neben den Kriterien Eigenschaften,
Ursache und Verfahren insbesondere für die Betrachtungen im Bereich Robo-
tik angepasst. Robustheit wird als äußerst wichtig und demnach eigenständiger
Aspekt herausgestellt.
Zusammenfassend ist feststellbar, dass die Forschungsrichtungen im Bereich
Verlässlichkeit nicht einheitlich argumentieren. Es gibt keine allgemein aner-
kannte Definition und Konzeptrichtung [125]. Robustheit wird sowohl nach
Auffassung von [15], [125], [57] als auch nach [109] der Verlässlichkeit zu geord-
net. Auch der Bereich Robustheitsforschung ist zerklüftet, was sich in vielen
unterschiedlichen Definitionen und Konzepten von Robustheit widerspiegelt.
Mehr hierzu im nachfolgenden Kapitel 3.
Eine informelle Beschreibung von Verlässlichkeit findet man in [125] und kommt
dem allgemeinen Verständnis “...Verhinderung von Störungen bzw. Umgang
mit den Auswirkungen von Störungen...“ nach. Hiermit wird deutlich, dass
Verlässlichkeit im Vergleich zur Fehlertoleranzforschung den Begriff der Stö-
rung weiter fasst. In der Fehlertoleranzforschung sind nur zufällige Fehler von
Interesse und Relevanz. Für den weiteren Verlauf der Arbeit sind Störereignisse
alle relevanten Einflüsse (Einflussgrößen) aus der Umgebung auf das System.
Die Störereignisse führen dabei zu Schwankungen bis hin zu Beeinträchtigun-
gen und Veränderungen der Betriebs- und Einsatzbedingungen der Systeme.
So stellen physikalische Größe wie Temperatur, Strahlung oder Druck Störer-
eignisse dar.
Die systemumgebende Umwelt und davon ausgehende Störungen sind verän-
derlich und lassen sich in spezifizierte und unspezifizierte Störereignisse unter-
scheiden. Auswirkungen, anhand von Robustheit gemessen, und Reaktionen
darauf werden bei Robustheit von Systemen analysiert, um die Systemfunk-
tionalität sicherzustellen.
Bei auftretenden Störungen im System selbst, wird dies als Fehler bezeichnet.
So kann Hardware ausfallen oder auch Softwarekomponenten nicht korrekt ar-
beiten. Diese Effekte und Störungen werden im Rahmen der Fehlertoleranz
untersucht und mit bekannten und etablierten Verfahren behandelt, um ziel-
stellend die Systemfunktionalität zu gewährleisten. Der Differenzierung in in-
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terne Fehler und der zugehörigen Fehlertoleranz folgt auch [109]. Bei [78], [77]
wird das Konzept von externen Einflüssen aufgrund von Umweltbedingungen
und der Zuordnung dessen zu Robustheit vertreten.
In Abbildung 2.3 ist die Beziehung von Robustheit und Fehlertoleranz im Zu-
sammenhang mit auftretenden Störereignissen, wie eben beschrieben, darge-
stellt.
Abbildung 2.3: Robustheit im Vergleich zu Fehlertoleranz
2.4 Fokus der Arbeit
Nach der einführenden Darstellung wie weitreichend Robustheit betrachtet
werden kann, beschreibt dieser Abschnitt die schwerpunktmäßigen Aspekte
des Ansatzes dieser Arbeit. Diese werden dann im weiteren Verlauf eingehend
vorgestellt.
Systeme, insbesondere IT- und technische Systeme, sind heute von bedeuten-
der Relevanz und überall im Alltag vorzufinden und nicht mehr wegzudenken.
Aufgrund dieser hohen Verbreitung und Wichtigkeit für das tägliche Leben
wird ein Ansatz zur Sicherstellung von Robustheit zur Laufzeit von Systemen
entwickelt. Der Ansatz basierend auf der statistischen Entscheidungstheorie ist
allgemeingültig und kann auf alle denkbaren Systeme angewendet werden, die
die in Kapitel 4 definierten Struktureigenschaften erfüllen. Diese sind Grund-
lage der formalen Systemdefinition und der weiterführenden Bewertung von
Robustheit mittels der Maßtheorie.
Zur Bewertung der Systemrobustheit mittels der Maßtheorie ist es notwen-
dig Änderungen hinsichtlich der definierten Einsatz- und Betriebsbedingungen
des Systems und die damit einhergehenden Auswirkungen auf die Systempa-
rameter zu ermitteln. Hierfür wird die Einflussfunktion definiert und Intervalle
festgelegt.
Wie bereits im Abschnitt 2.3 festgestellt, gibt es bisher keine standardisierte
Definition zu Robustheit. Es handelt sich vielmehr um einen zerklüfteten For-
schungsbereich mit vielen unterschiedlichen Definitionen, worauf im Kapitel
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3 näher eingegangen wird. Für diese Arbeit wird Robustheit von Systemen
formal definiert, so dass die Systemrobustheit messbar ist und zur Laufzeit
von Systemen analysiert und ein Konzept zur Bereitstellung von Robustheit
entwickelt werden kann.
Bei unerwarteten Änderungen der Betriebsbedingungen durch Störereignis-
se der Umgebung ist es notwendig den aktuellen Systemzustand zu analy-
sieren. Die Funktionsfähigkeit eines Systems bei auftretenden Störereignissen
und damit einhergehenden Veränderungen der Betriebs- und Einsatzbedingun-
gen wird mittels Robustheit bewertet. Dazu wird die Robustheit des Systems
erfasst, um anschließend das Systemverhalten angepasst an die veränderten
Betriebsbedingungen zu steuern. Zur situationsgerechten Steuerung des Sys-
temverhalten während des Betriebs von Systemen wird die statistische Ent-
scheidungstheorie herangezogen. Als Maßnahmen werden unterschiedliche Ent-
scheidungsmodelle definiert und somit ein angepasstes Entscheidungsverhalten
erreicht.
Im Rahmen dieser Arbeit wird sich insbesondere auf die Robotik als ein An-
wendungsgebiet von eingebetteten Systemen bezogen und beispielsweise der
Ansatz der statistischen Entscheidungstheorie anhand von Roboterbeispielen
erläutert. Es werden sowohl mobile als auch stationäre Roboter betrachtet,
allerdings im Rahmen der Fallstudie in Kapitel 7 wird sich auf mobile Roboter
mit dem Zweck der zielgerichteten kollisionsfreien Bewegung konzentriert.
2.5 Zusammenfassung
In Kapitel 2 wurden verschiedene Eckpunkte zum Kontext der Arbeit vorge-
stellt, um daraus den Fokus der Arbeit abzuleiten. Zu Beginn wurde darauf
eingegangen das Robustheitsbetrachtungen für alle Systeme relevant sind, es
aber einer formalen Definition der Systeme, sowie deren Struktur bedarf für
die der entwickelte Ansatz dieser Arbeit Gültigkeit besitzt. Aus der Vielzahl
der möglichen Systeme werden insbesondere eingebettete Systeme betrachtet
und hierfür auf das Beispiel Robotik (Roboter) näher eingegangen, da dies bei
der Entwicklung des statistischen Ansatzes zur angepassten zustandsgerechten
Steuerung des Systemverhalten herangezogen und als Anwendungsbeispiel in
der Fallstudie verwendet wird.
Die Analysen hinsichtlich Robustheit sind sehr komplex. Es wird beispiels-
weise aufgezeigt in welchen Abschnitten eines Systemlebenszyklus Robustheit
betrachtet werden kann. Die weitaus längste Phase eines Systems die des Be-
triebs und somit sind Robutsheitsbetrachtungen zur Laufzeit von Systemen
von besonderem Interesse.
Abschließend erfolgte die Einordnung von Robustheit hinsichtlich Verlässlich-
keit. Es wurden verschiedene Auffassungen hierzu in der Literatur vorgestellt.
Zusammenfassend wurden die Schwerpunkte der Arbeit im Abschnitt Fokus
der Arbeit 2.4 herausgearbeitet.
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Kapitel 3
Stand der Forschung
Die in Kapitel 2 vorgenommene dreiteilige Gliederung zum relevanten Kontext
für Robustheit in Gegenstand der Robustheitsbetrachtung, Phase in der das
Robustheitskonzept integriert und fokussiert wird und die Systematisierung in
Bezug auf Verlässlichkeit ist Grundlage für die Betrachtung zum Stand der
Forschung.
Im Abschnitt 3.1 wird die Vielfältigkeit bei der Definition der Begrifflichkeit
Robustheit, sowohl in verschiedenen Wissenschaftsdisziplinen als auch im Be-
reich der Informations- (IT) und Kommunikationstechnik aufgezeigt. Aufgrund
der Definitionsvielfalt wird für diese eine Kategorisierung entwickelt. Weiter-
hin werden bestehende Robustheitsmetriken und Verfahren zur Integration der
Systemeigenschaft Robustheit vorgestellt. Da Robustheit ein zentrales Thema
für verschiedene Forschergruppen und -projekte ist, wird hierauf in Abschnitt
3.2 eingegangen. Es werden ausgewählte nationale und internationale Projek-
te, die sich grundlegend mit Robustheit beschäftigen, aufgezeigt. Abschließend
werden, bezugnehmend für die als Beispiel für eingebettete Systeme vorgestell-
ten Roboter, entscheidungstheoretische Ansätze insbesondere für die Steuerung
der Roboter präsentiert.
3.1 Robustheit - Definitionen, Metriken und Ver-
fahren
Robustheit ist ein Begriff der intuitiv unsere Gedanken hinsichtlich der In-
terpretation in Richtung Langzeiterfolg oder Fehlertoleranz lenkt. Doch was
bedeutet nun Robustheit und wie ist dieser Begriff in der Wissenschaft defi-
niert?
In den letzten Jahren hat das Forschungsinteresse zu Robustheit in den Natur-
und Ingenieurwissenschaften zugenommen. Aufbauend auf den traditionellen
Disziplinen wie Stabilität, Zuverlässigkeit und Steuerungs- und Regelungstech-
nik hat sich das Interesse speziell zu Robustheit herauskristallisiert. Erste Fort-
schritte sind bereits hinsichtlich der Erforschung allgemeiner Robustheitskon-
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zepte im Bereich der Evolutionär- und Entwicklungsbiologie erreicht [61] .
Allerdings wird Robustheit als technisches Konzept bisher nur in einzelnen
Forschergruppen der Ingenieur- und Naturwissenschaften untersucht und da-
bei mit unterschiedlichen Definitionen für den jeweiligen Kontext eingesetzt
[58].
So ist der Begriff Robustheit im Allgemeinen nicht fest definiert. Es ist kei-
ne allgemeingültige und anerkannte Bedeutung zu Robustheit im Bereich der
Wissenschaft zu finden [18],[128],[12],[123],[95]. Es können auch sich widerspre-
chende Interpretationen zu Robustheit vorkommen [60]. Daher gibt es vielfäl-
tige und oftmals anwendungs- und kontextspezifische Definitionen.
In unterschiedlichsten Wissenschaftsbereichen und damit verbunden in dement-
sprechenden Systemen wird sich mit Robustheit beschäftigt. So werden Ana-
lysen und Forschungen hinsichtlich Robustheit beispielsweise bei biologischen,
sozialen, ökonomischen oder auch technischen Systemen verfolgt (siehe Abbil-
dung 3.1). Dabei ist das technische System als Oberbegriff für jegliche Systeme
der Ingenieur- und Naturwissensschaft wie beispielsweise Maschinen, Bauten,
IT-Systeme und viele weitere, zu verstehen.
Abbildung 3.1: Robustheit wird bei Systemen verschiedener Wissenschaftsbe-
reiche definiert
Das SantaFe Institut [59] fasst 17 unterschiedliche Erklärungen von Robust-
heit in Natur-, Ingenieur- und Sozialsystemen zusammen. Nachfolgend wird
ein Überblick über ausgewählte Definitionen zu Robustheit gegeben, begin-
nend mit einem Einblick in verschiedene Wissenschaftsdisziplinen und deren
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Verständnis von Robustheit.
Nach [64] werden biologische Systeme als robust bezeichnet, die ihre Funktio-
nalität auch bei internen und externen Störungen aufrechterhalten. Robustheit
wird als eine Langzeitschlüsseleigenschaft für lebende Systeme verstanden.
Bei [17] wird Robustheit und ein Konzept hierzu im Bereich Bauingenieurwe-
sen beschrieben. Dabei wird Robustheit als eine wünschenswerte Eigenschaft
in Strukturen und Systemen verstanden und bedeutet Toleranz gegenüber Be-
einträchtigungen aufgrund von hohen Beanspruchungen oder durch unbeab-
sichtigte Belastungen. Eine weitere Definition aus dem Bauingenieurwesen ist
allgemeiner gefasst. So bezeichnet bei [93] Robustheit den Grad der Wider-
standsfähigkeit bzw. Unempfindlichkeit während der Lebensdauer.
Im ökonomischen Bereich wird Robustheit insbesondere in der Qualitätssiche-
rung für Produkte und deren Herstellungsprozesse betrachtet. Dabei soll auf
Taguchis1 Methode und in diesem Zusammenhang vorherrschende Definition
zu Robustheit verwiesen werden. So wird als Robustheit die Fähigkeit der Auf-
rechterhaltung der Funktionalität eines Systems auch bei Schwankungen der
Umgebungsbedingungen verstanden. Hierfür werden Änderungen der Umge-
bungstemperatur oder auch Fehlbedienung genannt [66],[21].
Bei [60] wird Robutstheit als Maß für die Beständigkeit von Systemeigen-
schaften bei Störeinflüssen und häufig auch eine Sammlung von Störeinflüssen
hervorgerufen durch Komponenten des Systems oder dessen Umgebung, in-
terpretiert. Gleicher Auffassung ist [123] und formuliert Robustheit als das
generelle Fortbestehen von bestimmten Systemeigenschaften im Hinblick auf
eine Auswahl von Störereignissen. Beide Definitionen erfolgen im Kontext von
Sozialsystemen.
Weiterhin werden verschiedene Definitionen zu Robustheit insbesondere aus
dem Bereich IT- und Kommunikationstechnik vorgestellt. Bei [128] wird her-
ausgestellt, dass es auch in der IT und Kommunikation kein allgemein an-
erkanntes Robustheitsmaß gibt. Fast jede Arbeit in diesem Bereich definiert
Robustheit für seinen speziellen Kontext und damit verbundenen Problem-
bereich. So ist es schwierig diese Definitionen zu generalisieren um letztlich
Robustheit zu messen.
In [102], Vertreter des Organic Computing, wird als Robustheit die Fähigkeit
notwendiges Verhalten oder erforderliche Funktionalität auch bei einem be-
stimmten Spektrum an Parameterveränderungen zu erfüllen, verstanden. Da-
bei werden auch verschiedene Robustheitsstufen,von streng robust bis schwach
robust und eine eindeutige Abgrenzung zu Flexibilität festgelegt.
Auch die Organisation IEEE2 hat für Robustheit eine Begriffsdefinition her-
ausgegeben. Demnach ist Robustheit der Grad, wo ein System oder eine Kom-
1Japanischer Experte für Qualitätssicherung, Statistiker und Ingenieur der im wesentli-
chen die Einführung einer statistischen Versuchsplanung zur Verringerung von Qualitätsver-
lusten und damit Erlangung robuster Produkte und Herstellungsprozesse geprägt hat.
2IEEE bezeichnet sich als weltweit größte professionelle Gesellschaft für aufkommende
technologische Innovationen und hervorragende Leistungen für menschlichen Fortschritt.
http://www.ieee.org
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ponente korrekt funktioniert auch bei ungültigen Eingaben oder auftretenden
stressigen Umweltbedingungen. Als Vertreter die dieser Auffassung folgen sind
[128],[113] und [98] zu nennen.
Vertreter nachstehender Bedeutung von Robustheit sind [12],[25] und [32]:
Robustheit ist das Bestehen von bestimmten definierten Systemeigenschaften
trotz auftretender Störungen in der Systemumwelt.
Weiterhin gibt [94] einen zusammenfassenden Überblick zur begrifflichen Defi-
nition von Robustheit mit der Unterscheidung in qualitative und quantitative
Erklärungen. Dabei ist nach [95] ein elektronisches System robust, wenn es
seine spezifizierte Funktionalität auch bei Variationen im Fertigungsprozess,
Schwankungen von Umgebungsparametern während des Betriebs (beispiels-
weise Temperatur) oder bei Störungen durch die Umgebung (z.B. Elektroma-
gnetische Felder) erfüllt.
Eine weitere Möglichkeit Robustheit zu definieren findet sich bei [41]. Es wird
die Fähigkeit eines Systems, korrekte Ausführung innerhalb eines großzügig
festgelegten Intervalls für Betriebsbedingungen und abgeschwächter System-
ausfall ausserhalb des Intervalls, als Robustheit bezeichnet. Ebenfalls für einge-
bettete Systeme wird Robustheit bei [4] definiert und ist die Eigenschaft eines
Systems auch bei ungültigen Eingaben angemessen zu arbeiten. Dabei wird
unter ungültigen Eingaben verstanden, dass das eingebettete System in einer
Umwelt eingesetzt werden kann die der Systemingenieur im Entwurf nicht be-
rücksichtigt hat und ebenso in einer Anwendung verwendet, die nicht bedacht
wurde. Wenn hierzu noch zusätzlich eine erhebliche Menge an menschlicher
Interaktion mit dem System erfolgt, ist dieses einer unvorstellbaren Menge an
unerwarteten Eingaben ausgesetzt [56].
Bei [82] wird Robustheit als ein Aspekt bei dynamisch rekonfigurierbar einge-
betteten Systemen betrachtet. Neben einer allgemeinen Auffassung hinsichtlich
Robustheit wird Rekonfigurierung als Beitrag zu Robustheit gewertet [83]. Ei-
ne Definition für Robustheit im Zusammenhang des Entwicklungsprozesses für
eingebettete Systeme, insbesondere für eingebettete Software, liefert [20]. Als
robust wird die Störunanfälligkeit gegen Einwirkungen von innen und aussen
bezeichnet. Beispielhaft genannt werden für solche Einflüsse technische Schwie-
rigkeiten, neue Anforderungen oder personelle Veränderungen. Im Bereich der
Sofwaretechnik und damit einhergehend Softwarequalität findet sich bei [85]
folgende Robustheitsdefinition, die Fähigkeit eines Softwaresystems auf unge-
wöhnliche Bedingungen angemessen zu reagieren. Dabei wird insbesondere der
Unterschied zu Korrektheit herausgestellt, in dem Robustheit das Systemver-
halten ausserhalb der Spezifikation charakterisiert.
Bei [13] ist Robustheit ein sogenanntes Sekundärmerkmal und wird als ei-
ne Spezialisierung der Haupteigenschaften eines Systems verstanden. Konkret
wird Robustheit als Verlässlichkeit bei externen Fehlern definiert und charak-
terisiert somit eine Systemreaktion für eine spezifizierte Fehlerklasse [15].
In [77] und [78] wird Robustheit als Eigenschaft speziell aus dem Bereich der
Robotik beschrieben. Dabei ist Robustheit die Bereitstellung eines korrekten
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Service auch bei einer unsicheren Systemumgebung und damit inbegriffenen
widrigen Situationen. Als Beispiele sind unerwartete Hindernisse und Beein-
flussung der Sensoren durch Veränderung der Lichtverhältnisse genannt. Eine
weitere Definition zu Robustheit aus dem Bereich der Robotik findet sich bei
[109] und beinhaltet die Bewältigung von externen Fehlern aufgrund von Um-
gebungsbedingungen.
Zusammenfassend erfolgt in [18] die Feststellung das die unterschiedlichen De-
finitionen eine gemeinsame Auffassung besitzen und zwar, dass eine robuste
Lösung sich auch bei leicht veränderten Bedingungen richtig verhält. Damit
ist gemeint, dass diese unempfindlich gegenüber kleinen Änderungen der ur-
sprünglichen Bedingungen ist.
Diese Behauptung hat eine Analyse der verschiedenen Definitionen angeregt.
Resultierend daraus wird im Rahmen dieser Arbeit eine Möglichkeit zur Bil-
dung von Kategorien für die Vielzahl der Robustheitsdefinitionen präsentiert.
Jede Definition enthält zum einen eine Aussage hinsichtlich der Herkunft der
Störereignisse. Dabei ist grundsätzlich in unspezifizierte Störungen, dh. die
Quelle der Störung wird nicht explizit angegeben und spezifizierte Störungen
zu unterscheiden. Bei den spezifizierten Störereignissen ist eine weitere Unter-
gliederung möglich. Es wird in externe, interne und externe als auch interne
Störereignisse differenziert. Als Beispiel für externe Störungen sind Verände-
rungen in den Umweltbedingungen [128],[113],[98], der Betriebsbedingungen
[41] oder der Umgebungsparameter [95] zu nennen. Fast alle hier vorgestellten
Definitionen folgen der Auffassung, dass Robustheit externe Störungen tole-
riert. Keine Angabe hinsichtlich der Herkunft der Störereignisse und damit
unspezifizierte Störungen sind in den Definitionen von [102] und [85] zu fin-
den.
Ein weiteres Kriterium zur Bildung einer Kategorie stellt die Systemfunktio-
nalität dar, denn einwirkende Störereignisse beeinflussen die Funktionalität.
Hierbei ist in korrekte und abgeschwächte Funktionalität zu unterscheiden. Zur
eingeschränkten Funktionalität zählt beispielsweise die Festlegung nach [12],
[25] und [32], dass nur bestimmte definierte Systemeigenschaften fortbestehen
müssen oder die Reduzierung der Funktionalität (“graceful degradation“) für
nicht-kritische Eigenschaften bei [110]. Lediglich zwei der betrachteten Defini-
tionen haben keine Bewertung hinsichtlich der Systemfunktionalität enthalten.
Eine grafische Zusammenfassung der eben beschriebenen Kategorien zur Ein-
ordnung der Definitionen zu Robustheit und der damit einhergehende Versuch
der Systematisierung des Robustheitsbegriffs zeigt Abbildung 3.2.
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Abbildung 3.2: Vorschlag für Kategorien zur Einordnung der Robustheitsde-
fintionen
Nachdem ein Überblick über verschiedenste Definitionen in der Literatur
zu Robustheit gegeben und ein Schemata zur Einordnung dieser vorgeschlagen
wurde, erfolgt nun eine Übersicht zu Robustheitsmetriken und -methoden.
Für die Analyse des Systemzustands ist die Robustheit des Systems zu messen.
Im Rahmen dieser Arbeit wird wie in Kapitel 1 vorgestellt, die Maßtheorie zu
Grunde gelegt im Vergleich zu bisher definierten Robustheitsmetriken.
In [12],[34] wird der euklidische Abstand herangezogen, um Robustheit bei der
Produktionsdauer oder auch allgemeiner gefasst bei verteilten Rechensystemen
zu bestimmen. Eine Normalisierung mittels des euklidischen Abstands wir zur
Suche einer robusten Lösung bei [18] vorgeschlagen.
In [102] wird für den Robustheitsgrad ebenfalls ein Abstand und zwar zwi-
schen verschiedenen Zustandsräumen definiert. Die mathematische Messung
des Abstands ist dabei nicht genauer angegeben. Es wird lediglich der Zusam-
menhang herausgestellt, dass der Grad der Robustheit sich vergrößert, wenn
der Abstand zwischen dem original Systemzustand und dem gestörten Zustand
ansteigt.
Zur Bildung einer Metrik für Robustheit wird ebenfalls der Abstand herange-
zogen bei [113] und [128]. Die mathematische Umsetzung wird nicht genauer
konkretisiert. Es werden nur die Referenzen für die Abstandsbildung, wie bei-
spielsweise Verteilungsfunktionen [128] oder nominale und herabgesetzte Werte
[113] angegeben.
Wie die aufgeführte Literatur zu Metriken für Robustheit zeigt, sind Metriken
nicht eindeutig. Es gibt viele mögliche Ansätze zur Umsetzung einer Metrik.
Dagegen ist ein Maß, entwickelt auf Grundlage der Maßtheorie eindeutig. Wei-
terhin ist das Konzept der Maßtheorie vergleichsweise einfach und leicht zu
berechnen, wie im folgenden Kapitel 4 gezeigt wird.
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Das System besitzt Systemeigenschaften, welche mittels Systemparameter be-
schrieben werden. Die Störereignisse der Umgebung wirken sich auf die Einsatz-
und Betriebsbedingungen des Systems aus und beeinflussen somit die System-
parameter. Daher werden den Systemparametern definierte Intervalle welche
auch als Bereiche bezeichnet werden zugeordnet. Der zulässige Bereich besteht
aus einem Sollbereich und einem Toleranzbereich. Der Sollbereich charakte-
risiert normale Betriebsbedingungen und entspricht der üblichen Beanspru-
chung. Im Toleranzbereich sind Störeinflüsse bis zu einem definiertem Grad
möglich und führen dabei zu einer eingeschränkten Funktionalität des Sys-
tems. Im Störbereich besitzt das Störereignis erhebliche Auswirkungen auf das
System, so dass es nicht mehr kontrollier- und beeinflussbar ist. Dabei wird der
Systemparameter so stark verändert, dass die damit einhergehende Systemei-
genschaft nicht gewährleistet werden kann. Dieser Intervallansatz ist mit einer
Metrik nicht umsetzbar. Es können damit keine Intervalle abgebildet werden,
insbesondere einseitige Intervalle für den Toleranzbereich.
Werden physikalisch unterschiedliche Parameter bei der Robustheitsbewertung
mittels einer Metrik betrachte, so erfolgt der Ausgleich von unterschiedlichen
Dimensionen durch Gewichtsfaktoren [12]. Jedoch sind diese von der subjek-
tiven Beurteilung abhängig. Abschließend sind Metriken nicht konsistent. So
sind die Einzelmetriken von Teilsystemen nicht rückführbar auf die Metrik des
Gesamtsystems.
Ein weiterer Ansatz Robustheit zu messen, mit dem speziellen Anwendungs-
hintergrund nanoelektronischer Schaltungen und Systeme, findet sich bei [94].
Dabei werden zum einen metrische Ansätze beschrieben, die gleich zur Mes-
sung mittels Abständen, auf additiven Grundideen beruhen und folglich nicht
konsistent sind. Weiterhin werden stochastische Ansätze eingeführt, mit An-
nahmen über Dichtefunktionen und Verteilungen die sich nur schwer in der
realen Praxis wieder finden und auch nicht statistisch beobachtet werden kön-
nen.
Die Methoden zur Gestaltung und Realisierung von Robustheit bei Systemen
sind vielfältig. Nachfolgend sollen nur einige ausgewählte Verfahren kurz vor-
gestellt werden. Eines der bekanntesten Verfahren um robuste Systeme zu ent-
wickeln ist Redundanz. Dabei soll Robustheit durch Verwendung, zum Teil
mehrerer, gleicher Systemelemente oder auch nur in der Funktion identische
Komponenten erreicht werden [88]. Es gibt verschiedene Strategien in der Um-
setzung von Redundanz, wie “hot“ , “cold“ oder auch “Standby“ Redundanz
[79],[38]. Es ist jedoch ein Irrglaube, dass die Systemrobustheit steigt, je mehr
gleiche Systemelemente vorhanden sind [16]. Ein weiterer wesentlicher Nach-
teil sind hohe Kosten verursacht aufgrund der Duplikate, welche auch noch
die meiste Zeit nicht genutzt werden, sondern nur im Ernstfall zum Einsatz
kommen [16].
Ein weiteres Verfahren stellt Rollback dar. In definierten regelmäßigen Ab-
ständen werden Informationen, wie der innere Systemzustand oder alle aus-
geführten Aktionen, gesichert. Somit kann aus den sichergestellten Daten ein
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vorangegangener Systemzustand wiederhergestellt und Aktionen bis zur erfolg-
reichen Durchführung ausgeführt werden. Das Verfahren wird beispielsweise
in Office-Anwendungen wie der Textverarbeitung eingesetzt und Datein nach
schwerwiegenden und unerwarteten Störungen wiederhergestellt [88].
Abschließend soll nach auf Adaptivität als ein mögliches Robustheitsverfahren
hingewiesen werden. Dabei passen sich Systeme an dauerhafte Veränderungen
in der Umwelt an. Hierfür muss durch die Systeme der aktuelle Umweltzu-
stand wahrgenommen und darauf angemessen reagiert werden. Generell steht
die Systemeigenschaft Adaptivität aber nicht in direkter Verbindung mit Ro-
bustheit und führt auch nicht zwangsläufig zu einer Erhöhung der Robustheit
[88]. Bekanntes Anwendungsgebiet ist die Regelungstechnik [118] [101]. Mit
Adaptivität ist vielmehr das Lernen von Systemen aus gegebenen Situationen
verbunden [63], [126]. Im Vergleich dazu soll mittels Robustheit zeitlich be-
grenzten Störeinwirkungen begegnet werden. Die präsentierten Verfahren sind
beim Entwurf von Systemen zu berücksichtigen.
3.2 Ausgewählte Projekte
Wie der Abschnitt 3.1 bereits zeigt, wird Robustheit als eine wesentliche An-
forderung und Eigenschaft für jegliche Systeme immer vordergründiger. So
kommen nur robuste IT-Systeme und Elektronik als Helfer des Menschen in
allen möglichen Alltagssituationen und Lebensbereichen, wie Gesundheit und
Mobilität, infrage. Deshalb zeigt dieser Abschnitt aktuelle Entwicklungstrends
und Forschungsziele zur Robustheit anhand von ausgewählten nationalen und
internationalen Projekten bzw. Forschergruppen auf.
Neben den folgenden ausführlich vorgestellten Projekten besteht an der Uni-
versität Stanford eine Forschergruppe “Robust Systems Group“. Ziel dessen
ist ähnlich dem nachfolgend beschriebenen Projekt ROBUST und zwar Ro-
bustheit in den Entwurf nanoelektronischer Systeme zu integrieren. Es unter-
teilt sich in drei Teilforschungsprojekte und untersucht dabei hauptsächlich
die tiefer liegenden Abstraktionsebenen bis hin zur Transitorebene. Alle vor-
gestellten Projekte bzw. Forschergruppen betrachten Robustheit während des
Entwurfs von Systemen (siehe 2.2).
ROBUST Hierbei handelt es sich um ein Clusterforschungsprojekt des eda-
centrum3 mit einem Förderzeitraum von 3 Jahren (2009-2012). Innerhalb des
Projekts wurde ein neuer Ansatz für den Entwurf robuster nanoelektrischer
Systeme erforscht. Ziel bestimmend dabei ist die Definition einer Robustheits-
bewertung auf Systemebene und neuartiger Entwurfsmethodiken zur gezielten
Verbesserung der Robustheit [94],[95].
3Diese unabhängige Organisation wurde von etablierten deutschen Mikroelektronikunter-
nehmen gegründet und bietet Unterstützung bei der Forschung und Entwicklung im Bereich
Electronic Design Automation (EDA). www.edacentrum.de
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Das neu geschaffene Robustheitsmetrik soll Aussagen über die Robustheit auf
den unterschiedlichsten Abstraktionsebenen ermöglichen und zur Systemanaly-
se und -optimierung herangezogen werden [3]. Beispielhaft für nanoelektrische
Systeme werden SoC’s betrachtet und Robustheit bereits in frühen Entwurfs-
phasen berücksichtigt, da hierbei mit der größten Effektivitätssteigerung zu
rechnen ist. Notwendige Architekturmaßnahmen greifen auf der Systemebene
ein, da Maßnahmen auf tiefer liegenden Abstraktionsebenen nur lokale Wir-
kung zeigen und zeitabhängige Schwankungen und Fehlverhalten auf diesen
Ebenen nur schwer ausgeglichen werden können. Ein weiteres erklärtes Ziel
des Projekts ist die Umsetzung und Integration der Forschungsergebnisse in
den industriellen Entwurfsprozess für robuste nanoelektrischer Systeme [3],
[95].
AIS Das Projekt Autonome Integrierte Systeme war ein 3jähriges Forschungs-
projekt (2006-2009) ebenfalls koordiniert vom edacentrum. Dabei wurden ins-
besondere Multi Processor Systems on Chip (MPSoC), die Einsatz in elek-
tronischen Kommunikationsknoten finden und zur Steuerung von komplexen
heterogenen Systemen und zur Informationsübertragung eingesetzt werden,
betrachtet. Notwendige Anforderungen an MPSoC dabei waren Robustheit,
Zuverlässigkeit und Sicherheit.
Somit war Ziel des Projekts die Zuverlässigkeit von Systemen im Betrieb zu
steigern und Berücksichtigung der Anforderungen im Entwurfsprozess, dh. spe-
zielle Moduldimensionierung und Systemintegration, um auch bei schwierigen
und störanfälligen Produktionsumgebungen die Systemanforderungen zu er-
füllen. Die Umsetzung erfolgte durch autonomes Verhalten der elektronischen
Systemknoten. Hierbei musste im Entwurfsprozess auch die Erfassung und
Reaktion von Systemen unter gestörten Betriebsbedingungen berücksichtigt
werden.
Im MPSoC müssen gelegentlich auftretende Störungen erfasst und analysiert
werden, um geeignete Maßnahmen einzuleiten. Somit soll ein mit autonomen
Elementen entworfenes System eigenständig Störungen, Fehler und Zuverläs-
sigkeitsveränderungen erkennen und Gegenmaßnahmen einleiten, wie Korrek-
tur oder Information an übergeordnete Schichten. Insbesondere wurden Diens-
te erforscht, welche das Betriebssystem zur Selbstoptimierung und Selbsthei-
lung mittels Mechanismen wie Replikation, Überwachung und Migration auf
der Basis zuverlässiger Kommunikationsstrukturen einsetzt. Mithilfe der ein-
gesetzten Selbstorganisation wurde ein Beitrag zur Robustheit geleistet [1].
RoSES RoSES ist ein Langzeitforschungsprojekt der Carnegie Mellon Uni-
versity (USA) und beschäftigt sich mit robusten selbst-konfigurierbaren einge-
betteten Systemen [4]. Seit ein paar Jahren wird als Ziel Verlässlichkeit mit
einem ganzheitlichen Ansatz zur Sicherstellung von Robustheit, Flexibilität
und einfache Wartbarkeit verfolgt.
Maßgeblich dabei ist die Erhöhung der Verlässlichkeit von nicht-kritischen
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Funktionen. Als Ansatz hierfür wird graceful degradation eingesetzt [110]. Die-
se im Systementwurf zu berücksichtigende Methode besagt, dass der Anwender
bzw. Nutzer keine negative Auswirkungen infolge von Fehlern bzw. fehlerhaftes
Systemverhalten spürt sondern lediglich eine reduzierte Systemfunktionalität
in Kauf nehmen muss.
Die Umsetzung hierzu erfolgt mittels einer Produkt-Familien Architektur beim
Systementwurf und bedeutet keinesfalls das ein fehlerfreies Systemdesign ent-
steht. An einem Beispiel verdeutlicht, sind für den Kraftfahrer ein paar Prozent
Verlust beim Benzinverbrauch infolge einer Fehlfunktion innerhalb des Autos
akzeptabel, insbesondere wenn die Alternative darin besteht, dass das Auto
komplett stillsteht. Somit nutzt das Projekt RoSES aus, das Systeme immer
mehr Funktionen besitzen die für die Kernaufgabe des Systems bzw. für die Er-
füllung des Systemziels nicht zwingend notwendig sind. In vielen eingebetteten
Systemen besteht die Möglichkeit graceful degradation von Funktionalität zu
implementieren. Hinsichtlich der Implementierung wird sich auf die Zuordnung
von Softwarekomponten zu einer verteilten eingebetteten Hardwareinfrastruk-
tur konzentriert. Die im Projekt RoSES betrachteten konzeptionellen Ansätze
sind für Systeme, die im Systementwurf vollständig bekannt und beeinflussbar
sind [73].
3.3 Entscheidungstheoretische Ansätze bei der
Robotersteuerung
Robotersysteme sind längst Standard in der industriellen Fertigung und über-
nehmen immer mehr Dienstleistungsaufgaben wie beispielsweise mobile Robo-
tersysteme zur Detektierung von Landminen [48],[70]. Bei der Steuerung von
Robotern wird die kognitive Ebene der Robotersysteme thematisiert und bein-
haltet generell die Entscheidungsfindung und Ausführung dieser. Bei mobilen
Robotern besteht das Ziel darin robuste Mobilität sicherzustellen. Dies wird
durch hohe Kompetenz hinsichtlich der Navigation erreicht. Als Navigation
wird nach [70] die Bewegung eines Objekts von seiner aktuellen Position, auf
Basis zum Teil unvollständiger Informationen hinsichtlich der Umgebung und
unter Berücksichtigung vorgegebener Randbedingungen wie Sensorwerte, hin
zu einem definierten Ziel verstanden. Ergänzend aus der Definition zu Navigati-
on nach [6] soll die Zielerreichung so effizient und zuverlässig als möglich gestal-
tet werden. Folglich resultieren verschiedene Anforderungen an die Navigation:
kollisionsfreie Bewegung, minimale Gesamtlänge der Route, minimale Fahrt-
zeit, minimale Zeit zur Berechnung des Weges oder auch Sicherheitsaspekte
[69]. Je nach Einsatz des mobilen Robotersystems sind eine oder mehrere der
Anforderungen von besonderer Bedeutung und stehen somit im Vordergrund.
So ist beispielsweise bei dem Fahrzeug Stanley4 kollisionsfreie Bewegung ins-
4Ein Forscherteam der Stanford Universität in den USA hat den Roboter Stanley für
die DARPA (Defense Advanced Research Projects Agency) Gand Challenge entwickelt und
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besondere erforderlich, da damit ein hohes finanzielles Risiko verbunden ist.
Dagegen benötigt ein mobiler Staubsaugerroboter wie der Robocleaner RC
30005 keine absolute Kollisionsfreiheit, da eine stabile Bauweise nicht zwangs-
läufig zum Ausfall oder Schädigung bei Kollision mit Hindernissen führt. So ist
der Robocleaner mit Schutzvorrichtungen wie Protektoren zur Verhinderung
des Festfahrens unter Mobiliar ausgestattet.
Nach [6] wird die Navigation bei mobilen Robotern in die grundlegenden Be-
reiche Wegplanung und Kollisionsvermeidung unterteilt. Bei der Wegplanung
handelt es sich um eine globale Betrachtung und beinhaltet demzufolge Ansät-
ze die Wissen über die Umwelt voraussetzen (Karte) und folglich der Roboter
nur auf Hindernisse reagiert die er bereits kennt. Besitzt der Roboter dagegen
aktuelle Sensordaten zur Laufzeit und passt seine aktuelle Route bei auftre-
tenden Hindernissen an, wird die als Kollisionsvermeidung bezeichnet und der
lokalen Betrachtung zugeordnet [36], [112].
Für die Kollisionsvermeidung besteht eine Vielzahl an Algorithmen, die sich
grundsätzlich hinsichtlich getroffener Annahmen unterscheiden. Allerdings ha-
ben alle Algorithmen eine Voraussetzung gemeinsam, die aktuell verfügba-
ren Sensordaten zur Laufzeit sind entscheidend für die weitere Bewegungs-
route. Eine detaillierte Übersicht über bestehende Algorithmen wie dem Bug-
Algorithmus oder das Vektorfeld Histogramm findet sich bei [6]. Weitergehend
soll vor allem ein Überblick zu vorhandenen entscheidungstheoretischen An-
sätzen zur Kollisionsvermeidung erfolgen.
In [115] wird der neue Ansatz der wahrscheinlichkeitstheoretischen Roboter
vorgestellt. Hiermit soll der Unsicherheit bei der Wahrnehmung und Reak-
tion von Robotersystemen begegnet werden. Dabei wird Unsicherheit über
wahrscheinlichkeitstheoretische Konzepte abgebildet. Es werden insbesondere
Markov-Entscheidungsprobleme mit dem Ziel der Entwicklung robuster real-
weltlicher Robotersysteme eingesetzt.
Bei [104] und [35] wird ebenfalls die stochastische Entscheidungstheorie als
Grundlage für Steuerungsverfahren eingesetzt. Als Methodik werden partiell
beobachtbare Markov Entscheidungsprozesse angewendet. Dabei wird die viel-
fältige Wahrnehmung mittels einem Filtersystem in eine geeignete Darstellung
transformiert und ein Syntheseprozess aus ontologischem Basiswissen liefert die
stochastischen Modelle [103]. Der stochastische Markov-Prozess ist Grundlage
bei den eben vorgestellten Ansätzen. Die Stochastik als Oberbegriff wird weiter
in Wahrscheinlichkeitstheorie und Statistik unterschieden. Ein stochastischer
Prozess ist die mathematische Beschreibung von zeitlich geordneten zufälligen
Vorgängen. Hierbei sind zwei Punkte entscheiden, zum einen die Betrachtung
der Zeit und die Betrachtung von Zuständen. Hinsichtlich der Zeitbetrachtung
wird weiter in zeit-stetig (Markov-Prozesse) und zeitdiskret (Markov-Ketten)
2005 den Wettbewerb, dessen Ziel es war Innovationen in der unbemannten Geländefahr-
zeugnavigation voranzubringen, gewonnen [11].
5Hierbei handelt es sich um ein kommerzielles Produkt der Fa. Kärcher. Weitere Infor-
mationen siehe www.robocleaner.de
29
unterschieden. Ziel beider Ansätze ist die Bestimmung von Wahrscheinlichkei-
ten für das Eintreten zukünftiger Ereignisse. Bei der Betrachtung der Zustände
erfolgt die Beschreibung der Zustandswechsel. Hierfür müssen die Zustände mit
Wahrscheinlichkeiten (meist mit bedingten Wahrscheinlichkeiten nach Bayes)
bewertet werden [35], [114]. Ist die Anzahl der Zustände sehr hoch, ergibt sich
auch eine große Anzahl an zu bestimmenden Wahrscheinlichkeiten.
Ein weiterer Ansatz zur Steuerung des Roboterverhalten ist die Verwendung
von Extended Behavior Networks [30]. Ziel dabei ist es menschliches Verhal-
ten nachzubilden. Im Gegensatz zur Entscheidungstheorie beinhaltet jedoch
menschliches Handeln subjektive Reaktionen [29]. Im Bereich der Wegplanung
mit Entscheidungsfindung, einem etabliertem Modell der künstlichen Intelli-
genz, erfolgt eine mehrstufige Wegplanung aufgrund globaler aber auch lokaler
Daten. Bei der Entscheidungsfindung wird sich an menschlichem Entschei-
dungsverhalten orientiert und ein Feedbackprozess integriert, dh. Lernen aus
getroffenen (Fehl-) Entscheidungen [2].
Bei dem in dieser Arbeit vorgestelltem statistischen entscheidungstheoreti-
schen Ansatz zur Steuerung von Systemverhalten, steht nicht die Nachmo-
dellierung von (menschlichem) Verhalten im Blickpunkt, sondern optimale
Entscheidungen zur Verhaltenssteuerung von Systemen in Abhängigkeit vom
aktuellen Systemzustand zu treffen. Hierfür wird im Vergleich zu den vorge-
stellten Ansätzen nicht die Wahrscheinlichkeitstheorie und deren Modellierung
mit Hilfe von Markov - Prozessen angewendet sondern eine Ansatz anhand der
statistischen Entscheidungstheorie entwickelt.
3.4 Zusammenfassung
Robustheit ist für Systeme verschiedenster Wissenschaftsbereiche, beispiels-
weise Biologie, Ingenieur- und Naturwissenschaften, von Interesse. Daher sind
in der Literatur unterschiedliche Definitionen für Robustheit zu finden. Auch
für den in der Arbeit relevanten Bereich IT- und Kommunikationssysteme ist
keine standardisierte Spezifikation der Begrifflichkeit vorhanden. Daher wird
ein Überblick über die vielfältigen Definitionen in verschiedenen Wissenschafts-
bereichen als auch im Bereich der IT-Systeme gegeben.
Für die Bewertung von Robustheit beruhen alle präsentierten Veröffentlichun-
gen auf einer Metrik, der die Messung eines Abstands zugrunde liegt. Weiterhin
wird die Messung von Robustheit bisher sehr speziell, auf bestimmte Anwen-
dungsgebiete beschränkt und oder für ausgewählte Systeme und damit einher-
gehende Restriktionen, entwickelt. Außerdem werden ausgewählte Methoden
und Verfahren vorgestellt, die verwendet werden um Robustheit zu generieren.
Anhand einer Kurzvorstellung bestimmter nationaler und internationaler For-
schungsprojekte wird die Gegenwärtigkeit der Thematik herausgestellt. Ab-
schließend folgt dem ein Überblick über bisherige Ansätze zur entscheidungs-
theoretischen Steuerung des Verhalten von Robotern.
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Kapitel 4
Modell zur Bewertung von
Robustheit
Zur Sicherstellung von robusten Systemen zur Laufzeit müssen zunächst Aus-
wirkungen von Störereignissen auf das System messbar sein. Dazu ist der Zu-
stand des Systems zu analysieren. Hierfür wird ein Modell zur Bewertung der
Systemrobustheit auf Grundlage der Maßtheorie entwickelt. Zunächst werden
in Abschnitt 4.1 das System und speziell eingebettete Systeme formal beschrie-
ben und die Systemstruktur erläutert. In Abschnitt 4.2 werden Maßräume zur
Beschreibung der Systemkomponenten und komplexer Systeme mittels dem
Produktraum vorgestellt. Es erfolgt die Herleitung der Einflussfunktion und
Diskussion dieser in Abschnitt 4.2.2 bevor das Kapitel mit der Zusammenfas-
sung abschließt.
4.1 Systemdefinition
In diesem Abschnitt erfolgt die formale Definition für ein System als auch ein
eingebettetes System. Daran schließt sich die Darstellung der Systemstruktur
und deren grundlegenden Aufbau an. Dies ist Grundlage für die weitere Ent-
wicklung eines Robustheitsmasses. In Kapitel 2 erfolgte bereits eine allgemeine
einleitende Ausführung zu Systemen. Hiermit wird nun eine eindeutige und für
den Fortgang der Arbeit erforderliche Definition und Strukturbeschreibung von
Systemen formuliert. Im Kapitel 7 wird insbesondere ein technisches System,
genauer ein eingebettetes System und zwar mobile Roboter, betrachtet.
Ein System setzt sich aus Untersystemen oder Systemkomponenten zusam-
men, welche als Systemelemente bezeichnet werden. Eine Strukturierung kom-
plexer zusammenhänge ist auch bei Statecharts oder auch Entwurfsmethoden
eingebetteter Systeme, der P-Chart Entwurfsstrukturierung, zu finden [47].
Grundlage eines jeden Systems ist eine Menge E = {A1, . . . ,An} gegebener
Systemelemente. Jedes dieser Systemelemente dient der Erfüllung einer grund-
legenden Funktion, einer Elementarfunktion. Gegeben sei beispielsweise eine
aus drei Systemelementen bestehende Menge E = {A1,A2,A3}. Alle theore-
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tisch denkbaren Teilsysteme oder Untersysteme können dann mit Hilfe der
Potenzmenge P(E) der Gesamtheit aller Teilmengen von E erfasst werden.
Zum betrachteten Beispiel ist das die Menge
P(E) = {∅, {A1}, {A2}, {A3}, {A1, A2}, {A1, A3}, {A2, A3}, {A1, A2, A3}}.
Ein System lässt sich dann wie folgt beschreiben.
Definition 4.1. Eine Menge S ∈ P(E) oder eine Teilmenge S ⊆ E mit ei-
nem definiertem Funktionsziel heißt System oder auch eingebettetes System
(ES).
In diesem Sinne ist ein System S ⊆ E beziehungsweise S ∈ P(E) eine Zusam-
menfassung von Systemelementen mit einer zielgerichteten Funktion. Es kann
allerdings auch nur eine Teilmenge S′ von Systemelementen eines Systems be-
trachtet werden. Wird durch das Zusammenwirken der Systemelemente von
S′ ein Funktionsziel erfüllt und trägt dieses zum definierten Funktionsziel von
S bei, dann wird die Teilmenge S′ als eingebettetes System bezeichnet. Dabei
können zwei Spezialfälle auftreten:
a) S′ = S: Jedes System ist stets auch ein eingebettetes System.
b) S′ = {Ai},Ai ∈ E: Jedes Systemelement stellt ein eingebettetes System
dar.
Die weiteren Ausführungen beziehen sich sowohl auf Systeme als auch ein-
gebettete Systeme, da jedes System auch ein eingebettetes System ist. Jedoch
wird einfachheitshalber nur noch System ausgeschrieben. Systeme besitzen
Struktureigenschaften, die beschreiben wie die Systemelemente und auch einge-
betteten Systeme zur Funktion des Gesamtsystems beitragen. Die Funktionss-
truktur eines Systems kann formal anhand logischer Verknüpfungen wie UND
und ODER oder in mengentheoretischer Interpretation mittels Durchschnitts-
und Vereinigungsbildung beschrieben werden. Die Systemstruktur kann durch
Strukturschaltbilder grafisch dargestellt werden. Es bestehen zwei Grundstruk-
turen, die Reihenanordnung und Parallelanordnung, die im Folgenden näher
betrachtet werden.
Definition 4.2. Ein System, dessen Systemelemente in dem Sinne eine Rei-
henstruktur aufweisen, so dass das Funktionieren aller Systemelemente für das
Erreichen des Funktionsziels erforderlich ist, heißt Reihensystem.
Es sei B={A1, . . . ,Ar} ein aus r, r ≥ 1, Systemelementen bestehendes Sys-
tem. Dazu bezeichne B beziehungsweise Ai für i = 1, . . . , r die Tatsache, dass
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das Reihensystem B beziehungsweise das Systemelement Ai funktionsfähig ist.
Dann lässt sich dieser Sachverhalt wie folgt formal beschreiben. Es gilt
B =
r⋂
i=1
Ai. (4.1)
Das heißt, ein Reihensystem B gilt als funktionsfähig, falls alle einbezogenen
Systemelemente A1, . . . ,Ar funktionsfähig sind. Grafisch lässt sich dieser Sach-
verhalt durch ein Reihenblockschaltbild veranschaulichen, wie das Abbildung
4.1 darstellt.
Abbildung 4.1: Reihensystem mit drei Systemelementen
Definition 4.3. Ein System, dessen Systemelemente in dem Sinne in einer
Parallelstruktur angeordnet sind, dass für das Erreichen des Funktionsziels das
Funktionieren wenigstens eines der einbezogenen Systemelemente ausreicht,
heißt Parallelsystem.
Es sei B = {A1, . . . ,As} ein aus s, s ≥ 1, Systemelementen bestehendes Paral-
lelsystem. Dazu bezeichne B beziehungsweise Ai für i = 1, . . . , r die Tatsache,
dass das Reihensystem B beziehungsweise das Systemelement Ai funktionsfä-
hig ist. Dann lässt sich dieser Sachverhalt jetzt sinngemäß wie folgt beschrei-
ben. Es gilt
B =
s⋃
i=1
Ai. (4.2)
Das heißt, ein Parallelsystem B gilt als funktionsfähig, falls wenigstens eins der
einbezogenen Systemelemente A1, . . . ,As funktionsfähig ist. Grafisch lässt sich
dieser Sachverhalt durch ein Parallelblockschaltbild veranschaulichen, wie das
in Abbildung 4.2 dargestellt wird.
33
Abbildung 4.2: Parallelsystem mit drei Systemelementen
Die Defintionen 4.1 und 4.2 lassen sich noch dahingehend verallgemeinern,
dass bei der Definition einer Systemstruktur neben Systemelementen auch ein-
gebettete Systeme einbezogen werden. Hierbei wird für die weiteren Untersu-
chungen angenommen, dass die einbezogenen Systemelemente genau einem
eingebettetem System zugeordnet sind. Somit besitzen die eingebetteten Sys-
teme keine gemeinsamen Systemelemente und es wird folgendes festgelegt.
Definition 4.4. Zwei eingebettete Systeme S1, S2 ⊆ S heißen unvereinbar
oder disjunkt, falls
S1 ∩ S2 = ∅
gilt.
Diese Voraussetzung hinsichtlich disjunkter eingebetteter Systeme ist keine
wesentliche Einschränkung, da bei eventuellen Überschneidungen anstelle der
eingebetteten Systeme auf die Betrachtung der beteiligten Systemelemente zu-
rückgegriffen werden kann. Da ein Systemelement nur einmal verbaubar ist,
können auf der Ebene der Systemelemente keine Überschneidungen auftreten.
Jedes beliebig komplexe System setzt sich aus Parallel- und Reihensystem-
strukturen zusammen. Mit der Komplexität des Systems nimmt die verzweig-
te Verknüpfung aus Reihen- und Parallelstrukturen zu. Da es sich um eine
Beschreibung der Funktionsstruktur von Systemen handelt, ist grundsätzlich
keine zyklische Betrachtung möglich. Die notwendigen Systemelemente zur Er-
füllung der zielgerichteten Funktion bilden eine Reihenstruktur.
Die Abbildung 4.3 zeigt ein Beispiel für eine Systemstruktur mit Kombination
aus Reihen- und Parallelsystemen. Das Systemelement A22 des gezeigten Bei-
spiels besteht seinerseits aus weiteren Elementarsystemen A
′
11,A
′
21 und A
′
22,
so dass eine beliebig feingranulare Auflösung der Systemstruktur möglich ist.
Letztlich lässt sich jede Systemstruktur in eine Kombination aus Reihen- und
Parallelanordnungen zerlegen.
Für die weiteren Untersuchungen wird angenommen, dass die Struktur des Sys-
tems fest und nicht veränderlich ist. Die Systemstruktur wird zum Zeitpunkt
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des Entwurfs definiert und durch die in dieser Arbeit präsentierte Methode zur
Sicherstellung von robusten Systemen zur Laufzeit nicht beeinflusst.
Abbildung 4.3: Beispiel einer Systemstruktur bestehend aus Parallel- und Rei-
hensystemen.
Beispiel. Es wird ein mobiles Robotersystem, der Robotino von Festo Di-
dactic (siehe mehr hierzu in Kapitel 7), zur kollisionsfreien Bewegung betrach-
tet. Die Analyse der Struktur des Systems zeigt die in Reihe angeordneten und
somit notwendigen Teilsysteme:
B1- Antriebssystem
B2- Sensorsystem
B3- Stromversorgung
B4- Steuerung
Beim Antrieb handelt es sich um einen omnidirektionalen Antrieb mit drei ein-
zeln über eigenständige Motoren steuerbarer Allseitenräder A11,A12,A13. Das
Antriebssystem besteht aus den drei redundanten Systemelementen einzeln
steuerbare Allseitenräder1. Folglich ist das Teilsystem B1 Antrieb ein Parallel-
system. Das Sensorsystem B2 zur Hinderniserkennung besteht wiederum aus
zwei Teilsystemen, der Infrarot-Abstandsensorik A21 und dem Kamerasystem
A22. Es ist möglich, die Abstandssensorik weiter in neun in Reihe angeordnete
Sensoren basierend auf Infrarot aufzulösen. Weiterhin ist eine über USB ge-
steuerte Webcam Bestandteil der Hinderniserkennung. Hierbei handelt es sich
um ein Reihensystem, da zur eindeutigen Hinderniserkennung sowohl Kame-
ra als auch Abstandssensorik notwendig sind. Die Stromversorgung wird über
zwei Blei-Gel-Akkus bereitgestellt A41 und A42. Zur Steuerung des Robotino
wird ein eingebetteter Industrie-PC mit einem Realtime-Linux eingesetzt A51.
1Hierbei handelt es sich jedoch um eingeschränkte Redundanz, da bei Ausfall eines An-
triebsrades die Fortbewegung des Roboters zwar sichergestellt ist, aber nicht immer entlang
der idealen Fahrtroute.
35
Nachstehend ist die Zusammensetzung der notwendigen Systemkomponenten
für das Robotersystem Robotino mit dem definierten Funktionsziel kollisions-
freie Bewegung aufgelistet. Dabei geht es zunächst um die Systemzusammen-
setzung bzw. Systembestandteile:
B1 = A11 ∪ A12 ∪ A13 = {A11,A12,A13}
B2 = A21 ∩ A22 = {A21,A22}
B3 = A31 ∪ A32 = {A31,A32}
B4 = {A41}
Als Strukturschaltbild sind die Systemkomponenten in Abbildung 4.4 darge-
stellt.
Abbildung 4.4: Teilsysteme des Systems Robotino
Das System Robotino setzt sich folglich aus vier Teilsystemen B1,B2,B3
und B4 zusammen, die für sich betrachtet als eingebettete Systeme angesehen
werden können.
Die Teilsysteme B1,B2,B3 und B4 bilden ein Reihensystem. Dabei ist B2 eben-
falls ein eingebettetes Reihensystem. Die Teilsysteme B1 und B3 sind Parallel-
systeme. Bezeichnet C den Sachverhalt, dass das System Robotino funktions-
fähig ist, dann gilt
C = B1 ∩B2 ∩B3 ∩B4
= (A11 ∪ A12 ∪ A13) ∩ (A21 ∩ A22) ∩ (A31 ∪ A32) ∩ A41
Allgemein lässt sich ein aus r, r ≥ 1, eingebetteten Parallelsystemen B1, . . . ,Br
bestehendes Reihensystem C = {B1, . . . ,Br} wobei Bi = {Ai1 , . . . ,Aisi},i =
1, . . . , r,1 ≤ si, gilt, im Hinblick auf seine Funktionsfähigkeit formal wie folgt
beschreiben. Es bezeichne C,Bi und Aij den jeweiligen Sachverhalt, dass das
System C,Bi bzw. Aij funktionsfähig ist, dann gilt
C =
r⋂
i=1
Bi =
r⋂
i=1
si⋃
j=1
Aij. (4.3)
Diese Darstellung beinhaltet, dass das System C funktionsfähig ist, falls die in
das Reihensystem eingebetteten Systeme B1, . . . ,Br und für jedes eingebettetes
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System Bi wenigstens eines der in das entsprechende Parallelsystem eingeord-
neten Systemelemente Ai1, . . . ,Aisi funktioniert. Durch rekursive Verknüpfung
logischer Systemstrukturen im Sinne der Beziehung 4.3 lassen sich nahezu be-
liebige Systemstrukturen im Hinblick auf ihre Funktionalität beschreiben.
Im weiteren wird eine Methode zur Bewertung der Robustheit von Systemen
entwickelt, deren Funktionsstruktur logisch nach der Beziehung 4.3 erfassbar
ist.
4.2 Messen von Robustheit
Bei unerwarteten Änderungen der Betriebsbedingungen durch Störereignis-
se der Umgebung ist es notwendig den aktuellen Systemzustand zu analysie-
ren. Die Funktionsfähigkeit eines Systems bei auftretenden Störereignissen und
damit einhergehenden Veränderungen der Betriebs- und Einsatzbedingungen
wird unter dem Gesichtspunkt Robustheit bewertet. Dazu muss die Robustheit
des Systems erfasst werden, um anschließend das Systemverhalten angepasst
an die veränderten Betriebsbedingungen zu steuern. Die Bewertung der Ro-
bustheit sollte dabei in Übereinstimmung mit anerkannten Prinzipien für das
Bewerten oder Messen erfolgen. In [46] ist eine Methode zum Bewerten und
Messen auf Grundlage der Produktbildung vorgestellt.
Die Maßtheorie, ein Teilgebiet der Mathematik, stellt eine allgemeingültige Be-
wertungsmethodik zur Verfügung. Dabei werden die elementargeometrischen
Begriffe Streckenlänge, Flächeninhalt und Volumen verallgemeinert. Somit kann
auch komplexen Mengen ein Maß zugeordnet werden. Das erfolgt mit Hilfe so-
genannter Maßräume [19].
Maßräume sind formale Objekte über die ein an die jeweilige Situation an-
gepasstes Maß bereitgestellt wird. Traditionelles Beispiel für einen Maßraum
ist der Wahrscheinlichkeitsraum aus der Wahrscheinlichkeitstheorie mit dem
Wahrscheinlichkeitsmaß [19]. Weiterhin wird die Maßtheorie auch bei der Eva-
luierung hochgradig interaktiver Software-Systeme, z.B. Lernmanagementplatt-
formen, angewendet [117], [116]. Die Learning Management Systeme (LMS)
bedürfen fortwährender Verbesserungen und Veränderungen aufgrund der an-
wenderorientierten Anforderungen [33],[50],[54],[53]. Die in [117] formulierten
modelltheoretischen Betrachtungen werden in dieser Arbeit für ein neues An-
wendungsgebiet eingesetzt und zur Bewertung der Robustheit von Systemen
verwendet. Damit wird die Bewertung und quantitative Beschreibung der Sys-
temrobustheit auf eine maßtheoretische Grundlage gestellt.
Die Grundidee besteht darin, zunächst Maßräume für die Beschreibung der Ro-
bustheit der in ein System eingehenden Systemelemente zu entwickeln. Durch
den nachfolgenden Übergang zu dem sogenannten Produktmaßraum kann eine
gemeinsame Bewertung der Robustheit aller Systemelemente erfolgen, über die
eine konsistente Bewertung der Robustheit beliebiger Systemkonfigurationen
möglich wird. Im weiteren erfolgt zunächst die Entwicklung von Maßräumen
für die einzelnen Systemelemente. Danach wird zum angekündigten Produk-
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traum mit dem entsprechenden Produktmaß für die Bewertung der Robustheit
komplexer Systemstrukturen übergegangen.
Der Maßraum für die Beschreibung des Robustheitsverhalten eines einzelnen
Systemelements Ai, i = 1, . . . , k, setzt sich aus den drei Objekten Ωi, Ai und
Ri zusammen. Diese sind wie folgt definiert:
1. Ωi- Menge der elementaren Systemzustände im Hinblick auf die Er-
füllung des Funktionsziels des Systemelements Ai. Der Zustandsraum
Ωi = {ω(1)i , ω(2)i } zum Systemelements Ai besteht aus zwei Elementen:
ω
(1)
i - i-tes Systemelement funktioniert und
ω
(2)
i - i-tes Systemelement funktioniert nicht.
2. Ai- Gesamtheit aller Teilmengen von Ωi. Die Elemente von Ai beschrei-
ben die möglichen Systemzustände zur vorgegebenen Menge der elemen-
taren Systemzustände. Die Zustandsalgebra Ai = {∅, Ai, Ai,Ωi} besteht
im vorliegenden Fall aus vier Elementen mit folgender Bedeutung:
Ai = {ω(1)i }- i -tes Systemelement funktionsfähig,
Ai = {ω(2)i }- i -tes Systemelement nicht funktionsfähig,
Ωi = {ω(1)i , ω(2)i }- Systemelement in irgendeinem Zustand, es funktio-
niert oder funktioniert nicht,
∅ System in einem nicht definierten Systemzustand.
Formal bildet das Mengensystem Ai eine sogenannte σ-Algebra. Dabei
handelt es sich um eine Mengenstruktur die gegenüber mengentheoreti-
schen Operationen wie der Vereinigungs-, Durchschnitts- und Komple-
mentbildung abgeschlossen ist. Im Sinne der Maßtheorie bildet das Paar
(Ωi,Ai) einen messbaren Raum auf dem ein entsprechendes Maß zur
Erfassung der Robustheit des Systemelements Ai definiert werden kann.
3. Ri - ein auf (Ωi,Ai) definiertes Maß mit folgender Eingenschaft. Zu einer
vorgegebenen reellen Zahl ri mit 0 ≤ ri ≤ 1 gelte
Ri(Ai) = ri und Ri(Ai) = 1− ri.
Für einen beliebigen Systemzustand A ∈ Ai bezeichnet Ri(A) die Ro-
bustheit des Systemelements hinsichtlich Erreichen des Systemzustands
A.
Ein Wert Ri(Ai) = 1 bedeutet, das Systemelement Ai ist voll funkti-
onsfähig im Hinblick auf das Erreichen seines Funktionsziels und somit
vollkommen robust. Werte in der Nähe von 1 für Ri(Ai) zeigen an, dass
das Systemelement im wesentlichen funktionsfähig ist und die Robustheit
für des Systemelements wird als hoch bezeichnet. Ein Wert Ri(Ai) = 0
bedeutet, das Systemelement Ai ist im Hinblick auf das Erreichen des
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Systemziels des Systemelements Ai nicht funktionsfähig und kann als ge-
stört bezeichnet werden. Dies wird als nicht robust definiert. Werte in
der Nähe von 0 für Ri(Ai) zeigen an, dass das Systemelement im wesent-
lichen nicht funktionsfähig ist. Die Robustheit für dieses Systemelement
gilt dann als gering.
Der Zustandsraum Ωi erfasst die möglichen elementaren Systemzustände. Mit
der Systemzustandsalgebra A als einer σi-Algebra wird eine logische Struk-
tur zur Erfassung aller möglichen Systemzustände geschaffen, welche für die
spätere Beschreibung komplexer Systeme durch Zusammenführung zum Pro-
duktraum zur Beschreibung des Gesamtsystems notwendig ist. Mit dem Ro-
bustheitsmaß Ri erfolgt eine Bewertung eines Systemzustands in Hinblick auf
die Robustheit des Systems für das Erreichen des Funktionsziels.
Für die Beschreibung komplexer Systeme erfolgt ausgehend von den Einzel-
räumen (Ω1,A1, R1), . . . , (Ωk,Ak, Rk) nun der Übergang zum Produktraum.
Anhand des Produktraums werden die Einzelmaßräume zusammengefasst. Ein
bekanntes Beispiel für einen Produktraum ist das Volumen, welches sich aus
den drei Dimensionen Höhe, Breite und Länge zusammensetzt. Für das bereits
betrachtete Beispiel Robotino mit seinen relevanten Teilsystemen, setzt sich
der Produktraum aus vier Dimensionen bzw. Maßräumen zusammen: Maß-
raum für Antrieb, Maßraum für Hinderniserkennung, Maßraum für Stromver-
sorgung und dem Maßraum für Steuerung.
Der Produktmaßraum besteht wie die Einzelmaßräume ebenfalls aus drei Kom-
ponenten Ω, A und R die jetzt wie folgt definiert sind:
1. Ω = Ω1×· · ·×Ωk - Kreuzprodukt über den Zustandsräumen Ω1, . . . ,Ωk.
Die Elemente von Ω sind ω = {ω1, . . . , ωk} mit ωi ∈ Ωi für i = 1, . . . , k.
Diese Elemente werden als k-dimensionale elementare Systemzustände
bezeichnet. Ω ist damit der k-dimensionale Zustandsraum in einem Sys-
tem.
2. A - Gesamtheit aller Teilmengen des k -dimensionalen Zustandsraums
Ω eines Systems. Hiermit wird wiederum wie bei Maßräumen für die
Systemelemente eine σ-Algebra über den Zustandsraum Ω gebildet. Diese
beschreibt die Menge aller k-dimensionalen Systemzustände und wird
als k-dimensionale Zustandsalgebra bezeichnet. Die Elemente dieser σ-
Algebra A werden als k-dimensionale Systemzustände bezeichnet. Einige
Beisiele für solche Systemzustände sind:
A = {{ω(1)1 , ω(i)2 , . . . , ω(i)k }; i = 1, 2}- das Systemelement A11 ist funkti-
onsfähig.
A = {{ω(1)1 , ω(1)2 , . . . , ω(1)k }}- alle Systemelemente A11, . . . ,Ak1 sind funk-
tionsfähig. Das bedeutet ein aus diesen Systemelementen bestehen-
des Reihensystem ist funktionsfähig.
A = {{{ω(1)1 , ω(i)2 , ω(i)3 , . . . , ω(i)k }; i = 1, 2}
∪ {{ω(2)1 , ω(1)2 , ω(i)3 , . . . , ω(i)k }; i = 1, 2}
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∪ {{ω(1)1 , ω(i)2 , ω(i)3 , . . . , ω(i)k }; i = 1, 2}}- das Systemelement A1 oder
A2 oder beide sind funktionsfähig. Das bedeutet ein aus diesen Sys-
temelementen bestehendes Parallelsystem ist funktionsfähig.
3. R : A → [0, 1] - eine Abbildung der k -dimensionalen Zustandsalge-
bra A in das Intervall [0, 1] mit folgenden Eigenschaften. Für jeden k -
dimensionalen Systemzustand A ∈ A mit A = A′1 × · · · × A′k, A′i ∈ Ai
für i = 1, . . . , k, gilt
R(A) =
k∏
i=1
Ri(A
′
i). (4.4)
Mit der Funktion R erfolgt eine Bewertung der k -dimensionalen System-
zustände mit Hilfe der Robustheitsfunktionen Ri für die einbezogenen
Systemelemente Ai, i = 1, . . . , k. Für eine gegebene Systemzustandstruk-
tur B im Sinne der Beziehung 4.3 wird R(B) als Robustheit der System-
struktur B (kurz Robustheit des Systems B) bezeichnet.
Im Sinne der allgemeinen Maßtheorie ist die Funktion R ein normier-
tes Maß auf dem k-dimensionalen messbaren Raum (Ω,A). Nach dem
Satz von Hahn und Kolmogorow ist dieses Maß eindeutig bestimmt. Das
heißt, durch das über die Definition 4.4 definierte Maß wird jedem k-
dimensionalen Systemzustand eindeutig ein Robustheitswert zugeordnet.
Damit kann insbesondere jeder Systemstruktur und dem zugehörigem
System eindeutig ein Robustheitswert zugeordnet werden. Dieser Wert
wird zurückgeführt auf die entsprechenden eindimensionalen Robust-
heitswerte für die beteiligten Systemelemente.
Es werden nun ausgewählte Rechenregeln zur Berechnung der Robustheit kom-
plexer Systemzustände beschrieben. Die über Beziehung4.4 definierte Funktion
ist wie bereits erläutert ein normiertes Maß über (Ω,A). Generell besitzt jedes
normierte Maß die folgenden Eigenschaften:
1. Additivität: Es seien A1, . . . , An ∈ A paarweise unvereinbare Systemzu-
stände, so dass Ai ∩ Aj = ∅ für i 
= j und i, j = 1, . . . , n gilt. Dann
gilt
R(
n⋃
i=1
Ai) =
n∑
i=1
R(Ai).
2. Normierungsbedingung: Es gilt
R(Ω) = 1.
Aus diesen beiden Grundeigenschaften lassen sich weitere Rechenregeln ab-
leiten, die für jedes normierte Maß gültig sind und demzufolge auch für das
entwickelte Robustheitsmaß gelten.
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1. Komplementärregel: Es sei A ∈ A ein beliebiger Systemzustand, dann
gilt
R(A) = 1−R(A).
Hierbei bezeichnet A den zu A komplementären Systemzustand. Es gilt
A = Ω−A, d.h. die Zustandsmenge A enthält die nicht in A enthaltenen
elementaren Systemzustände.
2. Allgemeine Additionsregel: Es seien A1, . . . , Ar ∈ A beliebige Systemzu-
stände. Dann gilt
R(A1 ∪ A2) = R(A1) +R(A2)−R(A1 ∩ A2)
bzw.
R(
r⋃
i=1
Ai) =
r∑
i=1
R(Ai)−
r∑
i,j=1,
i<j
R(Ai ∩ Aj)
+
r∑
i,j,k=1,
i<j<k
R(Ai ∩ Aj ∩ Ak)− . . .+ (−1)(n+1)R(A1 ∩ . . . ∩ Ar).
Im weiteren werden Rechenregeln vorgestellt, die speziell für das Messen der
Robustheit von Systemen mit einem definierten Funktionsziel benötigt werden.
1. Produktregel für einfache Reihensysteme (Reihensystemregel): Es sei
S = {A1, . . . ,Ar} ein aus r, r ≥ 2, Systemelementen bestehendes Rei-
hensystem. Es bezeichne B den Systemzustand: das Reihensystem ist
funktionsfähig, sowie Ai für i = 1, . . . , r den Systemzustand: das i-te
Systemelement ist funktionsfähig. Dabei gelte R(Ai) = ri, 0 ≤ ri ≤ 1,
für i = 1, . . . , r. Dann gilt
B =
r⋂
i=1
Ai
sowie
R(B) = R(
r⋂
i=1
Ai) =
r∏
i=1
R(Ai) =
r∏
i=1
ri.
Beweis. Diese Rechenregel entspricht der Rechenregel 5 aus [117], [116].

2. Additionsregel für einfache Parallelsysteme (Parallelsystemregel): Es sei
S = {A1, . . . ,As} ein aus s, s ≥ 2, Systemelementen zusammengesetztes
Parallelsystem. Es bezeichne B den Systemzustand: das Parallelsystem
B ist funktionsfähig sowie Ai für i = 1, . . . , s den Systemzustand: das
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i-te Systemelement Ai ist funktionsfähig. Für i = 1, . . . , s gelte R(Ai) =
ri, 0 ≤ ri ≤ 1. Dann gilt
B =
s⋃
i=1
Ai
sowie
R(B) = R(
s⋃
i=1
Ai) = 1−
s∏
i=1
(1− ri).
Beweis. Vergleich Rechenregel 6 aus [117], [116]. 
3. Produktregel für komplexe Reihensysteme (Allgemeine Reihensystem-
regel): Es sei S =
⋃r
i=1 Si ein aus r, r ≥ 2, unvereinbaren bzw. dis-
junkten Parallelsystemen Si = {Ai1, . . . ,Aisi}, i = 1, . . . , r,1 ≤ si, beste-
hendes Reihensystem. Es bezeichne für i = 1, . . . , r und j = 1, . . . , si
Ai den Systemzustand: das Systemelement Aij ist funktionsfähig, Bi
den Systemzustand: das i-te Parallelsystem Si ist funktionsfähig, d.h.
es gilt Bi =
⋃si
j=1Aij, sowie C den Systemzustand: alle Parallelsys-
teme S1, . . . , Sr sind funktionsfähig. Weiterhin gelte R(Aij) = rij für
i = 1 . . . , r, und j = 1, . . . , si. Dann gilt
C =
r⋂
i=1
Bi =
r⋂
i=1
si⋃
j=1
Aij
sowie
R(C) = R(
r⋂
i=1
si⋃
j=1
Aij) =
r∏
i=1
(1−
si∏
j=1
(1− rij)).
Beweis. Vergleich Formel 7. aus [117], [116]. 
Mit der dargestellten Produktregel für komplexe Reihensysteme wird
die Robustheit eines Reihensystems bei Unvereinbarkeit der beteiligten
Parallelsysteme direkt auf die Robustheiten R(Aij) = rij der einbezoge-
nen Systemelemente zurückgeführt.
Diese Regel ist ein Spezialfall der nachfolgend angegebenen Konsistenz-
regel, nach der die Robustheit eines komplexen Systems widerspruchsfrei
auf die Robustheit eingebetteter, sich nicht überschneidender Systeme
zurückgeführt werden kann.
4. Allgemeine Systemregel (Konsistenzregel): Es sei S ein aus S1, . . . , Sr mit
r, r ≥ 2, disjunkten eingebetteten Systemen bestehendes System, wobei
die eingebetteten Systeme im Sinne der allgemeinen Reihensystemregel
miteinander verknüpft sind. Es gelte Si = {Si1, . . . , Sisi} für i = 1, . . . , r,
und 1 ≤ si sowie Sij ∩ Si′j′ = ∅ für i 
= i′ oder j 
= j ′ (Disjunktheit der
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beteiligten eingebetteten Systeme). Dazu werden die folgenden System-
zustände betrachtet:
E- das System S ist funktionsfähig
Di- das eingebettet i-te System Si ist funktionsfähig, i = 1, . . . , r,
Cij- das eingebettete System Sij ist funktionsfähig, i = 1, . . . , r,
j = 1, . . . , si.
Dann gilt
E =
r⋂
i=1
Di =
r⋂
i=1
si⋃
j=1
Cij
sowie
R(E) =
r∏
i=1
(1−
si∏
j=1
(1−R(Cij)).
Beweis. Die Konsistenzregel ist eine direkte Erweiterung der allgemeinen
Reihensystemregel für den Fall der Disjunktheit der beteiligten eingebet-
teten Systeme. Diese ergibt sich sinngemäß wie die allgemeine Reihen-
systemregel aus der Definition des Produktmaßes. 
Nach der Konsistenzregel kann unter Beachtung der angegebenen Funktions-
oder Zustandsstruktur die Robustheit komplexer Systeme rekursiv aus den
Robustheiten der eingebetteten Systeme ermittelt werden. Damit ordnen sich
die Robustheiten eingebetteter Systeme konsistent und widerspruchsfrei in die
Robustheit des Gesamtsystems ein.
Zielführend kann das für das Monitoring von Systemen eingesetzte werden.
Erfolgt beispielsweise neben dem Monitoring der Robustheit des Gesamtsys-
tems ein paralleles Monitoring der Robustheiten wichtiger eingebetteter Syste-
me, so stehen diese Robustheitswerte in Übereinstimmung mit der Robustheit
des Gesamtsystems. Das ist ein entscheidender Vorteil des hier betrachteten
maßtheoretischen Robustheitskonzepts gegenüber additiven oder metrisch ori-
entierter Robustheitsbewertungen. Diese sind im allgemeinen nicht konsistent
und die damit bestimmte Robustheit lässt sich in der Regel nicht auf die Ro-
bustheit der eingebetteten Systeme rückführen.
Beispiel. Es sei das System S mit den Robustheistwerten der Systemelemente
gegeben wie in Abbildung 4.5 dargestellt. Die Systemstruktur ist analog zu
Abbildung 4.3, folglich wird auch die Bezeichnung der Systemelemente über-
nommen. Es soll die Robustheit des Gesamtsystem berechnet werden. Hierfür
wird zu Beginn der Robustheitswert des eingebetteten System A22 berechnet
und anschließend die Robustheit der Teilsysteme B2 und B3
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Abbildung 4.5: Systemstruktur mit Robustheitswerten der Systemelemente
Berechnung:
R(A22) = r(A
′
21) ∗ (r(A
′
22) + r(A
′
23)− r(A
′
22)r(A
′
23)) = 0.57
R(B2) = r(A21) + r(A22)− r(A21)r(A22) = 0.9355
R(B3) = r(A31) ∗ (1− (1− r(A32)) ∗ (1− r(A33)) ∗ (1− r(A34))) = 0.7976
R(S) = r(B1) ∗ r(B2) ∗ r(B3) ∗ r(B4) = 0.7088
4.2.1 Empirische Robustheit
In Abschnitt 4.2 wurde dargelegt, wie die Robustheit eines strukturierten Sys-
tems auf die Robustheiten rij der einbezogenen Systemelemente Aij bzw. die
Robustheiten R(Cij) eingebetteter Systeme Sij zurückgeführt werden kann.
Die Robustheiten R(Cij) sind in der Regel in Anwendungssituationen jedoch
nicht gegeben. Damit werden Methoden zur Bestimmung dieser Robustheiten
benötigt. Daher werden im folgenden sogenannte Einflussfunktionen zur Be-
stimmung der Robustheit rij betrachtet.
Die Grundidee besteht darin, dass die Funktionsfähigkeit eines Systemelements
in der Regel über Systemparameter bestimmt ist. Solange sich die Werte für
die Systemparameter in der Nähe der vorgegebenen Sollwerte oder in vorge-
gebenen Toleranzintervallen befinden, gilt das Systemelement als robust. Bei
Systemwerten außerhalb des Zielbereichs lässt die Robustheit des Systemele-
ments nach. Dieses Verhalten kann über eine Einflussfunktion wie folgt be-
schrieben werden.
Definition 4.5. Gegeben sei ein Systemelement Ai, dessen Funktionsfähig-
keit von einem reellen Systemparameter xi mit Werten in einer Menge Xi ⊆ R
abhängig ist. Dann heißt eine Funktion Li : Xi −→ [0, 1] Einflussfunktion zum
Systemelement Ai. Für jedes xi ∈ Xi heißt Li(xi) empirische Robustheit des
Systemelements Ai bezüglich der Einflussfunktion Li bei Vorliegen des System-
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parameterwertes xi.
Damit lässt sich jetzt in Abhängigkeit von einem gegebenen Systemparameter
die empirische Robustheit eines Systemzustands bestimmen, indem in den all-
gemeinen Beziehungen für die Robustheit die unbekannten Robustheitswerte ri
bzw. rij durch Werte der Einflussfunktion Li(xi) bzw. Lij(xij) ersetzt werden.
Dieses Vorgehen wird als Einflussfunktionenmethode bezeichnet. Systempara-
meter können auch mehrdimensional sein. Zunächst wird im weiteren nur der
eindimensionale Fall betrachtet.
Anhand der im vorhergehenden Abschnitt 4.2 angegebenen Rechenregeln für
Robustheit werden die nun folgenden Methoden zur Bestimmung der empiri-
schen Robustheiten erhalten. Aus der Reihensystemregel ergibt sich folgendes.
Definition 4.6. Es sei S = {A1, . . . ,Ar} ein aus r, r ≥ 2, Systemelemen-
ten bestehendes Reihensystem. Die Systemzustände B und A1, . . . , Ar sei-
en wie bei der Reihensystemregel definiert und gilt B = ∪ri=1Ai. Es seien
L1(x1), . . . , Lr(xr), xi ∈ Xi, i = 1, . . . , r gegebene Einflussfunktionen für die
Systemelemente Ai, . . . ,Ar. Dann heißt
R∗
B,
−→
L
(−→xr) =
r∏
i=1
Li(xi)
empirische Robustheit des Systemzustands B bezüglich des Einflussfunktionen-
systems
−→
L = (L1, . . . , Lr) zum Systemparametervektor −→xr = (x1, . . . , xr).
Aus der Parallelsystemregel ergibt sich dann folgendes.
Definition 4.7. Es sei S = {A1, . . . ,As} ein aus s, s ≥ 2, Systemelemen-
ten zusammengesetztes Parallelsystem. Die Systemzustände B und A1, . . . , Ar
seien wie bei der Parallelsystemregel definiert, es gilt B =
⋃s
i=1Ai. Es seien
L1(x1), . . . , Lr(xr), xi ∈ Xi, i = 1, . . . , r gegebene Einflussfunktionen für die
Systemelemente A1, . . . ,As. Dann heißt
R∗
B,
−→
L
(−→xs) = 1−
s∏
i=1
(1− Li(xi))
empirische Robustheit des Systemzustands B bezüglich des Einflussfunktionen-
systems
−→
L = (L1, . . . , Lr) zum Systemparametervektor −→xs = (x1, . . . , xs).
Abschließend ergibt sich aus der allgemeinen Reihensystemregel folgendes.
Definition 4.8. Es sei S =
⋃r
i=1 Si ein aus r, r ≥ 2, unvereinbaren (disjunk-
ten) Parallelsystemen Si = {Ai1, . . . ,Aisi}, i = 1, . . . , r,1 ≤ si, bestehendes
Reihensystem. Die Systemzustände Bi und C seien wie bei der allgemeinen
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Reihensystemregel definiert, so dass C =
⋂r
i=1Bi =
⋂r
i=1
⋃si
j=1Aij gilt. Es sei−→
L = {Lij(xij) : i = 1, . . . , r,j = 1, . . . , si, xij ∈ Xij} ein gegebenes Einfluss-
funktionensystem für die Systemelemente Aij, i = 1, . . . , r, j = 1, . . . , si. Dann
heißt
R∗
C,
−→
L
(−→x ) =
r∏
i=1
(1−
si∏
j=1
(1− Lij(xij)) (4.5)
empirische Robustheit des Systemzustands C bezüglich des Einflussfunktionen-
systems
−→
L zum Systemparametervektor −→x .
4.2.2 Einflussfunktionen
In der Umgebung von Systemen können Störereignisse auftreten, die sich auf
die Eigenschaften des Systems auswirken und dessen Funktion beeinflussen
können. Die Funktionsfähigkeit des Systems und damit der Systemelemente
wird in der Regel über Systemparameter relevanter Aktoren bestimmt. Sy-
stemparameter können physikalische Größen wie beispielsweise Temperatur,
Druck, Spannung usw. sein. Wie in Abbildung 4.6 dargestellt, wird für die
Abbildung 4.6: Definition der Bereiche: Sollbereich, Toleranzbereich und Stör-
bereich
Systemparameterwerte in der Regel ein zulässiger Bereich, bestehend aus ei-
nem Sollbereich und einem Toleranzbereich, und ein Störbereich definiert. Der
Sollbereich charakterisiert normale Betriebsbedingungen und entspricht der
üblichen Beanspruchung. Im Toleranzbereich sind Störeinflüsse bis zu einem
definiertem Grad möglich und führen dabei zu einer eingeschränkten Funk-
tionalität des Systemelements. Im Störbereich besitzt das Störereignis erheb-
liche Auswirkungen auf das Systemelement, so dass das System nicht mehr
kontrollier- und beeinflussbar ist. Der Systemparameterwert ist so stark ver-
ändert, dass die damit einhergehende Systemeigenschaft nicht gewährleistet
werden kann.
Die Einflussfunktion Li(xi) beschreibt den Grad der Störung des Systemele-
ments in Abhängigkeit vom aktuellen Wert xi des i-ten Systemparameters.
Es bezeichne Xi den Wertebereich für den i-ten Systemparameter. Der Werte-
bereich umfasst in der Regel die drei Bereiche X ∗i -Sollbereich, X ∗∗i -Toleranzbe-
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reich und X ∗∗∗i -Störbereich mit Xi = X ∗i ∪ X ∗∗i ∪ X ∗∗∗i . Diese Bereiche haben
folgende Bedeutung:
• Sollbereich
Solange der Wert eines Systemparameters xi sich im Sollbereich X ∗i be-
findet, liegt keine Störung des Systemelements hinsichtlich des i-ten Sy-
stemparameters vor. Es gilt Li (xi) = 1 für xi ∈ X ∗i .
• Toleranzbereich
Im Toleranzbereich X ∗∗i sind geringe Störungen des Systemelements hin-
sichtlich des i-ten Systemparameter zulässig. Das Systemelement ist funk-
tionsfähig und es gilt 0 < Li (xi) < 1 für xi ∈ X ∗∗i .
• Störbereich
Befindet sich der Wert des Systemparameter im Störbereich X ∗∗∗i , liegt
eine Störung des Systemelements hinsichtlich des i-ten Systemparameters
vor. Es gilt Li (xi) = 0 für xi ∈ X ∗∗∗i .
Die Bereiche X ∗i und X ∗∗∗i sind obligatorische Bereiche und damit immer vor-
handen. Der Bereich X ∗∗i kann auch leer sein und die entsprechende Einfluss-
funktion wird zu einer Indikatorfunktion. Sie besitzt nur noch die Werte 0 und
1 und es ist kein Toleranzbereich vorhanden.
4.2.3 Spezielle Einflussfunktionen
Im weiteren werden mögliche Formen von Einflussfunktionen vorgestellt. Ein-
flussfunktionen können zweiseitig als auch einseitig betrachtete werden. Sind
für die Werte der Systemparameter neben dem Sollbereich auch Toleranzin-
tervalle ober- und unterhalb des Sollbereichs zulässig wie das Abbildung 4.6
zeigt, so liegt eine zweiseitige Einflussfunktion vor. Der Sollwert x∗i stellt in
der Regel den Mittelpunkt im Sollbereich von x∗i − ε(1)i bis x∗i + ε(1)i dar. Im
Sollbereich besitzt die Einflussfunktion immer den Wert 1. An den Sollbereich
kann sich beidseitig der Toleranzbereich anschließen. Im Toleranzbereich sollte
die Einflussfunktion folgende allgemeine Eigenschaften besitzen:
• nichtnegativ,
• monoton wachsend im unteren Toleranzbereich und monoton fallend im
oberen Toleranzbereich,
• stetig.
Nach dem Toleranzbereich folgt der Störbereich. In diesem Bereich nimmt die
empirische Robustheit den Wert 0 an, da der Einfluss der Störereignisse signi-
fikant ist und mit einem Ausfall des Systemelements gerechnet werden muss.
Bei einseitiger Betrachtung der Einflussfunktion ist für den jeweiligen System-
parameter ein Wertebereich nur ober- oder unterhalb des Sollwerts möglich.
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Daher liegt nur einseitig ein Soll-, Toleranz- und Störbereich mit den entspre-
chenden Grenzen vor.
Als Beispiele für Einflussfunktionen werden die rechteckige Einflussfunktion,
die Trapezeinflussfunktion, Sinus- und Kosinusfunktion sowie die Gaußfunkti-
on vorgestellt. Die ausgewählten Formen der Einflussfunktion werden zunächst
zweiseitig betrachtet. Daran anschließend wird auf einseitige Einflussfunktio-
nen eingegangen und es werden Beispiele für mehrdimensionale Einflussfunk-
tionen aufgezeigt.
Rechteckige Einflussfunktion Bei der rechteckigen Einflussfunktion sind
nur zwei Systemelementzustände möglich. Das Systemelement funktioniert
oder es funktioniert nicht. Dies bedeutet die Einflussfunktion besitzt keinen
Toleranzbereich. Hierbei handelt es sich um einen Spezialfall, so dass auch die
Einflussfunktionswerte nur 0 und 1 betragen können wie dies auch Abbildung
4.7 zeigt. Die Einflussfunktion wird damit zu einer Indikatorfunktion. Es gilt
Li (xi) =
⎧⎪⎨
⎪⎩
0 für xi < x∗i − ε(1)i
1 für x∗i − ε(1)i ≤ xi ≤ x∗i + ε(1)i
0 für xi < x∗i + ε(1).
Die empirische Robustheit des Systemelements ist demnach auch eine Indika-
torfunktion mit nur zwei Zuständen robust und nicht robust.
x∗i − ε(1)i x∗i + ε(1)i xi
1
Li(xi)
Abbildung 4.7: rechteckige Einflussfunktion
Trapezfunktion Die Trapez-Einflussfunktion kennzeichnet ein linearer Funk-
tionsverlauf im Toleranzbereich. Die lineare Einflussfunktion im Toleranzbe-
reich kann dabei hinsichtlich der Steigung der Geraden variieren wie Abbil-
dung 4.8 zeigt. Ein flacher Funktionsverlauf hat demnach einen großen Tole-
ranzbereich zur Folge. Ist der Funktionsverlauf dagegen steil, liegt ein kleiner
Toleranzbereich vor. Die empirischen Robustheit sinkt wesentlich bei steilen
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linearen Funktionsverläufen. Eine trapezförmige Einflussfunktion mit linearem
Verlauf im Toleranzbereich sieht wie folgt aus:
Li (xi) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 für xi ≤ x∗i − ε(2)i
x
a
− x
∗
i − ε(2)i
a
für x∗i − ε(2)i < xi ≤ x∗i − ε(1)i
1 für x∗i − ε(1)i < xi ≤ x∗i + ε(1)i
−x
a
− x
∗
i + ε
(2)
i
a
für x∗i + ε
(1)
i < xi ≤ x∗i + ε(2)i
0 für xi ≥ x∗i + ε(2)
Der Parameter a bestimmt den Anstieg der Einflussfunktion im Toleranz-
bereich. Die Systemparameter können in verschiedenen Einheiten betrachtet
werden. Beispielsweise kann die Temperatur in der Einheit Celcius oder Kel-
vin angegeben werden. Hierfür notwendige Umrechnungskoeffizienten können
in den Parameter a einfließen. Im weiteren werden nichtlineare Funktionen für
den Toleranzbereich betrachtet.
x∗i − ε(2)i x∗i − ε(1)i x∗i + ε(1)i x∗i + ε(2)i xi
1
Li(xi)
Abbildung 4.8: trapezförmige Einflussfunktionen
Sinus- und Kosinusfunktion Als geeignete monoton wachsende bzw. fal-
lende Einflussfunktionen im Toleranzbereich bieten sich die Sinusfunktion und
die Kosinusfunktion an. Eine Einflussfunktion mit sinusförmigen Funktions-
verlauf im Toleranzbereich ist zum Beispiel die Funktion:
Li (x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 für xi ≤ x∗i − ε(2)i ,
1
2
(
1 + sin
((
xi−(x∗i−ε(2)i )
ε
(2)
i −ε(1)i
− 1
2
)
π
))
für x∗i − ε(2)i ≤ xi ≤ x∗i − ε(1)i ,
1 für x∗i − ε(1)i < xi < x∗i + ε(1)i
1
2
(
1− sin
((
xi−(x∗i+ε(1)i )
ε
(2)
i −ε(1)i
− 1
2
)
π
))
für x∗i + ε
(1)
i ≤ xi ≤ x∗i + ε(2)i ,
0 für xi ≥ x∗i + ε(2)i .
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Mögliche Funktionsverläufe dazu zeigt die Abbildung 4.9.
x∗i − ε(2)i x∗i − ε(1)i x∗i + ε(1)i x∗i + ε(2)i xi
1
Li(xi)
Abbildung 4.9: Sinus-Kosinus Einflussfunktion
Gaußfunktion Vielseitige Möglichkeiten zur Beschreibung von Einflussfunk-
tionen bietet die Gaußsche Glockenkurve, auch Gaußfunktion genannt. Diese
findet als Dichtefunktion einer normalverteilten Zufallsgröße Verwendung. Ei-
ne normalverteilte Zufallsgröße mit dem Mittelwert a,−∞ < a < +∞, und
der Varianz σ2, 0 < σ2 < ∞, besitzt die Dichtefunktion
fa,σ2(x) =
1√
2πσ
e−
(x−a)2
2σ2 ,−∞ < x < +∞.
Die Parameter a und σ2 haben neben der stochastischen Bedeutung als Mit-
telwert und Varianz einer normalverteilten Zufallsgröße auch den folgenden
geometrischen Hintergrund. Der Parameter a bestimmt die Lage des Maxi-
mums der Glockenkurve und der Parameter σ2 die Lage der Wendepunkte der
Kurve. Die Wendepunkte liegen bei a− σ und a + σ und stellen den Wechsel
der Kurvenkrümmung dar. Durch Normierung der Gaußfunktion auf 1 an der
Stelle x = a = x∗i ergibt sich die Gauß-Einflussfunktion:
Li (x) = e
−−(x−x
∗
i )
2
2σ2 für −∞ < x < ∞
Die Abbildung 4.10 zeigt eine Gauß-Einflussfunktion und mögliche Variatio-
nen der Gauß-Einflussfunktion. Befindet sich der Systemparameterwert xi im
Bereich x∗i − σ ≤ x∗i ≤ x∗i + σ, so kann das betrachtete Systemelement als
überwiegend robust bewertet werden. Dagegen zeigen Systemparameterwerte
im Bereich xi < x∗i −σ und xi > x∗i +σ an, dass das Systemelement tendenziell
als nicht robust zu bewerten ist.
Wird die Funktion fa,σ2(x) weiterhin noch mit einem Faktor b, b > 0, mul-
tipliziert so entstehen variantenreiche Funktionsverläufe. Die dabei entstehen-
den Funktionen sind monoton wachsend für x ≤ a und monoton fallend für
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x∗i − σ x∗i x∗i + σ xi
1
Li(xi)
Abbildung 4.10: Gauß-Einflussfunktion und mögliche Varianten
x ≥ a. Durch “Ausschneiden“ entsprechender Kurvenabschnitte zwischen zwei
Funktionswerten c0 und c1, 0 ≤ c0 < c1 < ∞, ergeben sich vielfältige Funkti-
onsverläufe für mögliche Einflußfunktionen, die sich dann wie folgt darstellen
lassen (vgl. Abbildung 4.11 ). Zu gegebenen a, σ2, b, c0 und c1 gilt
L (xi) =
min {c1,max {c0, bfa,σ2(xi)}} − c0
c1 − c0 .
Die Abbildung 4.11 veranschaulicht das beschriebene Verfahren. Darüber hin-
x∗i − ε(2)i x∗i − ε(1)i x∗i x∗i + ε(1)i x∗i + ε(2)i xi
c1
c0
1
Li(xi)
Abbildung 4.11: (b, c0, c1)-Ausschnittverfahren
aus ist es denkbar, dass sich die Gauß-Einflussfunktion im unteren und oberen
Toleranzbereich unterscheidet und eine asymmetrische Einflussfunktion ent-
steht. So kann diese im unteren Toleranzbereich beispielsweise durch eine kleine
Varianz eine schmale Ausprägung haben und im oberen Toleranzbereich liegt
aufgrund einer großen Varianz eine breitere halbe Gaußsche Glockenkurve vor.
Einseitige Einflussfunktionen Zu den vorgestellten Einflussfunktionen
kann auch eine einseitige Betrachtung erfolgen indem bei der Trapezfunkti-
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on, der Sinusfunktion oder auch der Gauß-Einflussfunktion nur ein Kurvenast
relevant ist. Somit ist bei einem einseitigen Toleranzbereich nur ein Grenzwert
x∗i − ε(1)i oder x∗i + ε(1)i für den betrachteten Systemparameter vorhanden.
Die Abbildung 4.12 zeigt eine einseitige Gauß-Einflussfunktion mit einem Soll-
bereich und daran anschließend der obere Toleranzbereich.
x∗i + ε
(1)
i
x∗i x
∗
i
1
Li(xi)
Abbildung 4.12: Einflussfunktion mit einseitigem Toleranzbereich
Mehrdimensionale Einflussfunktionen Neben den vorgestellten eindi-
mensionalen Einflussfunktionen sind auch mehrdimensionale Einflussfunktio-
nen vorstellbar. So kann beispielsweise die Gaußsche Glockenkurve als zweidi-
mensionale Einflussfunktion durch die Dichtefunktion der zweidimensionalen
Normalverteilung dargestellt werden. Zu vorgegebenen Parameterwerten a1,
a2, σ21, σ22 und ρ,−1 < ρ < 1, gilt
f(x1, x2) = c exp
(
− 1
1− ρ2
((x1 − a1)2
2σ21
−ρ(x1 − a1)
σ1
(x2 − a2)
σ2
+
(x2 − a2)2
2σ22
)2)
mit c = 1
2πσ1σ2
√
1−ρ2
. Geometrisch beschreibt diese Funktion die sogenannte
Gaußsche Glockenfläche. Der Parameter ρ ist statistisch interpretiert der Kor-
relationskoeffizient. Die Höhenlinien dieser Fläche sind Ellipsen deren Achsen-
neigung gegenüber der x1-Achse durch den Parameter ρ bestimmt wird.
Analog zum oben beschriebenen (b, c0, c1)-Ausschnittverfahren lassen sich va-
riantenreiche zweidimensionale Einflussfunktionen gewinnen.
4.3 Zusammenfassung
Bevor ein Modell zum Messen von Robustheit entwickelt werden konnte, war es
notwendig das System an sich formal zu definieren und auch die Systemstruk-
tur zu beschreiben. Dies ist Voraussetzung zur Entwicklung einer allgemein-
gültigen Bewertungsmethodik für Robustheit auf Grundlage der Maßtheorie.
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x∗i1 xi1
x∗i2
xi2
0.1
0.9
Abbildung 4.13: Konturplot einer zweidimensionalen Gauß-Einflussfunktion
mit a1 = 3, 8; a1 = 2, 8; σ21 = 2, 25; σ22 = 1
Zunächst wurden Maßräume für die Beschreibung der Robustheit der in ein
System eingehenden Systemelemente entwickelt. Anschließend erfolgte der Über-
gang zum Produktmaßraum, um eine gemeinsame Bewertung der Robustheit
aller Systemelemente zu erstellen, über die eine konsistente Bewertung der Ro-
bustheit beliebiger Systemkonfigurationen möglich wird. Die Bewertung und
quantitative Beschreibung der Systemrobustheit wurde damit auf eine maß-
theoretische Grundlage gestellt und Rechenregeln formuliert.
Zur Modellierung von unerwarteten Änderungen der Betriebsbedingungen durch
Störereignisse der Umgebung werden Einflussfunktionen für die Systempara-
meter festgelegt. Die Einflussfunktion bestimmt dabei den Grad der System-
beeinträchtigung hinsichtlich der Funktionalität, wobei eine Einordnung in de-
finierte Wertebereiche, Soll-, Toleranz- und Störbereich, erfolgt. Die Einfluss-
funktion für die Systemparameter werden vom Entwicklungsingenieur festge-
legt. Dabei fließen alle bekannten Annahmen und Systemanforderungen der
Spezifikation ein.
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Kapitel 5
Entscheidungstheorie zur
Robustheitssteuerung
Im vorangegangenen Kapitel wurde ein Maßmodell zur Bewertung der Robust-
heit eines Systems entwickelt. Weiterhin erfolgte anhand der Einflussfunktion
die Darstellung des Zusammenhangs zwischen Störereignissen und die Aus-
wirkung dieser auf die Systemparameter durch Beeinträchtigung der Betriebs-
und Einsatzbedingungen. Zielbestimmend ist die Gewährleistung von Robust-
heit zur Laufzeit von Systemen. Daher wird auf sich ändernde Umgebungs-
bedingungen durch Störereignisse mit Maßnahmen im Sinne von angepasstem
Entscheidungsverhalten reagiert. Hierfür wird in Abschnitt 5.1 zunächst ein
kurzer Überblick zur Entwicklung der statistischen Entscheidungstheorie ge-
geben. Danach wird auf die Anwendung der statistischen Entscheidungstheorie
in unterschiedlichen Fachbereichen eingegangen, bevor in Abschnitt 5.3 die sta-
tistische Entscheidungstheorie formal beschrieben und ausgewählte Optimali-
tätskriterien vorgestellt werden. Vor der Zusammenfassung zeigt der Abschnitt
5.3.2 eine Auswahl spezieller Entscheidungsprobleme.
5.1 Einführung
Bis heute wird wissenschaftstheoretisches Verständnis und wissenschaftliche
Praxis von der Wahrscheinlichkeitstheorie (Wahrscheinlichkeitsrechnung) ent-
scheidend geprägt. Dieses junge Teilgebiet der Mathematik untersucht und
modelliert Zufallsgeschehen. Mit der Herausbildung des axiomatischen Fun-
daments der Wahrscheinlichkeitstheorie durch das Buch „Grundbegriffe der
Wahrscheinlichkeitsrechnung“ von Andrei Kolmogorows 1 im Jahr 1933 erfolgte
die Durchsetzung und Anwendung der Wahrscheinlichkeitsrechnung in vielen
wissenschaftlichen Disziplinen. Diese Axiomatisierung bewirkte des Weiteren
eine schnelle Erweiterung des mathematischen Gerüsts und in diesem Zusam-
menhang die Herausbildung der mathematischen Statistik.
1Russischer Mathematiker der mit seinem Beitrag zur Axiomatisierung der Wahrschein-
lichkeitstheorie zu einem der bedeutendsten Mathematiker des 20. Jahrhunderts gehört [67].
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Die mathematische Statistik beschäftigt sich mit den mathematischen Grund-
lagen statistischer Methoden. Dies ist Voraussetzung für die Modellbildung von
entscheidungstheoretischen Fragestellungen. Die statistische Entscheidungstheo-
rie, 1949 von Abraham Wald 2 begründet, befasst sich mit der Herleitung op-
timaler Entscheidungen auf Basis statistischer Daten und Bewertungen der
Entscheidung. Dabei werden normalerweise Randbedingungen formuliert, die
die Auswirkung bzw. Folge einer Entscheidung betreffen: Nutzen, Verlust, Kos-
ten oder Risiken [97].
Mit der statistischen Entscheidungstheorie werden Entscheidungssituationen
zusammenhängend dargestellt. Liegt keinerlei Kenntnis über den Entschei-
dungsraum vor, d.h. der Zustandsraum der Natur ist unbekannt, dann er-
folgt die Entscheidung unter Ungewißheit. Jedoch hat der Entscheider gene-
rell das Bedürfnis die Ungewißheit zu reduzieren, wenn auch nur partiell. So
wird er immer versuchen Informationen über den Entscheidungsraum zu ge-
winnen. Durch Beobachtung der Natur beispielsweise mittels Experimenten
werden statistische Informationen gewonnen und der Bereich der Ungewißheit
eingeschränkt. Es erfolgt dann eine Entscheidung unter Risiko [84]. Bei der
Betrachtung verteilter Systeme gibt es Ansätze mit ähnlichem Vorgehen [127].
Für diese unterschiedlichen Entscheidungssituationen gibt es verschiedene Kri-
terien für eine optimale Entscheidung. So wird bei Entscheidungen unter Unge-
wißheit das Minimax-Kriterium nach Wald angewendet und bei Entscheidun-
gen unter Risiko ist das Bayes-Kriterium optimal. Es sind auch Kombinationen
und Mischformen von Entscheidungen unter Ungewißheit und Risiko möglich.
Dies kommt beim Kritierum nach Hodges und Lehmann zur Anwendung.
5.2 Einsatzgebiete
Investitionsentscheidungen Die Entscheidungstheorie im allgemeinen ist
in der Wissenschaftsdisziplin Betriebswirtschaftslehre weitverbreitet und wird
zur Modellierung wirtschaftlicher Zusammenhänge herangezogen [111].
In verschiedenen Teilgebieten der Betriebswirtschaftslehre bildet die statisti-
sche Entscheidungstheorie die Grundlage. Im Bereich der Unternehmensfüh-
rung sind unter anderem Investitionen Gegenstand. Im Rahmen dieser investi-
tionsbezogenen Unternehmensführung sind Modelle der Entscheidungstheorie
Grundlage. Bei Götze [42] erfolgt eine ausführliche Darstellung des Grundmo-
dells der Entscheidungstheorie und Arten der Entscheidungsmodelle in Bezug
auf Investitionsentscheidungen.
Bei Investitionsmodellen unter Unsicherheit für Einzelentscheidungen wird auf
die statistische Entscheidungstheorie zurückgegriffen. Es werden die Maximin-
Regel nach Wald oder auch die Bayes-Regel angewendet. Auch im Controlling
2Der in Siebenbürgen geborene rumänisch-US-amerikanische Mathematiker hat neben
der Begründung der statistischen Entscheidungstheorie den Wald-Test, besonders in der
Ökonometrie bekannt, geprägt und entscheitende Beiträge zur statistischen Sequenzanalyse
geleistet und zählt zu einen der bedeutendsten Statistiker des 20.Jahrhunderts.[106]
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allgemein stellt die Entscheidungstheorie eine grundlegende Säule dar [108]. Die
Entscheidungstheorie, mit dem Teilgebiet statistische Entscheidungstheorie ist
ein interdisziplinäres Forschungsgebiet, zu dem Statistik, Wirtschaftswissen-
schaften, Mathematik, Politologie, Militärwissenschaften, Logistik, Kyberne-
tik, Kommunikationsforschung, Informationstheorie, Psychologie und Soziolo-
gie Beiträge leisten und gleichfalls Impulse aufnehmen [9].
Mustererkennung Seit den 60ziger Jahren hat sich der interdisziplinäre
Forschungsbereich der Mustererkennung herausgebildet und stellt ein Teilge-
biet der Informatik dar. In der Künstlichen Intelligenz beispielsweise erfolgt der
Einsatz der Mustererkennung zur Nachbildung der Fähigkeiten der menschli-
chen Wahrnehmung.
Die Anwendung der Mustererkennung im allgemeinen reicht von der klassi-
schen automatischen Zeichenerkennung über medizinische Diagnosen bis zum
Data Mining 3. Auch lassen sich Muster in der Sprache erkennen [92]. Folglich
ist der Begriff Muster in diesem Zusammenhang anders definiert wie allgemein
verbreitet. So stellt ein digitalisiertes Bild in der Zeichenerkennung, der akus-
tische Schwingungsverlauf in der Spracherkennung oder die Untersuchungen
bei einem Patienten zur Krankheitsidentifizierung das Muster dar.
Speziell die statistische Mustererkennung verwendet Methoden der Statistik
zur Charakterisierung und Klassifikation von Objekten [28] [5]. Dieser statisti-
sche Ansatz angewendet in der maschinellen Sprachverarbeitung insbesondere
in der Spracherkennung bietet nach Ney [90] Vorteile. Vordergründig dabei ist
die Definition eines globalen Entscheidungskriteriums und mittels der statisti-
schen Entscheidungstheorie wird die Zahl der Fehlentscheidungen minimiert.
Es werden verschiedene Systeme zur Spracherkennung und Sprachübersetzung
und deren Evaluierung vorgestellt. Dabei überzeugt in beiden Fällen der sta-
tistische Ansatz mit besten Ergebnissen wie die Abbildung 5.1 zeigt.
Abbildung 5.1: Statistische Ansatz in der Spracherkennung (entnommen aus
Quelle:[90])
3Das Konzept der Mustererkennung im Bereich Data Mining wird zur Analyse von Kre-
ditkartentransaktionen über Analysen zum Kundenkaufverhalten bishin zur Beurteilung der
Kreditwürdigkeit eingesetzt.
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5.3 Formale Beschreibung
Die statistische Entscheidungstheorie ist eine Erweiterung der Spieltheorie in
dem beobachtungsabhängige Entscheidungen zugelassen werden. Dabei werden
in der Regel sogenannte 2-Personen-Spiele des Statistikers gegen die Natur be-
trachtet. Aufgabe des Statistikers ist es dabei, auf einen von der Natur bereits
festgelegten Zustand zu reagieren. Der Statistiker hat dabei die Möglichkeit,
die Natur vor seiner Entscheidung zu beobachten. Er erhält in Abhängigkeit
vom Zustand der Natur mehr oder weniger genaue Hinweise über den Zustand
der Natur. Diese Informationen können vom Statistiker in die Entscheidungs-
findung eingebracht werden [105]. Die Grundlagen zur statistischen Entschei-
dungstheorie beziehen sich auf [31].
Es wird ein 2-Personen-Spiel (Θ,A, L) Roboter gegen die Natur betrachtet mit
den drei Objekten Θ,A, L und deren folgender Bedeutung. Die Natur ist dabei
mit Störereignissen versetzt.
• Θ - Zustandsmenge der Natur, Menge der möglichen Störereignisse
Anmerkung Θ = {θ1, . . . , θr} , r ≥ 1
Auf jedes Störereignis (Zustand der Natur) kann der Roboter mit einer Aktion
reagieren.
• A - Menge der möglichen Aktionen des Roboters mit denen der Roboter
auf ein Störereignis reagieren kann
Anmerkung A = {α1, . . . , αs} , s ≥ 1
In Abhängigkeit von dem vorliegenden Zustand der Natur der gewählten Ak-
tion des Roboters entsteht ein möglicher Verlust.
• L - Verlust der entsteht, wenn der Roboter mit einer Aktion auf ein
vorliegendes Störereignis der Natur reagiert
Anmerkung L (θi, αj) , αj ∈ A und θi ∈ Θ
Der Verlust ist tendenziell klein, wenn eine zum Störereignis passende Aktion
erfolgt. Dagegen ist der Verlust groß falls sich der Roboter in der Reaktion
vergreift. Der Verlust wird durch eine Verlustfunktion L : Θ×A beschrieben.
Der Verlust kann in monetären Einheiten oder einer Kombination aus verschie-
denen Parametern wie Geldeinheiten, Zeit oder auch Lebensqualität gemessen
werden. Generell ist die Bewertung hinsichtlich des entstehenden Verlusts die
subjektive Meinung eines Experten [123].
Für alle weiteren Erläuterungen wird ein Beispiel verwendet und schrittweise
erweitert. Damit werden die theoretischen Konzepte anschaulich und verständ-
lich erklärt. Es wird ein Roboter betrachtet, der sich in einer bestimmten Um-
gebung bewegt. In diesem Gelände können drei verschiedene Störereignisse, in
Form von Hindernissen, auftreten. Das sind θ1 - Bodenwelle, θ2 - großer Stein
und θ3 - kein Hindernis.
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θ1 θ2 θ3
a1 2,00 0,00 2,00
a2 0,00 10,00 1,00
a3 3,00 50,00 0,00
a4 1,00 1,00 2,00
Tabelle 5.1: Verlusttabelle
Hiermit ist der Zustandsraum der Natur festgelegt und es gilt im weiteren
Θ = {θ1, θ2, θ3}. Der Roboter verfügt über vier Aktionsmöglichkeiten um auf
die Hindernisse zu reagieren. Diese sind definiert mit a1 - Hindernis umfahren,
a2 - langsam weiterfahren, a3 - normal weiterfahren und a4 - stehenbleiben und
Hilfe anfordern.
Die Aktionsmenge des Roboters umfasst folglich diese Aktionen und es gilt
A = {a1, a2, a3, a4} für die weiteren Betrachtungen des Beispiels. Ziel ist es,
dass sich der Roboter kollisionsfrei und zielgerichtet bewegt. Dabei bezeichnet
L (θi, aj) den Verlust, falls der Roboter bei Vorliegen des Hindernisses θi mit
der Aktion aj reagiert.
Die Verlustfunktion L (θ, a) wird über eine Verlusttabelle festgelegt und ist in
Tabelle 5.1 für das Beispiel dargestellt. Im allgemeinen zeigt die Verlusttabelle
in übersichtlicher Form dem Entscheider die Konsequenz seiner Entscheidung
in Abhängigkeit des Zustand der Natur auf. Der dabei entstehende Verlust
kann durch unterschiedliche Parameter bewertet werden. Für das eingeführte
Beisiel weist die Tabelle beispielsweise auf, dass der Roboter einen Verlust von
50 erleidet, wenn er bei einem großen Stein die Aktion normal weiterfahren
wählt. Dies können zum einen 50 Zeiteinheiten sein, die notwendig sind, um
den Roboter zu reparieren oder 50 Geldeinheiten müssen aufgebracht werden
um den Schaden am Roboter zu beheben. Erfolgt bei keinem Hindernis die
Aktion langsam weiterfahren, so bedeutet das, dass eine Zeiteinheit bzw. eine
Geldeinheit Verlust entsteht, da nicht die passende Aktion für den vorliegenden
Zustand der Natur gewählt wurde. Wird dagegen für ein Hindernis die optimale
Aktion gewählt so ergibt sich kein Verlust. Eine optimale Aktion ist als das
Umfahren eines großen Steines definiert.
Im Gegensatz zur reinen Spieltheorie wo der Roboter blind auf einen ihm
unbekannten Zustand der Natur reagieren muss, hat ein mit Sensoren ausge-
statteter Roboter die Möglichkeit die Natur vor seiner Entscheidung zu beob-
achten. Aufgrund der Sensoren kann der Roboter den vorliegenden Zustand
der Natur beobachten und in den Entscheidungsprozess einbeziehen. Es wird
angenommen, dass der Roboter mittels seiner Sensoren eine Zufallsgröße X be-
obachten kann. Die Verteilung der Zufallsgröße ist vom unbekannten Zustand
θ ∈ Θ der Natur abhängig ist und liefert Hinweise auf den vorliegenden Zu-
stand der Natur. Somit entscheidet der Roboter nun beobachtungsabhängig.
Er wählt seine Aktionen nicht blind, sondern in Abhängigkeit der vorliegen-
den Beobachtung. Dieses Verhalten wird mit Hilfe einer Entscheidungsregel
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beschrieben werden.
Definition 5.1. Eine Abbildung d : X −→ A des Wertebereichs X der Be-
obachtungsgröße X in die Aktionsmenge A heißt Entscheidungsregel. Jedem
x ∈ X wird über eine Entscheidungsregel d eine Aktion a ∈ A zugeordnet.
Es bezeichne D die Menge aller möglichen Entscheidungsregeln. Über die Ent-
scheidungsregel d erfolgt die Entscheidung beobachtungsabhängig.
Für das bereits eingeführte Beispiel wird angenommen, dass der Roboter vor
seiner Entscheidung eine ZufallsgrößeX mit dem Wertebereich X = {x1, x2, x3}
beobachtet. Bei Beobachtung des Werts X = xi liegt ein Hinweis auf das Hin-
dernis θi, i = 1, 2, 3 vor. Bei gegebenen θi ∈ Θ und xj ∈ X bezeichnet
pθi (xj) = Pθi (X = xj)
die Wahrscheinlichkeit dafür, dass bei Vorliegen des Zustands θi die Beobach-
tungsgröße X den Wert xj ∈ X besitzt. Bei gegebenen Wert θi ist pθi (xj) als
Funktion von xi die Wahrscheinlichkeitsfunktion der Zufallsgröße X. Dabei
ist Pθi (xj) die Wahrscheinlichkeit dafür, dass bei Vorliegen des Hindernisses
θi ∈ Θ über das Sensorsystem ein Hinweis auf das Hindernis xj ∈ X erfolgt.
Für das Beispiel ergeben sich alle denkbaren Entscheidungsregeln für den Ro-
boter folgendermaßen. Auf jeden Beobachtungswert x1, x2 und x3 kann der
Roboter mit einer der vier Aktionen a1, a2, a3 oder a4 reagieren. Damit gibt es
in der vorliegenden Situation
4 · 4 · 4 = 43 = 64
verschiedene Entscheidungsregeln. Anhand einer Entscheidungstabelle werden
nun alle möglichen Entscheidungen beschrieben und strukturiert dargestellt.
x1 x2 x3
d01 a1 a1 a1
d02 a1 a1 a2
d03 a1 a1 a3
d04 a1 a1 a4
d05 a1 a2 a1
d06 a1 a2 a2
d07 a1 a2 a3
d08 a1 a2 a4
d09 a1 a3 a1
d10 a1 a3 a2
d11 a1 a3 a3
d12 a1 a3 a4
d13 a1 a4 a1
d14 a1 a4 a2
d15 a1 a4 a3
d16 a1 a4 a4
x1 x2 x3
d17 a2 a1 a1
d18 a2 a1 a2
d19 a2 a1 a3
d20 a2 a1 a4
d21 a2 a2 a1
d22 a2 a2 a2
d23 a2 a2 a3
d24 a2 a2 a4
d25 a2 a3 a1
d26 a2 a3 a2
d27 a2 a3 a3
d28 a2 a3 a4
d29 a2 a4 a1
d30 a2 a4 a2
d31 a2 a4 a3
d32 a2 a4 a4
x1 x2 x3
d33 a3 a1 a1
d34 a3 a1 a2
d35 a3 a1 a3
d36 a3 a1 a4
d37 a3 a2 a1
d38 a3 a2 a2
d39 a3 a2 a3
d40 a3 a2 a4
d41 a3 a3 a1
d42 a3 a3 a2
d43 a3 a3 a3
d44 a3 a3 a4
d45 a3 a4 a1
d46 a3 a4 a2
d47 a3 a4 a3
d48 a3 a4 a4
x1 x2 x3
d49 a4 a1 a1
d50 a4 a1 a2
d51 a4 a1 a3
d52 a4 a1 a4
d53 a4 a2 a1
d54 a4 a2 a2
d55 a4 a2 a3
d56 a4 a2 a4
d57 a4 a3 a1
d58 a4 a3 a2
d59 a4 a3 a3
d60 a4 a3 a4
d61 a4 a4 a1
d62 a4 a4 a2
d63 a4 a4 a3
d64 a4 a4 a4
Tabelle 5.2: Entscheidungstabelle
In Tabelle 5.2 sind die Entscheidungsvarianten für das eingeführte Beispiel
aufgezeigt. So besagt die Entscheidungsregel d01 beispielsweise das bei Hinweis
auf eine Bodenwelle (x1), Hinweis auf einen Stein (x2) und Hinweis auf kein
Hindernis (x3) jeweils die Aktion a1 umfahren gewählt werden soll. Indem der
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Roboter beobachtungsabhängig entscheidet und die Beobachtungsgröße eine
Zufallsgröße ist wird auch der entstehende Verlust zu einer Zufallsgröße. Dabei
entsteht das Problem, dass sich zufällige Verluste nicht vergleichen lassen. Ein
möglicher Ausweg hierfür ist die Betrachtung des mittleren Verlusts (Risiko).
Definition 5.2. Zu gegebenen θi ∈ Θ und dj ∈ D heißt
R (θi, dj) = EθiL (θi, dj (X)) =
m∑
k=1
L (θi, dj (xk))Pθi (X = xk) (5.1)
Risiko R der Entscheidungsregel dj bei vorliegen des Zustands θi der Natur. Als
Funktion von θi ∈ Θ istR (θi, dj) die Risikofunktion der Entscheidungsregel dj.
Durch das Einbeziehen einer zufälligen Beobachtungsgröße X in den Ent-
scheidungsprozeß wandelt sich das 2-Personen-Spiel (Θ,A, L) zu einem soge-
nannten statistischem Spiel (Θ,D, R) das wiederum aus 3 Objekten Θ,D und
R mit folgender Bedeutung besteht:
Θ - Zustandsmenge (Hindernisse) der Natur
D - Entscheidungsmenge des Roboters
R - Risikofunktion
Es werden nun die Wahrscheinlichkeitsfunktionen der Beobachtungsgröße X
für das bereits eingeführte Beispiel mit X = {x1, x2, x3} definiert. Dabei be-
zeichnet Pθi (x) = Pθi (X = xj), xj ∈ X die Wahrscheinlichkeitsfunktion der
Beobachtungsgröße X bei Zustand θi ∈ Θ.
x1 x2 x3
Pθ1 0,70 0,20 0,10
Pθ2 0,15 0,80 0,05
Pθ3 0,05 0,05 0,90
Tabelle 5.3: Wahrscheinlichkeitsfunktionen für den jeweiligen Zustand der Na-
tur
Die Tabelle 5.3 zeigt diese in der Reihenfolge θ = θ1 (Bodenwelle), θ = θ2
(Stein) und θ = θ3 (kein Hindernis) aufgelistet. Daraus ist ersichtlich, dass
bei dem Hindernis Stein (θ2) mit einer Wahrscheinlichkeit von 80 % auch
ein Hinweis auf einen Stein mittels des Sensorsystem geliefert wird. Mit 15
%iger Wahrscheinlichkeit wird bei einem Stein ein Hinweis auf eine Bodenwelle
gegeben und mit 5 %iger Wahrscheinlichkeit auf kein Hindernis. Mittels der
eingeführten Wahrscheinlichkeitsfunktionen für die Beobachtungsgrößen X =
{x1, x2, x3} ist es nun möglich die Risikofunktion R (θi, dj) mit θi ∈ Θ nach
Gleichung 5.1 zu bestimmen.
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Zur übersichtlichen Darstellung wird eine Risikotabelle angelegt, welche das
Risiko für den jeweiligen Zustand der Natur einer jeden Entscheidungsregel
aufzeigt siehe Tabelle 5.4.
θ1 θ2 θ3
d1 2,00 0,00 2,00
d2 1,80 0,50 1,10
d3 2,10 2,50 0,20
d4 1,90 0,05 2,00
d5 1,60 8,00 1,95
d6 1,40 8,50 1,05
d7 1,70 10,50 0,15
d8 1,50 8,05 1,95
d9 2,20 40,00 1,90
d10 2,00 40,50 1,00
d11 2,30 42,50 0,10
d12 2,10 40,05 1,90
d13 1,80 0,80 2,00
d14 1,60 1,30 1,10
d15 1,90 3,30 0,20
d16 1,70 0,85 2,00
d17 0,60 1,50 1,95
d18 0,40 2,00 1,05
d19 0,70 4,00 0,15
d20 0,50 1,55 1,95
d21 0,20 9,50 1,90
d22 0,00 10,00 1,00
d23 0,30 12,00 0,10
d24 0,10 9,55 1,90
d25 0,80 41,50 1,85
d26 0,60 42,00 0,95
d27 0,90 44,00 0,05
d28 0,70 41,55 1,85
d29 0,40 2,30 1,95
d30 0,20 2,80 1,05
d31 0,50 4,80 0,15
d32 0,30 2,35 1,95
θ1 θ2 θ3
d33 2,70 7,50 1,90
d34 2,50 8,00 1,00
d35 2,80 10,00 0,10
d36 2,60 7,55 1,90
d37 2,30 15,50 1,85
d38 2,10 16,00 0,95
d39 2,40 18,00 0,05
d40 2,20 15,55 1,85
d41 2,90 47,50 1,80
d42 2,70 48,00 0,90
d43 3,00 50,00 0,00
d44 2,80 47,55 1,80
d45 2,50 8,30 1,90
d46 2,30 8,80 1,00
d47 2,60 10,80 0,10
d48 2,40 8,35 1,90
d49 1,30 0,15 2,00
d50 1,10 0,65 1,10
d51 1,40 2,65 0,20
d52 1,20 0,20 2,00
d53 0,90 8,15 1,95
d54 0,70 8,65 1,05
d55 1,00 10,65 0,15
d56 0,80 8,20 1,95
d57 1,50 40,15 1,90
d58 1,30 40,65 1,00
d59 1,60 42,65 0,10
d60 1,40 40,20 1,90
d61 1,10 0,95 2,00
d62 0,90 1,45 1,10
d63 1,20 3,45 0,20
d64 1,00 1,00 2,00
Tabelle 5.4: Risikotabelle
Die Berechnung des Risiko der einzelnen Entscheidungen stellt die Grund-
lage für die Auswahl einer passenden Entscheidungsregel dar. Hierfür sind zu-
nächst die Entscheidungsregeln zu ordnen. Es müssen zunächst die Entschei-
dungsregeln eliminiert werden, zu denen keine vorteilhafteren Entscheidungsre-
geln vorhanden sind. Dafür wird die natürliche Ordnung gewählt.
Definition 5.3. Eine Entscheidungsregel d1 heißt wenigstens so gut wie d2
wenn R (θ, d1) ≤ R (θ, d2) für beliebige θ ∈ Θ. Eine Entscheidungsregel d1 ist
besser als d2 falls d1 wenigsten so gut ist wie d2 und wenigstens ein θ
′ ∈ Θ
existiert, so dass R
(
θ
′
, d1
)
< R
(
θ
′
, d2
)
gilt. Zwei Entscheidungsregeln d1 und
d2 heißen äquivalent, wenn R (θ, d1) = R (θ, d2) für beliebige θ ∈ Θ gilt.
Definition 5.4. Eine Entscheidungsregel d ∈ D heißt zulässig, falls es keine
weitere Entscheidungsregel d′ ∈ D gibt, die besser ist als d. Es bezeichne D∗
die Menge der zulässigen Entscheidungsregeln.
Es sind nun diejenigen Entscheidungsregeln uninteressant, zu denen kei-
ne bessere Entscheidungsregeln vorhanden sind. Diese werden eliminiert und
in der Risikotabelle als gestrichen markiert. Mit Anwendung der natürlichen
Ordnung auf das Beispiel sind im Weiteren die Entscheidungsregeln d5 −
d16, d21, d25, d26, d28, d29, d33, d34, d36 − d38, d40 − d42, d44 − d46, d47, d53 − d60 zu
vernachlässigen, da nach der natürlichen Ordnung nicht vorteilhaft.
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Für eine weitere Ordnung der Entscheidungsregeln ist es erforderlich zur Li-
nearen Ordnung überzugehen. Über die Lineare Ordnung kann eine optimale
Entscheidung ausgewählt werden. Dabei sind für die Lineare Ordnung Kri-
terien erforderlich, die die Halbordnung in eine Lineare Ordnung überführen
können. Grundprinzip dabei ist, dass das benutzte Kriterium in dem Sinne mit
der Halbordnung verträglich ist, so dass Entscheidungsregeln die in der Natür-
lichen Ordnung besser sind dann auch nach der Linearen Ordnung besser sind.
Eine Entscheidungsregel d′ ist besser als d′′ nach der Linearen Ordnung wenn
d
′
< d
′′ gilt. Die Lineare Ordnung ist der Natürlichen Ordnung untergeord-
net und darf diese nicht verändern. Die wichtigsten Optimalitätskriterien der
Linearen Ordnung sind das Min-Max-Kriterium und das Bayes-Kriterium. Die-
se werden im folgenden Abschnitt näher vorgestellt Anschließend daran wird
das Hodges-Lehmann Kriterium, eine Kombination aus Minimax- und Bayes-
Kriterium, erläutert. Definitionen und Annahmen sind bereits in [49] und [51]
vorgestellt.
5.3.1 Optimalitätskriterien
Mit der natürlichen Ordnung wird in der Regel nur eine sogenannte Halb-
ordnung der Entscheidungsregeln erreicht. Somit können Entscheidungsregeln
übrig bleiben die im Sinne der natürlichen Ordnung nicht vergleichbar sind.
In diesem Fall ist das Entscheidungsproblem noch nicht gelöst. Es muss zu-
nächst mit Hilfe eines weiteren Ordnungs- oder Optimalitätskriterium eine
weitere Ordnung der Entscheidungsregeln im Sinne einer linearen Ordnung
erreicht werden. Grundprinzip dabei ist, dass die zu erreichende lineare Ord-
nung mit der natürlichen Ordnung verträglich sein muss. Grundsätzlich sind
die meist verwendeten Optimalitätskriterien das Minimax- und das Bayes-
Kriterium. Dabei liefert das Bayes-Kriterium immer die beste Entscheidungs-
strategie. Voraussetzung beim Bayes-Kriterium ist die a-priori Verteilung. Das
Minimax-Kriterium ist hinsichtlich der optimalen Entscheidungsstrategie oft-
mals zu pessimistisch [55].
Minimax-Kriterium
Das Minimax-Kriterium ist ein wesentlicher Bestandteil der statistischen Ent-
scheidungstheorie. Grundideen hierzu sind bereits vor der Herausbildung der
eigentlichen Entscheidungstheorie in den Werken von Monkowski 4, Borell 5,
Neumann und Morgenstern 6 zu finden [84]. Das heute in seiner Form be-
kannte Minimax-Kriterium ist im Basiswerk von Wald “Statistical decision
Functions“[122] niedergeschrieben. Dieses Optimalitätskriterium hat das Min-
Max-Prinzip zur Grundlage und besteht darin das maximale Risiko zu mini-
4Geometrie der Zahlen von 1895
5La théorie du jeu et les équations integrales a noyau symétrique gauche von 1921 ins
Englische übersetzt von L.Savage in Econometrica 1953
6The Theory of Games and Economic Behavior von 1944
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mieren. Das Minimax-Kriterium ist kompatibel mit der natürlichen Ordnung.
Es wird für jede Entscheidungsregel d ∈ D der maximal mögliche mittlere
Verlust bzw. maximale Risiko vom Parameter θ ∈ Θ betrachtet:
maxθ∈ΘR (θ, d) .
Definition 5.5. Eine Entscheidungsregel d′ heißt besser als eine Entschei-
dungsregel d′′ nach dem Min-Max-Prinzip, falls gilt:
maxθ∈ΘR
(
θ, d
′
)
< maxθ∈ΘR
(
θ, d
′′
)
.
Definition 5.6. Eine Entscheidungsregel dM ∈ D heißt Minimax-Regel (Mini-
max-Lösung) in der Klasse der Entscheidungsregeln D falls gilt:
max(θ∈Θ)R (θ, dM) = min(d∈D)max(θ∈Θ)R (θ, d) .
Der dabei erreichbare kleinste Risikowert maxθ∈ΘR (θ, dM) heißt Minimax-
Risiko. Der Einsatz des Minimax-Kriterium erfolgt, wenn keine Informatio-
nen über den Zustandsraum der Natur bzw. Gegenspieler vorliegen. Somit ist
nur bei Entscheidungen unter Ungewißheit die Anwendung des pessimistischen
Minimax-Kriteriums sinnvoll.
Bayes-Kriterium
Das Bayes-Kriterium ist ein weiteres Kriterium mit dem eine Lineare Ordnung
der Entscheidungsregeln erreicht werden kann. Dabei wird angenommen, dass
die Natur nach einer gegebenen Wahrscheinlichkeitsverteilung bestimmt wird.
Dies entspricht der Annahme den Grad der Ungewißheit zu reduzieren und
alle verfügbaren Informationen im Entscheidungsprozess zu berücksichtigen.
Das Prinzip des Bayes-Kriterium geht auf dessen Namensgeber Thomas Bayes
mit seinem Werk “An essay towards solving aproblem in the doctrine of chan-
ces “ von 1763 zurück [84].
Definition 5.7. Eine Wahrscheinlichkeitsverteilung Q über den Parameter-
raum Θ heißt a-priori-Verteilung. Für jedes θ ∈ Θ,= θ1, θ2, θ3 . . . θs} sei
qi = Q (θi) , i = 1, . . . , s
die Wahrscheinlichkeit dafür, dass die Natur den Zustand θi besitzt.
Die Wahrscheinlichkeiten werden als a-priori-Wahrscheinlichkeiten für den Pa-
rameter θ bezeichnet. Nach dem Bayes-Kriterium wird für die weitere Ordnung
der Entscheidungsregeln das mittlere Risiko einer Entscheidungsregel d ∈ D
bezüglich der vorliegenden a-priori-Verteilung Q betrachtet.
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Definition 5.8. Der mittlere Verlust
r (d,Q) = EGR (θ, d) =
s∑
i=1
R (θi, d) qi (5.2)
heißt Bayes-Risiko der Entscheidungsregel d bezüglich der a-priori-Verteilung
Q.
Definition 5.9. Eine Entscheidungsregel d′ heißt besser als eine Entschei-
dungsregel d′′ im Sinne des Bayes-Kriterium bezüglich der a-priori-Verteilung
Q, falls gilt:
r
(
d
′
, G
)
< r
(
d
′′
, G
)
.
Definition 5.10. Eine Entscheidungsregel dB ∈ D heißt Bayes-Regel (Bayes-
Lösung) in der Klasse der EntscheidungsregelnD bezüglich der a-priori-Verteil-
ung Q falls gilt:
r (dB, G) = minr (d,G) d ∈ D.
Der dabei erreichbare kleinste Risikowert r (dB, G) heißt Bayes-Risiko.
Struktureigenschaft der Bayes-Lösung Die Bayes-Lösung besitzt eine
interessante Struktureigenschaft, die für die Bestimmung des Bayes-Risiko
nützlich ist. Dazu wird wie bereits vorgestellt ein Spiel (Θ,A, L) betrachtet,
das wie üblich über die Beobachtung einer Zufallsgröße X mit der Wahrschein-
lichkeitsfunktion pθ(xj) = Pθ(X = xj), xj ∈ X , zu einem statistischen Spiel
(Θ,D, R) modifiziert wird. Außerdem ist eine a-priori-Verteilung Q mit den
a-priori-Wahrscheinlichkeiten qi = q(θi) = P (θ = θi), θi ∈ Θ, gegeben, so dass
als Kriterium für die Lösung des Entscheidungsproblems das Bayes-Kriterium
in Betracht kommt. Das Risiko einer Entscheidungsregel d ∈ D berechnet sich
wie schon erläutert
R(θ, d) = EθL(θ, d(X)) =
∑
xj∈X
L(θ, d(xj))pθ(xj).
Damit ergibt sich für das Bayes-Risiko einer Entscheidungsregel d bzgl. der
a-priori-Verteilung Q
r(d,Q) =
∑
θi∈Θ
R(θi, d)q(θi)
=
∑
θi∈Θ
∑
xj∈X
L(θi, d(xj))pθ(xj)q(θi) (5.3)
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Nach dem Satz von Bayes läßt sich zu einer bedingten Wahrscheinlichkeit
pθi(xj) unter Einbeziehung der a-priori-Wahrscheinlichkeiten q(θ1), ..., q(θs) die
umgekehrte bedingte Wahrscheinlichkeit q(θi|xj) berechnen. Es gilt
q(θi|xj) = pθi(xj) q(θi)∑
θi∈Θ
pθi(xj) q(θi)
=
pθi(xj) q(θi)
h(xj)
, θi ∈ Θ,
mit
h(xj) =
∑
θi∈Θ
pθi(xj) q(θi).
Die Wahrscheinlichkeit q(θi|xj) ist die Wahrscheinlichkeit dafür, dass der Pa-
rameter θ den Wert θi besitzt, falls X = xj beobachtet wurde und wird als
a-posteriori-Wahrscheinlichkeit für den Parameter θ bezeichnet. Nach dem Satz
von Bayes gilt außerdem
pθi(xj) q(θi) = q(θi|xj)h(xj).
Damit modifiziert sich das Bayes-Risiko (5.3) zu
r(d,Q) =
∑
θi∈Θ
∑
xj∈X
L(θi, d(xj))q(θi|xj)h(xj)
=
∑
xj∈X
(∑
θi∈Θ
L(θi, d(xj))q(θi|xj)
)
h(xj).
Definition 5.11. Das Risiko
r(d,Q|xj) =
∑
θi∈Θ
L(θi, d(xj))q(θi|xj) (5.4)
heißt bedingtes Bayes-Risiko der Entscheidungsregel d bzgl. der a-priori-Verteil-
ung Q unter der Bedingung X = xj, xj ∈ X .
Das bedingte Bayes-Risiko r(d,Q|xj) ist der a-posteriori-Erwartungswert des
Verlusts L(θ, d(xj)). Dieses Risiko beschreibt den mittleren Verlust durch die
Entscheidungsregel d im Sinne des Bayes-Kriteriums bei gegebener a-priori-
Verteilung und vorliegendem Beobachtungswert X = xj.
Nach dem Bayes-Prinzip ist eine Entscheidungsregel dB Bayes-Lösung be-
züglich der a-priori-Verteilung Q falls
r(dB, Q) = min
d∈D
r(d,Q)
gilt. Zur Bestimmung der Bayes-Lösung ist damit folgende Optimierungsauf-
gabe zu lösen:
r(d,Q) ⇒ Min. bzgl. d ∈ D.
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Gemäß Beziehung (5.4) und Definition des bedingten Bayes-Risiko (5.4) ist
diese Optimierungsaufgabe mit der folgenden Optimierungsaufgabe äquivalent:
r(d,Q|xj) ⇒ Min. bzgl. d ∈ D für jedes xj ∈ X
Damit minimiert die Bayes-Lösung für jedes xj ∈ X den a-posteriori Erwar-
tungswert des Verlusts. Das heißt, die Bayes-Lösung muss nicht global für alle
xj ∈ X bestimmt werden. Es genügt vielmehr, eine optimale Lösung für den
jeweils vorliegenden Beobachtungswert xj ∈ X zu finden. Diese Struktureigen-
schaft der Bayes-Lösung kann die Bestimmung einer Bayes-Lösung erheblich
vereinfachen. Somit kann bei sehr komplexen Entscheidungssituationen sich
nur auf den tatsächlich vorliegenden Beobachtungswert zurückgezogen werden.
Nur die vorliegende Beobachtung ist für die Auswahl der optimalen Entschei-
dungsstrategie ausreichend.
Hodges und Lehmann Kriterium
Das Optimalitätskriterium nach Hodges und Lehmann wurde 1952 von seinen
Namensgebern Hodges und Lehmann entwickelt [84]. Es wird auch als Kom-
promißkriterium bezeichnet, da sowohl das Minimax-Kriterium als auch das
Bayes-Kriterium eingehen.
Idee von Hodges und Lehmann ist es, bei nicht vertrauenswürdigen a-priori-
Verteilungen beide Kriterien zu kombinieren. Dabei wird mittels eines Vertrau-
ensparameters γ zu jeder Entscheidungsregel zunächst ein gewogenes Mittel
aus Bayes- und Minimax-Risiko gebildet. Dieser Mittelwert ist das Hodges-
Lehmann-Risiko. Danach wird diejenige Entscheidungsregel als Hodges und
Lehmann Lösung ausgewählt die das Hodges-Lehmann-Risiko minimiert.
Definition 5.12. Ein Parameter γ heißt Vertrauensparameter für die a-priori
Verteilung Q. Für jedes qi = Q (θi) , i = 1, . . . , s sei γi, i = 1, . . . , s der Ver-
trauensparameter.
Mit dem Vertrauensparameter wird die Überzeugung von der “Richtigkeit“ der
a-priori-Verteilung ausgedrückt. Nimmt der Vertrauensparameter den Wert 1
an, so wird der a-priori Verteilung uneingeschränkt vertraut. Dies führt zur
Bayes-Lösung. Ist hingegen der Vertrauensparameter gleich 0, so wird der a-
priori-Verteilung vollständig mißtraut, was direkt zur Minimax-Lösung führt.
Als Vertrauensparameter wird im weiteren Verlauf der Arbeit der aktuelle Ro-
bustheitswert verwendet und im anschließenden Kapitel ausführlich erläutert.
Definition 5.13. Es sei maxθi∈ΘR(θi, dj) das maximale Risiko der Entschei-
dungsregel dj über θi ∈ Θ und r(dj, Q) das Bayes-Risiko der Entscheidungs-
regel dj bzgl. der a-priori-VerteilungQ. Dann ist zu gegebenem Vertrauenspa-
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rameter γ, 0 ≤ γ ≤ 1, das Hodges-Lehmann-Risiko der Entscheidungsregel dj
definiert durch
RHL(dj, γ) = γr(dj, Q) + (1− γ)max
θi∈Θ
R(θi, dj) (5.5)
Eine Entscheidungsregel dHL ist dann Hodges-Lehmann-Lösung zum Vertrau-
ensparameter γ und der a-priori-Verteilung Q, falls
RHL(dHL, γ) = min
dj∈D
RHL(dj, γ)
gilt.
Das Hodges und Lehmann Kriterium stellt eine Alternative zum Bayes-
Kriterium dar, wenn Zweifel hinsichtlich der Gültigkeit der a-priori Verteilung
bestehen.
Für das Beispiel wird nun die bereits erstellte Risikotabelle 5.4 um die Spalten
maximales Risiko (maxR), Bayes-Risiko (BayesR), bedingtes Risiko (r(dj, Q))
für die Beobachtungswerte x1, x2, x3 und das Hodges-Lehmann-Risiko
(RHL(dj, λ)) für jede Entscheidungsregel ergänzt und zusammengefasst in Ta-
belle 5.6 dargestellt. Es werden die Risiken der vorgestellten Optimalitätskri-
terien zur Auswahl der optimalen Entscheidungsregel aufgelistet.
Nach dem Minimax-Kriterium ergibt sich als Minimax-Lösung die Entschei-
dungsregel d50, da das maximale Risiko bzgl. des Parameters von 1, 10 im
Vergleich aller Entscheidungsregeln das kleinste Risiko darstellt (siehe Tabelle
5.6). Die Entscheidungsregel besagt, das der Roboter bei vorliegen einer Boden-
welle stehen bleibt, um Hilfe anzufordern. Das Hindernis Stein wird umfahren
und liegt keine Störung durch ein Hindernis vor fährt der Roboter mit vermin-
derter Geschwindigkeit voran. Dies zeigt, dass das Minimax-Kriterium über
ein geringes Maß an Risikobereitschaft verfügt. Es wird sich sehr vorsichtig
verhalten, um für den schlechtesten aller möglichen Fälle noch das bestmögli-
che Ergebnis zu erzielen.
Für das Bayes-Kriterium wird angenommen das für die in der Natur auf-
tretenden Hindernisse eine Wahrscheinlichkeitsverteilung bekannt ist. Diese
Wahrscheinlichkeitsverteilungen werden als a-priori-Wahrscheinlichkeiten für
den Parameter θ bezeichnet und nehmen für das Beispiel die Werte θ1 = 0, 15,
θ2 = 0, 05 und θ3 = 0, 80 an. Für das Beispiel beträgt das kleinste Risiko
hinsichtlich des Bayes-Kriterium 0, 43 und liegt bei Entscheidungsregel d19
vor. Somit ist dies die Bayes-Lösung. Die optimale Entscheidungsstrategie des
Bayes-Kriterium bedeutet für den Roboter bei einer Bodenwelle langsam wei-
ter fahren, bei einem Stein Umfahren und liegt kein Hindernis vor normal
weiter fahren.
Weiterhin sind für das Beispiel alle möglichen bedingten Risiken berechnet und
in der Tabelle aufgelistet. Wird das minimale bedingte Bayes-Risiko über alle
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Vertrauensparameter λ 1,00 0,95 0,9 0,85 0,8 0,75 0,7 0,65 0,6 0,55 0,5 0,45 0,4
Entscheidungsregel d19 d19 d51 d51 d51 d51 d50 d50 d50 d50 d50 d50 d50
Tabelle 5.5: Variation Vertrauensparameter
Entscheidungen bestimmt, so ergibt sich wiederum die Entscheidungsregel d19
als optimal.
Für die Berechnung des Hodges-Lehmann Risiko wurde ein Vertrauenspara-
meter von 0.5 gewählt. Hierfür nimmt das minimale HL-Risiko einen Wert von
1, 09 bei Entscheidungsregel d50 an. Somit wird bereits bei einem Vertrauen
von nur 50 % in die a-priori-Verteilung eine Entscheidung nach dem Minimax-
Kriterium getroffen und ein risikoaverses Verhalten eingenommen.
In der Tabelle 5.5 sind zu den Vertrauensparametern von 1 bis 0,4 die ent-
sprechenden optimalen Entscheidungsregeln dargestellt. Hieraus ist ersichtlich,
dass bereits bei einem Sinken des Vertrauens in die a-priori-Verteilung von 10%
die optimale Entscheidung sich der des Minimax-Kriterium annähert. Dies im-
pliziert ein vorsichtigeres Verhalten gegenüber Hindernissen. Wird der a-priori-
Verteilung nur noch mit 70% vertraut sind bereits Entscheidungen nach dem
Minimax-Kriterium optimal. Die Annäherung an die optimale Lösung nach
dem Bayes-Kriterium bei steigendem Vertrauen und Annäherung an die opti-
male Lösung nach dem Minimax-Kriterium bei Sinkendem Vertrauen ist von
den gewählten Parametern wie beispielsweise der a-priori-Verteilung oder auch
der Verlustfunktion abhängig. Ebenfalls fällt ins Gewicht, dass es sich um eine
diskrete Entscheidungssituation handelt.
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R(θi,dj) θ1 θ2 θ3 maxR(θi,dj) Bayes-Risiko r(dj ,Q|x1) r(dj ,Q|x2) r(dj ,Q|x3) RHL(dj ,λ)
d1 2,00 0,00 2,00 2,00 1,90 1,19 0,42 2,13 1,95
d2 1,80 0,50 1,10 1,80 1,18 1,07 0,53 1,24 1,49
d3 2,10 2,50 0,20 2,50 0,60 1,32 1,31 0,42 1,55
d4 1,90 0,05 2,00 2,00 1,89 1,14 0,42 2,12 1,94
d5 1,60 8,00 1,95 8,00 2,20 1,55 3,47 2,24 5,10
d6 1,40 8,50 1,05 8,50 1,48 1,43 3,59 1,35 4,99
d7 1,70 10,50 0,15 10,50 0,90 1,69 4,37 0,53 5,70
d8 1,50 8,05 1,95 8,05 2,19 1,50 3,48 2,24 5,12
d9 2,20 40,00 1,90 40,00 3,85 4,22 16,05 3,02 21,93
d10 2,00 40,50 1,00 40,50 3,13 4,10 16,17 2,13 21,81
d11 2,30 42,50 0,10 42,50 2,55 4,35 16,94 1,31 22,53
d12 2,10 40,05 1,90 40,05 3,84 4,17 16,06 3,01 21,94
d13 1,80 0,80 2,00 2,00 1,91 1,14 0,70 2,13 1,96
d14 1,60 1,30 1,10 1,60 1,19 1,02 0,81 1,24 1,39
d15 1,90 3,30 0,20 3,30 0,61 1,28 1,59 0,42 1,95
d16 1,70 0,85 2,00 2,00 1,90 1,09 0,70 2,12 1,95
d17 0,60 1,50 1,95 1,95 1,73 0,54 0,78 2,01 1,84
d18 0,40 2,00 1,05 2,00 1,00 0,42 0,90 1,12 1,50
d19 0,70 4,00 0,15 4,00 0,43 0,68 1,68 0,30 2,21
d20 0,50 1,55 1,95 1,95 1,71 0,49 0,79 2,00 1,83
d21 0,20 9,50 1,90 9,50 2,03 0,91 3,84 2,12 5,76
d22 0,00 10,00 1,00 10,00 1,30 0,79 3,96 1,23 5,65
d23 0,30 12,00 0,10 12,00 0,73 1,05 4,73 0,41 6,36
d24 0,10 9,55 1,90 9,55 2,01 0,86 3,85 2,11 5,78
d25 0,80 41,50 1,85 41,50 3,68 3,57 16,42 2,90 22,59
d26 0,60 42,00 0,95 42,00 2,95 3,45 16,53 2,01 22,48
d27 0,90 44,00 0,05 44,00 2,38 3,71 17,31 1,19 23,19
d28 0,70 41,55 1,85 41,55 3,66 3,52 16,42 2,89 22,61
d29 0,40 2,30 1,95 2,30 1,74 0,49 1,07 2,01 2,02
d30 0,20 2,80 1,05 2,80 1,01 0,37 1,18 1,12 1,90
d31 0,50 4,80 0,15 4,80 0,44 0,63 1,96 0,30 2,62
d32 0,30 2,35 1,95 2,35 1,72 0,44 1,07 2,00 2,04
d33 2,70 7,50 1,90 7,50 2,30 2,11 3,45 2,26 4,90
d34 2,50 8,00 1,00 8,00 1,58 1,99 3,56 1,37 4,79
d35 2,80 10,00 0,10 10,00 1,00 2,24 4,34 0,56 5,50
d36 2,60 7,55 1,90 7,55 2,29 2,06 3,45 2,26 4,92
d37 2,30 15,50 1,85 15,50 2,60 2,47 6,50 2,38 9,05
d38 2,10 16,00 0,95 16,00 1,88 2,35 6,62 1,49 8,94
d39 2,40 18,00 0,05 18,00 1,30 2,61 7,40 0,67 9,65
d40 2,20 15,55 1,85 15,55 2,59 2,42 6,51 2,37 9,07
d41 2,90 47,50 1,80 47,50 4,25 5,14 19,08 3,16 25,88
d42 2,70 48,00 0,90 48,00 3,53 5,02 19,20 2,27 25,76
d43 3,00 50,00 0,00 50,00 2,95 5,27 19,97 1,45 26,48
d44 2,80 47,55 1,80 47,55 4,24 5,09 19,09 3,15 25,89
d45 2,50 8,30 1,90 8,30 2,31 2,06 3,73 2,27 5,31
d46 2,30 8,80 1,00 8,80 1,59 1,94 3,84 1,38 5,19
d47 2,60 10,80 0,10 10,80 1,01 2,20 4,62 0,56 5,91
d48 2,40 8,35 1,90 8,35 2,30 2,01 3,73 2,26 5,32
d49 1,30 0,15 2,00 2,00 1,80 0,82 0,37 2,08 1,90
d50 1,10 0,65 1,10 1,10 1,08 0,70 0,48 1,19 1,09
d51 1,40 2,65 0,20 2,65 0,50 0,96 1,26 0,37 1,58
d52 1,20 0,20 2,00 2,00 1,79 0,77 0,37 2,07 1,90
d53 0,90 8,15 1,95 8,15 2,10 1,19 3,43 2,19 5,13
d54 0,70 8,65 1,05 8,65 1,38 1,07 3,54 1,30 5,01
d55 1,00 10,65 0,15 10,65 0,80 1,33 4,32 0,48 5,73
d56 0,80 8,20 1,95 8,20 2,09 1,14 3,43 2,18 5,15
d57 1,50 40,15 1,90 40,15 3,75 3,85 16,00 2,97 21,95
d58 1,30 40,65 1,00 40,65 3,03 3,73 16,12 2,08 21,84
d59 1,60 42,65 0,10 42,65 2,45 3,99 16,90 1,26 22,55
d60 1,40 40,20 1,90 40,20 3,74 3,80 16,01 2,96 21,97
d61 1,10 0,95 2,00 2,00 1,81 0,77 0,65 2,08 1,91
d62 0,90 1,45 1,10 1,45 1,09 0,65 0,76 1,19 1,27
d63 1,20 3,45 0,20 3,45 0,51 0,91 1,54 0,37 1,98
d64 1,00 1,00 2,00 2,00 1,80 0,72 0,65 2,07 1,90
Tabelle 5.6: Risikotabelle aller Optimalitätskriterien
5.3.2 Ausgewählte Entscheidungsprobleme
Das maschinelle Lesen von Schrift- und Handschriftzeichen wird der Zeichener-
kennung und damit im allgemeinen der Mustererkennung zu geordnet. Einsatz
findet die Zeichenerkennung bzw. Handschrifterkennung beispielsweise bei der
Prozeßautomatisierung im Post- und Bankgewerbe. Dabei sind Briefe maschi-
nell zu sortieren oder Überweisungsformulare automatisch zu lesen.
Im allgemeinen ist ein Erkennungssystem von Zeichen analog zu einem Nach-
70
richtenübertragungssystem aufgebaut [24]. Die Abbildung 5.2 zeigt allgemein
den Ablauf eines Zeichenerkennungssystems.
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Abbildung 5.2: Ablauf eines Zeichenerkennungssystems in Analogie zu einem
Nachrichtenübertragungssystem (Quelle: [24])
Die Quelle erzeugt eine abstrakte Zeichenfolge. Bei der Quelle handelt es sich
um einen Scanner, Kamera oder jedes mögliche Sensorsystem zur Aufnahme
und Erzeugung der abstrakten Zeichenkette. Nachdem nun die handschriftli-
chen bzw. gedruckten Schriftzeichen Vorliegen müssen diese in eine Repräsen-
tationsform gebracht werden. Der Codierer besitzt deshalb die Aufgabe aus
einem abstraktem Quellzeichen ein Schriftzeichen zu erzeugen. Dabei werden
etablierte Ansätze des OCR7 und dabei entwickelte Schriftzeichen angewendet.
Die nun vorliegende codierte Form wird über einen Kanal übertragen. Dabei
kommen additiv Störungen hinzu. Folglich kommt beim Empfänger ein gestör-
tes Bild an. Dieses stellt das reale Zeichenbild dar. Mögliche Störungen können
bereits beim Schreib- bzw. Druckvorgang entstehen oder durch Fehler bei der
Quelle (Fehler beim Scanner, Verschmutzung der Kamera) vorkommen.
Der Decodierer ist eine Lesemaschine, welche die Aufgabe der Rekonstruktion
des gesendeten Zeichens bestmöglich, dh. nach Optimalitätskriterien erfüllt.
Dies erfolgt in einem zweistufigen Verfahren, der Merkmalsbildung und Er-
kennung (Klassifikation). Bei der Klassifikation muss einem Merkmal X eine
Bedeutung zu geordnet werden. Abschließend erfolgt die Weitergabe an die
Senke und die dortige Weiterverarbeitung.
Im folgenden soll das letzte Glied der Mustererkennung, die Merkmalsklassifi-
kation, näher betrachtet werden. Die Symbole Ai werden mit einer Wahrschein-
lichkeit P (Ai) , i = 1, . . . , n, aus einem Alphabet {A1, . . . , An} erzeugt. Der
Statistiker, im beschriebenen System zur Zeichenerkennung beinhaltet diese
Aufgabe der Decodierer, muss sich anhand der Beobachtung eines Merkmals-
vektor X für eines der Symbole entscheiden. Die sogenannte Zeichenerkennung.
Das Verfahren hierfür soll im weiteren entscheidungstheoretisch formuliert wer-
den und ist in Abbildung 5.3 abstrakt zusammenfassend dargestellt.
7OCR steht für Optical Charakter Recognition. Hierfür wurden eigene Schriftarten entwi-
ckelt. Dabei sind die einzelnen Zeichen schnell und ohne großen Rechenaufwand von einem
OCR-Lesegerät unterscheidbar. Hierfür sind verschiedene Ansätze möglich. Beispielweise
zeichnet sich die Schriftart OCR-A (DIN 66008, ISO 1073-1) durch einander besonders un-
ähnliche Zeichen aus. Somit sind im Rahmen von OCR Zeichensätze entstanden die schnell
und gut vergleichbar sind.
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Kanal
A1
A2
Ar
1
2
r
Störungen
…
… …
Quelle Empfänger
a1
a2
ar
B1
B2
Bs
… …
Abbildung 5.3: Abstrakte Darstellung der Zeichenerkennung
Wie oben bereits dargelegt, wird angenommen, dass das Alphabet der In-
formationsquelle aus r, r ≥ 2, Symbolen A1, ..., Ar besteht. Diese r Symbole
bilden den Zustandsraum der Natur Θ = {θ1, ..., θr}, wobei θi dafür steht, dass
die Natur bzw. die Informationsquelle sich für das Symbol Ai, i = 1, ..., r, ent-
scheidet. Weiter wird angenommen, dass die Informationsquelle ihre Symbole
nach einer vorgegebenen Wahrscheinlichkeitsverteilung erzeugt. Dazu bezeich-
ne P (Ai) die Wahrscheinlichkeit dafür, dass die Informationsquelle das Symbol
Ai, i = 1, ..., r, erzeugt. Somit ist die a-priori-Verteilung Q = (q1, ..., qr) über
dem Zustandsraum der Natur Θ gegeben. Hierbei bezeichnet qi = P (Ai) für
i = 1, ..., r die Wahrscheinlichkeit dafür, dass die Natur den Zustand θi wählt.
Am Ausgang des Kanals hat der Decoder oder in entscheidungstheoreti-
schem Sinne der Statistiker anhand der übertragenen Information eine Ent-
scheidung über das gesendete Symbol zu treffen. Dazu kann der Statistiker
eine Zufallsgröße X beobachten, die in Abhängigkeit vom gesendetem Sym-
bol bzw. vorliegenden Zustand der Natur Hinweise auf das gesendete Symbol
enthält. Der Wertebereich der Zufallsgröße X sei X = {x1, ..., xr}, wobei bei
Beobachtung von X = xi ein Hinweis auf das Symbol Ai bzw. den Parameter-
wert θi vorliege. Es bezeichne zu gegebenem
pθi(xi) = Pθi(X = xi), xi ∈ X
die Wahrscheinlichkeitserteilung der Beobachtungsgröße X in Abhängigkeit
von θi ∈ Θ. Die Entscheidung kann auch auf der Basis eines Beobachtungs-
vektors oder Merkmalsvektors X erfolgen, was allerdings ohne Einfluss auf die
weitere Darstellung des Entscheidungsproblems ist.
Der Handlungsspielraum des Statistikers sei wie folgt festgelegt. Er kann
sich in Abhängigkeit vom beobachteten Wert der Zufallsgröße X für eines der
möglichen Symbole A1, ..., Ar bzw. für einen der Parameterwerte θ1, ..., θr ent-
scheiden oder im Zweifelsfall auf eine Entscheidung für ein bestimmtes Symbol
verzichten. Damit besteht die Aktionenmenge A des Statistikers aus r+1 Ele-
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menten a0, a1, ..., ar. Für i = 1, ..., r steht die Aktion ai für die Entscheidung
für das Symbol Ai. Bei Wahl der Aktion a0 erfolgt keine Entscheidung für eines
der Symbole A1, ..Ar. Die übertragene Information wird als nichtidentifizierbar
zurückgewiesen.
Für die Betrachtung der Verlustfunktion werden drei Fälle unterschieden:
1.) Es entsteht kein Verlust, wenn dem gesendeten Symbol das richtige Zei-
chen zugeordnet wird. Damit gilt
L(θi, ai) = 0 für i = 1, ..., r.
2.) Es entstehen konstante Kosten der Höhe c bei Fehlentscheidung. Es gilt
L(θi, aj) = c für i, j = 1, ..., r und i 
= j.
3.) Es entstehen konstante Kosten der Höhe c0 bei Rückweisung wegen
Nichtidentifizierbarket. In diesem Fall gilt
L(θi, a0) = c0 für i = 1, ..., r.
Damit ist das Entscheidungsproblem durch ein 2-Personen-Spiel (Θ,A, L) be-
schrieben.
Grundsätzlich kann nun der Übergang zum statistischen Spiel erfolgen, in
dem der Statistiker seine Entscheidung auf der Basis einer Beobachtungsgröße
X mit der Wahrscheinlichkeitsverteilung pθi(xj) = Pθi(X = xj), xj ∈ X , θi ∈
Θ, trifft. Um jedoch den Lösungsansatz für die Bestimmung einer optimalen
Entscheidungsregel genügend allgemein zu halten, wird vor Übergang zu ei-
nem statistische Spiel das vorliegende Spiel (Θ,A, L) durch Randomisation
der Aktionenmenge A erweitert. Dazu bezeichne
α = (α0, ..., αr), 0 ≤ αi ≤ 1, i = 0, 1, ..., r,
r∑
i=0
αi = 1
eine beliebige Wahrscheinlichkeitsverteilung überA. Es bezeichnet αi die Wahr-
scheinlichkeit dafür, dass der Statistiker sich für die Aktion ai entscheidet. Das
heißt, der Statistiker ’würfelt’ seine Aktion im Sinne einer gegebenen Wahr-
scheinlichkeitsverteilung α über A aus. Bei Verwendung einer randomisierten
Aktion α entsteht ein mittlerer Verlust in Höhe von
L∗(θi, α) =
r∑
j=0
L(θi, aj)αj, θi ∈ Θ.
Es sei A∗ die Menge aller in Betracht kommenden randomisierten Aktionen.
Damit liegt jetzt ein durch Randomisation erweitertes Spiel (Θ,A∗, L∗) vor.
Nun erst erfolgt der Übergang zu einem statistischem Spiel. Es sei δ :
X → A∗ eine Abbildung des Wertebereichs X der Beobachtungsgröße X in die
73
Menge der randomisierten Aktionen A∗. Das heisst, jedem Beobachtungswert
xk ∈ X wird durch die Entscheidungsregel δ eine Wahrscheinlichkeitsverteilung
δ(xk) = (α
δ
0(xk), ...α
δ
r(xk))
über A zugeordnet. Dabei ist αδj(xk), j = 0, 1, ..., r, die Wahrscheinlichkeit
dafür, dass durch den Statistiker die Aktion aj gewählt wird, falls die Beob-
achtungsgröße X den Wert xk besitzt. Der mittlere Verlust der randomisierten
Entscheidungsregel δ bei gegebenem X = xk ergibt sich dann zu
L∗(θi, δ(xk)) =
r∑
j=0
L(θi, aj)α
δ
j(xk).
Damit lässt sich der mittlere Verlust bzw. die Risikofunktion R∗(θi, δ) zur
Entscheidungsregel δ wie folgt beschreiben. Es gilt
R∗(θi, δ) = EθiL
∗(θi, δ(X)))
=
r∑
k=1
L∗(θi, δ(xk))pθi(xk)
=
r∑
k=1
r∑
j=0
L(θi, aj))α
δ
j(xk)pθi(xk).
Da im vorliegenden Fall eine a-priori-Verteilung Q = (q1, ..., qr) gegeben ist,
wird im weiteren die Bayes-Lösung betrachtet. Das Bayes-Risiko r(δ,Q) der
Entscheidungsregel δ bezüglich der a-priori-Verteilung Q berechnet sich zu
r(δ,Q) =
r∑
i=1
R∗(θi, δ)qi
=
r∑
i=1
r∑
k=1
r∑
j=0
L(θi, aj)α
δ
j(xk)pθi(xk).
Gemäß der Optimalitätseigenschaft der Bayes-Lösung minimiert die Bayes-
Lösung das bedingte Bayes-Risiko r(δ,Q, xk). Es gilt
r(δ,Q, xk) =
r∑
i=1
r∑
j=0
L(θi, aj)α
δ
j(xk)q(θi|xk).
Hierbei ist q(θi|xk) die sich nach dem Satz von Bayes ergebende a-posteriori-
Verteilung für den Parameter θ ∈ {θ1, ..., θr} bei gegebenem X = xk. Es gilt
q(θi|xk) = pθi(xk)qi∑r
i=1 pθi(xk)qi
, i = 1, ..., r.
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Damit ist zur Bestimmung einer optimalen Entscheidungsregel nach dem Op-
timalitätskritierum nach Bayes für jedes xk ∈ X eine Optimierungsaufgabe
folgender Art zu lösen:
r(δ,Q, xk) =
r∑
i=1
r∑
j=0
L(θi, aj)α
δ
j(xk)q(θi|xk) ⇒ Min. bzgl. αδ0(xk), ..., αδr(xk).
(5.6)
Lösung der Optimierungsaufgabe:
Zur Lösung der Optimierungsaufgabe (5.6), d.h. zur Bestimmung der optima-
len Randomisationswahrscheinlichkeiten αδ0(xk), ..., αδr(xk), wird das bedingte
Bayes-Risiko r(δ,Q, xk) in drei Teilsummen zerlegt, so dass
r(δ,Q, xk) = s1 − s2 − s3
gilt. Hierbei sind die Größen s1, s2 und s3 wie folgt definiert:
s1 = c
r∑
i=1
r∑
j=0
αδj(xk)q(θi|xk),
s2 = c
r∑
i=1
αδi (xk)q(θi|xk),
s3 = (c− c0)
r∑
i=1
αδ0(xk)q(θi|xk).
Es entsteht ein konstanter Verlust der Höhe c bei Fehlentscheidung. Für die
Summe s1 wird angenommen, dass generell bei jeder Entscheidung ein Verlust
der Höhe c entsteht. Daher gilt
s1 = c
r∑
i=1
r∑
j=0
αδj(xk)q(θi|xk)
= c
r∑
i=1
q(θi|xk)
r∑
j=0
αδj(xk) = c
r∑
i=1
q(θi|xk) · 1 = c · 1 = c.
In der Summe s1 werden im Fall i = j auch Kosten der Höhe c erfasst, falls
richtig entschieden wird. Diese zuviel erfassten Kosten werden über sie Summe
s2 kompensiert. Es gilt
s2 = c
r∑
i=1
αδi (xk)q(θi|xk).
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Das gilt ebenso auch bei der Rückweisung wegen Nichtidentifizierbarkeit im
Fall j = 0. Die dann zuviel erfassten Kosten werden über die Summe s3 kom-
pensiert. Es gilt
s3 = (c− c0)
r∑
i=1
αδ0(xk)q(θi|xk).
Damit ergibt sich für das bedingte Bayes-Risiko schliesslich
r(δ,Q, xk) = c(1−
r∑
i=1
αδi (xk)q(θi|xk)−
c− c0
c
αδ0(xk)).
Wird noch
β =
c− c0
c
gesetzt, so ist die Minimierung der bedingten Bayes-Risikos r(δ,Q, xk) bzgl.
αδ0(xk), ..., α
δ
r(xk) äquivalent mit
r∑
i=1
αδi (xk)q(θi|xk) + βαδ0(xk) ⇒ Max. bzgl αδ0(xk), ..., αδr(xk) (5.7)
unter den Nebenbedingungen
0 ≤ αδi (xk) ≤ 1 und
r∑
i=1
αδi (xk) = 1.
Lösung der Optimierungsaufgabe (5.7):
Zur Lösung dieser Optimierungsaufgabe wird zunächst nur die linke Summe
betrachtet. Diese ist neben den noch zu bestimmenden Randomisationswahr-
scheinlichkeiten αδi (xk) von den a-posteriori-Wahrscheinlichkeiten q(θi|xk), i =
1, ..., r abhängig. Dazu bezeichne i∗ den Index desjenigen Parameterwertes, für
den die a-posteriori-Wahrscheinlichkeit bei gegebenem X = xk am größten ist.
Dann gilt
q(θi∗ |xk) = max
i=1,...,r
q(θi|xk).
Es erreicht die linke Summe unter den angegebenen Nebenbedingungen ihr
Maximum, falls
αδi∗(xk) = 1 und α
δ
i (xk) = 0 für i = 1, ..., r, i 
= i∗
gilt. Die so erhaltene Entscheidungsregel ist nicht randomisiert. Die Entschei-
dung erfolgt für denjenigen Parameterwert oder dasjenige Zeichen bzw. Sym-
bol, das bei vorliegender Beobachtung X = xk die größte a-posteriori-Wahr-
scheinlichkeit besitzt. Damit ist die Struktur der optimalen Entscheidungsregel
bzw. der Bayes-Lösung recht einfach. Es erfolgt die Entscheidung für dasjenige
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Symbol, das aufgrund der vorliegenden Beobachtungen die größte Wahrschein-
lichkeit besitzt bzw. daher am plausibelsten ist.
Bei der bisherigen Charakterisierung der Bayes-Lösung blieb die mögliche
Rückweisung wegen Nichtidentifizierbarkeit zunächst ausser Betracht. Daher
ist zu prüfen, ob eventuell durch mögliche Rückweisung einer Entscheidung
das bedingte Bayes-Risiko weiter verkleinert werden kann. Dazu werden zwei
Fälle betrachtet.
1.) Es gelte q(θi∗ |xk) ≥ β: In diesem Fall wird das Maximum im Sinne der
vorliegenden Optimierungsaufgabe tatsächlich bei Entscheidung für θi∗ bzw.
Wahl der Aktion ai∗ erreicht. Durch mögliche Rückweisung lässt sich in diesem
Fall das bedingte Bayes-Risiko nicht verkleinern.
2.) Es gelte q(θi∗ |xk) < β: In diesem Fall ist die a-posteriori-Wahrscheinlich-
keit q(θi∗ |xk) nicht gross genug für eine Entscheidung für ein Symbol und
die Rückweisung ist günstiger als eine Entscheidung für den Parameter θi∗
bzw. das Symbol Ai∗ . Die empfangene Information wird als nichtidentifizierbar
zurückgewiesen.
Zwei Spezialfälle sind noch interessant.
1.) c0 = 0: Hier verursacht eine Rückweisung keine Kosten. Es gilt β = 1
und damit αδ0(xk) = 1. Es wird nichts entschieden, alles wird zurückgewiesen.
2.) c0 = c: Rückweisung verursacht die gleichen Kosten wie eine Fehlent-
scheidung. Dann gilt β = 0 und somit αδ0(xk) = 0. Rückweisung macht in die-
sem Fall keinen Sinn. Es erfolgt generell die Entscheidung für das Symbol, das
bei Vorliegen die Beobachtung X = xk die größte a-posteriori-Wahrscheinlich-
keit besitzt.
5.4 Zusammenfassung
Einführend in das Kapitel wird neben der allgemeinen Vorstellung der statis-
tischen Entscheidungstheorie, ein Einblick in die Entwicklungsgeschichte ge-
geben sowie bisherige Einsatzgebiete, wo die statistische Entscheidungstheorie
erfolgreich angewendet wird, vorgestellt.
Dem schließt sich die ausführliche und formale Beschreibung der statistischen
Entscheidungstheorie als Ansatz zur Sicherstellung von Robustheit zur Lauf-
zeit von Systemen an. Als Herangehensweise wird der Ansatz schrittweise und
anhand eines Beispiels erläutert. Schwerpunkt dabei sind die Erklärungen zu
den ausgewählten Optimalitätskriterien, Minimax-Kriterium, Bayes-Kriterium
und Hodges und Lehmann Kriterium. Beim Bayes-Kriterium wird insbeson-
dere auf die Struktureigenschaft eingegangen, so dass die Bestimmung der
Bayes-Lösung vereinfacht wird, da nur eine optimale Lösung für den jeweils
vorliegenden Beobachtungswert gefunden werden muss. Somit kann sich bei
sehr komplexen Entscheidungssituationen nur auf den tatsächlich vorliegen-
den Beobachtungswert zurückgezogen werden.
Im Abschnitt 5.3.2 wird das ausgewählte Entscheidungsproblem des maschi-
nellen Lesen von Schrift- und Handschriftzeichen durch Zeichenerkennung er-
77
läutert und formal beschrieben.
Wie gezeigt ist der Ansatz der statistischen Entscheidungstheorie zur Robust-
heitssteuerung anwendbar. Das Maß Robustheit selbst besitzt keinen offen-
sichtlichen Zweck. Daher ist das Bewerten von Robustheit bei Systemen oder
Systemelementen Voraussetzung um Entscheidungsmodelle situationsgerecht
anzuwenden. Mit dem gezielten Einsatz der Entscheidungsmodelle nach Bayes,
Minimax oder Hodges und Lehmann ist eine situationsgerechte Verhaltens-
steuerung möglich.
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Kapitel 6
Robustheit durch
Verhaltensadaption
Systeme während der Betriebsphase sind Veränderungen der gegebenen Einsatz-
und Betriebsbedingungen durch Störungen der Umgebung oder auch Ver-
schleißerscheinungen ausgesetzt. Dadurch kann das eindeutig definierte Funkti-
onsziel möglicherweise nicht erreicht werden. Mit dem Robustheitsmaß erfolgt
die Bewertung des Systemzustands in Hinblick auf die Robustheit des Systems
für das Erreichen des Funktionsziels. In Abhängigkeit vom Robustheitswert
wird anschließend das Verhalten des Systems gesteuert. Hierfür werden Ent-
scheidungsmodelle angewendet, die auf Grundlage der statistischen Entschei-
dungstheorie beruhen. Zunächst wird in Abschnitt 6.1 eine einführende und
allgemeine Erklärung zur Verhaltensteuerung der Systeme mittels Entschei-
dungsmodellen gegeben. In Abschnitt 6.2 wird die Steuerung des Systemver-
haltens mittels der Robustheitswerte erläutert. Danach schließt das Kapitel
mit der Zusammenfassung ab.
6.1 Anwendung der Entscheidungsmodelle
Für jedes System sind Betriebs- und Einsatzbedingungen für die Systemlauf-
zeit definiert. Zum Beispiel wird für einen integrierten Schaltkreis mit Spe-
zifizierung für den Automotivbereich ein Temperaturbereich von -30◦ bis 50◦
festgelegt. Allerdings können Störereignisse in der Umgebung des Systems, bei-
spielsweise ein Ansteigen der Temperatur auf 60◦ durch äußere Einflüsse wie
Motorüberhitzung, auftreten. Folglich ändern sich die Einsatz- und somit die
Betriebsbedingungen.
Neben kurzzeitigen Änderungen der Einsatzbedingungen aufgrund von Störer-
eignissen können auch Verschleißerscheinungen im Verlauf des Systembetriebs
zu Änderungen der Betriebsbedingungen führen. Diese Änderungen hinsicht-
lich der definierten Einsatzbedingungen haben Auswirkungen auf die System-
parameter und werden durch die in Kapitel 4.2.2 vorgestellten Einflussfunk-
tionen Lij gemessen.
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Mit dem Robustheitsmaß nach Gleichung 4.5 wird nun der Systemzustand hin-
sichtlich dem Erreichen des Funktionsziels beschrieben und als Systemrobust-
heit bezeichnet. Es werden Einflussfunktionen zur Bestimmung der Robustheit
rij betrachtet. Die Funktionsfähigkeit eines Systemelements wird in der Regel
über Systemparameter festgestellt. Solange sich die Werte für die Systempa-
rameter in der Nähe der vorgegebenen Sollwerte oder in vorgegebenen Tole-
ranzintervallen befinden, gilt das Systemelement als robust. Bei Systemwerten
außerhalb des Zielbereichs lässt die Robustheit des Systemelements nach.
In Abhängigkeit der aktuellen Systemrobustheit muss nun das Verhalten des
Systems an die veränderten Einsatz- und Betriebsbedingungen angepasst und
entsprechend gesteuert werden. Hierfür werden Entscheidungsmodelle auf
Grundlage der statistischen Entscheidungstheorie definiert. Ein Entscheidungs-
modell definiert für die jeweilige Situation, d.h. den vorliegenden Robustheits-
wert, die optimale Entscheidungsstrategie. Dabei ist das jeweilig angewendete
Optimalitätskriterium (siehe hierzu 5.3.1) Basis der optimalen Entscheidungs-
strategie. Ziel des Entscheidungsmodells ist es, dass das System auch bei ver-
änderten Einsatz- und Betriebsbedingungen entsprechend reagiert. Zeigt der
Systemzustand einen niedrigen Robustheitswert an, so wird auf eine Entschei-
dung nach dem Minimax-Kriterium zurückgegriffen, da in diesem Fall zurück-
haltend entschieden wird. Befindet sich die Systemrobustheit im unkritischen
Bereich, das sind Werte in der Nähe von 1, wird ein Entscheidungsmodell
mit dem Bayes-Kriterium eingesetzt. Zwischen beiden Entscheidungsmodellen
können beliebige Abstufungen erfolgen, indem die optimale Entscheidungsstra-
tegie sich der des Minimax- bzw. Bayes-Kriterium annähert.
6.2 Robustheitswert zur Verhaltensteuerung
Zur Auswahl einer optimalen Entscheidungsstrategie in Abhängigkeit des ak-
tuellen Systemzustands wird im Folgenden der Einsatz des Optimalitätskrite-
riums nach Hodges und Lehmann beschrieben.
Wie bereits im Abschnitt 5.3.1 vorgestellt, wird bei Hodges und Lehmann
ein Vertrauensparameter γ eingeführt. Dieser wird nun durch den aktuellen
Robustheitswert ri der (siehe Kapitel 4) ersetzt. Somit wird erstmals in Ab-
hängigkeit einer technischen Kennzahl, dem Robustheitswert, eine optimale
Entscheidungsstrategie ausgewählt und das Systemverhalten gesteuert.
Bei absoluter Systemrobustheit, dies entspricht einem Robustheiswert von 1,
befindet sich der aktuelle Systemzustand im Sollbereich und demnach erfolgt
der Systembetrieb unter den definierten Einsatz- und Betriebsbedingungen.
Dies wird auch als Normalbetrieb oder Normalfall bezeichnet. Hierfür ist das
Bayes-Kriterium die adäquate Entscheidungsstrategie und die sich daraus er-
gebende Bayes-Lösung die optimale Entscheidungsregel.
Ist der Systemzustand im Störbereich bei einem Robustheitswert von 0, fin-
det der Systembetrieb unter stark veränderten Einsatz- und Betriebsbedin-
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gungen statt. Dies wird als gestörter Betrieb oder auch Störfall bezeichnet.
Mit dem Hodges-Lehmann-Kriterium besteht nun die Möglichkeit, im gestör-
ten Fall nach dem Minimax-Kriterium zu entscheiden. In diesem kritischem
Systemzustand wird eine optimale Entscheidung risikoavers getroffen. Mittels
dem zurückhaltenden Entscheiden werden riskante Einzelentscheidungen ver-
mieden. So können sehr riskante Entscheidungen im gestörten Betrieb die Si-
tuation merklich verschlimmern und bis hin zur Eskalation führen (Systemzer-
störung). Der Fall, das Störereignisse der Umgebung die Einsatz- und Betriebs-
bedingungen des System negativ beeinflussen stellt in der Regel einen vorüber-
gehenden Zustand dar. Nach Beseitigung der Störung bzw. Wiederherstellung
der Systemrobusheit befindet sich das System wieder im Normalbetrieb, dh.
Normalfall, der mit Hilfe der Bayes-Lösung beschrieben wird.
Im Toleranzbereich unterliegt das System leicht gestörten Einsatz- und Be-
triebsbedingungen, so das die Funktionalität im wesentlichen erfüllt werden
kann. Eine Funktion in abgeschwächter Form ist dabei zu lässig. Dies wird als
Toleranzbetrieb bezeichnet. Hierbei erfolgt auch bei der optimalen Entschei-
dungsstrategie eine entsprechende Abstufung. Beispielsweise wird bei einem
Sinken des Robustheitswerts gegen 0 die optimale Entscheidungsstratgie an-
gepasst und nähert sich der Minimax-Lösung an.
Der Robustheitswert kann auf unterschiedliche Art und Weise als Steuerungs-
parameter eingesetzt werden. Hiermit kann die Sensitivität des Systems hin-
sichtlich Veränderungen in den definierten Einsatz- und Betriebsbedingungen
festgelegt werden. Nachfolgend sind mögliche Ansätze vorgestellt.
• für γ = Ri gelte:
Bei einem Robustheitswert von 0 liegt keine Robustheit vor, da das Sys-
tem schwerwiegend gestört ist. Das heißt beispielsweise im konkreten Fall
der Roboternavigation, dass dieser blind ohne die Natur zu beobachten
entscheiden muss. Somit werden alle Entscheidungen nach dem Minimax-
Kriterium getroffen. Es wird sich risikoavers verhalten da alle Entschei-
dungen unter Ungewißheit vorgenommen werden müssen. Durch dieses
zurückhaltendes und vorsichtiges Entscheiden werden riskante Einzelent-
scheidungen vermieden. Dieser Systemzustand sollte nur eine bestimme
Zeit andauern, bis eine minimale Systemrobustheit wiederhergestellt ist
oder das System komplett angehalten wird, um großen Schaden oder
Gefährdungen zu verhindern. Das System ist absolut robust bei einem
Robustheitswert gleich 1. Alle Entscheidungen werden nach dem Bayes-
Kriterium getroffen. Die Abbildung 6.1 zeigt γ = Ri.
• für γ = 0 . . . 1 gelte Ri : 0, 5 . . . 1:
γ
{
2Ri für 0 ≤ R ≤ 0, 5
1 für 0, 5 ≤ R ≤ 1 (6.1)
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Abbildung 6.1: Robustheitswerte entsprechen dem Vertrauensparameter
Bei dieser Annahme wird bereits bei einem Robustheitswert von 0,5 das
Minimax-Kriterium angewendet. In diesem Fall erfolgt sehr frühzeitig bei
Sinkendem Robutsheitswert risikoaverses und damit vorsichtiges System-
verhalten.
Eine Verringerung der Systemrobustheit um die Hälfte führt schon zu
Entscheidungen unter der Annahme von Ungewißheit mittels Minimax-
Lösung, dass zeigt auch Abbildung 6.2. Dieser Ansatz ist insbesondere
bei sicherheitskritischen Systemen von Interesse. Diese Systeme müssen
sehr sensibel auf Änderungen hinsichtlich der Einsatz- und Betriebsbe-
dingungen reagieren.
10, 5 Ri
1
γ
Abbildung 6.2: Funktion für risikoaverse Situationen
• für γ = 0 . . . 1 gelte Ri : 0, 25 . . . 0, 75
γ
⎧⎪⎨
⎪⎩
0 für 0 ≤ R ≤ 0, 25
2Ri − 0, 5 für 0, 25 < R ≤ 0, 75
1 für 0, 75 < R ≤ 1
(6.2)
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In diesem Fall werden auch noch bei einem reduzierten Robustheitswert
von 0,75 Entscheidungen nach dem Bayes-Kriterium getroffen. Dem ent-
sprechend gibt es für den entgegengesetzten Fall einen Sicherheitsauf-
schlag, so dass bereits bei einem Robustheitswert von 0,25 alle Entschei-
dungen unter der Annahme Ungewißheit getroffen werden und somit
nach dem Minimax-Kriterium erfolgen.
Damit wird eine Erweiterung des Soll- und Störbereichs erreicht, wie in
der Abbildung 6.3 dargestellt ist. Die Bereiche haben folgende Bedeu-
tung:
– Sollbereich: normale Betriebs- bzw. Einsatzbedingungen und die
Funktionalität wird vollständig erfüllt
– Toleranzbereich: geringe Störungen hinsichtlich der Betriebs- bzw.
Einsatzbedingungen, dabei ist die Funktionalität eingeschränkte aber
für die Erfüllung des Systemziels hinreichend
– Störbereich: stark veränderte Einsatz- bzw. Betriebsbedingungen,
das Sytem ist gestört und kann die Funktion nicht erfüllen
Aufgrund der Erweiterung des Soll- und Störbereichs reagieren die Sys-
teme nun sensibel auf größere Änderungen der Einsatz- und Betriebsbe-
dingungen und geringfügige negative Einflüsse mit Auswirkungen auf die
Solleinsatzbedingungen werden dagegen toleriert.
10, 5 Ri
1
γ
Abbildung 6.3: Funktion für Erweiterung Soll- und Störbereich
6.3 Zusammenfassung
Mit dem entwickelten Robustheitsmaß erfolgt die Bewertung des Systemzu-
stands in Hinblick auf die Robustheit des Systems für das Erreichen des Funk-
tionsziels. Daher kann in Abhängigkeit vom aktuellen Robustheitswert das
Verhalten des Systems gesteuert werden. Hierfür werden nun Entscheidungs-
modelle angewendet, die auf Grundlage der statistischen Entscheidungstheorie
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beruhen.
In diesem Kapitel wird insbesondere der Einsatz des Optimalitätskriteriums
nach Hodges und Lehmann als Entscheidungsmodell beschrieben. Der bei die-
sem Kriterium notwendige Vertrauensparameter wird durch den aktuellen Ro-
bustheitswert ersetzt. Daher kann in Abhängigkeit einer technischen Kennzahl,
dem Robustheitswert, eine optimale Entscheidungsstrategie ausgewählt und
das Systemverhalten gesteuert werden.
Der Robustheitswert kann durch unterschiedliche Varianten als Steuerungs-
parameter eingesetzt werden. Diese werden in diesem Kapitel vorgestellt und
beschrieben. Damit kann die Sensitivität des Systems hinsichtlich Veränderun-
gen in den definierten Einsatz- und Betriebsbedingungen festgelegt werden.
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Kapitel 7
Fallstudie
Es wird ein gegebenes System mit einem bestimmten Funktionsziel analysiert
und bewertet inwieweit es robust gegenüber Störungen der Einsatzbedingun-
gen, insbesondere Störereignisse der Umgebung, reagiert und folglich das Funk-
tionsziel erfüllt. Die Systembetrachtung erfolgt zur Laufzeit, also im Betrieb
des Systems. Folglich liegt ein vorgegebenes System mit einer definierten Struk-
tur vor. Diese wird weder beeinflusst noch verändert, da kein Eingriff in den
Entwurf des Systems durchgeführt wird. Mit der Fallstudie wird exemplarisch
gezeigt, dass in Abhängigkeit vom aktuellen Systemzustand, dem Robustheits-
maß, das Systemverhalten nach dem statistischen entscheidungstheoretischen
Ansatz gesteuert wird. So erfolgt eine situationsgerechte Reaktion des Systems
auf veränderte Einsatz- und Betriebsbedingungen.
Der entwickelte Ansatz zur entscheidungstheoretischen Steuerung von System-
verhalten in Abhängigkeit vom aktuellen Robustheitszustand des Systems wird
beispielhaft auf die Navigation mobiler Roboter übertragen. Im Rahmen der
Fallstudie wird zielgerichtete und kollisionsfreie Bewegung eines mobilen Ro-
boter in einer Umgebung mit Störereignissen analysiert.
7.1 Beschreibung der Fallstudie
Mit diesem Abschnitt werden grundlegende Aspekte der Fallstudie beschrie-
ben. Zunächst erfolgt eine allgemeine Einführung in mobile Robotersysteme
insbesondere unter dem Gesichtspunkt der Navigation und allen damit in Ver-
bindung stehenden Zusammenhängen, wie Positionsbestimmung, Hinderniser-
fassung und -erkennung sowie der Kollisionsvermeidung.
Die Fallstudie betrachtet die zielgerichtete und kollisionsfreie Bewegung eines
mobilen Roboter in einer Umgebung mit Störereignissen. Wesentliche Elemen-
te dabei sind die Fortbewegung, (visuelle) Wahrnehmung, Lokalisierung und
Navigation. Dabei ist die (visuelle) Wahrnehmung Voraussetzung für die Navi-
gation, welche weiter in Wegplanung und Kollisionsvermeidung zur Erfüllung
der Zielerreichung unterschieden werden kann [6], [115].
Im Rahmen der Fallstudie liegt der Schwerpunkt im Bereich der Kollisions-
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vermeidung. Es werden vorrangig aktuelle Sensordaten zur Laufzeit ausgewer-
tet und zur Bestimmung der aktuellen Route, insbesondere bei auftretenden
Hindernissen, herangezogen [36] [112]. Es wird sich auf die lokale Betrachtung
konzentriert. Lediglich bei Auswahl der optimalen Entscheidungsstrategie nach
dem Bayes-Kriterium wird eine a-priori Wahrscheinlichkeitsverteilung für die
möglichen Hindernisse angenommen. Hiermit wir dem Aspekt Rechnung ge-
tragen, dass der Entscheider generell das Bedürfnis hat die Ungewißheit zu
reduzieren, wenn auch nur partiell. Es sollen so viele Informationen wie mög-
lich über den Entscheidungsraum einbezogen werden [84]. Beispielsweise kann
so über die a-priori Verteilung eingebracht werden, wenn es sich vorrangig um
ein steiniges Einsatzgelände für den mobilen Roboter handelt. Im übrigen wird
die Wegplanung anhand globaler Kenntnisse nicht weiter berücksichtigt.
Die (visuelle) Wahrnehmung als Voraussetzung zur Kollisionsvermeidung kann
in Hinderniserfassung und Hinderniserkennung unterschieden werden. Im Rah-
men der Hinderniserfassung erfolgt die ständige Überwachung der Umgebung,
um frühzeitig auf Hindernisse in der Fahrtroute zu reagieren. Dabei müssen
die Sensordaten in Echtzeit verarbeitet werden, um die Hinderniserkennung in
Abhängigkeit der Robotergeschwindigkeit und die Entscheidungsfindung mit
Umsetzung hinsichtlich der Ausweichstrategie bzw. Entscheidungsstrategie zu
gewährleisten. Eine berührungslose Erkennung der Hindernisse kann mittels
bildverarbeitenden oder entfernungsgebenden Sensoren durchgeführt werden.
Grundsätzlich ist es Ziel und Aufgabe der Hinderniserkennung, die Existenz ei-
ner Vielzahl von Objekten zu erkennen. Dies erfordert keine hohe Genauigkeit
der Sensoren, aber ein weites (Sensor-)Blickfeld [69]. Ziel der Kollisionsver-
meidung dagegen ist es, sich für die richtige Ausweichstrategie zu entschei-
den. Hierfür müssen die Sensoren genaue Informationen liefern was ein kleines
(Sensor-)Blickfeld realisiert.
Roboter Zur Umsetzung der primären Aufgabe der Navigation verfügen mo-
bile Robotersysteme über wesentliche Merkmale, die im Folgenden erläutert
werden [69]:
• Mobilität Für die Gewährleistung der Mobilität des Roboters in typi-
schen Umgebungen sind eine kompakte Bauweise und eine unabhängige
Energieversorgung Voraussetzung. Zur Realisierung der Fortbewegung
können unter anderem Räder, Ketten, Füße, Saugnäpfe oder Schwimm-
hilfen zum Einsatz kommen.
• Kommunikation Zur Kommunikation zwischen Mensch und Roboter,
weiteren Robotern aber auch zwischen Roboter und anderen Maschinen
müssen Schnittstellen vorhanden sein, um die Informationsübermittlung
sicherzustellen.
• Sensorik Wechselwirkungen des Roboters mit seiner Umgebung wie bei-
spielsweise Änderungen in der Umgebung oder auch Zustandsänderun-
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gen des Roboters werden mit Sensoren erfasst. Dabei ist das Zusam-
menwirken verschiedener Einheiten zur Erfassung und einer effizienten
Verarbeitung insbesondere bei der Bewegung in unbekanntem Gebiet,
der Kollisionsvermeidung und der Objekterkennung, von Bedeutung.
• Aktorik Die Aktorik ist entsprechend der eingesetzten Aufgabe ausge-
richtet. So sind für Aufgaben im Transport-, Bearbeitungs- oder Über-
wachungsbereich entsprechende zusätzliche Aktoren wie Greifer, Arme,
Hände oder Kamera möglich. Der Einsatz solcher Aktoren ist bereits
bei Industrierobotern in der Fertigungstechnik hinsichtlich Effizienz und
Wirtschaftlichkeit erprobt.
Für den Aufbau des Anwendungsbeispiels wurde der mobile Roboter, Robo-
tino, eine Roboterplattform von Festo Dictac1, insbesondere zum Einsatz in
Lehre und Forschung an Universitäten und Schulen geeignet, herangezogen.
Die Abbildung 7.1 zeigt den Robotino. Den Robotino, mit runder Bauform,
steuert ein PC im PC/104-Format, welcher über eine CPU mit 1GHz und
einem Arbeitsspeicher von 256 MB verfügt. Auf einer CompactFlash-Karte
werden Betriebssystem, Programme und Anwenderdaten gespeichert. Für die
Programmierung des Robotino kann C oder RobotinoView2 genutzt werden.
Die API3 für C kann mittels verfügbarer Adapter auch zur Programmierung
in Sprachen wie C++, Java oder C# genutzt werden. Weitere Schnittstellen
sind für Mathlab, LabView und Webservices vorhanden [88].
Zur Sicherstellung der Mobilität steht ein Omnidirektionalantrieb [87] mit
Abbildung 7.1: realer Robotino und Abbild im Simulator mit Gesichtsfeldern
der Sensoren
1www.festo-didactic.com
2Hierbei handelt es sich um eine “Programmierung“ in einer grafischen Umgebung anhand
abstrakter Funktionsblöcke.
3Application Programming Interface - Programmierschnittstelle
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drei Rädern, unabhängig über einzelne Motoren steuerbar, zur Verfügung. Die
Anordnung der Räder in einem Winkel von 120◦ um die Mittelachse ermög-
licht eine Bewegung in beliebige Richtung ohne das es einer Drehung bedarf.
Ebenfalls ist durch dieses Antriebskonzept eine Drehung des Roboters, auch
während der Fahrt, gewährleistet.
Ziel und Aufgabe der Sensorik ist es unter anderem zielgerichtete und kollisi-
onsfreie Navigation zu ermöglichen. Hierzu ist die berührungslose Hinderniser-
fassung und-erkennung zur Vermeidung von Kollisionen und auch die Positions-
bestimmung notwendig. Als entfernungsgebende Sensoren stehen standardmä-
ßig neun ringförmig in 40◦ Schritten angeordnete Infrarotreflexlichtschranken
zur Verfügung. Diese besitzen eine Reichweite von bis zu einem Meter bei einer
Genauigkeit von 1-10 cm je nach Bereich (Nah- und Fernbereich). Der Ausbrei-
tungswinkel beträgt nur 2◦ und führt aufgrund der geringen Spannweite zum
Problem des toten Winkel zwischen den Sensoren. Im Worst case hat dies eine
Nichterkennung von Hindernissen zur Folge. Mit einer Sensorerweiterung, die
aufgrund der modular und erweiterbar aufgebauten Roboterplattform einfach
möglich ist, kann diesem Problem begegnet werden. So können beispielsweise
Ultraschallsensoren mit einem größeren Ausbreitungswinkel, von bis zu 80◦ er-
gänzt werden. Somit wird ein breiteres Sensorblickfeld bereitgestellt und dem
Problem des toten Winkel entgegengewirkt.
Als bildgebende Sensorik wird eine USB-Kamera eingesetzt. Diese verfügt über
einen VGA-CMOS-Bildsensor, welcher eine Auflösung von bis zu 640 * 480 Pi-
xeln und ein Sichtfeld von 45−55◦ unterstützt. Da der Boden vor dem Robotino
relevant ist und gut einsehbar sein muss, ist die Kamera in einem passenden
Winkel zum Boden angebracht.
Die Positionsbestimmung bei mobilen Robotersystemen kann über das mit
Sensoren ausgestattete Antriebssystem erfolgen. Die Sensoren messen dabei
die Fahrstrecke und -richtung. Aufgrund der bekannten Startposition erfolgt
nach jeder Bewegung die Berechnung der neuen Position. Nachteilig dabei ist
die Kumulation der Positionsfehler. So ist der Robotino serienmäßig mit einem
Odometriesensor, der die Anzahl der Radumdrehungen zur Positionsbestim-
mung nutzt, ausgestattet. Ein weiterer Nachteil dieser Methode ist die ho-
he Fehleranfälligkeit beispielsweise bei ungünstiger Bodenbeschaffenheit (Un-
ebenheit, Schlupf). Alternativ kann der Robotino zur Positionsbestimmung
mit dem Sensor einer handelsüblichen optischen Computermaus ausgestattet
werden. Dabei erfolgt die direkte Erfassung der Translation. Werden zwei die-
ser Sensoren eingesetzt kann zusätzlich die Rotation aus deren Messwerten
berechnet werden. Hiermit kann eine sehr hohe Genauigkeit bei einfacher An-
steuerung der Sensoren erzielt werden [88].
Weitere prinzipielle Verfahren zur Positionsbestimmung, aber im Rahmen die-
ser Fallstudie nicht weiter berücksichtigte, für mobile Robotersysteme sind
die absolute Positionsmessung und die relative Methode. Die absolute Positi-
on wird dem Roboter über künstliche Markierungen in der Einsatzumgebung,
den sogenannten Landmarken, vorgegeben, da diese als externe Referenzpunk-
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te zur Roboterorientierung gelten. Im Gegensatz dazu wählt der Roboter bei
der relativen Methode sich selbst Objekte aus, die als seine eigenen Ortsrefe-
renzen betrachtet werden. Hierfür zeichnen sich gut sichtbare oder charakte-
ristische Merkmale wie Säulen, Decken oder Fahrbahnmarkierungen (Mittel-
streifen) aus. Weitere verfügbare, hier aber nicht näher betrachtete, Sensoren
des Robotino sind ein Induktionsmesser, zwei zusätzliche Reflexlichtschranken
und ein Berührungssensor.
Die konkrete Umsetzung der Navigation erfolgt durch das Prinzip der Koppel-
navigation. Ausgehend von der Startposition wird mittels des internen Sensors
beim Antrieb (Radsensor) der Standort des Roboters permanent berechnet. Im
Vergleich zu diesem Verfahren gibt es weitere Navigationsmöglichkeiten. Bei
der terrestrischen Navigation erfolgt die Sichtpeilung der Landmarken und bei
der Funknavigation wird der Standort über Funksender ermittelt. Bekanntestes
Beispiel hierfür ist GPS, allerdings bisher noch nicht problemlos in geschlosse-
nen Räumen einsetzbar.
Umwelt Der mobile Roboter navigiert in einer für ihn unbekannten Umwelt.
Diese enthält zum einen Hindernisse und des weiteren veränderliche Rahmen-
bedingungen. So können physikalische Größen wie die Lichtintensität, Tempe-
ratur, magnetische Felder uvm. zu Schwankungen und Beeinträchtigungen der
Betriebsbedingungen des Roboters führen. Eine abnehmende Lichtintensität
kann beispielsweise negative Auswirkungen auf die bildgebende Sensordaten-
erfassung haben. In der Umgebung befinden sich verschiedene Hindernisse,
welche zu einer steigenden Kollisionsgefahr führen können. Als Hindernis wird
ein Objekt im den Roboter umgebenden Territorium bezeichnet. Diese haben
grundsätzlich Auswirkungen auf den Roboter und seine Mobilität.
Die Hindernisse können in zwei Klassen unterschieden werden. Das sind zum
einen räumlich erscheinende Behinderungen, sogenannte Barrieren, wie Wän-
de, Baum, Stein, Boxen uvm. Diese sind grundsätzlich mit entfernungsgeben-
den Sensoren erfass- und erkennbar. Weiterhin gibt es noch “überfahrbare“
Hindernisse. Das sind beispielsweise Brücken, leichte Erdwälle, Bodenwellen
und so weiter und werden allgemein als überwindbare Hindernisse bezeich-
net. Generell erfolgt die Bezeichnung als Hindernis, da die Fahrt des Roboter
mit den anfänglich festgelegten Parametern wie der Ausgangsgeschwindigkeit
nicht fortgesetzt werden kann. Es muss eine Anpassung der Fahreigenschaften
erfolgen, beispielsweise Reduzierung der Geschwindigkeit bei einer Bodenwelle
da Beschädigung oder Festfahren des Roboters möglich ist. Die Erfassung und
Erkennung der überwindbaren Hindernisse ist in der Regel mit bildgebender
Sensorik möglich.
Aktionen Auf jeden Zustand der Umwelt, ein Hindernis im Sinne von Störer-
eignissen, kann der Roboter mit einer Aktion reagieren. Es liegt eine Menge
an möglichen Aktionen für den Roboter vor, mit denen dieser auf ein Stö-
rereignis reagieren kann. Beispiele für derartige Aktionen, als Reaktion auf
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plötzlich auftretende Hindernisse, sind: mit Ausgangsgeschwindigkeit weiter-
fahren, Reduzierung der Geschwindigkeit und Fahrt fortsetzten, Reduzierung
der Geschwindigkeit und kein Richtungswechsel, Ausweichen mit Ausgangsge-
schwindigkeit, mit Sicherheitsabstand am Hindernis entlang fahren oder Fahrt
unterbrechen und Unterstützung anfordern.
Wie anhand der aufgelisteten Aktionen zu erkennen, sind diese immer mit Aus-
wirkungen auf die aktuelle Fahrt des Roboters verbunden. So muss der Robo-
ter angemessen auf plötzlich auftretende Hindernisse während seiner Fahrt zum
Ziel reagieren. Es muss eine für das Hindernis entsprechend optimale Entschei-
dungsstrategie gewählt werden. Bei einem plötzlich auftretenden Stein sollte
der Roboter diesen umfahren, dagegen stellt bei einer Bodenwelle die optimale
Wahl das langsame Durchfahren dar. Nachstehend sind denkbare Hindernis-
se und dazugehörige optimale Aktionen aufgeführt: bei geschlossener Wand
Stopp und Hilfe anfordern, eine Brücke langsam gerade aus überqueren und in
einer Sackgasse voran tasten.
Ferner muss auf sich plötzlich ändernde Einsatz- und Betriebsbedingungen
mit angepasstem Entscheidungsverhalten reagiert werden. Durch Wahl einer
vorsichtigeren Entscheidungsstrategie kann diese neuartige Situation bewäl-
tigt werden und zur Sicherstellung der Systemrobustheit beitragen. So muss
beispielsweise die Entscheidungsstrategie angepasst werden bei abnehmender
Helligkeit bei einem auf Tagfahrten ausgelegtem kamerabasiertem Sensorsys-
tem. Die Robustheit sinkt mit zunehmendem Einfluss auf den Systemparame-
ter kamerabasierte Hinderniserkennung und es muss auf das Hindernis Stein
vorsichtig reagiert werden. Ist es hell wird der Stein umfahren und bei Ver-
schlechterung der Lichtverhältnisse durch Dunkelheit ist die beste Entschei-
dung die Fahrt zu unterbrechen und Unterstützung anzufordern.
Von der Art des Hindernisses und die damit einhergehende Reaktion ist die
weitere Fahrt des Roboters abhängig. Es entsteht ein Verlust, wenn der Ro-
boter mit einer Aktion auf ein vorliegendes Störereignis der Umwelt reagiert.
Der Verlust kann in monetären Einheiten oder einer Kombination aus verschie-
denen Parametern wie Geldeinheiten oder Zeit gemessen werden. Generell ist
die Bewertung hinsichtlich des entstehenden Verlusts die subjektive Meinung
eines Experten [123].
7.2 Implementierung der Methodik
In diesem Abschnitt wird die Implementierung des statistischen entscheidungs-
theoretischen Ansatzes zur Steuerung des Systemverhalten bei Veränderung
der Robustheit des Systems mittels eines Simulators für die zielgerichtete und
kollisionsfreie mobile Roboterbewegung in einer unbekannten Umwelt mit Hin-
dernissen gezeigt. Die Umsetzung des Simulators erfolgt in einer eigenständi-
gen Software ARoTech (Analysetool für Robustheitstechniken). Das Werk-
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zeug dient der modellhaften Abbildung des realen Systems Robotino4 in einer
unbekannten Umwelt in einer Simulationsumgebung. Damit ist eine effiziente
Analyse und schnelle sowie einfache Umsetzung von verschiedenen Variationen
möglich. Es kann ein exaktes Modell des Roboters und der Umwelt abgebildet
werden. Somit werden Ungenauigkeiten, Messfehler beispielsweise der Senso-
ren und andere Randeffekte ausgeschlossen und ausschließlich die Funktions-
und Wirkungsweise der entwickelten Methode gezeigt. Die Konzeption der Si-
mulatorsoftware ARoTech erfolgte so, dass neben dem statistischen Entschei-
dungsansatz weitere Algorithmen zur Kollisionsvermeidung, anhand definierter
Schnittstellen einfach und schnell implementiert werden können. Das Simula-
tionswerkzeug ARoTech ist so nach dem Konzept Model-View-Controller auf-
gebaut. Weitere Informationen zu diesem Entwurfsmuster findet sich bei [39].
Für die Umsetzung der Simulation in ARoTech sowie der anschließenden Aus-
wertung sind verschiedene Annahmen relevant. Ziel ist es eine kollisionsfreie
und zielgerichtete Bewegung eines Roboters in einer unbekannten Umgebung
zu zeigen. Dabei verfügt der Roboter nur über seine aktuellen Sensorwerte zur
Wahrnehmung seiner Umwelt. Er besitzt kein globales Wissen beispielsweise
durch eine Weltkarte. Weiterhin soll keine Optimierung in Hinblick auf mini-
male Fahrtzeit oder auch minimale Bewegungsstrecke erfolgen.
Die Anwendung beinhaltet drei grundlegende Komponenten Projekte, Umwelt
und die Simulation. Ein Projekt verbindet eine Umwelt mit Simulationseinstel-
lungen und den daraus folgenden Ergebnissen nach Durchführung der Simula-
tion. Die Unterscheidung in Projekte ermöglicht es, eine angelegte Umwelt in
verschiedenen Projekten mit unterschiedlichen Simulationseinstellungen anzu-
wenden. Der Simulator wird über eine grafische Benutzeroberfläche bedient.
Die GUI unterteilt sich in mehrere Bereiche:
• Im obersten Fensterbereich befindet sich das Menü. Hiermit werden grund-
legende Funktionalitäten wie das Anlegen neuer Projekte oder Umwel-
ten, Löschen oder Schließen bereit gestellt. Häufig benötigte Funktionen
wie beispielsweise Anlegen oder Löschen einer Umwelt, Starten einer Si-
mulation usw. werden als Symbol in einer Toolbar extra angezeigt und
ermöglichen so einen schnellen Zugriff auf die Funktion.
• Den Hauptbereich bildet das Arbeitsfenster, wo die Umwelt mit Hin-
dernissen dem Roboter, Zielpunkt und letztlich die simulierte Roboter-
bewegung darstellt werden. Dabei gibt ein Koordinatenkreuz sowie eine
Skala Informationen zu den Koordinaten. Es können mehrere Dateien
gleichzeitig geöffnet werden, da diese in getrennten Karteikarten im Ar-
beitsbereich angezeigt werden.
4Festo Didactic bietet mit RobotinoSIM einen Simulator für den Robotino. Dieser wird
nicht verwendet, da die Eigenentwicklung umfassendere Eingriffe in die Software und spe-
zielle Umsetzungen erlaubt. So ist es beispielsweise nicht möglich Sensorerweiterung in der
RobotinoSIM-Umgebung zu integrieren.
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• Links sind vom Nutzer angelegte und gespeicherte Projekte, Umwelten
und Simulationsergebnisse auswählbar.
• Im unteren Bereich sind Logging-Informationen zu finden.
Die Abbildung 7.2 zeigt ein Beispiel einer Umwelt mit einem quadratischem
Hindernis sowie Ziel und Roboter. Im Arbeitsfenster mit Umweltmodus können
beliebig Hindernisse durch die entsprechenden Symbole in der Toolbar oder
einfachen Rechtsklick im Arbeitsfenster angelegt werden. Zur Auswahl stehen
die geometrischen Formen Rechteck und Kreis. Diese können zu komplexen
Hindernissen zusammengefügt werden.
Abbildung 7.2: ARoTech Oberfläche mit quadratischem Hindernis, Robert und
Ziel
Mit der Maus lassen sich die Objekte in beliebige Position ziehen und durch
Rechtsklick auf das Objekt öffnet sich ein Kontextmenü. Hiermit lassen sich
Einstellungen wie Name, Höhe, Breite oder Radius verändern. Der Roboter
kann in der Umwelt in gleicher Weise wie Hindernisse erstellt werden. Dabei
entspricht der simulierte Roboter in Form und Größe sowie der Sensorausstat-
tung dem bereits in Abschnitt 7.1 vorgestellten Robotino.
Das Anlegen eines Projektes, mit beliebig wählbarem Namen, ist Vorausset-
zung um eine Simulation mit entsprechenden Vorgaben und Parametern zu
erstellen. Befindet man sich im Modus der Simulationsumgebung erscheint im
Arbeitsfenster die gewählte Umwelt mit ihrem definiertem Aussehen. Alle Ob-
jekte, d.h. Hindernisse und Ziel sind deaktiviert und können folglich nicht mehr
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bearbeitet und bewegt werden. Damit wird ermöglicht, dass eine Umwelt für
mehrere Simulationseinstellungen benutzt werden kann und eine gleiche Ba-
sis für denkbare Vergleiche benutzt wird. Mit Rechtsklick auf den Roboter
öffnet sich ein Kontextmenü bestehend aus zwei Reitern. Im Reiter mit der
Bezeichnung Methode erfolgt die Auswahl der in der Simulation zur Anwen-
dung kommenden Methode zur Kollisionsvermeidung. Dabei sind entsprechend
der ausgewählten Methode verschiedene Parameter einstellbar. Für den statis-
tischen Entscheidungsansatz, im ARoTech-Werkzeug als Statdec (Abkürzung
für Statistical Decision) bezeichnet, kann zum Beispiel neben der Auswahl des
Optimalitätskriteriums beispielsweise auch die Verlustfunktion angepasst und
verändert werden, wie die Abbildung 7.3 zeigt.
Abbildung 7.3: ARoTech Oberfläche mit geöffnetem Kontextmenü zum statis-
tischen Entscheidungsansatz Statdec
Zur Durchführung der Simulation stehen ebenfalls Start-Symbole in der
Toolbar zur Verfügung. Es kann zwischen automatisierten oder einmaligen Si-
mulationsdurchläufen gewählt werden. Eine automatisierte Simulationsdurch-
führung ermöglicht die einfache Einstellung mehrere Durchläufe nacheinander
automatisch ablaufen zu lassen oder einen definierten Abbruch nach einer frei
einstellbaren Simulationsdauer zu bestimmen. Beim Start eines einmaligen Si-
mulationsdurchlauf können ebenfalls verschiedene Parameter wie Anzahl der
Kollisionen, Entfernung zum Ziel die während der Simulation aufgezeichnet
werden oder spezielle Abbruchkriterien bestimmt werden.
Die aufgezeichneten und gespeicherten Simulationsergebnisse können anschlie-
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ßende analysiert und ausgewertet werden. Hierzu stehen neben Tabellen mit
den aufgezeichneten Werten und Diagramme auch eine Animation der Robo-
terbewegung zur Verfügung. Die Abbildung 7.4 zeigt die Fahrtrouten von drei
durchgeführten Simulationsdurchgängen.
Abbildung 7.4: ARoTech Oberfläche mit Anzeige zurückgelegter Roboter Fahr-
trouten
7.3 Ergebnisse
In diesem Abschnitt werden die Ergebnisse der Anwendung der statistischen
Entscheidungstheorie zur Steuerung eines mobilen Roboters in einer Umwelt
mit Hindernissen im Simulator ARoTech präsentiert. Es wurden die vorgestell-
ten und formal beschriebenen Optimalitätskriterien Minimax und Bayes sowie
Hodges und Lehmann zur Auswahl der optimalen Entscheidungsstratgie ein-
gesetzt.
Der entwickelte Ansatz mit Anwendung der statistischen Entscheidungstheo-
rie zur situationsgerechten Steuerung des Systemverhalten legt generell kei-
ne konkreten Aktionen zur Reaktion auf Störereignisse fest. Die spezifische
Implementierung ist an die jeweilige Applikation oder das System selbst an-
gepasst. Bei dem in der Fallstudie betrachteten mobilen Robotersystem sind
das beispielsweise die Fähigkeiten des Roboters hinsichtlich Sensorik oder die
bestehenden Einsatzszenarien. Für die folgenden Evaluierungsuntersuchungen
sind die Aktionen Ausweichen, Überfahren, Ziel ansteuern (normal Fahrt fort-
setzen) und Stop umgesetzt, als Reaktion auf die im Simulator eingesetzten
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Hindernisse Wand, Brücke und kein Hindernis. Die Aktionen sind in Tabelle
7.1 mit den entsprechenden Auswirkungen in der Fortbewegung des Roboters
aufgeführt.
Aktion Bedeutung
Ausweichen
Fahrt am Hindernis entlang mit verminderter Geschwindigkeit
Annäherung an Hindernis ≤ Umkehrabstand 0,3 m
dann Entfernung vom Hindernis
Überfahren
Frontseite Roboter zeigt Richtung Ziel
geradeaus Fahrt mit reduzierter Geschwindigkeit
Ziel
ansteuern
Frontseite Roboter zeigt Richtung Ziel
normale Geschwindigkeit
Stop Algorithmus wird beendet
Tabelle 7.1: Inhalt der implementierten Aktionen
Für die Simulationsdurchläufe und Szenarien sind unterschiedliche Para-
meter zu definieren. So muss die Robotergeschwindigkeit mit den Variablen
Fortbewegung und Rotation gesetzt werden. Hierfür werden in Anlehnung an
den realen Robotino und dessen ideale Geschwindigkeitsparamter entsprechen-
de Werte verwendet und nicht verändert. So beträgt die Geschwindigkeit für
normale Fahrt 0,2 m/s und die reduzierte Geschwindigkeit bei der Brücken-
überfahrt 0,1 m/s.
Voraussetzung für den Einsatz der statistischen Entscheidungstheorie ist die
Bestimmung einer Verlustfunktion und die Wahrscheinlichkeitsfunktion da-
für, dass bei Vorliegen eines Hindernisses über die Sensorik auch der Hinweis
auf dieses Hindernis geliefert wird. Für das Bayes-Kriterium ist des weiteren
die Wahrscheinlichkeit für das Auftreten von Hindernissen, die a-priori Wahr-
scheinlichkeit, anzugeben. Es sollen möglichst alle maximal zur Verfügung ste-
henden Informationen in die Entscheidungsfindung einbezogen werden. So wird
beispielsweise mittels der a-priori Wahrscheinlichkeit angegeben, wenn bekannt
ist, dass es sich um eine hindernisfreie oder steinige Landschaft handelt.
Darüber hinaus können durch Experimente statistische Informationen gewon-
nen werden. Für das Anwendungsbeispiel mobile Roboter wurden beispielhaft
die Wahrscheinlichkeiten für die Beobachtung der Hindernisse experimentell
ermittelt.
7.3.1 Anwendung Minimax- und Bayes-Kriterium
Die für diesen Fall verwendeten Parameter sind in der Tabelle 7.2 in der Rei-
henfolge Verlustfunktion, Wahrscheinlichkeitsfunktion für die Beobachtungs-
größen und die a-priori Wahrscheinlichkeit abgebildet.
Die Verlustfunktion wird über die abgebildete Verlusttabelle definiert. Dabei
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zeigt die Verlusttabelle in übersichtlicher Form dem Entscheider die Konse-
quenz seiner Entscheidung in Abhängigkeit des Zustands der Natur auf. Der
entstehende Verlust ist tendenziell klein, wenn eine zum Hindernis passen-
de Aktion erfolgt. Dagegen ist der Verlust groß falls sich der Roboter in der
Reaktion vergreift. Die Bewertung des Verlusts kann durch unterschiedliche
Parameter erfolgen. Wie die Verlusttabelle in der Tabelle 7.2 zeigt, erleidet
der Roboter einen Verlust von 50 Einheiten, wenn dieser bei einer Wand die
Aktion normal weiterfahren wählt. Dies können zum einen 50 Zeiteinheiten
sein, die notwendig sind, um den Roboter zu reparieren oder 50 Geldeinheiten
müssen aufgebracht werden um den Schaden am Roboter zu beheben. Für die
weiteren Betrachtungen zum Verlust sollen darunter Zeiteinheiten verstanden
werden.
Erfolgt bei keinem Hindernis die Aktion Stop, so bedeutet das, dass 3,5 Zeit-
einheit Verlust entstehen, da nicht die passende Aktion für den vorliegenden
Zustand der Natur gewählt wurde. Wird dagegen für ein Hindernis die opti-
male Aktion gewählt so ergibt sich kein Verlust. So ist das Überfahren einer
Brücke als eine optimale Aktion definiert.
Funktion θ1 θ2 θ3
Brücke Wand Nichts
Verlust
Ausweichen 5,00 0,00 5,00
Überfahren 0,00 15,00 5,00
Normal 15,00 50,00 0,00
Stop 3,50 3,50 3,50
Beobach-
tungen
Pθ1 0,70 0,20 0,10
Pθ2 0,15 0,80 0,05
Pθ3 0,05 0,05 0,90
a-prior qi 0,15 0,05 0,8
Tabelle 7.2: verwendete Parameter für Anwendung Mininmax- und Bayes-
Kriterium
Der mit Sensoren ausgestattete Roboter hat die Möglichkeit die Natur vor
seiner Entscheidung zu beobachten und in den Entscheidungsprozess einzu-
beziehen. Mittels der Sensoren kann der Roboter die Zufallsgröße Brücke θ1,
Wand θ2 oder Nichts θ3, beobachten. Die Verteilung der Zufallsgröße ist vom
unbekannten Zustand θ ∈ Θ der Natur abhängig und liefert Hinweise auf den
vorliegenden Zustand der Natur. So ist Pθ1 die Wahrscheinlichkeit dafür, dass
bei Vorliegen des Hindernisses Brücke über das Sensorsystem ein Hinweis auf
das Hindernis Brücke erfolgt und beträgt 70%. Mit einer Wahrscheinlichkeit
von 20% wird ein Hinweis auf eine Wand und mit 10%iger Wahrscheinlichkeit
wird ein Hinweis auf kein Hindernis gegeben, obwohl tatsächlich eine Brücke
vorliegt. Weiterhin ist ersichtlich, dass bei dem Hindernis Wand (θ2) mit einer
Wahrscheinlichkeit von 80 % auch ein Hinweis auf eine Wand mittels des Sen-
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sorsystem geliefert wird. Mit 15 %iger Wahrscheinlichkeit wird bei einer Wand
ein Hinweis auf eine Brücke gegeben und mit 5 %iger Wahrscheinlichkeit auf
kein Hindernis. Somit entscheidet der Roboter nun beobachtungsabhängig. Er
wählt seine Aktionen nicht blind, sondern in Abhängigkeit der vorliegenden
Beobachtung. Jeder Beobachtungsgröße wird nun über eine Entscheidungsre-
gel eine Aktion zugeordnet.
In der Parameterübersicht 7.2 ist weiterhin noch die a-prior Wahrscheinlich-
keitsverteilung für die Hindernisse angegeben. Für das Bayes-Kriterium wird
angenommen das für die in der Natur auftretenden Hindernisse eine Wahr-
scheinlichkeitsverteilung bekannt ist. In diesem Beispiel handelt es sich um ein
Gelände, das vorrangig mit Brücken durchsetzt ist, was sich in der a-priori
Wahrscheinlichkeit von 15% für das Hindernis Brücke zeigt.
Für die Roboterbewegung in der Umgebung werden im Algorithmus in Abhän-
gigkeit von den festgelegten Parameterwerten, die zur Bestimmung der optima-
len Entscheidungsregel notwendig sind, als auch den Beobachtungen der Sen-
soren, die vom Roboter auszuführenden Aktionen bestimmt. Im Algorithmus
werden zu Beginn alle möglichen Entscheidungsregeln bestimmt. Als weitere
Voraussetzung sind nun in Abhängigkeit vom gewählten Optimalitätskriterium
die jeweils bestmögliche Entscheidungsregel zu ermitteln. Dabei ist die natür-
liche Ordnung der Entscheidungsregeln notwendig. Der weitere folgende Teil
des Algorithmus wird in einer Schleife ausgeführt bis das Abbruchkriterium
“Ziel erreicht“ oder die Aktion Stop erfolgt. In der Schleife wird zunächst der
Beobachtungswert mittels der Distanzsensoren und Kamera ermittelt. Danach
wird der Zustand festgesetzt, in dem nach der optimalen Entscheidungsregel
die passende Aktion für das ermittelte Hindernis heraus gefiltert wird. Dabei
haben die Zustände die gleiche Bezeichnung wie die definierten Aktionen.
Optimalitätskriterium Brücke Wand Nichts
Bayes Überfahren Ausweichen Ziel ansteuern
Minimax Stop Stop Stop
Tabelle 7.3: Entscheidungsregel nach Minimax und Bayes
Die nach den jeweiligen Berechnungsvorschriften (siehe Kapitel 5) optimalen
Entscheidungsregeln für diesen betrachteten Fall mit den bereits vorgestellten
Parametern sind übersichtlich in Tabelle 7.3 dargestellt.
Für das Bayes-Kriterium liegt das kleinste Risiko für die Entscheidungsregel
vor, die beinhaltet, dass der Roboter bei einer Brücke langsam überfährt, bei
einer Wand ausweicht und bei keinem Hindernis das Ziel ansteuert und somit
normal weiter fährt.
Nach dem Minimax-Kriterium ergibt sich die Entscheidungsregel, die besagt,
dass der Roboter bei Vorliegen einer Brücke, einer Wand als auch bei keinem
Hindernis stehen bleibt, um beispielsweise Hilfe anzufordern. Das maximale
Risiko für diese Entscheidungsregel besitzt im Vergleich aller Entscheidungsre-
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geln das kleinste Risiko und stellt folglich die Minimax-Lösung dar. Dies zeigt,
dass das Minimax-Kriterium über ein geringes Maß an Risikobereitschaft ver-
fügt. Es wird sich sehr vorsichtig verhalten, um für den schlechtesten aller
möglichen Fälle noch das bestmögliche Ergebnis zu erzielen.
7.3.2 Anwendung Hodges und Lehmann-Kriterium
Zur Bestimmung einer optimalen Entscheidungsstrategie für den Roboter wird
in diesem Abschnitt der Einsatz des Optimalitätskriteriums nach Hodges und
Lehmann beschrieben. Wie bereits im Abschnitt 5.3.1 vorgestellt, wird bei
Hodges und Lehmann ein Vertrauensparameter γ eingeführt. Dieser wird nun
durch den aktuellen empirischen Robustheitswert ri, welcher durch die Ein-
flussfunktion (siehe Kapitel 4.2.2) bestimmt wird, ersetzt. Daher wird mittels
einer technischen Kennzahl, der empirischen Robustheit des Systems bzw. Sys-
temelements, eine optimale Entscheidungsstrategie ausgewählt und das Verhal-
ten gesteuert.
Die Tabelle 7.4 zeigt die verwendeten Parameter für die Verlustfunktion, die
Wahrscheinlichkeitsverteilung für die Beobachtungsgrößen sowie die a-prior
Verteilung. Die Interpretation der Parameterwerte ist analog zur Anwendung
des Minimax- und Bayes-Kriteriums (siehe 7.3.1). Es wurden die Werte aus
Tabelle 7.2 übernommen.
Funktion θ1 θ2 θ3
Brücke Wand Nichts
Verlust
Ausweichen 5,00 0,00 5,00
Überfahren 0,00 15,00 5,00
Normal 5,00 50,00 0,00
Stop 3,50 3,50 3,50
Beobach-
tungen
Pθ1 0,70 0,20 0,10
Pθ2 0,15 0,80 0,05
Pθ3 0,05 0,05 0,90
a-prior qi 0,15 0,05 0,8
Tabelle 7.4: verwendete Parameter für Anwendung Hodges-Lehmann Kriteri-
um
Änderungen in den Einsatz- und Betriebsbedingungen können Auswirkun-
gen auf die Robustheit von Systemelementen und damit auch auf die System-
robustheit haben. Bei einem auf Tagfahrten mit entsprechenden Lichtverhält-
nissen ausgelegtem kamerabasiertem Sensorsystem, dh. ohne Restlichtverstär-
ker oder Nachtsichtfunktion muss die Entscheidungsstrategie bei zunehmender
Dunkelheit angepasst werden.
So hat die Verschlechterung der Lichtverhältnisse durch zunehmende Dunkel-
heit Einfluss auf die kamerabasierte Hinderniserkennung. Mittels der Einfluss-
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funktion wird dies abgebildet und zur Bestimmung der Robustheit herange-
zogen. Aufgrund der Einflussfunktionsmethode werden die gesuchten Robuts-
heitswerte durch Werte der Einflussfunktion Li(xi) ersetzt. Damit lässt sich
jetzt in Abhängigkeit von einem gegebenen Systemparameter die empirische
Robustheit bestimmen und in die Entscheidungsfindung integrieren.
Bei sinkender empirischer Robustheit aufgrund schlechter Lichtverhältnisse
muss auf das Hindernis Brücke vorsichtig reagiert werden. Ist es hell wird die
Brücke überfahren, jedoch ist die beste Entscheidung bei halbdunklen Licht-
verhältnissen die Fahrt zu unterbrechen und beispielsweise Unterstützung an-
zufordern, um Kollisionen und damit einhergehenden Schaden zu vermeiden. In
Tabelle 7.5 sind die optimalen Entscheidungsregeln in Abhängigkeit der empi-
rischen Robustheit der kamerabasierten Hinderniserkennung bei Veränderung
der Lichtverhältnisse dargestellt. Wie ersichtlich können bei Dunkelheit die
Hindernisse nicht erkannt werden und demzufolge ist die optimale Entschei-
dungsstrategie die Aktion Stop für jeglichen Umgebungszustand.
Lichtverhältnis empirische Robustheit (r) Brücke Wand Nichts
hell
1 Überfahren Ausweichen Ziel ansteuern
0,9 Überfahren Ausweichen Ziel ansteuern
0,8 Überfahren Ausweichen Ziel ansteuern
halbdunkel
0,7 Stop Ausweichen Ziel ansteuern
0,6 Stop Ausweichen Ziel ansteuern
0,5 Stop Ausweichen Ziel ansteuern
0,4 Stop Ausweichen Ziel ansteuern
0,3 Stop Ausweichen Ziel ansteuern
0,2 Stop Ausweichen Ziel ansteuern
dunkel 0,1 Stop Stop Stop0 Stop Stop Stop
Tabelle 7.5: Entscheidungsregeln in Abhängigkeit der empirischen Robustheit
der kamerabasierten Hinderniserkennung bei Veränderung der Lichtverhältnis-
se
Die Einflussfunktionen sind in der Regel durch Experten wie Systeminge-
nieure zu definieren und können verschiedene Formen aufweisen wie in Ab-
schnitt 4.2.2 diskutiert. Im Simulator sind für den Toleranzbereich eine linea-
re Funktion und exponentielle Funktion umgesetzt. Über einen einstellbaren
Funktionsparameter kann dabei der Anstieg der Geraden und somit das Vor-
anschreiten der Abnahme des empirischen Robustheitswerts variiert werden.
Die Abbildung 7.5 zeigt die Fahrtrouten des Roboters bei unterschiedlichen
Funktionsparametern, welche den (negativen) Anstieg der Geraden im Tole-
ranzbereich widerspiegeln. So beinhaltet die blau gefärbte Roboterbewegung
einen Anstieg von 3
2
, die rote Fahrtroute einen Anstiegswert von 1
10
und die
grüne Fahrtroute einen Anstieg von 1
16
. Bei einer flachen Geraden im Toleranz-
bereich, dh. kleiner Anstieg und daher grüne Roboterbewegung, herrschen helle
99
Lichtverhältnisse für den Roboter bis zum Erreichen des Ziels. Mit Vergröße-
rung des Geradenanstiegs, rote Fahrtroute, ist es bei Erreichen der zweiten
Brücke bereits halbdunkel, so dass sich vorsichtiger verhalten werden muss
und daher die Aktion Stop ausgeführt wird. Eine steile Gerade im Toleranz-
bereich für die Einflussfunktion Lichtverhältnisse bedeutet das die Dunkelheit
schnell hereinbricht (wie beispielsweise in der Nähe des Äquators) und folglich
auch der Toleranzbereich sich verkleinert. So ist es bereits kurz nach Beginn
der Fahrt des Roboters dunkel und die Aktion Stop stellt auch bei keinem
Hindernis die optimale Entscheidung dar.
grün 
Brücke 
Brücke 
Wand 
Wand 
rot 
blau 
Abbildung 7.5: Roboter-Fahrtrouten bei unterschiedlichen Einflussfunktionen
7.3.3 Experimentelle Ermittlung Beobachtungsvektoren
Durch Beobachtung der Natur beispielsweise mittels Experimenten sollen sta-
tistische Informationen gewonnen und der Bereich der Ungewißheit einge-
schränkt werden. Hiermit wird gezeigt, dass Parameter die zur Anwendung des
Ansatzes der statistischen Entscheidungstheorie notwendig sind, wie beispiels-
weise die Wahrscheinlichkeitsverteilung der Beobachtungsvektoren, statistisch
durch Experimente ermittelt werden können. Somit ermöglicht die experimen-
telle Ermittlung der Beobachtungen die Bestimmung der Wahrscheinlichkeits-
verteilungen.
Die Umsetzung erfolgte mit der Standard USB-Kamera des realen Robotino.
Für die Bilderkennung wurden etablierte Standardalgorithmen verwendet. Der
SIFT5- Algorithmus wurde zur Extraktion von markanten Bildmerkmalen und
der FLANN6-Algorithmus zum Vergleich der Bilder anhand von übereinstim-
5Scale-Invariant Feature Transform, d.h. skaleninvariante Merkmalstransformation
6Fast Library for Approximate Nearest Neighbors, d.h. Nächster-Nachbar-Suche
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menden Merkmalen eingesetzt [75],[86]. Dabei wurde konkret die OpenCv-
Implementierung verwendet. Zur Identifikation der Hindernisse erfolgte der
Einsatz von Testmustern. Die Hindernisse wurden mit verschiedenen Testmus-
tern versehen. Dabei hat das Hindernis Box ein Schachbrettartiges Testmuster
erhalten und die Brücke wurde mit einem Dreieck-Muster bestückt.
Mit einem Abstand von 30 cm wurden je Umgebungszustand, d.h. Box vor-
handen, Brücke vorhanden oder kein Hindernis, 200 Bilder aufgenommen und
hinsichtlich übereinstimmender Merkmale verglichen. Dabei ist die Anzahl der
Übereinstimmungen ab der das Hindernis als erkannt gilt, musterabhängig. Es
ergibt sich folglich die experimentell ermittelte Wahrscheinlichkeitsverteilung
für den Beobachtungsvektor bei den möglichen Störereignissen Box, Brücke
und Nichts in nachstehender Tabelle 7.6
x1 x2 x3
Box Brücke Nichts
Pθ1(Box) 0,835 0,07 0,095
Pθ2(Brücke) 0 0,96 0,04
Pθ3(Nichts) 0 0,07 0,93
Tabelle 7.6: Wahrscheinlichkeitsfunktionen für den entsprechenden Umweltzu-
stand
Neben dem beschriebenen Fall der Unterscheidung in zwei verschiedene Hin-
dernistypen, Box und Brücke, wurde auch der einfache Fall Hindernis vorhan-
den oder nicht betrachtet. Das Hindernis in Form einer Box wurde mit einem
Schachbrettmuster versehen. Ebenfalls wurde ein Störmuster eingesetzt für den
Zustand ist kein Hindernis vorhanden. Die Abbildung 7.6 zeigt die verwende-
ten Muster. Es wurden jeweils 100 Bilder im Abstand von 30 cm aufgenommen
und hinsichtlich der Übereinstimmung von Merkmalen zum Referenzbild aus-
gewertet. Der Versuchsaufbau ist in Abbildung 7.7 dargestellt. Das linke Bild
zeigt die Box mit dem Schachbrettmuster. Die weiteren Boxen sind der ein-
fachheitshalber ohne Muster und dienen der Hinderniswahrnehmung durch die
Distanzsensoren. Daneben befindet sich das Bild für den Zustand kein Hin-
dernis vorhanden. Es wird wie bereits erläutert ein Störmuster verwendet. Die
Auswertung des Versuchs ist in Tabelle 7.7 unter dem Punkt Standrad-Linse
dargestellt.
Abbildung 7.6: Muster für das Hindernis und Störmuster
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Abbildung 7.7: Versuchsaufbau: Aufnahme die das Hindernis enthält (links)
und Aufnahme die kein Hindernis enthält (rechts)
Für diesen einfachen Fall (Hindernis vorhanden oder nicht) wurde das Ex-
periment erweitert. Zusätzlich zur Bestimmung der Wahrscheinlichkeitsvertei-
lung für den Beobachtungsvektor mit den üblichen Standardbedingungen für
die Kamera, erfolgte eine Manipulation der Kamera. So wurde zur Ermittlung
von Wahrscheinlichkeitsverteilungen unter gestörten Einsatzbedingungen zum
einen die Linse der Kamera mittels einer durchsichtigen Folie unscharf gemacht
und in einer zweiten Versuchsreihe das Sichtfeld durch Abdeckung des halben
Linsenbereichs eingeschränkt. Die hierfür ermittelten Wahrscheinlichkeitsver-
teilungen sind in Tabelle 7.7 dargestellt.
x1 x2
Hindernis nichts
Standard-Linse Pθ1(Hindernis) 0,81 0,19
Pθ2(Nichts) 0,16 0,84
Linse unscharf Pθ1(Hindernis) 0,63 0,37
Pθ2(Nichts) 0 1
halbe Linse Pθ1(Hindernis) 0,51 0,49
Pθ2(Nichts) 0 1
Tabelle 7.7: Wahrscheinlichkeitsfunktionen für den entsprechenden Umweltzu-
stand
Die Ergebnisse der Tabelle 7.7 zeigen, dass auch bei gestörten Linsenver-
hältnissen der Kamera die Beobachtung, es liegt kein Hindernis vor, eindeutig
erfolgt, da mit einer Wahrscheinlichkeit von 100% ein Hinweis auf kein Hin-
dernis gegeben wird. Dagegen wird nur noch mit 63%iger bzw. 51%iger Wahr-
scheinlichkeit ein Hinweis auf ein Hindernis gegeben, wenn ein solches in der
Umgebung auftritt. Somit haben Störungen der Kamera Auswirkung auf die
Hinderniserkennung.
Die Untersuchungen zeigen das mit einfachen Experimenten benötige Para-
meter zum Einsatz der statistischen Entscheidungstheorie ermittelt werden
können.
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7.4 Zusammenfassung
In diesem Kapitel wurde das im Rahmen dieser Arbeit entwickelte ARoTech-
Simulationswerkzeug vorgestellt. Zusätzlich wurde der Gegenstand der Fall-
studie beschrieben und Details zu mobilen Robotern und deren Navigation
angegeben. Weiterhin erfolgte die Vorstellung des Robotersystems Robotino,
das stückweit als Referenz für die Erstellung der Simulationsumgebung und
deren Eigenschaften, insbesondere den Roboter betreffend, gedient hat. Die
Simulationssoftware ARoTech dient der Erstellung von verschiedenen Umwelt-
zuständen und ermöglicht die Variation von Parametern für die einzelnen Si-
mulationsdurchläufe.
Die entwickelte Methode für robuste Systeme zur Laufzeit wird durch Aus-
führung des implementierten Algorithmus bei der zielgerichteten und kollisi-
onsfreien Bewegung der Roboter angewendet. Es erfolgte der Test mit den
vorgestellten Optimalitätskriterien.
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Kapitel 8
Ergebnisse und Ausblick
8.1 Ergebnisse
Die Berücksichtigung, Analyse und Integration nichtfunktionaler Systemei-
genschaften wie beispielsweise Robustheit ist notwendig und von wachsender
Bedeutung. Insbesondere bei eingebetteten Systemen, getrieben unter ande-
rem durch die Forderung nach immer kürzer werdenden Entwicklungszeiten
bei gleichzeitig steigender Produktionsstückzahl und damit steigender Wahr-
scheinlichkeit für Haftung und Rückrufaktionen, nehmen Systemeigenschaften
wie Robustheit eine bedeutende Rolle ein.
In den letzten Jahren hat das Forschungsinteresse zu Robustheit in den Natur-
und Ingenieurwissenschaften zugenommen. Aufbauend auf den traditionellen
Disziplinen wie Stabilität, Zuverlässigkeit und Steuerungs- und Regelungstech-
nik hat sich das Interesse speziell zu Robustheit herauskristallisiert. Allerdings
ist der Bereich der Robustheitsforschung zerklüftet, was sich in vielen unter-
schiedlichen Definitionen von Robustheit und Metriken widerspiegelt.
Die relevanten Entwicklungen dieser Arbeit gliedern sich in zwei Schwerpunk-
te. So bilden mathematische Konzepte die Grundlage bei der Bewertung der
Systemrobustheit und der Konzeption einer Methode für robuste Systeme wäh-
rend des Betriebs.
8.1.1 Bewertung von Robustheit
Bisher bestehen vorrangig Ansätze Robustheit mittels Metriken zu bewerten.
Dabei werden neben der bekannten euklidischen Metrik meist anwendungsab-
hängig unterschiedliche Bezugspunkte wie Zustandsräume, Verteilungsfunktio-
nen oder nominal und herabgesetzte Werte verwendet.
In dieser Arbeit wird ein Robustheitsmaß anhand der bekannten Maßtheorie
entwickelt. Mit dieser Methode wird die Robustheit von Systemen, deren Funk-
tionsstruktur logisch erfassbar ist, bewertet. Zunächst werden Maßräume zur
Beschreibung der Robustheit der in ein System eingehenden Systemelemente
entwickelt. Danach erfolgt die Betrachtung des Produktmaßraums, um eine ge-
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meinsame Bewertung der Robustheit aller Systemelemente zu erreichen, über
die eine konsistente Bewertung der Robustheit beliebiger Systemkonfiguratio-
nen möglich wird.
Die analysierte Literatur zu Metriken für Robustheit zeigt, das Metriken nicht
eindeutig sind. Es gibt viele mögliche Ansätze zur Umsetzung einer Metrik.
Dagegen ist ein Maß, entwickelt auf Grundlage der Maßtheorie eindeutig. Wei-
terhin ist das Robustheitsmaß vergleichsweise einfach zu berechnen.
Das entwickelte Robustheitsmaß ermöglicht eine widerspruchsfreie Bewertung
der Robustheit beliebiger Systemkonfigurationen im Vergleich zu Metriken, da
Einzelmetriken von Teilsystemen nicht auf eine Metrik für das Gesamtsystem
rückführbar sind.
Zur Ermittlung der Robustheitswerte werden Auswirkungen auf die System-
parameter betrachtet. In dieser Arbeit werden hierfür Einflussfunktionen de-
finiert. Somit wird die Einflussfunktionsmethode zur Bestimmung der empiri-
schen Robustheit vorgestellt. Hierfür wird ein Intervallansatz entwickelt, der
für jeden Systemparameter und damit auch für die entsprechende Einflussfunk-
tion die drei Bereiche, Sollbereich, Toleranzbereich und Störbereich mit ein-
deutiger Definition, festlegt. Dieser Intervallansatz ist mit einer Metrik nicht
umsetzbar. Es können damit keine Intervalle abgebildet werden, insbesondere
einseitige Intervalle für den Toleranzbereich.
8.1.2 Methode für robuste Systeme zur Laufzeit
Systeme während der Betriebsphase sind Veränderungen der gegebenen Einsatz-
und Betriebsbedingungen durch Störungen der Umgebung oder auch Ver-
schleißerscheinungen ausgesetzt. Dadurch kann möglicherweise das definierte
Funktionsziel nicht erreicht werden. Mit dem entwickelten Robustheitsmaß er-
folgt die Bewertung des Systemzustands in Hinblick auf die Robustheit des
Systems für das Erreichen des Funktionsziels.
Zielbestimmend ist die Gewährleistung von Robustheit zur Laufzeit von Syste-
men. Daher soll auf sich ändernde Umgebungsbedingungen durch Störereignis-
se mit Maßnahmen im Sinne von angepasstem Entscheidungsverhalten reagiert
werden. In Abhängigkeit vom aktuellen Robustheitswert wird das Verhalten
des Systems situationsgerecht gesteuert. Es erfolgt die Anwendung von Ent-
scheidungsmodellen, die auf Grundlage der statistischen Entscheidungstheorie
beruhen. Es werden geeignete Optimalitätskriterien betrachtet, um angepasste
Entscheidungsstrategien für den jeweiligen Systemzustand zu bestimmen.
Es werden als Optimalitätskriterien das Minimax - Kritierum, das Bayes -
Kriterium und das Hodges und Lehmann Kritierum vorgestellt. Zeigt der Sys-
temzustand einen niedrigen Robustheitswert an, so wird auf eine Entscheidung
nach dem Minimax-Kriterium zurückgegriffen, da in diesem Fall zurückhaltend
entschieden wird. Befindet sich die Systemrobustheit im unkritischen Bereich,
Sollbereich, wird ein Entscheidungsmodell mit dem Bayes-Kriterium einge-
setzt. Zwischen beiden Entscheidungsmodellen können beliebige Abstufungen
106
erfolgen, indem die optimale Entscheidungsstrategie sich der des Minimax-
bzw. Bayes-Kriterium annähert.
Mit dem Hodges und Lehmann Kriterium wird die situationsgerechte Wahl des
Entscheidungsmodells umgesetzt. Hierfür wird der ursprünglich definierte Ver-
trauensparameter durch den aktuellen Robustheitswert des Systems ersetzt. Es
wird erstmals in Abhängigkeit einer technischen Kennzahl, dem Robustheits-
wert, eine optimale Entscheidungsstrategie ausgewählt und so das Systemver-
halten gesteuert. So kann bei abnehmender Robustheit in Folge von Verände-
rungen der gegebenen Einsatz- und Betriebsbedingungen durch Störungen der
Umgebung nach dem Minimax - Kriterium risikoavers entschieden werden.
Die in dieser Arbeit entwickelte Methode für robuste Systeme zur Laufzeit
wurde auf das Beispielsystem mobile Roboter, als ein eingebettetes System,
angewendet. In einer entwickelten Simulationsumgebung erfolgte der Einsatz
der statistischen Entscheidungstheorie mit den vorgestellten Optimalitätskri-
terien zur zielgerichteten und kollisionsfreien Bewegung eines mobilen Roboter
in einer Umgebung mit Störereignissen und sich ändernden Einsatzbedingun-
gen wie beispielsweise Lichtverhältnisse.
Mit der Fallstudie wurde exemplarisch gezeigt, dass in Abhängigkeit vom ak-
tuellen Systemzustand, dem Robustheitsmaß, am Beispiel in Form der empi-
rischen Robustheit ermittelt aus der Einflussfunktion, das Systemverhalten,
die Reaktion des Roboters auf Hindernisse, nach dem statistischen entschei-
dungstheoretischen Ansatz gesteuert wird. So erfolgt eine situationsgerechte
Reaktion des Systems auf veränderte Einsatz- und Betriebsbedingungen.
8.2 Ausblick
Der in dieser Arbeit entwickelte Ansatz zur Bewertung der Robustheit und
die sich anschließende Methode für robuste Systeme zur Laufzeit kann auf
vielfältige Applikationen und darüber hinaus auch auf technische Prozesse an-
gewendet werden. Als technischer Prozess kann die Fertigung eines Objekts in
einer Produktionsstraße aufgefasst werden.
In dem technischen Prozess der Fertigung stellen die Maschinen der Produk-
tionsstraße die Prozesselemente dar. Mit dem entwickelten Robustheitsmaß
kann deren Robustheit und somit der aktuelle Zustand der Maschine bewertet
werden. Ferner kann mittels dem Robustheitswert einzelner Prozesselemente,
dh. Fertigungsmaschinen, oder auch der Robutsheit des Fertigungsprozesses
die Steuerung der Produktionsstraße erfolgen. Dabei kann die vorgestellte Me-
thode auf Grundlage der statistischen Entscheidungstheorie eingesetzt werden.
Folglich stellt der Ansatz zur Bewertung der Robustheit als auch die Metho-
de für robuste Systeme einen allgemeingültiges Konzept dar. Dies ist mit nur
wenigen Veränderungen einsetzbar. Für den Einsatz in der Fertigung mit Pro-
duktionsstraßen sind beispielsweise folgende Anpassungen möglich.
Die Bestimmung der Robustheitswerte kann empirisch ebenfalls mittels der
Einflussfunktionsmethode oder auch statistisch durch Schätzfunktionen er-
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folgen. Bei Einsatz der Methode für einen robusten Fertigungsprozess, sind
beispielsweise Störereignisse zu bestimmen und entsprechende Reaktionen zu
definieren. Hierfür können Experten und deren Expertenwissen hinzugezogen
werden. So kann beispielsweise ein Abschalten von Produktionsmaschinen bei
Fertigung außerhalb der Toleranzgrenzen erreicht werden. Mittels dem Ansatz
wird es möglich, in Abhängigkeit der Robustheit des Fertigungsprozesses bzw.
einzelner Prozesselemente und damit einhergehend veränderte Fertigungsbe-
dienungen, zu reagierten.
Neben Fertigungsprozessen sind auch Organisationsprozesse als Anwendungs-
gebiet möglich.
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Thesen
1. Mit einem Robustheitsmaß kann der aktuelle Systemzustand bewertet
werden.
2. Die Maßtheorie eignet sich als mathematische Grundlage zur Entwick-
lung eines Robustheitsmaß.
3. Mit einer maßtheoretischen Bewertung der Robustheit kann eine kon-
sistente Robustheitsbewertung beliebiger Systemkonfigurationen erreicht
werden.
4. Das Robustheitsmaß ist auch für komplexe Systeme einfach berechenbar.
5. Robuste Systeme müssen auf sich ändernde Einsatz- und Betriebsbedin-
gungen reagieren.
6. Auf Grundlage der statistischen Entscheidungstheorie können geeignete
Entscheidungsstrategien für sich ändernde Einsatz- und Betriebsbedin-
gungen definiert werden.
7. In kritischen Situationen sollte mit risikoaversen Systemverhalten rea-
giert werden.
8. Der Robustheitswert eignet sich für die Bestimmung situationsgerechtem
Systemverhalten.
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