Thls paper concerns linear random boundary value problems that contain random variables In the boundary conditions and weakly correlated processes in the differential equations. When the correlation length e is smmll the structure of the solution is pointed out, and the formulas for the density function of the solutions are derived. The discussion is given in terms of second order equations, but extensions to higher order problems are readily apparent.
I. INTRODUCTION.
For many years it has been of interest to find conditions under which the distribution of the solution of a random differential equation tends to a normal distribution.
In 1930, while studying Brownlan motion, Uhlenbeck and Ornstein [I] established that the solution x(t) of certain initial value problems has approximately a normal distribution.
In 1966 Boyce [2] Purkert and vom Scheidt [3, 4] ; Boyce and Xia [5] found a similar and better results by combining the methods of [2] with perturbation and Chebyshev-Hermite polynomial expansion.
Here we extend the results of [2] in another way, our problem need not be selfadjoint and the random parts of the forcing terms need not be small.
When (x) 0 we can always rewrite equation (I.I) into a standard linear m system, so instead of (1.1) in this paper we consider a general linear system with random boundary conditions and with weakly correlated processes in the forcing terms.
In Section 2 we will define the problem and derive the functional form of the solution. [3, 6, 4] in the following way. Let S (t l,t2,...,t n) be an n-tuple of real numbers and let e > 0 be a positive constant. 
where the boundary condition (2.1 b) has been used to obtain the last two results.
3. SOME PRELIMINARY RESULTS.
In order to obtain the density function of the solution (t), we first rewrite it into the following form
vector, and
is a random 2 x vector.
If we set then where
From now on we always assume that l(t,) and 2(t,) are independent weakly correlated processes with the same correlation length e, then we can show that as e 0, l(t,) and n2(t,); 3(t,) and (t,) will be independent and they will have the normal distributions.
In order to prove this and then to obtain the density function of x(t) and y(t), the following properties are required. [5, 2] +------f f nl(l)n2()<l(l)l()>dId4 f f nl(2)n2 (3)<l (2) 
After using the same procedure for other terms in (3.12), we find <--_.
> <--_><--_> + o( ). B 4. THE DENSITY FUNCTION AND THE STRUCTURE OF THE SOLUTION.
In this section we will consider the density function of the solution (t) and if we notice that the situation will be simple when t 0 or t I, so our main interest is in the case when t E (0,I). In order to find the density function of x(t), we first consider Yl(t,m) or nl(t,) and n2(t,) which are defined by (3.4).
We introduce a new function pl (vl,v2) In order to obtain the asptotic approximation for Px(X), we need the following facts [see [5] we can use the similar way to obtain the conclusion.
Thus as e 0 we can consider nl(t,) and n2(t,) to be independent, and we obtain the asymptotic formula for x(t) Px(X) f f where 61 and pa can be evaluated in terms of (3.1b) and (4.5) respectively.
The asymototic formula for y(t), which is the second component of the solution x(t), can be obtained in a similar way.
By means of these asymptotic formulas we can find the structure of the solution.
If we recall the functional form (3.1a) of the solution x(t), and notice that (t)(m) is where 0 is a 2 x vector with zero components, then we can say that the solution x(t) has such kind of structure that it consists of three functions, the first one is the contribution of (m); the second one is deterministic, and the last one is the contribution of (t,m). When e 0 every component of the last function has the normal distribution with the mean value zero and the variance e(A + BI)
and it can be divided into two independent normal random processes. 
