We survey the recent work on phase transition and distances in various random graph models with general degree sequences. We focus on inhomogeneous random graphs, the configuration model and affine preferential attachment models, and pay special attention to the setting where these random graphs have a power-law degree sequence. This means that the proportion of vertices with degree k in large graphs is approximately proportional to k −τ , for some τ > 1. Since many real networks have been empirically shown to have power-law degree sequences, these random graphs can be seen as more realistic models for real complex networks. It is often suggested that the behavior of random graphs should have a large amount of universality, meaning, in this case, that random graphs with similar degree sequences share similar behavior. We survey the available results on graph distances in power-law random graphs that are consistent with this prediction.
Introduction
In the past decade, many examples have been found of real world complex networks that are small worlds, scale-free and highly clustered. In small-worlds graph-distances are small, often less than or equal to 6, for networks with several million vertices. In scale free networks, degree sequences are power laws, irrespectively of their size. A network is highly clustered when the neighbors of a vertex are likely to be connected to each other as well. See [2, 33, 52] for reviews on complex networks, and [5] for a more expository account. As a result, these complex networks are not at all like classical random graphs, see [3, 8, 49] , and the references therein, particularly since the classical models do not have power-law degrees. These empirical findings have ignited an enormous research on adaptations of the classical random graph that do obey power-law degree sequences. We shall survey some of these results in this section.
This paper is organized as follows. In Section 2, we study three models for random graphs without geometry that can have rather general degrees, namely, inhomogeneous random graphs, the configuration model and preferential attachment models. We survey results concerning the phase transitions and distances in such models in Section 3. Finally in Section 4, we treat some results on universality.
The models
Extensive discussions of scale-free random graphs can be found in [21, 34] . Durrett [34] also investigates certain stochastic processes on random graphs, while [21] focusses on random graphs with given expected degrees, and also studies eigenvalue properties of the adjacency matrix and related problems. We start by describing the models that we shall discuss in this survey, inhomogeneous random graphs, the configuration model and affine preferential attachment models.
Inhomogeneous random graphs
The simplest random graph imaginable is the so-called Erdős-Rényi random graph, denoted by G(n, p), which consists of n vertices and each of the n(n − 1)/2 edges is occupied with probability p, independently of the occupation status of the other edges. This model was introduced by [40] , while [35] introduced a model where a fixed number of edges is chosen uniformly at random and without replacement. The two models are quite comparable, and asymptotic results in one of the two models can easily be transferred to the other. A model with a fixed number of edges being chosen with replacement, so that possibly multiple edges between vertices arise, can be found in [4] . The name Erdős-Rényi random graph is given to this class of models due to the fact that the first rigorous results were derived in the seminal paper [36] , which can be seen as having founded the field of random graphs, and which has inspired research question for decades after 1960 (see also the books [8, 49] ).
One of the charming features of the Erdős-Rényi random graph is the fact that its vertices are exchangeable. For example, each vertex v ∈ [n], where we write [n] = {1, . . . , n} for the set of vertices, has a degree which is distributed as a binomial random variable with parameters n − 1 and p. Thus, when np → ∞, the average degree tends to infinity, while for np → λ, for some λ ∈ (0, ∞), the average degree remains uniformly bounded. It is this setting that we shall be mainly interested in, since many real networks are sparse, i.e., they have a bounded average degree. When p = λ/n, the average degree of each vertex is roughly equal to λ, and the degree of a vertex converges in distribution to a Poisson random variable with parameter λ. It can be seen that also the proportion of vertices with degree k, i.e.,
where D i (n) is the degree of vertex i in the graph of size n, converges in probability to the Poisson probability mass function p k = e −λ λ k /k!. Note that a Poisson distribution has quite thin, even sub-exponential, tails. For a graph of size n, we call the sequence {P (n) k } ∞ k=0 the degree sequence of the graph.
In real-life networks, the degree sequence can be measured, and the empirical findings often show that the measured degree sequence resembles a power law distribution, i.e., for large n, the estimate for P (n) k is close to k −τ for some τ > 1. This power-law behavior is rather different from the Poisson probability mass function, and as a result, the Erdős-Rényi random graph is not a good model for many real networks. This problem can be overcome by taking the edge probabilities to be unequal, instead of taking them constant. This yields the celebrated inhomogeneous random graph (IRG), about which the seminal paper [11] proves substantial results in full generality. See also the references in [11] for several examples which have been studied in the literature, and which are generalized by [11] . We shall not go into the precise definition of the model in [11] , but rather look at a simpler special case which allow for general degree sequences.
In the general setting of IRG's, we let G(n, p) denote a general inhomogeneous random graph, where p = {p ij } 1≤i<j≤n is such that p ij is the probability that the edge ij = (i, j) ∈ [n] 2 is occupied, and where the occupation status of different edges are independent. The Erdős-Rényi random graph is retrieved when taking p ij = p, for all edges ij. We now generalize the definition in such a way that power-law degrees can be obtained. We assign positive weights {w i } n i=1 to the vertices, w i being the weight of vertex i. Let l n = n i=1 w i be the total weight. Then, we can take
In this way, we retrieve the Poisson random graph (PRG) [53] . Alternatively, for p ij = min{w i w j /l n , 1} we retrieve the random graph with given expected degree as studied in detail by Chung and Lu [18, 19, 20, 22, 21, 23] . Note that, in this model, if we assume that max n i=1 w 2 i < l n , and if we allow for a single self-loop at vertex i with probability w 2 i /l n , the expected degree of vertex i is precisely equal to w i , which explains the name of this model. A third example occurs when we take p ij = w i w j /(l n + w i w j ), which is called the generalized random graph [17] . In [47] , conditions are given as to when two inhomogeneous graphs G(n, p) and G(n, p ) are equivalent, i.e., when events have asymptotically the same probability for G(n, p) and G(n, p ). In particular, in many cases, it can be seen that the expected degree random graph, the Poisson random graph and the generalized random graph are equivalent, at least when the weights {w i } n i=1 are not too large. Since in an IRG the expected degree of vertex i is close to w i , in order to obtain a specified degree sequence in the graph, we need to pick the weights {w i } n i=1 appropriately. In the sequel, we shall take
where (1 − F ) −1 is the generalized inverse function of the survival function x → 1 − F (x) given by, for u ∈ (0, 1),
We call G(n, p), with p as in (2) and {w i } n i=1 as in (3) the rank-1 inhomogeneous random graph with deterministic weights according to F . In this case, the degrees of G(n, p) can be seen to have a mixed Poisson distribution with mixing distribution F [17] , i.e., the asymptotic probability that a uniform vertex has degree k is
where W has distribution function F . Alternatively, we can take w i = W i , where
is an i.i.d. sequence of random variables with distribution F . We call G(n, p) with p as in (2) and {W i } n i=1 an i.i.d. sequence of random variables with distribution F , the rank-1 inhomogeneous random graph with random weights according to F .
The advantage of random weights is that the vertices in the resulting graph are exchangeable, the disadvantage is that the edges are no longer independent, their dependence being moderated by their random weights.
The configuration model
We next define the configuration model. Let {d i } n i=1 be a sequence of positive integer numbers. The integer d i will denote the degree of node i. Since for each graph the sum of degrees equals two times the number of edges we demand that i d i is even.
For each i ∈ [n], we attach d i half edges to node i and we pair the half-edges at random, so that two half edges will form one edge. From this construction we obtain a random graph where multiple edges and self-loops are possible. However, for n → ∞, self-loops and multiple edges are scarce. See e.g. [46] for a proof that the number of self-loops and multiple edges converge to independent Poisson random variables, at least when
i remains uniformly bounded. The paper [46] gives the most general result in this direction, and generalizes a substantial amount of previous work (see the references in [46] ).
Similarly to the rank-1 case of inhomogeneous random graphs described above, there are two cases which have been studied for the configuration model (CM), depending on whether the degrees are deterministic or random. In the case of deterministic degrees, a possible choice to obtain a degree sequence with distribution function F is to take F as the distribution function of an integer random variable, and to take the number of vertices with degree k to be equal to nF (k) − nF (k − 1) . We shall call this the configuration model with deterministic degree according to F . For random degrees, we can take the degrees {D i } n i=1 to be i.i.d. random variables with distribution function F , which we shall call the configuration model with random degrees according to F . In the latter case, unless D 1 is even with probability 1, the sum n i=1 D i will be odd with probability exponentially close to 1/2. To avoid this problem, we can increase the degree of vertex n by 1, so that d n = D n +1.
This hardly makes any difference in the properties of the graph under consideration, and we will ignore this effect in the sequel.
Preferential attachment models
While inhomogeneous random graphs and the configuration model can have power-law degree sequences, when the edge probabilities or the degrees are chosen appropriately, they do not explain why many complex networks are scale-free. A possible explanation was given by Albert and Barabási [6] by a phenomenon called preferential attachment (PA). In PA-models the growth of the network is such that new vertices are more likely to attach their edges to vertices having a high degree. For example, in a social network, a newcomer is more likely to get to know a person who is socially active, and, therefore, already has a high degree. Interestingly, when the preferential attachment scheme is affine, as explained below, PA-models have power-law degree sequences, and, therefore, preferential attachment offers a convincing explanation why many real world networks have powerlaw degree sequences. As a result, many papers appeared that study such models. See e.g. [1, 9, 12, 13, 14, 15, 16, 27] and the references therein. The literature primarily focusses on three main questions. The first is to prove that such random graphs are indeed scale-free [1, 9, 12, 13, 16, 27] . The second is to show that the resulting models are small worlds by investigating the distances in them. See for example [15] for a result on the diameter. In non-rigorous work, it is often suggested that many of the scale-free models, such as the configuration model, the models in [11] and the PA-models, have similar properties for their distances. Distances in the configuration model have been shown to depend on the number of finite moments of the degree distribution. The natural question is therefore whether the same applies to preferential attachment models. A partial result is in [15] , and this question will be taken up again here. A third key question for PA-models is their vulnerability, for example to deliberate attack [13] or to the spread of a disease [7] .
We now formulate a PA-model, which is an extension of the Barabási-Albert model, which is formulated rigorously in [16] , by constructing the graph process {G m (n)} ∞ n=1 . We start by formulating the model for m = 1, for which we start with G 1 (1), consisting of a single vertex with a single self-loop. We denote the vertices of the graph by 1, 2, . . ., so that the set of vertices of G 1 (n) is equal to [n] . We denote the degree of node i at time n by D i (n), where, in the degree, a self-loop increases the degree by 2. Then, for m = 1, and conditionally on G 1 (n), the growth rule to obtain G 1 (n + 1) is as follows. We add a single vertex n + 1 having a single edge. This edge is connected to a second endpoint, which is equal to n + 1 with probability proportional to 1 + δ, and to a vertex i ∈ G 1 (n) with probability proportional to D i (n) + δ, where δ> − 1 is a parameter of the model. Thus,
The model with integer m > 1, is defined in terms of the model for m = 1 as follows. We take δ > −m, and then start with G 1 (mn), with δ = δ/m > −1, and denote the vertices in G 1 (mn) by v (1) 1 , . . . , v (1) mn , while we denote the vertices of
n . Then we identify the vertices v
in G m (n), and for 1 < j ≤ n, the vertices v
is equal to the sum of the degrees of the vertices v (1) (j−1)m+1 , . . . , v (1) jm in G 1 (mn). This defines the model for integer m ≥ 1. In the sequel, we shall denote the vertices in G m (mn) by 1, . . . , n rather than v
n , when no confusion can arise. The resulting graph G m (n) has precisely mn edges and n vertices at time n, but is not necessarily connected. For δ = 0 we obtain the original model studied in [16] , and further studied in [13, 14, 15] . The extension to δ = 0 is crucial in our setting, as we shall explain in more detail below.
There are several related ways to define the model. For example, we can forbid self-loops when m = 1 by setting the probability that n + 1 connects to itself to be 0, with intermediate updating of the degrees, or let the m edges incident to vertex n be attached independently without allowing vertex n + 1 to connect to itself (see [42] for more details). For many of the results, this precise choice is irrelevant, and in this survey, we shall stick to the model in (6) . The later two versions have the nice feature that they both lead to connected random graphs.
We continue to discuss the degree sequence of the above preferential attachment model. Recall (1) for the definition of the degree sequence. Much of the available literature on PA-models centers around the proof that the asymptotic degree sequence obeys a power law, where the exponent τ depends in a sensitive way on the parameters of the model. For the PA-model considered here, the power-law exponent is equal to τ = 3 + δ/m, so that it can take any value τ ∈ (2, ∞), by adjusting the parameter δ > −m. It is here that we rely on the choice of the model in (6), i.e., on the fact that our preferential attachment scheme is affine. A form of bias in growing networks towards vertices with higher degree is, from a practical point of view, quite likely to be present in various real networks, but it is unclear why the PA scheme should be affine as in (6) . However, only affine PA schemes give rise to power-law degree sequences. See [54, 56] , for examples of PA-models with (possibly) non-linear PA-mechanisms and their degree sequences.
We will now explain how the affine PA-mechanism in (6) gives rise to power-law degree sequences and highlight the proof. Virtually all proofs of asymptotic power laws in preferential attachment models consist of two key steps: one step where it is proved that the degree sequence is concentrated around its mean, and one where the mean degree sequence is identified. Let N
k be the number of vertices with degree k in G m (n). We are interested in the limiting distribution of P (n) k as n → ∞. This distribution arises as the solution of a certain recursion, of which we will now give a short heuristic derivation. First note that, obviously,
Asymptotically, for n large, it is quite unlikely that a given vertex will be hit more than once by one of the m edges added upon the addition of vertex n. Let us hence ignore this possibility for the moment. The difference
k between the number of vertices with degree k at time n + 1 and time n respectively, is then obtained as follows:
(a) Vertices with degree k in G m (n) that are hit by one of the m edges emanating from vertex n+1 are subtracted from N (n)
k . The conditional probability that a fixed edge is attached to a vertex with degree k is approximately (k+δ)N (n) k /(n(2m+δ)), so that (ignoring multiple attachments to a single vertex) the mean number of vertices to which this happens is approximately
k /(n(2m + δ)). We note that we have replaced the numerator, which is actually equal to n(2m + δ) + (e − 1)(2 + δ/m) + 1 + δ in the attachment of the e th edge emanating from vertex n, by its approximate value n(2m + δ) for large n. k . By reasoning as above, it follows that the mean number of such vertices is approximately
(c) The new vertex n + 1 should be added if it has degree k. When we ignore the case that vertex n attaches edges to itself, this happens precisely when k = m.
Combining this gives
Substituting (8) into (7) and taking expectations, we arrive at
Now assume that P
By iteration, it follows that this recursion is solved by p k = 0, when k < m, and
It is not hard to see that, when k → ∞, p k ∼ c m k −τ , with τ = 3 + δ/m. This explains the occurrence of power-law degree sequences in affine PA-models. The above argument can be made rigorous by showing that max k |E[N (n) k ] − np k | remains uniformly bounded (see e.g., [30] ). In order to prove concentration of N (n) k , all proofs in the literature make use of a clever martingale argument that was first used in [16] . Define the Doob martingale M t by
Then,
The key ingredient is the observation that, for all t = 1, . . . , n, |M t −M t−1 | ≤ 2m a.s., since the only vertices that are affected by the information of G m (t) instead of G m (t − 1) are the vertices affected by the attachment of the edges incident to vertex t. Together, the concentration and the asymptotic mean give that G m (n) has an asymptotic degree sequence {p k } k≥1 , where p k is close to a power-law for k large.
A prediction of universality
In non-rigorous studies, it is often suggested that the distances are similarly behaved in the various scale-free random graph models, such as the configuration model or various models with conditional independence of edges as in [11] . One of the main reasons behind this belief is that most of such networks are locally trees, in the sense that loops are quite rare, and the available loops tend to be quite large. For example, [32] states that 'In these graphs and many others, small and finite loops (cycles) are rare and not essential, the architectures are locally tree-like, which is a great simplifying feature extensively exploited. One may say, the existing analytical and algorithmic approaches already allow one to exhaustively analyze any locally tree-like network and to describe cooperative models on it. Moreover, the tree ansatz works well even in numerous important situations for loopy and clustered networks.' Naturally, loops are present in most random graph models, and controlling them in a rigorous way is, in general, a difficult problem. However, the above ideas do give us an appealing prediction of the behavior in random graph models with certain degree sequences. More precisely, for powerlaw random graphs, this prediction can be formalized by conjecturing that the behavior on random graphs, such as the nature of the phase transition, distances in such graphs and the critical behavior of processes living on them, have the same behavior in graphs with the same power-law degree exponent. We shall discuss some of the results in this direction below.
We start by investigating the phase transition on the above random graphs in Section 3, and discuss the results on distances in random graphs in Section 4.
Phase transition in random graphs
In this section, we study the phase transition in random graphs. The phase transition describes when the random graphs under consideration have a largest connected component or giant component which has size comparable to the number of vertices of the graph. Many real networks have a high degree of connectivity, and therefore, models in which such a giant component exists are most natural in many applications. We first introduce some notation. For the configuration model with deterministic or random degrees according to F , we define
where the random variable D has distribution function F . For the rank-1 inhomogeneous random graph with deterministic or random weights according to F , we define
where now the random variable W has distribution function F . For PA-models, we let ν = m. It turns out that ν = 1 plays the role of a critical value for these random graphs:
Theorem 3.1 (Phase transition in random graphs) (a-b) For the configuration model with deterministic or random degrees according to F and for the rank-1 inhomogeneous random graph with deterministic or random weights according to F , the largest connected component has, whp, size o(n) when ν ≤ 1, and size ζn(1 + o(1)), for some ζ > 0, when ν > 1, where n is the size of the graph.
(c) For the PA-model of size n, whp, the largest connected component has size o(n) when ν = m = 1, while the probability that it is connected converges to 1 if n → ∞, when ν = m > 1.
The result for IRG is a special case of [11, Theorem 3.1]. Earlier versions for the random graph with given expected degrees appeared in [19, 22] (see also the monograph [21] ). For the CM, the first result in the generality of Theorem 3.1 appeared in [50, 51] under stronger conditions than mentioned here. For the sharpest result, see [48] . The connectivity of PA-models was investigated for δ = 0 in [15] , it was extended to all δ > −m in [41, Chapter 11] .
We now move on to study distances in random graphs. Naturally, it only makes sense to speak about distances in highly connected graphs, i.e., for graphs in which a giant component of size proportional to the volume of the graph, exists. Thus, we shall restrict to ν > 1, for which Theorem 3.1 shows that a giant component exists.
Distances in random graphs
In this section, we summarize the results on distances in power-law random graphs. We combine the results in the three models discussed in Section 2 by the value of their respective power-law exponent. We define H n to be the average distance in the graph of size n, i.e., the number of edges in the shortest path between two uniformly chosen connected vertices. Note that even in a fixed graph, H n is a random variable, as it depends on the uniformly chosen pair of vertices. We shall also discuss results on the diameter of the graph, which is the maximum of the shortest path distances between any pair of connected vertices. Both give information about distances in graphs, the average distance being a more robust and informative feature of the graph than the diameter.
Distances in graphs with finite variance degrees (τ > 3)
The main results on distances in power-law random graphs with power-law exponent τ > 3 are summarized in the following theorem: Theorem 4.1 (Distances in graphs with finite variance degrees) (a-b) For the configuration model and the rank-1 inhomogeneous random graph, H n / log n converges in probability to 1/ log ν, where ν is given by (13) for the CM, and by (14) for the rank-1 IRG, when F in the definition of the models satisfies that there exist c > 0 and τ > 3 such that
(c) For the affine PA-model with δ > 0, so that τ = 3 + δ/m > 3, whp H n / log n is bounded above and below by positive and finite constants.
The result for the rank-1 IRG can be found in [37] , where it is also shown that the fluctuations of H n around log ν n remain bounded, both in the case of i.i.d. degrees as well as for deterministic weights under a mild further condition on the distribution function. The first result in this direction was proved in [18, 20] for the expected degree random graph, in the case of admissible deterministic weights. We refer to [20, p. 94] for the definition of admissible degree sequences. The result for the CM can be found in [44] in the case of i.i.d. degrees, where again also the fluctuations around log ν n are determined. The result for deterministic degrees in the CM is conjectured in [37] , but is not proved anywhere. We expect that the methodology in [44] can be simply adapted to this case. The result for the affine PA-model was proved in [42] , unfortunately the proof of convergence in probability is missing in this case. It would be of interest to identify the constant to which H n / log n converges in this setting.
Since log n is much smaller than the size of the graph n, we can interpret Theorem 4.1 as saying that distances in large graphs are relatively small, thus quantifying the small-world paradigm. The asymptotics of distances of order log n is clearly also valid in finite trees of degree r ≥ 3, so that we can interpret Theorem 4.1 as saying that these models are alike trees with (average) degree ν + 1. Below, however, we shall see that distances can be even much smaller than log n when the degrees have infinite variance.
Distances in graphs with finite mean, infinite variance degrees (τ ∈ (2, 3))
When τ ∈ (2, 3), the variance of the degrees become infinite, which is equivalent to the statement that, with D i (n) denoting the degree of vertex i in the graph of size n, n i=1 D i (n) 2 grows much faster than n. The following theorem shows that, in such cases, the distances can be much smaller than log n: Theorem 4.2 (Distances in graphs with τ ∈ (2, 3)) (a-b) For the configuration model and the rank-1 inhomogeneous random graph, H n / log log n converges in probability to 2/| log (τ − 2)|, when F in the definition of the models satisfies that there exist c > 0 and τ ∈ (2, 3) such that
(c) For the affine PA-model with δ < 0 and m ≥ 2, so that τ = 3+δ/m ∈ (2, 3), whp H n / log log n is bounded above by a finite constant.
Theorem 4.2 shows that distances in infinite variance power-law graphs are ultra small, a notion invented in [26] . For all practical purposes, we can think of log log n as being a constant number, so distances in power-law random graphs with exponents τ ∈ (2, 3) are almost bounded.
The result for the rank-1 IRG is proved in [18, 20] for the expected degree random graph, in the case of deterministic weights w i = c · (i/n) −1/(τ −1) , having average degree strictly greater than 1 and maximum degree m satisfying log m log n/ log log n. These restrictions were lifted in [34, Theorem 4.5.2] . Indeed, the bound on the average distance is not necessary, since, for τ ∈ (2, 3), ν = ∞ and therefore the IRG is always supercritical.
In the case of i.i.d. degrees, the first result for the CM can be found in [55] , who describe the distances in the core of the random graph, which consists of those vertices which have rather high degree. A simple branching process approximation can be used to show that from a uniform vertex, we can reach this core in a small number of steps. The result quoted here can be found in [45] , where again also the fluctuations are determined and are proved to be bounded. The restrictions on F in [45] are somewhat weaker than (16), as they also allow x → x τ −1 [1 − F (x)] to be slowly varying under certain conditions on the regularly varying function. The results in [39] apply in this case as well, and show that, when the proportion of vertices with degrees 1 and 2 is positive, the diameter divided by log n converges to a positive constant. In [43] , it is shown that the diameter in the CM is bounded above by a constant times log log n when there are no vertices of degree 1 and 2. Thus, at least for the diameter, the details of the degree sequence (and not only its power-law exponent) matter.
The result for the affine PA-model was proved in [42] . Again, it would be of interest to identify the constant to which H n / log log n converges in this setting.
Distances in graphs with infinite mean degrees (τ ∈ (1, 2))
Only in the CM ( [38] ) and the IRG ( [30] ), it is possible that the power-law exponent τ ∈ (1, 2) . In general, this is not very realistic, as it means that either there are extremely many multiple edges (in the CM) or the power-law exponent in the graph does not match the value of τ (in the IRG), [30, Section 3] . Distances in infinite mean random graphs have been studied in [38] and show that distances remain uniformly bounded by three. The intuition behind this is clear: all vertices are connected to vertices with very high degree, and these vertices form a complete graph, so that distances are at most 3.
Conclusion on phase transition and distances
The main tool in order to study the phase transition and distances in the CM and IRG's is a comparison of the neighborhood of a vertex to a two-stage (multi-type) branching process. Specifically, for the CM, with deterministic or i.i.d. degrees, the branching process, which we denote by {Z k } k≥0 , starts from Z 0 = 1, has offspring distribution {f n } ∞ n=1 , where f n are the jump sizes of the distribution F , in the first generation, and offspring distribution
in the second and further generations. It is not hard to verify that the parameter ν in (13) is the expectation of the size-biased distribution {g n } ∞ n=0 . For the rank-1 IRG with deterministic or random weights, the branching process {Z k } k≥0 has a mixed-Poisson distribution with random parameter W in the first generation and a mixed Poisson distribution with random parameter W e , which has the size-biased distribution of W , in the second and further generations. Thus, when W has a continuous density w → f (w), the density of W e is equal to f e (w) = wf (w)/E[W ]. It can be seen that these two mixed Poisson distribution are again related through (17) , and that again the parameter ν in (14) equals the expectation of the size-biased distribution used as offspring distribution in the second and further generations. The condition ν > 1 assures that the branching process {Z k } is supercritical, so that it can grow to a large size with positive probability (recall Theorem 3.1). Intuitively, all vertices for which the connected component is large (say larger than n ε for some ε > 0) are connected and thus form a single giant component. The constant ζ in Theorem 3.1 is the survival probability of the multi-type branching process {Z k } k≥0 .
In order to prove distance results, one then has to further investigate the growth of the number of vertices at a given distance using limit laws for branching processes. When (15) holds, the number of vertices at a given distance k grows proportionally to ν k , which suggests that distances are of the order log ν n, as stated in Theorem 4.1. When (16) holds, then, by results of [28] , the growth is super-exponential, i.e., the number of vertices grows like e (τ −2) −k y(1+o(1)) suggesting that distances are of order log log n/| log(τ − 2)|. Remco wil jij dit verduidelijken? The factor 2 in Theorem 4.2 is then due to the fact that in order for two vertices to meet, each of their neighborhoods needs to be at least n ε for some ε > 0.
When τ > 3, we even see that the limiting distribution of the average distances in our rank-1 IRG model (see [37] ) and in the CM (see [44] ) are both described in terms of the martingale limit of M k = Z k /E[Z k ]. While this martingale limit depends sensitively on the precise offspring distribution, even the dependence on these limits in the two models is the same. An explanation for this close resemblance is that the two models are quite closely related. Indeed, as proved in [17] , the generalized random graph, conditioned on its degree sequence, is a uniform simple random graph with that degree sequence. On the other hand, the configuration model conditioned on simplicity is also a uniform simple random graph with that degree sequence, and the probability that the CM is simple remains uniformly bounded from below for τ > 3 (see e.g., [46] ). While this does not prove the equivalence, it does explain it, even though we have never managed to make use of this fact in a more direct way. Indeed, the probability of the CM being simple remains strictly positive, but it does not converge to 1, and, in order to investigate the fluctuations of the average distances, we are forced to investigate events of probabilities that do not converge to 0 or 1. In particular, we do not know whether our results on fluctuations of the distances in [44] remain valid, with the same limiting distribution, when we condition the CM to be simple.
We complete this discussion by explaining a method of proof which has been used for all three models in the regime where τ ∈ (2, 3) to prove upper bounds on the graph distances of order log log n (recall Theorem 4.2). When τ ∈ (2, 3), there exist vertices with quite large degree (the maximal degree is of order n 1/(τ −1) ), and these vertices or 'hubs' can be effectively used to prove good upper bounds on distances. This argument has been applied to the IRG in [18, 20, 53] , to the CM with i.i.d. degrees in [43, 55] and to the PA-model in [42] . We apply the argument to the rank-1 inhomogeneous random graph with deterministic weights according to F , where F satisfies that there exists τ ∈ (2, 3) such that, for all x ≥ 1,
We take σ > 1 3−τ and define the core Core n of the IRG to be
i.e., the set of vertices with weight at least (log n) σ . Then, for every σ > 1 3−τ , the diameter of Core n is, whp, bounded above by 2 log log n | log (τ −2)| (1 + o(1)). In order to obtain this bound, we let u 1 = n 1 τ −1 (log n) −1 , and define
Obviously, N (1) = ∅, since (3) and (18) together imply that w 1 ≥ n 1 τ −1 . For some constant C > 0, which will be specified later, and k ≥ 2, we define recursively
τ −2 log n, and
The definition of u k , k ≥ 2, is such that
this basic inequality will be used below. By induction one can prove that for k ∈ N,
where
In order to bound distances, we shall show that for each k ≥ 2, the probability that there exists an i ∈ N (k) that is not directly connected to N (k−1) is o(n −γ ), for some γ > 0 independent of k. To see this, let us consider the special case of the PRG, where the probability of no edges between node i and node j is given by e −w i w j /ln (the other cases can be proved similarly). From Boole's inequality, the probability that there exists an i ∈ N (k) such that i is not directly connected to
by (22) . Since l n is of order n, this completes our claim. We now complete the proof that the diameter of Core n is, whp, bounded above by 2 log log n
By the statement below (24) , and since k * n −γ = o(1), we have that every vertex in
Further, whp, all vertices in N (1) are directly connected. We conclude that, whp, the diameter of N (k * ) is at most 2k * + 1. Finally, in order to check that Core n = {i :
we have to verify that u k * ≥ (log n) σ for any σ > 1 3−τ . This can be done easily using the explicit value of u k given in (23) and the value of k * , given in (26) .
For the CM with deterministic degrees
, we change the definition of the core in (19) , by replacing w i , by d i . An adaption of (25) then gives that also here, the diameter of Core n is, whp, bounded above by 2 log log n | log (τ −2)| (1 + o(1)). For PA-models the proof is more involved, and we refer to [42] for the details. Recall that τ = 3 + δ/m, so that −m < δ < 0 corresponds to τ ∈ (2, 3). Again we take σ > 1 3−τ and adapt the definition of the core to be
i.e., all the vertices which at time n have degree at least (log n) σ . Then, by adapting the argument for the IRG given above, we can show that diameter of Core n in the PA-model at time 2n is, whp, bounded above by
. A crucial role in the adaptation of this proof, which also explains the extra factor 2 in the upper bound on the diameter, is the notion of an n−connector. We say that j ∈ [2n] \ [n] is an n−connector between vertex i ∈ [n] and a set of vertices A ⊂ [n] if one of the edges incident to j connects to i and another connects to a vertex in A. In the proof for the PA-model n−connectors play the same role as ordinary edges in the CM or IRG. When j is an n−connector between i and A, then the distance in G m (2n) between i and A is at most 2. On the other hand, for the CM or the IRG, when i is connected to A, then the distance between i and A is at most 1, meaning that distances in the PA-model tend to be twice as large as for the CM and the IRG, at least in the upper bounds.
Discussion and open problems
The discussion of the phase transition has shown that the behavior in IRG's and in the CM is quite similar, as universality would predict, and that the neighborhoods of vertices in both models can be described in terms of branching processes. This is a powerful explanation of the appearing universality in the available distance results. For PA-models, the picture is far less complete, predominantly since we do not understand the neighborhood structure of vertices too well. For m = 1, a connection between general PA-models and continuous-time branching processes is described in [56] , where vertices attract new vertices at a rate that is a certain function of the degree of the receiving vertex. In fact, since vertices do not die, the resulting model is a pure birth-process. The PA-model of size n is then obtained as the branching process at the stopping time when the branching process has total population n. Also, by the definition of the PA-model, the model for m ≥ 2 is obtained by collapsing or merging subsequent groups of m vertices for the PA-model with m = 1 and δ = δ/m into a single vertex. However, this merging or collapsing of vertices to go from the m = 1 to the m ≥ 2 case is a rather dramatic operation, and it is unclear whether the connection to continuous-time branching processes can be effectively used, for example, to study average distances.
An exciting question is how stochastic processes on random graphs behave. Examples are abound: the spread of a disease in a population and a computer virus in the Internet, the spread of a rumor in a population, or how a population reaches consensus or cooperates. In all such questions, there is a delicate interplay between the structure or topology of the graph under consideration, and the properties of the stochastic process living on the graph. In the case of a random graph, this gives rise to a delicate double randomness, similar, for example to the double randomness of a random walk in a random environment. While there is preliminary work on stochastic processes on random graphs, a general picture of the interplay between the topology of the graph and the stochastic process on it is still missing. It would be of great interest to investigate whether the behavior of stochastic processes on power-law random graphs is also universal, in the sense that the critical behavior is determined by the power-law exponent τ of the degrees.
We now discuss some of the work on stochastic processes on random graph. The problem which has received most attention is the vulnerability to random or deliberate attacks (see [13, 11, 24, 25] ). In random attacks, vertices are removed uniformly at random, while in deliberate attacks, the vertices with highest degrees are removed. This problem remains within the realms of random graph, as the resulting graph is again a random graph that may be studied with similar means as the original graph. However, even in this simplest problem, there is no complete picture of the relation between the structure of the original graph and the critical behavior of the graph remaining after the attack. The problem of the spread of a disease was studied for certain PA-models in [7] . The problem of stochastic processes on random graphs has received substantial attention in the (non-rigorous) physics community, see e.g. the extensive survey [32] . It would be of great interest to clarify the picture of the dependence between the graph topology and the behavior of stochastic processes on them from a mathematical rigorous point of view. An example of particular interest from the point of view of statistical mechanics is the Ising model, a paradigm model for cooperative behavior on graphs. Preliminary results for the Ising model on the Erdős-Rényi random graph can be found in [10, 29] and generalizations to graphs that are locally tree-like in [31] . The latter paper proves that the free energy exists in the τ > 3 regime for the CM and IRG.
