Transmission between hosts is a critical part of the viral lifecycle. Recent studies of viral transmission have 9 used genome sequence data to evaluate the number of particles transmitted between hosts, and the role 10 of selection as it operates during the transmission process. However, the interpretation of sequence data 11 describing transmission events is a challenging task. We here present a novel and comprehensive frame-12 work for using short-read sequence data to understand viral transmission events. Our model describes 13 transmission as an event involving whole viruses, rather than independent alleles. We demonstrate how 14 selection and noisy sequence data may each affect inferences of the population bottleneck, and identify 15 circumstances in which selection for increased viral transmission may or may not be identified. Applying 16 our model to data from a previous experimental transmission study, we show that our approach grants a 17 more quantitative insight into viral transmission, inferring that between 2 to 6 viruses initiated infection, 18 and allowing for a more informed interpretation of transmission events. While our model is here applied 19 to influenza transmission, the framework we present is highly generalisable to other systems. Our work 20 provides new opportunities for studying viral transmission. 21 
Sampled populations differ
. Challenges arising in the inference of transmission bottlenecks from viral sequence data. Circles represent idealised viral particles characterised by four distinct alleles. A. Reductions in population diversity cannot necessarily be attributed unambiguously to either a population bottleneck, or the action of selection. In the illustrated case, either a tight bottleneck without selection or a large bottleneck with strong selection could explain the change in the population during transmission. B. Straightforward statistics describing a population may generate misleading inferences of population bottleneck size. In the illustrated case, the genetic structure of a population is changed by a population bottleneck during transmission, but the frequency of each allele within the population does not change; an inference of bottleneck size derived from single-locus statistics would incorrectly be very large. C. Noise arising from the process of collecting and sequencing data is likely to produce differences between the observed populations, even in the event that the composition of the viral population was entirely unchanged during transmission. Figure 2 . A. Basic model of transmission. A set of haplotypes exists at frequencies q B from which a noisy observation x B is made. During a transmission event, a total of N T viruses are transferred under the influence of selection S T , establishing an infection in the next host described by q F . Growth of the viral population within the host then occurs to produce the population q A , influenced by genetic drift (characterised by the effective population size N G ) and selection S G . Sampling of the final population gives the second observation x A . B. Regions of the genome which are separated by recombination or reassortment are used to distinguish the effects of selection and a population bottleneck. Here, genetic diversity is reduced in one region but not in another; the preservation of diversity in the second region attributes this change to the action of selection on the first, rather than a shared population bottleneck. C. Models of neutrality and selection are compared, as illustrated in this simplified diagram. Black dots represent observations x B and x A while the red dot indicates the inferred expected position of q A . The solid line joining these (b,c) indicates the inferred action of selection, with dotted lines showing components of this vector (c). The blue circle represents the optimised variance in the position of q A ; the length of it's radius, shown as a dashed line, is inversely related to the bottleneck size. In the neutral case, the difference between observations is explained by the bottleneck alone. More complex models of selection fit q A more closely to x A and with reduced variance, giving higher inferred values of N T . Figure 3 . Influence of sequencing noise upon the ability to infer a population bottleneck size from genome sequence data. Median inferred bottlenecks are shown, calculated on the basis of 200 replicate simulations for each point. In the left-hand plot, a value of 1 indicates a correct bottleneck inference; in the right-hand plot, the absolute inferred bottleneck size is shown. Simulations were conducted under the assumption of selective neutrality, with no attempt to infer selection from the data.
influence of selection. A model selection process [56] is used to distinguish models of neutral transmission 140 from evolution under selection ( Figure 2C) . A full exposition of the model is given in the Methods section. Inferences of bottleneck size showed a systematic underestimate of the bottleneck when selection affected 197 a transmission event, but a method neglecting selection was used in the inference procedure ( Figure 5 ).
198
Simulations were conducted in which an allele at the third of five polymorphic loci in the HA segment of a 199 simulated influenza virus increased the transmissibility of the virus according to a selection coefficient σ;
200 this model of selection was applied for all subsequent simulations. In our simulations a value of σ = 1 is 201 equivalent to a change in the frequency of a variant from 50% to 73% in a single transmission event. In contrast to measures of diversity, which attempt to associate selection with a gene or segment of a virus, 226 our method was able to correctly identify specific variants conferring increased transmissibility. Success 227 was more often achieved in cases for which selection was relatively strong and the transmission bottleneck 228 was relatively large ( Figure 6 ). Our process for distinguishing selection from neutrality ( Figure 2C) Given the correct identification of selection acting for a specific variant, the inferred magnitude of selec-254 tion was marginally overestimated, with an increased overestimate at smaller values of the transmission 255 bottleneck N T (Figure 7 ). The mixture of deterministic and stochastic changes in the population explains Figure 6 . True and false positive rates of selection inference from 200 simulations of transmission events from single-and three-replicate systems with selective pressures of σ ∈ {0, 0.5, 0.75.1.0}. True positives were defined as inferences for which selection was inferred for the selected locus in a system; false positives were defined as inferences for which selection was inferred at any neutral locus or for multiple neutral loci in the system. this phenomenon; the population after transmission is equal to its expected value plus some stochastic 257 change. In the event that the stochastic change is aligned with the direction of selection, the presence 258 of selection is more likely to be inferred, while the additional change in that direction will give an over-259 estimate of selection. Conversely, if the stochastic change is in a direction opposed to the influence of 260 selection, the presence of selection is less likely to be inferred. Thus, selection was disproportionately 261 inferred to exist when stochastic changes in the population led to an overestimate of its magnitude.
262
Inferences conducted on sets of replicate transmission events produced more accurate and more precise Supplementary Table S1 . Figure S10 ). Increasing the frequency cutoff at which variants were included in the calculation led to 303 small decreases in the inferred bottleneck sizes (Supplementary Figure S11 ). Figure 9 . Histograms of bottleneck inferences for HA190D225D and Mut transmission pairs from 100 analysis seeds. A replicate inference method was employed for the Mut transmission pairs such that a common fitness landscape was imposed. The Mut transmission pairs may take different bottleneck values and have been plotted as an overlapping histogram.
Applied to the analysis of data from a recent evolutionary experiment, our approach provides a 321 greater precision in the inference of evolutionary statistics, leading to an alternative explanation for the 322 data observed. Where data have previously been interpreted as implying differential transmission bottle-323 necks between strains, our approach infers bottlenecks of similar sizes. Furthermore, where evidence has 324 been interpreted to suggest a differing extent of transmissibility between strains, our approach attributes 325 changes in allele frequencies either to stochastic effects or to selection for increased host adaptation. Our 326 result does not definitively prove the absence of differential transmissibility among the viruses involved 327 in this study, but implies that data which might suggest differential transmissibility can be more parsi-328 moniously explained in other ways.
330
Our study shows that the identification of variants conferring increased viral transmissibility is diffi-331 cult when the number of transmitted viral particles is small. While improvements to our method may 332 be achievable, this difficulty is fundamentally rooted in the nature of a transmission event; where a low 333 number of virions transmit, the influence of stochastic processes become large, with variants fixing during 334 transmission in a manner that cannot be distinguished from a selective sweep. The potential to infer 335 the presence of selection increases at larger population sizes. The size of the transmission bottleneck in 336 natural influenza populations is currently a subject of debate [13, 14] ; where experiments are conducted 337 to assess viral transmissibility, steps taken to increase the number of particles transmitted would increase 338 the power to infer differential transmissibility. We note that, unlike more general inferences of selection 339 from changes in viral diversity, our approach evaluates selection in terms of specific variants conveying In the light of our study, we propose that the term used in some analyses of viral transmission, of a 345 'selective bottleneck' is ambiguous, failing on the one hand to distinguish changes in a population arising 346 from selection and those occurring through stochastic change in the population, and on the other to 347 distinguish between selection for more rapid within-host selection or for inherent viral transmissibility.
348
While selection may act differently for these latter two phenotypes [54] , their respective influences are 349 intrinsically hard to separate from data. In this case, the completeness of the collected data, covering 350 both within-host adaptation and between-host transmission, was necessary to evaluate the cause of evo-351 lutionary change.
353
Our framework may reduce the need for animals in viral transmission studies. One approach to explor- As the observations x B and x A are conditionally independent given q B , the joint probability of the 416 system may be written as a product of individual probabilities
where θ represents the remaining variables in the system upon which only x A depends.
419
As an approximation to this likelihood, we split the inference into two calculations, first calculating 420 a maximum likelihood for q B given x B , then inferring the transmission event from x A given q B . Noting 421 the potential uncertainty in the inference of q B , we introduce a variance component so that q B may be 422 regarded as a random variable rather than a fixed quantity. The process of breaking up the inference 423 process greatly reduces the computational time required for our approach, without considerable cost to 424 the accuracy of the results. Splitting the likelihood in this manner, and marginalising over unknown 425 quantities, the likelihood can be written generically as
The first component of this likelihood, corresponding to the initial observation of the system, x B , 427 represents a straightforward sampling of the system, drawing from a collection of viral haplotypes. Such 428 a process can be modelled using a multinomial distribution. However, as is well known [53], next-429 generation sequence data is error-prone, such that less information is contained within the sample than 430 would be contained in a multinomial sample of equivalent depth to the sample. A Dirichlet multinomial 431 distribution may be used to capture this reduction of information, such that
where C, which alters the variance of the distribution, characterises the extent of noise in the data. The
The fitness of a haplotype h i is then given as
where the sum is calculated over all fitness parameters k. To give an example, a single-locus fitness Selection is incorporated into the transmission event from donor to recipient by representing this event as 466 a biased sampling process. As we are not considering data here, noise is not an issue. We therefore model 467 the population q F as arising via a multinomial sampling process of depth N T from a set of genotypes 468 with frequencies S T (q B ), where S T represents the role of selection in the transmission event. We write
where
defines a distorted population based on the haplotype fitnesses w T = {w T i }, representing the relative 471 propensity of each haplotype h i for transmission. We note here that q F i = n F i N T , where n F is the compo-472 sition of haplotypes in the founder population.
From the founding of an infection in the recipient, the viral population grows to the point at which data is 476 collected for sequencing, under the influence of both genetic drift and selection. Selection for within-host 477 growth is modelled by the function S G , identical in form to S T . We note that neglect of this term could 478 distort the inferred value of S T ; given only data collected before and after transmission the two terms 479 cannot be separated. However, where samples have been collected at distinct times from one or multiple 480 hosts, it is possible to make an independent estimate of S G [51], such that the two forms of selection 481 can be discriminated. We here incorporate within-host selection into our derivation; the absence of such 482 selection is then represented as a special case of our model.
484
Concerning drift, we note that the number of viruses in a host grows rapidly, with experiments 485 suggesting that a single infected cell can produce between 10 3 and 10 4 viruses [73] . Each strand of RNA 486 forming a new virus undergoes at least two rounds of replication within the cell; this replication has 487 elsewhere been considered as a branching process with a mean 100-fold increase in the population size at 488 each step [74] . In a population of variable size, the effective population size can be written as
where N (t k ) is the population size after k generations [75] . Given the rapid growth in population size we continuous approximation in which the random variables of the model (Figure 2A ) are represented by 500 multivariate normal distributions, each defined by a mean and covariance matrix. By ignoring higher or-501 der moments, we may then calculate the individual components of the system (Equation 2) by appealing 502 to a moments based approach for the evaluation of integrals arising from marginalisation over unknown 503 variables. This step follows multiple previous approaches to time-resolved data, in which moments-based 504 approximations have been used to simplify the propagation of evolutionary models [35, [76] [77] [78] .
506
The haplotype frequency vector q B is unknown and must be determined from the available data. We 507 denote the mean of the distribution of q B as µ B and its covariance matrix by Σ B . Given a sampling depth 508 N B and a dispersion parameter C, we describe x B as a distribution with mean and variance derived from 509 the Dirichlet multinomial [79] :
and
where β = N B +C
1+C
, M (q) = Diag(q) −† and † indicates the transpose function.
19
The founder population q F is sampled from q B . Its mean is given by the expression
and its variance by 
and variance
is defined for notational convenience. 
These expressions characterise the x B component of the likelihood from Eq. 2 in terms of a normal dis-530 tribution. We identify values of µ B and Σ B maximising this likelihood. As the covariance matrix Σ B 531 may contain a large number of elements, we make the approximation that its off-diagonal elements are 532 zero.
534
Moving on to the post-transmission process, the marginalisation over q B results in a mean of
where in the penultimate step we used the first-order second-moment approximation to a vector function acting on a random variable. The law of total variance yields
Note that (DS) j i = ∂Si ∂qj is the Jacobian matrix arising from the first-order second-moment approximation.
539
Marginalisation over q F yields a mean of
where in the last step we defined γ = N T +N G −1
Treating the integral over q A in a similar manner, we obtain by the law of total expectation
Analogously, the law of total variance yields var( haplotypes, e.g. N B,P l = i x P li is the total number observations of partial haplotypes in the set l. As 572 each set of partial haplotype observations is independent of the others, we may reconstruct Equation 2 573 in the following terms:
Within this construction, bottleneck sizes and selection are conserved between partial haplotype sets, 575 being evaluated at the full haplotype level. Each set of partial haplotype observations x P l is considered 576 as a sample drawn from a set of partial haplotypes with frequencies q P l , these frequencies being defined 577 via a linear transformation of the full haplotype frequencies with matrix T l . For example, given the full 578 haplotypes {AG, AT, CG, CT} and a set of partial haplotypes {A-, C-}, we have
or more explicitly,
Thus, as described above, the calculation of transmission and within-host growth under selection can 581 be performed at the level of full haplotypes, switching into partial haplotype space only to evaluate the 582 likelihoods of the observations. Re-deriving the results of Equations 16 and 17 for short-read sequence 583 data, we find that the compound distribution for the x B component has mean 
Data from multiple genes 588
The mathematical framework outlined above utilises the haplotype information inherent to the data, and 589 accounts for the effect of noise in the sequencing process ( Figure 1B,C) . However, in order to discriminate 590 between changes in viral diversity arising from bottlenecking and selection ( Figure 1A) it is necessary 591 to consider data from different regions of the genome at which genetic diversity is nominally statistially 592 independent. At high doses of influenza virus reassortment occurs rapidly, as has been observed both 593 in vitro and in small animal infections [81, 82] . In our analysis, distinct viral segments were therefore
where the subscript m denotes information particular to a specific genomic region.
598
Data from multiple replicates 599 Replicate data are highly valuable for evolutionary inference [83, 84] . Within our calculation they provide 600 an additional level of abstraction to the inference process. Under this framework we assumed that 601 replicates share a common fitness landscape, S T , whilst exhibiting individual bottleneck values. As a 602 result, the likelihood from Equation 31 becomes
where the subscript r denotes information particular to a specific replicate.
Model selection 712
Model selection was performed using the Bayesian Information Criterion:
where L is the maximum likelihood obtained for a model, K is the number of parameters in the fitness 714 model, and n is the number of data points. A range of potential fitness models were explored, the optimal 715 model being identified as that for which the addition of any single fitness parameter failed to bring a 716 significant improvement in BIC. Figure S1 . Bottleneck inference under a neutral model applied to neutral data with simulation dispersion parameters of C = {50, 10 6 }. Inference was performed using a range of dispersion parameters, C = {50, 100, 200, 500, 1000, 10 6 }. in an asexual population. Bioinformatics 28: 831-837.
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Supplementary Material Table S1 . Inferred fitness coefficients for the within-host evolution of the virus within each experiment. Parameters were inferred across all index and contact ferrets within each experiment and are reported to a single decimal place. Only polymorphisms at which within-host selection was identified are listed. The parameter χ denotes an epistatic interaction between variant alleles. We note that our method infers the approximate shape of a fitness landscape based upon a reconstruction of whole viral segments; individual selection coefficients may be subject to variance between similar fitness landscapes. Figure S2 . Median inferred bottleneck size from data simulating neutral transmission and transmission with a single locus under selection of magnitude σ ∈ {0, 0.5, 0.75, 1.0, 2.0}. Inferences were made using either a neutral model, in which the effect of selection was assumed to be zero, or a selection model, which allowed scenarios involving selection to be identified. Median inferences are shown from 100 simulations, each involving three replicate transmission events, for each datapoint. Figure S3 . Inferred bottleneck sizes N T for a range of true bottleneck sizes. Results were generated by applying a neutral inference model to selected simulated data. Results are shown for 200 simulations at each bottleneck size. Figure S4 . Inferred bottleneck sizes N T for a range of true bottleneck sizes. Results were generated by applying an inference model accounting for selection to selected simulated data. Results are shown for 200 simulations at each bottleneck size. Figure S5 . Inferred bottleneck sizes N T for a range of true bottleneck sizes. Results were generated by applying a neutral inference model to selected simulated data. Results are shown for 200 simulations at each bottleneck size, each simulation describing three replicate transmission events. Figure S10 . Histograms of selection inferences for the Mut transmission pairs from 100 random seeds using an allele frequency cut-off of 2%. A replicate inference method was employed such that a common fitness landscape was imposed. Selection inferences that resulted in at least 10% non-zero inferences are here reported by the nucleotide position of the variant site. Figure S11 . Histograms of bottleneck inferences for HA190D225D and Mut transmission pairs from 100 random seeds using allele frequency cut-offs of q cut ∈ {0.03, 0.04}. A replicate inference method was employed for the Mut transmission pairs such that a common fitness landscape was imposed. The Mut transmission pairs may take different bottleneck values and have been plotted as an overlapping histogram. Figure S13 . Determining BIC penalty function for bottleneck inference under simulated data. A) The ratio of the median inferred bottleneck to the true bottleneck is plotted against the true bottleneck size. As shown in Figure 3 , as the bottleneck increases, our ability to infer it correctly decreases due to noise. In order to account for this phenomenon, a straight line is fitted to the data aiming to capture the general trend. B) Heat map of the bottleneck-specific statistic plotted against BIC penalty and bottleneck size. The plot was generated for three datasets with selection coefficients s = {0, 1, 2} and a simple statistic based on bottleneck differences was employed. More specifically, the median bottleneck was computed across 200 seeds and the bottleneck-statistic was defined as the absolute value of the difference between the median inferred bottleneck and the true bottleneck multiplied by the baseline determined in A). By considering bottlenecks in the range [5, 100] and BIC penalty values in the range [10, 200] , a heat map was produced and linear and decay exponential regression were conducted seeking to minimise the sum of the statistic across the values of N T that were considered.
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