The Invariant Subspace Problem for Hilbert spaces is a long-standing question and the use of universal operators in the sense of Rota has been an important tool for studying such important problem. In this survey, we focus on Rota's universal operators, pointing out their main properties and exhibiting some old and recent examples.
Introduction: A special class of operators
In 1960, Rota [27] introduced the idea of an operator whose lattice of invariant subspaces has a structure rich enough to model every Hilbert space operator and showed, perhaps surprisingly, that such operators exist. Throughout these notes, all subspaces are assumed to be closed.
Definition 2.1 ([3, p. 213])
. Let H be a Hilbert space, U a bounded operator on H and B.H/ the algebra of bounded operators on H. We say U is universal for H if for each non-zero bounded operator A on H there is an invariant subspace M for U and a non-zero number such that A is similar to U j M , that is, there is a linear isomorphism X of H onto M such that UX D XA. Now, A and A have the same invariant subspaces and the similarity X takes invariant subspaces of A to invariant subspaces of U j M . Suppose U is a universal operator for a separable, infinite dimensional Hilbert space H. Then every bounded operator on H has an invariant subspace if and only if every infinite dimensional subspace M of H that is invariant for U has a non-zero, proper subspace M 0 that is also invariant for U . In other words, understanding the invariant subspace problem on Hilbert spaces becomes a question of understanding the invariant subspaces of the single operator U .
In 1969 Caradus showed a sufficient condition to ensure that a given operator in a Hilbert space is universal. The best known examples of universal operators, including the operator Rota used to introduce the concept, satisfy the hypotheses of Caradus' Theorem.
Theorem 2.2 ([2, p. 527] or see [3, p. 214])
. If H is a separable Hilbert space and U is a bounded operator on H such that:
1. the null space of U is infinite dimensional, 2. and the range of U is H, then U is universal for H.
The best known example of a universal operator on a separable Hilbert space H is the adjoint of a unilateral shift of infinite multiplicity. Such an example was introduced by Rota in 1960 [27] , and it can be regarded as S acting oǹ
Clearly, S satisfies both hypotheses of the Caradus Theorem. Indeed, let us point out that any universal operator U must satisfy the first hypothesis of the Caradus Theorem because it models operators with infinite dimensional kernels. Nevertheless, surjectivity is not necessary, though there must exist a closed invariant subspace M of U such that U j M has infinite dimensional kernel and it is surjective (once again, because it models such operators). Hence, an operator U is universal in a separable Hilbert space H if and only if there exists a closed invariant subspace M of U such that U j M satisfies Caradus Theorem. The next result provides a version of the Caradus Theorem with a broader conclusion.
Theorem 2.3 ([9])
. If H is a separable Hilbert space and U is a bounded operator on H such that: 1. the null space of U is infinite dimensional, 2. and the range of U is H, then there is > 0 so that for j j < , the operator U C I is universal. Moreover, for any complex number and any bounded operator A 0 on H, there is an invariant subspace M for U and constants˛¤ 0 andˇsuch that A D .U C I /j M is similar to˛A 0 CˇI . In particular, the lattices of invariant subspaces for A 0 and A are isomorphic as lattices.
The proof, taken from [9, pp. 487] , is included for the sake of completeness.
Proof. Let fe n g n2N be an orthonormal basis for the Hilbert space H and let fe 0 n g n2N be an orthonormal basis for N D fv W U v D 0g, the kernel of U . Defining W on H by W e n D e 0 n for each positive integer n and extending linearly means W is isometric on H and U W D 0. Since the range of U is H, the restriction of U to N ? is an invertible operator and we let V be its inverse. That is, V W H 7 ! N ? and U V D I . Caradus showed that if T is an operator on H for which kT k < kV k 1 , then X D P 1 kD0 V k W T k is a bounded operator with closed range, the range of X is invariant for U , and UX D X T , that is, X gives a similarity between T and the restriction of U to its invariant subspace, range.X /. Using the notation above, let D kV k 1 . Given a complex number with j j < and a bounded operator A 0 on H, we want to find a constant ¤ 0 so that there is an invariant subspace M for U C I so that A D .U C I /j M is similar to A 0 , which will mean U C I is universal. By our choice of , we see j j is positive and we choose ¤ 0 so that k A 0 k C j j < . This means that T D A 0 I satisfies kT k Ä k A 0 k C j j < kV k 1 . Thus, the construction of Caradus shows X D P 1 kD0 V k W T k is a bounded operator on H with closed range, the range of X is invariant for U , and X gives a similarity between the restriction of U to its invariant subspace M D range.X / and the operator T D A 0 I . Now M is also invariant for U C I and
Since A 0 was a arbitrary operator on H and we have shown that there is an invariant subspace M so that .U C I /j M is similar to a multiple of A 0 , we see that U C I is a universal operator, as we were to prove. The final conclusion follows from the universality of U and the fact that the lattices of U and U C I are the same.
Examples of universal operators
As we already pointed out, the best known example of a universal operator on a separable Hilbert space H is the adjoint of a unilateral shift of infinite multiplicity. Since Rota showed that such an operator is universal (see [27] ), there have been more examples in the same vein. For instance, if a denotes a positive number, a > 0, and L 2 .0; 1/ is the space of Lebesgue measurable functions on f on .0; 1/ such that R 1 0 jf j 2 dx < 1, the operator
is universal. This is a consequence of the fact that T a acting on L 2 .0; 1/ is similar to the adjoint of the shift of infinite multiplicity (see [3, Chapter 8] , for instance). Another interesting class of examples, which relies on the same idea, consists of the adjoints of analytic Toeplitz operators induced by singular functions acting on the classical Hardy space. More precisely, let D denote the open unit disc in the complex plane and H 2 the classical Hardy space:
For f a bounded analytic function on the unit disk, that is, f is in H 1 , the analytic Toeplitz operator,
it is easy to prove that kT f k D kf k 1 . More generally, if f is a function in L 1 .@D/, the Toeplitz operator T f is the operator on H 2 given by T f h D P C f h where P C is the orthogonal projection from L 2 .@D/ onto H 2 and h is a function in H 2 . Also when f is in L 1 .@D/, the operator T f is bounded on H 2 and kT f k D kf k 1 . In the case that f is in H 1 , the projection P C has no effect: for h in H 2 and f in H 1 , P C f h D f h. Douglas's book [10] can provide some background on properties of Toeplitz operators.
The following lemma is important in order to ensure that many analytic Toeplitz operators have universal adjoints.
Lemma 3.1 ([9]). If f is a function in H
1 and there is`> 0 so that jf .e iÂ /j `almost everywhere on the unit circle, then 1=f is in L 1 .@D/ and the (non-analytic) Toeplitz operator T 1=f is a left inverse for the analytic Toeplitz operator T f .
With that lemma at hand, the following theorem can be proved by means of Caradus Theorem.
Another well-known example of a universal operator was presented by Nordgren, Rosenthal and Wintrobe in the eighties (see [21, 22] ). They proved that if ' is a hyperbolic automorphism of the unit disc and is in the interior of the spectrum of the composition operator C ' acting on H 2 , then C ' I is a universal operator on H 2 . Of course, the lattices of the closed invariant subspaces of C ' I and C ' coincide, so they have the same the minimal invariant subspaces. Observe that given a function f 2 H 2 the minimal closed invariant subspace for C ' that contains f is, precisely, the closure (in H 2 ) of the linear span generated by the orbit of f , that is,
Invariant subspaces generated by the orbit of a given function are commonly called cyclic subspaces (see [24] ).
In [14] , Gallardo-Gutiérrez and Gorkin studied the behavior of the functions f in the Hardy space in order to determine when the cyclic subspaces generated by them under C ' are minimal. Observe that finding a minimal invariant subspace of dimension strictly bigger than 1 for C ' (and therefore, infinite dimensional) would imply the existence of a bounded, linear operator without non-trivial, closed invariant subspaces in a Hilbert space; and therefore the answer to the Invariant Subspace Problem.
In this context, with the goal of a better understanding of the lattice of the invariant subspaces of C ' , Cowen and Gallardo-Gutiérrez in [7] showed, among other things, that C ' is similar to the adjoint of an analytic Toeplitz operator T ? whose symbol is a covering map of an annulus, behaving, in some sense, like the adjoint of the shift of infinite multiplicity. This direction was also taking further in [23] , where Partington and Pozzi provided more examples of universal weighted shift operators. As a final comment to this Section, we point out the common property shared by most of the examples of universal operators presented up to now: they are either adjoints of shift operators of infinite multiplicity or similar to restrictions of them to invariant subspaces.
Universal operators commuting with compact operators
In 1973, Lomonosov [17] proved a remarkable theorem that probably, up to this point, is the main affirmative result in the context of the Invariant Subspace Problem for operators on general separable, complex Banach spaces: any linear bounded operator T , not a multiple of the identity, has a nontrivial invariant closed subspace if it commutes with a non-scalar operator that commutes with a nonzero compact operator. For some years, looking for an operator not satisfying the hypotheses of Lomonosov's Theorem in the context of Hilbert spaces was an important goal. Finally, in 1980, Hadwin, Nordgren, Radjavi and Rosenthal provided such an operator (see [15] ).
In the context of Banach spaces, Enflo showed the existence of a separable, complex Banach space and a linear bounded linear operator T without nontrivial closed invariant subspaces. Enflo's construction was ingenious and very difficult; the main idea was to start with the operator of multiplication by the independent variable on the space of polynomials P and construct a norm on the space so that every non-zero vector is cyclic for the extension of the operator to the completion of the polynomials (see [13] ). In 1985, Read [25] constructed a bounded linear operator without nontrivial closed invariant subspaces in the well-known sequence space`1. His construction, which appears to be the first example of such an operator on any of the classical Banach spaces, was simpler than Enflo's in some sense. Read, subsequently, made an even more remarkable construction of a bounded linear operator on`1 that has no closed invariant sets except the trivial ones (see [26] 
where j j D 1, z j 2 D n f0g and P j 1 .1 jz j j/ < 1. For the second factor, S , there is a constant˛of modulus one and a positive finite measure, , singular with respect to Lebesgue measure, such that
We refer to the classical books [12] or [16] for more on inner functions. Now, if S is an analytic Toeplitz operator on the Hardy space H 2 whose symbol is a singular inner function or infinite Blaschke product, it is straightforward that S is an isometric operator and S has infinite dimensional kernel mapping H 2 onto H 2 . Caradus' Theorem [2] yields that S is a universal operator. Using the Wold Decomposition
Theorem (see the classical book [18] , for instance), such an operator can be represented as a block matrix on H D 
an upper triangular block Toeplitz matrix, that is, an upper triangular block matrix whose entries on each diagonal are the same operator on the infinite dimensional Hilbert space W. Because every block in such a matrix occurs infinitely often, it is easy to see that the only compact operator that commutes with the universal operator S is 0, not an interesting compact operator. In [8] the authors proved the following:
). There exists a universal operator for separable, infinite dimensional complex Hilbert spaces that commutes with an injective compact operator with dense range.
In order to prove the theorem, the authors exhibited a domain C such that the covering map of such a domain induces an analytic Toeplitz operator with universal adjoint. Moreover, they showed the existence of a weighted composition operator W ;J D T C J in H 2 , with both the analytic Toeplitz T and the composition C J bounded operators, such that W ;J is an injective compact operator with dense range that commutes with the universal operator T . Observe that once we have such a compact operator in the commutant of T , denoted by fT g 0 , we have a whole subalgebra. More precisely, if K denotes the (non-empty) set of compact operators that commute with T , that is, 9]). The set K is a closed subalgebra of fT g 0 that is a two-sided ideal in fT g 0 . In particular, if G is a compact operator in K and g and h are bounded analytic functions on the disk, then T g G, GT h , and T g GT h are all in K. Moreover, every operator in K is quasi-nilpotent.
As a consequence of Theorem 4.1, it is possible to describe invariant linear manifolds (not necessarily closed) for any bounded linear operator acting on a separable, infinite dimensional Hilbert space. In order to do that, let A be a bounded linear operator in H and let M be a closed invariant subspace of T such that the restriction of T to M is similar to A. We may assume, without loss of generality, that A is indeed the restriction of T to M .
First, we observe that M has infinite codimension. Indeed, such a property follows from the following general statement regarding invariant subspaces of adjoints of analytic Toeplitz operators in the Hardy space.
Proposition 4.3 ([9]). If f is a non-constant bounded analytic function and M is a proper invariant subspace for
We include the proof, taken from [9, p. 492], for the sake of completeness.
Proof. We have assumed that M ¤ H 2 , so M ? ¤ .0/. Since M is invariant for T f , the subspace M ? is invariant for .T f / D T f . Now T f is an analytic Toeplitz operator with f non-constant, so T f has no eigenvalues. This means the restriction of T f to its invariant subspace M ? also has no eigenvalues. But every operator on a finite dimensional space has eigenvalues, so M ? must be infinite dimensional.
Let us write H 2 as the direct sum of M with its orthogonal complement, H 2 D M˚M ? . This allows us to give a block representation of T with respect to this splitting. Since M is invariant for T , the block matrix for T is upper triangular. We will denote the operators T D T and W D W ;J by the block matrices:
The fact that T D T and W D W ;J commute gives information about the interactions between the entries of these two matrices:
Equating these two computations, we see
Since A is the operator of primary interest, Equation (2) is not so interesting if P D 0. The following lemma says we can always avoid this situation by replacing T and W ;J by e T and e W where P is not 0, but at the cost of having T and W being similar to, but not necessarily being, adjoints of an analytic Toeplitz operator and weighted composition operator, respectively (see [8] for the proof).
Lemma 4.4 ([8])
. If the universal operator T D T and the compact operator W D W ;J have the representations of Equation (1) then there are a universal operator e T and an injective compact operator e W with dense range that commute for which e P in a replacement of P in a new version of Equation (1) is not zero, that is, without loss of generality, we may assume P ¤ 0.
The following two results are consequences of the description above. For the first one, we recall that a closed subspace L on a Hilbert space H is said to be a nontrivial hyperinvariant subspace for the bounded operator F if L ¤ .0/, L ¤ H, and L is invariant for every operator that commutes with F . Lomonosov's Theorem [17] can be stated as Non-scalar operators that commute with a nontrivial compact operator have hyperinvariant subspaces. 
Note that this corollary does not make any assertion about the size of R L, but if R L is dense or if R L D .0/, this is not helpful in order to provide closed invariant subspaces for A .
Universal Toeplitz operators and subspaces invariant for the backward shift
In this last section, our aim is to point out a connection between the invariant subspaces of the shift operator and the lattice of invariant subspaces of Toeplitz operators having universal adjoints. First, let us recall that one of the most remarkable results in the study of invariant subspaces of shift operators is the celebrated Beurling Theorem. Proved in 1949 by Beurling [1] , it states that any shift-invariant subspace has the form ÂH 2 , where Â is an inner function.
As a consequence of Lomonosov's Theorem, we get the following result related to commutants of analytic Toeplitz operators.
Theorem 5.1 ([9]
). If f is a non-constant bounded analytic function for which T f commutes with a non-zero compact operator, there is a backward shift invariant subspace, L D .ÁH 2 / ? for some inner function Á, that is invariant for every operator in the commutant fT f g 0 .
Observe that if T f is a universal operator on H 2 in particular, it commutes with T Á for every inner function Á.
Since the kernels of the operators T Á are the vectors in H 2 that are not cyclic vectors for the backward shift, one might ask the question if every closed, infinite dimensional subspace of H 2 includes a non-zero, non-cyclic vector for the backward shift. The cyclic and non-cyclic vectors for the backward shift acting on H p , 1 < p < 1, were characterized by Douglas, Shapiro, and Shields [11] in terms of pseudocontinuation. Moreover, they showed that the set of non-cyclic vectors is a (not closed) linear manifold in H p . Such a question has a negative answer, as we were informed by Prof. N. Nikolski [20] . Indeed, it is possible to construct infinite dimensional, closed subspaces consisting only of cyclic vectors for the backward shift (see the example in [19, pp. 83 ] and the one included in [9] ). Moreover, in [9] , the authors present a further discussion of non-cyclic vectors for the backward shift in relation to analytic Toeplitz operators with universal adjoints. In particular, they introduce the following definition:
Definition 5.2. If M is a closed subspace of H 2 and v is a non-zero vector in M , we say v is a sharp vector for M if v is non-zero and not a cyclic vector for T z and the smallest invariant subspace of T z that contains v does not contain all of M .
Indeed, v is a sharp vector for M if M \ kernel .T / ¤ M for some inner function . This gives the following result:
Theorem 5.3 ( [9] ). Let T f be the adjoint of analytic Toeplitz operator that is universal on H 2 and let M be an infinite dimensional, proper invariant subspace for T f . If is any inner function, then M \kernel.T / is a subspace of M that is invariant for T f . If there is a non-zero vector in M \kernel.T / and M is not contained in kernel .T /, then M \ kernel.T / is a proper subspace of M that is invariant for T f .
As a consequence we may prove the following result regarding the Invariant Subspace Problem.
Corollary 5.4 ([9]
). Let T f be the adjoint of analytic Toeplitz operator that is universal on H 2 and let M be an infinite dimensional, proper invariant subspace for T f . 1. If M contains a cyclic vector for the backward shift, T z , and a non-zero vector that is not cyclic for the backward shift, then there is a proper subspace of M that is invariant for T f . 2. If M is an invariant subspace for the backward shift, T z , then there is a proper subspace of M that is invariant for T f . If every infinite dimensional, proper invariant subspace, M , for T f must satisfy either (1) or (2), then any bounded linear operator in a Hilbert space has a non-trivial closed invariant subspace.
Finally, let us point out that we particularly believe that these results provide a wide variety of tools for the study of the Invariant Subspace Problem and that choices can be made between different kinds of universal operators based on the types of questions under study.
