In the present paper we consider the one-dimensional stochastic delay difference equation with boundary condition
lntrod uction
In the last five years several authors have studied, with different techniques, stochastic differential equations with boundary conditions of the following type 
f(x) = A a(x) + B a(x) c a(t) dt
(where A, B and c are constants). In dimension higher than one similar nice characterizations do not hold and one can prove (see Nualart and Pardoux, 1991; Ferrante, 1993; Ferrante and Nualart, 1995) that in some particular cases the Markov field property of the solution holds for coefficients that are partially free of any constraint.
At the same time several authors (see e.g. Donati-Martin, 1993; Alabert and Nualart, 1992; Ferrante and Nualart, 1995) have considered the discrete-time equivalent to the boundary value problem (1.1 ), that can be described by the following stochastic difference equation 
with a > 0,(3 > 0,0 <"' ~ 1 and where T(x) := x + j(x). As in the continuous time case, the multidimensional problem is still not investigated, but one does not expect to obtain nice dichotomies as the previous ones.
A first step in the analysis of the multidimensional case could be the study of the following delay stochastic difference equation
n E {0, ... , N-1}, N ~ 6 (where g(X_ 1 ) = 0). This problem can be considered as a "traitd'union" between the one-and the two-dimensional cases. In fact, the technique that we use is the same as in the multidimensional case, but the result that we obtain is again a strong dichotomy as in the scalar case. Moreover this problem could be thought as the discretization of a similar continuous-time problem, not yet investigated.
In the second section we shall give two existence and uniqueness results for the problem (1.3). Moreover we are able to prove that, under suitable regularity assumptions over the noise process {~;, 0 ~ i ~ N-1}, the solution of equation (1.3) {X;, 1 ~ i ~ N} has an absolutely continuous law, that we shall compute explicitly.
In the third section we shall investigate the Markov property of the unique solution to equation (1.3), {X;, 1 ~ i ~ N}. A first difference, with respect to the classical one-dimensional problem, is that here it makes sense to require the Markov property just for the two-dimensional process {(X;,X;+l), 1 ~ i ~ N-1}. The main result of this paper provides a complete characterization of the coefficients for which the Markov property holds. In fact we obtain that the 
(with the convention that g(X_ 1) = 0) where f,g and 'lj; are maps from JR into itself and { t;, 0 ~ i ~ N -1} is a sequence of independent random variables.
To deduce existence and uniqueness for our equation, we shall follow two different approaches. ( ii) g is continuous and increasing;
(iii) 'lj; is continuous and decreasing.
Our first result is the following.
Proposition 2.1

Under (H.J), equation {2.1) admits a unique solution.
Proof It is enough to prove that equation ( 
and we take into account (H.l.ii), we immediately obtain that it is itself a continuous, increasing map and that it is onto JR. Repeating the same computation for each n we obtain that the map In this case the following result holds.
Proposition 2.2 Under (H.2), equation (2.1) admits a unique solution.
Proof
We shall prove again that (2.1) admits a unique solution for each ~0 , ••• , ~N-l fixed.
As before it will be sufficient to prove that the map x ~------+ 'lj;(XN(x)) admits a unique solution and to do it we shall prove that it is a strict contraction of 1R into itself.
We want to prove that for each x and y in 1R (2.2) with 0 < A < 1. By (H.2), we have that
For each i = 1, ... , N -1, we have having defined recursively, for each i = 1, ... , N-1:
Now we have 
where B is the following matrix 
(notice that the assumptions over j, g and ' lj; imply that (2.8)
for every n 1, ... , N), a simple computation shows that
At the end we obtain that and the proof is complete.
D
Markov property
We want now to study the Markov property of the unique solution to equation (2.1). First of all we shall recall a simple result (see Ferrante and Nualart, 1994 ) that allows as to give a characterization of the reciprocal Markov chain property of a random vector which has an absolutely continuous law. Ferrante and Nualart, 1994 .
Making use of the factorization property of Proposition 3.1, the technical Lemma 3.2 and requiring the strict monotonicity of the map g, we are now able to prove the main result of the present paper. Sufficiency: Let us assume that f and g are affine maps. In this case we have where k1 and k2 are suitable constants, and therefore that A1 (x1 , .
•. ,xN) is itself a constant.
We have and therefore (3.1) trivially holds by taking Necessity: Let us now assume that for each 1 ~ m < n-2 < N -3 there exists two measurable functions such that
To avoid the trivial cases, let us choose m and n such that
(in this way the interior-and exterior a -fields are not degenerate) and fix i E {2, ... , m -1}
and j E {m + 2, ... ,n-1}. We can apply Lemma 3.2 to the function
We obtain therefore that 
and by (3.6) that
Let us assume that f or g is not an affine map and let us prove that this assumption leads to a contradiction. We shall need the following technical lemma: on U
Proof:
Step 1:
Let f be affine and g not (and the same holds when g is affine and f not); by the regularity conditions over g there exists an open, non empty subset U of 1R where g" =f. 
UXi
Step 2: Let f and g be both nonlinear; by the regularity of f and g there will exist two open subset of IR, U and V, on which hold that f" =/:-0 and g" =/:-0, respectively. We shall proceed by induction, proving the property (a) also for i = N-2, N-1.
Let us start by AN_ 1 ; since and condition (a) holds. To complete the proof it will be sufficient to recall that (b) is satisfied on U. 
Differentiating now with respect to xi+1 we have 2 ] Since and, by Lemma 3.3, we obtain (3.10)
Now, recalling that from (3.10) we have Proceeding in the same way, we obtain at the end that 
