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In this article, we present an algorithm for computing generating
sets of lattice ideals or equivalently for computing Markov bases
of lattices. Generating sets of lattice ideals and Markov bases
of lattices are essentially equivalent concepts. In contrast to
other existing methods, the algorithm in this article computes
with projections of lattices. This algorithm clearly outperforms
other algorithms in our computational experience. Two areas of
application for generating sets of lattice ideals and Markov bases
lattices are algebraic statistics and integer programming.
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1. Introduction
For a given integer lattice L ⊆ Zn, a lattice ideal (Sturmfels et al., 1995) of L is the following
binomial ideal of k[x1, . . . , xn]where k is a field:
I(L) := 〈xu+ − xu− : u ∈ L〉 ⊆ k[x1, . . . , xn].
Here, we use the abbreviation xu+−xu− := xu
+
1
1 ·xu
+
2
2 · · · xu
+
n
n −xu
−
1
1 ·xu
−
2
2 · · · xu
−
n
n where u+i = max{ui, 0}
and u−i = max{−ui, 0}. IfL = {u ∈ Zn : Au = 0} for some matrix A ∈ Zm×n (the lattice is saturated),
then I(L) is also called a toric ideal, but not all lattice ideals are toric ideals. Recall that a generating
set of a lattice ideal is any finite set of polynomials G ⊆ I(L) such that I(L) = 〈g : g ∈ G〉. In
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general, a generating set of a lattice ideal I(L) is not readily available; a basis of a latticeL is generally
not sufficient to give a generating set of I(L), that is, for a basis S ⊆ Zn of the lattice L, the ideal
I(S) := 〈xu+ − xu− : u ∈ S〉 satisfies I(S) ⊆ I(L), but usually one may not expect that I(S) = I(L).
AMarkov basis of a latticeL is a finite set of integer vectorsM ⊆ L such that, for every α, β ∈ Nn
where α−β ∈ L, there exists a finite sequence of non-negative integer vectors (z1, z2, . . . , zk) ⊆ Nn
where z1 = α, zk = β , and either zi − zi+1 ∈ M or zi+1 − zi ∈ M for i = 1, . . . , k − 1. Note that
every lattice has a finite Markov basis and that a basis of a lattice is usually not a Markov basis of
a lattice. Markov bases of lattices are essentially equivalent to generating sets of lattice ideals: a set
M ⊆ L is a Markov basis of L if and only if the set of binomials J(M) := {xu+ − xu− : u ∈ M} is a
generating set of I(L). Diaconis and Sturmfels (1998) showed this equivalence when I(L) is a toric
ideal; we present an essentially identical proof of the equivalence for lattice ideals in the Appendix
for completeness. Also, every lattice ideal has a generating set in the form J(M) for some setM ⊆ L.
Moreover, any generating set of I(L) can be easily decomposed into a generating set in the form J(M)
for someM ⊆ L. So, without loss of generality, we are only interested in generating sets of the form
J(M) for someM ⊆ L.
Thomas and Weismantel (1996) gave a very natural and useful characterization of Markov bases
of lattices using the notion of the connectedness of special graphs called fiber graphs, which we use
extensively in this article. The fiber of a latticeL ⊆ Zn and a vector ν ⊆ Zn is the set
FL(ν) := {z ∈ Nn : z − ν ∈ L}.
The set of integer points in a polyhedron can be reformulated as a fiber of a lattice and vice versa; so
these sets are quite general. For example, given a matrix A ∈ Zm×n and a vector b ∈ Zm, we have
{z ∈ Nn : Az = b} = FL(ν) where L ⊆ Zn is the lattice L = {z ∈ Zn : Az = 0} and ν ∈ Zn is any
vector such that Aν = b. Now, given a set of vectors M ⊆ L, the fiber graph GL(ν,M) is defined as
the undirected graphwith nodesFL(ν) and edges (y, z) if y−z ∈ M or z−y ∈ M for y, z ∈ FL(ν). We
remind the reader that the connectedness of GL(ν,M)means that, between each pair y, z ∈ FL(ν),
there exists a path from y to z in the graphGL(ν,M), and a path from y to z in the graph fiberGL(ν,M)
is a sequence of points (z1, z2, . . . , zk) ⊆ FL(ν) such that y = z1 and z = zk and either zi − zi+1 ∈ M
or zi+1− zi ∈ M for all i = 1, . . . , k− 1. It then follows from the definition of Markov bases of lattices
and fiber graphs that a set M ⊆ L is a Markov basis of L if and only if the fiber graph GL(ν,M) is
connected for every ν ∈ Zn.
Recently, there has been renewed interest in generating sets of lattice ideals and Markov bases
of lattices because of applications in algebraic statistics. Diaconis and Sturmfels (1998) showed how
Markov bases of lattices can be used in a Monte-Carlo Markov-Chain (MCMC) process to test the
validity of statistical models via sampling.
Markov bases of lattices also have an application in integer programming. Any integer program can
be reformulated into the following form called a lattice program assuming that an optimal solution
exists (Conti and Traverso, 1991):
IPL,(ν) := min {z : z ∈ FL(ν)}
where L ⊆ Zn is a lattice,  is a term order on Nn, and ν ∈ Zn. For example, the integer program
IP = {cz : Az = b, z ∈ Nn} is equivalent to the lattice program IPL,(ν) where L is the lattice
L = {z ∈ Zn : Az = 0}, ν ∈ Zn is any vector where Aν = b and  is a term order on Nn such
that cα > cβ implies xα  xβ for all α, β ∈ FL(ν). Also, any lattice program can be reformulated
as an integer program. A Gröbner basis of a lattice program IPL,(ν) (also called a Test Set) is a
set of integer vectors G ⊆ L such that, for every non-optimal feasible solution z ∈ FL(ν), there
exists a vector u ∈ G such that z − u ∈ FL(ν) and z  z − u. Hence, we can solve IPL,(ν) using
a Gröbner basis of IPL,(ν) by iteratively improving some given initial feasible solution of IPL,(ν)
until we can no longer do so at which point we must have found an optimal solution (assuming one
exists). Furthermore, we can define a Gröbner basis of the family of integer programs IPL,(ν)where
L and  are fixed and ν ∈ Zn is allowed to vary, which is called a Gröbner basis of IPL,(·) or a
-Gröbner basis of L. Importantly, a set G ⊆ L is a -Gröbner basis of L if and only if J(G) is a
-Gröbner basis of I(L) (Conti and Traverso, 1991); see Section 3.We need aMarkov basis of a lattice
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to compute a Gröbner basis of a lattice program and thus to solve the lattice program. Also, as we shall
see in Section 3, Gröbner bases of lattice programs play an important role in computing Markov bases
of lattices.
Several algorithms exist for computing a generating set of I(L) given a basis of the lattice L. The
first such algorithms were given by Conti and Traverso (1991) and Pottier (1991) (see also Adams and
Loustaunau (1994)). These algorithms involve introducing n−d or n−d+1 additional variableswhere
d is the dimension of the lattice and then eliminating the extra variables by computing a Gröbner basis
for an elimination ordering. Since the performance of the Buchberger algorithm is so sensitive to the
number of variables, adding extra variables is computationally very costly; so these algorithms are
not efficient. Hosten and Sturmfels (1995) presented an algorithm, whichwe refer to as the Saturation
algorithm, that does not require introducing any additional variables. The Saturation algorithm is
based upon the result that
I(L) = (· · · ((I(S) : x∞1 ) : x∞2 ) · · · ) : x∞n
where S is a lattice basis ofL. Using this result, the Saturation algorithm computes a generating set of
I(L) from S via a sequence of saturation stepswhere each individual saturation step involves aGröbner
basis computation. Bigatti et al. (1999) gave an algorithm, whichwe refer to as the BLR algorithm, that
requires introducing one extra variable and a singleGröbner basis computation; the algorithm is based
upon the related result that I(L) = I(S) : (x1 ·x2 · · · xn)∞. Anotherway of computing a generating set
of a lattice ideal is to compute a Graver basis of a lattice (Graver, 1975), which is a superset of aMarkov
basis of a lattice. Hemmecke (2003) presented an algorithm to compute a Graver basis of a lattice and
thus a Markov basis of a lattice. A Graver basis of a lattice is generally much larger than a minimal
Markov basis of a lattice, but there are special lattices for which any Markov basis is necessarily also
a Graver basis (see for example Sturmfels and Thomas (1997)).
This article is structured as follows. First, in Section 3, we present an algorithm for computing
a generating set of a lattice ideal. This algorithm computes a generating set of a lattice ideal via a
sequence of Gröbner basis computations for a hierarchy of projections of the lattice; hence,we call this
algorithm the Project-and-Lift algorithm. The fundamental idea behind the Project-and-Lift algorithm
is that we can compute a generating set of I(L) from a generating set of I(Li)whereLi is the lattice
given by projectingL onto all components except the ith component; in otherwords, I(Li) is the ideal
given by substituting 1 for xi in I(L).
Efficiently computing Gröbner bases of lattice ideals is a vital component of the Project-and-
Lift algorithm; so next, in Section 4, we describe how to optimize the Buchberger algorithm for
computing Gröbner bases of lattice ideals. This optimized Buchberger algorithm for lattice ideals is
called the geometric Buchberger algorithm (Thomas, 1995). Lattice ideals have special properties that
translate into significant improvements in the efficiency of the Buchberger algorithm as described in
Thomas (1995), Pottier (1994) and Thomas and Weismantel (1996). Moreover, we will also present
a very effective criteria for avoiding reduction to 0 in the Buchberger algorithm for lattice ideals.
Consequently, we can compute Gröbner bases of lattice ideals with thousands of variables (Eriksson,
2004), and we can compute Gröbner bases that have hundreds of thousands of polynomials (see
Section 6).
Then, in Section 5, we compare the performance of the Project-and-Lift algorithm with the
Saturation algorithm, the algorithm of Di Biase and Urbanke (1995), and the Graver basis algorithm
(Hemmecke, 2003). The Project-and-Lift algorithm was significantly faster than the Saturation
algorithmand the algorithmof Di Biase andUrbanke (1995) for all instances thatwe tried. The Project-
and-Lift algorithm was significantly faster than the Graver basis algorithm for instances where a
Graver basis wasmuch larger than aMarkov basis, but for instances where aMarkov basis is the same
as a Graver basis, the Graver basis algorithm performed similarly to the Project-and-Lift algorithm.
(For these special instances, the two algorithms are essentially the same.)
In Section 6, using an implementation of the Project-and-Lift algorithm in the software package
4ti2 (4ti2 team, 2006), we were able to compute a Markov basis for 4 × 4 × 4 contingency tables
with 2-marginals, a problem involving 64 variables. For this problem,we computed aminimalMarkov
basis with 148, 968 vectors in a minimal Markov basis, which fall into 15 equivalence classes with
respect to the underlying symmetry group S4 × S4 × S4 × S3. This result meant that we solved the
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previously intractable computational challenge posed by Seth Sullivant that asked whether a given
set of 145,512 vectors was a Markov basis for 4× 4× 4 contingency tables with 2-marginals.
Note that wewill present results and proofs thereof primarily in a geometric context following the
lead of Thomas (1995) and Thomas and Weismantel (1996).
2. Notation
Given a vector u ∈ Zn and a set σ ⊆ {1, . . . , n}, we write uσ := (ui)i∈σ and uσ := (ui)i6∈σ . So, uσ is
the projection of u onto the σ components, and uσ is the projection of u onto the σ¯ := {1, . . . , n} \ σ
components. We extend this notation to sets. Given S ⊆ Zn, we write Sσ := {uσ : u ∈ S}, and Sσ :=
{uσ : u ∈ S}. For the sake of brevity, we often write imeaning the set {i}, so for example ui = u{i} and
S i = S{i}.
For a vector u ∈ Zn, we write supp(u) for the support of the vector u: supp(u) := {i ∈ {1, . . . , n} :
ui 6= 0}. Also, for a vector u ∈ Zn, we write u+ to represent the vector consisting of the non-negative
part of u, that is, u+i = max{ui, 0}, and similarly, we write u− for the non-positive part, that is,
u−i := max{−ui, 0}. So, u = u+−u−. For two vectors u, v ∈ Zn, wewrite u∨v for the component-wise
maximum of u and v, that is, (u ∨ v)i := max{ui, vi}.
3. Project-and-Lift algorithm
In this section, we describe the Project-and-Lift algorithm. The fundamental idea behind the
Project-and-Lift algorithm is that we can compute a Markov basis of I(L) given a Markov basis of
I(Li). Thus, analogously, given any set σ ⊆ {1, . . . , n}, we can compute a Markov basis of I(Lσ\i)
given a Markov basis of I(Lσ ) for any i ∈ σ . So, starting from a given set M ⊆ L such that Mσ is a
Markov basis of Lσ for some σ ⊆ {1, . . . , n}, we compute a Markov basis of I(Lσ\i) for some i ∈ σ
and then set σ = σ \ i and repeat until σ = ∅.
There are two cases to consider.
Case 1:We consider the situation when there exists a vector a ∈ L ∩ Nn where ai > 0, that is,
there exists a binomial xa − 1 ∈ I(L)where ai > 0. Also, we require that the projective map fromL
to Li is a bijection, that is, the kernel of the projective map, written keri(L) := {u ∈ L : ui = 0}, is
trivial (i.e., keri(L) = {0}).
Next, we prove the result that we need in order to find a Markov basis of L given a Markov basis
ofLi for this case.
Lemma 3.1. Let i ∈ {1, . . . , n}. Assume keri(L) = {0}, and assume there exists a ∈ L ∩ Nn where
ai > 0. Let M ⊆ L such that M i is a Markov basis ofLi. Then, M ∪ {a} is a Markov basis ofL.
Proof. Let y, z ∈ FL(ν) for some ν ∈ Zn. SinceM i is a Markov basis ofLi, there exists a path from yi
to z i in GLi(ν
i,M i). Let (z1, z2, . . . , zk) ⊆ Zn such that y = z1, z = zk, and (z i1, z i2, . . . , z ik) ⊆ FLi(ν i)
is a path from yi to z i in GLi(ν
i,M i). Now, since keri(L) = {0} and±(z ij − z ij+1) ∈ M i for all j < k, we
must have±(zj− zj+1) ∈ M for all j < k. Then, there must exist a λ ∈ N such that zj+λa ≥ 0 for all j.
Then, (z1+ λa, z2+ λa, . . . , zk+ λa) is a path from y+ λa to z+ λa in GL(ν,M). Also, z is connected
to z + λa in GL(ν,M) by the path (z, z + a, . . . , z + λa), and similarly, y is connected to y + λa in
GL(ν,M). Thus, y is connected to z in GL(ν,M) as required. 
Lemma 3.1 above is equivalent to the following algebraic result. Assume that keri(L) = {0}, and
assume that there exists xa − 1 ∈ I(L) for some a ∈ L ∩ Nn where ai > 0. Let M ⊆ L such that
I(M i) = I(Li). Then, I(M ∪ {a}) = I(L).
Now, analogous to above, given σ ⊆ {1, . . . , n} and i ∈ σ , we can find aMarkov basis ofLσ\i from
a Markov basis of Lσ using the following corollary of Lemma 3.1. Note that Lσ\i and Lσ correspond
to L and Li respectively in Lemma 3.1. Also, note that keriσ (L) := {uσ\i : u ∈ L, uσ = 0} is the
kernel of the projective map fromLσ\i toLσ .
Corollary 3.2. Let σ ⊆ {1, . . . , n} and let i ∈ σ . Assume keriσ (L) = {0}, and assume there exists a ∈ L
where aσ ≥ 0 and ai > 0. Let M ⊆ L such that Mσ is a Markov basis of Lσ . Then, (M ∪ {a})σ\i is a
Markov basis ofLσ\i.
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We can find a vector a ∈ L ∩ Nn where aσ ≥ 0 and ai > 0 or determine there is no such vector
efficiently using linear algebra and linear programming.
Case 2: There is no vector a ∈ L ∩ Nn where ai > 0, that is, there does not exist a binomial
xa − 1 ∈ I(L)where ai > 0. Note that this implies that keri(L) = {0}.
Before showing the main result, we need a fundamental known result about Gröbner bases of
lattices (see Sturmfels et al. (1995)), which we prove here for completeness.
Lemma 3.3. Let  be a term order of Nn. A set G ⊆ L is a -Gröbner basis of L if and only if, for all
v ∈ L, there exists a vector u ∈ G such that u+ ≤ v+.
Proof. AssumeG is a-Gröbner basis ofL. Let v ∈ L. Then, v+, v− are feasible solutions ofFL(v−),
and moreover, since v+  v−, v+ is a non-optimal solution of FL(v−). Thus, from the definition of
Gröbner bases of lattices, there exists a vector u ∈ G such that v+ − u ∈ FL(v−), which implies that
0 ≤ v+ − u⇔ u ≤ v+ ⇔ u+ ≤ v+.
Conversely, assume that for all v ∈ L, there exists a vector u ∈ G such that u+ ≤ v+. Let ν ∈ Zn
and let y, z ∈ FL(ν) where y is a non-optimal solution and z is the optimal solution. Let v = y − z.
Since y  z, we have v ∈ L. Thus, there exists u ∈ G such that u+ ≤ v+, which implies that
0 ≤ v+ − u⇒ 0 ≤ y− u⇒ y− u ∈ FL(ν), and moreover, since G ⊆ L, we have u+  u−, which
implies that y  y− u as required. 
Algebraically speaking, the initial ideal (or leading term ideal) of I(L) with respect to  is the
monomial ideal 〈xu+ : u ∈ L〉 (Sturmfels et al., 1995) where L := {u ∈ L : u+  u−}. So, from
the basic Gröbner basis theory, given G ⊆ L, the set J(G) is a -Gröbner basis of I(L) if and only if
〈xu+ : u ∈ G〉 = 〈xu+ : u ∈ L〉, which is equivalent to requiring that, for all v ∈ L, there exists a
vector u ∈ G such that u+ ≤ v+. Thus, Lemma 3.3 implies that a set G ⊆ L is a -Gröbner basis of
L if and only if J(G) is a-Gröbner basis of I(L).
For this case, we will show that, given a set G ⊆ L, there exists a term order  such that G is a
-Gröbner basis of L if and only if Gi is a i-Gröbner basis of Li where i is the restriction of  to
the components {1, . . . , n} \ iwhere we treat the ith component as if it were zero.
We now define the term order that we need. It follows from Farkas’ Lemma in linear programming
that there is no vector a ∈ L ∩ Nn where ai > 0 if and only if there exists a vector c ∈ Rn+ such
that ci = 0 and c · u = −ui for all u ∈ L. Now, given any term order  on Nn, we define the term
order c on Nn as α c β if c · α > c · β or c · α = c · β and α  β . Note that c is a term
order since c ≥ 0. The term order c has the crucial property that ui ≤ 0 for every u ∈ L because
u+ c u− ⇒ c · u+ ≥ c · u− ⇔ c · u ≥ 0 ⇔ ui ≤ 0. We also define the term order ic as the term
order c restricted to the components {1, . . . , n} \ i where we treat the ith component as if it were
zero. Crucially, for all u ∈ L, we have u ∈ L if and only if ui ∈ Liic , that is, u
+ c u− if and only if
(ui)+ ic (ui)−. This follows since c · u = c i · ui = −ui.
Lemma 3.4. Assume that there exists c ∈ Rn+ such that ci = 0 and c · u = −ui for all u ∈ L, and let be
a term order on Nn. A set G ⊆ Lc is ac-Gröbner basis ofL if and only if Gi is aic-Gröbner basis ofLi.
Proof. Assume that G is a c-Gröbner basis of L. Let u ∈ L such that ui ∈ Liic . We must show that
there exists v ∈ G such that (vi)+ ≤ (ui)+ and the result follows by Lemma 3.3. Now, u ∈ L as well,
and so, since G is ac-Gröbner basis ofL, there exists v ∈ G such that v+ ≤ u+ by Lemma 3.3. Hence,
(vi)+ ≤ (ui)+ as required.
Assume that Gi is a ic-Gröbner basis of Li. Let u ∈ Lc . We must show that there exists v ∈ G
such that v+ ≤ u+, and the result follows by Lemma 3.3. Since Gi is a ic-Gröbner basis of Li and
ui ∈ Lic , there exists v ∈ G such that (vi)+ ≤ (ui)+. Then, since v+i = 0, we must have v+ ≤ u+ as
required. 
Lemma 3.4 above is equivalent to the following algebraic result. Letc be defined as above, and let
G ⊆ Lc . The set J(G) is ac-Gröbner basis of I(L) if and only if J(Gi) is aic-Gröbner basis of I(Li).
So, given a set M ⊆ L such that M i is a Markov basis of Li, we can compute a G ⊆ L such that
Gi is a ic-Gröbner basis of Li using the geometric Buchberger algorithm (see Section 4). Then, G is ac-Gröbner basis ofL and thus G is a Markov basis ofL since Gröbner bases are Markov bases.
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Now, analogous to above, given σ ⊆ {1, . . . , n} and i ∈ σ where keriσ (L) = {0}, we can find a
Markov basis ofLσ\i from aMarkov basis ofLσ using the following corollary of Lemma 3.4. First, note
that, from Farkas’ Lemma, there is no vector a ∈ Lwhere aσ ≥ 0 and ai > 0 if and only if there exists
a vector c ∈ Rn+ such that cσ = 0 and c · u = −ui for all u ∈ L. Also, analogous to ic , we define σc
as the term order c restricted to the σ¯ components and σ\ic as the term order c restricted to the
σ¯ ∪ i components. Lastly, note thatLσσc := {uσ : u ∈ L, (uσ )+ σc (uσ )−}.
Corollary 3.5. Assume that there exists c ∈ Rn+ such that cσ = 0 and c · u = −ui for all u ∈ L, and let be a term order on Nn. Let σ ⊆ {1, . . . , n} and let i ∈ σ . Let G ⊆ L where Gσ ⊆ Lσσc . The set G is a
σc -Gröbner basis ofLσ if and only if Gσ\i is aσ\ic -Gröbner basis ofLσ\i.
So, given a set M ⊆ L such that Mσ is a Markov basis of Lσ , we can compute a G ⊆ L such that
Gσ is a σc -Gröbner basis of Lσ . Then, Gσ\i is a σ\ic -Gröbner basis of Lσ\i and thus Gσ\i is a Markov
basis ofLσ\i.
We can now describe the Project-and-Lift algorithm. The first step is to find a set σ ⊆ {1, . . . , n}
such that kerσ (L) := {u ∈ L : uσ = 0} = {0}. Note that, kerσ (L) = {0} implies that keri
σ ′(L) = {0}
for all σ ′ ⊆ σ and for all i ∈ σ ′. Next, we must find a set M ⊆ L such that Mσ is a Markov basis of
Lσ . Then, we can apply the above reasoning for either case 1 or case 2 to compute a Markov basis of
Lσ\i from a Markov basis of Lσ for some i ∈ σ , and we do this iteratively for every i ∈ σ . Note that,
at the beginning of each iteration of the algorithm,Mσ is a Markov basis ofLσ .
Algorithm 1 Project-and-Lift
Input: A latticeL.
Output: A Markov basisM ofL.
Find a set σ ⊆ {1, . . . , n} such that kerσ (L) = {0}.
Find a setM ⊆ L such thatMσ is a Markov basis ofLσ .
while σ 6= ∅ do
Select i ∈ σ
if there exists a ∈ L such that aσ ≥ 0 and ai > 0 then
SetM := M ∪ {a}
else
Find c ∈ Rn+ such that cσ = 0 and c · u = −ui for all u ∈ L.
UsingM , compute G ⊆ L such that Gσ is aσc -Gröbner basis ofLσ .
SetM := G.
end if
σ := σ \ i
end while
We now show how to find a set σ ⊆ {1, . . . , n} such that kerσ (L) = {0} and how to find a
set M ⊆ L such that Mσ is a Markov basis of Lσ . Consider the special case that L ⊆ Zn is an n-
dimensional lattice (i.e. there are n vectors in a basis of L). Let B ∈ Zn×n be a matrix in the Hermite
Normal Form (HNF), that is, B is an upper triangle matrix with positive diagonal entries and non-
positive entries elsewhere such that the rows of B form a basis ofL. We can always construct such a
matrix B in polynomial time from any basis ofL using the HNF algorithm (see for example Nemhauser
and Wolsey (1988)), which performs operations on the rows of B such as multiplying a row by−1 or
adding some integer multiple of one row to another. The rows of the matrix B actually give a Gröbner
basis of L with respect to the lexicographic order written lex where α lex β if the first non-zero
entry of the vector α − β is positive; see Lemma 3.6. Thus, the rows of B are a Markov basis ofL.
Lemma 3.6. LetL ⊆ Zn be an n-dimensional lattice. Let B ∈ Zn×n be a matrix in HNF such that the rows
of B for a basis ofL. The rows of B give alex-Gröbner basis ofL.
Proof. Let u ∈ Llex . Then, the first non-zero entry in u is positive. Assume ui is the first non-zero
entry, and let bi be the ith row of B. Since B is in HNF and B is a basis ofL, wemust have that bii divides
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ui. Since bij ≤ 0 for all j 6= i, we must have b+i ≤ u+, and therefore, the rows of B give alex-Gröbner
basis ofL by Lemma 3.3. 
Consider now the general case of a k-dimensional lattice L ⊆ Zn. Let B be a matrix such that
the rows of B form a basis of L. Any k linearly independent columns of B then suffice to give a set
σ¯ such that there is a one-to-one correspondence between vectors in Lσ and vectors in L; that is,
kerσ (L) = {0}. Such a set σ can be found via Gaussian elimination. Now, consider the set Bσ , which
is the square submatrix of B consisting of the columns indexed by σ¯ . We can assume that Bσ is in HNF
form. Then, as discussed above, from Lemma 3.6, Bσ is a Markov basis ofLσ as required.
The Project-and-Lift algorithm does not in general compute a minimal Markov basis. See Caboara
et al. (2003) for an algorithm to compute a minimal Markov basis.
The following example shows an example computation using the Project-and-Lift algorithm.
Example 3.7. Consider the latticeL generated by the vectors (1,−5,−3, 3) and (0, 8, 4,−5). The set
M := {(2,−2,−2, 1), (3, 1,−1,−1), (5,−1,−3, 0), (1, 3, 1,−2)}
is a minimal Markov basis ofL. We will compute this set using the Project-and-Lift algorithm.
The set M = {(1,−5,−3, 3), (0, 8, 4,−5)} is a basis of L. Let σ = {3, 4}. Then, kerσ (L) = {0}.
Note thatMσ = {(1,−5), (0, 8)}, and by Lemma 3.6,Mσ is a Markov basis ofLσ .
(1) Select i := 3. Let a = (0, 8, 4,−5). Then, a ∈ L and aσ ≥ 0 and ai > 0. Set M := M ∪ {a} =
{(1,−5,−3, 3), (0, 8, 4,−5)}. Then,Mσ\i is aMarkov basis ofLσ\i by Lemma3.1. Setσ = σ \ i =
{4}.
(2) Select i := 4. Let c := ( 18 , 58 , 0, 0). Then, c · u = −ui for all u ∈ L and cσ = 0. The
set {(−5, 1, 3), (−2, 2, 2), (1, 3, 1), (3, 1,−1), (8, 0,−4)} is a σc -Gröbner basis of Lσ where is a degree reverse lexicographic ordering. Set M := {(−5, 1, 3, 0), (−2, 2, 2,−1), (1, 3, 1,
−2), (3, 1,−1,−1), (8, 0,−4,−1)}. Then, Mσ is a σc -Gröbner basis of Lσ . Thus, Mσ\i is a
Markov basis ofLσ\i by Lemma 3.4. Set σ := σ \ i = ∅.
(3) Since σ = ∅,M is a Markov basis ofL, and we are done.
Note that we computed one more vector than necessary: the vector (8, 0,−4,−1) is not needed in a
Markov basis ofL.
4. The Buchberger algorithm for lattices
In this section, we briefly describe how the Buchberger algorithm (Buchberger, 1985) can be spe-
cialized for computing Gröbner bases of lattice ideals (Thomas, 1995; Pottier, 1994). This specialized
Buchberger algorithm for lattice ideals is called the geometric Buchberger algorithm (Thomas, 1995).
A lattice ideal is a saturated ideal, that is, I(L) = I(L) : x∞. This follows since xα − xβ ∈ I(L)
if and only if α − β ∈ L (Pottier, 1994; Sturmfels et al., 1995), and thus, if xα − xβ ∈ I(L), then
xu+ − xu− ∈ I(L) where u = α − β . Hence, during the geometric Buchberger algorithm, whenever
we encounter a binomial xα − xβ ∈ I(L), we can replace it with the binomial xu+ − xu− where
u = α − β . Moreover, we can represent a binomial xu+ − xu− for some u ∈ L as just the vector u.
Furthermore, all operations on binomials xu+ − xu− and xv+ − xv− for u, v ∈ L that are performed
during the Buchberger algorithm can instead be performed by simple operations on the vectors u, v.
Thus, the geometric Buchberger algorithm only computes with vectors inL.
We list the correspondence between operations on binomials and operations of vectors below.
First, let u, v ∈ Lwhere u+  u− and v+  v−.
• The S-polynomial of the binomials xu+ − xu− and xv+ − xv− is the binomial
xv+∨u+
xv+
(xv
+ − xv−)− x
v+∨u+
xu+
(xu
+ − xu−) = x(v+−u+)++u− − x(v+−u+)−+v− .
Note that the least common multiple of xu+ and xv+ is xv+∨u+ . We can replace the S-polynomial
with the binomial x(v−u)+ − x(v−u)− . Thus, the S-vector of the vectors u, v is the vector v − u.
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• If xu+ divides xv+ , then xu+ − xu− reduces xv+ − xv− to the binomial x(v+−u+)+u− − xv− , which
we can replace with x(v−u)+ − x(v−u)− . Thus, using just vectors, we have that if u+ ≤ v+, then u
reduces v to v − u.
• If xu+ divides xv− , then xu+ − xu− reduces xv+ − xv− to the binomial xv+ − x(v−−u+)+u− , which
we can replace with x(u+v)+ − x(u+v)− . Thus, using just vectors, we have that if u+ ≤ v−, then u
reduces v to v + u.
During the Buchberger algorithm, we must check whether the S-polynomial of every critical pair
reduces to 0. Checking reduction to 0 is computationally expensive; so we wish to avoid this as much
as possible.We present below three very useful criteria in practice for avoiding reduction to 0. The first
two criteria are well-known and we present their geometric variants. The third criterion is specific to
saturated ideals (i.e. I = I : x∞) and thus lattice ideals, and it is extremely effective in practice.
Criterion 1: It is well-known (Buchberger, 1985) that, during the Buchberger algorithm, we can
discard an S-polynomial of two polynomials if the leading terms of the two polynomials are relatively
prime. For lattice ideals, this means that an S-vector of two vectors u, v ∈ L where u+  u− and
v+  v− can be discarded when
supp(u+) ∩ supp(v+) = ∅
where supp(u+) := {i ∈ {1, . . . , n} : ui > 0}.
Criterion 2: It is well-known that we can discard all critical pairs except for a subset of critical
pairs that give a generating set of themodule generated by the critical syzygies (see Buchberger (1985);
Gebauer and Möller (1987); Caboara et al. (2003)). Gebauer and Möller (1987) gave a criterion for
discarding critical pairs leaving a set of critical pairs that generate the module of critical syzygies.
However, this set of pairs may not be a minimal generating set. Caboara et al. (2003) describe an
algebraic algorithm for computing a minimal set of critical pairs, and their computational results
indicate that the Gebauer and Möller criterion gives a good approximation to a minimal set of critical
pairs. We found that the Gebauer and Möller criterion was very useful for our computations.
Translated into vector notation, the Gebauer and Möller criterion is as follows. Let G = {u1,
u2, . . . , u|G|}, and let ui, uj ∈ G where i < j. We may discard the critical pair ui, uj if there exists
uk ∈ Gwhere i 6= k 6= j such that u+k ≤ u+i ∨ u+j and one of the following conditions holds:
(1) k < i;
(2) i < k < j and u+k ∨ u+i 6= u+i ∨ u+j ; or
(3) j < k and u+k ∨ u+i 6= u+i ∨ u+j and u+k ∨ u+j 6= u+i ∨ u+j .
Criterion3: This criterion is specific to saturated ideals (i.e. I = I : x∞) and thus lattice ideals, and it
is extremely effective in practice. A related but restricted idea to this criterion first appeared in Bigatti
et al. (1999) (called ‘‘Criterion Tail’’) and also a similar but restricted idea appeared independently in
Lauritzen (2005).
First, we recall some basic facts about truncated Gröbner bases of homogeneous ideals (see for
example Becker and Weispfenning (1993)). Let w ∈ Nn. The w-weighted degree of a monomial xα
is deg(xα) = w · α. The weighted degree of a polynomial is the maximum weighted degree of its
monomials. A polynomial isw-homogeneous if all its monomials have the sameweighted degree. An
ideal isw-homogeneous if it is generated by a set ofw-homogeneous polynomials, in which case, we
shall refer tow as a grading of the ideal. Let d ∈ N. A d-truncated Gröbner basis of aw-homogeneous
ideal I with respect to some term order is a set of polynomials G ⊆ I such that every polynomial
f ∈ I where degw(f ) ≤ d reduces to 0 modulo G. A set G ⊆ I is a d-truncated Gröbner basis of a
homogeneous ideal I if and only if all S-polynomials ofG having degree atmost d reduce to 0moduloG.
For a saturated ideal I , when computing a Gröbner basis of I using the Buchberger algorithm, if we
encounter a polynomial f ∈ I where xα|f for some non-zero α ∈ Nn, we can cancel xα and replace f
with f /xα since f /xα ∈ I . We write Sat(f ), the saturation of f , as the polynomial given by canceling
the greatest monomial divisor of f . Moreover, what we will show in Lemma 4.1 is that: if I is w-
homogeneous and if we encounter a polynomial f ∈ I where degw(Sat(f )) < degw(f ), then we can
just throw away the polynomial f . In Lemma 4.1, we assume that the process of reducing a polynomial
also involves saturating the polynomial.
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We now arrive at the following very useful lemma for avoiding reduction to 0.
Lemma 4.1. Let I be a w-homogeneous saturated ideal, and let G ⊆ I be a set of w-homogeneous
polynomials such that 〈G〉 = I . The set G is a Gröbner basis of I with respect to a term order  if and
only if, for every pair f , g ∈ G, the polynomial SP(f , g) reduces to some polynomial h modulo G where
either h = 0 or degw(h) < degw(SP(f , g)).
Proof. Assume that G is not a Gröbner basis of I . Then, there must exist some critical pair f , g ∈ G
such that SP(f , g) does not reduce to 0 modulo G. Amongst all such critical pairs, choose a pair
f , g ∈ G such that the degw(SP(f , g)) is minimal. Let d = degw(SP(f , g)) − 1. Then, G is a d-
truncated Gröbner basis of I because all S-polynomials of degree less than degw(SP(f , g)) reduce to
0 modulo G. Now, assume that SP(f , g) reduces to some non-zero polynomial hmodulo G. We must
show that degw(h) = degw(SP(f , g)). If degw(h) < degw(SP(f , g)), then h would reduce to 0 since
G is a d-truncated Gröbner basis of I implying that SP(f , g) reduces to 0, which is a contradiction; so
degw(h) = degw(SP(f , g)) as required. The converse is straight-forward. 
Note that, during the Buchberger algorithm, we can process the pairs f , g ∈ G in any order and
still apply Lemma 4.1 — it is not necessary to apply the homogeneous Buchberger algorithm (see
for example Becker and Weispfenning (1993)), which processes the pairs in the order of increasing
degw(SP(f , g)).
Note that, for a given grading w of I , it is the support of the grading w, supp(w), that is important
for Lemma 4.1 since degw(Sat(f )) < degw(f ) if and only if there exists i ∈ {1, . . . , n} where xi|f and
i ∈ supp(w). Hence, the larger the support of the grading of L the more effective Lemma 4.1. So, we
wish to find a grading of maximal support. Ifw1, w2 ∈ Nn are gradings of I , thenw1+w2 is a grading
of I and supp(w1 + w2) = supp(w1) ∪ supp(w2). Then, taking the sum of all such gradings gives
a grading of maximal support. Note that the maximal support is therefore unique. Also, note that if
w = 0 is the only possible grading, then Lemma 4.1 is useless.
Lemma 4.1 is easily extended to the case where I is partially saturated meaning that I = I : x∞σ
for some set σ ⊆ {1, . . . , n}. Here, we write I(M) : x∞σ as shorthand for I(M) : (xσ1 · xσ2 · · · xσk)∞
where σ = {σ1, σ2, . . . , σk}. Analogously to a saturated ideal, for a partially saturated ideal I , when
computing a Gröbner basis of I , if we encounter f ∈ I where xα|f for some non-zero α ∈ Nn where
ασ = 0, we can replace f with f /xα since f /xα ∈ I , and moreover, if degw(f /xα) < degw(f ), then we
can throw away the polynomial f .
We now apply Lemma 4.1 to the specific case of lattice ideals. Let w ∈ Nn such that w · u = 0 for
all u ∈ L. Then, the lattice ideal I(L) isw-homogeneous becausew ·α = w ·β for all xα − xβ ∈ I(L)
sinceα−β ∈ L.We callw a grading ofL, andwe define degw(u) = w·u+ = w·u− for u ∈ L.We can
easily find a gradingw ∈ Nn ofL such thatwi > 0 for each i ∈ {1, . . . , n} using linear programming,
and thus, taking the sum of all such possible gradings gives a grading of maximal support.
We now show howwe can apply Lemma 4.1 when computing Gröbner bases of lattice ideals using
only operations on vectors, which are quick to check. We leave the proofs of the following results as
an exercise. Let u, v ∈ Lwhere u+  u− and v+  v−.
• We have degw(x(v−u)+−x(v−u)−) < degw(x(v+−u+)++u−−x(v+−u+)−+v−) if and only if supp(u−)∩
supp(v−)∩supp(w) 6= ∅. Recall that x(v+−u+)++u−−x(v+−u+)−+v− is the S-polynomial of xu+−xu−
and xv+ − xv− , and x(v−u)+ − x(v−u)− is the saturated form of the S-polynomial. Thus, during the
geometric Buchberger algorithm, if supp(u−)∩supp(v−)∩supp(w) 6= ∅, thenwe can throw away
the S-vector v − u.
• Assume u+ ≤ v+, so u reduces v to v− u. Then, degw(v− u) < degw(v) if and only if supp(u−)∩
supp(v−) ∩ supp(w) 6= ∅.
• Assume u+ ≤ v−, so u reduces v to v+ u. Then, degw(v+ u) < degw(v) if and only if supp(u−)∩
supp(v+) ∩ supp(w) 6= ∅.
Experimentally, we found that criterion 3 was extremely useful. In fact, when a grading w of
L exists where | supp(w)| = n, we found that, by using Criterion 3, there was almost always no
reduction to 0 of S-vectors when computing a Gröbner basis of L. Furthermore, when there exists
a grading w of L where | supp(w)| ≥ n2 , we found that criterion 3 was the most useful criterion,
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Fig. 1. Software and algorithm.
and moreover, it was not computationally worthwhile to use Criterion 2 at all. However, when
| supp(w)| < n2 , then criterion 2 should be used as well as Criterion 3 as Criterion 2 is the most useful
criterion in this case.
5. Computational experience
In this section, we compare the performance of implementations of the Saturation algorithm, BLR
algorithm, and the Project-and-Lift algorithm in4ti2 v.1.3 (4ti2 team, 2006)with the implementation
of the Saturation algorithm and the BLR algorithm in CoCoA 4.6 (CoCoATeam, 2005). We will also
compare the performance of these algorithmswith an implementation of the algorithm of Hemmecke
(Hemmecke, 2003) to compute a Graver basis in 4ti2 v.1.3 (4ti2 team, 2006). The software package
Singular (Greuel et al., 2005) also has an implementation of the Saturation algorithm and the BLR
algorithm, but CoCoA seems the faster implementation, at least on the example problems in this
section; so we only compare 4ti2with CoCoA.
In Fig. 2, we list the time taken to compute Markov bases of different problems. The computations
were done on an Intel XEON 3.2 GHz machine with 4 Gb of RAM running Linux Redhat. Computation
times are given in seconds rounded to the nearest one-hundredth of a second. The table entries with
a ‘‘∗’’ indicate that after several hours of computation time, the computation was still nowhere near
completion. In the first column of Fig. 2, we list the problems for which we computed the Markov
bases. The second column contains the number of variables in the problem. The third column contains
the size of a minimal MB basis. The last six columns correspond to the different algorithms and their
different implementations. The column headings are explained in Fig. 1.
The problems that we compute theMarkov basis for are as follows. The first 4 problems, (333, 334,
335, and 344) correspond to three-dimensional contingency tables. The example grin4x8 is taken
from Hosten and Sturmfels (1995), and the examples grin4x10 and grin4x13 are extensions of
the example grin4x8, that is, we added extra variables. The examples hppi10, hppi12, hppi14
correspond to the computation of homogeneous primitive partition identities (see for example
Chapters 6 and 7 in Sturmfels (1996)). Finally, the examples cuww1,cuww3,cuww5 arise from
knapsack problems presented in Cornuéjols et al. (1997).
The computational results show that the Project-and-Lift algorithm is significantly faster than the
Saturation and BLR algorithms. Moreover, the Project-and-Lift algorithm seems quite robust in the
sense that the computation times of the Project-and-Lift algorithm reflect the size of the minimal
Markov bases. The running times give a clear ranking of three of the algorithms: first comes our
Project-and-Lift method, second comes the Saturation algorithm, and last comes the BLR method.
The BLR algorithm computes a Markov basis by introducing one additional variable and running
a single Gröbner basis computation. The reason why the BLR algorithm performs the worst is that
introducing a single extra variable generally results in the algorithm computing a Markov basis that
is much much larger than a minimal one. For the example grin4x13, which has a minimal Markov
basis of size 10,868 vectors, the BLR algorithm computes a Markov basis of size 23,183 whereas the
largest Project-and-Lift algorithm computes a Markov basis of size 12,753.
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Fig. 2. Comparison of computing times.
The Project-and-Lift algorithm and the Saturation algorithm perform repeated Gröbner basis
computations using the geometric Buchberger algorithm. The advantage of the Project-and-Lift
algorithm over the Saturation algorithm is that the Project-and-Lift algorithm performs computations
using projections of L whereas the Saturation algorithm performs computations using the full-
dimensional latticeL. This means that the Project-and-Lift algorithm generally computes with much
smaller intermediate sets of vectors during the computation. In our computational experience, only in
the final iteration of the Project-and-Lift algorithm does the size of the set of vectors it computes with
approach the final output size, but in contrast to this, the size of the set of vectors that the Saturation
algorithm computes with usually comes close to the final output size even after just the first iteration
of the algorithm. For example, the table below shows the sizes of the intermediate sets for the last 10
iterations of the Saturation algorithm and the Project-and-Lift algorithm for the example 335, which
has a minimal Markov basis of size 2670.
SAT 3301 3252 3308 3281 3315 3280 3252 3356 3268 3268
P&L 16 16 23 39 62 232 661 1452 2106 3252
The computational results also show that the Project-and-Lift algorithm is significantly faster than
the Graver basis algorithm when the size of a Graver basis is much larger than a minimal Gröbner
basis, which is often the case. For example, for the problem 335, a minimal Markov basis has 2670
many elements, but a Graver basis has 263,610 many elements. However, in the special case where a
Markov basis is the same as a Graver basis, the Graver basis algorithm is faster. For example, a Markov
basis is essentially the same as a Graver basis for the examples hppi10, hppi12, hppi14. In fact, when a
Markov basis is essentially the same as a Graver basis, it can be shown that the Graver basis algorithm
as presented in Hemmecke (2003) is essentially the same as the Project-and-Lift algorithm — the
Graver basis algorithm also uses a Project-and-Lift approach.
6. The 4× 4× 4-challenge
The challenge posed by Seth Sullivant amounts to checkingwhether a given set of 145, 512 integer
vectors in Z64 is a Markov basis for the statistical model of 4 × 4 × 4 contingency tables with 2-
marginals. If x = (xijk)i,j,k=1,...,4 denotes a 4× 4× 4 array of integer numbers, the defining equations
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for the sampling moves are as follows:
4∑
i=1
xijk = 0 for j, k = 1, . . . , 4,
4∑
j=1
xijk = 0 for i, k = 1, . . . , 4,
4∑
k=1
xijk = 0 for i, j = 1, . . . , 4.
This leads to a problemmatrix A444 ∈ Z48×64 of rank 37 and a latticeLA444 = {z : A444z = 0, z ∈ Z64}.
Note that the 145, 512 vectors in the conjectured Markov basis fall into 14 equivalence classes under
the natural underlying symmetry group S4 × S4 × S4 × S3.
Aoki and Takemura (2003) have computed these 14 symmetry classes via an analysis of sign
patterns and under exploitation of symmetry. They claimed that the corresponding 145, 512 vectors
form the unique inclusion-minimal Markov basis of A444.
Using our Project-and-Lift algorithm,we computed a non-minimalMarkov basis from the problem
matrix A444 within 2 days on an Intel XEON 3.2 GHzmachine with 4 Gb of RAM running Linux Redhat.
It then took a little over 18 hours to extract the uniqueminimalMarkov basis. Note that the symmetry
of the problem was not used by the algorithm. This leaves room for a further significant speed-up.
Our computation produced 148, 968 vectors; that is, there are additionally 3, 456 Markov basis
elements. These vectors form a single equivalence class under S4×S4×S4×S3 of a norm 28 vector z15
(or equivalently, of a degree 14 binomial). A quick check via a Hilbert basis computation with 4ti2
shows that these Markov basis elements are indispensable, since {z ∈ Z64+ : A444z = A444z+15} =
{z+15, z−15}. As also all the other 145, 512 Markov basis elements were indispensable, the Markov basis
of 4 × 4 × 4 contingency tables with 2-marginals is indeed unique. At least this claim can be saved
from Aoki and Takemura (2003), although we have finally given a computational proof. Following
the above result, Lauritzen (2005) independently also showed that the 145, 512 vectors were not a
Markov basis but without determining the actual Markov basis as we have done.
Here is the list of the 15 orbit representatives, written as binomials:
(1) x111x144x414x441 − x114x141x411x444
(2) x111x144x334x341x414x431 − x114x141x331x344x411x434
(3) x111x122x134x143x414x423x432x441 − x114x123x132x141x411x422x434x443
(4) x111x144x324x333x341x414x423x431 − x114x141x323x331x344x411x424x433
(5) x111x144x234x243x323x341x414x421x433 − x114x141x233x244x321x343x411x423x434
(6) x111x122x133x144x324x332x341x414x423x431 − x114x123x132x141x322x331x344x411x424x433
(7) x111x144x222x234x243x323x341x414x421x432 − x114x141x223x232x244x321x343x411x422x434
(8) x111x144x222x233x324x332x341x414x423x431 − x114x141x223x232x322x331x344x411x424x433
(9) x111x112x133x144x223x224x232x241x314x322x413x421 − x113x114x132x141x221x222x233x244x312x324x411x423
(10) x111x112x133x144x224x232x243x313x322x341x414x421 − x113x114x132x141x222x233x244x312x321x343x411x424
(11) x111x134x143x222x233x241x314x323x342x412x424x431 − x114x133x141x223x231x242x312x324x343x411x422x434
(12) x111x134x143x224x232x241x314x323x342x412x421x433 − x114x133x141x221x234x242x312x324x343x411x423x432
(13) x2111x124x133x144x214x223x242x313x332x341x414x424x431 − x2114x123x131x141x213x222x244x311x333x342x411x424x432
(14) x2111x124x133x144x214x232x243x312x323x341x414x422x431 − x2114x123x131x141x212x233x244x311x322x343x411x424x432
(15) x2111x133x144x223x224x232x242x313x322x341x414x422x431 − x113x114x131x141x2222x233x244x311x323x342x411x424x432.
Appendix. Equivalence of Markov bases of lattices and generating sets of lattice ideals
Here, we give a proof of the crucial fact that a setM ⊆ L is a Markov basis of a latticeL if and only
if I(M) = I(L) (Diaconis and Sturmfels, 1998).
Lemma A.1. A set M ⊆ L is a Markov basis ofL if and only if I(M) = I(L).
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Proof. Assume that M is a Markov basis of L. We show that xu+ − xu− ∈ I(M) for every u ∈ L
and the result follows. Let u ∈ L. Then, u+, u− ∈ FL(ν) where ν = u+. Since M is a Markov basis,
there exists a path from u+ to u− in the graph GL(ν,M), or more explicitly, there exists a sequence
of points (z1, z2, . . . , zk) ⊆ FL(ν) where z1 = u+, zk = u−, and zi − zi+1 = δimi for some mi ∈ M
and δi ∈ {1,−1} for i = 1, . . . , k − 1. Then, there exists γi ∈ Nn such that zi = (δimi)+ + γi, and
zi+1 = (δimi)− + γi for every i = 1, . . . , k− 1. Hence, xzi − xzi+1 = δixγi(xm+i − xm−i ), and therefore,
xu
+ − xu− =
k−1∑
i=1
xzi − xzi+1 =
k−1∑
i=1
δixγi(xm
+
i − xm−i ) ∈ I(M)
as required.
Conversely, assume that I(M) = I(L). Also, assume that there existsα, β ∈ FL(ν) for some ν ∈ Zn
such that α and β are not connected inGL(ν,M). Wewill derive a contradiction. The binomial xα−xβ
is in I(L) = I(M); so we may write xα − xβ = ∑di=1 cixγi(xm+i − xm−i ) where mi ∈ M , ci ∈ k, and
γi ∈ Nn. Note that we allow mi = mj for i 6= j. Now, let I ⊆ {1, . . . , d} be the set of i ∈ {1, . . . , d}
such that the point (γi + m+i ) is in FL(ν) and (γi + m+i ) is connected to α in GL(ν,M). Note that if
(γi + m+i ) is connected to α in GL(ν,M), then (γi + m−i ) is also connected to α in GL(ν,M) since
(γi + m+i ) − (γi + m−i ) = mi ∈ M . Thus, the set of monomials consisting of xγixm
+
i and xγixm
−
i for
all i ∈ I , which includes xα and not xβ , is disjoint from the set of monomials consisting of xγixm+i
and xγixm
−
i for all i 6∈ I , which includes xβ and not xα . Let f (x) = ∑i∈I cixγi(xm+i − xm−i ) and let
g(x) = −∑i6∈I cixγi(xm+i −xm−i ). Thus, the polynomials f (x) and g(x) have a disjoint set ofmonomials,
and therefore, f (x) = xα and g(x) = xβ since xα − xβ = f (x) − g(x). However, this is impossible
since f (1) = 0 and g(1) = 0 but 1α = 1 and 1β = 1. 
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