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Abstract
The ability to extrapolate, or generalize, from observed to new related environments
is central to any form of reliable machine learning, yet most methods fail when
moving beyond i.i.d data. In some cases, the reason lies in a misappreciation of
the causal structure that governs the observed data. But, in others, it is unobserved
data, such as hidden confounders, that drive changes in observed distributions and
distort observed correlations. In this paper, we argue that generalization must be
defined with respect to a broader class of distribution shifts, irrespective of their
origin (arising from changes in observed, unobserved or target variables). We
propose a new learning principle from which we may expect an explicit notion
of generalization to certain new environments, even in the presence of hidden
confounding. This principle leads us to formulate a general objective that may be
paired with any gradient-based learning algorithm; algorithms that have a causal
interpretation in some cases and enjoy notions of predictive stability in others. We
demonstrate the empirical performance of our approach on healthcare data from
different modalities, including image and speech data.
1 Introduction
Prediction algorithms use data, necessarily sampled under specific conditions, to learn correlations
that extrapolate to new or related data. If successful, the performance gap between these two domains
is small, and we say that algorithms generalize beyond their training data. Doing so is difficult;
some form of uncertainty about the distribution of new data is unavoidable, the set of potential
distributional changes that we may encounter is mostly unknown and in many cases may be large and
varied. Some examples include covariate shifts [5], interventions in the underlying causal system
[29], varying levels of noise [11] and confounding [28]. All of these feature in modern applications,
and while learning systems are increasingly deployed in practice, generalization of predictions and
their reliability in a broad sense remains an open question. In this paper, we argue that unobserved
confounders (mostly assumed away or ignored in practice) represent a structural limitation for the
reliability of prediction algorithms.
A common approach to formalize learning with uncertain data is, instead of optimizing for correlations
in a fixed distribution, to do so simultaneously for a range of different distributions in an uncertainty
set P [4].
minimize
f
sup
P∈P
E(x,y)∼P [L(f(x), y)] (1)
for some measure of error L of the function f that relates input and output examples (x, y) ∼
P , each defined on some observation space. Choosing different sets P leads to estimators with
different properties. It includes as special cases, for instance, many approaches in domain adaptation,
covariate shift, robust statistics and optimization [20, 5, 8, 10, 36, 41, 1, 9]; all seeking in some form
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Figure 1: The challenges of generalization out of distribution. We consider the following learning paradigms:
Ordinary Least Squares (OLS) learns the linear mapping that minimizes average training risk, Domain Robust
Optimization (DRO) minimizes the maximum training risk among the two available datasets, and the causal
solution, assumed known, has fixed coefficients (0, 1) for (X1, X2). In each plot, we show performance on new
data obtained after manipulating the underlying data generating system; the magnitude and type of intervention
appears in the horizontal axis, in the axis label and title respectively. We make two important observations that
motivate this paper. The presence of hidden confounding (two rightmost plots) hurts generalization in general,
see the difference in the scale of errors for instance, and does so especially for causal solutions when shifted
distributions do not arise from interventions on observed variables.
extrapolation beyond the observed data. The induced robustness implies generalization if potential
shifted distributions are contained in P , but also larger sets P induce conservative solutions on any
individual distribution away from worst-case scenarios, in general.
One formulation of causality is in fact also a version of this problem, defined as a predictor that
is robust to arbitrary interventions or shifts in the distribution of observed covariates Px (see e.g.
[25]). This invariance is powerful for generalization, but implicitly makes the assumption that all
covariates or other drivers of the outcome subject to change are observed. If untrue, that is, if
interventions on unobserved confounders occur, then also conditional distributions Py|x may shift.
Perhaps surprisingly, in the presence of hidden confounders, the goals of achieving robustness and
learning a causal model can be different, and we will see that this is also the case with varying
measurement noise and missingness within observed variables. We introduce in Figure 1 a simple
introductory example (described below) designed to show empirically the challenges of out of
distribution generalization.
Introductory Example. Assume access to observations of variables (X1, X2, Y ) in two training
datasets, each dataset sampled with differing variances (σ2 = 1 and σ2 = 2) from the following
structural model F,
X2 := −H + EX2 , Y := X2 + 3H + EY , X1 := Y +X2 + EX1
where EX1 , EX2 ∼ N (0, σ2), EY ∼ N (0, 1) are exogenous variables. In a first scenario (leftmost
plot) we consider all data (training and testing) to be generated without hidden confounders, H := 0;
and, in a second scenario (remaining plots) all data with hidden confounders, H := EH ∼ N (0, 1).
1.1 Our Contributions
A theoretical justification on the "right" set P is an important open question. In this paper we
approach this problem by learning the "structure" of P from heterogeneous data and amplify the
observed heterogeneity to arrive at a well-defined notion of extrapolation.
To the best of our knowledge and despite its prevalence, the influence of unobserved confounders
has been minimally explored in the context of generalization of learning algorithms. With hidden
confounding, we start by showing that, from an interventionist perspective, shifts in distribution
may be much more general than previously considered, with important consequences on predictive
performance. Hidden confounding voids many invariances and stabilities in the data generating
mechanism that have been exploited for extrapolation [30]. We show however that weaker invariance
arguments often still hold and may serve as useful regularization to learning for optimal correlations
in-sample. Useful in the sense that our proposed regularized objective can be written as a special
form of (1). Our proposal defines P as an affine combination of heterogeneous data sources, with
solutions admitting a causal interpretation under certain conditions, but also admitting a more general
robustness interpretation otherwise, including to interventions on unobserved variables or outcome
variables.
2
2 Invariances in the Presence of Hidden Confounders
We take the perspective that all potential distributions that may be observed over a system of
variables arise from a causal modelM = (F,V,U), characterized by endogenous variables, V ∈ V ,
representing all variables determined by the system, either observed or not; exogenous variables, U ∈
U , in contrast imposed upon the model, and a sequence of structural equations F : U → V , describing
how endogenous variables can be (deterministically) obtained from the exogenous variables [29]. An
example is given in Figure 1, V = (X1, X2, H, Y ) are endogenous and U = (EX1 , EX2 , EH , EY )
are exogenous variables.
Unseen data is generated from such a systemM after manipulating the distribution of exogenous
variables U, which propagates across the system shifting the joint distribution of all variables V,
whether observed or unobserved, but keeping the causal mechanisms F unchanged. Representative
examples include changes in data collection conditions, such as different measurement devices, or
new data sources, such as patients in different hospitals or countries, among many others.
Our goal is to learn a representation Z = φ(X) acting on a set observed variables X ⊂ V with the
ability to extrapolate to new unseen data, and doing so acknowledging that all relevant variables in
V are likely not observed. Unobserved confounders (for the task at hand, say predicting Y ⊂ V)
simultaneously cause X and Y , they tend to confound or bias the observed association between X
and Y giving rise to the notion of spurious correlation [28, 29]. We present a brief argument below
highlighting the systematic bias due to hidden confounders in conventional learning paradigms such
as Empirical Risk Minimization (ERM).
2.1 The biases of hidden confounding
Consider the following structural equation for observed variables (X,Y ),
Y := f ◦ φ(X) + E (2)
where f := f(·;β0) is a predictor acting on a representation Z := φ(X) and E stands for potential
sources of mispecification and unexplained sources of variability. For a given sample of data (x, y)
and z = φ(x), the optimal prediction rule βˆ is often taken to minimize squared residuals, with βˆ
the solution to the normal equations: ∇βf(z; βˆ)y = ∇βf(z; βˆ)f(z; βˆ), where ∇βf(z; βˆ) denotes
the column vector of gradients of f with respect to parameters β evaluated at βˆ. Consider the
Taylor expansion of f(z;β0) around an estimate βˆ sufficiently close to β0, f(z;β0) ≈ f(z; βˆ) +
∇βf(z; βˆ)T (β0 − βˆ). Using this approximation in our first order optimality condition we find,
∇βf(z; βˆ)∇βf(z; βˆ)T (β0 − βˆ) + v = ∇βf(z; βˆ) (3)
where v is a scaled disturbance term that includes the rest of the linear approximation of f and is
small asymptotically;  := y − f(z; βˆ) is the residual. βˆ is consistent for the true β0 if and only if
∇βf(z; βˆ)→ 0 in probability. This assumption is satisfied if E (all sources of variation in Y not
captured by X) are independent of X (i.e. exogenous) or in other words if all common causes or
confounders to both X and Y have been observed. Conventional regression may assign significant
associations to variables that are neither directly nor indirectly related to the outcome, and in this case,
we have no performance guarantees on new data with changes in the distribution of these variables.
Omitted variables are a common source of hidden confounding but we note in Appendix A that
similar biases also arise from other prevalent model mispecifications, such as measurement error [7],
and missing data [40].
2.2 Invariances with multiple environments
The underlying structural mechanism F, that also relates unobserved with observed variables, even
if unknown, is stable irrespective of manipulations in exogenous variables that may give rise to
heterogeneous data sources. Under certain conditions, statistical footprints emerge from this structural
invariance across different data sources, properties testable from data that has been exploited by many
[30, 13, 31].
We assume that such a heterogeneous data scenario applies, input and output pairs (X,Y ) are
observed across heterogeneous data sources or environments e, defined as a probability distribution
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Pe over an observation space X × Y that arises, just like new unseen data, from manipulations in the
distribution of exogenous variables in an underlying modelM.
Consider for now restricting ourselves to data sources emerging from manipulations in exogenousEX ,
related to X only, in an underlying additive model F. It may be shown considering the distributions
of error terms Y − f ◦ φ(X) and its covariance with any function of X , that the inner product
∇βf(z;β0), even if non-zero due to hidden confounding, converges to a fixed unknown value
equal across training environments (see Appendix B for an extension to the linear case presented in
[31]). With a similar decomposition to the one given in equation (3), in the population case, we may
postulate that, up to disturbance terms,(
E
(x,y)∼Pi
∇βf(z;β?)∇βf(z;β?)T − E
(x,y)∼Pj
∇βf(z;β?)∇βf(z;β?)
)T
(β0 − β?)
=
(
E
(x,y)∼Pi
∇βf(z;β?)− E
(x,y)∼Pj
∇βf(z;β?)
)
= 0 (4)
where β? is a solution to,
E
(x,y)∼Pi
∇βf(z;β)(y − f(z;β))− E
(x,y)∼Pj
∇βf(z;β)(y − f(z;β)) = 0. (5)
and is consistent for the causal effect β0 if unique. i, j ∈ E are the indeces of any two observed
environments in an index set E .
A few remarks are necessary concerning this relationship and its extrapolation properties.
• The first is based on the observation that, up to a constant, each inner product in (5) is the gradient
of the squared error with respect to β. This reveals that the optimal predictor, in the presence of
hidden confounding, is not one that produces minimum loss but one that produces a (non-zero)
loss gradient equal across environments. Seeking minimum error solutions, even in the population
case, produces estimators with necessarily unstable correlations because the variability due to
unobserved confounders is not explainable from observed data. Forcing gradients to be zero then
encourages models to utilize artifacts of the specific data collection process that are not related to
the input-output relationship; and, for this reason, will not in general perform outside training data.
• From (5) we may pose a sequence of moment conditions for each pair of available environments.
We may then seek solutions β that make all of them small simultaneously. Solutions are unique
if the set of moments is sufficient to identify β? exactly (and given our model assumptions may
be interpreted as causal and robust to certain interventions). We revisit our introductory example
to show in Appendix B that, in contrast to ERM and Invariant Risk Minimization [3] (a related
approach we discuss in more detail in later sections), we do recover the underlying causal model.
• However, in practice, only a set of solutions may be identified with no performance guarantees for
any individual solutions. Moreover, even if accessible, we have seen that causal solutions, robust to
certain distribution shifts, may not always be desirable to ensure performance in-sample or under
more general shifts.
3 Generalization from a Robust Optimization Perspective
While certain invariances may hold in the presence of hidden confounding, we have in general
no guarantees on performance under more general manipulations. In this section we motivate a
relaxation of the ideas presented above by considering bounds on the worst-case performance on data
arising from distribution shifts informed by the structure of available environments.
Optimizing for the worst case loss in a set of domains has been shown to ensure accurate prediction
on any convex mixture of training environments [4]. The space of convex mixtures, however, is
restrictive, systems of variables are in general high-dimensional and new manipulations likely occur
at a new vertex not represented as a linear combination of training environments. By extrapolation
we desire performance guarantees outside this convex hull. The extension we consider optimizes
instead over an affine combination of training losses.
Let ∆α := {αe}e∈E be a collection of scalars such that αe ≥ −α and
∑
e∈E αe = 1 and consider
the set of distributions defined by P := {∑e∈E αePe : αe ∈ ∆α}. α ∈ R defines the strength of the
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extrapolation, α = 0 corresponds to a convex hull of distributions but above that value the space
of distributions is richer, going beyond what has been observed: affine combinations amplify the
strength of manipulations that generated the observed training environments. The following theorem
presents an upperbound to the robust problem (1) with affine combinations of errors.
Theorem 1 Let {Pe}e∈E , be a set of available environments. Further let the parameter space of β be
open and bounded, such that the expected loss function L as a function of β belongs to a Sobolev
space. Then, the following inequality holds,
sup
αe∈∆α
∑
e∈E
αe E
(x,y)∼Pe
L (f ◦ φ(x), y) ≤ E
(x,y)∼Pe,e∼E
L (f ◦ φ(x), y)
+ (1 + nα) · C ·
(
sup
e∈E
E
(x,y)∼Pe
||∇βL (f ◦ φ(x), y) ||p − E
(x,y)∼Pe,e∼E
||∇βL (f ◦ φ(x), y) ||p
)
where || · ||p denotes the Lp-norm, C depends on the geometry of the domain of β, n := |E| is the
number of available environments and e ∼ E loosely denotes sampling indeces with equal probability
from E .
The proof is given in Appendix C. The tightness of the inequality is given by the constant C which
depends on the geometry of the parameter space and loss function, intractable in general. This bound
however, illustrates the trade-off between invariant and predictive solutions; and its consequence on
the expected robustness to certain shifts in distributions. Specifically, for α = −1/n the objective
reduces to empirical risk minimization, but otherwise the upperbound increasingly weights departures
of maximum environment-specific error with respect to the average error, and inherits robustness at
least to any affine combination of training losses.
3.1 Proposed objective
Our proposal is to guide the optimization of φ and β towards solutions that minimize the upperbound
in Theorem 1, satisfying approximately the moment conditions (5) and simultaneously optimizing for
minimum average error. Using Lagrange multipliers we define the general objective,
minimize
β,φ
E
(x,y)∼Pe,e∼E
L (f ◦ φ(x), y) + λ · Var
e∼E
(
E
(x,y)∼Pe
||∇βL (f ◦ φ(x), y) ||22
)
(6)
3.2 Robustness in terms of interventions
As is apparent in Theorem 1, performance guarantees on data from a new environment depend on the
relationship of new distributions with those observed during training.
Let f ◦ φλ→∞ minimize L among all functions that satisfy all pairs of moment conditions defined
in (5); that is, a solution to our proposed objective in (6) with λ→∞. At optimality, it holds that
gradients as well as loss functions evaluated at this solution are equal across environments, and
therefore also have equal loss evaluated with respect to any affine combination of environments,∑
e∈E
αe E
(x,y)∼Pe
L (f ◦ φ(x), y) = C, for any set of αe ∈ ∆α (7)
From the perspective of interventions in the underlying causal mechanism, this can be seen as a form
of data-driven predictive stability across a range of distributions whose perturbations occur in the same
direction as those observed during training. As a minimal example for intuition, consider a system of
three variables (X,Y,H), with differing interventions on X only. Assume we have access to data
sampled under two environments defined by joint distributions p1(X,Y,H) := p(Y,H|X)p1(X)
and p2(X,Y,H) := p(Y,H|X)p2(X). Errors are constant with respect to any (valid) distribution of
the form p(Y,H|X)(α1p1(X)+α2p2(X)). For instance, a particular shift in the mean or variance of
X observed during training can be extrapolated in the extreme to any shift in the mean or variance of
new data. With this reasoning, if environment-specific distributions arise from differing interventions
on all observed covariates X , then solutions are robust to arbitrary shifts in these variables. If, in
addition, solutions are unique we may interpret them as causal, irrespective of the presence or not of
hidden confounders.
The generalization properties, however, go further. Interventions on hidden variables and also target
variables are accommodated for in f ◦ φλ→∞, if observed through shifted distributions in different
available environments.
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Using our simple example in Figure 1 to verify this intuition em-
pirically, we consider 3 scenarios corresponding to interventions
on exogenous variables of X,H and Y . In each, training data
from two environments is generated with means in the distribution
of the concerned variables set to a value of 0 and 1 respectively,
everything else being equal (σ2 := 1, H := EH ∼ N (0, 1)).
Performance is evaluated on out-of-sample data generated by in-
creasing the shift in the variable being studied up to a mean of
5. In all cases, we see in Figure 2 that performance is stable to
increasing perturbations in the system as long as the heterogeneity
in the data allows us to capture the direction of the unseen shift. Figure 2: Stability to general shifts.
3.3 Stability of certain optimal solutions
A special case may also be considered when the underlying system of variables and the available
environments allow for optimal solutions f ◦ φλ→∞ and f ◦ φλ=0 to coincide. In this case, the
learned representation φ(x) results in a predictor f optimal on average and simultaneously with equal
gradient in each environment, thus,
E
(x,y)∼Pe
||∇βL (f ◦ φ(x), y) || = 0, for all e ∈ E (8)
For this representation φ, it follows that optimal solutions f learned on any new dataset sampled from
an affine combination of training distributions coincides with this special solution. This gives us a
sense of reproducibility of learning. In other words, if a specific feature is significant for predictions
on the whole range of λ with the available data then it will likely be significant on new (related) data.
The above special case where all solutions in our hyperparameter range agree has important parallels
with Invariant Risk Minimization (IRM) [3]. The authors proposed a learning objective enforcing
representations of data with minimum error on average and across environments, such that at optimum
EPiY |φ?(X) = EPjY |φ?(X) for any pair (i, j) ∈ E . In fact, without hidden confounding, both
learning paradigms agree but, with hidden confounding, minimum error solutions of IRM by design
converge to spurious associations (see the discussion after equation (5)) but also are not guaranteed
to generalize to more general environments. For example, in the presence of additive hidden
confoundingH , irrespective of φ, we may haveEPiY |φ?(X) = φ?(X)+EPiH 6= φ?(X)+EPjH =
EPjY |φ?(X) if the means of H differ. The sought invariance then does not hold.
4 Related work
Causality. There has been a growing interest in interpreting shifts in distribution to fundamentally
arise from interventions in the causal mechanisms of data. Peters et al. [30] exploited this link for
causal inference: causal relationships by definition being invariant to the observational regime. Invari-
ant solutions as a result of this connection may be interpreted also as robust to certain interventions
[25], and recent work has explored learning invariances in various problem settings [3, 31, 19, 14, 13].
Among those, we note the invariance proposed in [31], the authors seek to recover causal solutions
with hidden confounding. Generalization properties of these solutions were rarely studied, with one
exception being Anchor regression [32]. The authors proposed to interpolate between empirical risk
minimization and causal solutions with explicit robustness to certain interventions in a linear model.
The present work may be interpreted as a non-linear formulation of this principle with a more general
study of generalization. In a related thread, Bulhman et al. [26] considered potential shifts in the
actual mechanisms relating cause and effect and, maximize instead for relative performance over the
worst varying-coefficient model.
Domain generalization represent one direction of out-of-sample generalization by explicitly learning
representations projecting out superficial environment-specific information. Recent work on domain
generalization has included the use data augmentation [38, 35] at training time, meta-learning to
simulate domain shift [22] or adversarially learning representations that are environment invariant [12,
23, 2]. Explicitly aligning representations in this way has important caveats when label distributions
differ, articulated for instance in [3, 44, 16]. Our approach seeks a different notion of invariance,
focusing less on aligning distributions of latent representations, and instead shifting the emphasis on
how those representations can be consistently used for predictions in general unseen domains.
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Distributionally robust optimization explicitly solves a worst-case optimization problem (1). A
popular approach is to define P as a ball around the empirical distribution Pˆ , for example using
f -divergences or Wasserstein balls of a defined radius [20, 8, 10, 36, 41, 1, 9]. These are general,
multiple environments are not required, but this also means that sets are defined agnostic to the
geometry of plausible shifted distributions, and may therefore lead to solutions, when tractable, that
are overly conservative or do not satisfy generalization requirements [10].
5 Experiments
Data linkages, electronic health records, and bio-repositories, are increasingly being collected to
inform medical practice. As a result, also prediction models derived from healthcare data are being
put forward as potentially revolutionizing decision-making in hospitals. Recent studies [6, 37],
however, suggest that their performance may reflect not only their ability to identify disease-specific
features, but also their ability to exploit spurious correlations due to hidden confounding and varying
data collection practices: both a major challenge for the reliability of decision support systems. In
this section, we explore this pattern conducting a wide analysis of domain generalization on image,
speech and tabular data from the medical domain. Comparisons are made with the following.
• Empirical Risk Minimization (ERM) optimizing for minimum loss agnostic of data source.
• Domain Robust Optimization (DRO) [33] optimizing for minimum loss across the worst convex
mixture of training environments.
• Domain adversarial training (DANN) [12] using domain adversarial training to facilitate transfer
by augmenting the neural network architecture with an additional domain classifier to enforce the
distribution of φ(X) to be the same across training environments.
• Invariant Risk Minimization (IRM) [3] that regularizes ERM ensuring representations φ(X) be
optimal in every observed environment.
All trained models use the same convolutional or fully-connected architecture, where appropriate.
Performance results are given in Table 1. Further experimental details can be found in Appendix D.
5.1 Diagnosis of Pneumonia with Chest X-ray Data
In this section, we attempt to replicate the study in [43]. The authors observed an inclination of
image models towards exploiting spurious correlations for the diagnosis on pneumonia from patient
Chest X-rays that do not reproduce outside of training data. We use publicly available data from the
National Institutes of Health (NIH) [39] and the Guangzhou Women and Children’s Medical Center
(GMC) [17]. Differences in distribution between hospital centers are apparent, for instance in the top
edge of mean pneumonia-diagnosed X-rays, shown in Figure 3.
In this experiment, we exploit this (spurious) pathology correlation
to demonstrate the need for solutions robust to changes in site-
specific features. We construct two training sets, in each case 90%
and 80% of pneumonia-diagnosed patients were drawn from the
NIH dataset and the remaining 10% and 20% of the pneumonia-
diagnosed patients were drawn from the GMC dataset; the reverse
logic (10%/90% split) was followed for the test set. Figure 3: Average pneumonia X-ray.
5.2 Diagnosis of Parkinson’s Disease with Voice Recordings
Parkinson’s disease is a progressive nervous system disorder that affects movement. Symptoms
start gradually, sometimes starting with a barely noticeable tremor in a patient’s voice. This section
investigates the performance of predictive models for the detection of Parskinson’s disease, trained
on voice recordings of a specific type (vowels and numbers) and tested on more involved forms of
speech, such as words and short sentences, in new patients. We used the UCI Parkinson Speech
Dataset with given training and testing splits [34]. Even though the distributions of features will differ
in different types of recordings, we would expect the underlying patterns in speech to reproduce
across different samples. However, this is not the case for correlations learned with baseline training
paradigms (Table 1). This suggests that spurious correlations due to the specific type of recording,
and in this case emphasized due to low sample sizes (120 examples in each training and testing sets
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Pneumonia Prediction Parkinson Prediction Mortality Prediction
Training Testing Training Testing Training Testing
ERM 91.4 (± .1) 52.4 (± .2) 95.7 (± .5) 62.9 (± 1) 93.2 (± .2) 75.3 (± .3)
DRO 91.2 (± .1) 53.1 (± .1) 94.0 (± .3) 69.8 (± 2) 90.5 (± .3) 75.5 (± .2)
DANN 92.3 (± .3) 57.1 (± .3) 91.6 (± 2) 51.4 (± 5) 89.3 (± .2) 73.9 (± .3)
IRM 89.5 (± .4) 58.6 (± .4) 93.6 (± 1) 71.4 (± 2) 91.9 (± .2) 75.7 (± .3)
Ours 84.3 (± .3) 66.7 (± .4) 93.1 (± 2) 72.8 (± 3) 91.4 (± .2) 79.9 (± .3)
Table 1: Accuracy of predictions in percentages (%). Results are averaged over 10 random seeds and uncertainty
intervals are standard deviations. All datasets are approximately balanced, 50% performance is as good as
random guessing.
here), may be responsible for poor generalization error. We found similar results even when tested on
different recording of the same patients the model was trained on.
5.3 Survival Prediction of Heart Failure Patients with Electronic Health Records
This section investigates whether predictive models transfer across a collection of datasets from 30
different medical studies containing patients that experienced heart failure, the MAGGIC studies [24].
We do so with a twist however, explicitly introducing hidden confounding by omitting predictive
variables and selecting studies for testing where precisely the distribution of these variables happens to
be different than those in training studies. The objective is to test performance on shifted distributions,
where shifts occur predominantly due to variability in hidden variables.
The problem is to predict survival within 5 years of experiencing heart failure from a total of 33
demographic variables. To construct confounded data, we start by running logistic regression, yielding
significant influence of a patient’s age on its risk of death, a feature also correlated with a number
of other variables including blood pressure and body mass index. We chose 5 studies of over 500
examples with balanced death rates and different age distributions (age subsequently omitted to
induce hidden confounding). Performance results are averaged over 5 experiments (using every
combination of 4 studies for training and the remaining study for testing).
Influential variables that reproduce across datasets. Recall that in the special case that the optimal
predictor is invariant as a function λ ∈ [0,∞), optimal predictors estimated in new perturbed datasets
in the span of observed shifted distributions, should be stable.
We consider here a form of diluted stability for feature selection,
similarly to [32]. For a single layer network, we consider signif-
icant those covariates with estimated parameters bounded away
from zero in all solutions in the range λ ∈ [0, 1]. Comparisons are
made with ERM (conventional logistic regression), both methods
trained separately on 100 random pairs of studies. Figure 4 shows
how many features (in the top 10 of predictive features) from each
model intersect across pairs of studies. Consistently more features
reproduce with the proposed learning principle. Figure 4: Reproducible features.
6 Conclusions
Unobserved confounders are pervasive in real-world data. Yet, an assumption of unconfoundness is a
building block for most learning algorithms; prone as a result to exploit spurious correlations that
do not reproduce outside of training data. The consequences are profound also beyond prediction,
leading to unwanted discrimination in decision making [18], irreproducible scientific discoveries [42],
and a general lack of trust in machine learning. This paper presents a learning principle that explicitly
considers a broader set of distribution shifts, irrespective of the origin of perturbations. We build
on the insight that fundamentally not all sources of variability in a phenomenon of interest can and
should be explained with the observed data; a result that leads us to define more general invariance
properties of optimal solutions that may serve to regularize learning systems and encourage stronger
generalization guarantees.
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Broader Impact
As machine learning is being used in increasingly consequential domains, it becomes important to
challenge the assumptions and performance of learning paradigms in broader scenarios that may
be encountered in practice. This paper contributes to this effort with a causal perspective on out of
distribution generalization. We highlight potential vulnerabilities of existing learning principles and
propose a new learning principle that provably guarantees performance in a broader set of scenarios
than those encountered while training. The manner in which we defined broader is directly related
to manipulations in the underlying causal mechanism governing all possible scenarios. Thus we
note also that changes across scenarios, defined with respect to the causal model, are not directly
observable from data and the expected extrapolation (for any value of λ) will depend on these
unobserved factors. Our hope nevertheless is to pave the way towards convincing practitioners that
learning algorithms do have the potential to support decision making in consequential domains, where
better informed decisions can be game changing.
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Appendices
A. Discussion on the Prevalence of Hidden Confounding
A1. Measurement error
The data generating processes described in the main body of this paper for instance, as well as most
of machine learning, assume that all nuisance variability enters the causal mechanisms of the data;
that is, observed data reflects only causal drivers. If this is not the case, for example because of
independent measurement noise observed in data but that does not propagate to across causal children,
regression is known to be inconsistent in general [7] and its bias is analogous to a form of hidden
confounding.
Consider a simple model for illustration. Suppose (X,Y ) are observed subject to measurement
noise, X? = X + Ex and Y ? = Y + Ey, which are not causally related to one another but rather
Y = βX +E. Let Ex = βxH and Ey = βyH be the structure of measurement error independent of
X and Y . Then substituting our observed data (X?, Y ?) into the underlying (X,Y ) relationship the
observed model is,
Y ? = βX? + (βy − βxβ)H + E, X? = βxH +X (9)
A special case of regression with unobserved confounders H [15].
A2. Missing data in observed variables.
Data observed with missing values in causal covariates, if missing not at random, will similarly
introduce bias in the estimation of the relationship between variables that may also be related to
a special case of unobserved confounders in the underlying data generating mechanism (see for
instance section 2.1 in [27] or [40]).
B. Further Experiments to Illustrate the Tendency to Exploit Spurious
Correlations
Recall the data generating mechanism presented in the introductory example in Figure 1 of the main
body of this paper. We have access to observations of variables (X1, X2, Y ) in two training datasets,
each dataset sampled with differing variances (σ2 = 1 and σ2 = 2) from the following structural
model F,
X2 := −H + EX2 , Y := X2 + 3H + EY , X1 := Y +X2 + EX1 H := EH
where EX1 , EX2 ∼ N (0, σ2), EY ∼ N (0, 1), EH ∼ N (0, 1) are exogenous variables. H is a
hidden confounder, not observed during training but that does play an important role in the underlying
data generation mechanism.
Our introductory experiment considered predictive performance under different data distributions.
Here we inspect the weights learned in a simple one layer feed-forward neural network to infer
whether hidden confounding induces a given learning paradigm to exploit spurious correlations. We
consider training with Empirical Risk Minimization (ERM), Invariant Risk Minimization (IRM)
[3] and training by equating moment conditions as described in Section 2.2, that is optimizing our
objective for λ → ∞. The results are given in Table 2 below. With regards to IRM, these results
demonstrate that seeking invariant predictors to approximate causal solutions in the presence of
hidden confounding is not appropriate. Our invariance principle by contrast does approximately
recover causal solutions asymptotically in λ.
Truth ERM IRM Ours (λ→∞)
Estimated parameters [0, 1] [0.91, -1.02] [0.75, -0.76] [0.01, 0.95]
Table 2: Bias in estimation due to hidden confounders.
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Figure 5: The challenges of generalization out of distribution. Complete figure including the performance of
the proposed approach with λ = 1.
For completeness, we include performance with the proposed learning paradigm in addition to the
methods compared in Figure 1 of the main body of this paper. Find these results in Figure 5. We can
verify here the increased robustness of our approach, outperforming ERM and DRO on data with
interventions on observed covariates, irrespective of hidden confounding, while enjoying competitive
performance with interventions on unobserved confounders.
C. Technical results
C1. Invariance under certain interventions in the presence of hidden confounding
Assume data sources emerge from manipulations in exogenous EX , related to X only, in an underly-
ing additive model F with also additive functions f1, f2, f3, f4, such as,
Y := f1(X) + f2(H) + EY , X := f3(X) + f4(H) + EX , H := EH (10)
each exogenous variables (EX , EY , EH) with arbitrary distributions but only EX varying across
environments. Then if holds that X = (I − f3)−1f4(H) + (I − f3)−1EX and that ∇βf1(X)(Y −
f1(X)) = (∇βf1(I − f3)−1f4(H) +∇βf1(I − f3)−1EX) · (f2(H) +EY ). Since (EX , EY , EH)
are mutually independent it follows that expectations of products of functions of these random
variables are zero; that is the expectation of the inner product∇βf1(X)(Y −f1(X)) does not depend
on EX and is thus stable across environments.
C2. Proof of Theorem 1
We restate the Theorem for convenience.
Theorem 1 Let {Pe}e∈E , be a set of available environments. Further let the parameter space of β be
open and bounded, such that the expected loss function L as a function of β belongs to a Sobolev
space. Then, the following inequality holds,
sup
αe∈∆α
∑
e∈E
αe E
(x,y)∼Pe
L (f ◦ φ(x), y) ≤ E
(x,y)∼Pe,e∼E
L (f ◦ φ(x), y)
+ (1 + nα) · C ·
(
sup
e∈E
E
(x,y)∼Pe
||∇βL (f ◦ φ(x), y) || − E
(x,y)∼Pe,e∼E
||∇βL (f ◦ φ(x), y) ||
)
where C depends on the domain of β, n := |E| is the number of available environments and e ∼ E
loosely denotes sampling indeces with equal probability from E .
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Proof. Let Ω denote the parameter space of β. The following derivation shows the claim,
sup
αe∈∆α
∑
e∈E
αe E
(x,y)∼Pe
L (f ◦ φ(x), y)
= (1 + nα) · sup
e∈E
E
(x,y)∼Pe
L (f ◦ φ(x), y)− α
∑
e∼E
EPeL (f ◦ φ(x), y)
= E
(x,y)∼Pe,e∼E
L (f ◦ φ(x), y) + (1 + nα) · sup
e∈E
E
(x,y)∼Pe
L (f ◦ φ(x), y)
− (α+ 1/n)
∑
e∼E
E
(x,y)∼Pe
L (f ◦ φ(x), y)
= E
(x,y)∼Pe,e∼E
L (f ◦ φ(x), y)
+ (1 + nα) ·
(
sup
e∈E
E
(x,y)∼Pe
L (f ◦ φ(x), y)− E
(x,y)∼Pe,e∼E
L (f ◦ φ(x), y)
)
≤ E
(x,y)∼Pe,e∼E
L (f ◦ φ(x), y)
+ (1 + nα) ·M ·
(
sup
e∈E
E
(x,y)∼Pe
||L (f ◦ φ(x), y) ||L2 − E
(x,y)∼Pe,e∼E
||L (f ◦ φ(x), y) ||L2
)
where the inequality is given by the property that the evaluation functional is a bounded linear operator
in certain Sobolev spacesW , for example with Ω = Rd and L2 norm. In particular this means that
|f(β)| ≤M ||f ||L2 for all f ∈ W . It follows then also that the above is,
≤ E
(x,y)∼Pe,e∼E
L (f ◦ φ(x), y) +
(1 + nα) · P ·M ·
(
sup
e∈E
E
(x,y)∼Pe
||∇βL (f ◦ φ(x), y) ||L2 − E
(x,y)∼Pe,e∼E
||∇βL (f ◦ φ(x), y) ||L2
)
by Poincaré’s inequality for Sobolev functions defined on an open, bounded parameter space, see
e.g. [21]. The assumption we make here for this last inequality to hold is that the region where the
difference in loss functions is near zero is large enough such that the integral of the gradient is also
large enough to control the integral of the function. This holds however for functions defined on many
"reasonable" parameter spaces (Lipschitz suffices). For instance, with non-zero capacity, loosely
written,
Cap
({
E
(x,y)∼Pe
L − E
(x,y)∼Pe,e∼E
L = 0
})
≥ δ
⇒ E
(x,y)∼Pe
||L||L2 − E
(x,y)∼Pe,e∼E
||L||L2 ≤
P
δ
(
E
(x,y)∼Pe
||∇βL||L2 − E
(x,y)∼Pe,e∼E
||∇βL||L2
)
The precise statement can be found in section 4.5 of [45] (along with the definition of capacity).
D. Experimental details
D1. X-ray Data
After resizing and creating training environments with different proportions of X-rays from our two
hospital sources such that that the positive and negative labels remained balanced, we were left with
2002 samples are available in each training environment and 1144 samples in the testing set.
All learning paradigms trained a CNN model, 4 layers deep, with each layer consisting of a double
convolution (kernel size of 3 and a stride of 1). All predictions were made off of the deepest layer of
the network. The number of input channels was 64, doubled for each subsequent layer, and dropout
was applied after each layer. We optimize the binary cross-entropy loss using Adam (learning rate
0.001) without further regularization on parameters and use Xavier initialization. While learning with
IRM and the proposed approach, the respective penalty λ = 1 is added to the loss after 5 epochs of
learning with λ = 0. Experiments are run for a maximum of 20 epochs with early stopping based on
validation performance. All results are averaged over 10 trials with different random seeds.
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D2. Parkinson’s Disease Speech Data
The data includes a total of 26 features recorded on each sample of speech and set training and
testing splits which we use in our experiments. For each patient 26 different voice samples including
sustained vowels, numbers, words and short sentences where recorded, which we considered as
heterogeneous sources. We created three training environments by concatenating features from three
number recordings, concatenating features from three word recording and concatenating features
from three sentences; culminating in a total of 120 samples in each training environment. The
available testing split contained recordings of vowels for a total of 168 samples. Positive and negative
samples were balanced in both training and testing environments. We investigated other choices
for our training and testing data splits, for which we didn’t not observe a qualitative change in our
conclusions.
On this data, for all learning paradigms we train a MLP with two hidden layers of size 64 with tanh
activations and dropout (p = 0.5) after each layer. As in the image experiments, we optimize the
binary cross-entropy loss using Adam (learning rate 0.001) with L2 regularization on parameters and
use Xavier initialization. While learning with IRM and the proposed approach, the respective penalty
is added to the loss λ = 1 after 200 epochs of learning with λ = 0 to ensure stable optimization.
Experiments are run for a maximum of 1000 epochs with early stopping based on the validation
performance. All results are averaged over 10 trials with different random seeds.
D3. MAGGIC Electronic Health Records
The same architecture and hyperparameters as in Parkinson’s disease speech data experiments was
used for MAGGIC data except that we increase the maximum training epochs to 5000. We pre-
processed the data such that each feature is scaled to a [0, 1] interval. After removing the confounder
"age", selecting for balanced death rates and restricting ourselves to studies with more than 500
patients, 5 studies remained. Each was chosen in turn as a target environment with models trained on
the other 4 training environments.
For the feature reproducibility experiments we give a bit more context for clarity and completeness.
A natural objective for the consistency of health care and such that we may reproduce the experiments
and their results in different scenarios is to find relevant features that are not specific to an individual
medical study, but can also be found (replicated) on other studies with different patients. Heteroge-
neous patients and studies, along with different national guidelines and standards of care make this
challenging. In our experiments we made comparisons of reproducibility in parameter estimates for
models trained using Empirical Risk Minimization (ERM) and our proposed approach. We chose
networks with a single layer with logistic activation and focused on the estimation of parameter to
understand the variability in training among different data sources. Naturally, feature importance
measured by parameter magnitudes makes sense only after normalization of the covariates to the
same (empirical) variance (equal to 1) in each study separately. After this preprocessing step, for
both ERM and the proposed approach we trained separate networks on 100 random pairs of studies
(each pair concatenated for ERM) and returned the top 10 significant features (by the magnitude of
parameters). Over all sets of significant parameters we then identified how many intersected across a
fixed number of the 100 runs.
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