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In this paper, we examine the dynamic structure in the almost
ideal demand system framework. Theoretical homogeneity restric
tion of demand is often denied in empirical analyses. We take up
the issue of dynamic misspecification in the demand to explain this
phenomenon. Using Japanese data, we detect considerable non-
stationarity in regressors and find a clue to improve the result of
testing for the homogeneity.
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1. Introduction
Under many circumastances, a system of demand equations such as
the Almost Ideal Demand System (AIDS) of Deaton and Muellbauer (1980)
does not support demand properties, such as homogeneity and symmetry.
We may think reasons below to explain this phenomenon. (For the gen
eral view, see Deaton (1986) and Lewbel (1997), for instance.) First, the
endogeneity of total expenditure matters. From the definition of dependent
variable, budget shares of commodities, it is plain that one of the right
hand side explanatory variables, total expenditure, influenced both hands
of the equation. As Attfield (1985) suggests, total expenditure may be endog
enous in the sense that it is correlated with the equation error. Second,
there is a possibility of model misspecification, especially, misspecification
of dynamic structure in the model. In general, we assume all the variables
in the model, including total expenditure and prices, are stationary.
However, these variables have frequent need for the treatment of trends
and integrated variables. Third, usual premises of aggregation over com
modities and consumers may not hold. The assumption of intertemporal
separability may be too restrict as well. In that case, the assumptions of
second-stage budget allocation framework does not work properly. Fourth,
we do not treat demographic characteristics specifically in many situations.
This is bad for not only cross-sectional data but also time-series data in a
growth economy. Fifth, asymptotic tests statistics of demand properties,
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such as homogeneity and symmetry, are biased towards rejection of the
null hypothesis in the small sample framework, that is when the number of
budget categories is large as compared with the number of observations.
See Laitinen (1978) for the case of homogeneity.
In this paper, we pay attention to the second problem. For the first,
Deaton and Muellbauer (1980) who introduced the AIDS point out this
problem as follows: "We also find the imposition of homogeneity gener
ates positive serial correlation in the errors of those equations which reject
the restrictions most strongly; this suggests that the now standard rejection
of homogeneity in demand analysis may be due to insufficient attention to
the dynamic aspects of consumer behavior." Afterwards, many authors
tried to deal this problem in the first-order autoregressive scheme by just
using the first-differences of the variables. In 1995, Ng (1995) adopts time-
series techniques to the AIDS. She tries to make clear that whether or not
variables in demand equations are stationary, stochastically and/or deter-
ministically cointegrated and examine the evidence for homogeneity in
light of developments in time-series econometrics with special emphasis
on the treatment of trends.
This paper investigates the time-series characteristics in the AIDS by
using Japanese consumption, following Ng. The composition of this paper
is as follows: In section 2, we explain the model and data for the empirical
analysis. We use the linear approximate version of the AIDS, dealing with
homogeneity under the single equation framework and report the empiri
cal results in the original and the first-order difference specifications.
Section 3 deals with empirical results by using time-series techniques. First,
we detect stationarity of the variables via two unit-root tests, augumented
Dicky Fuller test and Pesaran Phillips test. If there are non-stationary
vaiables in the system, we adopt cointegration test for those variables sub
sequently to conclude whether or not they are cointegrated. Afterwards, we
re-examine the homogeneity restriction by taking particular consideration
on the treatment of time-series characteristics of the varibales. Conclusion
and hints for further investigation are stated in section 4.
2. Empirical framework and results in the conventional procedures
The Almost Ideal Demand System (AIDS) of Deaton and Muellbauer
(1980) is specified as
41
Wii = at + Xj 7ij In Pjt + A In {X, /P,). (1)
where X, is total expenditure at time period = .T),pj, is the price of
j-th (j = 1,2, • • •. n) commodity group at time t and Wn is the budget share of
i-th commodity group at time t (i.e. Wu=puqi,/X,, where qu denotes the
consumption of i-th commodity group at time t). P, is the price index
defined as bellow:
InPt^ao+ Xj lnPi( + 1/2X, Xj 7y Inp/, Inp^y. (2)
The AIDS is one of the models developed to test whether or not
demand properties hold in the data. As the result of rational consumer
behavior, the demand equation should theoretically satisfy 1) the adding
up of budget shares, 2) the homogeneity of degree zero with respect to
prices and total expenditure, 3) the symmetry of the Slutsky matrix and
4) the negative semi-definiteness of the Slutsky matrix. Except adding-up
and negativity"', homogeneity and symmetry are often targets of asymp
totic tests.
As we also aim to detect and examine the dynamic structure of the
demand system, we concentrate specifically on the aspects of testing for
homogeneity among the demand properties. We can test homogeneity
equation by equation, as the homogeneity constraints, 's within
equation restriction.
We set up another assumption with the model. The specification of the
AIDS is quite simple except its rather complicated price index. To concen
trate time-series properties, we utilize Stone price index In P* = '^i.Wki [np^,,
and adopt the linear approximate version of the AIDS'2' (LA/AIDS) shown
below for empirical works.
wu = a, + X,- Ty Inpj, + A In (X^/P,*). (3)
For the empirical analyses, we use Japanese annual expenditure data
for nationwide workers' households and consumer price indices'^'. The
data is from 1963 to 1996 and divided into five categories. The classification
is 1. food, 2. housing, 3. fuel, light and water charges, 4. clothing, and
5. other goods"'.
To test the homogeneity restirction, we choose 5. other goods as a
numeraire and rearrange equation (3) into the following form.
Wu = cCi + Xr' /y (ft'/Pn/) + (Ej Yij) lnp«Y + A In (Xi/P*). (4)
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Consequently, we can test homogeneity via ^ -statistic on Inp,,, the numeraire.
Table 1 and Table 2 show the OLS estimates of the unrestricted and homo
geneity constrained model, respectively.
Admitting test statistics for testing homogeneity have small sample
bias towards too much rejection when the number of commodity groups is
large relative to the sample size (Laitinen (1978)), homogeneity restriction is
often rejected in precede analyses. Unfortunately, our results are typical of
Table 1 OLS estimates of unrestricted model (level)
wu = ai + X""' Tij + (S" Tij) + A1" {X,/Pt).
a  ln(X/P') In(pi/p5) In(p2/p5) In(p3/p5) In(p4/p5) In ps adj.R^ D.W.
Wi
1.9029 -0.1310 0.2828 -0.1156 0.0284 -0.0372 -0.0391 0.991 0.890
(7.41) (-6.48) (8.54) (-2.15) (2.54) (-1.34) - (-5.05)
W2
0.0965 -0.0001 -0.0636 0.1091 -0.0303 0.0057 -0.0028 0.701 0.591
(0.43) (^.01) (-2.20) (2.32) (-3.09) (0.24) (-0.42)
W3
0.1375 -0.0067 -0.0616 0.0123 0.0305 0.0040 0.0169 0.913 0.951
(1.11) (^.69) (-3.85) (0.47) (5.64) (0.30) (4.52)
W4
0.2175 -0.0117 0.0879 -0.0901 0.0096 0.0538 -0.0314 0.958 0.546
(1.18) (-0.81) (3.71) (-2.34) (1.19) (2.72) (-5.66)
W5
-1.3546 0.1495 -0.2455 0.0843 -0.0381 -0.0264 0.0564 0.997 1.718
(-6.95) (9.75) (-9.77) (2.07) (-4.49) (-1.26) (9.60)
Table 2 OLS estimates of homogeneity constrained model (level)
Wu = ai + Yij In (pji/pni) + A In {X,/P*)
a  ln(X/P*) In(pi/p5) In(p2/p5) In(p3/p5) In(p4/p5) in ps adj.R^ D.W.
Wi
2.8525 -0.2059 0.2774 0.0312 -0.0063 -0.1042 0 0.984 0.774
(11.92) (-10.94) (6.12) (0.50) (-0.52) (-3.14)
W2
0.1651 -0.0055 -0.0640 0.1197 -0.0328 0.0009 0 0.710 0.602
(1.10) (-4.66) (-2.24) (3.07) (-4.31) (0.04)
W3
-0.2733 0.0257 -0.0593 -0.0513 0.0455 0.0331 0 0.852 0.891
(-2.49) (2.97) (-2.85) (-1.81) (8.19) (2.17)
W4
0.9795 -0.0718 0.0836 0.0277 -0.0183 -0.000002 0 0.912 0.662
(5.39) (-5.02) (2.43) (0.59) (-1.99) (-0.00)
W5
-2.7236 0.2575 -0.2377 -0.1274 0.0119 0.0703 0 0.988 0.963
(-9.96) (11.98) (-4.59) (-1.80) (0.86) (1.85)
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those consequences. From f-statistics of the numeraire, 5. other goods, we
can conclude definitely that their coefficients are statistically different from
zero except 2. housing equation '5'.
Durbin-Watson statistics (D.W.) indicate there exist quite severe positive
auto-correlation in the residuals except 5. other goods equation. Comparing
results of Table 1 and Table 2, we can find out D.W. statistics tend to go
downwards in the homogeneity constrained model. Especially, the extent
of drop in 5. other goods equation is very sharp. As a result, all the equa
tions show strong serial correlation in the residuals when the homogeneity
restriction is imposed. These phenomena coincide with the result of Deaton
and Muellbauer (1980).
Usual procedures to improve this situation is taking the first-difference
of the variables following Deaton and Muellbauer. The model to be esti
mated in that case is
Awu = nj A\n(pjM + (l; Yij) Alnp„p, Aln(X,/Pn. (5)
(t = 2, 3. •••, T)
where A denotes the first-difference of that variable. Theoretically, the dif
ference version of the AIDS does not have an intercept. However, many
authors used to impose intercepts to deal with the possibly overlooked
trend in consumer demand. In this case, the model will be
Awu =«»-!-X""' ruAln(pj,/Pni) + (X"/v) Alnp,„ -I- A Aln {X,/P'). (6)
{t = 2. 3. •••, T)
The empirical results are shown from Table 3 to Table 6, respectively.
In the first-difference model, the test results slightly improve. The
homogeneity holds in 3 equations, 1. food, 2. housing and 3. fuel (Table 3).
D.W. statistics of 4. clothing still shows severe positive correlation in the
residuals (Table 3). We also observe that the degree of auto-correlation
become stronger by imposing homogeneity restrictions in the same way
as does in the level model (Table 3 and Table 4).
Imposing intercepts into the first-difference model improve the test
results dramatically. All the f-statistics of the numeraire give a sign those
coefficients are not statistically different from zero and the homogeneity
restriction holds in every commodity groups (Table 5). In this model, reduc
tion of D.W. statistics by imposing homogeneity restrictions are not observed
(Table 5 and Table 6). Evidences of serial correlation are also not observed
44
Table 3 OLS estimates of unrestricted model (first-difference)
\n{X/n In(pi/P5) In(p2/P5) In(p3/P5) In(p4/p5) In P5 adj.R2 D.W.
Wi
^.1449
(-7.16)
0.1328
(4.34)
-0.0208
(-0.70)
0.0024
(0.22)
-0.0245 -0.0195
(-1.12) (-2.06)
0.614 1.672
W2
-0.0180
(-0.92)
-0.0333
(-1.13)
0.0655
(2.28)
-0.0214
(-1.99)
0.0156 -0.0002
(0.73) (-0.02)
0.310 1.799
W3
-0.0097
(-0.87)
0.0104
(0.61)
-0.0312
(-1.89)
0.0360
(5.82)
0.0001
(0.01)
0.0102
(1.93)
0.664 1.846
W4
-0.0292
(-2.42)
0.0126
(0.69)
-0.0503
(-2.83)
-0.0029
(-0.44)
0.0628 -0.0196
(4.80) (-3.48)
0.476 0.834
W5
0.2017
(8.89)
-0.1221
(-3.56)
0.0365
(1.09)
-0.0141
(-1.13)
-O.0539
(-2.19)
0.0292
(2.75)
0.738 2.331
Table 4 OLS estimates of homogeneity constrained model (first-difference)
ln(X/P*) In(pi/P5) In(p2/P5) In(p3/p5) In(p4/P5) In P5 adj.R2 D.W.
Wi
-0.1655
(-8.89)
0.1190
(3.77)
-0.0128
(-0.41)
-0.0034
(-0.30)
-0.0159
(-0.70)
0 0.664 1.313
W2
-0.0182
(-1.09)
-0.0334
(-1.18)
0.0656
(2.34)
-0.0214
(-0.20)
0.0156
(0.77)
0 0.335 1.797
W3
0.0010
(0.09)
0.0176
(1.01)
-0.0354
(-2.06)
0.0390
(6.22)
-0.0044
(-0.35)
0 0.685 1.620
W4
^.0498
(-20.00)
-0.0013
(-O.06)
-0.0423
(-2.03)
-0.0087
(-1.15)
0.0716
(4.72)
0 0.446 0.747
W5
0.2324
(10.59)
-0.1015
(-2.73)
0.0246
(0.67)
-0.0054
(-0.40)
-0.0669
(-2.49)
0 0.738 1.556
Table 5 OLS estimates of unrestricted model (first-difference with intercept)
a ln(X/P) In(pi/p5) In(p2/P5) In(p4/P5) In P5 adj.R2 D.W.
Wi
-0.0023
(-3.15)
-0.1229
(-6.50)
0.1061 -0.0070 -0.0048 -0.0193
(3.81) (-0.27) (-0.49) (-1.01)
0.0071
(0.60)
0.658 2.396
W2
0.0013
(1.66)
-0.0305 -0.0182 0.0577 -0.0173 0.0126
(-1.50) (-0.61) (2.04) (-1.62) (0.61)
-0.0153
(-1.20)
0.334 2.079
W3
0.0013
(3.13)
-0.0219
(-2.08)
0.0251 -0.0388 0.0400 -0.0028
(1.62) (-2.66) (7.24) (-0.26)
-0.0045
(-0.69)
0.726 2.294
W4
-0.0015
(-3.37)
-0.0154 -0.0041 -0.0417 -0.0075 0.0661
(-1.39) (-0.25) (-2.72) (-1.29) (5.92)
-0.0030
(-0.43)
0.569 1.257
W5
0.0012
(1.25)
0.1905 -0.1086 0.0295 -0.0104 -0.0565
(7.88) (-3.05) (0.88) (-0.82) (-2.31)
0.0157
(1.04)
0.735 2.493
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Table 6 OLS estimates of homogeneity constrained model (first-difference with intercept)
a  ln(X/P*) In(pi/p5) In(p2/P5) Inlpa/ps) In(p4/p5) In ps adj.R^ D.W.
Wi
-0.0020 -0.1223 0.1122 -0.0103 -0.0028 -0.0216 0 0.666 2.404
(-3.94) (-6.56) (4.38) (-0.41) (-0.31) (-1.16)
W2
0.0006 -0.0318 -0.0313 0.0648 -0.0217 0.0174 0 0.323 1.839
(1.13) (-1.55) (-1.11) (2.33) (-2.13) (0.86)
W3
0.0011 -0.0223 0.0212 -0.0367 0.0387 -0.0014 0 0.731 2.309
(3.81) (-2.15) (1.49) (-2.60) (7.51) (-0.13)
W4
-0.0016 -0.0156 -0.0066 -0.0403 -0.0083 0.0670 0 0.582 1.264
(-5.37) (-1.44) (-0.44) (-2.73) (-1.55) (6.22)
W5
0.0019 0.1919 -0.0951 0.0222 -0.0059 -0.0615 0 0.734 2.296
(2.86) (7.93) (-2.86) (0.68) (-0.49) (-2.56)
in both unconstrained and homogeneity constrained models.
Summarizing these empirical results, we can conclude that the model
specification, especially the treatment about dynamic structure in the model,
is crucial for not only the testing the demand properties but also getting
hold of Japanese consumer behavior thoroughly. Using the first-difference
variable in the model may conquer the problem in some extent. However,
this method is too restrictive and arbitrariness. In next section, we use time-
series techniques to explain the dynamic characters of the variables and re-
examine the plausibility of homogeneity restriction in the demand system.
3. Empirical results in the time-series analysis framework
In this section, we try to verify the time-series properties of data in use.
If we use cross-section data or time-series data in a no-growth economy,
we would expect relative prices and real income to be constant. In conse
quence, budget shares of commodity groups are also steady. However, the
presumption of that sort does not hold with time-series data in a growth
economy. Those data will vary over time. Therefore, detecting time-series
characteristics is thought to be a matter of great importance.
3-1 Stationarity of the regressors
For the first, we examine whether or not the regressors in eq. (3) are
stationary. As standard inference procedures are not valid in the regres
sions which contain an integrated dependent variable or regressors'®', it is
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important to investigate whether a series is stationary or not before using it
in a regression.
To test the stationarity of variables in the demand equation, we use two
unit root tests, the augumented Dicky-Fuller (ADF) test and the Phillips-
Perron (PP) test'^'. We utilize the Akaike Information Criterion (AlC) and
the Schwarz Bayesian Criterion (SBC) to specify the order of serial correla
tion in the series for the ADF tests'®'. Table 7 shows the test results with
MacKinnon (1991) critical values.
Columns 2 and 3 of Table 7'®' report the results via using level data, that
is, test statistics for the null hypothesis of a unit root against the alternative
of trend stationary. Distinctly, both unit root tests show that all the variables
are non-stationary and they have at least one unit root.
Next, we examine whether these variables have only one unit root or
more than one unit root. Results are shown in columns 4 through 7 of
Table7'^°'. The results are rather uneven, but we can conclude that the
series except Inps'"' are difference stationary and have only one unit root
from the column 5, the PP test statistics under the assumption that the test
regression include neither a constant nor a trend.
Table 7 Results of the Unit root test
level first difference
with constant and trend without constant and trend with constant
ADF PP ADF PP ADF PP
Inpi ^.9096 -0.2682 -1.9020 -1.6610 -2.4084 -2.4086
Inp2 -0.6306 -0.3375 -1.8817 -2.2250 -2.6863 -3.2858
Inp3 -1.1097 -0.8855 -2.4717 -2.9588 -2.8356 -3.3175
Inp4 -0.9237 -0.3528 -1.5580 -1.6506 -2.6263 -2.5598
Inps -0.7480 -0.0409 -1.2922 -1.3044 -1.7025 -1.9781
Wi -1.2288 -1.5915 -1.0940 -3.7820 -3.1558 -7.4417
W2 -1.3193 0.1088 -3.4720 -4.8017 -3.4153 -4.7259
W3 -2.2111 -1.9727 -3.4059 -3.6001 -3.3850 -3.5807
W4 -2.0914 -2.2475 -2.2498 -3.2154 -2.9319 -4.1140
W5 -0.6981 -1.0804 -1.7770 -3.7162 -3.0583 -6.1211
X/P -1.4981 -1.8230 -1.6360 -3.3302 -1.7604 -4.4481
1% critical value -4.2712 -4.2605 -2.6395 -2.6369 -3.6576 -3.6496
5% critical value -3.5562 -3.5514 -1.9521 -1.9517 -2.9591 -2.9558
10% critical value -3.2109 -3.2081 -1.6214 -1.6213 -2.6181 -2.6164
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Since we come to the conclusion that all the series in our analysis are
non-stationary, we step forward to analyze whether or not those series are
cointegrated to grasp the long-run equilibrium relationships in the demand
equation.
3-2 The cointegrating relations in the demand equations
In previous section, we examine the dynamic characteristics of the
series in the demand system under the assumption of that the model spec
ification is proper. The conclusion is all the variables in the model are non-
stationary. Next, in this section, we pay attention to whether the dynamic
specification of the AIDS is proper with Japanese consumer data.
Following the conclusinon in the previous section that both regressors
and regressand in the demand equations are nonstationary, we perform
cointegration test to verify the existence of any type of cointegration. If the
variables in the demand equation form a cointegrated system, we can view
the AIDS as a description of long-run equibrium behavior. Conversely, if
the variables in the demand system are not cointegrated, under that partic
ular model specification, it shows the demand theory is not much consis
tent with the very data'^2*.
Following Ng (1995)'s comment'^^', we perform next cointegration test
via testing whether the residuals in the following demand equation has unit
root or not. Results are shown in Table 8'^^' for the case of unrestricted
model and the homogeneity constrained model.
The unconstrained model:
+ Sr' + (X" Yij) + A In {Xt/Pp)- (7)
The restricted (Homogeneity constrained) model:
= X,,/=o + Xr' ryln(PiAPn«) + A:\ri{X,/Pp). (8)
When d = 0, there are deterministic cointegration defined in Engel and
Granger (1987). In that case, the demand equation does not contain trends.
As the critical value of 5% (1%) significance level is -4.76 (—4.47), the null
of no cointegration in the system cannot be rejected except the case of
5. other goods in the unrestricted model. This result is rather disappointing,
but not particularly unexpected one. Since we do not take consideration of
the factors, such as, structural change, demographic factors and the prob
lem of intertemporal separability in the demand system, it is highly possi-
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Table 8 Results of the cointegration test
II
d=l d = 2
unconstrained restricted unconstrained restricted unconstrained restricted
Wi -2.7005 -2.3684 -5.1491 -5.1556 -5.1728 -5.1053
W2 -1.6362 -1.7185 -3.2712 -2.4869 -3.9840 -4.0961
W3 -2.9001 -2.6367 -4.0872 -4.0945 -4.0966 -4.1001
W4 -1.7829 -1.9735 -3.3191 -3.3705 -3.5520 -3.3636
W5 -4.9181 -3.0605 -6.7396 -3.8121 -6.4234 -5.6697
ble there occurred dynamic misspecification of the model.
Next we examine whether stochastic cointegrations'^®' are contained in
the system. See the columns of d=1 for a linear trend case and the
columns of d = 2 for a quadratic trend. 5% (1%) significant level of critical
values are —5.02 (—4.73) for d= 1 and —5.29 (-4.99) for d = 2. Though the
consequences are improved slightly, the null of no stochastic cointegration
in the system does not rejected in more than half equations. The excep
tions are l.food and 5. other goods. I.food equation supports the exis
tence of stochastic cointegration regardless of the constraint and the order
of trend. 5. other goods equations support the existence of stochastic trend
in most cases, but does not support a linear trend under the restricted
model. Namely, 5. other goods demand equation contains both determinis
tic and stochastic cointegration under the unrestricted model. While, other
commodity groups, 2. housing, 3. fuel and 4. clothing cannot reject the null
of no stochastic cointegration besides deterministic cointegration.
Try to compare our results with Ng (1995)'s result obtained by using
US CITIBASE data for the period 1954:1 to 1990:4. Though her conclusion
is that the demand system to be stochastically but not deterministically
cointegrated, our result warns the possibility of dynamic misspecidfication
in the demand system more seriously. As the economic growth and
change has been enormous for years in Japan, to seek more probable
model or framework to estimate is the greatest concern.
4. Summary
In this paper, we deal the system of demand equations, the linearized
approximation version of the AIDS in a single equation form'^®'. Following
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repetitive rejection of the homogeneity of demand via the data, we exam
ine the time-series structure of the demand equations and try to find a clue
to explain and improve above mentioned phenomenon. Using five-item
Japanese data of 1963-1996, we get the following empirical results: i) The
LA/AIDS in the level variables rejects the homogeneity constraint, ii) The
conventional method for improvement, the LA/AIDS in the first-difference
form, does not reject the homogeneity constraint in almost all the com
modity equations, iii) By unit root test, all the variables in the model proved
to be nonstationary. Most of them are 1(1) variables with the exception of
Inps which is 1(2), iv) Trying to detect cointegrating relations within the vari
ables, we find out most equations contain neither deterministic nor sto
chastic cointegration within them. However, l.food and 5. other goods
equations seldom indicate cointegration relationships according to circum-
ustances.
Though we deal with a very limit case, we can consider the following
as a point of notice in future analysis. 1) Although much attention has not
been paid to the time-series issues in the demand analysis, our results about
stationarity send out a stern warning to such approach. 2) Our results on
the cointegration test warn intensely the possibility of dynamic misspecifi-
cation in the model. We have to think about how to deal with the neglected
factors in the model to construct more probable model.
(Professor of Econometrics)
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APPENDIX
Figure 1 Movement of Budget shares ws)
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Figure 3 Movement of prices (Inpi, Injh, In jt;3. \np4, Inp^
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Figure 4 Movement of real expenditure (\n(X/P*))
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Figure 5 Movement of budget share in the first difference
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Figure 6 Movement of prices in the first difference
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Figure 7 Movement of real expenditure In the first difference
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Notes
(1) As the budget shares sum up to unity, adding-up constraint is automatically imposed
into the system. Negativity is rarely a target of test because this constraint is not able to
be described as the equation of parameters.
(2) In the LA/AIDS, the demand properties concerned with the Slutsky matrix, namely
symmetry and negativity, are not expressed properly as the constraint. (Hashimoto,
Hasegawa and Kozumi (1998)) This is the another reason we deal only homogeneity in
this paper.
(3) Expenditure data source is "Yearly average of monthly receipts and disbursements per
household for workers' households of all Japan" in Annual Report on the Family
Income and Expenditure Survey (Statistics Bureau, Management and Coordination
Agency). Consumer price indices are from Annual Report on the Consumer Price Index
(Statistics Bureau, Management and Coordination Agency). The base year is 1990.
(4) The original classificatory criterion for Expenditure Survey is ten-item classification.
Roughly speaking, the correspondence between the original data and our five-item
classification is: 1. food, 3. fuel and 4. clothing are about the same category. Our hous
ing correspondences original housing and furniture categories. Other items of original
classification, namely, medical care, transportation, education, recreation and miscella
neous sum up our other goods item.
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(5) As usual, the result of housing equation is problematical. From tables shown, the esti
mates of this equation is unstable and untrustworthy relative to those of other equa
tions. Besides, although our results indicate that the homogeneity holds only in
housing demand, this conclusion depends heavily on the sample period. For example,
when we test the constraint over the period 1963 to 1994, the homogeneity restriction
is denied in all the equation. Even in that case, we can improve the test results by
applying the first-differences in every equation.
(6) A series is said to be stationary if the mean and variance of the series do not depend
on time. If the first-difference of that series is stationary, we call it difference stationary
or is integrated, and denoted as 1(1) where 1 indicates the order of integration. This
series contains one unit root.
Though the least squares estimator associated with 1(1) regressors are super consis
tent, the distribution of that estimator is not always (asymptotically) normal. The
asymptotic distribution of the least squares estimator has nuisance parameters in gen
eral, and t- and F-statistics have the wrong size when the regressors are non-stationary.
(7) The major distinction of those tests are how to treat higher order serial correlation in a
series. The ADF test corrects for higher order serial correlation by adding lagged differ
enced terms on the right hand side of the AR(1) process equation. While, the PP test
uses a nonparametric method to correct the r-statistics accounting for the higher order
serial correlation in the disturbance term.
(8) Results shown in Table 7 are the ADF (1) statistics for the level data and the ADF (0)
statistics for the first-difference data. Both the AlC and SBC suggest that the order (p) of
all the first-difference variables is 0. For the level data, the order selection differs with
criterions at times. While the SBC selects p= 1, the AlC selects p = 2 for lnp2 and Inps.
The SBC selects p = 0 and the AlC selects p = 1 for w? and ws. For the AlC selects p =
3. However, test statistics in those cases are altogether not possible to reject the null of
a unit root.
(9) We may use unit root test under following three assumptions on the test regression:
i) by including both a linear trend and a constant, ii) by including only a constant, and
iii) by including neither of those. Since it is obvious that the level variables except W2
and W3 contain a clear trend from the graphs in appendix, we report the case of
assumption i) for the level variables. We reach the same test results when we check the
case of assumptions ii) and iii) for w-? and w^.
(10) As all the first-difference variables do not contain a trend, possible choice of assump
tion described in note (9) are assumptions ii) and iii). The general principle to choose
the specification is including a constant if the series has a nonzero mean, and including
neither a constant nor a trend if the series seems to be fluctuating around zero mean.
Judging from the figures in appendix, the assumption iii) seems more plausible with
the data. We report also the statistics under the assumption ii) for reference.
(11) For Inps, we test for a unit root in the second difference of the series and conclude it is
1(2) variable.
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(12) In this occasion, the test of homogeneity is rather meaningless. Because, even without
that constraint, there is a conflict between the demand model and the data. In that
sense, Ng (1995) express that the importance of testing whether or not the demand
system is cointegrated beforehand we examine the demand properties.
(13) Based on Campbell and Perron (1991) discussion, a process with r cointegrating vec
tors can be well approximated by a process with m>r cointegrating vectors in finite
sample, Ng suggests to perform tests under the assumption of r= 1 to concentrate on
the problem of existence of non stationary elements in the system, even if Johansen
LR test suggests some cointegrating compoments in equation.
(14) Though the test statistics are the same as the ADF (0) statistic, the critical values are dif
ferent with them. We use the critical value reported'in Ng (1995) following Phillips and
Ouliaris (1990) procedures.
(15) Under stochastic cointegration, nonzero time trends are allowed to remain after unit
roots are eliminated from the system while deterministic trend must be removed if the
stochastic trend remove from the system under deterministic cointegration. As Perron
and Campbell (1993) noted, the distinction of those types are important in hypothesis
testing. Stochastic cointegration was originally introduced by Ogaki and Park (1990).
(16) Though we deal the system of demand equations in a single equation form in this
paper, we also investigate the number of cointegrating relations in the system frame
work by the VAR (Vector Autoregression) based Johansen likelifood ratio test (1991,
1995). This procedure is to test the restrictions imposed by cointegration on the unre
stricted VAR involving the concerned variables. Considering the series may have
nonzero means and deterministic and/or stochastic trends and the cointegrating equa
tion may have intercepts and deterministic trends, we carry out following five cases fol
lowing Johansen (1995): a) VAR equation assumes no deterministic trend and no
intercept or trend in the cointegrating equation, b) VAR equation assumes no determin
istic trend and intercept but no trend in the cointegrating equation, c) VAR equation
assumes linear trend but no trend in the cointegrating equation, d) VAR equation
assumes linear trend and intercept and trend in the cointegrating equation, e) VAR
equation assumes quadratic trend and trend in the cointegrating equation. These five
cases are nested. Given any particular cointegration rank, a) is the most restrictive and
e) is the least restrictive. They lined in the order of restrictiveness of the assumption.
For unrestricted model, LR tests indicates 3 cointegrating equations at 5% signifi
cance level in case a), likewise, 4 equations in case b), 4 equations in case c), 4 equa
tions in case d) and 5 equations in case e). Similarly, for homogeneity constrained
model, the number of cointegrating equations indicated by LR tests are 2, 3, 3, 4 and 5
in order through case a) to case e). Following this result, we use vector error correction
method and re-estimate the demand system. Unfortunately, there arise only trifling
improvement about the testing of the homogeneity, that is, 3. fuel equation under the
assumption a), 2. housing equation under the assumption c) and 2. housing and 3. fuel
equations under the assumption d) satisfies the homogeneity.
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