This research shows a semantic architecture for the extraction, comparison and feedback of professional and educational competencies. The main product is a scheme that facilitates the detection of competencies based on the skills and knowledge. The scheme carries out tasks of natural language processing and of similarity calculation, among others, in order to determine the differences among the professional and educational competencies.
Introduction
For universities and employers, the management of the competencies is a two way process, including knowledge identification to create new graduate profiles and determination of the qualified professional skills to fill a working place. However, in reality it is almost impossible to compare professional and educational competencies, mainly due to incompatible profiles [1] . In addition, the information published on university websites and work platforms is unstructured, ambiguous, and sometimes incomplete [2] . Looking for a solution, models and platforms have been proposed in order to standardize the profiles [3] , and compare through competency frameworks. Nevertheless, the actors rarely use these tools, or they have only been proposed for one language or context, without a real application in others. As a result, universities cannot identify the requirements of employers, and employers cannot identify new graduate profiles aligned with their job offers.
The goal of this work is to establish a management system of academic and labor profiles, allowing the extraction, the comparison and the update of the competencies. First, we give an overview of the system architecture, and then focus on the different modules of the architecture. The resulting scheme is the management system cornerstone, which is applied on competency profiles in Spanish.
Notably, we focused on the analysis of the skills and knowledge, because they are the most common concepts associated with the definition of competencies in both contexts [4, 5] : labor and academic; in addition, skill and knowledge patterns are traceable in the profiles [6, 7] . This allows us to perform a less subjective characterization of competencies, compared to other constituent elements, such as attitude and value.
Academia versus occupational environment
Training for work is a mix between education, work experience and specific training acquired throughout life; hence competencies are defined and constructed in social practice, as a joint effort between companies, workers and educators [6] . Typically, professional skills and knowledge are acquired at university, where students develop a competence profile. The term competency in the work context can be used sometimes to refer to actions and their consequences, sometimes as cognitive abilities and personal characteristics [1] ; whereas in academia competencies are expressed in terms of qualifications and certifications (such as diplomas) [6] , or in terms of learning outcomes within educational processes [9] . Normally, the students use the profile to create a summary and seek employment [10] . Similarly, companies seek candidates based on the profile of universities but also consider other aspects such as additional training and experience [11] .
We need to establish a common environment to compare professional and educational competencies. Through similarity measures and a description of the notion of competencies based on the natural language processing, we can define a semantic architecture that covers aspects such as extraction, comparison and prediction of competencies. This paper pursues this objective. Fig. 1 shows our semantic architecture, in which the academic and job profiles get into an iterative pipeline process comprising 4 phases: characterization, extraction, comparison and updating. The extraction phase includes the development of a scheme based on linguistic patterns, described like logical descriptions, which allow the recognition of the competency descriptor elements (in our case, skills and knowledge). The characterization phase analyzes documents using these patterns defined in an ontological model. The phase of comparison identifies similarity measures between skill, knowledge and competency patterns (identified in the previous phase), for the determination of the levels of closeness between them. To do this, our scheme combines different similarity measures [12, 17] . This phase has two outputs: the groups of similar competencies, and the remaining competencies. Finally, the phase of update analyzes groups of similar and dissimilar competencies, to determine levels of relationship and difference. The outputs of this phase are recommendations such as groups of new competencies, more common skills, new knowledge domains, etc., that provide feedback both for the labor and academic contexts (their competency ontologies). In this work we focus on the phases of characterization, extraction and comparison. 
Semantic Architecture

Characterization Phase
The first step is to select the textual documents relating to academic and professional profiles; then it uses linguistic patterns to analyze the documents to recognize the competency elements (skills and knowledge) in them (in each domain, academic and professional). The linguistic patterns have a logical description defined in an ontological model. So, this phrase defines the semantic structure of the ontological models used by our system. Now we explain the steps of this phase.
Pattern recognition
According our linguistic patterns, the system takes as starting point the basic elements of the competencies: skill and knowledge. Then, it reviews the linguistic structure of each candidate sentence, to detect lemmas and linguistic groups, and finally, establish patterns for each basic concept [6, 13, 14] . In general, we assume that competency is the union of a verb phrase and noun phrase, where the noun phrase (NP) represents knowledge and verbal phrase (VP) represents skills. Table  1 presents these patterns like axioms, as well as examples found in the profiles. 
Model definition
The ontological model consists of three levels (see Fig. 2 ), one conceptual where there are definitions based on the concepts of competency, skill and knowledge; the next one has the production rules, where are described the general linguistic patterns of competency, skill and knowledge; and the third one defines the grammatical categorization, which is used to define the linguistic characteristics (textual constituents) and patterns for each component. The levels are implemented in Protégé [16] tool, using SWRL [18] and GATE [19] .
Fig. 2 Model definition
Particularly, the basic level defines both Skill and Knowledge, related to the concept Competency as subclasses (hasClass) through the isfollowedBy relationship, indicating the existence of a predetermined order, in which Skill is followed by Knowledge. The level of production rules presents the definition of the concepts of Skill and Knowledge, using their linguistic equivalences (see table 1 ). Fig. 3 shows an example of a production rule: it indicates that the superclass Phrase includes subclasses Noun_phrase (Nominal Phrase) and Verb_phrase (Verbal Phrase), that a Verb_phrase is considered a skill and a Noun_phrase is considered a Knowledge. The hasNext property [15] is included to indicate the sequence of the constituents of the competencies.
Fig 3. Production rules based on Table
Level 3 describes the linguistic characterizations of noun phrases and verb phrases [20, 21] , based on Table 1 . For this purpose, it is required that each constituent is associated with a grammatical category (Gramatical_Category). In this case, a verb belongs to the grammatical category VB, a noun to the grammatical category NN or NNS, and a preposition to the grammatical category IN.
Extraction Phase
The extraction phase contemplates the population of the ontological models with individuals that are extracted from the corpus. To do this, first the system applies extraction techniques of the natural language processing (NLP) area on the corpuses, in order to identify verbs and nouns in the candidate sentences [21, 22] . Then, it combines the discovered elements according to the production rules. This allows building two ontologies with the same structure but with different instances (individuals): the first with the instances found in academic profiles (academic Ontology), and the second with the instances found in the job offers (work Ontology). In general, this phase defines the individuals (population) of the ontological models used by our system, using the corpuses defined in the first phase.
Linguistic annotation
The candidate sentences enter the tagging process defined by the NLP schemes [22] , in order to label the words according to their types: verbs, prepositions or nouns. The words labeled are entered in the ontology models (are their individuals), according to the associated grammatical category (Grammatical_Category) and the linguistic rules defined for each component of the ontological model.
Inference by production rules
Instances of verbs (VB), prepositions (IN) and nouns (NN) are associated to nominal and verbal phrases, and are combined to identify skills, knowledge and competencies. Some of the production rules can be seen in Table 2 , which cover the most frequent cases (patterns) in the profiles. 
Comparison Phase
The comparison process is based on the measure of taxonomic similarity proposed on [12] , which defines that: The "Similarity Measure" between C and C' concepts is based on three aspects (see equation 1): the Similarity of Ancestor of C and C' (SA), the Similarity of Siblings of C and C' (SS) and the Similarity of Descendants of C and C' (SD).
The equations 2, 3 and 4 define the above-mentioned measures
=1
Similarity of Ancestor of C and C` (SA)
The similarity of C and C' concepts (equation 2) will be proportional to the similarity of ancestral concepts. In this case, it is considered the average of the maximal similarities of each ancestor of concept C´ with each ancestor of C, where: (1)
Similarity of Siblings of C and C' (SS)
The similarity of C and C' concepts (equation 3) will be proportional to the similarity of the siblings. In this case, it is considered the average of the maximal similarities of the siblings of the concept C and concept C', where:  Si: It corresponds to the i sibling of C concept.  S'j: It corresponds to the j sibling of C' concept.  Sim(Si,S´j): similarity measure between the siblings of C and C' concepts.
Similarity of Descendants of C and C' (SD)
The similarity between two concepts C and C' (equation 4) will also be proportional to the similarity of their direct descendants. In this case, it is considered the average of the maximal similarities of the children of the concept C with the children of the concept C', where: 
Experiments
In this section we present the utilization of our architecture.
Corpus Description
The sources of our two corpuses are: 1) professional career profiles of Computer Science, who are taken from the websites of Latin American Universities; and 2) job profiles extracted from employment platforms found on Internet. To set up the corpus are selected candidate phrases in each profile, which are chosen from paragraphs corresponding to sections as: description, occupational field, skills, and knowledge areas.
Extraction schema
By applying the schemes of characterization and extraction of our proposition over the paragraphs, in a set of 20 professional profiles and 100 job offers, we can measure the accuracy of the recognition of competencies on them (see Table 3 ). We see that our system can recognize the competencies, and their components. 
Comparison Process
Our proposal of comparison includes the following: first, the selection of a thesaurus against which to compare the individuals; second, the selection of lexical measures to obtain the value similarity between the individuals and the thesaurus; and third, the definition of an algorithm to calculate these measures of section 6.
Regarding the selection of thesaurus, we chose the thesaurus DISCO, which "improves and extends terminological support for the description and translation of abilities, skills, and competences in the contexts of the job market and education" 1 [8] . DISCO offers a taxonomic structure of related terms and phrases to the Computer Sciences area. With regard to measures of lexical similarity, we chose two, the Levenshtein distance measure, which determines the number of changes required for a word to become the other; and the Strikematch 2 measure, which provides greater robustness with respect to change of word order. The first experiments with the two measures confirm the need to implement a combined measure (lexical-taxonomic), also show that Strikematch gives better results. Fig. 4 presents the algorithm for comparing two individuals C and C´ (in the work and academic ontologies, respectively) using the corpus of DISCO.
Start
Variables
string C, C' double SM, SA, SS, SD, Sim integer n, m, med struct tesauri get (C, C') calculate n level of (C) calculate m level of (C') For i=1 to n SA= SA + calculate max ancestor (Ci, C'j)/n j=1 to m For i=1 to n SS = SS + calculate max siblings (Ci, C'j)/n j=1 to m For i=1 to n SD = SD + calculate max descendants (Ci, C'j)/n SM = calculate taxonomical similarity(C, C') get SM Table 4 shows the results for various words extracted in the previous phases, we see that individuals have the biggest similarity when they have the same parents, children and siblings (in this case is equal to 1), while when they are very dissimilar this value tends to 0, which corresponds to our desire to determine similarity (synonymy) between words collected in academic and work profiles. Table 4 presents the calculation of the similarity for different words extracted from the work and academic ontologies. The first case represents two words with the same parents and siblings (they have not kids, see Fig 6) . This is the case with more similarity (we suppose when they have not kids, that SD by defect is 1, and it is similar for the case when they have not parents and siblings). Fig. 5 is the case of lowest similarity, when they do not share elements of the tree (sub-trees) of DISCO taxonomy (it is the experiment 4 of the Table 4 ). According to our results, when SM has a value superior to 0.3 we consider similar the words, but when this value is close to 1 they are synonymous.
Fig. 4 Calculate Similarity Algorithm
It is important to note that these first results of the comparison is for the case of knowledge. Upcoming work will define the scheme of comparison of skills, which has different characteristics, because it requires the comparison of verbs.
Related Works
There are several works that compare competencies through different strategies (semantic models, similarity measures, etc.). For example, [7] proposes a hybrid scheme to extract and compare, based on an ontological model. In [6] and [10] propose an extraction scheme based on comparing vocabularies and skills through ratings. In [9] creates a semantic model where competencies are compared through a difference between levels. The levels correspond where are located the concepts in the ontology. In [1] a measure of similarity that takes into account the distance between concepts of an ontological model is used to compare profiles. In general, none previous work presents a proposal to perform a pattern comparison based on taxonomic structures like thesauri, mixed with similarity measures. 
Conclusions
This research presents a model for comparing the competency profiles, using the linguistic patterns of knowledge and skills, through a measure of similitude composed of a lexical and taxonomic part. The linguistic patterns allow considering the variations of competencies found in the texts, which constitutes an advantage of our model with respect to previous works based on ontologies. The preliminary results obtained in the comparison process are encouraging, because it detects the similitude (synonymies) and dissimilitude of the individuals (they represent knowledge) of the work and academic ontologies, using specialized thesaurus. Future works must define the scheme of comparison of skills, which has different characteristics because it must be based on the comparison of verbs.
Based on these results, we will extend our work including alignment techniques of ontologies at the level of the individuals (normally, it is at level of concepts). Also, future jobs must consider the inclusion of other concepts during the comparison process (for example, skills), and exploit the inference process on the academic and job ontologies obtained in this work.
