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Abstract
In this paper, we study the capacity dimension of the boundary of
CAT (0) spaces. We first compare the two metrics on the boundary
of a hyperbolic CAT (0) space, i.e., the visual metric and the conical
metric, and prove that they give the same capacity dimension of the
boundary. Then we study the capacity dimension of the boundary
of buildings, which is an important class of CAT (0) spaces. Finally,
we give a possible method to prove the finiteness of the asymptotic
dimension of CAT (0) spaces.
1 Introduction
Asymptotic dimension is one of the most interesting invariants in large-
scale geometry of metric spaces and in particular finitely generated groups.
It is important because the Novikov conjecture holds for groups with finite
asymptotic dimension, see [14]. It is known that the asymptotic dimension of
δ-hyperbolic groups is finite, which was proved by Gromov in [9]. However,
the finiteness of the asymptotic dimension of CAT(0) groups has been open
for decades.
To get a more precise bound on the asymptotic dimension of hyperbolic
space, Buyalo introduced the capacity dimension [4].
Definition 1.1 (Capacity dimension). Let X be a metric space. We say
the capacity dimension is at most n, denoted by cdimX ≤ n, if there exists
0 < c ≤ 1 and λ0, such that for all 0 < λ ≤ λ0, there is a cover U with
order(U) ≤ n + 1,mesh(U) ≤ λ, and L(U) ≥ cλ. The number L(U)mesh(U) ≥ c
is called the capacity of U .
With the capacity dimension, Buyalo and Lebedeva proved the following
theorem.
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Theorem 1.2 ([4]). Let X be a visual Gromov hyperbolic space. Then
asdimX ≤ cdim∂X + 1.
The inequality gives a new point of view to understand the asymp-
totic dimension: by looking at the large-scale geometry captured in the
boundary. There are different ways to define a metric on the boundary of
CAT(0) spaces. However, none of them is as good as the visual metric for
δ-hyperbolic spaces. In [11], Moran proved some good properties of a partic-
ular class of metric on the boundary of CAT(0) spaces, the conical metric,
see definition 2.5. In particular, with this metric, she proved that the ca-
pacity dimension of the boundary of CAT(0) groups is finite. We believe
the conical metric is the right metric for the boundary of CAT(0) spaces to
study the large-scale geometry.
Now the ultimate goal is to prove that the asymptotic dimension of
CAT(0) groups is finite. With Moran’s result, the question is: can we get
inequality similar to the one in Theorem 1.2.
In this paper, we try to give a partial answer to the question above. In
particular, we first try to understand the conical metric better by proving
the following theorem.
Theorem 1.3. Let X be a cobounded δ-hyperbolic CAT(0) proper geodesic
space. Let cdimv(∂X) be the capacity dimension of the boundary of X with
the visual metric and cdimc(∂X) be the capacity dimension with the visual
metric. Then we have cdimv(∂X) = cdimc(∂X). In particular, for a hyper-
bolic CAT(0) group G, we have cdimv(∂G) = cdimc(∂G).
Then we study the capacity dimension of the boundary of nonspherical
buildings, which is an important class of CAT(0) spaces.
Theorem 1.4. The capacity dimension of the boundary of any nonspherical
building is equal to the capacity dimension of the boundary of an apartment
in the building.
In particular, with the result on the asymptotic dimension of buildings
in [7], we have the following equality.
Corollary 1.5. Let X be a Euclidean or hyperbolic building. Then
asdim(X) = cdim∂X + 1.
Remark 1.6. In fact, the Corollary is true as long as the equality holds in
the apartment of the building.
2
2 Preliminaries
In this section, we will introduce the preliminaries that we will use.
2.1 δ-hyperbolic spaces and the visual metric
The following introduction to δ-hyperbolic spaces is from [8]. Another good
reference is [3].
Throughout this section, we assume X is a proper geodesic metric space.
We denote the distance between two points y, z ∈ X by |y − z| or d(y, z).
Definition 2.1. Given a base point x ∈ X, the Gromov Product of two
points y, z ∈ X is defined by
(y|z)x = 1
2
(|y − x|+ |z − x| − |z − y|).
We write (y|z) if there is no ambiguity about the base point.
We can extend the definition of the Gromov product to the boundary
∂X.
Definition 2.2. Let X be a proper hyperbolic space. For any a, b ∈ ∂X, the
Gromov Product in ∂X is defined by
(a|b) = sup lim inf
i,j→∞
(xi|yj)
where the supremum is taken over all sequences (xi)i≥1 tending towards a
and (yj)j≥1 tending towards b.
Proposition 2.3. Let X be a proper δ-hyerpoblic space and a, b ∈ ∂X.
Then for all sequences xi → a and yj → b, we have
(a|b)− 2δ ≤ lim inf
i,j→∞
(xi|yj) ≤ (a|b).
Now we will construct a metric on the boundary ∂X. Fix a real number
 > 0, for any a, b ∈ ∂X, define
ρ(a, b) = e
−(a|b).
However, ρ may not define a metric. We will modify ρ to define a distance
on ∂X.
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A chain between a and b in ∂X is a finite sequence a = a0, a1, . . . , an = b
of points in ∂X. Denote the set of chains between a and b by Ca,b, and let
ρ(a0, a1, . . . , an) =
n∑
i=1
ρ(ai−1, ai).
Then define
d(a, b) = inf{ρ(c) : c ∈ Ca,b}.
It turns out d is a metric on ∂X.
Proposition 2.4. [8, Proposition 10] Fix  and let ′ = eδ − 1. If ′ ≤√
2− 1, then d is a distance on ∂X and we have
(1− 2′)ρ(a, b) ≤ d(a, b) ≤ ρ(a, b)
for all a, b ∈ ∂X.
The metric d is called the visual metric on ∂X, we may also denote it
by dv.
2.2 CAT(0) Space and the conical metric
We will introduce the conical metric on the boundary of CAT(0) spaces.
For a detailed introduction of CAT(0) space and its boundary, please see
[3]. There are various ways to define metrics on ∂X. We will define the
one that works best for our purpose. It was first introduced by D. Osajda
and was used by D. Osajda and J. Swiatkowski in [13]. Later, M. A. Moran
proved some important properties in [11] that make this metric significant.
See [10] for more details of this metric.
Definition 2.5 (The conical metric). Let X be a proper CAT(0) space. Fix
a basepoint x0 and choose A > 0. For [γ], [γ
′] ∈ ∂X, let γ, γ′ : [0,∞) → X
be the geodesic rays based at x0 that represent [γ], [γ
′] respectively. Let t ∈
(0,∞) be such that d(γ(t), γ′(t)) = A. If such t does not exist set t = ∞.
Then, define dA,x0 : ∂X × ∂X → R by
dA,x0([γ], [γ
′]) =
1
t
.
Lemma 2.6. [11, Lemma 3.3.1] Let X be a CAT(0) space with base point
x0, then for any A > 0, dA,x0 is a metric on ∂X.
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Lemma 2.7. The topology induced by the dA,x0 metric on ∂X is equivalent
to the visual topology Tx0 on ∂X.
Lemma 2.8. Let X be a proper CAT(0) space. For any A,A′ > 0, the
identity map on the boundary id∂X : (∂X, dA,x0) → (∂X, dA′,x0) is a quasi-
symmetry.
Lemma 2.9. Suppose X is a complete CAT(0) space. For any x0, x
′
0 ∈
X, the identity map on the boundary id∂X : id∂X : (∂X, dA,x0) → id∂X :
(∂X, dA,x′0) is a quasi-symmetry.
The following theorem shows that the group of isometries of a CAT(0)
space has a ”nice” action on the boundary.
Theorem 2.10. [11, Theorem 3.1.5] Suppose G is a finitely generated group
that acts by isometries on a complete CAT(0) space X. Then the induced
action of G on (∂X, dA,x0) is a quasi-symmetry. In other words, G acts by
quasi-symmetries on ∂X.
There is a simple geometric property for CAT(0) spaces that we will use
repeatedly. See the proof in[10].
Lemma 2.11. Let (X, d) be a CAT(0) space and suppose γ, γ′ : [0,∞)→ X
are two geodesic rays based at the same point p ∈ X. Then for 0 < s ≤ t <
∞, we have
d(γ(s), γ′(s)) ≤ s
t
d(γ(t), γ′(t)).
2.3 Dimension Theory
In this section, we review some dimension theories that play important roles
in geometric group theory. We first review some terminology.
Definition 2.12. Let X be a metric space and U be a cover of X. We define
the order(U) to be the smallest integer n such that each x ∈ X is contained
in at most n elements of U . We define mesh(U) = sup{diam(U)|U ∈
U}. We say the cover U is uniformly bounded if there exists some λ such
that mesh(U) ≤ λ. The Lebesgue number of U is defined as L(U) =
infx∈X L(U , x), where L(U , x) = supx∈X{d(x,X − U)|U ∈ U}.
Now we introduce the topological dimension, also called the covering
dimension. See for example [12] for more details. Recall that a refinement
of a cover C of a topological space X is a new cover D of X such that every
set in D is contained in some set in C.
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Definition 2.13 (Topological dimension). Let X be a topological space. We
say the topological dimension of X is at most n, denoted by dimX ≤ n, if
every open cover of X has an open refinement of order at most n+ 1.
For a compact metric space, the topological dimension has an equivalent
definition.
Definition 2.14. Let X be a compact metric space. Then dimX ≤ n if for
every (small) λ > 0, there is an open cover U with Mesh(U) ≤ λ and order
at most n+ 1.
An important dimension in geometric group theory is the asymptotic
dimension.
Definition 2.15 (Asymptotic dimension). Let X be a metric space. We
say that asdim(X) ≤ n if for any (large) λ there is a uniformly bounded
cover U of X with order(U) ≤ n+ 1 and L(U) ≥ λ.
The asymptotic dimension is important because of its relation with the
Novikov conjecture, see [14] for details.
Another important dimension is the capacity dimension or linearly-controlled
dimension. It was first introduced by Buyalo in [4].
Definition 2.16 (Capacity dimension). Let X be a metric space. We say
the capacity dimension is at most n, denoted by cdimX ≤ n, if there exists
0 < c ≤ 1 and λ0, such that for all 0 < λ ≤ λ0, there is a cover U with
order(U) ≤ n + 1,mesh(U) ≤ λ, and L(U) ≥ cλ. The number L(U)mesh(U) ≥ c
is called the capacity of U .
The capacity dimension has many equivalent definitions. Here is the one
that we will also use. Recall that two sets U and U ′ are L-disjoint if
d(U,U ′) = inf{d(x, y)|x ∈ U, y ∈ U ′} ≥ L.
Definition 2.17. We say cdim(X) ≤ n if there exists c > 0 such that for
any sufficiently small L, there are n+1 families of L−disjoint sets that cover
X and are cL bounded.
Gromov observed that all hyperbolic groups have finite asymptotic di-
mension. Buyalo established a more precise bound on the asymptotic di-
mension.
Theorem 2.18 ([4]). Let X be a visual Gromov hyperbolic space. Then
asdimX ≤ cdim∂X + 1.
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In case of hyperbolic groups, Buyalo and Lebedeva proved the following
equalities relating the three dimensions.
Theorem 2.19 ([5]). For any hyperbolic group G, we have
asdimG = cdim∂G+ 1 = dim∂G+ 1.
For CAT(0) spaces, Moran proved the following result with the conical
metric dc on the boundary.
Theorem 2.20. [11, Theorem 3.2.1] Suppose G acts geometrically on a
proper CAT(0) space X. Then cdim(∂X, dc) <∞.
However, the inequality in Theorem 2.18 for CAT(0) spaces is not known.
2.4 Buildings
The following introduction of buildings is from [1].
Definition 2.21. We say that W is a Coxeter group and (W,S) is a Coxeter
system if W admits the presentation〈
S; (st)m(s,t) = 1
〉
,
where m(s, t) is the order of st and there is one relation for each pair s, t
with m(s, t) <∞.
Fix a Coxeter system (W,S) and denote by l = lS the length function
on W with respect ot S.
Definition 2.22. A building of type (W,S) is a pair (∆, δ) consisting of
a nonempty set ∆, whose elements are called chambers, together with a
map δ : ∆ × ∆ → W , called the Weyl distance function, such that for all
C,D ∈ ∆, the following three conditions hold:
(WD1) δ(C,D) = 1 if and only if C = D.
(WD2) If δ(C,D) = w and C ′ ∈ C satisfies δ(C ′, C) = s ∈ S, then
δ(C ′, D) = sw or w. If in addition, l(sw) = l(w) + 1, then δ(C ′, D) = sw.
(WD3) If δ(C,D) = w, then for any s ∈ S there is a chamber C ′ ∈ ∆ such
that δ(C ′, C) = s and δ(C ′, D) = sw.
Definition 2.23. A nonempty subset M of ∆ is called thin (resp. thick) if
P∩M has cardinality 2 (resp. > 2) for every panel P of ∆ with P∩M 6= Φ.
A thin subbuilding of ∆ is called an apartment of ∆.
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Proposition 2.24. For any two chambers C,D ∈ ∆, there exists an apart-
ment Σ of ∆ with C,D ∈ Σ.
Davis proved in [6] that with the corrected defined metric, all buildings
are CAT(0). This is called the Davis realization. See also [1] for detailed
construction.
Theorem 2.25. [1, Theorem 12.66] For any building ∆, its Davis realiza-
tion X = Z(∆) is a complete CAT(0) space.
For simplicity, we will abuse the notation and let ∆ and Σ be the Davis
realization of the building and the apartment respectively. Also, we will use
d as the metric in Davis realization.
There is an important retraction from the building to the apartment.
Proposition 2.26. Every apartment is a retract of ∆.
Definition 2.27. Given an apartment Σ and a chamber C ∈ Σ, there is a
canonical retraction ρ = ρΣ,C : ∆ → Σ. It is called the retraction onto Σ
centered at C. It can be characterized as the unique chamber map ∆ → Σ
that fixes C pointwise and maps every apartment containing C isomorphi-
cally onto Σ.
Proposition 2.28. Let ρ = ρΣ,C be the apartment retraction. Then
d(ρ(x), ρ(y)) ≤ d(x, y)
for all x, y ∈ ∆, with equality if x ∈ C.
3 Capacity dimensions with the visual metric and
the conical metric
In this section, we will prove the following theorem.
Theorem 3.1. Let X be a cobounded δ-hyperbolic CAT(0) proper geodesic
space. Let cdimv(∂X) be the capacity dimension of the boundary of X with
the visual metric and cdimc(∂X) be the capacity dimension with the coni-
cal metric. Then we have cdimv(∂X) = cdimc(∂X). In particular, for a
hyperbolic CAT(0) group G, we have cdimv(∂G) = cdimc(∂G).
We will need the following lemmas.
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Lemma 3.2. Let f(x) =
1
−a lnx+ b , where a, b > 0. If 0 < x < e
−2, then
f ′′(x) < 0. Consequently, when 0 < x < e−2, we have
f(cx) ≥ cf(x) and
f(cx) + f
(
(1− c)x) ≥ f(x), when 0 < c < 1.
Proof. Note that
f ′′(x) =
a
(−a lnx+ b)3x2 · (2a+ a lnx− b).
When 0 < x < e−2, we have −a lnx+ b > 0 and x2 > 0, hence
(−a lnx+ b)3x2 > 0.
In addition, lnx < −2, hence
2a+ a lnx− b < −b.
Therefore,
f ′′(x) <
a
(−a lnx+ b)3x2 · (−b) < 0.
Notice that limx→0 f(x) = 0, hence the first inequality follows from the
Jensen’s inequality for concave function
f(cx+ (1− c)y) ≥ cf(x) + (1− c)f(y) for t ∈ (0, 1).
Applying the first inequality twice with c and 1−c gives the second inequal-
ity.
Remark 3.3. The upper bound e−2 for the equalities to hold is not sharp.
However, it’s enough to prove the main theorem.
The following lemma is well-known.
Lemma 3.4. Let X be a hyperbolic CAT(0) space. Then for any geodesic
rays a, b : [0,∞)→ X starting at the basepoint, we have
(1) d(a(t), b(t)) is non-decreasing with respect to t.
(2) (a(t)|b(t)) is non-decreasing with respect to t.
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Lemma 3.5. Let X be a δ-hyperbolic CAT(0) space. For any s arbitrarily
small, there exists R > 0 such that for any a, b ∈ ∂X with a(t) and b(t) being
the representing geodesic rays starting at the basepoint, and any R1 ≥ R, we
have
(a|b)− 2δ − s < R1 − 1
2
d (a(R1), b(R1)) < (a|b). (1)
Proof. Let {ti} be a sequence going to ∞. For any a, b ∈ ∂X, let a(t) and
b(t) be the representing geodesic rays starting at the basepoint. By Lemma
3.4(2) we know
lim inf
i
(a(ti)|b(ti)) = lim
i
(a(ti)|b(ti)) = lim
t
(a(t)|b(t)).
By Proposition 2.3 and the equality above, we have
(a|b)− 2δ ≤ lim
t
(a(t)|b(t)) ≤ (a|b).
Since ∂X is compact, and by Lemma 3.4(1), for any s arbitrarily small,
there exists R > 0 such that for any a, b ∈ ∂X and any R1 ≥ R, we have
lim
t
(a(t)|b(t))− s < (a(R1)|b(R1)) < lim
t
(a(t)|b(t)).
Notice (a(R1)|b(R1)) = R1 − 12d (a(R1), b(R1)). Combining the above
two inequalities gives
(a|b)− 2δ − s < R1 − 1
2
d (a(R1), b(R1)) < (a|b).
Recall that A is a fixed number in the definition of the conical metric dc.
Also recall that in the definition of dv, we fix  and 
′ = eδ − 1 such that
′ ≤ √2− 1. Then by Proposition 2.4 we know
(1− 2′)ρ(x, y) ≤ d(x, y) ≤ ρ(x, y),
where d is the visual metric dv with parameter  and ρ(x, y) = e
−(x|y).
Proposition 3.6. Let X be a δ-hyperbolic CAT(0) space. Then there exist
constants a, b, k,B > 0, depending on A,  and δ, such that for any x, y ∈ ∂X
with dv(x, y) ≤ B, we have
1
−a ln dv(x, y) + b < dc(x, y) <
1
−a ln dv(x, y) + b− k .
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Remark 3.7. In the proposition above, a = 1 , b =
A
2 , k = 2δ+ 1− 1 ln(1−
2′) and B = (1− 2′)e−(R− 12A+2δ+1), where R is as in Lemma 3.5.
Proof. Fix A for the conical metric dc and fix  in the visual metric dv = d.
For any small s, say s = 1 for simplicity, let R be as in Lemma 3.5 and let
B = (1− 2′)e−(R− 12A+2δ+s).
Now for any x, y ∈ ∂X with dv(x, y) ≤ B, we have
d(x, y) < (1− 2′)e−(R− 12A+2δ+s).
Therefore
ρ(x, y) < e
−(R− 1
2
A+2δ+s),
(x|y) > R− 1
2
A+ 2δ + s,
R− 1
2
d(x(R), y(R)) > R− 1
2
A+ 2δ + s− 2δ − s,
d(x(R), y(R)) < A.
By Lemma 3.4(1), there exists R1 > R satisfying d(x(R1), y(R1)) = A.
Hence dc(x, y) =
1
R1
. By (1) we have
(x|y)− 2δ − s < R1 − 1
2
A < (x|y),
1
(x|y) + A2
<
1
R1
<
1
(x|y) + A2 − 2δ − s
. (2)
We let d = dv(x, y) for simplicity. Note that (1− 2′)e−(x|y) ≤ d ≤ e−(x|y),
hence we have
ln d
− +
ln(1− 2′)

≤ (x|y) ≤ ln d− . (3)
Combine (2) and (3), we get
1
ln d
− +
A
2
< dc(x, y) <
1
ln d
− +
A
2 − 2δ − s+ ln(1−2
′)

.
Recall that we let s = 1 for simplicity, hence we finish the proof by
letting a = 1 , b =
A
2 and k = 2δ + 1− 1 ln(1− 2′).
Corollary 3.8. Let X be a δ-hyperbolic CAT(0) space, then we have
cdimc(∂X) ≤ cdimv(∂X).
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Proof. Let U be any cover of ∂X realizing cdimv(∂X). Without loss of
generality, we may assume
mesh(U) = λ ≤ min{ 1
e2
, B}, and
L(U) ≥ cλ
where B is as in Proposition 3.6 and 0 < c ≤ 1 is fixed.
Let a, b, k > 0 be as in Proposition 3.6, and let
f1(x) =
1
−a lnx+ b ,
f2(x) =
1
−a lnx+ b− k .
Fix A in the definition of the conical metric. It’s easy to check that
1
f1
− 1
f2
= k,
f2 − f1
f1f2
= k
Hence
f2
f1
− 1 = kf2.
When x is small, f2(x) < 1. Hence
f2(x)
f1(x)
= 1 + kf2(x) < 1 + k.
By Proposition 3.6 and Lemma 3.2, we know
meshM (U) < f2(λ), and
LM (U) > f1(cλ) ≥ cf1(λ)
Therefore,
CapacityM (U) = LM (U)
meshM (U) >
f1(cλ)
f2(λ)
≥ cf1(λ)
f2(λ)
>
c
1 + k
.
This means U also satisfies the condition of capacity dimension with the
conical metric dc, therefore cdimc(∂X) ≤ cdimv(∂X).
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Theorem 3.9. Let X be a cobounded δ-hyperbolic CAT(0) proper geodesic
space. Let cdimv(∂X) be the capacity dimension of the boundary of X with
the visual metric and cdimc(∂X) be the capacity dimension with the coni-
cal metric. Then we have cdimv(∂X) = cdimc(∂X). In particular, for a
hyperbolic CAT(0) group G, we have cdimv(∂G) = cdimc(∂G).
Proof. By Corollary 3.8, we know
cdimc(∂X) ≤ cdimv(∂X).
By Theorem 2.19 we know that
cdimv(∂X) = dim(∂X).
Since ∂X is a compact metric space, by definition 2.14, any cover of ∂X
realizing the capacity dimension also satifies the condition for topological
dimension, therefore we have
dim(∂X) ≤ cdimc(∂X).
Combining all the (in)equalities above gives
dim(∂X) ≤ cdimc(∂X) ≤ cdimv(∂X) = dim(∂X).
This proves cdimc(∂X) = cdimv(∂X).
4 Capacity dimension of the boundary of build-
ings
We will prove the following theorem.
Theorem 4.1. The capacity dimension of the boundary of any nonspherical
building is equal to the capacity dimension of the boundary of an apartment
in the building.
We will need the following lemma. Recall that ρ : ∆ → Σ is the apart-
ment retraction.
Lemma 4.2. (Lemma 1 in [7]) For any N > 0 there exists M > 0 such
that if U is a subset of W of δ-diameter ≤ N , then any gallery-connected
component V of ρ−1(U) has δ-diameter ≤M .
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To use the lemma with our settings, we will modify the proof a little
to get the following lemma. The sketch of the proof will be given after the
proof of the main theorem.
Lemma 4.3. Let ∆ be the Davis realization of a building and Σ be the Davis
complex of W . Let ρ : ∆ → Σ be the retraction with base chamber C. For
any U ⊂ Σ with diam(U) ≤ R, any path-connected component of ρ−1(U)
has diameter at most SR+M , where S and M are constants depending only
on the diameter of a chamber.
Remark 4.4. The explicit upper bound in the lemma above is 2R + 2D +
M , where M = the diameter of a chamber, D = Rr , r ≥ 2M fixed, and
 =Lebesgue number of a particular cover on Br(p), p being the barycenter
of the base chamber B.
Proof of Theorem 4.1. Suppose cdim(∂Σ) = n, since ∂Σ embeds in ∂∆,
we know cdim(∂∆) ≥ n. Hence, we need only to show the other direction.
We will prove the theorem in four steps. In step 1, we set up the cover for
the boundary of the building ∂∆. In step 2 and 3, we prove the bounds for
the Lebesgue number and size of the cover. In step 4, we argue that the
capacity dimension of ∂∆ is less than or equal to n.
Step 1: We fix an apartment Σ and choose a base chamber C ⊂ Σ. Let
ρ be the retraction ρ = ρΣ,C : ∆ → Σ. Let p be a fixed point in C and let
it be the base point of ∆ as a CAT(0) space. Then by Proposition 2.28 we
have d(p, x) = d(p, ρ(x)) for any x ∈ ∆.
Fix A for the conical metric on ∂Σ. Let {Ui}n+1i=1 be any cover of ∂Σ
realizing the capacity dimension cdim(∂Σ), i.e. n+1 families of L-separated
sets that are cL-bounded on ∂Σ. We may assume that c > 1 by enlarging
c. Therefore cL > L.
For any r ∈ U ∈ Ui for some i, r : [0,∞) → Σ is a geodesic ray with
r(0) = p. Hence U can be viewed as a cone in Σ consisting of geodesic rays.
We are going to intersect each U as a cone with two spheres of radius 1L and
1
cL separately, as shown in Figure 1. More specifically, for any U ∈ Ui, let
VU =
{
r
(
1
L
)
|r ∈ U
}
WU =
{
r
(
1
cL
)
|r ∈ U
}
and
Vi = {VU |U ∈ Ui}
Wi = {WU |U ∈ Ui} .
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Figure 1: Intersections of U with two spheres.
Therefore, if we let S 1
L
(p) ⊂ Σ denote the sphere of radius 1L in Σ and
S 1
cL
(p) ⊂ Σ denote the sphere of radius 1cL , then {Vi}n+1i=1 is a cover of S 1L (p)
and {Wi}n+1i=1 is a cover of S 1
cL
(p). In particular, by definition of the conical
metric, Vi is A-separated and Wi is A-bounded for each i.
To get the cover on ∂∆, we would like to pull back Vi through the
retraction ρ. However, a problem here is, when a set V ∈ Vi is very close
to the boundary of a chamber, two different components of the preimage in
ρ−1(V ) can be very close, which is not ideal since we want the cover to be
separated. We need some work to solve the problem, as shown in Figure 2.
Let NA
2
(V ) be the A2 neighborhood of V ∈ Vi in Σ. Let CV be the set
of all connected components of ρ−1(NA
2
(V )) in ∆.
For each K ∈ CV , let
V˜K = ρ
−1(V )
⋂
K
and let
V˜i =
{
V˜K |K ∈ CV , V ∈ Vi
}
.
Note that by Proposition 2.28, {V˜i}ni=1 is a cover of the sphere of radius
1
L in ∆, denoted by S˜ 1L
(p). We will use V˜i to generate the cover of ∂∆.
More specifically, for each V˜ ∈ V˜i, let
U˜V˜ =
{
geodesic rays γ
∣∣∣∣γ ( 1L
)
∈ V˜
}
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Figure 2: In the case of a tree, the set V is a point. When V is close to the
endpoint, its preimages can be close. So instead, we take the preimage of
neighborhood of V , and let all preimages of V in one connected component
be one set V˜ .
and
U˜i =
{
U˜V˜ |V˜ ∈ Vi
}
.
In other words, U˜V˜ is the set of geodesic rays whose intersections with S˜ 1L
(p)
are in V˜ . Therefore,
⋃n+1
i=1 U˜i is a cover of ∂∆. We need to show this cover
satisfies the condition for capacity dimension, i.e. a upper bound of the
mesh and a lower bound of the Lebesgue number. We will evaluate these
two bounds on the two spheres separately.
Step 2: Now we do the estimate on S˜ 1
L
(p), which later will give a lower
bound on the Lebesgue number of
⋃n+1
i=1 U˜i. More specifically, we prove the
following lemma.
Lemma 4.5. V˜i is A2 -separated on S˜ 1L (p) for each i.
Proof. For any x ∈ V˜1 ∈ V˜i and y ∈ V˜2 ∈ V˜i, since ρ : V˜ → V is onto, there
exists V1, V2 ∈ Vi such that ρ(V˜1) = V1 and ρ(V˜2) = V2. There are two cases.
Case 1: V1 6= V2, then by proposition 2.28, we have
d(x, y) ≥ d(ρ(x), ρ(y)) ≥ A > A
2
.
Case 2: V1 = V2 = V , then since V˜1 and V˜2 belongs to different connected
components of ρ−1(NA
2
(V )), there exists a point q ∈ [x, y]\ρ−1(NA
2
(V )),
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where [x, y] is the geodesic connecting x and y. Therefore,
d(x, y) = d(x, q) + d(q, y) ≥ d(ρ(x), ρ(q)) + d(ρ(q), ρ(y)) ≥ A
2
+
A
2
>
A
2
.
Thus V˜i is A2 -separated.
Step 3: Now we do the estimate on S˜ 1
cL
(p), which later will give an upper
bound on the mesh of
⋃n+1
i=1 U˜i. More specifically, for each U˜ ∈ U˜i, let
W˜U˜ =
{
γ˜
(
1
cL
) ∣∣∣γ˜ ∈ U˜}
and
W˜i =
{
W˜U˜ |U˜ ∈ U˜i
}
.
Then
⋃n+1
i=1 W˜i is a cover of S˜ 1
cL
(p). We want to prove the following lemma.
Lemma 4.6. For each i and each W˜ ∈ W˜i, we have diam(W˜ ) ≤ S′A+M
for some constants S′ and M that depend only on the diameter of the base
chamber C.
Proof. For each U˜ ∈ U˜i, let
cU˜ =
⋃
r∈U˜
r([0,∞)) ⊆ ∆
be the cone corresponding to U˜ in ∆. The intersection of cU˜ with S˜ 1
L
(p)
is a set V˜ ∈ V˜i, and its intersection with S˜ 1
cL
(p) is a set W˜ ∈ W˜i. We will
show diam(W˜ ) is bounded.
Let V = ρ(V˜ ) and W = ρ(W˜ ). Then V ∈ Vi. Notice ρ maps a geodeisc
ray in ∆ to a geodesic ray in Σ, hence by definition of W˜i and Wi, we also
have W ∈ Wi. Recall that V˜ is contained in a connected component K of
ρ−1(NA
2
(V )). Let
N(W˜ ) =
{
γ˜
(
1
cL
) ∣∣∣∣γ˜ ( 1L
)
∈ K
}
and
N(W ) =
{
γ
(
1
cL
) ∣∣∣∣γ ( 1L
)
∈ NA
2
(V )
}
.
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Figure 3: Relation between NA
2
(V ) and N(W ).
Then W˜ ⊂ N(W˜ ). Since K is connected, N(W˜ ) is also connected by the
uniqueness of geodesics in CAT(0) spaces. In addition, ρ(N(W˜ )) = N(W )
since ρ maps a geodesic ray in ∆ to a geodesic ray in Σ. Therefore, we can
conclude that N(W˜ ) is contained in a connected component of ρ−1(N(W )).
By Lemma 2.11, we have
B
A
2
≤
1
L
1
cL
B ≤ A
2c
Where B is shown in Figure 3. Hence we have
N(W ) ⊂ N A
2c
(W )
where N A
2c
(W ) is the A2c neighborhood of W . Hence
diam(N(W )) ≤ diam(N A
2c
(W )) ≤ A+ 2 · A
2c
=
c+ 1
c
·A.
By Lemma 4.3, we have
diam(N(W˜ )) ≤ S · c+ 1
c
·A+M.
In particular, let S′ = S · c+1c , we have diam(W˜ ) ≤ S′A+M.
Step 4: Finally, we estimate the bounds of
⋃n+1
i=1 U˜i on ∂∆. We still use
A for the conical metric on ∂∆. Recall
⋃n+1
i=1 U˜i is a cover of ∂∆. We prove
the following lemma.
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Figure 4: Intersections of U with two spheres.
Lemma 4.7. For each i, U˜i is L2 -separated and c′L bounded for some con-
stant c′.
Proof. For any i, suppose U˜i is L′-separated, that is, let 1L′ = inf d(γ, γ′)
where the infimum is taken over all γ and γ′ that belong to two different
sets in U˜i. Then as shown in Figure 4 left, by definition of the conical metric
and Lemma 2.11 we have
A
2
A
≤
1
L
1
L′
, hence L′ ≥ L
2
.
Suppose U˜i is D bounded. Then similarly, as shown in Firgure 4 right,
by Lemma 2.11 we have
A
S′A+M
≤
1
D
1
cL
, hence D ≤ cL · S
′A+M
A
.
Let c′ = c · S′A+MA , then D ≤ c′L.
Finally, by definition of capacity dimension, Lemma 4.7 implies cdim(∂∆) ≤
n. Hence cdim(∂∆) = n.
Now we prove Lemma 4.3.
Proof of Lemma 4.3. Let W be a Coxeter group, Σ be the Davis realiza-
tion of W and C be the base chamber. Let p be the barycenter of C. There
are two lemmas proved in [7].
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Lemma 4.8. (Lemma 2 in [7]) For any R > 0 there exists D = D(R) such
that for any subset U ⊂ Σ of diameter R satisfying d(C,U) > D there exists
a codimension-one face of C such that the wall containing that face separates
C from U .
In the lemma above, D = Rr , where r is a fixed number greater than
twice the diameter of a chamber,  is the Lebesgue number of a particular
cover of Sr(p).
Recall d is the CAT(0) distance and δ be the gallery distance. For
X ⊂ Σ, denote by T (X) the union of all chambers that intersect X. Let
U be a subset of Σ of δ-diameter ≤ N . There exists R > 0 depending
only on N (and Σ) such that the d-diameter of T (U) is ≤ R. Iterated
application of Lemma 4.8 gives us a minimal gallery γ = (C,w1C, . . . , wkC)
such that the wall between wiC and wi+1C separates wiC from T (U) and
d(wkC, T (U)) ≤ D. Note that this separation property implies that every
chamber which meets U can be joined to C by a minimal gallery which is
extending γ.
Lemma 4.9. (Lemma 3 in [7]) Let U and γ be given as above. Recall C
is the base chamber which is fixed pointwise by ρ. For any chamber C ′ ⊂ ∆
meeting ρ−1(U) there is a minimal gallery from C to C ′ whose ρ projection
extends γ.
For any gallery-connected component V ⊂ ∆ of ρ−1(U) there exists a
chamber E ∈ ρ−1(wkC) such that any minimal gallery from C to a chamber
in V whose ρ-projection prolongs γ passes through E.
Recall diam(U) ≤ R and M is the diameter of a chamber. Let U˜ be any
connected component of ρ−1(U), then U˜ is contained in a gallery-connected
component V of ρ−1(U). By Lemma 4.9, we know d(U˜ , E) ≤ D. Hence
diam(U˜) ≤ 2R+ 2D +M
where D = Rr . The proof is finished by letting S = 2(1 +
r
 ).
As a quick corollary, we have the following:
Corollary 4.10. Let X be the product of n trees. Then cdim(∂X) = n− 1.
Previously, the capacity dimension of the boundary of product of trees
is only known to be either n or n− 1.
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5 Further Questions
As mentioned in the introduction, the ultimate goal is to prove that CAT(0)
groups have finite asymptotic dimension. Moran proved that the boundaries
of CAT(0) groups have finite capacity dimension. Therefore we hope to prove
the inequality in Theorem 1.2:
asdimX ≤ cdim∂X + 1. (4)
One possible way is to use the Hurewicz-type mapping theorem, which is
proved in [2].
Theorem 5.1. Lef f : X → Y be a Lipschitz map from a geodesic metric
space X to a metric space Y . Suppose that for every R > 0 the set fam-
ily {f−1(BR(y))}y∈Y satisfies the inequality asdim ≤ n uniformly. Then
asdimX ≤ asdimY + n.
To use the Theorem, let X be the CAT(0) space with basepoint x0, let
Y be R, and for any x ∈ X, let f(x) = d(x, x0). Then for any BR(y) ⊂ Y ,
f−1(BR(y)) is a circular ring region of width R in X, denoted by CRD,
as shown in Figure 5. According to Theorem 5.1, we want to show that
asdimCRD ≤ n, where n is the capacity dimension of ∂X. In particular,
the mesh and the Lebesgue number of the cover realizing the asymptotic
dimension should not depend on D.
The natural idea is for each D, we find cover U˜D of ∂X of particular
mesh, realizing the capacity dimension of ∂X. Thinking of each set in U˜D
as a set of geodesic rays, we intersect each set with CRD to get a cover UD
of CRD. We hope to choose mesh(U˜D) and L(U˜D) properly so that there
exist M and λ, for any D > 0, we have mesh(UD) ≤M and L(UD) ≥ λ.
Assume cdim(∂X) = n, then by definition, there exists a constant 0 <
c ≤ 1 and λ0, such that for any λ < λ0, there exists a cover (U˜) of ∂X with
mesh(U˜) ≤ λ and L(U˜) ≥ cλ. For simplicity, let’s assume c = 12 , and let
A = λ in the definition of the conical metric on ∂X. Fix D > 0, choose a
cover U˜D on ∂X realizing cdim∂X with mesh(U˜D) ≤ 2D and L(U˜D) ≥ 1D .
Again, for simplicity, we assume the equality holds, i.e. mesh(U˜D) = 2D and
L(U˜D) = 1D .
By definition of the conical metric, we automatically have L(UD) = A
for all D. Notice mesh(UD) ≤ M + 2R, hence to get an upper bound on
mesh(UD), we need only find an upper bound for M . However, the only
inequality we have about M is
A
M
≤
D
2
D +R
,
21
Figure 5: Intersections of U with two spheres.
which only gives an lowerbound for M .
If X is Euclidean, then the inequality above becomes equality. Therefore
the inequality 4 is proved. However, if the curvature of X is very negative,
for example, when X is a tree, then as D getting larger, M can be arbitrarily
large. This is the main difficulty of the method. However, when the curva-
ture is very negative, X normally have very nice properties. For example,
the inequality 4 for the tree is pretty easy to prove.
One possible method is to try to find a balance between the two extreme
cases. When curvature is close to 0, use Euclidean-like properties, while
when curvature is very negative, use tree-like properties. We hope this can
be a valuable idea for further study on the asymptotic dimension of CAT(0)
spaces.
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