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Abstract
We study in detail the existence, nonexistence and behavior of global minimizers, ground
states and corresponding energy levels of the (p, q)-Laplace equation−∆pu−∆qu = α|u|p−2u+
β|u|q−2u in a bounded domain Ω ⊂ RN under zero Dirichlet boundary condition, where
p > q > 1 and α, β ∈ R. A curve on the (α, β)-plane which allocates a set of the existence
of ground states and the multiplicity of positive solutions is constructed. Additionally, we
show that eigenfunctions of the p- and q-Laplacians under zero Dirichlet boundary condition
are linearly independent.
Keywords: p-Laplacian, (p, q)-Laplacian, nonlinear eigenvalue problem, global minimizer,
ground states, Nehari manifold, fibered functional, improved Poincare inequality.
1. Introduction
Consider the following generalized eigenvalue problem:{
−∆pu−∆qu = α|u|
p−2u+ β|u|q−2u in Ω,
u = 0 on ∂Ω,
(GEV ;α, β)
where 1 < q < p <∞ and ∆r with r = {p, q} stands for the r-Laplace operator formally defined
by ∆ru := div (|∇u|
r−2∇u). Clearly, the assumption q < p is imposed without loss of generality.
Parameters α, β are real numbers, and Ω ⊂ RN (N ≥ 1) is a bounded domain with C2-boundary.
We say that u ∈W 1,p0 :=W
1,p
0 (Ω) is a (weak) solution of (GEV ;α, β) if the following equality
is satisfied for all test functions ϕ ∈W 1,p0 :∫
Ω
|∇u|p−2∇u∇ϕdx+
∫
Ω
|∇u|q−2∇u∇ϕdx = α
∫
Ω
|u|p−2uϕdx+ β
∫
Ω
|u|q−2uϕdx.
It is easy to see that weak solutions of (GEV ;α, β) correspond to critical points of the C1 energy
functional Eα,β :W
1,p
0 → R defined by
Eα,β(u) =
1
p
Hα(u) +
1
q
Gβ(u),
where
Hα(u) := ‖∇u‖
p
p − α‖u‖
p
p and Gβ(u) := ‖∇u‖
q
q − β‖u‖
q
q.
∗AMS Subject Classifications: 35J62, 35J20, 35P30
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Hereinafter, ‖·‖r denotes the norm of L
r(Ω), andW 1,r0 is endowed with the norm ‖∇(·)‖r, r > 1.
Let λ1(r) and ϕr ∈ W
1,r
0 \ {0} be the first eigenvalue and a first eigenfunction of the r-
Laplacian in Ω under zero Dirichlet boundary condition, respectively; i.e., they weakly satisfy
the problem {
−∆ru = λ|u|
r−2u in Ω,
u = 0 on ∂Ω.
(1.1)
Note that λ1(r) is simple and isolated, cf. [3], and it can be defined as
λ1(r) := inf
{
‖∇u‖rr
‖u‖rr
: u ∈W 1,r0 \ {0}
}
. (1.2)
Therefore, ϕr is unique modulo scaling; moreover, it has a constant sign in Ω, and hence we will
always assume, for definiteness, that ϕr ≥ 0 and ‖ϕr‖r = 1. The spectrum of the r-Laplacian will
be denoted as σ(−∆r), and the set of all eigenfunctions associated to some µ ∈ R will be denoted
as ES(r;µ). For instance, ES(r;λ1(r)) ≡ Rϕr. The simplicity of the first eigenvalue and the
definition (1.2) directly imply the following facts which will be often used in our arguments.
Lemma 1.1. Let u ∈W 1,p0 \ {0}. Then the following assertions are satisfied:
(i) if α ≤ λ1(p), then Hα(u) ≥ 0. Moreover, Hα(u) = 0 if and only if α = λ1(p) and u ∈ Rϕp.
(ii) if β ≤ λ1(q), then Gβ(u) ≥ 0. Moreover, Gβ(u) = 0 if and only if β = λ1(q) and u ∈ Rϕq.
Boundary value problems of the type (GEV ;α, β) containing several heterogeneous operators
naturally arise in a wide range of mathematical modeling issues since such hybrid operators
enable to describe simultaneously various aspects of real processes, and these problems have been
being actively studied nowadays, see, for instance, [9, 38, 5, 11, 32]. In particular, investigation
of problems with the sum of the p- and q-Laplace operators also attracts considerable attention,
see, e.g., [10, 18, 37, 2] and references below, where the cases of various nonlinearities and
boundary conditions were considered; we also refer the reader to the recent survey [27].
Problem (GEV ;α, β), while being a formal combination of eigenvalue problems (1.1) for
the p- and q-Laplacians, possesses its own structure of the solution set which appears to be
significantly different from the pure eigenvalue cases or similar problems with nonhomogeneous
nonlinearities, see [27]. For instance, based on the results of [35] and [29], it was proved in [6]
that (GEV ;α, β) has at least one positive solution whenever
(α, β) ∈
(
(−∞, λ1(p))× (λ1(q),∞)
)
∪
(
(λ1(p),∞)× (−∞, λ1(q))
)
.
Moreover, there was constructed a “threshold” curve C on the (α, β)-plane, which separates
sets of the existence and nonexistence of positive solutions of (GEV ;α, β). The shape of C is
different, depending on whether the following conjecture is valid or not:
(LI) The first eigenfunctions ϕp and ϕq are linearly independent.
Although it is natural to anticipate that (LI) holds true, it was shown in [6, Appendix C] that
it can be violated when weighted eigenvalue problems are considered. On the other hand, the
existence and nonexistence of sign-changing solutions of (GEV ;α, β) were studied in [28, 34,
35, 1, 7].
The present article is devoted to the detailed investigation of some energy aspects of problem
(GEV ;α, β). Namely, we study questions of the existence and behavior (with respect to the
parameters α and β) of global minimums of Eα,β on W
1,p
0 and on Nα,β, where Nα,β is the
Nehari manifold associated to (GEV ;α, β). Corresponding minimizers, whenever they exist,
will be referred as global minimizers and ground states of Eα,β, respectively. Although a partial
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information in this direction is contained in the available literature, the complete picture has
not been completely understood. Except for a partial result in the case
p = 2q and (α, β) =
(
‖∇ϕp‖
p
p
‖ϕp‖
p
p
,
‖∇ϕp‖
q
q
‖ϕp‖
q
q
)
,
we fully characterize the existence and behavior of global minimizers and ground states of Eα,β
for all (α, β) ∈ R2, together with the corresponding energy levels. It appears that the geometry
of the energy functional (and hence the existence of its critical points) at
(
‖∇ϕp‖
p
p
‖ϕp‖
p
p
,
‖∇ϕp‖
q
q
‖ϕp‖
q
q
)
crucially depends on the choice of p < 2q, p = 2q or p > 2q. In this respect, the situation is
reminiscent of the Fredholm alternative for the p-Laplacian, where the difference between p < 2,
p = 2, and p > 2 is vital, see, e.g., [20, 14, 33] and references therein. Special attention is paid
also to other borderline cases. In particular, a curve C∗ on the (α, β)-plane which separates sets
where the least energy on Nα,β is finite or not is constructed. Furthermore, we show that C∗
allocates a set of (α, β) where (GEV ;α, β) possesses at least two positive solutions. (Note that
[6] contains no multiplicity results.) The obtained information provides the existence of positive
solutions of (GEV ;α, β) for some sets of parameters which were not covered in [6], and it gives
better understanding of the properties of the solution set of (GEV ;α, β), as well as the geometry
of the corresponding energy functional. Finally, we show the validity of (LI) conjecture.
The article is organized as follows. In Section 2, we formulate main results concerning global
minimizers and ground states of Eα,β. Section 3 contains preliminary results necessary for our
arguments. In Section 4, we prove the main results for global minimizers of Eα,β. Section 5 is
devoted to the proof of the main results for ground states of Eα,β. Finally, Appendix A contains
the proof of (LI) conjecture.
2. Statements of main results
We start by defining two critical values which will play an essential role in our results:
α∗ :=
‖∇ϕq‖
p
p
‖ϕq‖
p
p
and β∗ :=
‖∇ϕp‖
q
q
‖ϕp‖
q
q
. (2.1)
The following lemma states the validity of (LI) conjecture, as well as the consequent properties
of α∗ and β∗; see Appendix A for the proof.
Lemma 2.1. ϕp and ϕq are linearly independent, and hence α∗ > λ1(p) and β∗ > λ1(q).
2.1. Global minimizers
Define an extended function m : R2 → R ∪ {−∞} as the global minimum of Eα,β on W
1,p
0 :
m(α, β) := inf{Eα,β(u) : u ∈W
1,p
0 } for (α, β) ∈ R
2. (2.2)
Let us collect the basic properties of m.
Proposition 2.2. The following assertions are satisfied (see Fig. 1):
(i) if α ≤ λ1(p) and β ≤ λ1(q), then m(α, β) = 0 and 0 is the unique global minimizer of
Eα,β;
(ii) if α < λ1(p) and β > λ1(q), then m(α, β) < 0 and Eα,β has a nontrivial global minimizer;
(iii) if α > λ1(p) and β ∈ R, then m(α, β) = −∞, that is, Eα,β has no global minimizers.
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Remark 2.3. If α ≤ 0 and β > λ1(q), then, using a Dı´az-Saa´ type inequality [17], it can
be proved in much the same way as [34, Theorem 1.1] that (GEV ;α, β) has a unique positive
solution (and hence Eα,β has exactly two global minimizers since Eα,β is even). Whether the
same uniqueness holds true for 0 < α < λ1(p) and β > λ1(q) remains an open question.
Let us study the behavior of global minimizers when (α, β) approaches the boundary of
(−∞, λ1(p))× (λ1(q),∞).
Proposition 2.4. Let {αn}n∈N and {βn}n∈N be such that αn < λ1(p) and βn > λ1(q) for n ∈ N.
Let α, β ∈ R be such that lim
n→∞
αn = α and lim
n→∞
βn = β. Let un be a global minimizer of Eαn,βn
for n ∈ N. Then the following assertions are satisfied:
(i) if α = λ1(p) and β > β∗, then lim
n→∞
Eαn,βn(un) = −∞, limn→∞
‖un‖p = ∞, and |un|/‖un‖p
converges to ϕp/‖ϕp‖p strongly in W
1,p
0 as n→∞;
(ii) if α = λ1(p) and λ1(q) < β < β∗, then lim sup
n→∞
Eαn,βn(un) < 0, {un}n∈N is bounded in
W 1,p0 , and any subsequence of {un}n∈N has a subsequence strongly convergent in W
1,p
0 to
a global minimizer of Eα,β as n→∞;
(iii) if β = λ1(q), then lim
n→∞
Eαn,βn(un) = 0, limn→∞
‖∇un‖p = 0, and |un|/‖∇un‖q converges to
ϕq/‖∇ϕq‖q strongly in W
1,q
0 as n→∞;
(iv) if α = λ1(p), β = β∗ and p > 2q, then lim sup
n→∞
Eαn,βn(un) < 0, {un}n∈N is bounded in
W 1,p0 , and any subsequence of {un}n∈N has a subsequence strongly convergent in W
1,p
0 to
a global minimizer of Eα,β as n→∞;
(v) if α = λ1(p), β = β∗ and p < 2q, then lim
n→∞
Eαn,βn(un) = −∞, limn→∞
‖un‖p = ∞, and
|un|/‖un‖p converges to ϕp/‖ϕp‖p strongly in W
1,p
0 as n→∞.
α
m = −∞
β
λ1(q)
λ1(p)
m = 0
β∗
m < 0
Figure 1: The global minimum m of Eα,β on W
1,p
0 .
Proposition 2.4 allows to complement Proposition 2.2 with the remaining case α = λ1(p)
and β > λ1(q).
Proposition 2.5. Let α = λ1(p) and β > λ1(q). Then m(α, β) < 0. Moreover, the following
assertions are satisfied:
(i) if β > β∗, then m(α, β) = −∞;
4
(ii) if λ1(q) < β < β∗, then m(α, β) > −∞ and Eα,β has a global minimizer;
(iii) if β = β∗, then m(α, β) > −∞ if and only if p ≥ 2q. Moreover, if p > 2q, then Eα,β has a
global minimizer.
We conclude this subsection by a continuity result for m.
Proposition 2.6. The global minimum value m defined as an extended function by (2.2) is
continuous on R2 \ {λ1(p)} × (−∞, β∗] and discontinuous on {λ1(p)} × (−∞, β∗).
2.2. Ground states
Define the Nehari manifold associated to Eα,β at (α, β) ∈ R
2 by
Nα,β := {v ∈W
1,p
0 \ {0} : 〈E
′
α,β(v), v〉 = Hα(v) +Gβ(v) = 0 }.
Evidently, any nontrivial critical point of Eα,β belongs to Nα,β. Define an extended function
d : R2 → R ∪ {±∞} as the least energy on Nα,β, namely,
d(α, β) := inf{Eα,β(u) : u ∈ Nα,β} for (α, β) ∈ R
2,
and set d(α, β) = ∞ whenever Nα,β = ∅. With a slight abuse of notation, we say that u is a
ground state of Eα,β if
u ∈ Nα,β and Eα,β(u) = d(α, β).
Lemma 2.7. Nα,β = ∅ and hence d(α, β) =∞ if and only if (α, β) ∈ (−∞, λ1(p)]×(−∞, λ1(q)].
Remark 2.8. Note that any nontrivial global minimizer of Eα,β is a ground state of Eα,β. On
the other hand, it is shown in [6, Lemma 2] that any ground state u with Hα(u) ·Gβ(u) 6= 0 is a
(nontrivial) critical point of Eα,β. Therefore, the existence of a ground state u with Eα,β(u) 6= 0
ensures that u is a solution of (GEV ;α, β). Moreover, by considering |u| if necessary, we
conclude that u is a nonnegative solution. Furthermore, the regularity result up to the boundary
([25, Theorem 1] and [26, p. 320]) and the strong maximum principle (cf. [31, Theorem 5.4.1])
guarantee that u ∈ C10 (Ω), u > 0 in Ω and ∂u/∂ν < 0 on ∂Ω, where ν denotes a unit outward
normal vector to ∂Ω.
We start with some general elementary properties of ground states of Eα,β.
Proposition 2.9. Let (α, β) ∈ R2 and let u be a ground state of Eα,β . Then the following
assertions are satisfied:
(i) if Eα,β(u) < 0, then u is a local minimum point of Eα,β;
(ii) if Eα,β(u) > 0, then u is not an extrema point of Eα,β.
Let us now consider the existence of ground states of Eα,β. For this end, we show that for
some (α, β) ∈ R2 the least energy on Nα,β coincides with a mountain pass level of Eα,β; see, e.g.,
[23, 4] for related problems. First, we define two mountain pass critical values for α > λ1(p) as
follows:
c(α, β) := inf
γ∈Γ(α,β)
max
t∈[0,1]
Eα,β(γ(t)), c
+(α, β) := inf
γ∈Γ+(α,β)
max
t∈[0,1]
E+α,β(γ(t)),
where
Γ(α, β) := {γ ∈ C([0, 1],W 1,p0 ) : γ(0) = 0, Eα,β(γ(1)) < 0},
Γ+(α, β) := {γ ∈ C([0, 1],W 1,p0 ) : γ(0) = 0, E
+
α,β(γ(1)) < 0},
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and the functional E+α,β : W
1,p
0 → R is defined by
E+α,β(u) :=
1
p
‖∇u‖pp +
1
q
‖∇u‖qq −
α
p
‖u+‖
p
p −
β
q
‖u+‖
q
q.
Here u+ denotes the positive part of u, that is, u+ := max{u, 0}.
Theorem 2.10. Let α > λ1(p) and β < λ1(q). Then
c+(α, β) = c(α, β) = d(α, β) > 0
and d(α, β) is attained by a positive solution of (GEV ;α, β).
Let us complement Theorem 2.10 with the case β = λ1(q). Recall that α∗ is defined by (2.1).
Theorem 2.11. Let β = λ1(q). Then the following assertions are satisfied:
(i) if α ≤ λ1(p), then d(α, β) =∞;
(ii) if λ1(p) < α < α∗, then d(α, β) > 0 and it is attained by a positive solution of (GEV ;α, β);
(iii) if α = α∗, then d(α, β) = 0 and it is attained only by tϕq for any t 6= 0;
(iv) if α > α∗, then d(α, β) = 0 and it is not attained.
Remark 2.12. Let β = λ1(q). Note that the existence result [6, Theorem 2.2 (ii)] does not
directly imply that (GEV ;α, β) has a positive solution for λ1(p) < α < α∗. On the other hand,
if α > α∗, then it was shown in [6, Proposition 4 (ii)] that (GEV ;α, β) has no positive solutions.
In the remaining case α = α∗, although d(α, β) = 0 is attained by tϕq for any t 6= 0, it is
obvious that tϕq is not a solution of (GEV ;α, β), since ϕq does not satisfy −∆pu = α∗|u|
p−2u,
see Lemma 2.1.
Now, we study the behavior of ground states when (α, β) approaches the boundary of
(λ1(p),∞) × (−∞, λ1(q)).
Proposition 2.13. Let {αn}n∈N and {βn}n∈N be such that αn > λ1(p) and βn < λ1(q) for
n ∈ N, or λ1(p) < αn < α∗ and βn ≤ λ1(q) for n ∈ N. Let α, β ∈ R be such that lim
n→∞
αn = α
and lim
n→∞
βn = β. Let un be a ground state of Eαn,βn for n ∈ N. Then the following assertions
are satisfied:
(i) if α = λ1(p), then lim
n→∞
Eαn,β(un) = ∞, limn→∞
‖un‖p = ∞ and |un|/‖un‖p converges to
ϕp/‖ϕp‖p strongly in W
1,p
0 as n→∞;
(ii) if λ1(p) < α < α∗ and β = λ1(q), then {un}n∈N is bounded inW
1,p
0 and it has a subsequence
strongly convergent in W 1,p0 to a ground state of Eα,β;
(iii) if α ≥ α∗ and β = λ1(q), then lim
n→∞
‖∇un‖p = 0 and |un|/‖∇un‖q converges to ϕq/‖∇ϕq‖q
weakly in W 1,p0 and strongly in W
1,q
0 as n→∞;
In order to handle the existence of ground states of Eα,β in the case α ≥ λ1(p) and β ≥ λ1(q),
we define the following family of critical points:
β∗(α) := inf
{
‖∇u‖qq
‖u‖qq
: u ∈W 1,p0 \ {0} and Hα(u) ≤ 0
}
,
and we set β∗(α) =∞ whenever α < λ1(p). Let us collect the main properties of β∗(α).
Proposition 2.14. The following assertions are satisfied (see Fig. 2):
6
αd < 0
β
β∗
λ1(q)
λ1(p)
d = m < 0
d =∞
α∗
d > 0
d = −∞
d = 0
β∗(α)
βps(α)
Figure 2: The least energy d on Nα,β.
(i) λ1(q) ≤ β∗(α) <∞ for all α ≥ λ1(p);
(ii) β∗(λ1(p)) = β∗ and β∗(α) = λ1(q) for all α ≥ α∗;
(iii) β∗(α) > λ1(q) for all α < α∗;
(iv) β∗(α) is attained for all α ≥ λ1(p);
(v) β∗(α) is continuous for all α > λ1(p) and right-continuous at α = λ1(p);
(vi) β∗(α) is (strictly) decreasing for all λ1(p) ≤ α ≤ α∗.
Let us study the existence and nonexistence of ground states of Eα,β in domains bounded
by β∗(α) and two lines {λ1(p)} × R and R× {λ1(q)}.
Theorem 2.15. Let α ≥ λ1(p). The following assertions are satisfied:
(i) If λ1(q) < β < β∗(α), then d(α, β) < 0 and it is attained by a positive solution of
(GEV ;α, β);
(ii) if β > β∗(α), then d(α, β) = −∞.
Remark 2.16. According to Theorem 2.15, we see that the curve C∗ defined by
C∗ := {(α, β∗(α)) ∈ R
2 : α ≥ λ1(p)}
separates the set [λ1(p),∞)×(λ1(q),∞) with respect to the existence and nonexistence of ground
states of Eα,β. This implies that C∗ lies below or on the curve C constructed in [6] in such a way
that C is a threshold between the existence and nonexistence of positive solutions of (GEV ;α, β).
Namely, it holds
β∗(α) ≤ βps(α) := sup
u∈intC10 (Ω)+
inf
ϕ∈C10 (Ω)+\{0}
Lα(u;ϕ) for α ≥ λ1(p),
where Lα(u;ϕ) is the extended functional (see [21, 6]) defined as
Lα(u;ϕ) :=
∫
Ω |∇u|
p−2∇u∇ϕdx+
∫
Ω |∇u|
q−2∇u∇ϕdx− α
∫
Ω |u|
p−2uϕdx∫
Ω |u|
q−2uϕdx
,
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and intC10 (Ω)+ denotes the interior of the positive cone of C
1
0 (Ω), that is,
intC10 (Ω)+ :=
{
u ∈ C10 (Ω) : u(x) > 0 for all x ∈ Ω,
∂u
∂ν
(x) < 0 for all x ∈ ∂Ω
}
.
We do not know if C∗ and C coincide. However, recent results of [22] for a related problem with
indefinite nonlinearities may indicate that C∗ and C are different. If β∗(α) < βps(α) for some
λ1(p) ≤ α < α∗, then for any β∗(α) < β ≤ βps(α) our equation has a positive solution which is
not a ground state of Eα,β.
On the other hand, in the bounded open set {(α, β) ∈ R2 : λ1(p) < α < α∗, λ1(q) < β <
β∗(α)} we can find two positive solutions of (GEV ;α, β), where one of them is a ground state
of Eα,β and another one has the least energy among all solutions w of (GEV ;α, β) such that
Eα,β(w) > 0, see Theorem 2.19 below.
Let us study the behavior of ground states of Eα,β when (α, β) approaches the boundary of
{(α, β) ∈ R2 : λ1(p) < α < α∗, λ1(q) < β < β∗(α)}.
Proposition 2.17. Let {αn}n∈N and {βn}n∈N be such that λ1(p) < αn < α∗ and λ1(q) < βn <
β∗(αn) for n ∈ N. Let α, β ∈ R be such that lim
n→∞
αn = α and lim
n→∞
βn = β. Let un be a ground
state of Eαn,βn for n ∈ N. Then the following assertions are satisfied:
(i) if β = λ1(q), then lim
n→∞
‖∇un‖p = 0 and |un|/‖∇un‖q converges to ϕq/‖∇ϕq‖q weakly in
W 1,p0 and strongly in W
1,q
0 as n→∞;
(ii) if α = λ1(p) and λ1(q) < β < β∗, then {un}n∈N is bounded in W
1,p
0 and any subsequence
of {un}n∈N has a subsequence strongly convergent in W
1,p
0 to a global minimizer of Eα,β
as n→∞;
(iii) if λ1(p) < α < α∗ and β = β∗(α), then {un}n∈N is bounded in W
1,p
0 and any subsequence
of {un}n∈N has a subsequence strongly convergent in W
1,p
0 to a ground state of Eα,β as
n→∞;
(iv) if α = λ1(p), β = β∗ and p < 2q, then lim
n→∞
‖∇un‖p = ∞, lim
n→∞
Eαn,βn(un) = −∞ and
|un|/‖un‖p converges to ϕp/‖ϕp‖p strongly in W
1,p
0 as n→∞.
Thanks to the assertions (iii) and (iv) of Proposition 2.17, we can complement Theorem 2.15
as follows.
Theorem 2.18. Let λ1(p) ≤ α < α∗ and β = β∗(α). Then d(α, β) < 0. Moreover, the following
assertions are satisfied:
(i) if λ1(p) < α < α∗, then d(α, β) is attained by a positive solution of (GEV ;α, β);
(ii) if α = λ1(p), then d(α, β) > −∞ if and only p ≥ 2q. Moreover, if p > 2q, then d(α, β) is
attained by a global minimizer of Eα,β.
The behavior of energy levels described in Propositions 2.13 and 2.17 indicates that (GEV ;α, β)
possesses the multiplicity of positive solutions for some α > λ1(p) and β > λ1(q). We formulate
the following result in this direction.
Theorem 2.19. Let λ1(p) < α < α∗ and λ1(q) < β ≤ β∗(α). Then (GEV ;α, β) has at least
two positive solutions u1 and u2 such that Eα,β(u1) = d(α, β) < 0, Eα,β(u2) > 0 if β < β∗(α),
and Eα,β(u2) = 0 if β = β∗(α). In particular, in the case of β < β∗(α), u2 has the least energy
among all solutions w of (GEV ;α, β) such that Eα,β(w) > 0.
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We conclude this subsection by collecting some general properties of the least energy on
Nα,β. Recall that β∗(α) = ∞ for α < λ1(p) and we consider the least energy d as an extended
function, i.e., d : R2 → R ∪ {±∞}.
Proposition 2.20. The following assertions are satisfied:
(i) if α ≤ α′, β ≤ β′, and (α, β) 6= (α′, β′), then d(α, β) ≥ d(α′, β′);
(ii) if α ≤ α′, λ1(q) < β ≤ β
′ < β∗(α
′), and (α, β) 6= (α′, β′), then d(α, β) > d(α′, β′);
(iii) if λ1(p) < α ≤ α
′, β ≤ β′ < β∗(α
′) and (α, β) 6= (α′, β′), then d(α, β) > d(α′, β′);
(iv) d(α, β) is upper semicontinuous on R2;
(v) d(α, β) is continuous on the following set:
R
2 \ ((R× {λ1(q)}) ∪ C∗ ∪ ({λ1(p)} × (−∞, λ1(q)])) .
3. Preliminaries
We start by noting that
Eα,β(u) = −
p− q
pq
Hα(u) =
p− q
pq
Gβ(u) for any u ∈ Nα,β. (3.1)
Thus, for any u ∈ Nα,β we see that Eα,β(u) ≤ 0 (resp. Eα,β(u) ≥ 0) if and only if Gβ(u) ≤ 0 ≤
Hα(u) (resp. Gβ(u) ≥ 0 ≥ Hα(u)).
Proposition 3.1 ([6, Proposition 6] and [7, Lemma 2.1]). Let u ∈W 1,p0 . If Hα(u) ·Gβ(u) < 0,
then there exists a unique extrema point t(u) > 0 of Eα,β(tu) with respect to t > 0, and t(u)u ∈
Nα,β. In particular, if
Gβ(u) < 0 < Hα(u) (resp. Gβ(u) > 0 > Hα(u)),
then t(u) is the unique minimum (resp. maximum) point of Eα,β(tu) with respect to t > 0, and
Eα,β(t(u)u) < 0 (resp. Eα,β(t(u)u) > 0).
Let us now prove Lemma 2.7.
Lemma 3.2. Nα,β 6= ∅ if and only if (α, β) ∈ R
2 \ (−∞, λ1(p)]× (−∞, λ1(q)].
Proof. Assume first that Nα,β 6= ∅. If u ∈ Nα,β, then we apply the Poincare´ inequality to get
(λ1(p)− α)‖u‖
p
p ≤ Hα(u) = −Gβ(u) ≤ (β − λ1(q))‖u‖
q
q ,
which implies that either (α, β) ∈ R2 \ (−∞, λ1(p)]× (−∞, λ1(q)] or (α, β) = (λ1(p), λ1(q)). In
the second case, we derive that Hλ1(p)(u) = Gλ1(q) = 0, and hence u is a first eigenfunction of
the p-Laplacian and q-Laplacian, simultaneously. However, it contradicts Lemma 2.1, and hence
the first case is the only possible.
Assume now that (α, β) ∈ R2 \ (−∞, λ1(p)]× (−∞, λ1(q)]. We distinguish two cases:
1. α ≤ λ1(p) and β > λ1(q). In view of Lemma 2.1, we have Gβ(ϕq) < 0 < Hα(ϕq). Hence,
Proposition 3.1 ensures the nonemptiness of Nα,β.
2. α > λ1(p). Take any u ∈W
1,p
0 \{0} satisfying Hα(u) = 0. (The existence of such u can be
shown by applying the intermediate value theorem to a continuous path connecting E−1α,β(−∞, 0)
and E−1α,β(0,∞) in W
1,p
0 \ {0}.) Moreover, taking |u| if necessary, we may assume that u ≥ 0.
Consider three cases:
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(i) Gβ(u) = 0. In this case, we have u ∈ Nα,β, that is, Nα,β 6= ∅.
(ii) Gβ(u) < 0. Note that u is a regular point of Hα since α > λ1(p) and u ≥ 0. Thus,
there exists θ ∈W 1,p0 such that 〈H
′
α(u), θ〉 > 0, and hence 〈H
′
α(·), θ〉 > 0 in a neighborhood of u.
Therefore, we have Hα(u+ tθ) =
∫ t
0 〈H
′
α(u+ sθ), θ〉 ds > 0 for sufficiently small t > 0. Moreover,
since Gβ(u) < 0, we can choose t > 0 smaller, if necessary, to get Gβ(u+ tθ) < 0 < Hα(u+ tθ).
Hence, applying Proposition 3.1, we see that Nα,β 6= ∅.
(iii) Gβ(u) > 0. Arguing as above, we can find θ ∈W
1,p
0 satisfying 〈H
′
α(u), θ〉 < 0, and hence
Gβ(u + tθ) > 0 > Hα(u + tθ) for t > 0 small enough. Therefore, Proposition 3.1 leads to the
desired conclusion.
3.1. Behavior of sequences
The following two lemmas are similar to [7, Lemma 3.3] and will be needed for further arguments.
Lemma 3.3. Let {αn}n∈N, {βn}n∈N ⊂ R, and {un}n∈N ⊂W
1,p
0 \ {0} be sequences satisfying
αn → α, βn → β, ‖un‖p →∞, and
‖E′αn,βn(un)‖(W 1,p0 )∗
‖un‖
p−1
p
→ 0
as n → ∞. Then the sequence {vn}n∈N, where vn := un/‖un‖p for n ∈ N, has a subsequence
strongly convergent in W 1,p0 to some v0 ∈ ES(p;α) \ {0}, that is, α ∈ σ(−∆p).
In particular, if un is nonnegative for n ∈ N, then v0 = ϕp/‖ϕp‖p and α = λ1(p).
Proof. Note first that {vn}n∈N is bounded in W
1,p
0 due to the following inequalities:
o(1)‖∇vn‖p ≥
〈
E′αn,βn(un)
‖un‖
p−1
p
, vn
〉
≥ ‖∇vn‖
p
p − |αn|‖vn‖
p
p −
|βn|
‖un‖
p−q
p
‖vn‖
q
q
≥ ‖∇vn‖
p
p − |αn| −
|βn|
‖un‖
p−q
p
|Ω|1−q/p,
where o(1) → 0 as n → ∞ and |Ω| denotes the Lebesgue measure of Ω. (The last estimate
is obtained by the Ho¨lder inequality.) Therefore, we may suppose that, up to a subsequence,
vn ⇀ v0 in W
1,p
0 and vn → v0 in L
p(Ω), where v0 ∈W
1,p
0 is such that ‖v0‖p = 1. Consequently,
we get
o(1) =
〈
E′αn,βn(un),
vn − v0
‖un‖
p−1
p
〉
=
∫
Ω
|∇vn|
p−2∇vn∇(vn − v0) dx+
1
‖un‖
p−q
p
∫
Ω
|∇vn|
q−2∇vn∇(vn − v0) dx
− αn
∫
Ω
|vn|
p−2vn(vn − v0) dx−
βn
‖un‖
p−q
p
∫
Ω
|vn|
q−2vn(vn − v0) dx
=
∫
Ω
|∇vn|
p−1∇vn∇(vn − v0) dx+ o(1).
Thus, the (S+) property of −∆p onW
1,p
0 yields that vn → v0 strongly inW
1,p
0 (cf. [16, Definition
5.8.31 and Lemma 5.9.14]). Moreover, for any ϕ ∈W 1,p0 , by taking ϕ/‖un‖
p−1
p as a test function,
we have
o(1) =
∫
Ω
|∇vn|
p−2∇vn∇ϕdx+
1
‖un‖
p−q
p
∫
Ω
|∇vn|
q−2∇vn∇ϕdx
− αn
∫
Ω
|vn|
p−2vnϕdx−
βn
‖un‖
p−q
p
∫
Ω
|vn|
q−2vnϕdx.
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Letting n→∞ and recalling that ‖v0‖p = 1, we see that v0 is a nontrivial solution of
−∆pv0 = α|v0|
p−2v0 in Ω, v0 = 0 on ∂Ω.
Thus, α ∈ σ(−∆p). If, additionally, vn ≥ 0 for all n ∈ N, then v0 ≥ 0. Since any eigenfunction
except the first one must be sign-changing (cf. [3]), we conclude that α = λ1(p).
Lemma 3.4. Let {αn}n∈N, {βn}n∈N ⊂ R, and {un}n∈N ⊂W
1,p
0 \ {0} be sequences satisfying
αn → α, βn → β, ‖∇un‖p → 0, and
‖E′αn,βn(un)‖(W 1,p0 )∗
‖∇un‖
q−1
q
→ 0
as n →∞, and Hαn(un) < 0 for n ∈ N. Then the sequence {wn}n∈N, where wn := un/‖∇un‖q
for n ∈ N, has a subsequence convergent to some w0 ∈ ES(q;β)\{0} weakly in W
1,p
0 and strongly
in W 1,q0 , that is, β ∈ σ(−∆q).
In particular, if un is nonnegative for n ∈ N, then w0 = ϕq/‖∇ϕq‖q and β = λ1(q).
Proof. By the assumption Hαn(un) < 0, we may assume that ‖∇un‖
p
p ≤ (α+1)‖un‖
p
p for all n ∈
N. Therefore, due to [35, Lemma 9], there exists a constant C > 0 such that ‖∇un‖p ≤ C‖un‖q
for all n ∈ N. At the same time, we know that λ1(q)‖un‖
q
q ≤ ‖∇un‖
q
q for all n ∈ N. The last two
inequalities directly imply the boundedness of {wn}n∈N in W
1,p
0 . Then, choosing an appropriate
subsequence, we may suppose that wn → w0 weakly in W
1,p
0 (and hence in W
1,q
0 ) and strongly
in Lp(Ω), where w0 ∈W
1,p
0 . Therefore, we deduce that
o(1) =
〈
E′αn,βn(un),
wn − w0
‖∇un‖
q−1
q
〉
= ‖∇un‖
p−q
q
∫
Ω
|∇wn|
p−2∇wn∇(wn − w0) dx+
∫
Ω
|∇wn|
q−2∇wn∇(wn −w0) dx
− αn‖∇un‖
p−q
q
∫
Ω
|wn|
p−2wn(wn − w0) dx− βn
∫
Ω
|wn|
q−2wn(wn − w0) dx
=
∫
Ω
|∇wn|
q−2∇wn∇(wn − w0) dx+ o(1). (3.2)
Using the (S+) property of −∆q on W
1,q
0 , we conclude that wn → w0 strongly in W
1,q
0 . This
implies that ‖∇w0‖q = 1 and hence w0 6≡ 0. Moreover, considering 〈E
′
αn,βn
(un), ϕ/‖∇un‖
q−1
q 〉
for any ϕ ∈ C∞0 (Ω) and using the density of C
∞
0 (Ω) in W
1,q
0 , we proceed analogously to (3.2)
to deduce that w0 ∈ ES(q;β) \ {0}. The final assertion follows as in Lemma 3.3.
Lemma 3.5. Suppose that α > λ1(p) and β ≤ λ1(q). Let {un}n∈N ⊂ Nα,β be a minimizing
sequence of d(α, β) such that un ≥ 0 for all n ∈ N. If ‖∇un‖p → ∞ as n → ∞, then α ≥ α∗,
β = λ1(q), and the sequence {vn}n∈N, where vn := un/‖∇un‖p for n ∈ N, has a subsequence
convergent to some v0 ∈ Rϕq \ {0} weakly in W
1,p
0 and strongly in L
p(Ω).
Proof. Suppose that the assumptions of the lemma are satisfied. Since {vn}n∈N is bounded in
W 1,p0 , we may assume that, up to a subsequence, vn converges to some v0 ∈ W
1,p
0 weakly in
W 1,p0 and strongly in L
p(Ω). Since {un}n∈N ⊂ Nα,β is a minimizing sequence, for sufficiently
large n ∈ N we have
p− q
pq
Gβ(vn) =
Eα,β(un)
‖∇un‖
q
p
≤
d(α, β) + 1
‖∇un‖
q
p
= o(1)
as n→∞, and hence
0 ≤ Gβ(v0) ≤ lim inf
n→∞
Gβ(vn) ≤ 0,
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where the first inequality follows from β ≤ λ1(q). Thus, Gβ(v0) = 0 occurs. On the other
hand, Hα(vn) = −Gβ(vn) ≤ 0 implies that ‖vn‖
p
p ≥ 1/α for all n ∈ N. Therefore, Hα(v0) ≤ 0,
‖v0‖
p
p ≥ 1/α, and hence v0 6≡ 0. Consequently, we must have β = λ1(q) and v0 ∈ Rϕq \ {0}, and
the definition of α∗ (see (2.1)) yields α ≥ α∗.
Lemma 3.6. Let {αn}n∈N and {βn}n∈N be such that lim
n→∞
αn = α and lim
n→∞
βn = β for some
α, β ∈ R. Suppose that un is a ground state of Eαn,βn with Hαn(un) 6= 0 for n ∈ N. If {un}n∈N
is bounded in W 1,p0 , then {un}n∈N has a subsequence strongly convergent in W
1,p
0 to a solution
of (GEV ;α, β). Moreover, if lim inf
n→∞
Eαn,βn(un) < 0, then {un}n∈N has a subsequence strongly
convergent in W 1,p0 to a ground state of Eα,β and d(α, β) < 0.
Proof. Let un be a ground state of Eαn,βn with Hαn(un) 6= 0 for all n ∈ N and {un}n∈N is
bounded in W 1,p0 . By passing to a subsequence, we may assume that un converges to some
u0 ∈ W
1,p
0 weakly in W
1,p
0 and strongly in L
p(Ω). Then, noting that each un is a (nontrivial)
solution of (GEV ;αn, βn) (see Remark 2.8), we get∫
Ω
|∇un|
p−2∇un∇(un − u0) dx+
∫
Ω
|∇un|
q−2∇un∇(un − u0) dx
= αn
∫
Ω
|un|
p−2un(un − u0) dx+ βn
∫
Ω
|un|
q−2un(un − u0) dx→ 0
as n→∞. Using the (S+) property of −∆p−∆q (cf. [7, Remark 3.5]), we deduce that un → u0
strongly in W 1,p0 . As a consequence, we easily see that u0 is a solution of (GEV ;α, β). Note
that u0 can be trivial.
Assume, additionally, that Eα,β(u0) = lim
n→∞
Eαn,βn(un) < 0. Let us prove that, in this
case, u0 is a ground state of Eα,β. Note that the strong convergence in W
1,p
0 implies that
u0 ∈ Nα,β. Fix any w ∈ Nα,β such that Eα,β(w) < 0. Since Gβ(w) < 0 < Hα(w), we see that
Gβn(w) < 0 < Hαn(w) for sufficiently large n ∈ N. Therefore, Proposition 3.1 implies that for
any such n ∈ N we can find a unique tn > 0 such that tnw ∈ Nαn,βn and
Eαn,βn(un) = d(αn, βn) ≤ Eαn,βn(tnw) = min
s≥0
Eαn,βn(sw) ≤ Eαn,βn(w).
Letting n→∞, we get Eα,β(u0) ≤ Eα,β(w). At the same time, Eα,β(u0) ≤ Eα,β(v) is obviously
satisfied for any v ∈ Nα,β such that Eα,β(v) ≥ 0. Consequently, Eα,β(u0) ≤ Eα,β(w) for all
w ∈ Nα,β, and hence u0 is a ground state of Eα,β.
3.2. Fibered functional
Take any u ∈W 1,p0 such that Hα(u) ·Gβ(u) < 0. As it follows from Proposition 3.1, there exists
a unique t(u) > 0 such that t(u)u ∈ Nα,β. Moreover, we easily see that
t(u) =
(
−Gβ(u)
Hα(u)
) 1
p−q
=
|Gβ(u)|
1
p−q
|Hα(u)|
1
p−q
. (3.3)
Since Hα(u) ·Gβ(u) < 0, we have sign(Hα(u)) = −sign(Gβ(u)). Therefore, noting that Hα and
Gβ are p- and q-homogeneous, respectively, we get
Jα,β(u) := Eα,β(t(u)u) = −sign(Hα(u))
p− q
pq
|Gβ(u)|
p
p−q
|Hα(u)|
q
p−q
.
The functional Jα,β is called fibered functional [30]. Evidently, Jα,β is 0-homogeneous.
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Let us introduce the following subsets of W 1,p0 :
B−α,β := {u ∈W
1,p
0 : Hα(u) > 0 > Gβ(u)},
B+α,β := {u ∈W
1,p
0 : Hα(u) < 0 < Gβ(u)}.
Since Jα,β is 0-homogeneous, we see that Jα,β(u) = Eα,β(u) for any u ∈ Nα,β ∩ (B
−
α,β ∪B
+
α,β).
The following proposition contains the results of Proposition 2.5 (iii) and Theorem 2.18 (ii).
We present it in this subsection for the better exposition.
Proposition 3.7. Let 1 < q < p <∞ and α = λ1(p), β = β∗. Then Nα,β ∩B
−
α,β 6= ∅ and
m(α, β) = d(α, β) = inf
u∈Nα,β∩B
−
α,β
Jα,β(u) < 0. (3.4)
Moreover, m(α, β) > −∞ if and only if p ≥ 2q. Furthermore, if p > 2q, then m(α, β) is attained.
Proof. Let us show first that Nα,β ∩B
−
α,β 6= ∅. In view of Lemma 2.1, we see that ϕp is a regular
point of Gβ , i.e., there exists θ ∈ C
∞
0 (Ω) such that
−D := 〈G′β(ϕp), θ〉 < 0. (3.5)
Note that θ 6∈ Rϕp since 〈G
′
β(ϕp), ϕp〉 = qGβ(ϕp) = 0. Therefore, the simplicity of α = λ1(p)
implies that Hα(ϕp + εθ) > 0 for any ε 6= 0. Moreover, by (3.5), there exists ε0 > 0 such that
〈G′β(ϕp + εθ), θ〉 ≤ −
D
2
< 0 for all ε ∈ [−ε0, ε0].
Fix any ε ∈ (0, ε0] and denote uε := ϕp + εθ. According to the mean value theorem, there exist
ε1 ∈ (0, ε) and ε2 ∈ (0, ε) such that
0 < Hα(uε) = Hα(ϕp) + ε〈H
′
α(ϕp + ε1θ), θ〉 = ε〈H
′
α(ϕp + ε1θ), θ〉, (3.6)
Gβ(uε) = Gβ(ϕp) + ε〈G
′
β(ϕp + ε2θ), θ〉 = ε〈G
′
β(ϕp + ε2θ), θ〉 ≤ −
εD
2
< 0. (3.7)
Hence, uε ∈ B
−
α,β and there exists t(uε) > 0 such that t(uε)uε ∈ Nα,β ∩ B
−
α,β, see Proposition
3.1.
Let us now prove (3.4). It is easy to see that
m(α, β) ≤ d(α, β) ≤ inf
u∈Nα,β∩B
−
α,β
Jα,β(u) < 0.
(The last inequality follows by considering tqϕq ∈ Nα,β ∩ B
−
α,β, where tq > 0 is obtained by
Proposition 3.1 since Hα(ϕq) > 0 > Gβ(ϕq).) On the other hand, if {un}n∈N ⊂ W
1,p
0 is a
minimizing sequence for m(α, β), then we easily see that Hα(un) > 0 > Gβ(un) for all n ∈ N,
and hence Proposition 3.1 implies the existence of a unique minimum point tn > 0 of Eα,β(tun)
on [0,∞) such that tnun ∈ Nα,β ∩ B
−
α,β for all n ∈ N. Therefore, we get inf
u∈Nα,β∩B
−
α,β
Jα,β(u) ≤
m(α, β), and hence (3.4) follows.
Now, we study the behavior of Jα,β(uε), where uε is defined as above. Assume first that
p < 2q. Let us recall that there exists a positive constant C such that for all for x, y ∈ RN the
following inequalities are satisfied:
0 ≤ 〈|x|p−2x− |y|p−2y, x− y〉 ≤
{
C|x− y|p if 1 < p ≤ 2,
C|x− y|2(|x|+ |y|)p−2 if p ≥ 2.
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Therefore, recalling also that α = λ1(p) and 0 < ε1 < ε ≤ ε0, we obtain
〈H ′α(ϕp + ε1θ), θ〉 = 〈H
′
α(ϕp + ε1θ), θ〉 − 〈H
′
α(ϕp), θ〉
=
1
ε1
〈H ′α(ϕp + ε1θ)−H
′
α(ϕp), (ϕp + ε1θ)− ϕp〉
≤


Cεp1
ε1
‖∇θ‖pp = C
′εp−11 if 1 < p ≤ 2,
Cε21
ε1
∫
Ω
|∇θ|2(2|∇ϕp|+ ε1|∇θ|)
p−2 dx ≤ C ′ε1 if p ≥ 2,
where C ′ > 0 is independent of ε. Consequently, we deduce from (3.6) that
Hα(uε) ≤ C
′εp if 1 < p ≤ 2, Hα(uε) ≤ C
′ε2 if p ≥ 2.
Recalling now that t(uε)uε ∈ Nα,β ∩B
−
α,β and using (3.7), we get
inf
u∈W 1,p0
Eα,β(u) = inf
u∈Nα,β
Eα,β(u) = inf
u∈Nα,β∩B
−
α,β
Jα,β(u) ≤ Jα,β(t(uε)uε)
= Jα,β(uε) = −
p− q
pq
|Gβ(uε)|
p
p−q
|Hα(uε)|
q
p−q
≤


− C ′′ε
p
p−q
− pq
p−q if 1 < p ≤ 2,
− C ′′ε
p
p−q
− 2q
p−q if p ≥ 2,
where C ′′ is a positive constant independent of ε. Since p < 2q, we obtain that m(α, β) = −∞
by tending ε→ +0.
Assume now that p ≥ 2q. (In particular, we always have p > 2.) Suppose, by contradiction,
that m(α, β) = −∞. Then there exists a sequence {un}n∈N ⊂ Nα,β ∩B
−
α,β such that Jα,β(un)→
−∞ as n → ∞. Since Jα,β is 0-homogeneous, we can assume that ‖∇un‖p = 1 for all n ∈
N. Therefore, we see that un → ϕp strongly in W
1,p
0 , where ‖∇ϕp‖p = 1. Indeed, by the
boundedness of {un}n∈N, we may assume that un converges to some u0 weakly in W
1,p
0 and
strongly in Lp(Ω). Then, Gβ(u0) ≤ lim inf
n→∞
Gβ(un) ≤ 0 and 0 ≤ Hα(u0) ≤ lim inf
n→∞
Hα(un)
(recall that α = λ1(p)). On the other hand, the assumption lim
n→∞
Jα,β(un) = −∞ implies
that lim inf
n→∞
Hα(un) = 0, whence Hα(u0) = 0. This means that ‖∇u0‖p = lim
n→∞
‖∇un‖p and
‖∇u0‖
p
p = λ1(p)‖u0‖
p
p, that is, un converges to ϕp strongly in W
1,p
0 as n→∞.
Let us make the L2-orthogonal decomposition un = γnϕp+ vn, where γn ∈ R and vn ∈W
1,p
0
are chosen in such a way that γn = ‖ϕp‖
−2
2
∫
Ω unϕp dx and
∫
Ω vnϕp dx = 0 for all n ∈ N. Since
un → ϕp strongly in W
1,p
0 , we derive that γn → 1 and ‖∇vn‖p → 0 as n → ∞. Using now the
improved Poincare´ inequality of [20], we get
Hα(un) ≥ C
(
|γn|
p−2
∫
Ω
|∇ϕp|
p−2|∇vn|
2 dx+
∫
Ω
|∇vn|
p dx
)
≥
C
2
(∫
Ω
|∇ϕp|
p−2|∇vn|
2 dx+
∫
Ω
|∇vn|
p dx
)
(3.8)
for large n ∈ N, where C > 0 does not depend on n ∈ N. (Below in the proof we will always
denote by C a positive constant independent of n ∈ N.) Let us now estimate |Gβ(un)| from
above. Using the mean value theorem, we can find εn ∈ (0, 1) for each n ∈ N such that
0 > Gβ(un) = |γn|
qGβ(ϕp) + 〈G
′
β(γnϕp + εnvn), vn〉
≥ −
∫
Ω
|∇(γnϕp + εnvn)|
q−1|∇vn| dx− β
∫
Ω
|γnϕp + εnvn|
q−1|vn| dx. (3.9)
First, we estimate the second summand in (3.9) as follows. Since p ≥ 2q > 2(q−1) by assumption,
we use the Ho¨lder inequality and an embedding result of [20, Lemma 4.2] or [33, Lemma 4.2] to
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obtain∫
Ω
|γnϕp + εnvn|
q−1|vn| dx ≤
(∫
Ω
|γnϕp + εnvn|
2(q−1) dx
) 1
2
(∫
Ω
|vn|
2 dx
) 1
2
≤ C
(∫
Ω
|vn|
2 dx
) 1
2
≤ C
(∫
Ω
|∇ϕp|
p−2|∇vn|
2 dx
) 1
2
for all n ∈ N.
Let us estimate the first summand in (3.9). Note first that∫
Ω
|∇(γnϕp + εnvn)|
q−1|∇vn| dx ≤ C
∫
Ω
(|∇ϕp|+ |∇vn|)
q−1 |∇vn| dx.
Now, using the Ho¨lder inequality, we get∫
Ω
(|∇ϕp|+ |∇vn|)
q−1|∇vn| dx =
∫
Ω
(|∇ϕp|+ |∇vn|)
p−2
2 |∇vn| · (|∇ϕp|+ |∇vn|)
2q−p
2 dx
≤
(∫
Ω
(|∇ϕp|+ |∇vn|)
p−2 |∇vn|
2 dx
) 1
2
(∫
Ω
dx
(|∇ϕp|+ |∇vn|)
p−2q
) 1
2
≤ C
(∫
Ω
|∇ϕp|
p−2|∇vn|
2 dx+
∫
Ω
|∇vn|
p dx
) 1
2
(∫
Ω
dx
|∇ϕp|p−2q
) 1
2
.
If p = 2q, then we conclude that
|Gβ(un)| ≤ C
(∫
Ω
|∇ϕp|
p−2|∇vn|
2 dx+
∫
Ω
|∇vn|
p dx
) 1
2
for all n ∈ N. (3.10)
Assume now that p > 2q. Taking r = p−2qp−1 , we see that r < 1. Hence, we can apply the
integrability result of [13, Theorem 1.1] to derive that
∫
Ω
dx
|∇ϕp|(p−1)r
≤ C whenever N ≥ 2. If
N = 1, then we also have
∫
Ω
dx
|ϕ′p|
(p−1)r ≤ C. Indeed, in this case ϕp is a generalized trigonometric
function sinp (cf. [8]). Then, we deduce from [8, (2.12) and (2.18)] that cosp x := ϕ
′
p ≈ C|x −
a|
1
p−1 , where a is a (unique) zero of cosp on Ω, which implies the desired integrability. Therefore,
we conclude that (3.10) is satisfied for all N ≥ 1 and p ≥ 2q.
Finally, combining the obtained estimates (3.8) and (3.10) for Hα(un) and Gβ(un), we get
−∞ = inf
u∈Nα,β∩B
−
α,β
Jα,β(u) = lim inf
n→∞
Jα,β(un)
≥ −C lim sup
n→∞
(∫
Ω
|∇ϕp|
p−2|∇vn|
2 dx+
∫
Ω
|∇vn|
p dx
) p−2q
2(p−q)
> −∞ (3.11)
as n→∞ since p ≥ 2q. A contradiction.
Let us show that m(α, β) is attained when p > 2q. Let {wn}n∈N be a corresponding minimiz-
ing sequence for m(α, β). In view of (3.4), we can assume that each wn ∈ Nα,β ∩B
−
α,β. Suppose
now, by contradiction, that ‖∇wn‖p →∞ as n→∞. Then, considering un := wn/‖∇wn‖p for
n ∈ N, we see from (3.3) that Hα(un)→ 0, which implies that un → ϕp strongly in W
1,p
0 . How-
ever, in this case (3.11) is valid, and we see that lim inf
n→∞
Jα,β(un) = 0, which is a contradiction
to m(α, β) < 0. Therefore, minimizing sequence {wn}n∈N is bounded, and hence Eα,β possesses
a global minimizer whenever p > 2q.
Remark 3.8. Whether a global minimum of Eλ1(p),β∗ is attained in the case p = 2q remains an
open problem.
Lemma 3.9. Let α ≥ λ1(p) and β > λ1(q). Assume that u0 ∈ W
1,p
0 satisfies Hα(u0) = 0 and
Gβ(u0) < 0. Then
Nα,β ∩B
−
α,β 6= ∅ and inf
u∈W 1,p0
Eα,β(u) = inf
u∈Nα,β
Eα,β(u) = inf
u∈Nα,β∩B
−
α,β
Jα,β(u) = −∞.
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Proof. Assume first that α > λ1(p) and β > λ1(q). Let u0 ∈ W
1,p
0 be such that Hα(u0) = 0
and Gβ(u0) < 0. Considering |u0| if necessary, we may assume that u0 ≥ 0. Therefore, u0 is
a regular point of Hα, and hence we can find θ ∈ W
1,p
0 such that 〈H
′
α(u0), θ〉 > 0. Note that
θ 6∈ Ru0 since 〈H
′
α(u0), u0〉 = pHα(u0) = 0.
Let us consider uε := u0 + εθ for ε > 0. It is easy to see that∫ ε
0
〈H ′α(u0 + tθ), u0〉 dt = Hα(uε) > 0 and Gβ(uε) < 0
for sufficiently small ε > 0. Therefore, t(uε)uε ∈ Nα,β ∩ B
−
α,β, where t(uε) > 0 is obtained by
Proposition 3.1, and we get
inf
u∈W 1,p0
Eα,β(u) ≤ inf
u∈Nα,β
Eα,β(u) ≤ inf
u∈Nα,β∩B
−
α,β
Jα,β(u)
≤ Jα,β(t(uε)uε) = Jα,β(uε) = −
p− q
pq
|Gβ(uε)|
p
p−q
|Hα(uε)|
q
p−q
→ −∞
as ε→ +0, since |Gβ(uε)| → |Gβ(u0)| 6= 0 and |Hα(uε)| → |Hα(u0)| = 0.
Assume now that α = λ1(p) and β > λ1(q). Since Hα(u0) = 0 if and only if u0 ∈ Rϕp, we
see that Gβ(u0) < 0 if and only if β > β∗, see (2.1). Let u0 = ϕp. Taking any θ ∈ W
1,p
0 \ Rϕp
and considering uε := ϕp + εθ for ε > 0, we can apply the arguments from above to obtain the
desired conclusion because Hα(uε) > 0 for any ε 6= 0.
Lemma 3.10. Let α = α∗ and β = λ1(q). Then
Nα,β ∩B
+
α,β 6= ∅ and infu∈Nα,β
E(u) = inf
u∈Nα,β∩B
+
α,β
Jα,β(u) = 0. (3.12)
Proof. Due to Lemma 2.1, ϕq is a regular point of Hα. Hence, we can find θ ∈ C
∞
0 (Ω) satisfying
〈H ′α(ϕq), θ〉 < 0. Note that θ 6∈ Rϕq since 〈H
′
α(ϕq), ϕq〉 = pHα(ϕq) = 0. Let us consider
uε := ϕq + εθ for ε > 0. Fix any sufficiently small ε > 0 such that 〈H
′
α(ϕq + tθ), θ〉 < 0 for all
t ∈ (0, ε). According to the mean value theorem, there exist ε1 ∈ (0, ε) and ε2 ∈ (0, ε) such that
Hα(uε) = Hα(ϕq) + ε〈H
′
α(ϕq + ε1θ), θ〉 = ε〈H
′
α(ϕq + ε1θ), θ〉 < 0, (3.13)
0 < Gβ(uε) = Gβ(ϕq) + ε〈G
′
β(ϕq + ε2θ), θ〉 = ε〈G
′
β(ϕq + ε2θ), θ〉,
where we used the assumption α = α∗ and the fact that Gβ(w) > 0 for all w 6∈ Rϕq due to the
simplicity of β = λ1(q). Hence, Proposition 3.1 guarantees the existence of t(uε) > 0 such that
t(uε)uε ∈ Nα,β ∩B
+
α,β, and we get
0 ≤ inf
u∈Nα,β∩B
+
α,β
Jα,β(u) ≤ Jα,β(t(uε)uε)
= Jα,β(uε) =
p− q
pq
|Gβ(uε)|
p
p−q
|Hα(uε)|
q
p−q
= ε
p− q
pq
|〈G′β(ϕq + ε2θ), θ〉|
p
p−q
|〈H ′α(ϕq + ε1θ), θ〉|
q
p−q
→ 0
as ε→ +0 since
|〈H ′α(ϕq + ε1θ), θ〉| → |〈H
′
α(ϕq), θ〉| 6= 0.
Furthermore, thanks to β = λ1(q), we know that Gβ(v) ≥ 0 for all v ∈ W
1,p
0 and hence
Eα,β(u) ≥ 0 for all u ∈ Nα,β, see (3.1). The latter fact implies the desired equalities in (3.12).
Proposition 3.11. Let λ1(p) < α < α∗ and β < β∗(α). Then there exists v ∈ Nα,β ∩B
+
α,β such
that
Eα,β(v) = inf
u∈Nα,β∩B
+
α,β
Eα,β(u) = inf
u∈Nα,β∩B
+
α,β
Jα,β(u) > 0.
Moreover, v is a positive solution of (GEV ;α, β).
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Proof. Let λ1(p) < α < α∗. If β < λ1(q), then the assertion follows from Theorem 2.10. If β =
λ1(q), then the assertion follows from Theorem 2.11 (ii). Assume now that λ1(q) < β < β∗(α).
It is not hard to see that ϕp ∈ B
+
α,β (since β < β∗(α) < β∗ by Proposition 2.14 (vi)), and hence
Nα,β ∩ B
+
α,β 6= ∅, as it follows from Proposition 3.1. Let {un}n∈N be a minimizing sequence
for Eα,β over Nα,β ∩ B
+
α,β. Let us show first that {un}n∈N is bounded in W
1,p
0 . Suppose, by
contradiction, that ‖∇un‖p →∞ as n→∞. Then, considering wn := un/‖∇un‖p for n ∈ N, we
see that wn converges to some w0 weakly in W
1,p
0 and strongly in L
p(Ω) and Lq(Ω). Thus, since
Hα(wn) < 0, the weak lower semicontinuity implies that Hα(w0) ≤ 0. Moreover, Hα(wn) < 0
yields 1 < α‖wn‖
p
p, and hence w0 6≡ 0. Furthermore, recalling that β < β∗(α), we conclude that
Gβ(w0) > 0. Therefore,
Eα,β(un) =
p− q
pq
‖∇un‖
q
pGβ(wn)→∞ as n→∞,
which is impossible, since {un}n∈N is a minimizing sequence. Thus, {un}n∈N is bounded inW
1,p
0 .
Suppose now that ‖∇un‖p → 0 as n → ∞. Considering again wn := un/‖∇un‖p, we derive as
above that Hα(w0) ≤ 0 and w0 6≡ 0. However, since un ∈ Nα,β, we get
‖∇un‖
p−q
p Hα(wn) = −Gβ(wn)→ 0 as n→∞,
and hence Gβ(w0) ≤ 0, which contradicts the definition of β∗(α) since β < β∗(α). As a result,
we derive that inf
n∈N
‖∇un‖p > 0.
The boundedness of {un}n∈N implies the existence of u0 such that un converges to u0 weakly
in W 1,p0 and strongly in L
p(Ω) and Lq(Ω), up to a subsequence. Thanks to δ := inf
n∈N
‖∇un‖p > 0
and Hα(u0) ≤ 0, we see that α‖u0‖
p
p ≥ δ, and hence u0 6≡ 0. Therefore, the definition of β∗(α)
ensures that Gβ(u0) > 0.
Now, let us show that un converges to u0 strongly in W
1,p
0 . If we suppose that ‖∇u0‖p <
lim inf
n→∞
‖∇un‖p, then Hα(u0) < 0 < Gβ(u0), and hence Proposition 3.1 yields the existence of
t0 > 0 such that t0u0 ∈ Nα,β ∩B
+
α,β. This implies the following contradiction:
inf
u∈Nα,β∩B
+
α,β
Eα,β(u) ≤ Eα,β(t0u0) < lim inf
n→∞
Eα,β(t0un) ≤ lim inf
n→∞
Eα,β(un) = inf
u∈Nα,β∩B
+
α,β
Eα,β(u),
where the third inequality follows from the fact that t = 1 is the unique maximum point of
Eα,β(tun) on [0,∞) for any n ∈ N. Consequently, ‖∇u0‖p = lim inf
n→∞
‖∇un‖p, whence un → u0
strongly in W 1,p0 . Therefore, noting that u0 ∈ Nα,β and Hα(u0) = −Gβ(u0) < 0, we see that
u0 ∈ Nα,β ∩B
+
α,β and it is a nonnegative minimizer of Eα,β over Nα,β ∩B
+
α,β with Eα,β(u0) > 0.
Consequently, u0 is a positive solution of (GEV ;α, β), see Remark 2.8.
4. Proofs for global minimizers
Proof of Proposition 2.2. (i) Let α ≤ λ1(p) and β ≤ λ1(q). Then Hα(u) ≥ 0 and Gβ(u) ≥
0 for all u ∈ W 1,p0 , see Lemma 1.1. This implies that Eα,β(u) ≥ 0 for all u ∈ W
1,p
0 . On the
other hand, we have Eα,β(0) = 0, that is, 0 is a global minimizer of Eα,β. If u 6≡ 0 is such that
Eα,β(u) = 0, then we get Hα(u) = 0 and Gβ(u) = 0. This is possible if and only if α = λ1(p) and
β = λ1(q). Consequently, u = tϕp and u = sϕq for some t, s ∈ R \ {0}. However, it contradicts
Lemma 2.1, and hence 0 is the unique global minimizer of Eα,β.
(ii) Let α < λ1(p) and β > λ1(q). The assertion was proved in [6, Proposition 2].
(iii) Let α > λ1(p) and β ∈ R. Since Hα(ϕp) < 0 and p > q, we have Eα,β(tϕp) =
tpHα(ϕp)/p+ t
qGβ(ϕp)/q → −∞ as t→∞, which implies the desired result.
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Proof of Proposition 2.4. Let (αn, βn) ∈ R
2 be such that αn < λ1(p) and βn > λ1(q) for
all n ∈ N, and it converges to some (α, β) ∈ R2 as n → ∞. Let un be a global minimizer of
Eαn,βn given by Proposition 2.2 (ii). Since Eαn,βn(un) < 0, we have Gβn(un) < 0 < Hαn(un).
Consequently, each un is a solution of (GEV ;αn, βn) (see Remark 2.8), and we have
‖∇un‖
p
p + ‖∇un‖
q
q = αn‖un‖
p
p + βn‖un‖
q
q. (4.1)
This implies that ‖un‖p is bounded if and only if ‖∇un‖p is bounded. Finally, since Eαn,βn is
even, we may suppose that un ≥ 0.
(i) Let α = λ1(p) and β > β∗. Since αn → λ1(p) and un is a global minimizer of Eαn,βn , we
have
lim sup
n→∞
Eαn,βn(un) ≤ lim sup
n→∞
Eαn,βn(tϕp) =
tq
q
Gβ(ϕp)
for any t > 0. Since Gβ(ϕp) < 0 for β > β∗, we get lim
n→∞
Eαn,βn(un) = −∞ by tending t→ ∞.
Therefore, we see from (4.1) that ‖un‖p has no bounded subsequences, that is, lim
n→∞
‖un‖p =∞
occurs. Finally, recalling that E′αn,βn(un) = 0 in (W
1,p
0 )
∗ and αn → λ1(p), Lemma 3.3 guarantees
that un/‖un‖p converges to ϕp/‖ϕp‖p strongly in W
1,p
0 because any subsequence of un/‖un‖p
has a strongly convergent subsequence to the same limit function.
(ii) Let α = λ1(p) and λ1(q) < β < β∗. First, we prove that {un}n∈N is bounded in W
1,p
0 .
In view of (4.1), it is sufficient to show the boundedness of {un}n∈N in L
p(Ω). Suppose, by
contradiction, that ‖un‖p → ∞ as n → ∞, up to a subsequence. Considering vn := un/‖un‖p
for n ∈ N, Lemma 3.3 implies the existence of a subsequence {vnk}k∈N which converges strongly
in W 1,p0 to ϕp/‖ϕp‖p. Thus, since β < β∗, we have lim
k→∞
Gβnk (vnk) = Gβ(ϕp/‖ϕp‖p) > 0. On the
other hand, recalling that un ∈ Nαn,βn and m(αn, βn) < 0 for all n ∈ N, we get
0 > Eαn,βn(un) =
p− q
pq
Gβn(un) =
p− q
pq
Gβ(un)−
p− q
pq
(βn − β)‖un‖
q
q.
This implies that (βnk − β)‖vnk‖
q
q > Gβ(vnk) for all k ∈ N. Hence, letting k →∞, we obtain a
contradiction. As a result, {‖un‖p}n∈N is bounded, and we conclude that {un}n∈N is bounded
in W 1,p0 .
Now, we prove that lim sup
n→∞
Eαn,βn(un) < 0. Since un is a global minimizer of Eαn,βn , we
have for any t > 0 that
lim sup
n→∞
Eαn,βn(un) ≤ lim sup
n→∞
Eαn,βn(tϕq) =
tp
p
Hα(ϕq) +
tq
q
Gβ(ϕq).
Then, recalling that β > λ1(q) and q < p, we take t > 0 small enough to get the desired fact.
Finally, according to Lemma 3.6, {un}n∈N has a subsequence {unk}k∈N which converges
strongly inW 1,p0 to a ground state u0 of Eα,β and Eα,β(u0) = d(α, β) < 0. Moreover, u0 is a global
minimizer of Eα,β. Indeed, taking any w ∈ W
1,p
0 and passing to the limit in Eαnk ,βnk (unk) ≤
Eαnk ,βnk (w), we conclude that Eα,β(u0) ≤ Eα,β(w), whence u0 is a global minimizer of Eα,β and
m(α, β) < 0.
(iii) Let β = λ1(q). We begin by proving the boundedness of {un}n∈N in W
1,p
0 . In view of
(4.1), we suppose, by contradiction, that ‖un‖p → ∞ as n → ∞, up to a subsequence. Since
un ≥ 0, it follows from Lemma 3.3 that {vn}n∈N, where vn := un/‖un‖p for n ∈ N, has a
subsequence {vnk}k∈N which converges strongly in W
1,p
0 to v0 = ϕp/‖ϕp‖p, and α = λ1(p). On
the other hand, recalling that Gβnk (unk) < 0, we get Gβnk (vnk) < 0. Since βn → λ1(q), we
conclude that Gβ(v0) = 0 and hence v0 = ϕq/‖ϕq‖p. However, this contradicts Lemma 2.1.
Therefore, {un}n∈N is bounded in W
1,p
0 . This ensures that limn→∞
Eαn,βn(un) = 0, since
0 > Eαn,βn(un) = Eα,β(un) +
α− αn
p
‖un‖
p
p +
β − βn
q
‖un‖
q
q
≥
α− αn
p
‖un‖
p
p +
β − βn
q
‖un‖
q
q = o(1),
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where we used the fact that Eα,β(un) ≥ m(α, β) = 0, see Proposition 2.2 (i).
Since {un}n∈N is bounded in W
1,p
0 and Eαn,βn(un) < 0, Lemma 3.6 implies that any subse-
quence of {un}n∈N has a subsequence strongly convergent in W
1,p
0 to a solution of (GEV ;α, β).
In view of Lemma 2.7, (GEV ;α, β) has no nontrivial solutions for α ≤ λ1(p) and β = λ1(q),
and hence we conclude that un converges to 0 strongly in W
1,p
0 .
Finally, consider wn := un/‖∇un‖q for n ∈ N. By choosing an appropriate subsequence of
any subsequence of {wn}n∈N, we may assume that wn converges to some w0 weakly in W
1,q
0 and
strongly in Lq(Ω). Since Gβn(wn) < 0, we get 1 ≤ β‖w0‖
q
q, whence w0 6≡ 0. Moreover, by β =
λ1(q), it is clear that 0 ≤ Gβ(w0) ≤ lim inf
n→∞
Gβn(wn) ≤ 0, that is, 0 = Gβ(w0) = limn→∞
Gβn(wn).
This yields the strong convergence of {wn}n∈N in W
1,q
0 to w0 = ϕq/‖∇ϕq‖q.
(iv) Let α = λ1(p), β = β∗ and p > 2q. First, we show that lim sup
n→∞
Eαn,βn(un) < 0. Taking
any v ∈ Nα,β ∩B
−
α,β (see Proposition 3.7 for the existence), we see that
Eαn,βn(un) = inf
u∈W 1,p0
Eαn,βn(u) ≤ Eαn,βn(v) = Eα,β(v) + o(1) < 0
for all large n ∈ N, which implies the desired result.
Now, let us show the boundedness of {un}n∈N in W
1,p
0 . Suppose, by contradiction, that
‖∇un‖p → ∞ as n → ∞. Setting wn := un/‖un‖p for n ∈ N, Lemma 3.3 ensures that wn
converges to ϕp/‖ϕp‖p strongly in W
1,p
0 , up to a subsequence. Therefore, considering the L
2-
orthogonal decomposition wn = γnϕp+vn as in the proof of Proposition 3.7, we see that γn → 1
and ‖∇vn‖p → 0 as n → ∞. Recalling that αn < α = λ1(p), we have Hαn(wn) > Hα(wn) > 0.
Therefore, since {βn}n∈N is bounded, the same argument as in Proposition 3.7 implies that
Eαn,βn(un) = Jαn,βn(wn)→ 0
as n→∞, which contradicts lim sup
n→∞
Eαn,βn(un) < 0. Thus, {un}n∈N is bounded in W
1,p
0 .
Finally, Lemma 3.6 implies that un converges strongly in W
1,p
0 , up to a subsequence, to a
global minimizer of Eα,β as n→∞ (see the end of the proof of (ii)).
(v) Let α = λ1(p), β = β∗ and p < 2q. Let us show lim
n→∞
Eαn,βn(un) = −∞. Fix any R > 0.
According to Proposition 3.7, we can choose w ∈ Nα,β ∩ B
−
α,β satisfying Eα,β(w) ≤ −R. Then
we get
Eαn,βn(un) = inf
u∈W 1,p0
Eαn,βn(u) ≤ Eαn,βn(w) = Eα,β(w) + o(1) ≤ −R+ o(1)
for all large n ∈ N, and hence lim sup
n→∞
Eαn,βn(un) ≤ −R. Since R > 0 is arbitrary, we get the
desired result. The remaining claims can be proved as in (i).
Proof of Proposition 2.5. Let α = λ1(p) and β > λ1(q). Then Hα(ϕq) > 0 > Gβ(ϕq),
and, considering tϕq for t > 0 small enough, we see that m(α, β) ≤ Eα,β(tϕq) < 0.
(i) Let β > β∗. Then Hα(ϕp) = 0 and Gβ(ϕp) < 0, and we get Eα,β(tϕp) = t
qGβ(ϕp)/q →
−∞ as t→∞.
(ii) Let λ1(q) < β < β∗. Set αn = α − 1/n, n ∈ N. Since αn < λ1(p) and β > λ1(q), we can
obtain a minimizer un of Eαn,β which satisfies Eαn,β(un) < 0 for each n ∈ N, see Proposition
2.2 (ii). According to Proposition 2.4 (ii), un has a strongly convergent subsequence to a global
minimizer u0 with Eα,β(u0) < 0.
(iii) Let β = β∗. The assertion follows from Proposition 3.7.
Proof of Proposition 2.6. First we prove that the extended function m defined by (2.2)
is continuous at every (α, β) ∈ R2 \ {λ1(p)} × (−∞, β∗]. Let {(αn, βn)}n∈N be any sequence
convergent to such (α, β). We divide arguments for the following cases:
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(a) Let α < λ1(p) and β < λ1(q). The assertion follows from Proposition 2.2 (i).
(b) Let α < λ1(p) and β = λ1(q). Then, m(α, β) = 0 holds by Proposition 2.2 (i). If
there exists a subsequence of {(αn, βn)}n∈N, denoted for simplicity by the same index n, such
that βn > λ1(q) for all n ∈ N, then we can find a global minimizer un of Eαn,βn for all n ∈ N
large enough, see Proposition 2.2 (ii). Namely, m(αn, βn) = Eαn,βn(un), and Proposition 2.4
(iii) shows that m(αn, βn) → 0 = m(α, β) as n → ∞. On the other hand, if βn ≤ λ1(q), then
m(αn, βn) = 0 = m(α, β) by Proposition 2.2 (i), which completes the proof.
(c) Let α < λ1(p) and β > λ1(q). We may assume that αn < λ1(p) and βn > λ1(q) for all
sufficiently large n ∈ N. By Proposition 2.2 (ii), we can choose a global minimizer un of Eαn,βn
and m(αn, βn) = Eαn,βn(un) < 0. Recalling that α < λ1(p), we deduce from Lemma 3.3 that
{un}n∈N is bounded in W
1,p
0 . Moreover, recalling that q < p, we get
m(αn, βn) ≤ Eαn,βn(tϕq) =
tp
p
Hαn(ϕq) +
tq(λ1(q)− βn)
q
‖ϕq‖
q
q
= tp
α∗ − α+ o(1)
p
‖ϕq‖
p
p − t
q β − λ1(q) + o(1)
q
‖ϕq‖
q
q < 0
for small t > 0 and all n ∈ N large enough, which implies that lim sup
n→∞
m(αn, βn) < 0. Therefore,
Lemma 3.6 guarantees that {un}n∈N has a subsequence strongly convergent in W
1,p
0 to a global
minimizer of Eα,β. Thus, any subsequence of {m(αn, βn)}n∈N has a convergent subsequence to
the same value m(α, β), i.e., m(αn, βn)→ m(α, β) as n→∞.
(d) Let α = λ1(p) and β > β∗. Then m(α, β) = −∞ by Proposition 2.5 (i). Taking a global
minimizer un of Eαn,βn provided αn < λ1(p) (see Proposition 2.2 (ii)), we see that m(αn, βn) =
Eαn,βn(un) → −∞ = m(α, β) as n → ∞ by Proposition 2.4 (i). In the case of αn ≥ λ1(p), the
assertion obviously follows from Proposition 2.2 (iii) or 2.5 (i) since m(αn, βn) = −∞ = m(α, β).
(e) Let α > λ1(p) and β ∈ R. The assertion follows from Proposition 2.2 (iii).
Let us now prove that m is discontinuous on (α, β) ∈ {λ1(p)}× (−∞, β∗). On the one hand,
m(α, β) = −∞ for any α > λ1(p) and β ∈ R, see Proposition 2.2 (iii). On the other hand,
if α = λ1(p), then m(α, β) = 0 for β ≤ λ1(q), see Proposition 2.2 (i), and m(α, β) > −∞ for
λ1(q) < β < β∗, see Proposition 2.5 (ii). These observations complete the proof.
5. Proofs for ground states
Proof of Proposition 2.9. (i) Let u be a ground state of Eα,β with Eα,β(u) < 0. Suppose,
by contradiction, that there exists a sequence {un}n∈N ⊂W
1,p
0 such that
Eα,β(un) < Eα,β(u) for all n ∈ N and un → u strongly in W
1,p
0 . (5.1)
Since Gβ(u) < 0 < Hα(u), we may assume that Gβ(un) < 0 < Hα(un) for all sufficiently large
n ∈ N. Thus, according to Proposition 3.1, there exists sn > 0 such that snun ∈ Nα,β and
Eα,β(tun) attains the minimum value at t = sn on [0,∞). Therefore,
Eα,β(u) = inf
v∈Nα,β
Eα,β(v) ≤ Eα,β(snun) = min
t≥0
Eα,β(tun) ≤ Eα,β(un),
which contradicts (5.1).
(ii) Let u be a ground state of Eα,β with Eα,β(u) > 0. Proposition 3.1 implies that t = 1
is a unique maximum point of Eα,β(tu) on [0,∞), and hence u is not a local minimum point of
Eα,β. Let us now prove that u is also not a local maximum point. Suppose, by contradiction,
that there exists δ0 > 0 such that
Eα,β(v) ≤ Eα,β(u) for all v with ‖∇v −∇u‖p < δ0. (5.2)
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Let us take an arbitrary θ ∈ W 1,p0 \ C
1
0 (Ω). Thus, θ 6∈ Ru since u ∈ C
1
0 (Ω) (see Remark 2.8).
Consider uε := u+ εθ for ε ∈ R. Recalling that u ∈ Nα,β and Gβ(u) > 0 > Hα(u), there exists
ε0 > 0 such that Gβ(uε) > 0 > Hα(uε) for any ε ∈ (−ε0, ε0). Hence, in view of Proposition
3.1, for each ε ∈ (−ε0, ε0) there exists a unique tε > 0 such that tεuε ∈ Nα,β. Noting that
tε → 1 (see (3.3)) and uε → u strongly in W
1,p
0 as ε → 0, we can choose ε1 ∈ (0, ε0) such that
‖∇(tεuε)−∇u‖p < δ0 for any ε ∈ (−ε1, ε1). As a result, we deduce from (5.2) that
0 < d(α, β) ≤ Eα,β(tεuε) ≤ Eα,β(u) = d(α, β), and so d(α, β) = Eα,β(tεuε)
for all ε ∈ (−ε1, ε1). Consequently, tεuε must be a nontrivial solution of (GEV ;α, β) for all
ε ∈ (−ε1, ε1), and hence tεuε ∈ C
1
0 (Ω), see Remark 2.8. Recalling that u ∈ C
1
0(Ω), we get
θ = 1ε (uε − u) ∈ C
1
0 (Ω) for ε 6= 0, which is impossible since θ ∈ W
1,p
0 \ C
1
0 (Ω) by assumption.
Proof of Theorem 2.10. Let α > λ1(p) and β < λ1(q). In [6, Theorem 2.1], it was proved
that c+(α, β) > 0 and it is attained by a positive solution u of (GEV ;α, β). Hence, u ∈ Nα,β
and
d(α, β) ≤ Eα,β(u) = E
+
α,β(u) = c
+(α, β).
On the other hand, c+(α, β) ≤ c(α, β). Indeed, fix any ε > 0 and take a path γε ∈ Γ(α, β)
such that max
s∈[0,1]
Eα,β(γε(s)) ≤ c(α, β) + ε. Noting that Eα,β(γε(·)) = E
+
α,β(|γε(·)|) and |γε| ∈
Γ+(α, β), we obtain
c+(α, β) ≤ max
s∈[0,1]
E+α,β(|γε(s)|) = max
s∈[0,1]
Eα,β(γε(s)) ≤ c(α, β) + ε.
Since ε > 0 was chosen arbitrarily, we conclude that c+(α, β) ≤ c(α, β).
Finally, we show that c(α, β) ≤ d(α, β). Fix any ε > 0 and choose wε ∈ Nα,β such that
Eα,β(wε) ≤ d(α, β) + ε. Since β < λ1(q), we see that Hα(wε) < 0 < Gβ(wε). Therefore, t = 1
is the maximum point of Eα,β(twε) on [0,∞). Moreover, recalling that q < p, we can find
sufficiently large R > 0 such that Eα,β(Rwε) < 0. Hence, considering γ(s) := sRwε, we obtain
that γ ∈ Γ(α, β) and
c(α, β) ≤ max
s∈[0,1]
Eα,β(γ(s)) = max
s≥0
Eα,β(swε) = Eα,β(wε) ≤ d(α, β) + ε,
which implies that c(α, β) ≤ d(α, β). This leads to the desired conclusion.
Proof of Theorem 2.11. Let α ∈ R and β = λ1(q). Let {un}n∈N ⊂ Nα,β be a minimizing
sequence for d(α, β). Since Eα,β is even, we may assume that un ≥ 0. Note first that d(α, β) ≥ 0.
Indeed, since β = λ1(q), we see that Gβ(u) ≥ 0 for any u ∈W
1,p
0 and hence Eα,β(u) ≥ 0 for any
u ∈ Nα,β by (3.1).
(i) Let α ≤ λ1(p). The assertion follows from the emptiness of Nα,β, see Lemma 2.7.
(ii) Let λ1(p) < α < α∗. Suppose first that there exists a subsequence {unk}k∈N such that
‖∇unk‖p → ∞ as k → ∞. Then Lemma 3.5 yields α ≥ α∗, a contradiction. Thus, {un}n∈N is
bounded in W 1,p0 .
Note now that Hα(un) < 0 < Gβ(un) for all n ∈ N, as it easily follows from Lemma 1.1 (ii).
Setting vn := un/‖∇un‖p, we may assume that, up to a subsequence, vn converges to some v0
weakly in W 1,p0 and strongly in L
p(Ω). Moreover, since Hα(vn) < 0, we obtain that 1 ≤ α‖v0‖
p
p,
and hence v0 6≡ 0. Recall that 0 ≤ Gβ(v0) ≤ lim inf
n→∞
Gβ(vn) and Hα(v0) ≤ lim inf
n→∞
Hα(vn) ≤ 0.
If Gβ(v0) = 0, then v0 = tϕq for some t > 0 and we get a contradiction to α < α∗. Thus,
Gβ(v0) > 0. This fact implies that inf
n∈N
‖∇un‖p > 0. Indeed, suppose that there exists a
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subsequence {unk}k∈N such that ‖∇unk‖p → 0 as k → ∞. Since Gβ(v0) > 0, we obtain the
following contradiction:
Hα(v0) ≤ lim sup
k→∞
Hα(vnk) = − lim inf
k→∞
Gβ(vnk)
‖∇unk‖
p−q
p
→ −∞ as k →∞.
Since {un}n∈N is bounded in W
1,p
0 , we may assume that, up to a subsequence, un converges
to some u0 weakly inW
1,p
0 and strongly in L
p(Ω). Moreover, sinceHα(un) < 0 leads to α‖u0‖p ≥
inf
n∈N
‖∇un‖p > 0, we have u0 6≡ 0. Let us show now that un converges to u0 strongly in W
1,p
0 .
Suppose, contrary to our claim, that ‖∇u0‖p < lim inf
n→∞
‖∇un‖p. Then Hα(u0) < 0. Moreover,
Gβ(u0) > 0 since otherwise u0 ∈ Rϕq \ {0} and so we get a contradiction to α < α∗. Therefore,
Proposition 3.1 yields the existence of a unique maximum point t0 > 0 of Eα,β(tu0) on [0,∞)
such that t0u0 ∈ Nα,β, and hence
d(α, β) ≤ Eα,β(t0u0) < lim inf
n→∞
Eα,β(t0un) ≤ lim inf
n→∞
Eα,β(un) = d(α, β),
a contradiction. The last inequality was obtained by the fact that a unique maximum point of
each Eα,β(tun) on [0,∞) is t = 1. Thus, un → u0 strongly in W
1,p
0 . This implies that u0 ∈ Nα,β
and Eα,β(u0) = d(α, β). Moreover, as above, we see that Hα(u0) < 0 < Gβ(u0), which leads to
d(α, β) > 0 and to the fact that u0 is a positive solution of (GEV ;α, β), see Remark 2.8.
(iii) Let α = α∗. Then it follows from Hα(ϕq) = 0 = Gβ(ϕq) that tϕq ∈ Nα,β for any
t 6= 0 and Eα,β(tϕq) = 0 for any t. Since we already know that d(α, β) ≥ 0, we conclude that
d(α, β) = 0 and it is attained by tϕq for any t 6= 0. (Note that equality d(α, β) = 0 also follows
from Lemma 3.10.) On the other hand, we see from (3.1) that any ground state u0 of Eα,β must
satisfy Gβ(u0) = 0. Recalling that β = λ1(q), we conclude that u0 ∈ Rϕq \ {0}.
(iv) Let α > α∗. We start by proving that d(α, β) = 0. Choose any wn ∈ W
1,p
0 \ Rϕq
such that 0 < ‖∇wn − ∇ϕq‖p < 1/n for n ∈ N. Then, for sufficiently large n ∈ N, we have
Hα(wn) < 0 because of Hα(ϕq) < 0, and Gβ(wn) > 0 because of β = λ1(q). Therefore,
Proposition 3.1 guarantees the existence of a unique maximum point tn > 0 of Eα,β(twn) on
[0,∞) and tnwn ∈ Nα,β. Moreover, we obtain (see (3.3))
tp−qn = −
Gβ(wn)
Hα(wn)
= −
Gβ(ϕq) + o(1)
Hα(ϕq) + o(1)
= −
o(1)
Hα(ϕq) + o(1)
= o(1) as n→∞.
Thus, recalling that wn converges to ϕq strongly in W
1,p
0 , we get d(α, β) = 0, since
0 ≤ d(α, β) ≤ Eα,β(tnwn) =
p− q
pq
Gβ(tnwn)→ 0 as n→∞.
Suppose now that d(α, β) = 0 is attained by some u0 ∈ Nα,β. This implies that Gβ(u0) =
0 = Hα(u0), and hence u0 = tϕq for some t 6= 0. However, this yields α = α∗, which is impossible
by assumption.
Proof of Proposition 2.13. Let αn > λ1(p) and βn < λ1(q) for all n ∈ N, or λ1(p) < αn <
α∗ and βn ≤ λ1(q) for all n ∈ N, and let un be a ground state of Eαn,βn . Since Eαn,βn is even,
we may assume that un ≥ 0 for all n ∈ N. Recall that un is a positive solution of (GEV ;αn, βn)
such that Hαn(un) = −Gβn(un) < 0, see Theorem 2.10, Proposition 2.11, and Remark 2.8.
Note that ‖un‖p is bounded if and only if ‖∇un‖p is bounded, as it follows from the equality
‖∇un‖
p
p + ‖∇un‖
q
q = αn‖un‖
p
p + βn‖un‖
q
q.
(i) Let α = λ1(p) and β ≤ λ1(q). First, we show that lim
n→∞
‖un‖p = ∞. Suppose, by
contradiction, that {un}n∈N is bounded inW
1,p
0 , up to a subsequence. Then, Lemma 3.6 ensures
that {un}n∈N has a subsequence {unk}k∈N which converges strongly in W
1,p
0 to a solution u0 of
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(GEV ;α, β). Since (GEV ;α, β) has no nontrivial solutions (cf. Lemma 2.7), we have u0 ≡ 0,
and hence ‖∇unk‖p → 0 as k → ∞. Consider {wk}k∈N, where wk := unk/‖∇unk‖q for k ∈ N.
Noting that Hαn(un) < 0, we apply Lemma 3.4 to deduce that β = λ1(q) and that {wk}k∈N has
a subsequence convergent to w0 := ϕq/‖∇ϕq‖q weakly in W
1,p
0 and strongly in W
1,q
0 . However,
since α = λ1(p) and Hαn(un) < 0, we get Hα(w0) = 0, which contradicts Lemma 2.1.
Now, in order to prove that lim
n→∞
Eαn,βn(un) = ∞, we suppose, by contradiction, that
lim sup
n→∞
Eαn,βn(un) < ∞. Since we already know that ‖un‖p → ∞, it follows from Lemma 3.3
that {vn}n∈N, where vn := un/‖un‖p for n ∈ N, has a subsequence strongly convergent in W
1,p
0
to v0 = ϕp/‖ϕp‖p. However, this yields the following contradiction:
o(1) =
Eαn,βn(un)
‖un‖
q
p
=
p− q
pq
Gβn(vn) =
p− q
pq
Gβ(v0) + o(1) > 0.
(ii) Let λ1(p) < α < α∗ and β = λ1(q). If {un}n∈N has a subsequence which is unbounded
in Lp(Ω), then Lemma 3.3 implies α = λ1(p) since un ≥ 0 for all n ∈ N. However, this is a
contradiction, and hence {un}n∈N is bounded in W
1,p
0 . Moreover, since Hαn(un) < 0 for all
n ∈ N, Lemma 3.6 implies the existence of a subsequence {unk}k∈N strongly convergent in W
1,p
0
to a solution u0 of (GEV ;α, β).
If we suppose that u0 ≡ 0, then Lemma 3.4 guarantees that {wnk}k∈N, where wk :=
unk/‖∇unk‖q for k ∈ N, has a subsequence convergent to w0 = ϕq/‖∇ϕq‖q weakly in W
1,p
0 and
strongly in W 1,q0 . Hence Hα(w0) > 0 by α < α∗, but this contradicts the fact that Hαn(un) < 0
for all n ∈ N. Therefore, u0 6≡ 0 and, consequently, u0 ∈ Nα,β.
Finally, let us show that u0 is a ground state of Eα,β, that is, Eα,β(u0) = d(α, β). Recall
that d(α, β) > 0 by Theorem 2.11 (ii), and hence any v ∈ Nα,β satisfies Eα,β(v) > 0 and
Gβ(v) > 0 > Hα(v). Thus, for sufficiently large n ∈ N, Proposition 3.1 guarantees the existence
of tn > 0 such that tnv ∈ Nαn,βn, and hence
Eα,β(v) = max
t≥0
Eα,β(tv) ≥ Eα,β(tnv)
= Eαn,βn(tnv) + o(1) ≥ d(αn, βn) + o(1) = Eαn,βn(un) + o(1) as n→∞.
Consequently, Eα,β(v) ≥ Eα,β(u0) for any v ∈ Nα,β, which implies that u0 is a ground state of
Eα,β.
(iii) Let α ≥ α∗ and β = λ1(q). By the same arguments as in case (ii), we see that {un}n∈N
is bounded in W 1,p0 and any of its subsequence has a subsequence strongly convergent in W
1,p
0
to a solution u0 of (GEV ;α, β). We can assume that u0 ≥ 0.
Suppose, by contradiction, that u0 6≡ 0. Then we see that α = α∗ since it is proved in [6,
Proposition 4 (ii)] that (GEV ;α, β) has no positive solutions provided α > α∗ and β = λ1(q).
Furthermore, since tϕq is not a solution of (GEV ;α, β) for t 6= 0, we have u0 6∈ Rϕq, and hence
Eα,β(u0) > 0 = d(α, β) because d(α, β) is attained only by tϕq, see Theorem 2.11 (iii). By the
same argument as in case (ii), it can be shown that Eα,β(u0) ≤ Eα,β(v) for any v ∈ Nα,β \Rϕq.
However, this yields a contradiction since there exists a sequence {vn}n∈N ⊂ Nα,β\Rϕq satisfying
Eα,β(vn) → 0 as n → ∞, see Lemma 3.10. Consequently, any subsequence of {un}n∈N has a
subsequence strongly convergent inW 1,p0 to 0, which implies that {un}n∈N also converges strongly
in W 1,p0 to 0.
The second claim of the assertion (iii) directly follows from Lemma 3.4.
Proof of Proposition 2.14. (i), (ii) The assertions are obvious.
(iv) Noting that the functional Hα in the constraint of β∗(α) is weakly lower semicontinuous,
we apply the direct method of the calculus of variations to obtain that β∗(α) is attained for all
α ≥ λ1(p).
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(iii) Let α < α∗. If α < λ1(p), then β∗(α) = ∞ > λ1(q). Assume that α ≥ λ1(p). Then
β∗(α) is attained by (iv). Therefore, recalling that ‖∇u‖
q
q/‖u‖
q
q = λ1(q) if and only if u ∈ Rϕq,
and Hα(ϕq) > 0, we see that β∗(α) > λ1(q).
(vi) Let B(α) := {u ∈W 1,p0 \{0} : Hα(u) ≤ 0} denotes the admissible set of β∗(α). Evidently,
B(α) satisfies B(α) ⊂ B(α′) provided α ≤ α′, which implies that β∗(α) is nonincreasing for
α ≥ λ1(p).
Let us show that β∗(·) decreases on [λ1(p), α∗]. Suppose, by contradiction, that there exist
α,α′ such that λ1(p) ≤ α < α
′ ≤ α∗ and β∗(α) = β
∗(α′). By the assertion (iv), β∗(α) and β∗(α
′)
are attained. Let u0 6≡ 0 be a minimizer for β∗(α), that is, Hα(u0) ≤ 0 and Gβ∗(α)(u0) = 0. Since
Hα and Gβ are even, we may assume that u0 ≥ 0. Then we see that Hα(u0) = 0. Indeed, if we
suppose thatHα(u0) < 0, then u0 is an interior point of B(α). Hence, we get (|∇u0‖
q
q/‖u0‖
q
q)′ = 0
in (W 1,p0 )
∗, which implies that G′β∗(α)(u0) = 0. This means that u0 ∈ ES(q;β∗(α)) \ {0}. Since
there exist no constant sign eigenfunctions of −∆q except the first eigenfunctions Rϕq, we must
have β∗(α) = λ1(q) and u0 ∈ Rϕq, which is a contradiction since β∗(α) > λ1(q) by the assertion
(iii).
As a result, we see that u0 ∈ B(α
′) with Hα′(u0) < Hα(u0) = 0 and Gβ∗(α′)(u0) = 0 because
we are assuming α < α′ and β∗(α) = β
∗(α′). Applying the above argument to β∗(α′), we again
get a contradiction. Hence, β∗(·) is decreasing on [λ1(p), α∗].
(v) Fix any α ≥ λ1(p) and take any sequence {αn}n∈N which converges to α. (If α = λ1(p),
then we assume that αn > λ1(p) for all n ∈ N). By the assertion (iv), for each n ∈ N we can find
a minimizer un ∈ B(αn) of β∗(αn). We can assume that ‖un‖p = 1 and un ≥ 0 for all n ∈ N.
Moreover, since ‖∇un‖
p
p ≤ αn‖un‖
p
p = αn = α + o(1) for all n ∈ N, we may suppose that un
converges, up to a subsequence, weakly in W 1,p0 and strongly in L
p(Ω) to some u˜ ∈ W 1,p0 with
‖u˜‖p = 1. This readily implies that
β∗(α) ≤
‖∇u˜‖qq
‖u˜‖qq
≤ lim inf
n→∞
‖∇un‖
q
q
‖un‖
q
q
= lim inf
n→∞
β∗(αn),
that is, β∗(·) is lower semicontinuous.
Let us show now the upper semicontinuity of β∗. By the assertion (iv), we can find u0 ∈ B(α)
such that u0 ≥ 0 and ‖∇u0‖
q
q/‖u0‖
q
q = β∗(α).
Assume first that α > λ1(p). Thus, we have H
′
α(u0) 6= 0 in (W
1,p
0 )
∗, and hence we can find
θ ∈ C∞0 (Ω) such that 〈H
′
α(u0), θ〉 < 0. This ensures that Hα(u0 + tθ) < 0 for all t > 0 small
enough (cf. (3.13)). Thus, for any ε > 0 there exists sufficiently small t > 0 such that ‖∇(u0 +
tθ)‖qq/‖u0 + tθ‖
q
q < β∗(α) + ε. Moreover, for sufficiently large n ∈ N it holds Hαn(u0 + tθ) < 0,
that is, u0 + tθ ∈ B(αn). Consequently, β∗(αn) ≤ ‖∇(u0 + tθ)‖
q
q/‖u0 + tθ‖
q
q < β∗(α) + ε for
sufficiently large n ∈ N. Since ε > 0 was taken arbitrarily, we get lim sup
n→∞
β∗(αn) ≤ β∗(α), and
hence the upper semicontinuity follows.
Assume now that α = λ1(p). Since β∗(α) is nonincreasing (see (vi)) and αn > λ1(p), we
have lim sup
n→∞
β∗(αn) ≤ β∗(λ1(p)). Thus, β∗(α) is right upper semicontinuous at λ1(p).
Proof of Theorem 2.15. (i) Assume first that α = λ1(p) and λ1(q) < β < β∗. Then
Proposition 2.5 (ii) guarantees that d(α, β) < 0 and it is attained by a global minimizer of Eα,β.
Assume now that λ1(p) < α < α∗ and λ1(q) < β < β∗(α). First, we show that d(α, β) < 0.
SinceGβ(ϕq) < 0 < Hα(ϕq), there exists a unique tq > 0 such that Eα,β(tqϕq) = min
t≥0
Eα,β(tϕq) <
0 and tqϕq ∈ Nα,β, see Proposition 3.1. Hence, d(α, β) ≤ Eα,β(tqϕq) < 0.
Let {un}n∈N be a minimizing sequence for d(α, β), that is, un ∈ Nα,β and Eα,β(un)→ d(α, β)
as n → ∞. Since d(α, β) < 0, we have Eα,β(un) < 0 and Gβ(un) < 0 < Hα(un) for sufficiently
large n ∈ N. We claim that {un}n∈N is bounded in W
1,p
0 . Suppose, by contradiction, that
‖∇un‖p →∞, up to a subsequence. Setting vn := un/‖∇un‖p and choosing again an appropriate
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subsequence, we may suppose that vn converges to some v0 weakly inW
1,p
0 and strongly in L
p(Ω)
as n→∞. Then, noting that Gβ is bounded on bounded sets, we obtain
Hα(v0) ≤ lim inf
n→∞
Hα(vn) = − lim
n→∞
Gβ(vn)
‖∇un‖
p−q
p
= 0.
Moreover, Hα(vn) = 1 − α‖vn‖
p
p yields ‖v0‖p = 1/α, and hence v0 6≡ 0. Since β < β∗(α), we
must have Gβ(v0) > 0. However, since Gβ(vn) < 0, we get Gβ(v0) ≤ 0. This contradiction
implies that {un}n∈N is bounded in W
1,p
0 .
The boundedness of {un}n∈N implies that un converges to some u0 weakly in W
1,p
0 and
strongly in Lp(Ω), up to a subsequence. It is clear that u0 6≡ 0 since Eα,β(u0) ≤ lim inf
n→∞
Eα,β(un) =
d(α, β) < 0. Moreover, Gβ(u0) ≤ 0. Since β < β∗(α), we have Hα(u0) > 0. Since Hα(un) +
Gβ(un) = 0 leads to Hα(u0) + Gβ(u0) ≤ 0, we deduce that Gβ(u0) < 0 < Hα(u0). As a re-
sult, there exists a unique t0 > 0 such that Eα,β(t0u0) = min
t≥0
Eα,β(tu0) and t0u0 ∈ Nα,β, see
Proposition 3.1. Therefore, we get
d(α, β) ≤ Eα,β(t0u0) = min
t≥0
Eα,β(tu0) ≤ Eα,β(u0) ≤ lim inf
n→∞
Eα,β(un) = d(α, β),
which implies that t0 = 1, u0 ∈ Nα,β, and Eα,β(u0) = d(α, β). Finally, since d(α, β) < 0, we
conclude that u0 is a positive solution of (GEV ;α, β), see Remark 2.8.
(ii) Let α ≥ λ1(p) and β > β∗(α). Let us show that we can find v0 ∈ W
1,p
0 such that
Hα(v0) = 0 and Gβ(v0) < 0. Then Lemma 3.9 will imply the desired result.
If α = λ1(p), then we conclude by choosing v0 = ϕp since β > β∗ = β∗(α).
Assume that λ1(p) < α < α∗. By Proposition 2.14 (iv), β∗(α) is attained. Let u0 6≡ 0 be
a corresponding minimizer, that is, Hα(u0) ≤ 0 and ‖∇u0‖
q
q/‖u0‖
q
q = β∗(α) < β. The latter
inequality yields Gβ(u0) < 0. If Hα(u0) = 0, then we are done. If we suppose that Hα(u0) < 0,
then, arguing as in the proof of Proposition 2.14 (vi), we obtain a contradiction.
If α = α∗, then we conclude by choosing v0 = ϕq.
Assume finally that α > α∗. Note that λ1(q) = β∗(α), see Proposition 2.14 (ii). To prove
the claim, we will show the existence of a sequence {vn}n∈N ⊂W
1,p
0 \ {0} such that
Hα(vn) = 0 and
‖∇vn‖
q
q
‖vn‖
q
q
→ λ1(q) = β∗(α) (< β) as n→∞. (5.3)
Recalling that Hα(ϕq) < 0 by α > α∗, we see that vn cannot converge to ϕq strongly in W
1,p
0 .
Therefore, we must find a sequence {vn} which converges to ϕq weakly in W
1,p
0 and strongly in
W 1,q0 . Let us fix any function θ ∈ C
∞
0 (Ω) such that ‖∇θ‖p = 1, and consider
θn(x) = n
N
p
−1
θ(nx).
By straightforward calculations, we have
‖∇θn‖p = ‖∇θ‖p = 1, ‖θn‖p =
1
n
‖θ‖p → 0, (5.4)
‖∇θn‖q =
1
n
N(p−q)
pq
‖∇θ‖q → 0, ‖θn‖q =
1
n1+
N(p−q)
pq
‖θ‖q → 0,
as n→∞. Therefore, θn → 0 weakly in W
1,p
0 and strongly in W
1,q
0 and L
p(Ω) and Lq(Ω).
Consider now the function vn := ϕq + γnθn for n ∈ N, where a positive constant γn > 0 is
chosen such that Hα(vn) = 0, or, equivalently,
‖∇ϕq + γn∇θn‖
p
p
‖ϕq + γnθn‖
p
p
= α, (5.5)
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for all n ∈ N large enough. Note that such γn > 0 exists, since
‖∇ϕq‖
p
p
‖ϕq‖
p
p
= α∗ < α and
‖∇ϕq +C∇θn‖
p
p
‖ϕq +Cθn‖
p
p
=
‖ 1C∇ϕq +∇θn‖
p
p
‖ 1Cϕq + θn‖
p
p
> α
for all sufficiently large C > 0 and n ∈ N, see (5.4). Moreover, {γn}n∈N is bounded. Indeed, by
the triangle inequality, we have
‖∇ϕq + γn∇θn‖p ≥ |‖∇ϕq‖p − γn‖∇θn‖p| = |‖∇ϕq‖p − γn|,
‖ϕq + γnθn‖p ≤ ‖ϕq‖p + γn‖θn‖p.
Therefore, if we suppose that γn →∞ as n→∞, up to a subsequence, then
‖∇ϕq + γn∇θn‖p
‖ϕq + γnθn‖p
≥
|‖∇ϕq‖p − γn|
‖ϕq‖p + γn‖θn‖p
=
∣∣∣ 1γn ‖∇ϕq‖p − 1
∣∣∣
1
γn
‖ϕq‖p + ‖θn‖p
→∞
as n→∞, which is impossible in view of (5.5). Consequently, since
|‖∇ϕq‖q − γn‖∇θn‖q| ≤ ‖∇ϕq + γn∇θn‖q ≤ ‖∇ϕq‖q + γn‖∇θn‖q,
|‖ϕq‖q − γn‖θn‖q| ≤ ‖ϕq + γnθn‖q ≤ ‖ϕq‖q + γn‖θn‖q,
we get
‖∇ϕq + γn∇θn‖q → ‖∇ϕq‖q and ‖ϕq + γnθn‖q → ‖ϕq‖q as n→∞.
Finally, we conclude that vn = ϕq + γnθn satisfies (5.3). Since β > β∗(α), we can choose n ∈ N
large enough to get Hα(vn) = 0 and Gβ(vn) < 0, and then Lemma 3.9 gives d(α, β) = −∞.
Proof of Proposition 2.17 (i) ∼ (iii). Let λ1(p) < αn < α∗ and λ1(q) < βn < β∗(αn) for
all n ∈ N, and let un be a ground state of Eαn,βn . Since Eαn,βn is even, we may assume that
un ≥ 0 for all n ∈ N. Recall that Eαn,βn(un) < 0 and un is a positive solution of (GEV ;αn, βn),
see Theorem 2.15.
First, we claim that {un}n∈N is bounded in W
1,p
0 . If α > λ1(p), then the result follows
from Lemma 3.3. If α = λ1(p), β < β∗ = β∗(λ1(p)), and we suppose that ‖un‖p → ∞, then
Lemma 3.3 ensures that vn := un/‖un‖p converges strongly in W
1,p
0 , up to a subsequence, to
v0 = ϕp/‖ϕp‖p. Since Gβ(v0) = lim
n→∞
Gβn(vn) ≤ 0, we get a contradiction to the assumption
β < β∗. Hence, {un}n∈N is bounded in L
p(Ω). This implies the boundedness of {un}n∈N in W
1,p
0
since un ∈ Nαn,βn . Therefore, Lemma 3.6 guarantees that un converges strongly in W
1,p
0 , up to
a subsequence, to a nonnegative solution u0 of (GEV ;α, β).
(i) Let β = λ1(q). Suppose that u0 6≡ 0. Then u0 ∈ Nα,β and d(α, β) ≤ Eα,β(u0) ≤
lim inf
n→∞
Eαn,βn(un) ≤ 0. If α = λ1(p), then Nα,β is empty (see Lemma 2.7), which is impossible.
Thus, u0 ≡ 0. If λ1(p) < α < α∗, then we again get a contradiction since d(α, β) > 0 by Theorem
2.11 (ii). Finally, if α = α∗, then d(α, β) = 0 and u0 = tϕq for some t > 0, see Theorem 2.11
(iii). However, this is a contradiction because tϕq is not a solution of (GEV ;α, β). Therefore,
we conclude that u0 ≡ 0. Applying the above arguments to any subsequence of {un}n∈N, we
deduce that un converges to 0 strongly in W
1,p
0 .
Recalling that β = λ1(q) and Gβn(un) < 0, the second claim of the assertion (i) follows from
the same arguments as in the the proof of Proposition 2.4 (iii).
(ii) Let α = λ1(p) and λ1(q) < β < β∗. Let us show first that u0 6≡ 0. Take a global
minimizer w0 ∈ Nα,β of Eα,β (which exists by Proposition 2.5 (ii)). Since Eα,β(w0) < 0 yields
Gβ(w0) < 0 < Hα(w0), we have Gβn(w0) < 0 < Hαn(w0) for all sufficiently large n ∈ N.
Therefore, using Proposition 3.1, we can find tn > 0 such that tnw0 ∈ Nαn,βn . Hence, passing
to the limit as n→∞ in the following chain of inequalities:
Eαn,βn(un) = d(αn, βn) ≤ Eαn,βn(tnw0) = min
t≥0
Eαn,βn(tw0) ≤ Eαn,βn(w0),
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we get Eα,β(u0) ≤ Eα,β(w0) < 0. Thus, u0 6≡ 0 and lim inf
n→∞
Eα,β(un) < 0. As a result, Lemma
3.6 guarantees that u0 is a ground state of Eα,β, and we conclude that u0 is a global minimizer
of Eα,β.
(iii) Let λ1(p) < α < α∗ and β = β∗(α). Choose any λ1(q) < β
′ < β∗(α) and take a
ground state w0 of Eα,β′ (the existence is shown by Theorem 2.15 (i)). Note that Eα,β′(w0) < 0.
Then, using the same arguments as in the proof of (ii), we can show that lim inf
n→∞
Eα,β(un) < 0
and u0 6≡ 0. Indeed, by Proposition 3.1, there exists tn > 0 such that tnw0 ∈ Nαn,βn for all
sufficiently large n ∈ N, and
Eαn,βn(un) ≤ Eαn,βn(tnw0) ≤ Eαn,βn(w0) =
1
p
Hαn(w0) +
1
q
Gβn(w0) ≤
1
p
Hαn(w0) +
1
q
Gβ′(w0)
since β′ < β and βn → β. Letting n→∞, we get Eα,β(u0) ≤ Eα,β′(w0) < 0 and u0 6≡ 0. Finally,
Lemma 3.6 ensures that u0 is a ground state of Eα,β .
Proof of Proposition 2.17 (iv). We may assume that un ≥ 0 for all n ∈ N. First, we
show that lim
n→∞
Eαn,βn(un) = −∞. Fix any R > 0. Since d(α, β) = −∞ by Proposition 3.7,
we can choose v ∈ Nα,β such that Eα,β(v) ≤ −R, and so Gβ(v) < 0 < Hα(v). Then, for
sufficiently large n ∈ N we have Gβn(v) < 0 < Hαn(v). Thus, there exists tn > 0 such that
tnv ∈ Nαn,βn and Eαn,βn(tnv) = min
t≥0
Eαn,βn(tv), see Proposition 3.1. As a result, we see that
Eαn,βn(un) ≤ Eαn,βn(tnv) ≤ Eαn,βn(v), and hence lim sup
n→∞
Eαn,βn(un) ≤ Eα,β(v) ≤ −R. Since
R > 0 is arbitrary, we conclude that lim
n→∞
Eαn,βn(un) = −∞. This implies that {un}n∈N does not
have subsequences bounded in W 1,p0 . Hence, ‖∇un‖p → ∞ (and also ‖un‖p → ∞) as n → ∞.
Finally, Lemma 3.3 implies that un/‖un‖p converges to ϕp/‖ϕp‖p strongly in W
1,p
0 .
Proof of Theorem 2.18. (i) Let λ1(p) < α < α∗ and β = β∗(α). Choose a sequence
{(αn, βn)}n∈N satisfying λ1(p) < αn < α∗ and λ1(q) < βn < β∗(αn) for all n ∈ N, and lim
n→∞
αn =
α and lim
n→∞
βn = β. Then, according to Theorem 2.15 (i), we can find a ground state un of
Eαn,βn such that Eαn,βn(un) < 0 for each n ∈ N. Thanks to Proposition 2.17 (iii), {un}n∈N has
a subsequence strongly convergent in W 1,p0 to a ground state of Eα,β and d(α, β) < 0.
(ii) The assertion is proved in Proposition 3.7.
In order to prove Theorem 2.19, we prepare the following result.
Lemma 5.1. Assume λ1(p) < α < α∗ and β = β∗(α). Let u0 be a nonnegative minimizer of
β∗(α), that is, u0 6≡ 0, Hα(u0) ≤ 0, and ‖∇u0‖
q
q/‖u0‖
q
q = β∗(α). Then there exists t > 0 such
that tu0 is a positive solution of (GEV ;α, β) with Eα,β(tu0) = 0.
Proof. First, we note that Hα(u0) = 0. Indeed, if Hα(u0) < 0, then u0 is an interior point
of the admissible set of β∗(α). Therefore, (‖∇u0‖
q
q/‖u0‖
q
q)′ = 0 in (W
1,p
0 )
∗, which implies that
G′β(u0) = 0, and hence u0 is a nontrivial and nonnegative eigenfunction of −∆q associated to
β. However, this is a contradiction since β∗(α) > λ1(q) for α < α∗, see Proposition 2.14 (iii).
Thus, Hα(u0) = 0.
According to the Lagrange multipliers rule, there exists λ ∈ R such that
G′β(u0) = λH
′
α(u0) in (W
1,p
0 )
∗. (5.6)
Since u0 is a regular point of Gβ, we have λ 6= 0. In order to get λ < 0, we suppose, by
contradiction, that λ > 0. Since u0 ≥ 0 and α > λ1(p), u0 is a regular point of Hα, and
hence we can find θ ∈ W 1,p0 such that 〈H
′
α(u0), θ〉 < 0, and so 〈G
′
β(u0), θ〉 < 0 by (5.6) and our
assumption λ > 0. Taking sufficiently small ε0 > 0, we have
〈H ′α(u0 + εθ), θ〉 < 0 and 〈G
′
β(u0 + εθ), θ〉 < 0 for all ε ∈ [0, ε0).
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Therefore, according to the mean value theorem, there exist ε1 ∈ (0, ε) and ε2 ∈ (0, ε) such that
Hα(u0 + εθ) = Hα(u0) + ε〈H
′
α(u0 + ε1θ), θ〉 = ε〈H
′
α(u0 + ε1θ), θ〉 < 0,
Gβ(u0 + εθ) = Gβ(u0) + ε〈G
′
β(u0 + ε2θ), θ〉 = ε〈G
′
β(u0 + ε2θ), θ〉 < 0.
However, this implies that
‖∇(u0 + εθ)‖
q
q
‖u0 + εθ‖
q
q
< β = β∗(α) and Hα(u0 + εθ) < 0,
which contradicts the definition of β∗(α). Therefore, λ < 0. Finally, taking t = |λ|
1
p−q , we see
from (5.6) that tu0 is a positive solution of (GEV ;α, β).
Proof of Theorem 2.19. The existence of the least energy solution u1 is already shown in
Theorem 2.15. In the case β = β∗(α), Lemma 5.1 and Proposition 2.14 (iv) imply the existence
of the second solution whose energy is zero. Finally, if β < β∗(α), then Proposition 3.11 implies
the desired result.
5.1. Properties of the least energy
In this subsection, we prove Proposition 2.20. First we prepare two auxiliary facts.
Lemma 5.2. Let (α, β) ∈ R2. Assume that d(α, β) is attained and d(α, β) 6= 0. Then d is upper
semicontinuous at (α, β).
Proof. Let {αn}n∈N and {βn}n∈N be arbitrary sequences satisfying αn → α and βn → β as
n→∞. Since d(α, β) 6= 0 and it is attained by some w ∈ Nα,β, we see that for all n ∈ N large
enough we have either Hαn(w) < 0 < Gβn(w) or Hαn(w) > 0 > Gβn(w). Thus, by Proposition
3.1, there exists a unique tn > 0 such that tnw ∈ Nαn,βn , and tn → 1 as n → ∞ (see (3.3)).
Therefore, we get d(αn, βn) ≤ Eαn,βn(tnw) for all sufficiently large n ∈ N, which finally yields
the desired conclusion:
lim sup
n→∞
d(αn, βn) ≤ lim sup
n→∞
Eαn,βn(tnw) = Eα,β(w) = d(α, β).
Lemma 5.3. Let U ⊂ R2 be an open set such that
{λ1(p)} ×
(
(−∞, λ1(q)] ∪ [β∗,∞)
)
∩ U = ∅ and R× {λ1(q)} ∩ U = ∅.
Let d(α, β) be attained for any (α, β) ∈ U . Moreover, let one of the following assumptions be
satisfied:
(i) d(α, β) > 0 for any (α, β) ∈ U ;
(ii) d(α, β) < 0 for any (α, β) ∈ U .
Then d(α, β) is continuous on U .
Proof. Take any (α, β) ∈ U and let {αn}n∈N and {βn}n∈N be arbitrary sequences satisfying
αn → α, βn → β and (αn, βn) ∈ U (note that U is open). Moreover, let {un}n∈N be a sequence
of minimizers of d(αn, βn) (the existence follows from the assumption). Since either case (i) or
case (ii) holds for all n ∈ N and we can assume that each un ≥ 0, we see that un is a positive
solution of (GEV ;αn, βn) for all n ∈ N (see Remark 2.8). Let us prove that {un}n∈N has a
subsequence strongly convergent in W 1,p0 to some u0 and d(α, β) is attained by u0. This will be
the desired continuity of d.
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First we show that un is bounded inW
1,p
0 . Note that the boundedness of ‖∇un‖p is equivalent
to the boundedness of ‖un‖p since un ∈ Nαn,βn . Suppose, by contradiction, that ‖un‖p → ∞
as n → ∞. Applying Lemma 3.3, we see that vn := un/‖un‖p converges, up to a subsequence,
to ϕp/‖ϕp‖p strongly in W
1,p
0 , and α = λ1(p). Because we already know that d(α, β) < 0 in a
neighborhood of {λ1(p)}× (λ1(q), β∗) (see Propositions 2.4 (ii) and 2.17 (ii)) our case (i) cannot
occur. However, case (ii) implies that Gβn(vn) < 0 and so Gβ(ϕp) ≤ 0, which contradicts the
assumption λ1(q) < β < β∗. Consequently, {un}n∈N is bounded in W
1,p
0 . Thus, due to Lemma
3.6, there exists a solution u0 of (GEV ;α, β) such that un → u0 strongly in W
1,p
0 , up to a
subsequence, and hence lim inf
n→∞
Eαn,βn(un) = lim infn→∞
d(αn, βn).
Let us show that u0 6≡ 0 in order to get u0 ∈ Nα,β. Suppose, by contradiction, that
‖∇un‖p → 0 as n → ∞. Consider case (i). Since Hαn(un) < 0, Lemma 3.4 implies β = λ1(q).
However, this contradicts the assumption R × {λ1(q)} ∩ U = ∅. Consider case (ii). Thanks to
Lemma 5.2, we know that lim sup
n→∞
d(αn, βn) ≤ d(α, β) < 0. Therefore, Lemma 3.6 ensures that
u0 is a ground state of Eα,β, whence u0 6≡ 0 and so u0 ∈ Nα,β.
Finally, let us show that d(α, β) is attained by u0. Since un → u0 strongly in W
1,p
0 , we get
d(α, β) ≤ Eα,β(u0) = lim inf
n→∞
Eαn,βn(un) = lim infn→∞
d(αn, βn).
As a result, d is lower semicontinuous at (α, β). Combining this fact with Lemma 5.2, we deduce
that d is continuous at (α, β).
Now, we are ready to prove Proposition 2.20.
Proof of Proposition 2.20. (ii) Let α ≤ α′ and λ1(q) < β ≤ β
′ < β∗(α
′). Note that the
assumption λ1(q) < β∗(α
′) implies that α′ < α∗, see Proposition 2.14 (ii). It follows from
Proposition 2.2 (ii) and Theorem 2.15 (i) that d(α, β) < 0 and it is attained by some u ∈ Nα,β.
Since Eα,β(u) < 0, we get Gβ′(u) ≤ Gβ(u) < 0 and so ‖∇u‖
q
q/‖u‖
q
q < β ≤ β′ < β∗(α
′). Hence,
by the definition of β∗(α
′), we see that 0 < Hα′(u) ≤ Hα(u). Therefore, according to Proposition
3.1, there exists a unique t′ > 0 such that t′u ∈ Nα′,β′ and Eα′,β′(t
′u) = min
s≥0
Eα′,β′(su). As a
result, our assertion follows from the following inequalities:
d(α′, β′) ≤ Eα′,β′(t
′u) = min
s≥0
Eα′,β′(su) ≤ Eα′,β′(u) < Eα,β(u) = d(α, β),
where the last inequality is strict by (α, β) 6= (α′, β′).
Note that the method of the proof carries over to the case where λ1(p) ≤ α
′ < α∗ and
β′ = β∗(α
′). Indeed, noting that β∗(α
′) decreases for λ1(p) ≤ α
′ ≤ α∗ (see Proposition 2.14
(vi)), we see that d(α, β) < 0 and it is attained.
(iii) Let λ1(p) < α ≤ α
′ and β ≤ β′ < β∗(α
′). Due to Theorem 2.10, Theorem 2.11 (ii)
and Theorem 2.15 (i), d(α, β) is attained. If λ1(q) < β ≤ β
′ < β∗(α
′), then our conclusion
follows from the assertion (ii) proved above. If β ≤ λ1(q) < β
′ < β∗(α
′), then d(α, β) > 0 and
d(α′, β′) < 0, which yields the desired monotonicity. Therefore, it remains to consider two cases:
either λ1(p) < α ≤ α
′ < α∗ and β ≤ β
′ ≤ λ1(q) or α∗ ≤ α ≤ α
′ and β ≤ β′ < λ1(q). In
both cases, d(α, β) > 0 and d(α′, β′) > 0. Let u ∈ Nα,β be a ground state of Eα,β. It is easy
to see that u 6∈ Rϕq. This yields Gβ(u) ≥ Gβ′(u) > 0 > Hα(u) ≥ Hα′(u). Hence, Proposition
3.1 implies the existence of a unique t′ > 0 such that t′u ∈ Nα′,β′ . Moreover, noting that
Eα,β(u) = max
s≥0
Eα,β(su), we obtain
d(α′, β′) ≤ Eα′,β′(t
′u) < Eα,β(t
′u) ≤ max
s≥0
Eα,β(su) = Eα,β(u) = d(α, β),
where the second inequality is strict by (α, β) 6= (α′, β′).
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(i) Let us divide the (α, β)-plane into the following four sets (see Fig. 2):
A := {(α, β) : α < α∗, λ1(q) < β ≤ β∗(α) }, D := {(α, β) : λ1(p) ≤ α, β∗(α) < β },
B := {(α, β) : α ≤ λ1(p), β ≤ λ1(q) }, C := {(α, β) : λ1(p) < α, β ≤ λ1(q) },
where in the set A, we denote β∗(α) = +∞ for α < λ1(p). Recall that
1. d(α, β) < 0 for (α, β) ∈ A, see Propositions 2.2 (ii), 2.5, and Theorems 2.15 (i), 2.18 (see
also Remark 3.8 for the case α = λ1(p) and β = β∗).
2. d(α, β) =∞ for (α, β) ∈ B, see Lemma 2.7.
3. d(α, β) ≥ 0 for (α, β) ∈ C, see Theorems 2.10 and 2.11.
4. d(α, β) = −∞ for (α, β) ∈ D, see Theorem 2.15 (ii).
Let (α, β), (α′, β′) ∈ R2 be such that α ≤ α′ and β ≤ β′, and (α, β) 6= (α′, β′). If (α, β) ∈ B
or (α′, β′) ∈ D, then the assertion is trivial. Moreover, if (α, β) ∈ C and (α′, β′) ∈ A, then the
assertion is trivial, too. Therefore, there are only two remaining cases:
(a) (α, β) ∈ A and (α′, β′) ∈ A. This case is covered by the assertion (ii) (see the proof of (ii)
for the borderline cases).
(b) (α, β) ∈ C and (α′, β′) ∈ C. This case follows from the assertion (iii) by noting that
d(α, β) = 0 whenever α ≥ α∗ and β = λ1(q), see Theorem 2.11 (iii)-(iv).
(iv) Let {(αn, βn)}n∈N be any sequence convergent to (α, β). According to Lemma 5.2, it is
sufficient to handle the following three cases:
(a) d(α, β) = −∞;
(b) α = λ1(p), β = β∗ and d(α, β) > −∞;
(c) α ≥ α∗ and β = λ1(q).
Case (a): Fix any R > 0. Since d(α, β) = −∞, there exists uR ∈ Nα,β such that Eα,β(uR) <
−R < 0, and hence Hα(uR) > 0 > Gβ(uR). Thus, we may assume that Hαn(uR) > 0 > Gβn(uR)
for all sufficiently large n ∈ N. This leads to
d(αn, βn) ≤ min
s≥0
Eαn,βn(suR) ≤ Eαn,βn(uR) = Eα,β(uR) + o(1) < −R+ o(1),
which implies that lim sup
n→∞
d(αn, βn) ≤ −R. Since R > 0 is arbitrary, we conclude that
lim
n→∞
d(αn, βn) = −∞ = d(α, β).
Case (b): Recall that d(α, β) < 0. Fix any sufficiently small ε > 0. Then, we can find
u ∈ Nα,β such that Eα,β(u) < d(α, β) + ε < 0. Arguing as in case (a), we have
d(αn, βn) ≤ min
s≥0
Eαn,βn(su) ≤ Eαn,βn(u) = Eα,β(u) + o(1) < d(α, β) + ε+ o(1)
for sufficiently large n ∈ N, which implies that lim sup
n→∞
d(αn, βn) ≤ d(α, β).
Case (c): If {(αn, βn)}n∈N has a subsequence contained in (λ1(p),+∞) × (−∞, λ1(q)) or in
(λ1(p), α∗)×{λ1(q)}, then our assertion follows from Proposition 2.13 (iii). Otherwise, the claim
is trivial because d(αn, βn) ≤ 0 = d(α, β).
(v) The assertion follows from Lemma 5.3.
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A. Appendix
Proposition A.1. Let Ω ⊂ RN be a bounded domain, N ≥ 1, and 1 < q < p < ∞. Let
ϕ and ψ be (nontrivial) eigenfunctions of the p-Laplacian and q-Laplacian in Ω under zero
Dirichlet boundary condition, respectively. Then ϕ and ψ are linearly independent, i.e., ϕ 6∈ Rψ
(equivalently, ψ 6∈ Rϕ).
Proof. In the case N = 1, the result follows from [7, Lemma A.1] or [24, Lemma 4.3]. Let
N ≥ 2. Suppose, by contradiction, that ϕ ∈ Rψ. Evidently, we can assume that ϕ ≡ ψ. Since
ϕ ∈ C1,γ(Ω) for some γ ∈ (0, 1) (cf. [36], where a L∞-bound can be obtained by the bootstrap
arguments, for instance, as in [15, Lemma 3.2]), ϕ = 0 on ∂Ω, and ϕ 6≡ 0, there exists at least
one point of global extrema of ϕ and, in view of the translation invariance of p-Laplacian, we
can assume that this point is 0. Moreover, considering −ϕ instead of ϕ, if necessary, we can
assume that ϕ(0) > 0. Let us denote by φ a restriction of ϕ to a component Ω′ of the set
{x ∈ Ω : ϕ(x) > 0} such that 0 ∈ Ω′. Then φ ∈ W 1,p0 (Ω
′), see [12, Lemma 5.6]. Finally, for
simplicity of notation, let us assume that Ω′ ≡ Ω.
The following blow-up arguments are based on the article [19]. Take any λ > 0 and consider
the function
uλ(x) :=
φ(0)− φ(λx)
λ
p
p−1
, x ∈ Ωλ, (A.1)
where Ωλ = {x ∈ R
N : λx ∈ Ω}. It was proved in [19, Lemma 5] that there exists a sequence
λn → 0 as n→∞ such that uλn → u¯ in C
1
loc(R
N ), where u¯ is a nonnegative weak solution of
∆pu = λ1(p)φ(0)
p−1 (= const > 0) in RN (A.2)
such that u¯(0) = 0. Let us show now that u¯ is simultaneously a q-harmonic function in RN .
Indeed, noting that
∆quλ = −
1
λ
p(q−1)
p−1
∆q(φ(λx)) =
λq
λ
p(q−1)
p−1
λ1(q)φ(λx)
q−1 = λ
p−q
p−1λ1(q)φ(λx)
q−1,
we see that each uλ defined by (A.1) weakly satisfies the equation
∆qu = λ
p−q
p−1λ1(q)φ(λx)
q−1 in Ωλ.
Since φ is uniformly bounded and p > q, we consider the sequence {λn}n∈N as above and, passing
to the limit as n→∞, deduce that u¯ weakly satisfies
∆qu¯ = 0 in R
N ,
that is, u¯ is a q-harmonic function in RN . Recalling that u¯ is nonnegative and u¯(0) = 0, we
derive from the strong maximum principle (cf. [31, Theorem 5.3.1]) that u¯ ≡ 0 in RN . However,
it contradicts the equation (A.2).
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