Semi-Tied Covariance (STC) is applied widely in speech recognition due to its feature de-correlation ability. Solving the transform matrices of STC is a nonlinear optimization problem. Gales proposed an efficient method by iteratively updating a row of transform matrices. However, it needs to solve cofactors of elements of a matrix row in two layers of loops. Directly solving them is very time-consuming. Based on the property that only one row is updated in each iteration, it can be found from algebraic procedures, that the inverse and determinant of transform matrix in current iteration can be obtained by simple multiplications and additions of those in the previous iteration, and the cofactor vector of a row is equal to the corresponding column of multiplication between the inverse and determinant. This clearly improves the training efficiency of STC. Experiments on the RM database show that the proposed iteration method achieves a 33.56% relative reduction of training time over original STC method.
INTRODUCTION
In LVCSR, GMM-based CDHMMs have become prominent. However, too many model parameters, such as means and covariances, need to be estimated. Due to finity of training data, covariances usually take diagonal forms. It makes an assumption that features in different dimensions are irrelevant. But this assumption obviously disobeys the reality of features, such as MFCC and PLP.
Researchers have proposed many methods for solving the above problem. These methods can be categorized into two classes: one is restricting the structures of covariance matrices or inverse covariance (precision) matrices, to model the full covariance matrices; and the other is using feature transformation methods to eliminate the relevance of speech features between different dimensions.
In the majority, covariance/precision matrices in the first class methods are expressed as linear combinations of a small set of prototype matrices that are shared across components. These prototypes and weights are estimated under ML sense. They need a great deal of training data and computational complexities are very high. In the second class, linear transformations, due to easy analysis and implementation, are adopted widely. That is, through some feature space rotations and scalings, different dimensions of speech features in new coordinates are made as irrelevant as possible. Major methods are: PCA-based KL transformation [1] and DCT [2] ; maximizing class discriminative information based LDA [3] , HDA [4] and PLDA [5] ; ML-based MLLT [6] and HLDA [7] , and so on. Moreover, transforming all feature vectors using only one transform matrix is not enough. Researchers proposed methods using more transform matrices to transform features, such as STC [8] and multiple HLDA [9] .
Semi-tied covariance (STC), due to high recognition performance and stability, is widely adopted. Training STC to get transform matrices is a non-linear optimization problem, and its training efficiency is very important. Gales iteration greatly improves the training efficiency of STC. Moreover, Gales iteration method can be directly implemented into other training optimization problems, such as HLDA [7] , MHLDA [9] , CMLLR [10] , and so its application value is huge. However, when training STC using Gales iteration, we need to compute cofactors of one row of matrix in two layers of loops. Computing cofactors directly is very time-consuming. In real applications, matrix decomposition is usually used to get the inverse and determinant of matrix, and then cofactors. Based on the fact that only one row is updated in each inner-loop of Gales iteration, the inverse and determinant of matrix in current iteration can be obtained by simple multiplications and additions of those in the previous iteration, and the cofactor vector of a row is equal to the corresponding column of multiplication between the inverse and determinant. Using algebraic induction procedures, we propose a method of fast computation of cofactors in two layers of loops of Gales iteration, which will improve the training efficiency of STC.
The paper is organized as follows: STC and Gales iteration are reviewed in Section 2; A general property of the inverse and determinant is given in Section 3 and then fast computation of cofactors in two layers of loops of Gales iteration is proposed; Section 4 details experiments on the RM database to show the improvements in training efficiency of STC; Conclusions are given in Section 5.
STC AND GALES ITERATION

Semi-tied covariance
Semi-tied covariance (STC) [8] assumes that all Gaussian components in HMM can be classified into several mutually exclusive classes, such as regression classes. All covariance matrices of Gaussian components take the following form: diag in ML sense, the auxiliary function is:
where, M (r) is the set of Gaussian components belonging to class r, τ is the index of time,
is the mean estimate of Gaussian m. When all the model parameters are optimized simultaneously, the auxiliary function can be rewritten as:
where,
is the occupation of class r. The re-estimation of Gaussian weights, transition probabilities and Gaussian means in the model are the same as that of usual HMM. The ML estimation of Gaussian diagonal covariance is:Σ
However, the formula (3), to estimate transform matrixÂ
, is a non-linear optimization problem. Some numerical optimization methods, such as steepest descend or quasi-Newton, can be adopted to solve it, but the computational complexity is very high.
Gales iteration
Gales [8] proposed the following iteration method to estimate diagonal covariance and transform matrix of STC:
1) Estimate Gaussian weights, transition probabilities and
Gaussian means in the model, which are independent of the other model parameters; 2) Fix the current transform matrix estimateÂ (r) , estimate the diagonal covariances {Σ
iteratively row by row using the following formula:
where, , computing cofactors of current row elements needs to fix other rows ofÂ (r) . Experiments show that Gales iteration is faster than other numerical optimization methods. Moreover, this kind of iteration can be applied to other non-linear optimization problems such as HLDA [7] , MHLDA [9] , CMLLR [10] , and so on. Therefore, its application value is very huge.
Gales [8] doesn't mention how to compute cofactors of elements of a matrix row in two layers of loops. Computing cofactor directly has the computational complexity of O(n!), it cannot be used in practical application. Usually, matrix decomposition is adopted to compute them. HTK-3.4 toolbox [11] takes LU decomposition of matrix, and its computational complexity is O(n 3 ). However, when there are many classes, training STC transform matrices still needs much time.
ITERATIVELY COMPUTING THE INVERSE AND DETERMINANT OF A MATRIX
Before introducing our improved iteration method to solve STC transform matrices, we give a general property of the inverse and determinant of a matrix. For simplifying notations and avoiding confusion, we omit the superscript class index (r) and hat notation of estimation of STC transform matrix estimateÂ (r) , and just denote A in the rest of this paper.
A property of inverse and determinant of matrix
Assuming A is an reversible square matrix of size (n × n), a and b are both column vectors of size (n × 1), then we have
This property is a special case of Sherman-MorrisonWoodbury formula [12] , and the formula (6) can be easily proved by verifying the equation
being correct, where I is identity matrix of order n. Bring formula (6) into the left side, multiply into brackets and the identity matrix will be obtained. The proof of (7) needs to construct a (n + 1) × (n + 1) size matrix
where 0 is a column vector of size (n×1) with all its elements being zero. On the other side,
Therefore, the second formula is also correct. The proof of the property (6) and (7) of the inverse and determinant of a matrix is now complete.
Iteratively computing the inverse and determinant of an STC transform matrix
With the above property of inverse and determinant of matrix, we can compute the inverse and determinant of an STC transform matrix in current iteration using those in the previous iteration.
where, e i is a column vector of size (n × 1) with the i'th element being one, the others being zero, a (k) i is the i'th (1 × n) row of transform matrix estimate A (k) in the k'th iteration. Then we have
Therefore, we only need to compute the inverse and determinant of the transform matrix in the initial iteration. In the following iterations, updated inverse and determinants of transform matrix can be computed iteration by iteration using formulae (6) and (7) . The computational complexity of solving the inverse and determinant using matrix decomposition is O(n 3 ), while that of using formulae (6) and (7) is O(n 2 ). Once we have the inverse A −1 and the determinant |A| of the transform matrix A, then the vector c i , consisting of cofactors of elements of the i'th row a i of A, is equal to the i'th row of multiplication of the determinant and transposed inverse |A|A − . That is
The outer-loop of Gales iteration for training STC matrices is the alternate iteration between step 2) and 3), which is the alternate update between diagonal covariance components {Σ (m) diag } and transform matrix A. The inner-loop of Gales iteration is in step 3), which updates A iteratively row by row. Using formulae (6) and (7), the inner-loop can be summarized as the follows: 3.1) Set k = 0, compute the inverse and determinant of initial transform matrix A (k) using LU decomposition;
using formula (9);
using formula (5); 3.4) Compute A (k+1) using formula (8); 3.5) Compute the inverse and determinant of A (k+1) using formulae (6) and (7); 3.6) Set k = k + 1 and go to step 3.2) until convergence.
Computing the inverses and determinants of transform matrices using formulae (6) and (7) in two layers of loops of STC training iterations obviously can improve the training efficiency of STC.
EXPERIMENTS
To evaluate the improved STC iteration, we examined the training time and recognition performance of STC between the improved iteration, which is based on iteratively updating the inverse and determinant (iterInvDet), and the usual iteration, which is based on LU matrix decomposition (HTK-3.4), with different regression classes on the RM database [13] . We chose a 39-dimensional vector, including 12 MFCC, log energy, and their first-and second-order differences, as training features. All the training procedures are based on Cambridge's HTK-3.4 toolbox [11] .
The details of the RM database can be found in [13] . We used the standard NIST/RM SI-109 training set to train a tiedstate tri-phone model. Each tied-state has six Gaussian components. A total set of all test sets feb89, oct89, feb91, sep92 is used for evaluation.
In experiments, when choosing the same regression classes, we found that the improved iteration method and HTK iteration generate the same STC transform matrices and models. Therefore, the recognition performances should be the same, and so were tested only once. Figure 1 shows the 
CONCLUSIONS
Solving STC transform matrices is a non-linear optimization problem. Gales iteration, updating matrix row by row iteratively, needs to compute cofactors of a row elements in two layers of loops. Directly computing them is impractical and computing using matrix decomposition is still too time consuming. Based on the fact that only one row is updated in an iteration and through algebraic procedures, cofactors were computed from the inverse and determinant of the matrix, which were computed from those in the previous iteration. This iteration method greatly improves the training efficiency of STC. Experiments on the RM database show the validity of the proposed method.
