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In this thesis, the problem of computing the back-reaction, or self-force, caused by a point
particle interacting with its own eld is studied. In particular, motivated by the prospect of
detecting gravitational waves from extreme mass ratio inspiral systems, we consider the motion
of the particle in black hole spacetimes. As a toy model for the most astrophysically relevant
scenario of orbits about a rotating black hole we rst study the scalar-eld self-force (SSF)
experienced by a scalar charge moving on a xed geodesic in Kerr spacetime for a variety of
orbits. Our approach is to work in the frequency domain, fully decomposing the scalar eld
into spheroidal harmonic and frequency modes and numerically solving for the retarded eld
mode-by-mode. Regularization of the retarded eld is performed using the standard mode-sum
technique which requires spherical harmonic modes as input, which we obtain by projecting the
spheroidal harmonic modes on to a basis of spherical harmonics.
We nd for circular, equatorial orbits that the black hole spin can have a pronounced eect
on the conservative piece of the SSF, causing it to (with respect to the Schwarzschild scalar-eld
self-force) change sign for certain spins and orbital radii. For eccentric orbits in the equatorial
plane, we make use of the recently introduced method of extended homogeneous solutions to
overcome the Gibbs phenomenon associated with a na ve approach. As an application of our
work we compute the shift to the innermost stable circular orbit due to the conservative piece
of the scalar-eld self-force for a variety of black hole spins. We also present some preliminary
results for the SSF along circular, inclined geodesics.
As well as studying the toy model SSF, we also consider the gravitational self-force (GSF)
problem in the context of orbits around a Schwarzschild black hole. Our approach is again to work
in the frequency domain, and we perform a complete decomposition of the metric perturbation
in tensor spherical harmonics and frequency modes. The ten metric perturbation elds decouple
with respect to the multipole indices but remain coupled within each spherical harmonic mode.
We solve the resulting coupled sets numerically with a code set up to run on a computer cluster.
Regularization is again performed using the mode-sum technique.
Our resulting code is extremely ecient for low eccentricity orbits, and using it we compute
the GSF for a great many points in the orbital parameter space. With these results we t an
analytic model to our numerical data and then use a relativistic osculating elements scheme to
evolve the orbital inspiral. This allows us, for the rst time, to assess the contribution to a
complete inspiral from the conservative piece of the gravitational self-force.
Finally, as an aside, we investigate the recently discovered phenomenon of isofrequency orbits,
whereby it is possible to have pairs of physically distinct bound geodesics about a Kerr black
hole that share the same three orbital frequencies.Contents
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Introduction
Gravitational wave astronomy promises to be an exciting and rewarding eld over the coming
decades. Practically unaected by any intervening matter between the source and the Earth,
gravitational waves should allow us to peer deep into some of the most violent events in the
universe as well as allowing us to probe the strong eld predictions of Einstein's general relativity.
Expected sources of gravitational waves include many interesting astrophysical phenomena such
as black hole mergers, neutron star dynamics and supernovae.
With the ongoing upgrade of the most sensitive gravitational wave detector, the Laser In-
terferometer Gravitational Wave Observatory (LIGO) [1], the gravitational wave community is
condent of the rst gravitational wave detection occurring within the decade. Given the sensi-
tivity that LIGO and other detectors [2, 3] are now approaching, as well as reasonable estimates
on the event rates of various gravitational wave sources, failure to detect gravitational waves
would be a major problem for the theory of general relativity.
Once initial detection is made, attention will move to extracting interesting science from
the incoming waves. The strain from gravitational waves reaching the Earth is expected to be
extremely small, being on the order of 1 part in 1022. To give an idea of how minuscule this
change is, in a 4km long interferometric detector (such as LIGO) the change in the arm length
induced by the passing of a gravitational wave is over a thousand times smaller than the diameter
of a single proton. Consequently the incoming signal is extremely dicult to separate from the
detector noise, and thus to detect gravitational waves from many of the sources of interest, good
theoretical models have to be produced, so that matched ltering techniques can be applied: the
idea here being that the more information you have about what you seek, the easier it is to nd.
Looking for a needle in a haystack is a challenging task, but if we know some properties of the
needle we seek (such as that it is composed of a ferrous metal), then it is much easier to extract
(use a magnet!) [4].
LIGO's sensitivity is greatest in the 1Hz to a few kHz range. Detection of signals below
the 1Hz cut-o is extremely challenging because of the seismic noise present in and around the
detector. For detection of gravitational waves with frequencies below 1Hz, we look to space-based
missions such as the planned European Space Agency (ESA) mission, eLISA [5], pencilled in for
launch around 2025. eLISA is expected to be sensitive to gravitational waves in the 1mHz to
0.1Hz range. This will allow it to explore a complementary set of sources to those that LIGO will
observe. Included in this list of observable sources are Extreme Mass Ratio Inspirals (EMRIs).
EMRIs are binary systems where one of the bodies is signicantly more massive than the
other. Typical eLISA-band systems consist of a massive black hole with mass, M, of the order of
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106M orbited by a smaller compact object (CO) of mass, , in the range of 1 10M. To leading
order in the mass ratio, the compact body's dynamics can be considered to be that of a point
particle. This is a convenient description as it allows for a universal formulation of the particle's
motion independent of its internal dynamics, allowing one to draw general conclusions about the
body's motion regardless of whether it is, say, a black hole or a neutron star. Unfortunately this
universality comes at a price as within a point particle model the back reaction of the particle's
own eld upon its motion cannot be na vely computed as the gradient of the eld at the particle's
location, because precisely at that location a point-particle's eld diverges. Thus, in order to
perform practical calculations this divergence has to be carefully removed via an appropriate
regularization scheme.
The appropriate regularization procedure was rst identied by Mino, Sasaki and Tanaka
[6] and Quinn and Wald [7] in 1997. Their regularization formula (the `MiSaTaQuWa' equation)
was not particular useful for practical calculations, and so shortly after, their results were recast
into a more practical form by Barack and Ori [8], and we make use of their `mode-sum scheme' in
this work. Since 1997 great strides have been made (see Sec. 1.3 below) towards the `holy grail' of
self-force research: computation of theoretical gravitational waveforms, including all rst-order-
in-the-mass-ratio eects, from an extreme mass ratio binary in the case where the central object
is a rotating Kerr-type black hole. In this thesis we present further work towards this goal in
the form of the rst calculation of the SF for a particle in a realistic orbit in Kerr spacetime
(for a toy scalar-eld model) and a new calculation of the gravitational self-force (GSF) about a
non-rotating Schwarzschild black hole. In both cases we worked in the frequency domain (FD)
when making our calculations and we justify this approach below (Sec. 1.4). Lastly we remark
that all previous GSF calculations have been for the case of a particle moving on a geodesic of
the background spacetime; there have been no calculations where the GSF has been allowed to
back react upon the particle and modify its motion. In this thesis, for the rst time, we compute
an orbital inspiral including all rst-order-in-the-mass-ratio eects for a particle in orbit about
a Schwarzschild black hole. In computing the inspiral we use an osculating orbit technique, and
thus, whilst this is a step forward, we must add that important questions remain regarding the
approximation we use to evolve the inspiral using our FD data.
1.1 Astrophysical Motivation
We now consider the astrophysical case for the work we present in this thesis. This broadly
breaks into two questions: (i) What evidence do we have to believe that EMRIs exist in the
actual universe and how likely are they to occur? (ii) What could we hope to learn from the
gravitational wave emissions from EMRI systems?
Answering the rst question relies on demonstrating the existence of two things: compact
objects and massive black holes. We remark that the best target EMRI systems will be those
where the smaller component is a compact object, not just a low mass object. This is because
large, low mass objects, such as main sequence stars, will be tidally disrupted and completely
torn apart before they complete the inspiral (i.e., before they reach the last stable orbit) [9].
For this reason the most interesting systems are those where the smaller body in the EMRI is
a compact object such a neutron star, white dwarf star or stellar mass black hole. There is a
wealth of observational evidence for neutron stars and white dwarfs, as well as indirect evidence
for the existence of stellar mass black holes [10].Chapter 1 Introduction 3
The case for the existence of massive black holes is also good. Within our own Milky Way
Galaxy there is now strong evidence supporting the existence of a massive black hole in the
galactic core. This evidence comes in the form of radio emissions (presumably from the black
hole's accretion disk [11]), but also crucially from the mapping of the orbits of the neighbouring
stars|see Fig. 1.1|which has shown the mass of the central object to be 4:1  0:6  106M
[12]. Importantly this large mass is known to be contained in a small volume as the so called
`S0-2' star has been observed to come with 120AU of the central object without colliding with
it or being tidally ripped apart [12, 13]. Theory then tells us that the best candidate for the
central object is a massive black hole.
It is important now to ask how often compact objects come close enough to massive black
holes to be ensnared by their gravitational pull and begin inspiralling due to the emission of
gravitational waves. There are currently three known possible mechanisms for the production of
EMRI systems [9]: (i) mass segregation by two-body scattering in the stellar population near the
galactic center whereby the more massive objects sink towards the massive black hole [14, 15],
(ii) tidal disruption of binary systems passing near to a massive black hole [16] and (iii) star
formation and rapid collapse into a black hole in the accretion disks surrounding massive black
holes [17]. For a single massive black hole the event rates for these mechanisms is of the order
of a few EMRIs per Gyr [14, 18]. Fortunately eLISA should be sensitive to EMRI signals from
systems with a redshift up to 0.7 [9] (assuming a signal-to-noise ratio of 20 and a two year
observation time). This volume of space encloses a large number of galaxies, most of which
are believed to contain massive black holes [19], and thus over the mission lifetime eLISA is
expected to observe 10s to 1000s1 of EMRIs [22]. The large uncertainty in this result stems from
the uncertainty in the event rate at which compact objects fall onto massive black holes. The
number of galaxies that eLISA would be expected to hear signals from is well constrained.
We now turn our attention to the second motivation question: what could we hope to
learn from the gravitational wave emissions from EMRI systems? Firstly, the CO in an EMRI
system will undergo many thousands of orbits whilst the frequency of the gravitational wave
emission is within the eLISA band. During this time the CO will eectively map out the space
time surrounding the massive central object, allowing for precision tests of general relativity
in the strong eld regime [23] (and maybe tests of other competing theories of gravity [24]).
In particular, it should be possible to conrm or refute the Kerr hypothesis [25]|that the
spacetime around astrophysical black holes is described by the general relativistic Kerr metric.
The gravitational waves from EMRI systems should also allow for accurate estimation of the
orbital parameters as well as the spin and mass of the central black hole and the inspiralling CO
[26]. These parameters are dicult to constrain with electromagnetic (EM) observations alone.
1.2 Approaches to the two body problem in GR
Our goal in this thesis will be to solve the two body problem in a general relativistic setting.
Specically we will be interested in the case where there is an extremely large ratio between
the masses of the two bodies. Before considering how to model such setups via black hole
perturbation theory, we shall outline two other approaches employed to nd solutions to the
general two body problem: post-Newtonian (PN) approximations and numerical relativity (NR).
1eLISA will also be sensitive to a large number of unresolvable EMRI signals, the confusion noise from which
will only slightly reduce EMRI detection rates [20]. At low frequencies a much greater source of confusion noise
will come from unresolvable white dwarf binaries [21].4 Chapter 1 Introduction
Figure 1.1: Motion of stars in the central arcsecond of the Milky Way Galaxy. Using these
results Ghez et al. [12] were able to measure the mass of the central object to be 4:1  0:6 
10
6M. They also observed that the `S0-2' star comes, during its 15 year orbit, to within
120AU of the central object without crashing into it or being tidally disrupted or torn apart.
The implication then is that this large mass is contained within a small volume of space.
Theory then tells us that this object is most likely a massive black hole. This image was
created by Prof. Andrea Ghez and her research team at UCLA and is from data sets obtained
with the W. M. Keck Telescopes.
Each of the three approaches is best suited to a particular region of the mass-ratio to average
orbital separation parameter space|see Fig. 1.2. After discussing black hole perturbation theory,
we also briey outline how results from these three distinct approaches have been compared and
combined.
1.2.1 Post-Newtonian theory and Numerical Relativity
The rst, and oldest, approach to the general relativistic two body problem, arguably begin-
ning with Einstein's calculation of the anomalous perihelion shift of Mercury [27], is the post-
Newtonian approximation (see Blanchet for a review [28]). In this approach, the eld equations
are expanded perturbatively in powers of the binary's orbital velocity as a fraction of the speed
of light [29]. For this reason, the domain of validity of PN results covers weak eld, low velocity
systems. The post-Newtonian approximation has proven itself in its domain of validity by suc-
cessfully predicting relativistic corrections away from Newtonian solar system dynamics [29] as
well as the celebrated prediction of the rate of inspiral of the Hurse-Taylor binary pulsar, PSR
1913+16 [30, 31, 32], and other similar systems [33]. Despite its age, post-Newtonian research
continues to be an extremely active eld, making important contributions to the modern day
search for gravitational radiation [34, 35].
The second method, numerical relativity, can perhaps be considered the youngest approachChapter 1 Introduction 5
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Figure 1.2: In this gure we show where the three main approaches to the two body problem
problem in GR are valid. Post-Newtonian theory is valid when the two bodies are widely
separated and moving slowly. Full numerical relativity is best suited to the strong eld regime,
though due to the added computational burden it is dicult to simulate systems where the
bodies are too widely separate (the time until merger increases with initial separation) and/or
the mass ratio is high (the required resolution increases as the mass ratio increases). Lastly,
black hole perturbation theory is valid when one of the two bodies is much less massive than
the other. The boundaries shown between the three calculation techniques are for illustrative
purposes only, and, of course are not strictly dened (see Sec. 1.2.3)
to solving the two body problem in GR. Numerical relativity aims to model the complete space-
time dynamics of the two body system by numerically solving the full Einstein eld equations.
Although work has been going on in this eld for the past thirty to forty years, examining situa-
tions such as head on black hole collisions [36], it was only recently that a suitable computational
framework was developed to allow for stable orbital evolutions of the spacetime of a binary black
hole system. Starting with Pretorius [37, 38] in 2004 and then Campanelli et al. [39] and Baker
et al. [40] in 2005, the eld has rapidly exploded produced many interesting new insights into the
physics of black hole mergers (kicks [41], anti-kicks [42, 43] and spin-bobbing [44] to name but a
few). A review of recent advances in the NR eld is given by Pfeier [45]. The extreme resolution
requirements of modelling the mass ratios encountered in EMRI systems (typically 1 : 106) puts
such systems well out of reach of current NR technology where to date the largest mass ratio
explored is 1 : 100 [46]. Similarly, due to computational restraints, the initial separation of the
black holes in NR simulations cannot be too large if the merger is to be reached within a sensible
amount of computing time.
Recently there has been a synergy between the previous two methods in the Eective One
Body (EOB) approach of Buonanno and Damour [47]. This method aims to provide a scheme
for solving the general relativistic two body problem along similar lines to how the Newtonian
problem is solved: by reducing the problem to that of solving for the motion of single body
in some eective geometry. The way this is done is by resumming the post-Newtonian results
in such a way as to capture the essence of the non-perturbative corrections and matching the
resultant waveforms to the known analytical results for the ring down of the black hole that
occurs after merger. Numerical relativity enters into this approach by allowing ne-tuning of the
resumming. Using these techniques complete waveforms have been produced that include the
inspiral, merger and ring down of a binary black hole system [48]. Damour and Nagar provide a6 Chapter 1 Introduction
comprehensive review of the EOB approach [49]. EOB results are also important as numerical
relativity simulations are computationally expensive; it can take weeks or months to evolve a
single black hole binary system through a few orbits prior to merger. Consequently approximate
waveforms, such as those provided by the EOB approach, need to be generated in order to ll
the parameter space required to make eective gravitational wave searches.
1.2.2 Black hole perturbation theory
When one of the two bodies is substantially smaller than the other (and hence its gravitational
eld, considered as a perturbation over the eld of the larger body, is also small) black hole per-
turbation theory can be used. The seminal work in this eld for perturbations of a Schwarzschild
black hole was carried out by Regge and Wheeler [50], where they showed that in a suitable gauge
(later called the Regge-Wheeler gauge), the metric perturbation obeys a standard wave equation.
Their approach was later extended to the case of electrically charged (Reissner-Nordstr om) black
holes by Zerilli [51] and Moncrief [52, 53]. For Kerr spacetime, the reduction of the perturbation
problem to that of solving a single wave equation was rst demonstrated by Teukolsky [54, 55].
These approaches have proven to be very powerful for analyzing perturbations of black holes.
In the context of modelling EMRI, the ideal calculation is to compute the back-reaction of a
point particle's metric perturbation upon the particle's own motion. The resulting force the
particle feels due to this interaction is commonly known as the gravitational self-force (GSF).
As mentioned above, computing the GSF is dicult, as the perturbation from a point particle
is divergent at the particle's location, and in order to compute the full eects of the interaction
between the particle and its perturbation, a suitable regularization scheme must be used. In
the gauges used in the aforementioned perturbation techniques, the singularity in the metric
perturbation at the particle takes a complicated form, and it is not known in general how to
proceed with regularization to recover the full GSF [56].
We remark at this point that the full eects of the GSF can be broadly split into conservative
and dissipative pieces. Dissipative eects are responsible for driving the orbital inspiral and, in
the context of an inspiral into a Kerr black hole, give rise to the secular drift in the principal
orbital parameters of the orbital energy, E, angular-momentum, L, and Carter constant, Q. On
the other hand, conservative eects do not secularly inuence the principal orbital parameters2,
but they do eect the phasing of the orbit. A complete description of the orbital motion must
include both eects.
If one is only interested in the dissipative eects of the GSF on the orbital inspiral, then the
above perturbation techniques can be employed by appealing to conservation laws. In the case of
generic orbits about a Schwarzschild black hole and circular or eccentric equatorial orbits about
a Kerr black hole, these conservation laws allow the average change in E and L to be related
to the asymptotic uxes at the spacetime boundaries, avoiding any local calculation of the SF
and the need for regularization that comes with it. For the most astrophysically relevant case of
generic (both eccentric and inclined) orbits about a Kerr black hole, it is necessary to track the
evolution of the Carter constant, for which there is no corresponding conservation law. Though
the instantaneous change in the Carter constant cannot be directly related to the asymptotic
uxes, methods have been introduced to track its average change across many orbits when the
evolution is suciently adiabatic [57, 58, 59, 60].
2Both the dissipative and conservative eects inuence the momentary values of the primary orbital parame-
ters, but the conservative eects average out over many orbits.Chapter 1 Introduction 7
In order to compute the full GSF for generic orbits, including conservative eects, we are, at
the time of writing, forced to work in the Lorenz gauge in order to make use of the appropriate
regularization scheme (discussed in Chapter 5). The trade o for access to the conservative
eects of the GSF is that the metric perturbation decomposed in the Lorenz gauge is not as
algebraically simple as say, the metric perturbation in the Regge-Wheeler or radiation gauges.
The decomposition of the metric perturbation in the Lorenz gauge was rst carried out by Barack
and Lousto [61]. Since then, calculations of the full GSF have been made for circular orbits in
Schwarzschild spacetime by Barack and Sago [62] (Lorenz gauge), Detweiler [63] (Regge-Wheeler
gauge), Berndtson [64] (Lorenz gauge), Shah et al. [65] (radiation gauge) and Akcay [66] (Lorenz
gauge). For eccentric orbits about a Schwarzschild black hole, the rst GSF calculation was
performed by Barack and Sago [67] (Lorenz gauge) and we present the second Lorenz gauge
calculation in this thesis.
1.2.3 Comparisons between the approaches
The above approaches to the two body problem are each best suited to a particular region of
the separation to mass-ratio parameter space (see Fig. 1.2), but these three regions are not
disjoint. Where they overlap it has been possible to make comparisons between the results
of each approach. Comparisons between NR and PN have been made by matching the initial
conguration of an NR simulation (involving two non-spinning black holes) to PN results some
30 orbits prior to merger, and then evolving the NR simulation and observing how the resulting
evolution compares with PN predictions, with a good comparison found over the next 15 orbits
[68].
It has also been possible to compare results between GSF and PN computations. These two
techniques work with dierent regularization procedures and in dierent gauges but once suitable
gauge invariant quantities were identied [63, 69] a very successful comparison was made for the
case of a particle in a circular orbit about a Schwarzschild black hole [70]. Favata has also used
the shifted (due to the perturbation from the CO) location of the innermost stable circular orbit
(ISCO) as a point of comparison between GSF and PN results [71].
Comparison between NR and GSF results has also recently been undertaken by Le Tiec et
al. [72, 73] (Refs. [72, 73] also makes comparisons between NR, PN and EOB). Interestingly it
was found that GSF results can be made to compare remarkably well with NR simulations in
the case where the black holes are of comparable masses (ratios from 1:1 - 1:8), when the usual
mass ratio, =M, is replaced by the symmetric mass ratio, (M)=( + M)2. This opens up the
exciting possibility that GSF results might be applicable to not just EMRI systems, but possibly
also to Intermediate Mass Ratio Inspirals (IMRIs) (whose mass ratios are around 1:100).
1.3 SF calculation: State of the art
There have been a large number of SF calculations over the years, with a particular urry of
new results recently, owing to the renewed interest in the problem in light of the desire to
produce gravitational waveform templates for EMRI systems. The theoretical framework of SF
calculations has been placed on rm footing by many authors [6, 7, 44, 74] (see Poisson for a
review of the motion of a point particle in curved spacetime [75]), and practical procedures for
carrying out the regularization (all based upon the aforementioned theoretical work) have also
been produced (see Barack [76] for a review). In brief, the main approaches to practical SF8 Chapter 1 Introduction
calculations are
 Matched expansions. This approach makes use of the MiSaTaQuWa regularization equa-
tions directly by computing the relevant Green's function via an analytic Hadamard ex-
pansion that is valid within the normal neighbourhood of the particle (the normal neigh-
bourhood is the locus of spacetime points connected to the particle by a unique geodesic).
This expansion is then matched to a numerical calculation of the distant past contribution
to the Green's function [77]. So far this technique has been applied to the calculation of
the self force on a scalar charge in Nariai spacetime [78] (a simple toy spacetime given by
the Cartesian product of 2-dimensional de Sitter spacetime and the 2-sphere, and which
shares many of the characteristics of Schwarzschild spacetime).
 Radiation-gauge regularization. This approach aims to recast the MiSaTaQuWa regular-
ization procedure in terms of the radiation gauge. The numerical work is then made much
easier as the powerful Teukolsky formalism mentioned above can be employed, though
much of the technical challenge in this approach becomes hidden in the dicult process of
metric reconstruction [79, 80].
 Mode-sum method. This is an approach where the retarded and singular components (as
identied by MiSaTaQuWa) of the metric perturbation are considered within a multipole
expansion. Importantly, from a numerical point of view, the individual modes of the
expansion of the retarded eld are continuous at the particle. The multipole expansion of
the singular eld can be treated analytically, and the regular eld (which is responsible
for the SF) is computed by subtracting the singular eld from the retarded eld mode-by-
mode.
 Puncture methods. This is an approach aimed at 2+1D and 3+1D time-domain evolu-
tions where the metric perturbation is divergent at the particle. The main idea behind
this approach is to construct an appropriate approximation to the singular eld and, in a
`puncture' region surrounding the particle, solve for the retarded eld minus the approx-
imation to the singular eld, the result of which will be smooth enough to extract the
correct SF. In 2+1D time-domain (TD) calculations, this approach is implemented in the
m-mode scheme of Barack and Golbourn [81], and in 3+1 dimensions the eective source
approach of Vega and Detweiler [82] and others [83] is taken.
Many of these techniques are complicated to implement, and so, before tackling the GSF
problem, they have often been tested on toy scalar-eld problems|see Table 1.1. Electromag-
netic self-force calculations have also been carried out, though as they are more complicated than
the equivalent scalar-eld problems and not particularly physically relevant, fewer EM self-force
calculations have been made over the years|see Table 1.2. The all important GSF calculations
(in view of EMRI modelling) are presented in Table 1.3. All three of these tables are updated
versions of the one found in Barack's review [76].
When work on this thesis began, all self-force calculations had only been performed for a
particle in orbit about a Schwarzschild black hole (with the exception of one calculation by Burko
and Liu [96] for a static scalar particle in Kerr-Newman spacetime). There is a growing body of
evidence that both stellar mass and massive black holes are rotating [105, 106], and consequently,
when modelling black hole binary systems, it will be important to assess how the black hole's
spin inuences the orbital dynamics. In this thesis we present the rst self-force calculation for aChapter 1 Introduction 9
Spacetime Particle motion Author(s) Strategy
Nariai Static particle Casals et al. [78] matched expansions
Schwarzschild
Static particle Burko [84] mode-sum, analytic
Wiseman [85] direct, analytic
Radial infall Barack & Burko [86] mode-sum, (1+1D)
Circular orbit
Diaz-Rivera et al. [87] mode-sum, FD
Ca~ nizares and Sopuerta [88] mode-sum, pseudo-spectral
Thornburg [89] mode-sum, (1+1D), AMR
Vega & Detweiler [82] puncture, (1+1D)
Vega et al. [90] puncture, (3+1D)
Dolan & Barack [91] m-mode (2+1D)
Eccentric orbit
Haas [92] mode-sum
Ca~ nizares & Sopuerta [93] mode-sum, pseudo-spectral
Thornburg [94] m-mode (2+1D)
Diener et al. [95] puncture, (3+1D)
Kerr-Newman Static particle Burko & Liu [96] mode-sum, analytic
Kerr Circular, equatorial orbits Warburton & Barack [97] mode-sum, FD
Dolan et al. [98] m-mode, (2+1D)
Eccentric, equatorial orbits Warburton & Barack [99] mode-sum, FD
Circular, inclined orbits Warburton (this thesis) mode-sum, FD
Table 1.1: State of the art: scalar-eld self-force calculations. In this table we present a
list of the scalar-eld self-force calculations that have been performed to date. The left most
column shows the spacetime in which the calculation was carried out and the second column
shows the (geodesic) motion of the particle considered. The third columns gives the authors
of the various works and the fourth column gives their overall calculation strategy (refer to
the main text for a brief description of each approach). Note `AMR' stands for `with adaptive
mesh renement'.
Spacetime Particle motion Author(s) Strategy
Schwarzschild Static particle
Smith & Will [100] analytic
Burko [84] mode sum, analytic
Keidl et al. [101] radiation-gauge, analytic
Eccentric orbit Haas [102] mode-sum, (1+1D)
Table 1.2: State of the art: electromagnetic self-force calculations. The column format is the
same as in Table 1.1.
scalar particle in orbit about a Kerr black hole (Chapters 6 and 7 and published as Refs. [97] and
[99]). Our results have since been corroborated by other researchers using alternative calculation
techniques [94, 98, 107].
We also consider the simpler, and less astrophysically relevant, case of the GSF for orbits
in Schwarzschild spacetime. Though Schwarzschild GSF results may not be the most useful
for actual signal searches within data from gravitational wave detectors, they are, due to the
spherical symmetry of the spacetime, easier to obtain and as such provide an excellent test bed
Spacetime Particle motion Author(s) Strategy
Schwarzschild
Radial infall Barack & Lousto [103] mode-sum, (1+1D), Regge-Wheeler gauge
Static particle Keidl et al. [101] radiation-gauge, analytic
Circular orbit
Barack and Sago [62] mode-sum, (1+1D), Lorenz gauge
Detweiler [63] mode-sum, FD, Regge-Wheeler gauge
Berndston [64] mode-sum, FD, Lorenz gauge
Shah et al. [65] radiation-gauge, FD
Akcay [66] mode-sum, FD, Lorenz gauge
Eccentric orbit Barack and Sago [67] mode-sum, (1+1D), Lorenz gauge
this thesis & Akcay et al. [104] mode-sum, FD, Lorenz gauge
Table 1.3: State of the art: gravitational self-force calculations. The column format is the
same as in Table 1.1.10 Chapter 1 Introduction
for approaching the problem in Kerr spacetime. Furthermore, as already mentioned, GSF results
in Schwarzschild spacetime provide points of reference that can be used to make contact and
comparison with other approaches to the general relativistic two body problem [71, 72, 108].
For all the cases presented in Tables 1.1, 1.2 and 1.3, the SF was calculated for a parti-
cle moving along a geodesic of the background spacetime. Only very recently has there been
work on using SF data to compute an actual inspiraling orbit. For a particle carrying a scalar
charge moving in Schwarzschild spacetime Diener, et al. [95] have computed a self-consistent
time-domain evolution. For the GSF problem, we present in this thesis the rst inspiral com-
puted using actual GSF data, including all rst-order-in-the-mass-ratio eects (Chapter 9 and
published as Ref. [109]). It is important to qualify this statement though as, in computing the
inspiral, we have worked within an osculating orbit approximation. The error made by using
this approximation to evolve an entire inspiral is, at the time of writing, not currently clear. In
particular it is not known how the error scales with the mass ratio. We discuss this point further
in Chapter 9 and in the concluding remarks of this thesis we outlined how this error might be
quantied in the future.
1.4 Frequency domain approach
In this thesis we opt to tackle the SF problem via frequency-domain techniques over time-domain
approaches. Our reasons for taking this approach are as follows:
 In frequency domain calculations one encounters ordinary dierential equations (ODEs)
which are substantially easier to work with numerically than the partial dierential equa-
tions encountered within a TD treatment. As an example, for eccentric orbits about a
Schwarzschild black hole, Barack and Sago [67] found they needed to use a rather com-
plicated 4th-order-convergent nite-dierence scheme in their TD treatment. For circular
orbits Barack and Sago [62] used a 2nd-order scheme and increased the convergence rate of
the nite-dierence algorithm using a Richardson-type extrapolation to the limit of van-
ishing grid-cell size. They found this approach was not possible for eccentric orbits. The
FD approach avoids these technical diculties.
 Eccentric orbit FD calculations were, until recently, hampered by the fact that for these
orbits the perturbation is a non-smooth function of time for a given radius between the
minimum and maximum radius obtained during the orbit. This fact means that the high-
frequency convergence of the Fourier sum at the particle suers from the well known
Gibbs phenomenon, which arises from attempting to construct a discontinuous function
(in the case of the radial derivatives of the metric perturbation) as a sum of smooth
functions. This diculty was recently circumvented by the introduction of the method of
extended homogeneous solutions by Barack, Ori and Sago [110]. This FD technique was
successfully implemented by Barack and Sago to compute the monopole and dipole modes
of the metric perturbation for a particle on an eccentric orbit [67] (they found these two
modes of the metric perturbation did not evolve stably in the TD). With the method of
extended homogeneous solution in hand, the FD approach has become an attractive option
for SF calculations.
 Lastly, we show in this thesis, with our work on scalar elds in Kerr spacetime, that the FD
calculation employing the method of extended homogeneous solution can be very ecientChapter 1 Introduction 11
when computing the SSF along orbits with moderate eccentricity (see Chapter 7 and in
particular Sec. 7.2.3). This is what motivates us to perform a similar GSF calculation
(Chapter 8) where we again nd that for low eccentricity orbits our FD code runtime out
strips comparable TD codes by an order of magnitude (see Sec. 8.6.1).
1.5 Organization of this thesis
In this thesis, we present three chapters, which contain essential background material, and we
clearly mark the title of these chapters with the prex `Essential Background'. Unless otherwise
stated, everything in these chapters is not original material, instead their purpose it to bring
together all the necessary results required for the later chapters. These three essential background
chapters cover geodesic motion in Schwarzschild and Kerr spacetime (Chapter 2), perturbations
of Schwarzschild and Kerr spacetime (Chapter 4) and the self-force formalism and calculation
techniques (Chapter 5).
Original content can be found in six of the other chapters. In Chapter 3, we investigate the
recently discovered phenomenon of isofrequency geodesic orbits, whereby two physically distinct
orbits share the same orbital frequencies. This work is unrelated to the later chapters on the
SF, and for that reason we present this material immediately after the chapter on geodesics in
Schwarzschild and Kerr spacetime. We then give the other two essential background chapters
mentioned above before presenting work on the SSF in Kerr spacetime. This work is split
into two chapters corresponding to the calculation of the SSF for circular orbits (Chapter 6)
and for eccentric, equatorial orbits (Chapter 7). The results presented in these two chapters
have been published [97, 99]. We then turn our attention to calculating the GSF along generic
bound geodesic orbits in Schwarzschild spacetime (Chapter 8). The high eciency of the code
we present there allows us to compute the GSF for a great many geodesic orbits and, through
the use of an analytical model, which we t with our numerical data, we tackle the important
problem of orbital evolution (Chapter 9 and published in Ref. [109]). In our nal chapter, we
present some concluding remarks and consider how the work presented in this thesis could be
extended. Lastly, any results that we feel break the ow of the main text we have presented in
Appendices A-I.
Throughout this work we use the metric signature (  + ++) and geometrized units such
that the gravitational constant and the speed of light are equal to unity.Chapter 2
Essential background: geodesic
motion in Schwarzschild and Kerr
spacetimes
In this `Essential background' chapter we outline some of the salient features of Schwarzschild
and Kerr spacetime that we will require in this thesis, placing a particular emphasis on the
equations describing bound geodesic motion. We begin with an overview of Schwarzschild space-
time and geodesic motion within it. Schwarzschild spacetime describes the geometry outside of a
spherically symmetry body, and this spherical symmetry leads to substantially simpler equations
of motion (than those found in Kerr spacetime) through which the most prominent features of
bound geodesic motion can be understood.
After considering geodesic motion in Schwarzschild spacetime, we turn out attention to Kerr
spacetime, which describes the geometry of a rotating black hole (Schwarzschild spacetime is a
special case of Kerr recovered when the central black hole is not rotating). In Sec. 2.2.1, we
overview the concepts of the event horizon and the ergosphere. We then turn our attention to
the (much richer) space of bound geodesic orbits about a Kerr black hole. Here we nd it simpler
to consider various types (circular, eccentric equatorial) of bound geodesic orbits separately. For
generic orbits about a Kerr black hole, we do not give an orbital parametrization but we do give
the formulae required to compute the orbital frequencies for these orbits as they will be crucial
for the work on isofrequency orbits presented in Chapter 3.
2.1 Schwarzschild spacetime
The vacuum spacetime outside of a spherically symmetric body of mass M is described by the
Schwarzschild metric, whose covariant line element is given by
ds2 =  f(r)dt2 +
dr2
f(r)
+ r2(d2 + sin
2 d'2) ; (2.1)
where (t;r;;') are the standard Schwarzschild coordinates and we have dened
f(r)  1  
2M
r
: (2.2)
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We shall denote the metric tensor of the spacetime by  g and nd that its determinant is given
by
det( g) =  r4 sin
2  : (2.3)
Black hole spacetimes are dened by the presence of an event horizon which in this case, in
Schwarzschild coordinates, is located at r = 2M.
2.1.1 Geodesic motion
In this section, we consider the geodesic motion of a timelike test body in Schwarzschild space-
time. We denote the worldline of the test body by x = x
p() and its tangent four velocity by
u = dx
p=d, where  is the body's proper time. The motion of a timelike test body of mass 
in any spacetime is governed by the geodesic equation
ur(u) = 0 (2.4)
where the covariant derivative is taken with respect to the metric  g. For a timelike test body
moving in Schwarzschild spacetime, Eq. (2.4) can be written explicitly as
dtp
d
=
E
f(rp)
;
d'p
d
=
L
r2
p
; (2.5)

drp
d
2
= E2   R(rp;L2); R(r;L2)  f(r)

1 +
L2
r2

; (2.6)
where E   ut and L  u' are the integrals of motion corresponding to the test body's
specic energy and angular momentum respectively and R(r;L2) is an eective radial potential
(see Fig. 2.1). In this work we shall be concerned solely with bound geodesic motion and so
we specialize immediately to this case. Such orbits are specied uniquely, up to orientation, by
their energy and angular momentum. For this reason we shall refer to the (E;L) pair as principal
orbital parameters. Following Newtonian celestial mechanics, it will be useful to introduce an
alternative orbital parametrization given by the semi-latus rectum, p, and orbital eccentricity,
e. With the maximum orbital radius, r = rmax, and the minimum orbital radius, r = rmin,
specied, p and e are dened through
p 
2rmaxrmin
M(rmax + rmin)
; e 
rmax   rmin
rmax + rmin
: (2.7)
Notice that e = 0 for circular orbits (when rmax = rmin) and e ! 1 as rmax ! 1. Thus we have
0  e  1. The value of p will be constrained below. Equations (2.7) can be inverted to give
rmax and rmin in terms of p and e:
rmax =
pM
1   e
; rmin =
pM
1 + e
: (2.8)
The pair (p;e) also constitute a pair of principal orbital parameters and the one-to-one relation
between them and the energy and angular momentum is given by
E2 =
(p   2   2e)(p   2 + 2e)
p(p   3   e2)
; L2 =
p2M2
p   3   e2 : (2.9)Chapter 2 Essential background: geodesic motion in Schwarzschild and Kerr spacetimes 15
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Figure 2.1: The eective radial potential, dened in Eq. (2.6), for test particle motion
in Schwarzschild geometry shown here for value of the specic orbital angular momentum
(squared) given by L
2 = 1521=116  13:1121. We mark on three sample orbits (via their
related energies) that correspond to three distinct types of orbital motion. For our example
eccentric orbit [with (p;e) = (7:8;0:4)], the square of the orbital energy is given by E
2 = E
2
ecc =
1375=1508  0:911804. The orbital motion is bound between the maximum (apastron) radius,
rmax = 13M, and the minimum (periastron) radius, rmin = 39=7M, the values of which
are given by the outer two roots of E
2   R(r;L
2) = 0. As the orbital energy is decreased,
the radial distance between the two orbital turning point decreases until they coincide at
rmax = rmin = r0  8:46532, where the square of the orbital energy is E
2 = E
2
circ  0:903485.
If the orbital energy is increased from that of our example eccentric orbit then the radial
distance between the two orbital turning points increases until E
2 = E
2
s  0:91548. As E
2
approaches E
2
s (from below), the radial orbital period Tr ! 1. If E
2 = E
2
s and the test body's
motion begins exactly at the radius r = rs  4:64675 it will undergo (unstable) circular
motion. If its motion begins with rs < r < r0 then it will spend a nite time moving out to
the apastron radius rmax before spending an innite amount of time returning to the periastron
radius r2. Lastly, orbits with E
2 > E
2
s will plunge into the black hole in nite time.
Again taking the lead from Newtonian celestial mechanics, and following Darwin [111], we
introduce a \relativistic anomaly" parameter  such that the radial motion is given by
rp() =
pM
1 + ecos(   0)
; (2.10)
where 0 is a positional orbital element that species the orbit orientation. When  = 0, the
particle will be at periastron and for this reason we shall refer to 0 as the periastron phase. For
the remainder of this chapter we will assume without loss of generality that 0 = 0 so that at
 = 0 the test body is at periapsis. We shall also assume, again without loss of generality, that
at the initial periapsis passage t = ' = 0. The rate of change of tp and 'p with respect to  is
given by [112]
dtp
d
=
Mp2
(p   2   2ecos)(1 + ecos)2
s
(p   2   2e)(p   2 + 2e)
p   6   2ecos
; (2.11)
d'p
d
=
r
p
p   6   2ecos
: (2.12)16 Chapter 2 Essential background: geodesic motion in Schwarzschild and Kerr spacetimes
The accumulated azimuthal angle over one orbit, delimited by two successive periastron passages,
is found to be
' =
Z 2
0
d'
d
d = 4

p
p   6   2e
1=2
K

4e
p   6   2e

; (2.13)
where K(k) =
R =2
0 (1 ksin) 1=2 d is the complete elliptic integral of the rst kind. In general,
' 6= 2 and and the orbit precesses (see Fig. 2.3). The coordinate time taken for one complete
orbit is given by
Tr =
Z 2
0
dt
d
d : (2.14)
We now dene two frequencies associated with the orbital motion through

r =
2
Tr
; 
' =

Tr
: (2.15)
Unlike (E;L) and (p;e), the pair (
r;
) does not constitute a pair of principal orbital elements;
it is possible to nd two physically distinct orbits that share the same orbital frequencies. This
perhaps surprising result is further explored in Chapter 3. We note also that the azimuthal
frequency can be considered less fundamental than the radial frequency; the ' motion of the
particle is not strictly periodic as 'p is monotonically increasing. In the language of Goldstein
[113], the ' motion is a rotation-type periodic motion, rather than an oscillatory or libration-
type periodicity. The frequency 
' corresponds to the average rate that ' accumulates over one
radial period. The azimuthal motion can thus be considered to be of the form
'(t) = 
't + ~ '(t) (2.16)
where now ~ '(t) has a libration-type periodicity with period Tr. Physically one could imagine
orbiting the black hole on a circular orbit with frequency 
'. In that frame of reference, the
azimuthal motion of the test body will be observed to have a periodicity of Tr. Lastly, for
eccentric orbits we note that as p ! 1 the two frequencies become degenerate (there is no
orbital precession between two point masses interacting via Newtonian gravity) and reduce to
the standard Keplerian orbital frequency.
For circular orbits (e = 0;p = r0=M) the orbital frequencies reduce to

0
r =
s
(r0   6M)M
r4
0
; 
0
' =

M
r3
1=2
; (2.17)
where hereafter a sub/superscript `0' denotes a quantity's circular orbit value. The 
r fre-
quency of circular orbits is identied with the radial frequency of an innitesimal eccentricity
perturbation. Orbits with r0 > 6M are stable to eccentricity perturbations, whilst orbits with
3M < r0 < 6M are unstable; any small perturbation will cause the test body to plunge into
the black hole. At r0 = 3M only massless particles can orbit the black hole and this r0 value is
said to be the radius of the light ring. Below the light ring there are no circular timelike or null
geodesics, stable or unstable. The specic circular orbit with radius r0 = 6M is known as the
innermost stable circular orbit (ISCO). The existence of the ISCO marks a major phenomeno-
logical dierence between black hole and Newtonian celestial mechanics.Chapter 2 Essential background: geodesic motion in Schwarzschild and Kerr spacetimes 17
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Figure 2.2: The (p;e) orbital parameter space. The shaded region bounded by 0  e  1 and
6 + 2e  p < 1 marks the space of bound stable orbits within this parametrization. Circular
orbits are when e = 0 and the intersection of the separatrix es(p) = (p   6)=2 with the line
e = 0 marks the location of the innermost stable circular orbit (ISCO).
For eccentric orbits, there exists a separatrix in the (p;e) parameter space between the space
of bound stable orbits and the space of unstable orbits. The value of p at the separatrix is given
by [112]
ps(e) = 6 + 2e ; (2.18)
where, recall, 0  e  1 and hereafter a sub/superscript `s' denotes a quantity's value at the
separatrix. We plot the region of stable and unstable orbits in Fig. 2.2. For orbital parameters
along the separatrix, both ' and Tr are found to diverge. This is a manifestation of the well
known zoom-whirl behavior of black hole orbits whereby, for orbits with parameters near the
separatrix, the particle orbits (`whirls') many times just outside the periastron radius before
`zooming' back out to apastron (see Fig. 2.3).
2.2 Kerr spacetime
We now turn our attention to the more astrophysically relevant black hole spacetime of a Kerr
black hole. In Boyer-Lindquist coordinates the covariant line-element in Kerr spacetime is given
by [114]
ds2 =  

1  
2Mr
2

dt2 +
2

dr2 + 2d2 +

r2 + a2 +
2Mra2
2 sin
2 

sin
2 d'2
 
4Mrasin
2 
2 dtd' ; (2.19)
where we have dened
  r2   2Mr + a2 ; 2  r2 + a2 cos2  ; (2.20)
with M being the geometric mass and a the Kerr spin parameter, related to the black hole's
angular momentum, J, through J = aM. In this work we generally take M  a unless otherwise18 Chapter 2 Essential background: geodesic motion in Schwarzschild and Kerr spacetimes
Figure 2.3: (Top panel) Example of a bound geodesic orbit about a Schwarzschild black
hole. In this example, with orbital parameters (p;e) = (15;0:8), the azimuthal accumulation,
', between successive periastron passages totals 8.16048 radians. The radial time period
Tr is dened to be the Boyer-Lindquist t-time between successive periastron passages. The
two orbital frequencies are then given by Eqs. (2.17). The relation between the space of
orbital frequencies and the space of bound geodesics is explored in Chapter 3. (Bottom panel)
Example zoom-whirl orbit with orbital parameters (p;e) = (7:6;0:7999). During one orbit the
test body executes 6.10901 whirls of the black hole. Two complete orbits are shown. The red,
dashed line marks the location of the ISCO at r = 6M.Chapter 2 Essential background: geodesic motion in Schwarzschild and Kerr spacetimes 19
stated. The determinant of the metric tensor is given by
det( g) =  4 sin
2  ; (2.21)
and the contravariant line element is

@
@s
2
= 2
(


@
@r
2
+

@
@
2
+ (sin
 2    a2 1)

@
@'
2
 
4Mra

@
@'
@
@t
  [ 1(r2 + a2)2   a2 sin
2 ]

@
@t
2)
: (2.22)
2.2.1 The event horizon and the ergosphere
The dening feature of a black hole spacetime is the presence of an event horizon, a null surface
which bounds a region of space from within which null rays cannot escape to future null innity.
Due to the stationarity of Kerr spacetime the event horizon must be a spherical (r = const)
hypersurface [115]. For this surface to be null we require that the normal vector to the surface
(which in this case is proportional to @r) be null, i.e., g(@r)(@r)  grr = 0. This occurs at
the roots of the equation  = 0 which are given, for all (t;;'), by
r = M 
p
M2   a2 : (2.23)
The outer root (r+) marks the location of the event horizon (see [115] for a discussion of the
inner horizon at r ). For rotating black holes there is a second important hypersurface located
where gtt = 0. The properties of the interior of this region are illuminated by considering the
motion of observers about the black hole [116].
Following from the stationarity and axial symmetry of the Kerr metric, there exist two Killing
vector elds
(t) 
@
@t
and (') 
@
@'
: (2.24)
It will be useful in our discussion below to know the various inner products of these vector elds:
(t)  (t) = g((t);(t)) = g

@
@t
;
@
@t

 gtt ; (2.25)
(t)  (') = gt' (2.26)
(')  (') = g'' : (2.27)
An observer who moves along a world line of constant (r;;') is said to be static with
respect to the distant stars. It is also useful to consider an observer who is `moving with the
local geometry'. If an observer had a constant r and  but rotated about the black hole with
a uniform angular velocity, they would, due to axial symmetry, see an unchanging spacetime
geometry in their neighbourhood. Such an observer is said to be stationary with respect to the
local geometry. The angular velocity, as measured by someone at innity, of such a stationary
observer is given by

 
d'
dt
=
d'=d
dt=d
=
u'
ut : (2.28)20 Chapter 2 Essential background: geodesic motion in Schwarzschild and Kerr spacetimes
The 4-velocity, u, of a stationary observer is given by
u =
d
d
= ut

@
@t
+ 

@
@'

=
(t) + 
(')
j(t) + 
(')j
: (2.29)
The allowable values of 
 are found by noting that the 4-velocity of any physical observer must
be timelike, i.e., g(u;u) < 0. Recalling Eqs. (2.25)-(2.27) this will be the case if
gtt + 2
gt' + 
2g'' < 0 : (2.30)
Thus the angular velocities of stationary observers are constrained by

min < 
 < 
max ; (2.31)
where

min = 
av  
q

2
av   gtt=g'' ; (2.32)

max = 
av +
q

2
av   gtt=g'' ; (2.33)

av 
1
2
(
min + 
max) =  
g't
g''
: (2.34)
From Eq. (2.32) we can see that the minimum allowable angular velocity, 
min, is zero when
gtt = 0 or equivalently at a radius of
rergo = rergo() = M +
p
M2   a2 cos2  : (2.35)
This boundary lies outside the event horizon and intersects it at the poles ( = 0;). This radius
is known as the static limit and it bounds a region of space known as the ergosphere, wherein
all observers have to co-rotate with the black hole. As a given observer presses deeper into the
ergosphere towards the event horizon, 
min and 
max converge until at the event horizon they
coincide with the value

+ =
a
2Mr+
=
a
r2
+ + a2 : (2.36)
This is the angular velocity of a stationary observer just outside the event horizon and might be
interpreted as the angular velocity of the black hole itself [115].
2.2.2 Geodesics: overview
In this section we review the properties of geodesic motion of a test particle about a Kerr black
hole. Although it is possible to write down equations of motion for generic bound geodesic
orbits, these are rather cumbersome. Instead we consider orbital parametrizations for the cases
of bound circular and eccentric equatorial geodesics separately as doing so allows for a great deal
of simplication in the resulting formulae.
2.2.2.1 Constants of motion
As discussed in Sec. 2.2.1, there exist two Killing vectors in Kerr spacetime: 

(t) = dx=dt and


(') = dx=d'. The Kerr metric also admits a Killing tensor Q. To each of these there isChapter 2 Essential background: geodesic motion in Schwarzschild and Kerr spacetimes 21
associated a conserved quantity: the specic energy E =  

(t)u =  ut, the specic azimuthal
angular momentum L = 

(') = u', and the Carter constant Q = Quu. Given initial
conditions these three parameters completely specify the orbit of a test particle about a Kerr
black hole (up to orientation). We shall give the calculation of the energy and angular momentum
for each orbit type, as we shall also do for the Carter constant though its form is simple enough
to write down for generic orbits once E and L are known [116]:
Q = u2
 + cos2 p

a2(1   E2) + csc2 pL2
: (2.37)
2.2.2.2 Geodesic equations
In Boyer-Lindquist coordinates the geodesic equation (2.4) for the motion of a timelike test body
in Kerr spacetime can be written explicitly as [116]
4

dr
d
2
=

E(r2 + a2)   aL
2
  

r2 + (L   aE)2 + Q

 Vr ; (2.38)
4

d
d
2
= Q   cot2 L2   a2 cos2 (1   E)2  V ; (2.39)
2

d'
d
2
= csc2 L + aE

r2 + a2

  1

 
a2L

; (2.40)
2

dt
d
2
= E

(r2 + a2)2

  a2 sin
2 

+ aL

1  
r2 + a2


: (2.41)
The roots of Vr and V give the turning points of the orbit. In the following sections we give
useful reparametrizations of the above geodesic equations for the case where the motion is that
of a bound circular (equatorial or inclined) or eccentric equatorial geodesic.
2.2.3 Circular geodesics
The simplest orbits we can consider are circular orbits, whose radial velocity vanishes at all
times. From Eq. (2.38) this gives us Vr = 0 = dVr=d. As with for orbits in Schwarzschild
spacetime, we denote the Boyer-Lindquist radius of a given circular orbit by r0.
2.2.3.1 Circular equatorial geodesics
From Eq. (2.37) we see that orbits in the equatorial plane ( = =2) have Q = 0. Solving for
Vr = dVr=d = 0 simultaneously gives us the orbital energy and angular momentum directly as
E =
1   2v2
0 + ~ av3
0 p
1   3v2
0 + 2~ av3
0
; (2.42)
L = r0v0
1   2~ av3
0 + ~ a2v4
0 p
1   3v2
0 + 2~ av3
0
; (2.43)
where v0 =
p
M=r0 and ~ a = a=M. For circular equatorial orbits we take the angular momentum
to be positive and distinguish between prograde and retrograde orbits by the sign of a (with
a > 0 for prograde motion and a < 0 for retrograde motion). The azimuthal angular frequency
with respect to time t is given by

' =
d'=d
dt=d
=
M1=2
r3=2 + aM1=2 ; (2.44)22 Chapter 2 Essential background: geodesic motion in Schwarzschild and Kerr spacetimes
where p is the value of  at the particle.
2.2.3.2 Circular inclined geodesics
For circular inclined orbits, we break with our usual convention for the black hole spin and
always take a  0, letting the sign of L dierentiate between prograde and retrograde motion.
This allows for the smooth varying of the orbital inclination from prograde orbits to retrograde
orbits without ipping the sign of a. For a given black hole spin, a, we choose to parametrize
circular, inclined orbits by (r0;), where  is an inclination angle dened through
cos =
L
p
L2 + Q
: (2.45)
There are other common choices of inclination angle that are made but we choose this one
primarily due to its ease of computation. For a given radius r0, the most tightly bound orbit is
the prograde equatorial orbit. Likewise, the most weakly bound orbit is the retrograde equatorial
orbit [117]. All other inclined circular orbits of radius r0 will have angular momentum between
these two values.
For circular, inclined orbits it is convenient to transform to a new set of coordinates so as
to avoid the singularities at the orbital turning points in (d=d) 1 [117] (we will encounter this
term later in our numerical work). Dening z = cos2 , Eq. (2.39) becomes
d
d
= 
p
[a2(1   E2)]z2   [Q + L2 + a2(1   E2)] + Q
(r2 + a2z)
p
1   z
; (2.46)
= 
p
(z+   z)(z    z)
(r2 + a2z)
p
1   z
; (2.47)
where we have dened  = a2(1   E2) and z are the two roots of the quadratic equation in
the numerator of Eq. (2.46). The upper sign corresponds to motion from min to max and vice
versa for the lower sign.
Further dening z = z  cos2 , where  is a monotonically increasing parameter along the
body's worldline with  = min at  = 0;2 ::: and  = max at  = ;3 :::, we nd
d
d
=
d=dz
dz=d
= 
s
1   z
z    z
; (2.48)
where the  has the same meaning as in Eq. (2.46). The zenithal angle as a function of  is
then computed via
() = min +
Z 
0
d
d0 d0; min = cos 1(
p
z ) : (2.49)
Combining Eqs. (2.46) and (2.48) we get
d
d
=
p
(z+   z)
r2 + a2z
: (2.50)
Further combining Eq. (2.50) with Eqs. (2.41) and (2.40) gives us
dt
d
=
 + a2Ez
p
(z+   z)
;
d'
d
=
1
p
(z+   z)

L
1   z
+ 

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with
 = E

(r2 + a2)2

  a2

+ aL

1  
r2 + a2


;  = aE

r2 + a2

  1

 
a2L

: (2.52)
Lastly we nd t and ' as functions of  to be
t() =
Z 
0
dt
d0d0 ; '() =
Z 
0
d'
d0d0 : (2.53)
For a black hole of spin a and a given orbit with radius r and angular momentum L, solving
Vr = dVr=d = 0 gives E and Q as
E(r;L) =
a2L2(r   M) + r2
aLM(r2   a2)  
p
r5(r   3M) + a4r(r + M) + a2r2(L2   2Mr + 2r2)
; (2.54)
Q(r;L) =

(a2 + r2)E(r;L)   aL
2

 

r2 + a2E(r;L)2   2aE(r;L)L + L2
: (2.55)
The Boyer-Lindquist time taken for the body to complete one orbit (i.e., the time taken for p
to return to its original value) we denote by T = tp(2) = 2tp(). The azimuthal angle swept
out during this time we denote by 'p = 'p(2) = 2'p(). To each of these we associate a
frequency via

 =
2
T
; 
' =
'p
T
(2.56)
Similarly as with eccentric orbits, the  motion is strictly periodic whilst the ' motion is not; '
monotonically increases with time (see discussion in Sec. 2.1.1).
2.2.4 Eccentric equatorial geodesics
As already noted above, for equatorial orbits the Carter constant vanishes and thus for eccentric
orbits the pair (E;L) suce to uniquely specify an orbit in the equatorial plane up to initial
conditions. Just as with our treatment of eccentric orbits in Schwarzschild spacetime presented
in Sec. 2.1.1, it will be useful to use an alternative parametrization pair consisting of the semi-
latus rectum, p, and the eccentricity, e, representing the strong eld analogues of their Keplerian
counterparts. We take (p;e) to be as dened via the maximum and minimum orbital radius as
in Eqs. (2.7).
Returning to our usual convention for the black hole's spin ( M  a  M), the relation
between (p;e) and the energy and angular momentum is then found to be [118]
E =

1   p 1(1   e2)

1  
x2
p2M2(1   e2)
1=2
; (2.57)
L = x + aE ; (2.58)
where the function x = x(a;p;e) is dened through
x2 =
 N 
p
N2   4FC
2F
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with
F(p;e) =
1
p3

p3   2(3 + e2)p2 + (3 + e2)2p   4M 2a2(1   e2)2
; (2.60)
N(p;e) =
2
p

 M2p2 + (M2(3 + e2)   a2)p   a2(1 + 3e2)

; (2.61)
C(p) = (a2   M2p)2 : (2.62)
The azimuthal angle and time measured along the particle's worldline with respect to the
radial phase parameter  we denote by 'p() and tp() respectively, and they are given by [118]
'p() =
Z 
0
d0 ~ V'(0;p;e)
J(0;p;e)~ V
1=2
r (0;p;e)
; (2.63)
tp() =
Z 
0
d0 ~ Vt(0;p;e)
J(0;p;e)~ V
1=2
r (0;p;e)
; (2.64)
where we have
~ Vr(;p;e) = x2 + a2 + 2axE  
2x2
p
(3 + ecos) ; (2.65)
~ V'(;p;e) = x + aE  
2x
p
(1 + ecos) ; (2.66)
~ Vt(;p;e) = a2E  
2ax
p
(1 + ecos) +
Ep2M2
(1 + ecos)2 ; (2.67)
J(;p;e) = 1  
2
p
(1 + ecos) +
a2
p2M2(1 + ecos)2 : (2.68)
As with eccentric orbits in Schwarzschild geometry, we dene the orbital frequencies to be given
by

r =
2
Tr
; 
' =
'
Tr
; (2.69)
where as before we have dened Tr = t(2) = 2t() and ' = '(2) = 2'().
2.2.4.1 Innermost stable circular equatorial orbit (ISCEO)
In this section we will derive the location of the ISCEO, ignoring all SF eects. It is possible to
dene ISCOs for other orbital inclinations but we do not consider them in this work. Although
the result of this calculation appears in the literature [119], we present it explicitly here as in
Chapter 7 we will consider the eects of the conservative component of the SF upon the location
of the ISCO, the calculation of which will follow a similar thread. We begin with the radial
geodesic equation for equatorial orbits in Kerr spacetime, given by Eq. (2.38) with  = =2:

drp
d
2
=
1
r4
p

[E(r2
p + a2)   aL]2   [r2
p + (L   aE)2]
	
 R(rp;E;L) : (2.70)
Dierentiating with respect to  gives
d2rp
d2 = Fe(rp;E;L); Fe(rp;E;L) =
1
2
@R
@rp
; (2.71)
with Fe being an eective radial acceleration.Chapter 2 Essential background: geodesic motion in Schwarzschild and Kerr spacetimes 25
For slightly eccentric geodesics (e  1), we can expand the particle's radius as a function of
 in the form
rp() = r0 + er1() + O(e2) ; (2.72)
where r1() is independent of e and comparison with Eq. (2.10) allows us to identify r0 = p. We
remind that throughout this thesis we use a subscript `0' to denote a quantity's circular-orbit
value (e = 0). In this section, we also use a subscript `1' to denote the O(e) perturbation in the
quantity's value, holding r0 xed. Substituting Eq. (2.72) into Eq. (2.71) and reading o the
O(e) terms, we nd
d2r1
d2 =
@Fe(rp;E;L)
@rp

 

e=0
r1 ; (2.73)
where we note E1 = L1 = 0 by virtue of the quadratic dependence of E and L on e [see Eqs. (2.57)
and (2.58), replacing p with r0]. Hence the O(e) radial motion is a simple harmonic oscillator,
d2r1
d2 =  !2
rr1 ; (2.74)
with -frequency
!2
r =  
@Fe(rp;E;L)
@rp

 

e=0
=
M[r0(r0   6M) + 8avr0   3a2]
r4
0(r0   3M + 2av)
; (2.75)
where, as in the previous section, we have v0 
p
M=r0. Assuming a periapsis passage at  = 0,
we obtain r1 =  r0 cos(!r) and hence
rp() = r0(1   ecos!r) + O(e2) : (2.76)
The location of the ISCEO is dened to be the radius ris for which !r(ris) = 0. Solving the
quartic in Eq. (2.75), one nds [119]
ris = Mf3 +    sign(a)[(3   )(3 +  + 2)]1=2g ; (2.77)
where
  1 + (1   ~ a2)1=3
h
(1 + ~ a)1=3 + (1   ~ a)1=3)
i
; (2.78)
  (3~ a2 + 2)1=2 : (2.79)
For the Schwarzschild and the extremal (jaj = M) prograde/retrograde cases, the unperturbed
ISCEO is located at 6M, 1M and 9M, respectively.
2.2.4.2 Marginally stable geodesics
Levin and Perez-Giz [120] give an ecient formula for computing the separatrix ps(e) in the (p;e)
parameter space between stable and unstable eccentric equatorial orbits about a Kerr black hole.
In their work they show that each orbit at the separatrix (which in their work they refer to as a
homoclinic orbit) can be paired with an unstable circular orbit of radius ru. The relation they26 Chapter 2 Essential background: geodesic motion in Schwarzschild and Kerr spacetimes
nd between (ps;es) and ru is given by
es(ru) =
 r2
u + 6ru   8a
p
ru + 3a2
r2
u   2ru + a2 ; (2.80)
ps(ru) =
4ru(
p
ru   a)2
r2
u   2ru + a2 : (2.81)
Though it is possible to analytically invert Eq. (2.80) to give ru(e), the resulting equation is
rather cumbersome and for practical purposes it is found to be sucient to numerically solve for
ru with a given es = e. Either way ps(e) is then given by ps(ru(e)). Glampedakis and Kenneck
[118] note that for prograde orbits about an extremal black hole (a = M) the location of the
separatrix reduces to ps(e) = M(1 + e).
2.2.5 Generic geodesics
For generic orbits we do not give details of an orbital parametrization as one is not required in
this thesis (though see Babak et al. [121, 122] for one such parametrization and Grossman et
al. [123, 124] for some nice examples of the rich structure of generic orbits). We will, however,
give formulae to calculate the orbital frequencies as will be required in Chapter 3. As discussed
in Sec. 2.2.2.1, generic orbits have associated with them three principal orbital parameters com-
monly taken to be the set (E;L;Q). An alternative parametrization, that we shall make use of
here is the set (p;e;min), where p and e are the semi-latus rectum and orbital eccentricity as
before and min is the minimum  angle attained during one orbital period. The relation between
these two sets of principal orbital parameters is given in Appendix A.
A method for numerically calculating the three orbital frequencies (
r;
';
) was given
by Schmidt [125]. More recently, Fujita and Hikida [126] gave analytic formulae (in terms of
elliptic integrals) for their calculation. We give Fujita and Hikida's formulae below, in a slightly
modied form. We rst dene
r3 =
1
2
h
A +
p
A2   4B
i
; r4 =
B
r3
; (2.82)
A =
2M
1   E2   (r1 + r2); B =
a2Q
(1   E2)r1r2
; (2.83)
where we dened r1 = rmax ;r2 = rmin and we note that r1  r2  r3  r4. The orbital
frequencies with respect to Mino time [57] (a time coordinate, , related to proper time by
d =  2d and in which the r; Kerr geodesic equations decouple, a characteristic they do not
possess when expressed with respect to proper time) are then dened by
r =

p
(1   E2)(r1   r3)(r2   r4)
2K(kr)
; (2.84)
 =
L
p
0z+
2K(k)
; (2.85)
' =
L(z ;k)
K(k)
+
a
r+   r 

2MEr+   aL
r3   r+

1  
F+
r2   r+

  (+ $  )

; (2.86)
where, recall, K is the complete elliptic integral of the rst kind and hereafter we use the
notation (+ $  ) to denote a term formed by interchanging all of the +=  subscripts in the
previous terms within the bracket. The two radii r are given by Eq. (2.23) and we also have
0 = a2(1   E2)=L2, z  = cos2 min, z+ = Q=(L20z ) and  as the complete elliptic integral ofChapter 2 Essential background: geodesic motion in Schwarzschild and Kerr spacetimes 27
the third kind given by
(c;k) =
Z =2
0
d
(1 + csin
2 )
q
(1   ksin
2 )
: (2.87)
The arguments of elliptic integrals in Eqs. (2.84)-(2.86) are given by
kr =
r1   r2
r1   r3
r3   r4
r2   r4
; k =
z 
z+
: (2.88)
The term F with  = f+; ;rg that appears in Eq. (2.86) is given by
F = (r2   r3)
(h;kr)
K(kr)
; (2.89)
with
h =
(r1   r2)(r3   r)
(r1   r3)(r2   r)
; hr =
r1   r2
r1   r3
: (2.90)
Finally to convert from Mino time frequencies to frequencies dened with respect to Boyer-
Lindquist t-time we use

r =
r
 
; 
 =

 
; 
' =
'
 
; (2.91)
where   is given by1
  =4M2E +
EQ(1   G)
(1   E2)z 
+ 2ME(r3 + Fr)
+
E
2
[r3(r1 + r2 + r3)   r1r2 + (r1 + r2 + r3 + r4)Fr + (r1   r3)(r2   r4)Gr]
+
2M
r+   r 

(4M2E   aL)r+   2Ma2E
r3   r+

1  
F+
r2   r+

  (+ $  )

; (2.92)
with
G =
E(k)
K(k)
; (2.93)
where E(k) =
R =2
0
p
1   k sin
2 d is the complete elliptic integral of the second kind,  =
fr;g.
2.2.5.1 Marginally stable geodesics
By denition at the separatrix 
r = 0. We are interested in the last stable orbit for generic,
non-circular orbits and so r1 is strictly greater than r2 and hence r1   r3 6= 0 and similarly
r2  r4 6= 0 (recall r1  r2  r3  r4). By examining Eqs. (2.91) and (2.84), we then see 
r = 0
can only occur if K(kr) diverges i.e., when kr = 1 . This in turn implies that at the separatrix
we have r3   r2 = 0. Solving this equation for xed e and min gives the value of ps(e;min) at
the separatrix. We nd that this simple technique is in agreement with analytical results from
Ref. [120] for equatorial orbits (see also Sec. 2.2.4.2) and in agreement with the numerical results
1There is a typo in Fujita and Hikida's paper of which the authors are aware [127]. We present the corrected
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of Sundararajan [128] for generic orbits. Note that at the separatrix we have F = Gr = 0 [For
Gr this is clear as the K(kr) term in the denominator diverges whilst the numerator remains
nite. For F a little more care is required but the result is straightforward to demonstrate].Chapter 3
Isofrequency orbits
Before pressing on with the main topic of this thesis on self-force calculations, we take an aside
in this chapter to study a recently discovered feature of geodesic orbits about black holes. This
chapter represents original research and all of its results are derived using the formulae presented
in the proceeding `Essential background' chapter on geodesic motion in Schwarzschild and Kerr
spacetime.
We begin by reminding that generic bound geodesic orbits about a Kerr black hole can be
characterised by three constants of motion: the specic orbital energy E, angular-momentum
L and Carter constant Q. Any given orbit also has associated with it three frequencies related
to the radial, zenithal and azimuthal motion. In this chapter we show that these two ways of
characterising bound geodesics are not in one to one correspondence. Whilst the former uniquely
species an orbit up to initial conditions the latter does not. For regions of the E;L;Q parameter
space a given orbit will have a physically distinct dual orbit that shares the same three orbital
frequencies.
3.1 Introduction
It was an observation of Newton's that the bound motion of a test particle in a radial potential
will be closed if and only if the radial potential is proportional to either of the Newtonian 1=r or
the harmonic oscillator potentials. Any deviation from either of these two will cause the orbit
of the test body to precess. In physical gravitational two body systems precession is typically
observed due to the presence of other distant bodies and/or higher multipole moments of either
of the two bodies. A further possibility for the observation of orbital precession is the break down
of the Newtonian potential in the strong eld where general relativistic corrections can no longer
be neglected. General relativity modies the gravitation radial potential and thus test bodies
orbiting in a strong gravitational eld will precess even in the absence of a third body or higher
multipole eects. This extra precession prediction of general relativity famously accounted for
the anomalous, 42 arcseconds per century, perihelion advance of Mercury.
We remind from the proceeding chapter that the precession of a body in a radial potential
can be analysed by considering two frequencies associated with the orbital motion. The rst,
the radial frequency, is related to the time period, Tr, it takes the test body to go from one
periastron passage to the next. The second, the azimuthal frequency, is associated with the
accumulated azimuthal angle, ', over one radial time period. The two orbital frequencies are
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thus dened as:

r 
2
Tr
; 
' 
'
Tr
: (3.1)
For the case of two bodies in a Newtonian potential ' = 2 and these two frequencies reduce
to the Keplarian orbital frequency. For weak eld gravitating systems with multiple extended
bodies, such as our solar system, the magnitude of '   2 is small being typically measured
on the order of at most a few thousand arcseconds per century.
In the strong eld gravity found black holes the orbits of test particles are drastically dierent
to the extent that it is possible to nd orbits that have arbitrarily large '. Such orbits wind
many times around the black hole between one periastron passage and the next.
The most astrophysically relevant description of an isolated black hole is given by the ge-
ometry of Kerr spacetime. For these axial-symmetric systems the bound motion of a test body
along a geodesic orbit possesses a third orbital frequency associated with the zenithal motion.
In this chapter we show that it is possible to nd two physically distinct bound geodesic orbits
that share the same three orbital frequencies1. A pair of orbits that share the same fundamental
frequencies, but are physically distinct, we shall refer to as an isofrequency pair. The existence
of such pairs of orbits is interesting as the rate of relativistic precession a given orbit exhibits
depends on the ratios of the three orbital frequencies. In general any two orbits will have dif-
ferent precessional rates whereas a pair of isofrequency orbits will precess together at the same
rate. Before considering the situation in Kerr spacetime we highlight our method by examining
the case of bound orbits about a Schwarzschild black hole.
3.2 Orbits in Schwarzschild spacetime
Using Eqs. (2.7) and (2.9) it is straightforward to show that the Jacobian, J, of the orbital
parametrization transformation (E;L) $ (p;e) is always non-zero implying that the transfor-
mation between these two orbital parametrizations is one-to-one. On the other hand Ref. [129]
noted that the orbital parametrization transformation (p;e) $ (
r;
') is singular along a cer-
tain curve in the (p;e) parameter space. The implication of the existence of this J = 0 curve is
that it is possible to nd two orbits, with dierent (p;e) or equivalently dierent (E;L) , which
share the same orbital frequencies and Ref. [129] provided a numerical example of such a pair
(see Fig. 3.1).
In what follows we will show that it is possible to demonstrate the existence of pairs of
isofrequency orbits without resorting to a numerical calculation of the Jacobian transformation.
To do so it is instructive to change to a new orbital reparametrization given by the pair (
';e).
This reparametrization is admissible as for xed e, 
' is a monotonically decreasing function of
p. We will show that pairs of isofrequency orbits must exist by considering the value of 
r at
the boundaries of the region of stable bound orbits in the (
';e) parameter space.
For our argument we will require the value of 
' at the separatrix, which we can calculate
using l'H^ opital's rule:

s
' = lim
b!0
R 2
b (d'=d)s d
R 2
b (dt=d)s d
=

1 + e
6 + 2e
3=2
; (3.2)
1Barack and Sago commented in the appendix of Ref. [129] that such pairings exist around Schwarzschild
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where (dt=d)s and (d'=d)s are given by Eqs. (2.11) and (2.12) with p = 6+2e respectively. A
more physically intuitive way to see this result is to recall that such an orbit spends an innite
amount of time at r = rmin and thus, recalling Eq. (2.17), we have

s
' = r
 3=2
min jp=6+2e =

1 + e
6 + 2e
3=2
; (3.3)
which is in agreement with Eq. (3.2). Inverting this equation we nd the value, es, of the orbital
eccentricity at the separatrix for a given 
' to be
es(
') =
1   6

2=3
'
2

2=3
'   1
: (3.4)
We now consider the shape and orbital frequencies of the orbits at the boundaries of the
permissible region for stable orbits within the (
';e) parameter space. For clarity it may be
helpful to refer to Fig. 3.2 during this discussion and the argument that follows. Orbits near the
right-hand boundary are Newtonian-type orbits that have a very large p and correspondingly
their rmin and rmax are also large. At the boundary itself p = 1 and the radial frequency of
the orbits is zero. The left-hand boundary marks the separatrix between stable and unstable
orbits. Where the separatrix intersects the e = 0 line marks the location of the ISCO at r = 6M.
For 0 < e < 1, orbits with parameters along this boundary are zoom-whirl-type orbits where
the zoom stage takes a nite time but the particle spends an innite time in the whirl phase.
At e = 1 the periastron radius is at rmin = 4M and apastron is at rmax = 1. This orbit is
both marginally bound and marginally stable and it is this orbit that gets mapped to the upper
boundary in the (
';e) parameter space. As the orbital period of this orbit is innite, the radial
frequency along the upper boundary is also zero.
We are now in a position to argue for the existence of pairs of isofrequency orbits. If we
consider a contour of 
r for a small value of 
r, such a contour must follow closely the 
r = 0
contour outlined above. This means that for certain values of 
' there will exist constant 
'
contours (straight vertical lines within the (
';e) parametrization) that will intersect certain
constant 
r contours twice, implying the existence of pairs of isofrequency orbits.
The argument given above is sucient to demonstrate the existence of isofrequency orbit
pairs in Schwarzschild spacetime. It can be backed up with explicit numerical calculations of
the 
r contours in the (
';e) parameter space. As we do not know 
r as a function of 
',
we must rst numerically invert, for a given e, the equation 
'(p) = const to nd p before we
can use Eq. (3.1) to calculate 
r. The integrals (2.13) and (2.14) are numerically challenging to
evaluate near the separatrix as they both diverge there. For these `near separatrix' points in the
parameter space we expand these integrals in  = p   6   2e following Ref. [112]. The resulting
expansions give
' 
r
6 + 2e
e
log

64e


+ O(log); (3.5)
Tr 
4M(3 + e)2
p
e(1 + e)3=2

log

64e


+
e(9 + 6e   7e2)
4(1   e2)3=2 + eI(e)

+ O(log); (3.6)
where the integral I(e) is given by
I(e) =
Z 
0
(1 + ecos) 2D(cos)d ; (3.7)32 Chapter 3 Isofrequency orbits
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Figure 3.1: Contours of xed 
r and 
' within the (p;e) parameter space for bound geodesic
orbits about a Schwarzschild black hole. The thick, black line marks the location of the J = 0
curve. Orbits with parameters to the left of this line have a dual isofrequency orbit on the right
hand side. The two crosses shown mark one such isofrequency pairing with (p;e) values of
(6.3,0.05) and (6.59274,0.27569). The contours of xed 
r and 
' are marked on as indicated
on the gure. Note that this gure is modelled closely on one that appears in Appendix A. of
Ref. [129].
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Figure 3.2: Diagrammatic overview of the argument given in the text for the existence of
isofrequency orbits. The radial frequency 
r is found to be zero at the edges of the space of
bound stable orbits. Thus we expect a contour of constant M
r  1 to lie near the edge
of the parameter space of bound stable orbits. Contours of 
' are straight, vertical lines in
the (
';e) parametrization and thus it can be seen that some M
' = const contours will
intersect certain M
r = const contours twice, implying the existence of isofrequency orbits.Chapter 3 Isofrequency orbits 33
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Figure 3.3: The (
';e) parameter space for bound geodesic orbits about a Schwarzschild
black hole. The (red) thick solid curve marks where 
r = 0 along the boundary of the space
of stable orbits. The (blue) thin lines show contours of constant 
r. Contours of constant

' are simply straight vertical lines in this parametrization. The (black) dashed line shows
the curve along which the Jacobian transformation (p;e) $ (
r;
') is singular. The J = 0
curve intersects the e = 0 curve at b. It can now be seen that pairs of isofrequency orbits must
exist as a contour of 
' = const > b = M
1=2=r
3=2
b , where rb = (39+
p
145)=8M, will intersect
twice contours of 
r with 0 < 
r < [(rb   6M)M)=r
4
b]
1=2. The (green) dotted line shows the
circular orbit dual (COD) orbits with 
' between a = 1=(6
p
6)M
 1 and b. The COD line
also delineates the edge of the dual space. i.e. orbits to the right of this line can have no
isofrequency dual, whereas orbits to the left of COD and the right of the J = 0 line have a
dual to the left of the J = 0 line. We also mark on the point c = 8
 3=2M
 1 where 
r takes
its greatest value along e = 0 (which is also the greatest value it attains anywhere within the
parameter space).
with
D(cos) =
3 + 2e   e2 cos2 
2 + e(1   cos)
[2(1   cos)]1=2   3 + e  
1
4
(7e   3)(1 + cos) :
Note that in the expansions given here the remaining integral, I(e), is well behaved as e ! 1.
By using the expansions near the separatrix and Eqs. (2.13) and (2.14) otherwise it is possible to
numerically calculate 
r for all points in the (
';e) parameter space. The results are shown in
Fig. 3.3 and the observed behaviour of the 
r contours is as predicted by our analytical argument
given above.
It is interesting to also consider the location of the J = 0 curve in the (
';e) parametrization
and we plot this curve on Fig. 3.3. As expected it is found to pass through the turning points of
the 
r contours. By Taylor expanding J about e = 0 the intercept between the curve J = 0 and
the line e = 0 is found to be at a radius of r0 = rb = (39 +
p
145)=8M. This orbit is interesting
as its azimuthal frequency is a lower bound on the azimuthal frequency that any orbit with an
isofrequency dual can possess. We can also consider the isofrequency dual orbits of the circular
orbits (recall that in general circular orbits have an associated non-zero radial frequency given
by the frequency of an innitesimal radial perturbation). We plot the curve of circular orbit dual
(COD) orbits on Fig. 3.3. For a given e the COD curve gives the lower bound on the azimuthal
frequency that any orbit with an isofrequency dual can possess.34 Chapter 3 Isofrequency orbits
Figure 3.4: A sample pair of isofrequency orbits about Schwarzschild black hole. Orbit 1
(in red) has parameters (p1;e1) = (6:255;0:05) and orbit 2 (in blue) has parameters (p2;e2) '
(6:718788076;0:3522488173). Both share the same two orbital frequencies of M(
r;
') '
(0:01257801;0:06426083). The orbital period of both orbits is Tr ' 499:535318M. Both orbits
start at their periastron marker `0' along the line P1. Each successive marker shows the
location of the test body after a time period of n  Tr=10 where n is the marker number.
At Tr=2 (marker 5) both orbits are synchronised again at their apastra along the line A1.
When each test body has completed one orbit (marker 10) they are again synchronised at the
periastra along the line P2. Both orbits have precessed by the same amount.
As a concrete example, the two orbits with parameters (p1;e1) = (6:255;0:05) and (p2;e2) '
(6:718788;0:352249) share the same frequencies, namely M(
r;
') ' (0:01257806;0:06426083).
Examining these orbits allows one to get a feel for their respective geometry (see Fig. 3.4). If
both orbits start at apastron then the radius of orbit 2 is initially greater than orbit 1 and
correspondingly its azimuthal phase accumulation is slower. At some later time though the
radius of orbit 2 drops below that of orbit 1 and its azimuthal accumulation increases, allowing
it to catch up with and overtake orbit 1. At a further later time orbit 2's radius increases beyond
that of orbit 1 and orbit 1 catches up with orbit 2 as both orbits return to their apastra.
3.3 Equatorial orbits in Kerr spacetime
For orbits in the equatorial plane of a Kerr black hole the mapping (p;e) $ (
r;
') is still not
globally one-to-one. This can be demonstrated using a similar argument as we used above for
orbit about a Schwarzschild black hole. The value of the azimuthal frequency at the separatrix
can be constructed via l'H^ opital's rule [recall Eq. (3.2)] and using Eqs. (2.63) and (2.64), 
s
'(e)
is found to be

s
'(e) =
~ V'(0;ps(e);e)
~ Vt(0;ps(e);e)
; (3.8)Chapter 3 Isofrequency orbits 35
where ~ V'(;p;e) and ~ Vt(;p;e) are given in Sec. 2.2.4. The value of ps(e) can be calculated using
the method given by Levin and Perez-Giz [120] outlined in Sec. 2.2.4. As was noted for bound
eccentric orbits about a Schwarzschild black hole this result can also be calculated by noting
that a marginally stable orbit spends an innite amount of time at r = r2 and thus from Eq.
(2.44) we have 
s
'(e) = 
'(rmin(e)), where rmin(e) can be calculated via inverting Eq. (2.80).
Explicitly calculating 
s
'(e) one nds that the separatrix maintains a positive slope for all
spin values of both prograde orbits (whose orbital spin is aligned with the black hole's spin) and
retrograde orbits (whose orbital spin is anti-aligned), with the possible exception of the extremal
(a = M) prograde case where the separatrix becomes a vertical line i.e., M
'(e) = 0:5 for all e.
For spin values where the slope is positive our previous argument holds and isofrequency orbits
can be expected (see Fig. 3.5).
Numerical computation of the 
r contours throughout the space of stable orbits requires, as
before, expansions of ' and Tr near the separatrix. The equivalent expansions to Eqs. (3.5)
and (3.6) are derived as follows. Glampedakis and Kenneck [118] give expansions near the
separatrix of Tr and ' as
Tr  2
ps
M
1=2 Z 
0
At(1   cos)
[S + 2ex2
s(1   cos)]1=2 d ; (3.9)
'  2
ps
M
1=2 Z 
0
A'(1   cos)
[S + 2ex2
s(1   cos)]1=2 d ; (3.10)
where  = p   ps and
At(y) =
[a2Es(1 + e   ey)2   2axs(1 + e   ey)3=ps + Esp2
sM2]
(1 + e   ey)2[1   2M(1 + e   ey)=ps + a2(1 + e   ey)2=(p2
sM2)]
; (3.11)
A'(y) =
[xs + aEs   2xs(1 + e   ey)=ps]
[1   2(1 + e   ey)=ps + a2(1 + e   ey)2=(p2
sM2)]
; (3.12)
S = 2psM2   (1 + e)(3   e)

@x2
@p

p=ps
; (3.13)
with argument y = 1   cos and, as usual, a subscript `s' denotes that quantity's value at the
separatrix [recall x is dened in Eq. (2.59)]. Following Cutler, Kenneck and Poisson [112] we
now write
At(y) = At(0)[1 + Bt(y)] ; (3.14)
A'(y) = A'(0)[1 + B'(y)] ; (3.15)
then we have
Tr  2At(0)
ps
M
1=2 Z 
0
d
[S + 2ex2
s(1   cos)]1=2 +
Z 
0
d
Bt(1   cos)
[S + 2ex2
s(1   cos)]1=2

:(3.16)
The rst integral on the right hand side can be evaluated as
Z 
0
d
[S + 2ex2
s(1   cos)]1=2 =
1
2
(ex2
s) 1=2 log

64ex2
s
S

+ O

e
log
he

i
: (3.17)
In the second integral in Eq. (3.16), setting  to zero only introduces a discrepancy at O(=elog[e=]).
Now that the divergent component of the integrals in Eqs. (3.9) and (3.10) has been isolated we36 Chapter 3 Isofrequency orbits
can eciently numerically evaluate Tr and ' near the separatrix using
Tr  At(0)p1=2
s

(ex2
s) 1=2 log

64x2
s
S

+
2
p
2exs
Z 
0
Bt(1   cos)
(1   cos)1=2 d

; (3.18)
'  A'(0)p1=2
s

(ex2
s) 1=2 log

64x2
s
S

+
2
p
2exs
Z 
0
B'(1   cos)
(1   cos)1=2 d

: (3.19)
where the error is of O(=elog[e=]). Using the above expansions and Eqs. (3.8), (2.81) and
(2.80) we can compute the orbital frequencies throughout the parameter space eccentric orbits
in the equatorial plane of a Kerr black hole for dierent values of the Kerr spin parameter (see
Fig. 3.5).
3.4 Generic orbits in Kerr spacetime
Bound geodesic orbits about a Kerr black hole have a richer structure when they are no longer
conned to the equatorial plane. This extra structure arises from the addition of a third orbital
frequency, 
, associated with the test particle's zenithal motion (we note also that orbits in the
equatorial plane also possess an 
 frequency associated with an innitesimal zenithal pertur-
bation). In this section we will numerically demonstrate that despite the existence of this third
orbital frequency it is still possible to nd pairs of physically distinct orbits that share the same
orbital frequencies.
As before we require an orbital parametrization that is in one-to-one correspondence with
physical orbits. A common choice is (E;L;Q) where Q is the Carter constant. As in the
Schwarzschild case it will be useful to use an alternative parametrization which for generic orbits
about a Kerr black hole consists of (p;e;min) where, recall, p and e are dened through the min-
imum and maximum orbital radii via Eqs. (2.7) and min is the minimum  angle attained during
the orbital motion. Using this parametrization (E;L;Q) can be computed using the formalism
given by Schmidt [125] (see Appendix A). Numerical calculation of the orbital frequencies is also
detailed by Schmidt but recently Fujita and Hikida have provided analytic formulae (in terms
of elliptic integrals) for their computation [126], which we gave in Sec. 2.2.5. We nd Fujita and
Hikida's formula simpler to work with numerically than Schmidt's and so we prefer to make use
of their equations here.
Our rst approach to demonstrating the existence of generic isofrequency orbits about a
Kerr black hole is to compute the Jacobian for the transformation (p;e;min) $ (
r;
';
)
throughout the parameter space and in particular consider where it might be singular. In general
we observe that the Jacobian of the transformation is singular along a set of two dimensional
surfaces within the three dimensional orbital parameter space (see Fig. 3.6 for an example). This
structure indicates that indeed pairs of generic isofrequency orbits exist. As for bound geodesics
in Schwarzschild spacetime and orbits in the equatorial plane of a Kerr black hole, this result
would be more satisfying in an (
';e)-type parametrization.
We seek to reparametrize our results in an (
;e;
') parametrization. In order to make
this reparametrization we take the following steps. Firstly we numerically invert, for a xed e
and min, the equation 
'(p) = const (in the example we will present we take the constant to
be 0:14M 1). This inversion is numerically delicate as one must be careful to construct a code
that will not attempt to evaluate 
' for values of (p;e;min) that do not correspond to stable
orbits. To achieve this in our code we use a bisection method and take as the lower initial guess,Chapter 3 Isofrequency orbits 37
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Figure 3.5: The (
';e) parameter space for eccentric prograde orbits in the equatorial plane
of a Kerr black hole for a variety of black hole spin values. The top plot shows the parameter
space for a = 0:5M, the middle plot, a = 0:998M, and the bottom plot a = 0:999999M. The
thin blue lines are contours of xed 
r. The thick, dashed red line shows the location of the
separatrix, calculated using Eq. (3.8). The parameter space of orbits about a Schwarzschild
black hole is shown on Fig. 3.3. We do not show the case for retrograde orbits as we nd the
slope of the separatrix is only weakly dependent on the black hole spin for these orbits and
the resulting plots therefore look very similar to Fig. 3.338 Chapter 3 Isofrequency orbits
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Figure 3.6: Slices though the (p;e;min) parameter space for generic bound geodesic orbits
about a Kerr black hole. All results are for a black hole with a spin of a = 0:5M. The thick
black line marks the J = 0 line whose existence implies the mapping (E;L;Q) $ (
r;
';
)
is not one-to-one. The slices shown depict, reading clockwise from the top-left: xed e = 0:01,
xed p = 4:36M and xed min = 20

for a given e and min, the value of p at the separatrix, ps, which we construct using the method
given in Sec. 2.2.5.1. Once we have the value of p which solves 
'(p) = const (for the given
e and min values) we calculate the corresponding values of 
 and 
r. Finally we repeat the
rst two steps for a great many values of e and min. Our technique for ensuring that we get a
good coverage of the parameter space, particular near the separatrix, is as follows. For a given
e we increase min by a (xed) small increment. After each increase we check to see if the new
values of p;e;min correspond to a bound orbit. If not we return to the previous value of min
and increment it by a smaller amount, repeating this process until we are suciently close to
the separatrix. The nal result of the above steps is a list of values of 
r for given (
;e) and
xed 
'.
In Fig. 3.7 we plot the data produced by use of the above algorithm. We observe that the

r contours form a similar structure as they did for orbits about a Schwarzschild black hole (cf.
Fig. 3.3) and thus the existence of isofrequency pairs of generic bound geodesic orbits about aChapter 3 Isofrequency orbits 39
Figure 3.7: Contours of xed 
r for generic bound geodesic orbits about a Kerr black hole
with spin a = 0:7M. All data points in the plot represent orbits with xed M
' = 0:14. The
solid black lines mark contours of xed 
r. The dashed (blue) line shows an example contour
of xed 
 and where this contour intersects one particular 
r contour twice we have marked
two large (blue) dots. As with the Schwarzschild and Kerr equatorial cases the shape of the 
r
contours implies that the 
 contours intersect them twice in certain regions of the parameter
space. As all points shown also have a xed 
' this demonstrates the existence of pairs of
orbits that share the same three orbital frequencies. The separatrix is marked with the thick,
red line. Lastly we note that very close to the separatrix it is dicult to numerically evaluate
the orbital frequencies and for this reason we show no data in this region. The missing region
of data at the bottom left is an artefact of our method for constructing this gure as outlined
in the main text.
Kerr black hole is clearly demonstrated. We remark that using Fujita and Hikida's formulae in
the above algorithm greatly reduces the complexity of the calculation (over, say, using Schmidt's
formulae) as no expansions in  near the separatrix are required; Fujita and Hikida's formulae are
easy to work with throughout the parameter space of bound orbits using computational packages
such as Mathematica which are extremely ecient at computing elliptic integrals.
As a concrete example, the two orbits about a black hole with spin a = 0:7M parametrized
by
0
B
@
p1
e1
min1
1
C
A =
0
B
@
3:794125034000000
0:120010000000000
2:081308633000000
1
C
A ;
0
B
@
p2
e2
min2
1
C
A =
0
B
@
3:559672050018241
0:043235122790126
1:917751714944654
1
C
A ; (3.20)
share the same three orbital frequencies, namely
M
0
B
@

r



'
1
C
A =
0
B
@
0:0077004320733
0:1163563408516
0:1402005354460
1
C
A : (3.21)
In the above two equations all the digits presented are accurate. We discuss in the concluding
chapter of this work the possible physical consequences of the existence of isofrequency orbits
that should be explored.Chapter 4
Essential background:
perturbations of Schwarzschild
and Kerr spacetimes
In this `Essential background' chapter we review the formalism of perturbations of Schwarzschild
and Kerr spacetimes. In particular, we shall review scalar-eld perturbations of Kerr spacetime
and gravitational perturbations (in the Lorenz gauge) in Schwarzschild spacetime. In both cases
the perturbation is to be sourced by a point particle and we decompose both the source and the
eld equations into the frequency domain.
For scalar perturbations in Kerr spacetime, if we wish to separate more than just the az-
imuthal dependence of the perturbation (as is done in the m-mode scheme, see Sec. 5.5), one must
work in the frequency domain; it is not possible to separate the zenithal dependence without also
performing a Fourier decomposition (this is also the case when working within the Teukolsky
formalism). The frequency-domain approach is then the path we must take because, recall, we
do wish to perform a full multipole decomposition for two reasons: (i) the individual multipole
modes are continuous at the particle and (ii) the mode-sum scheme to regularize the eld at the
particle requires these multipole modes as input. There is some subtlety in the second point
because in Kerr spacetime the full separation of the scalar-eld equations is achieved in terms
of spheroidal harmonic and frequency modes whereas, the mode-sum scheme requires spherical
harmonic modes as input. We discuss how to overcome this mismatch in Chapter 5.
For our work on gravitational perturbations we choose to work in the Lorenz gauge for
the reasons we discuss in Chapter 1 and Sec. 4.5 below. For gravitational perturbations in
Schwarzschild spacetime it is not necessary, as it is for scalar-eld pertubations in Kerr spacetime,
to perform a frequency-domain decomposition; one can perform a multipole decomposition and
work in the time-domain in 1+1 dimensions [62, 67]. We chose to go further than this though and
separate out the time dependence for the reasons we gave in Sec. 1.4. Lorenz gauge gravitational
perturbations are much more complicated than scalar-eld perturbations and, in this chapter,
we opt to give the necessary formula required for later chapters, referring to the literature where
necessary for the relevant derivations.
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4.1 Scalar eld and multipole decomposition in Kerr space-
time
In Chapters 6 and 7 we will be interested in the scalar-eld self-force (SSF) felt by a particle
carrying a scalar charge on a bound geodesic orbit about a Kerr black hole. At the time of
writing no fundamental scalar elds have been observed1, so there is some arbitrariness in the
choice of eld equation. Several dierent choices have been studied, including within the context
of SF calculations [130], but in this work we shall assume that the scalar eld  associated with
the particle's scalar charge q obeys the minimally coupled Klein-Gordon equation
  
; =  4T ; (4.1)
where ; denotes covariant dierentiation with respect to the background Kerr metric and T
denotes the particle's scalar charge density. In a given coordinate system the D'Alembertian
operator can be expressed as
 = [ det( g)] 1=2 @
@x

 g [ det( g)]
1=2 @
@x

; (4.2)
where we remind that det( g) =  4 sin
2  is the metric determinant with 2 = r2 + a2 cos. In
this work we choose to model the scalar charge density as a -function along the particle's world
line
T = q
Z
4(x   x
p())[ g(x) 1=2]d ; (4.3)
=
q
2 sinut(r   rp)(   p)('   'p) ;
where the second equation is obtained by changing integration variable from  to t in the rst
equation. We note that the t-component of the four-velocity ut is simply calculated as ut =
gt'L   gttE.
The scalar wave equation (4.1) in Kerr geometry can be completely separated [131, 132] into
spheroidal harmonic and frequency modes in the form
 =
Z 1 X
^ l=0
^ l X
m= ^ l
R^ lm!(r)S^ lm(;2)eim'e i!t d! : (4.4)
Here S^ lm(;2) are spheroidal Legendre functions with spheroidicity 2 [we reserve the term
spheroidal harmonic for the product S^ lm(;2)eim']. Notice that we label spheroidal harmonic
modes by ^ lm, as we will later introduce spherical harmonics modes which we will label by lm.
It will be useful to recall from Appendix B that the spheroidal harmonics are orthonormal with
normalization given by
I
S^ lm(;2)eim'S^ l0m0(;2)e im
0'd
 = ^ l^ l0mm0 ; (4.5)
with area element d
 = sindd', and with n1n2 being the standard Kronecker delta.
In appendix C.1 we show that the source spectra for the orbits examined in this work are
1The Higgs eld of the standard model is the only widely accepted candidate for a fundamental physical scalar
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given by
! =
8
> > > <
> > > :
m
' circular, equatorial orbits ;
m
' + k
 circular, inclined orbits ;
m
' + n
r eccentric, equatorial orbits ;
(4.6)
where m;n;k are integers and 
', 
 and 
r are given by Eqs. (2.44),(2.56) and (2.69) for their
respective orbits. The nature of the source spectra implies that the integral in Eq. (4.4) can be
rewritten as a sum over discrete modes.
The point particle source is decomposed in a similar fashion to the eld as
2T =
1 X
^ l=0
^ l X
m= ^ l
1 X
n;k= 1
~ T^ lm!(r)S^ lm(;2)eim'e i!t ; (4.7)
where the 2 factor is introduced for later convenience and the innermost sum is taken over n or
k depending on the orbit type. Using the orthonormal properties (4.5) of spheroidal harmonics
and taking the inverse Fourier transform of (4.7), the radial dependence of the source is found
to be
~ T^ lm!(r) =
8
> > > <
> > > :
q
T
Z T
0
S^ lm(p(t); a2!2)
ut(p(t))
ei(!t m'p(t))(r   r0)dt ; circular inclined ;
qS^ lm(=2; a2!2)T 1
r
Z Tr
0
(ut) 1[r   rp(t)]ei(!t m')dt ; eccentric equatorial :
(4.8)
For circular equatorial orbits (rp = r0, 'p = 
't, ! = m
',  = =2) the above equation
reduces to
~ T^ lm!(r0) = q
S^ lm(=2; a2!2)
ut(r0)
(r   r0) ; circular equatorial : (4.9)
For eccentric equatorial orbits we note that ~ T^ lm!m(r) only has support for rmin < r < rmax and
changing integration variable from t to rp (assuming a periapsis passage at t = 0), we have
~ T^ lm!(r) =  
2qS^ lm(=2; a2!2)
Trjur(r)j
cos[!tp(r)   m'p(r)]  (r   rmin)  (rmax   r) ; (4.10)
where  is the standard Heaviside step function.
Substituting the eld decomposition (4.4) into the eld equation (4.1) and using the source
decomposition above, we nd the radial and angular equations to be

@
@r


@R^ lm!
@r

+

a2m2   4Mrma! + (r2 + a2)2!2   a2!2   ^ lm)

R^ lm!
=  4~ T^ lm!(r) ; (4.11)
1
sin
@
@

sin
@S^ lm
@

+

^ lm + a2!2 cos2   
m2
sin
2 

S^ lm = 0 ; (4.12)
where we remind that   r2   2Mr + a2. The angular equation (4.12) takes the form of the
spheroidal Legendre equation with spheroidicity 2 =  a2!2 (see Appendix B). Its eigenfunc-
tions are the spheroidal Legendre functions S^ lm(; a2!2
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^ lm. In general there is no closed form for S^ lm or ^ lm, but they can be calculated using the
spherical harmonic decomposition method described in Appendix B. When a = 0, the spheroidal
harmonics S^ lmeim' coincide with the spherical harmonics Y^ lm and their eigenvalues reduce to
^ lm = ^ l(^ l + 1).
To simplify construction of boundary conditions and later assist our numerical scheme, it is
convenient to transform to a new variable
 ^ lm!(r)  rR^ lm!(r) ; (4.13)
and introducing the tortoise radial coordinate r dened through
dr
dr
=
r2

: (4.14)
With the above denition the tortoise coordinate is given explicitly in terms of r as
r = r + M ln(=M2) +
(2M2   a2)
2(M2   a2)1=2 ln

r   r+
r   r 

; (4.15)
where we have specied the constant of integration and r are given by Eq. (2.23). There are
other common choices for the tortoise coordinate. Our choice is motivated by the observation of
Bardeen et al. [119] that it leads to a simpler radial potential than other common choices [132],
which in particular simplies constructing the numerical boundary conditions for the resulting
radial equation (see Chapter 6).
In terms of  ^ lm!(r) and r, the radial equation (4.11) takes the simpler form,
d2 ^ lm!
dr2

+ W^ lm!(r) ^ lm! =  
4
r3
~ T^ lm!  Z^ lm!(r) ; (4.16)
where ~ T^ lm! is given in Eq. (4.10) and W^ lm! is an eective (!-dependent) radial potential given
by
W^ lm!(r) =

(r2 + a2)!   am
r2
2
 

r4

^ lm   2am! + a2!2 +
2(Mr   a2)
r2

: (4.17)
There is no known analytic solution to the radial equation (4.16) for general ^ lm! and thus it
has to be solved numerically, the details of which we give in Chapter 6.
4.2 Scalar eld boundary conditions
Equation (4.16) determines the radial eld  (r) anywhere outside the black hole once boundary
conditions are specied on the horizon (r !  1) and at spatial innity (r ! 1). The
boundary conditions follow from physical considerations: at the event horizon radiation should be
\ingoing" and at spatial innity radiation should be \outgoing". For reasons discussed above, we
choose to describe the radial equation (4.16) using the r tortoise coordinate, but in constructing
the asymptotic boundary conditions we choose to work with an alternative tortoise coordinate
given by
d~ r
dr
=
r2 + a2

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This denition of the tortoise coordinate is useful, in that v  t+ ~ r and u  t  ~ r are then the
standard advanced and retarded null coordinates in Kerr spacetime with t as the proper time
at innity. These coordinates have the feature that along an ingoing null geodesic v is constant,
and similarly along an outgoing null geodesic u is constant [115]. In order to convert between
the two tortoise coordinates we note the asymptotic relations,
r !
8
<
:
~ r + const as r ! 1 ;
[r+=(2M)]~ r + const as r !  1 :
(4.19)
As the boundaries are approached, the potential W(r) in the radial equation approaches a
constant value and the equation becomes that of a simple harmonic oscillator with frequencies,
W1=2(r ! 1) = ! ; (4.20)
W1=2(r !  1) =
2Mr+!   am
r2
+
  : (4.21)
Combining this observation with the eld decomposition given by Eq. (4.4), we observe
that, at innity, the t;r-dependence of the ^ lm!-mode contribution to the full eld  will have
the asymptotic form ^ lm!  exp[ i!(t  ~ r)]=r, where we have converted from r to ~ r using
Eq. (4.19). Choosing the lower sign in the exponent makes it a function of the retarded time
coordinate u = t  ~ r only, ensuring that any radiation will be purely outgoing at innity. Thus
the correct asymptotic boundary condition for the radial eld is given by
 ^ lm!(r ! 1)  e+i!r : (4.22)
At the horizon we require the scalar eld to be regular and this in turn will guarantee all
radiation is either purely ingoing or purely outgoing at the horizon. The asymptotic radial
solutions admit the form  ^ lm!  exp(ir)  exp[i(!   m
+)~ r], where again we have
expressed r in terms of ~ r using Eq. (4.19), and 
+, the angular velocity of a stationary
observer just outside the event horizon, is given by Eq. (2.36).
In ensuring that each ^ lm!-mode contribution to the full eld  is regular at the horizon
care must be taken. This is because the Boyer-Lindquist coordinate ' is singular2 at the horizon
[115], and hence the factor exp(im') in Eq. (4.4) is singular too. We must instead express the
eld in terms of a regular azimuthal coordinate and, following [133], we introduce
'+  '   
+t: (4.23)
In terms of the regular coordinate '+, we obtain, as r !  1, ^ lm!  exp[im'+   i(!  
m
+)(t  ~ r)], where  correspond to  in the radial solutions  ^ lm!  exp(ir). For this
to represent purely ingoing radiation, the lower sign must be selected, so that ^ lm! becomes
asymptotically a function of the advanced time v = t + ~ r only. We thus nd that the correct
boundary condition at the horizon is given by
 ^ lm!(r !  1)  e ir : (4.24)
2Whilst an observer can make the trip to the event horizon in a nite proper-time, the corresponding interval
of coordinate time is innite. As d'=dt remain nite at the horizon (see Sec. 2.2.1) ' increases by an innite
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4.3 Energy and angular momentum of the scalar waves
In this section we briey review the relevant formalism for computing the radiative ux of the
scalar wave. The stress-energy tensor of the scalar eld is given by[115]
Teld
 =
1
4
(;;  
1
2
g;;) : (4.25)
In order to consider the scalar-eld energy and angular momentum owing to innity and down
through the event horizon, we dene two spherical (timelike) hypersurfaces  by the relation
 = r   const = 0 ; (4.26)
where const+  M and r(const )   M. The unit normal to  is then given by
n 
;
jg;;j1=2 = r
 1=2 ; (4.27)
where we have dropped the  from , as the unit normal is not explicitly dependent on const.
Lastly we note that the determinant of the induced metric on  is given by
det(g(3))   2 sin
2  : (4.28)
Let d represent an element of  over a small time span dt. The amount of scalar-eld
energy and angular-momentum owing through , over time dt, is then expressed by
dE = 
I
T


(t)d
 ; dL = 
I
T


(') d
 ; (4.29)
(see e.g., Sec. 4.3.6 of [115]), where d
 = [ det(g(3))]1=2ndd'dt represent outward-pointing
surface elements on d, and the integral is performed over the corresponding 2-spheres of
constant r;t. Recall that, in coordinate form, the Killing vectors 

(t) and 

(') are given by


t and 
' respectively [see Eq. (2.24)]. The signs are chosen such that the outow of energy
through + and the inow of energy through   is positive in the Schwarzschild case (recall,
however, that dE  can turn negative in the Kerr case, when superradiance is manifest). The
(time-independent) ux of energy and angular momentum through  is, hence, given by
_ E 
dE
dt
= 
I
Ttr d
 ; _ L 
dL
dt
= 
I
T'r d
 : (4.30)
Noting that  is a real eld and using Eq. (4.25) we have Ttr = (4) 1;t
;r and T'r =
(4) 1;'
;r where we have taken the complex conjugate (denoted by an asterisk) of ;r in order
to facilitate the angular integrations in Eqs. (4.30). We then substitute the spheroidal-harmonic
decomposition
 =
1
r
X
^ lm
 ^ lm(r)S^ lm(; a2!2)eim'e i!mt 
X
^ lm
^ lm ; (4.31)
making the replacement (^ lm);t =  i!^ lm. The asymptotic relations (4.22) and (4.24) allow us
to replace (
^ lm);r =  i!
^ lm for r ! 1, and (
^ lm);r = 2iMr+ 1(!   m
+)
^ lm for r ! r+
[where in the last equality we used Eqs. (4.14), (4.21) and (2.36)]. With these substitutions, andChapter 4 Essential background: perturbations of Schwarzschild and Kerr spacetimes 47
explicitly writing
 ^ lm(r ! 1) = ~ c
+
0 exp(i!r) ;
 ^ lm(r ! r+) = ~ c
 
0 exp( ir) ; (4.32)
where ~ c
+
0 and ~ c
 
0 are constants, the integrals in Eq. (4.30) are readily evaluated using the or-
thonormality property of the spheroidal harmonics (B.28), giving
h _ E+i =
1
4
X
^ lm!
!2j~ c
+
0 j2; h _ E i =
M
2r+
X
^ lm!
!(!   m
+)j~ c
 
0 j2 ; (4.33)
h _ L+i =
1
4
X
^ lm!
m!j~ c
+
0 j2; h _ L i =
M
2r+
X
^ lm!
m(!   m
+)j~ c
 
0 j2 ; (4.34)
where the + and   subscripts denote the ux radiated to innity and down the event horizon,
respectively, an overdot denotes dierentiation with respect to t, and hi denotes a t-average over
an orbital period. For eccentric equatorial orbits the relevant orbital period is Tr. For circular,
inclined orbits the relevant period is T. For circular equatorial orbits, due to the stationarity
of the setup, no averaging is required.
4.4 Superradiance
We now consider the case of scattered radiation in Kerr spacetime. As the black hole will absorb
some of any radiation incident upon it, one would naturally expect any radiation scattered to
innity to have a smaller amplitude than the incoming radiation. For rotating black holes this
turns out to not always be the case; an incoming wave can be amplied in a process known as
superradiant scattering, with the additional energy being sourced from the black hole's rotational
energy.
For a scalar eld , the condition for superradiant scattering is derived as follows. If we
irradiate an isolated Kerr black hole with radiation from past null innity, with amplitude Ain,
and consider the amplitude of the outgoing radiation Aout, then, following the derivation in
Sec. 4.2, asymptotically the eld will take the form
 
8
<
:
e i(! m
+)~ r as r ! r+ ;
Aout(!)ei!~ r + Ain(!)e i!~ r as r ! 1 ;
(4.35)
where we have, without loss of generality, normalized the incoming radiation so that the ampli-
tude of the radiation absorbed by the black hole is equal to one. As the eld equation (4.16)
contains no rst order derivatives, the Wronskian formed by the two linearly independent so-
lutions is a constant. Using Eq. (4.35) and comparing the Wronskian near innity and at the
event horizon gives the relation

1  
m
+
!

= A2
in   A2
out : (4.36)
Thus we see that the amplitude Aout of the outgoing radiation will be greater than the amplitude48 Chapter 4 Essential background: perturbations of Schwarzschild and Kerr spacetimes
Ain of the incident radiation when
! < m
+ =
ma
2Mr+
: (4.37)
When this condition holds, an observer at innity sees radiation leaving the event horizon, though
a local observer at the horizon always sees any radiation as ingoing.
For circular equatorial orbits, the mode frequency is given by !m = m
' and the condition
(4.37) translates to 
' < 
+. Using Eqs. (2.44) and (2.36), this then implies that all m-modes of
the scalar eld are superradiant for prograde circular equatorial geodesic orbits, with r0 > rsr
0 (a)
with radius
rsr
0 (a)  M

r2
+
aM
2=3
: (4.38)
Since the discovery of superradiance [134], there has been interest in the possibility of oating
orbits [135]; i.e., orbits that absorb as much radiation as they emit. Hughes [117] has shown for
the gravitational two body problem where one of the bodies is compact with a small, but nite,
mass that the total energy `radiated from the horizon' is, at most 10%, of the energy radiated
to innity, thus excluding the possibility of oating orbits.
4.5 Gravitational perturbations in the Lorenz gauge and
multipole composition in Schwarzschild spacetime
In Chapter 8 we will be concerned with numerically solving for the metric perturbation from a
point-like particle and in this section we give the decomposition of the metric perturbation into
multipole modes. Let us denote the full spacetime metric by g, which we shall consider to be
the sum of the metric perturbation, h, and the background Schwarzschild metric,  g, such that
g =  g + h, where, recall, an overring denotes a quantity's value in the background (vacuum)
spacetime. In a given coordinate system, the Einstein eld equations will then take the form
G [ g + h] = 8T ; (4.39)
where G is the Einstein tensor, a functional of the full spacetime metric g, and T is the stress
energy tensor. Let us dene the trace of the metric perturbation by Tr(h) =  gh. We shall
nd the that the eld equations for the metric perturbation take a simpler form when expressed
in terms of the trace-reversed metric perturbation,  h, dened by
 h  h  
1
2
 gTr(h) ; (4.40)
so named because Tr( h) =  Tr(h). We also make the choice to work in the Lorenz gauge, dened
by
r h = 0 ; (4.41)
where the covariant derviative is taken with respect to the background metric. In Chapter 1 we
briey touched upon why the Lorenz gauge is motivated in our context and we briey expand
upon our reasons now [61]:
 The regularization formalism for the GSF, that we outline in Chapter 5, has only been
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GSF in other gauges, though it has been shown that the same regularization procedure
can be employed in alternative gauges when there exists a regular gauge transformation
between the alternative gauge and the Lorenz gauge [56]. This has allowed the GSF to be
computed in the Regge-Wheeler gauge, in the particular case of particle falling radially into
a Schwarzschild black hole [103]. It has also been possible to extract gauge-independent
results from calculations based upon the Regge-Wheeler gauge, when the particle is moving
on a circular orbit about a Schwarzschild black hole [63]. Recently, there has been progress
in performing GSF calculations in the radiation gauge, again for a particle on a circular
orbit about a Schwarzschild black hole [80, 65]. There has also been recent progress dening
the GSF in a more general class of gauges [136].
 In the Lorenz gauge one solves directly for the metric perturbation components, avoiding
the need for the complicated reconstruction procedures that come when working in either
the Regge-Wheeler or radiation gauges [137, 138, 65]. In particular, from a numerical point
of view, these reconstruction procedures are undesirable, as they involve taking multiple
derivatives of the eld variables in order reconstruct the metric perturbation (numerical
dierentiation often results in a loss of numerical accuracy).
 The components of metric perturbation expressed in the Lorenz gauge take a more regular
form than they do when expressed in either of the commonly used variables of Teukolsky
or Moncrief [56]. For the work presented in this thesis, this has an important practical
upshot with regard to our numerical implementation: when a tensor spherical harmonic
decomposition is made, the individual multipoles of the Lorenz gauge metric perturbation
are continuous at the particle, with only their rst derivatives discontinuous there. On
the other hand, the multipole modes of the metric perturbation expressed in Teukolsky's
or Moncrief's variables are discontinuous at the particle, as are, in general, the multipole
modes of the metric perturbation in the Regge-Wheeler gauge.
We now seek the (Lorenz gauge) linearized Einstein equation, which is obtained by expanding
the Einstein tensor, G, and only retaining terms up to linear order in the metric perturbation,
the result of which gives
 h + 2 R 
  h =  16T ; (4.42)
where  = rr and  R is the Riemann tensor of the background spacetime. In this work
we shall consider the metric perturbation to be sourced by a point particle of mass . The
gauge equation (4.41) and eld equation (4.42) are consistent so long as the particle is moving
on a geodesic of the background spacetime (as then rT = 0). The corresponding energy-
momentum tensor is given by
T = 
Z 1
 1
[ det( g)] 1=24(x   x
p)uu d ; (4.43)
where, recall, det( g) is the determinant of the background metric tensor.
The eld equation (4.42) is numerically challenging to work with directly, as the full (trace
reversed) metric perturbation is singular at the particle (though recently developed puncture and
eective source techniques can be used to overcome these diculties | see Sec. 5.5). Instead,
in this work we choose to decompose the metric perturbation into tensor spherical harmonics
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modes of the metric perturbation are continuous at the location of the particle, a fact that
greatly assists numerical solving the eld equations. The decomposition of the Lorenz gauge
eld equation (4.42) into tensor harmonic modes was rst carried out by Barack and Lousto [61]
and we present the result of that decomposition here in preparation for the FD decomposition,
which we give in the following section.
The decomposition of the metric perturbation into multipole modes is achieved by project-
ing  h onto a basis of 2nd-rank tensor harmonics based on, in the background Schwarzschild
geometry, the scalar, vector and tensor harmonics on the 2-sphere. The spherical symmetry
of the background geometry ensures that the individual multipole modes decouple and can be
evolved independently though, in general, the ten tensorial components of each multipole mode
will remain coupled.
There are many dierent notations and conventions used when dening tensor harmonics
(see Thorne [190] for a review of multipole expansions of gravitational perturbations). In this
thesis we use the tensor harmonics of Barack and Lousto [61] which we denote by Y
(i)lm
 (;';r).
They are constructed from the usual spherical harmonics and their explicit form can be found
in Appendix A of Ref. [61]. Note that the denition of these tensor harmonics also includes
simple multiplicative factors of r and f(r) in order to balance the dimensions and simplify the
resulting equations. The important property of the tensor harmonics is that they form a 10-
dimensional basis for any second rank, symmetric 4-dimensional tensor eld. Explicitly, the
Y
(i)lm
 are orthonormal in the sense that
Z
[Y (i)lm
 ]Y
(j)l
0m
0
 d
 = ijll0mm0 ; (4.44)
where i;j = 1;:::;10,  = (1;f;r 2;r 2 sin
 2 ) , a `' denote complex conjugation and the
integration is taken over a 2-sphere of constant t and r. Using the orthogonality condition any
covariant 2nd-rank symmetric tensor can be expanded in tensor harmonics. For instance, the
energy-momentum tensor dened in Eq. (4.43) can be expanded as
T =
X
lm
10 X
i=1
T
(i)
lm(r;t)Y (i)lm
 ; (4.45)
where
T
(i)
lm(r;t) =
Z
d
T[Y
(i)lm
 ] ; (4.46)
(4.47)
An explicit calculation of T
(i)
lm gives
T
(i)
lm(r;xp) =

utr2
p
uu(xp)(xp)Y (i)lm
 (p;'p;rp)(r   rp) : (4.48)
where, recall, xp denotes the particle's trajectory. We now proceed by writing the metric per-
turbation in the form
 h(t;r;;) =

r
X
lm
10 X
i=1
 h(i)lm(t;r)Y (i)lm
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and substituting it into the linearized Einstein equation (4.42), whereupon one nds that the
angular component decouples [61]. The remaining (t;r) dependence of the metric perturbation
obeys the partial dierential equation,
sc
l  h
(i)
lm + M
(i)l
(j)
 h
(j)
lm = 4 1rfT (i)lm  S
(i)
lm(r   rp) (i = 1;:::;10) ; (4.50)
where sc
l is the scalar wave operator,
sc
l =
1
4

@2
t   @2
r + Vl(r)

; (4.51)
with the potential term given by
Vl(r) = f

2M
r3 +
l(l + 1)
r2

: (4.52)
The M
(i)l
(j) that appear in Eq. (4.50) are rst order dierential operators that couple between
the ten components of the metric perturbation. The explicit form of the M
(i)l
(j) can be found in
Appendix B of Ref. [67] and we give the coecients of the delta function, S(i), in Appendix E.
It will be useful to note that the ten eld equations (4.50) are not all coupled together,
instead they form two disjoint sets of equations. This follows from the parity property of the
tensor spherical harmonic basis. Basis elements with i = 1;:::;7 are even, remaining unchanged
under the parity operation (;') ! ( ;'+), whereas basis elements i = 8;9;10 change sign
under parity and hence are odd. For bound equatorial orbits, even(odd) implies that l + m =
even(odd). The eld equations now separate under these two parity sectors. Furthermore, by
examining the source presented in Appendix E it can be seen that
S(i=1;:::;7) / Y lm(=2;'p) = 0 for l + m = odd ; (4.53)
S(i=8;9;10) / @

Y lm(;'p)

==2 = 0 for l + m = even : (4.54)
Consequently, the even(odd) solutions are trivially zero for odd(even) parity modes, that is,
h(i=1;:::;7) = 0 for l + m = odd and h(i=8;9;10) = 0 for l + m = even.
4.6 Frequency domain decomposition
In this section we give details of the frequency domain decomposition of the eld equation (4.50).
This decomposition was rst carried out by Akcay [66] for the case of circular orbits in about a
Schwarzschild black hole. Our motivation for working in the FD was presented in Sec. 1.4.
As our particle is moving on a bound period geodesic orbit, the spectrum of the Fourier
decomposition is found to be discrete (see Appendix C.1), with each mode labeled by two
integers|the azimuthal number, m, and the Fourier number, n. The mode frequency is given
by ! = m
' + n
r, where 
r and 
' are the orbit frequencies given in Eq. (2.17). We can,
therefore, write the (t;r) dependence of the trace reversed metric perturbation as a sum over
discrete Fourier modes,
 h
(i)
lm(t;r) =
X
n
R
(i)
lmn(r)e i!t : (4.55)
By substituting the above into Eq. (4.50), one nds that the radial dependence of the trace
reversed metric perturbation completely separates and the eld equations reduce to a set of 1052 Chapter 4 Essential background: perturbations of Schwarzschild and Kerr spacetimes
coupled ordinary dierential equations. At this point we introduce the tortoise radial coordinate,
r, dened through dr=dr = f 1 and, hence, given by
r = r + 2M log
 r
2M
  1

; (4.56)
where we have specied the constant of integration. Writing the FD eld equations using the
tortoise coordinate allows for further simplication and the resulting equations now take the
compact form
d2R
(i)
lmn(r)
dr2

 

Vl(r)   !2
R
(i)
lmn(r)   4 ~ M
(i)l
(j) R
(j)
lmn(r) = J
(i)
lmn ; (4.57)
where ~ M
(i)l
(j) is the Fourier transformed version of M
(i)l
(j) and J
(i)
lmn is the Fourier transformed
sources. We give the explicit form of the former in Appendix D and the latter in Appendix E.
We note also that the separation under parity of the TD eld equations carries over to the FD.
Thus R(i=1;:::;7) = 0 for l + m = odd and R(i=8;9;10) = 0 for l + m = even.
The Fourier and angular decomposition of the Lorenz gauge condition r h
 = 0 results in
four equations that also separate under parity with the rst three (as ordered below) in the even
sector and fourth one in the odd sector. For each lmn-mode these equations read
i!R(1) + f

i!R(3) + R(2)
;r +
R(2)
r
 
R(4)
r

= 0 ; (4.58)
 i!R(2)   fR(1)
;r + f2R(3)
;r  
f
r

R(1)   R(5)   fR(3)   2fR(6)

= 0 ; (4.59)
 i!R(4)  
f
r

rR(5)
;r + 2R(5) + l(l + 1)R(6)   R(7)

= 0 ; (4.60)
 i!R(8)  
f
r

rR(9)
;r + 2R(9)   R(10)

= 0 : (4.61)
The gauge conditions can be used to reduce the number of elds that have to be solved for
simultaneously. For the odd sector, which has in general three coupled elds, the gauge constraint
equation (4.61) implies that at most two elds need to be solved for at once, with the third
constructed algebraically. The even sector consists of seven coupled elds and three gauge
constraint equations [Eqs. (4.58){(4.60)]. We thus need only to solve for four radial elds and
can and construct the remaining three elds using the gauge equations. In practice though we
shall follow Ref. [67] and instead only make use of Eqs. (4.59) and (4.60). This means that in the
even sector we will solve for ve elds and can use the third even sector gauge equation (4.58)
as a consistency check on our numerical results. This hierarchical scheme for constructing all
10 scalar elds of the metric perturbation is outlined in Table 4.1, where we have also included
information regarding the construction of the static modes (discussed below).
4.6.1 Odd sector
We now consider the odd sector FD eld equations for the radiating ! 6= 0 modes, with the
static (! = 0) modes to be considered shortly. As outlined in the hierarchical structure in Table
4.1, we solve for elds i = 9;10 and construct eld i = 8 from the gauge equation (4.61). TheChapter 4 Essential background: perturbations of Schwarzschild and Kerr spacetimes 53
l + m = even l + m = odd
l = 0 n = 0 i = 1;3;6 no eld
n 6= 0 i = 1;3;6 ! 2
l = 1 i = 1;3;5;6 ! 2;4 m = n = 0 i = 8 only
n 6= 0 i = 9 ! 8
l  2 m = n = 0 i = 1;3;5 ! 6;7 m = n = 0 i = 8 only
n 6= 0 i = 1;3;5;6;7 ! 2;4 n 6= 0 i = 9;10 ! 8
Table 4.1: Hierarchical scheme for solving the ten FD eld equations. The right arrow `!'
denotes using the gauge equations (4.58)-(4.61) to calculate the radial eld(s) with labels to
the right of the arrow from the radial elds with labels to the left.
two homogeneous odd sector eld equations are
@2
rR(9) =

Vl   !2 +
4f
r2

1  
9M
2r

R(9)  
2f
r2

1  
3M
r

R(10) ; (4.62)
@2
rR(10) =

Vl   !2  
2f
r2

R(10)  
2f
r2 R(9) ; (4.63)
where we have dened   (l + 2)(l   1). The solutions to Eqs. (4.62) and (4.63) have to be
obtained numerically, our method for which is presented in Chapter 8.
Barack and Lousto [61] showed that the homogeneous static (! = 0) odd modes can be
analytically constructed from a single function, R
(8)
l;m=0. The ODE governing the odd sector
static modes is given by
@rR
(8)
l;m=0 + Vl(r)R
(8)
l;m=0 =  4f 2J
(8)
m=!=0 : (4.64)
For l  2 the two linearly independent homogeneous solutions to Eq. (4.64) take the form
R
(8) 
l;m=0 =
x
1 + x
l+1 X
n=0
al
nxn ; (4.65)
R
(8)+
l;m=0 =R
(8) 
l;m=0 logf +
1
1 + x
l+1 X
n=0
bl
nxn ; (4.66)
where
x 
r
2M
  1 ; (4.67)
and the series coecients are given by
al
n =
l(l + 1)(l + n   1)!
(l   n + 1)!(n + 1)!n!
; bl
n =
l n+1 X
k=0
( 1)k al
n+k
k + 1
: (4.68)
For l = 1, Eq. (4.66) fails to be a solution of the homogeneous part of Eq. (4.64). Instead, the
general homogeneous solution takes the form
R
(8)+
l=1;m=0 = c1r2 + c2=r ; (4.69)
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4.6.2 Even sector
We now turn our attention to the even parity sector FD eld equations. As discussed above,
we can use the Lorenz gauge equation to reduce the number of elds that we need to solve for
simultaneously. We choose to compute the i = 1;3;5;6;7 elds and construct the i = 2;4 elds
using the gauge constraint equations. The homogeneous eld equations for the i = 1;3;5;6;7
elds are given by
@2
rR(1) =
 
Vl   !2
R(1) +
4M
r2 f@rR(3) +
2f
r2

1  
4M
r

R(1)   R(5)   fR(3)

 
2f2
r2

1  
6M
r

R(6) ; (4.70)
@2
rR(3) =
 
Vl   !2
R(3)  
2f
r2

R(1)   R(5)  

1  
4M
r

R(3) + R(6)

; (4.71)
@2
rR(5) =
 
Vl   !2
R(5)
+
4f
r2

1  
9M
2r

R(5)  
L
2

R(1)   fR(3)

+
1
2

1  
3M
r

LR(6)   R(7)

;
(4.72)
@2
rR(6) =
 
Vl   !2
R(6)  
2f
r2

R(1)   R(5)  

1  
4M
r

R(3) + R(6)

; (4.73)
@2
rR(7) =
 
Vl   !2
R(7)  
2f
r2

R(7)   R(5)

; (4.74)
where we have dened L  l(l + 1) and, recall,  = (l + 2)(l   1). As with the odd sector, the
solution to the even sector modes have to be obtained numerically.
For the static, time symmetric modes we must have hti = 0 for i = r;;'. Inspection of
Eqs. (F.4), (F.6) and (F.7) shows that these components of the metric perturbation depend only
on  h(2) and  h(4). Consequently, we must have h(2) = R(2) = 0 and h(4) = R(4) = 0. This brings
the total number of even sector elds down from 7 to 5 and eliminates the the gauge equation
(4.58), reducing it to the trivial 0 = 0. Using the remaining gauge equations (4.59) and (4.60),
we can now write our eld equations as the reduced coupled set,
@2
rR(1) =

Vl   !2
R(1) +
4M
r2 fR(3)
;r +
2f
r2

1  
4M
r

R(1)   R(5)   fR(3)

 
f
r2

1  
6M
r

R(1) +
r
f
@rR(1)   fR(3)   r@rR(3)   R(5)

; (4.75)
@2
rR(3) =

Vl   !2
R(3)  
2f
r2

R(1)   R(5)  

1  
4M
r
h
R(3)
+
1
2f

R(1) +
r
f
@rR(1)   fR(3)   r@rR(3)   R(5)

; (4.76)
@2
rR(5) =

Vl   !2
R(5)  
4f
r2

1  
9M
2r

R(5)  
L
2

R(1)   fR(3)

+
1
2

1  
3M
r

2R(5) +
r
f
@rR(5)

; (4.77)
and recover the R(6) and R(7) elds from the gauge equations (4.59) and (4.60).Chapter 4 Essential background: perturbations of Schwarzschild and Kerr spacetimes 55
4.6.3 Boundary conditions for the radial elds
For radiating modes (! 6= 0) we select the retarded solution to our eld equations by placing
ingoing/outgoing boundary conditions at the event horizon and spatial innity respectively.
Dening
R(i)  R(i)(r ! 1) ; (4.78)
the asymptotic form of the radial elds take the form
R(i)  ei!r : (4.79)
Making this choice we nd that the asymptotic form of the (t;r) dependence of the elds,
 h(i)(t;r)  R(i)e i!t, takes the form  h(i)(t;r)  e i!(tr). At the event horizon this
implies that  h(i) (t;r) is purely a function of the retarded null coordinate,
v = t + r ; (4.80)
ensuring that any radiation is purely ingoing. Likewise, at spatial innity  h(i)+(t;r) becomes a
function of the advanced null coordinate u = t   r only, ensuring that all radiation is outgoing
as desired.
The boundary conditions for the static time-independent modes take the form of regularity
conditions. At spatial innity we demand that radial elds  R(i) ! 0 as r ! 1. At the event
horizon we demand that the radial elds be regular. In order to verify that a given eld is
regular at the horizon, we must change coordinates to a horizon penetrating coordinate system,
as the Schwarzschild coordinates themselves are irregular at the horizon. A common choice is
the ingoing Eddington-Finkelstein coordinate (v;r;;'), where v is the retarded null coordinate
dened above. In this coordinate system the Schwarzschild metric covariant line element is given
by
ds2 =  fdv2 + 2dvdr + r2(d2 + sin
2 d'2) : (4.81)
It is then straightforward to convert any tensor in the Schwarzschild (t;r;;') coordinate basis
to the ingoing Eddington-Finkelstein (v;r;;') coordinate basis, where regularity at the horizon
can be assessed.
4.6.4 Analytic solution for the static monopole mode
The static piece of the monopole (l = m = n = 0) mode of the metric perturbation describes the
mass perturbation due to the smaller body. For this mode the eld equations simplify enough
that analytic solutions can be obtained. The static Lorenz gauge monopole was rst derived for
a particle in a circular orbit by Detwieler and Poisson [139] and was given explicitly in Ref. [61].
For eccentric orbits the monopole solution was given by Golbourn [140] and implemented by
Barack and Sago [67] (though they do no provide details of their implementation for this mode).
Here we do not provide the derivation of the static monopole contribution, instead opting to
simply state the known solution (we will present a derivation in a forthcoming paper [104]).
In the following we adopt the notation of Ref. [140] and present the solutions in terms of
the metric perturbation components h. In this notation, where ~ hk  fhtt;hrr;r 2hg, the56 Chapter 4 Essential background: perturbations of Schwarzschild and Kerr spacetimes
general basis of homogeneous solutions is given by
~ h1 = f f;f 1;1g ; (4.82)
~ h2 =

 
2fM
r3 P(r);
2
r3f
Q(r);
2f
r2 P(r)

; (4.83)
~ h3 =

M4
r4 ;
M3(3M   2r)
r4f2 ;
M3
r3

; (4.84)
~ h4 =

M
r4

W(r) + rP(r)logf   8M3 log(r=M)

; (4.85)
1
r4f2

K(r)   L(r)logf   8M3(2r   3M)log(r=M)

;
1
r3

3r2   W(r)rP(r)f logf + 8M3 log(r=M)

;
with
P(r) = r2 + 2Mr + 4M2 ; (4.86)
Q(r) = r3   Mr2   2M2r + 12M3 ; (4.87)
W(r) = 3r3   Mr2   4M2r   28M3=3 ; (4.88)
K(r) = Mr3   5M2r2   20M3r=3 + 28M4 ; (4.89)
L(r) = r4   3Mr3 + 16M3r   24M4 : (4.90)
Using the above basis of homogeneous solutions, the general form of the inhomogeneous solution
is known to take the form [140, 141, 104, 142]
~ h =
h
a1~ h1 + a2~ h2
i
(rp[t]   r)
+
h
b1~ h3 + b2(~ h4   3~ h1 + 3=2~ h2) + E=M(2~ h1  ~ h2)
i
(r   rp[t]) ; (4.91)
where  is the usual Heaviside step function and a1;a2;b1;b2 are constants to be determined
(we discuss how this is done in practice in Sec. 8.2). Lastly we note that, using the relations in
Appendix F, the  h(i) elds can be recovered via
 h
(1)
l=0(r) = 2
p
 1r
 
htt + f2hrr

; (4.92)
 h
(6)
l=0(r) = 2
p
 1rf
 
htt   f2hrr

; (4.93)
 h
(3)
l=0(r) = 4
p
 1r 1h : (4.94)Chapter 5
Essential background: self-force
formalism and calculation
techniques
In this `Essential background' chapter we review the problem of calculating the (self-) force felt
by a charged particle moving in a curved spacetime. This self-force arises from the particle's
interactions with its own eld. We will rst give an overview of the theoretical problem of
regularization of the particle's eld, a requirement when using a point particle model if one
wishes to calculate the full SF (recall from Chapter 1 that it is possible to calculate the average
dissipative component of the SF from conservation laws without resorting to regularization).
Our approach here will be to use the electromagnetic case as an introduction, before considering
the scalar and gravitational cases. This choice of ordering is made because, though we do not
consider the electromagnetic self-force (EMSF) in this thesis, the EM eld is physical and familiar
whilst the scalar case is unphysical and exhibits unusual eects (such as a dynamically varying
rest mass). We do not begin with the gravitational case either as there is some subtlety to it,
and we do not want this to cloud the main concepts behind SF calculations.
Historically, the development of self-force calculations began with Dirac's seminal paper,
`Classical theory of radiating electrons' [143]. The equation Dirac derived for the motion for a
single electron in at Minkowski space interacting with its own eld was the special relativistic
version of the already known Abraham-Lorentz equation for the recoil of an accelerated electron
due to emission of electromagnetic radiation. Dirac's work was later extended by DeWitt and
Brehme [144] to the case of a point-like electron moving in a curved spacetime. They found
that the resulting equations of motion contained, in addition to the at space term identied by
Dirac, an extra `tail' term involving an integral over the entire past history of the particle (as
noted by Hobbs [145], there was also an extra Ricci term which DeWitt and Brehme's original
calculation missed).
The equations of motion for a particle of nite mass interacting with its own metric per-
turbation were arrived at sometime later by Mino, Sasaki and Tanaka [6] and Quinn and Wald
[7]. Point particles are not valid solutions to Einstein's equations [146] and so Mino et al., as
well as providing a derivation along the lines of DeWitt and Brehme's electromagnetic calcula-
tion, also provided a more rigorous derivation via the method of matched asymptotic. In this
approach, the spacetime local to the compact object is assumed to take the form of a tidally
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distorted Schwarzschild black hole, whereas far away from the compact object the spacetime is
assumed to take the form of a perturbation of the background geometry. By matching these
two expansions in a region where both are valid, Mino et al. obtained the same equations of
motion that their rst method gave. In Quinn and Wald's derivation they took an axiomatic
approach to the problem and also arrived at the same equations of motion. Quinn also later
derived the equivalent results for a particle carrying a scalar charge. Since the original papers
these results have been rigorously derived without resorting to the troublesome notion of point
particles [44, 74, 75, 147].
Despite there being more rigorous derivations, in the discussion of the formalism of the self-
force we present below we will make use of the concept of point particles. We make this choice
because our goal in these sections is not to provide anything approaching a rigorous derivation of
the self-force but instead to give a avour for some of the important concepts. We also note that
in Secs. 5.1, 5.2 and 5.3 on the formalism of the electromagnetic, scalar-eld and gravitational
self-force respectively we follow the review of Poisson [75] in our presentation. In these sections
we also adopt the notation of Poisson whereby, x, denotes a generic spacetime point and, x0,
denotes a source point.
It will turn out that the equations we arrive at in these sections are not particularly useful
for practical self-force calculations and thus they were recast into more amenable forms. In this
thesis we will make use of the mode-sum approach to regularize the elds and, after we introduce
the method in Sec. 5.4, we spend some time discussing its implementation in Schwarzschild
and Kerr spacetime. Everything prior to this point will have been review material but for
the discussion of the mode-sum approach in Kerr spacetime we include some original content
detailing the practical calculation of the SSF in Kerr spacetime. We then return to presenting
review material and briey give an overview of other approaches to the practical regularization
problem. Finally we consider how to decompose the self-force into dissipative and conservative
components.
5.1 Electromagnetic self-force
In the following section we will review the computation of the back reaction or `self-force' felt by
an accelerating electric charge. First we shall examine the situation in at spacetime and then
consider the important extension to motion in a curved spacetime. As mentioned above, in at
spacetime Dirac [143] derived the special relativistic equations of motion. For curved spacetimes
the equations of motion were rst obtained by DeWitt and Brehme [144].
5.1.1 Motion of an electrically charged particle in at spacetime
We wish to consider the motion of a single point particle of mass, , carrying an electric charge,
qe, moving in at, Minkowski spacetime. We shall denote the vector potential at an arbitrary
spacetime point x by A(x). Making the choice to work in the Lorenz gauge, dened through
@A = 0, our governing equation then takes the form
A =  4j ; (5.1)Chapter 5 Essential background: self-force formalism and calculation techniques 59
where  is the usual at spacetime D'Alembertian operator. We shall model our source, j, as
a delta function along the particle's world line:
j = qe
Z
u(x;x0())d ; (5.2)
where (x;x0) is the Dirac delta function. The two important solutions to Eq. (5.1) that we
shall consider here are the retarded and advanced solutions which we denote by A
ret and A
adv,
respectively. For concreteness, if we consider an example of a point particle moving on a circular
orbit then the retarded solution physically corresponds with the particle emitting radiation to
innity as its orbit decays. The advanced solution represents the time-reversed scenario whereby
radiation is ingoing from innity and absorbed by the particle, causing its radius of motion to
increase. Because our source is pointlike, both solutions diverge at the particle's location (i.e.
as x ! x0). The divergence of the physically relevant potential, A
ret, at the particle's location
makes it dicult to work out precisely how it aects the particle's motion.
We shall proceed by constructing a solution to the eld equation (5.1) that is nite at the
location of the particle and is solely responsible for the dynamics. The rst step is to consider
the time-symmetric `S' solution, A
S, given by
A
S =
1
2
(A
ret + A
adv) : (5.3)
As A
S is the linear combination of the retarded and advanced solutions it is itself a solution
of the eld equation (5.1). As such it is just as singular at the particle's location as either the
retarded or advanced solutions. For this reason the `S' subscript could also be interpreted to
mean `Singular' as well as `Symmetric'. Using A
S we then construct a regular solution, A
R, via
A
R = A
ret   A
S =
1
2
(A
ret   A
adv) : (5.4)
As this solution is the dierence of two solutions that satisfy the inhomogeneous wave equation,
A
R satises the homogeneous wave equation so that we have
A
R = 0 : (5.5)
Thus we see that A
R is a sourceless, radiative-only eld. Consequently the subscript `R' could
also be interpreted to mean `Radiative' as well as `Regular'. It will transpire that A
R alone gives
rise to the correct equations of motion with A
S having no eect on the dynamics (instead it is
responsible for a mass renormalization [75]). Dening a regular electromagnetic eld tensor
FR
 = @AR
   @AR
 ; (5.6)
the correct equations of motion are then given by
a = Fext
 + qeFR
u ; (5.7)
where Fext
 is some external force acting on the particle and a = du=d is the particle's
acceleration.
Dirac rst postulated Eq. (5.7) and performed an explicit calculation of A
R by balancing the
electromagnetic-eld momentum that 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worldline with the corresponding change in the particle's momentum. The result of this calcu-
lation gives the self-force [in this case commonly known as the Abraham-Lorentz-Dirac (ALD)
force] to be
a = F
ext + F
(ALD) where F
(ALD) 
2
3
q2
e(
 + uu)_ a ; (5.8)
where an overdot denotes dierentiation with respect to t.
One immediately striking property of this equation is that it contains a term proportional to
the derivative of the acceleration. As was rst pointed out by Dirac this leads to runaway and pre-
accelerating solutions for the particle's motion. This troublesome term has been much discussed
in the literature (see for example [7, 44, 143, 148, 149, 150, 151]) and the general consensus is
that these unwanted solutions arise due to the inconsistent nature of a point particle description
coupled to the electromagnetic eld. If instead the point particle model is considered as an
approximation to a physical situation involving an extended body, valid through to O(q2
e), then
a reduction of order technique can be used to cure the pathological diculties with the model.
Roughly speaking, the reduction of order is achieved by equating by dierentiating Eq. (5.8)
with respect to  and rearranging for _ a. This result is then substituted back into Eq. (5.8) and,
by ignoring terms of greater than O(q2
e), the resulting equations of motion are then given by
a = F
ext +
2
3
q2
e

(
 + uu)
dF

ext
d
: (5.9)
The solutions to this equation are free from the diculties associated with the solutions of
Eq. (5.8).
Though it was not necessary to the discussion above, we now introduce the Green's functions
associated with the retarded and advanced potentials so that we may compare their properties
with the equivalent Green's functions in curved spacetime below. The retarded (`+') and ad-
vanced (` ') Green's functions are dened as solutions to
G
0(x;x0) =  4
0(x;x0) ; (5.10)
where 
0 is the usual Kronecker delta and hereafter tensors dened at x have unprimed indices
whilst tensors dened at x0 have primed indices. The retarded and advanced Green's functions
satisfy the relation
G
+0(x;x0) = G

0
 (x0;x) ; (5.11)
and can be used to construct the retarded and advanced potentials via
A
ret(x) =
Z
G
+0(x;x0)j
0
dV 0 ; (5.12)
A
adv(x) =
Z
G
 0(x;x0)j
0
dV 0 ; (5.13)
where in general the spacetime volume element is given by dV 0 =
p
 det[ g(x0)]d4x0, with det( g)
being the determinant of the background metric. For Minkowski spacetime, dV 0 reduces to
simply d4x0 as det( g) =  1 for all values of x0 . Writing x = (t;x) and x0 = (t0;x0), the retarded
and advanced Green's functions are given explicitly by [75]
G
0(x;x0) = 
0
(t   t0  jx   x0j)
jx   x0j
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Figure 5.1: Light cone diagram of the support of the regular Green's function, G

R0(x;x
0), as
dened via Eq. (5.16), in at spacetime (left panel) and curved spacetime (right panel). The
(black) straight lines mark the past and future light cone of the spacetime point x. The thin
(blue) curved line is the particle's worldline. The thick (red) lines or circles show the support
of the Green's function. In at spacetime the Green's function only has support where the
light cones of x intersect the particle's world line. In curved spacetime the Green's function
also has support within the lights cones of x. The regular Green's function dened this way
is not useful for computing the self-force as, in the limit x ! x
0, the regular potential, A

R(x),
depends on the entire past and future history of the particle's motion.
From this we see that the retarded Green's function has support only on the past light cone
of x0. Likewise, the advanced Green's function's support is only on the future light cone of x0.
This implies that the retarded potential at a spacetime point, x, only has a contribution from
where the past light cone of x intersects the particle's world line. This reects the fact that in
at spacetime, disturbances in the EM eld propagate at the speed of light.
For completeness we also introduce singular and regular Green's functions, dened via
G
S0(x;x0) =
1
2

G
+0(x;x0) + G
 0(x;x0)

; (5.15)
G
R0(x;x0) =
1
2

G
+0(x;x0)   G
 0(x;x0)

; (5.16)
and through which the singular and regarded potentials can be written as
A
S(x) =
Z
G
S0(x;x0)j
0
dV 0 ; (5.17)
A
R(x) =
Z
G
R0(x;x0)j
0
dV 0 : (5.18)
From Eq. (5.11) it can be seen that the singular and regular Green's functions obey the relations
G
S0(x;x0) = G

0
S(x0;x) ; (5.19)
G
R0(x;x0) =  G

0
R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5.1.2 Motion of an electrically charged particle in curved spacetime
We now consider the motion of a single electrically charged particle moving in a curved spacetime.
Dening the vector potential as before our eld equation now reads
A    R
A =  4j ; (5.21)
where now  =  grr is the covariant wave operator with covariant derivatives taken with
respect to the background metric and  R is the Ricci tensor of the background metric. Again
we choose to work in the Lorenz gauge, which now reads rA = 0. We can dene advanced
and retarded potentials as before and write them as integrals over Green's functions [see Eqs.
(5.12) and (5.13)]. As one might expect, Eq. (5.14) is no longer the correct form of the Green's
functions. In fact it turns out that, whereas in at spacetime the retarded Green's functions was
supported only the future light cone of x0, in curved spacetime the retarded Green's function
has support on and within the future light cone of x0. This implies that the retarded potential,
A
ret(x), at a spacetime point x has contributions from the entire past history of the particle
up to the point where the past light cone of x intersects the particle's world line (see Fig. 5.1).
This reects the fact that in curved spacetime disturbances in the EM eld propagate at all
speeds less than or equal to the speed of light [75] (Huygen's principle does not apply in curved
spacetimes).
In a similar fashion, the advanced Green's function has support on and within the past
light cone of x0. This will turn out to be problematic if we wish to construct the self-force
in the same manner as we did in at spacetime. As before, the singular nature of the retarded
potential at the particle's location makes it dicult to understand how it inuences the particle's
motion. Following the route we took in at spacetime, we can construct a singular potential
A
S via Eq. (5.3), and then further construct a regular potential A
R via Eq. (5.4) which then
satises the homogeneous version of the eld equation (5.21). Unfortunately when we make these
constructions we nd that, in the limit x ! x0, A
R depends on the entire past and future of the
particle. Clearly then, A
R constructed this way will not provide for a suitable law of physics.
Detweiler and Whiting [152] proposed and demonstrated that the correct Green's function
required to construct A
S is given by
G
S0(x;x0) =
1
2

G
+0(x;x0) + G
 0(x;x0)   H
0(x;x0)

; (5.22)
where H
0(x;x0) is chosen in such a way as to remove the acausal features encountered with
a na ve construction of A
R as described above. Specically H
0 is chosen to coincide with the
advanced Green's function, G
 0(x;x0), whenever x0 is within the future light cone of x. As we
want G
S0(x;x0) to be symmetric under interchange of x and x0, H
0 must also coincide with
the retarded Green's function, G
+0(x0;x), whenever x0 is in the past light cone of x. Another
important feature of H
 is that it is constructed to be a solution to the homogeneous wave
equation,
H
0(x;x0)   R
H
0(x;x0) = 0 : (5.23)
The two point function H
0 with the above properties has support on the entire worldline of the
particle. Furthermore we see that G
S0(x;x0) is a solution to the inhomogeneous wave equation
(i.e., the above wave equation with a delta-function source on the right-hand side). We thus
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Figure 5.2: Support of the singular and regular Green's functions in curved spacetime. The
(black) straight lines mark the past and future light cone of the spacetime point x. The
thin (blue) curved line is the particle's worldline. The thick (red) lines show the support
of the Green's function. The left panel shows the support of the singular Green's function,
G

S0(x;x
0), as dened via Eq. (5.22). The corresponding regular Green's function, G

R0(x;x
0),
dened via Eq. (5.24), has support along the particle's worldline wherever the worldline is
outside the future light cone of x. The regular Green's function constructed this way has the
important property that in the limit x ! x
0 it only has support within the past light cone of
x
0.
x ! x0. Consequently the regular Green's function
G
R0(x;x0) =
1
2

G
+0(x;x0)   G
S0(x;x0)

(5.24)
=
1
2

G
+0(x;x0)   G
 0(x;x0) + H
0(x;x0)

(5.25)
is nite as x ! x0 and importantly, in this limit the it only has support within the past light
cone of x0 (see Fig. 5.2). The regular potential dened via Eq. (5.4) using this Green's function
is thus a solution to the homogeneous wave equation implying that it is well dened throughout
the entire spacetime, including at the particle's location. It can also be shown that the singular
potential A
S exerts no force on the particle [75] and so, just as in at spacetime, we conclude
that the regular potential, A
R, is solely responsible for the self-force.
Once the regular potential has been correctly identied, the self-force itself is then computed
much as before by dening a regular EM eld tensor
FR
 = rAR
 + rAR
 ; (5.26)
and the force law
a = Fext
 + qeFR
u ; (5.27)
where now a = Du=d. An explicit calculation of the equations of motion then gives [75]
a = F
ext + F
(ALD) + F
(Ricci) + F
(Tail) ; (5.28)64 Chapter 5 Essential background: self-force formalism and calculation techniques
where F
(ALD) is dened as for at spacetime in Eq. (5.8) and we have
F
(Ricci) =
1
3
q2
e(
 + uu) R

u ; (5.29)
F
(Tail) = q2
eu lim
!0
Z  
 1
h
rG

+0   rG
+0
i
u
0
d0 : (5.30)
As in at space, this equation, due to the presence of the F
(ALD) term, admits unphysical
solutions which can be cured by the reduction of order method outlined above. The interesting
feature of Eq. (5.28) is the non-local `Tail' term. To see how it arises in the form given above
recall that in the limit x ! x0 the regular and the retarded Green's function coincide within the
past light cone of x0 whilst at x0 itself their values dier (the former diverges whilst the latter is
nite). Thus in the coincidence limit we can write
A
R(x0()) = qG
R0(x0;x0)u + q lim
!0
Z  
 1
G
+0(x;x0)u
0
d0 (5.31)
where we have used j(x0) = qu. When the force is calculated using Eq. (5.27) the rst term in
Eq. (5.31) gives rise to the local ALD and Ricci terms and the second term can be readily seen
to give the Tail term in Eq. (5.30). The presence of the tail term implies that the force felt by
the particle at a given time, , depends upon the entire past history of the particle. Evaluating
this tail term for dierent setups is the main task of self-force calculations in curved spacetimes.
At this point we remind that Eq. (5.28) was rst derived by DeWitt and Brehme [144] (with
a correction by Hobbs [145] as the original version did not include the Ricci-tensor term). Their
derivation followed a dierent path from the outline presented here (which takes after Detweiler
and Whiting's work). In DeWitt and Brehme's work they considered the retarded potential to
be split into direct and tail contributions (see Fig. 5.3). The direct contribution to the vector
potential at a spacetime point x is the piece that propagates along the past light cone of x from
the point where the past light cone intersected the particle's worldline. The tail contribution
is the piece that propagates within the past light cone of x from the entire past history of the
particle, up to, but excluding, the point where the light cone intersects the worldline. They then
showed that it was the direct piece of the full potential that diverged as x ! x0 and the self-force
was entirely due to the tail contribution. This decomposition of the potential into direct and tail
components is useful for describing the SF but we note that neither of these parts individually
is a solution of the eld equation (5.21).
Lastly we note that Eq. (5.28) possesses a seemingly unusual feature in that in the absence
of any acceleration the particle will experience a (self-) force in curved spacetime (for zero
acceleration the F(ALD) term vanishes but in curved space the F(Ricci) and F
(Tail) terms remain in
general). At rst glance this looks like it might violate the equivalence principle, as, for example,
a (point-like) electron freely falling in a gravitational eld will experience a (self) force whereas
an electron in stationary in at space will not (recall that by the equivalence principle these
two situation are indistinguishable for an uncharged test mass). The resolution to this seeming
violation of the equivalence principle lies in realising that an electrically charged particle cannot
be separated from its extended electromagnetic eld and so the equivalence principle does not
apply in this case. This issue is discussed in detail by DeWitt and DeWitt [153].Chapter 5 Essential background: self-force formalism and calculation techniques 65
Figure 5.3: Failure of Huygens' principle in curved spacetime: a sharp pulse of light will not
remain sharp. Similarly the force felt by a test particle at x is composed of two contributions,
one from the eld that has propagated along the light cone and the other from the eld that
has propagated within it. The rst contribution is referred to as the direct piece, the second,
the tail piece of the force. In a point particle model, as the eld point x tends to a point x
0
on the particle's world line, the force diverges. DeWitt and Brehme [144] showed that this
divergence was entirely due to the direct component of the force; the tail contribution remains
nite in the limit and is entirely responsible (for non-accelerated motion in Ricci at space)
for the self-force felt by the particle.
5.2 Scalar-eld self-force
In this section we give the equations governing the motion of a particle carrying a scalar charge
q moving in a curved spacetime. Recall that we take our equation of motion to be the minimally
coupled Klein-Gordon equation [see Eq. (4.1)], from which we can dene retarded and advanced
solutions ret and adv respectively. We can proceed then as with the EM case and dene
suitable singular and regular elds, S and R, respectively. It can then be shown that only
R contributes to the dynamics [130]. We then choose (see below for discussion) our force law
to read
ur(u) = F
ext + qrR ; (5.32)
where, as before, F
ext is some external force acting on the particle
The explicit calculation of F
self was rst carried out by Quinn [130] for the minimally coupled
scalar eld, and extended to included Ricci coupling in Ref. [75]. The resulting equations of
motion for the case of minimal coupling are given by
ur(u) = F
ext + F
self with F
self =
q2
3
dF
ext
d
+
1
6
Ru + lim
!0
q2

Z  
 1
rG+ d0 ;
(5.33)
where we have reduced the order of the dierential equation so as to remove the unphysical
da=d term. A surprising feature of Eq. (5.33) is that the SSF has a component tangential to
the particle's four-velocity so that uF
self is generally non-zero. The consequences of this can
be seen by expanding the derivative in Eq. (5.32), whereupon one nds a term orthogonal to
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tangential to the four-velocity, which gives rise to a dynamically varying rest mass. With no
external force, equating these components with the orthogonal and tangential components of
F
self gives

du
d
= (
 + uu)F
self  F

?(self) ; (5.34)
d
d
=  uFself
 : (5.35)
By combining Eqs. (5.32) and (5.35) we can write the rest mass explicitly as a function of 
which gives
() = 0   qR() ; (5.36)
where 0 is a constant of integration (sometimes called the bare mass). For a stationary setup
(where R is constant in time) the rest mass of the particle will remain constant along the orbit,
but for more general setups the rest mass will vary along the orbit. This unusual feature of our
particular scalar-eld setup can be understood `physically' by noting that a scalar charge can
radiate monopole waves with the radiated energy coming at the expense of the particle's rest
mass [75].
We remind at this point that there are no known fundamental scalar elds, and so the choice
of eld equation and force law are somewhat arbitrary. It turns out to be possible to construct
a scalar eld theory where the rest mass is conserved, but at the cost of losing the linearity of
the resulting theory [130]. For this reason we choose to work with a scalar eld governed by the
Klein-Gordon equation, even though the resulting theory has a time-dependent rest mass.
5.3 Gravitational self-force
The concept of a gravitational self-force is a little more subtle than in the EM and scalar cases.
For EM and scalar elds it is conceptually straightforward to consider the eld to be a pertur-
bation over a xed background geometry (at least to leading order in q=M, where q is either
the scalar or electric charge. For higher orders the back reaction of the eld's stress-energy on
the spacetime geometry must be taken into account). For the gravitational problem, the eld
in question is a perturbation of the spacetime geometry and as such the distinction between the
eld and the background spacetime is ambiguous. If we consider the metric g to be the sum
of the background metric  g and the perturbation h then there is in principle no unique way to
map a point from g =  g + h to  g. One consequence of this is that a change of gauge will result
in a change in the computed self-force [56]. Thus a complete description of problem requires
knowledge of both the GSF and the gauge in which it was computed.
It may be objected that, as we have a point mass moving in a purely gravitational eld, we
should expect it to move along a geodesic in some physical spacetime and that by considering
it to be moving along a geodesic in a background spacetime we have articially given rise to
the ambiguity mentioned above. The problem with constructing such a description is that, as
we are using a point particle model, the spacetime has a singularity at the particle's location
making it challenging to describe the particle's motion as geodesic in the `physical' spacetime (in
fact point particles are not valid solutions to the full Einstein eld equations [146]). Rigorously
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linearized Einstein eld equations encountered in SF calculations has been a major achievement
over the last few years [44]). Nonetheless this alternative viewpoint of the GSF was developed
by Detweiler and Whiting [152]. In their work they restore some of the original spirit of the
equivalence principle to the GSF problem by considering the particle to be moving along geodesics
of an eective spacetime. It is important to note, though, that this eective spacetime is not
the physical spacetime and so, just as with the `force' point of view it should be considered a
calculation tool.
The correct equations of motion (through rst order in the mass ratio) were rst identied
by Mino, Sasaki and Tanaka [6], and Quinn and Wald [7]. Their results show the gravitational
self-force to be given by
F
self = 2k lim
!0
Z  
 1
rG
+
00(x;x0)u
0
u
0
d0 ; (5.37)
where
k =
1
2
 guu   guu  
1
2
uuuu +
1
4
u gu +
1
4
 g g : (5.38)
Equation (5.37) is often referred to as the MiSaTaQuWa equation after the authors of the original
papers and they represent the gravitational equivalent of Eqs. (5.28) and (5.33). The equation we
have given here has had the reduction of order technique applied which, in this case, completely
removes the term proportional to da=d (the reduced term is found to be at second order in the
mass ratio and so when working only to rst order, as we do in this thesis, it can be ignored [7]).
5.4 Self-force via the mode-sum method
In this work we will always consider the particle to moving on a geodesic of a vacuum spacetime
(i.e.  R = 0). From Eqs. (5.28), (5.32) and (5.37) we see that this means we only need concern
ourselves with the calculation of the regular/tail contribution to the SF so that we have
F
self(xp) = F
R(xp) =
8
> <
> :
qrR(xp) ; scalar eld;
qe gu[rAR
 (xp)   rAR
 (xp)] ; EM eld;
k(xp)r hR
(xp) ; gravitational eld.
(5.39)
Formally F
self is constructed via Eqs. (5.28), (5.33) and (5.37). Unfortunately, these equations
are dicult to work with directly (though some progress has been made in this direction with the
method of matched expansions [78]). In Sec. 1.3 we briey reviewed the current set of practical
methods for computing the self-force and in this work we will make use of the mode-sum scheme
which we will detail now.
As discussed in the proceeding sections, we can write the regular contribution as the dierence
between the retarded eld and the singular contribution in the limit x ! xp. This gives us
F
self(xp) = F
R(xp) = lim
x!xp
[F
ret(x)   F
S (x)] ; (5.40)
where F
ret=S are computed via Eq. (5.39) with the replacements xp ! x and R ! ret=S. For
the gravitational case, this involves an additional subtlety as k depends upon the particle's
four-velocity [see Eq. (5.38)] and as such is only dened on the particle's worldline. We therefore
have to choose a suitable extension of k from the particle's worldline. This extension can be
arbitrarily chosen so long as we have k(x) ! k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extension for both F
ret(x) and F
S (x). The particular extension we choose in this work will be
discussed below.
Equation (5.40) is still not in a practical form, as both F
ret(x) and F
S (x) diverge as x ! xp.
At this point we turn to the mode sum prescription, whereby the full retarded eld, regular eld
and the singular eld are decomposed into scalar spherical harmonic modes. This decomposition
has the advantage that the individual lm-modes of the retarded and singular elds are nite at
the particle's location. We can thus write the force due to the regular eld as
F
R(xp) = lim
x!xp
X
l

Fl
ret(x)   Fl
S (x)

; (5.41)
where Fl
ret=S denotes the contribution to F
ret=S from its spherical harmonic l-mode (summed
over m). Generally the retarded force per l-mode has to be computed numerically and this
computation is the subject of Chapters 6, 7 and 8 of this thesis. The singular piece on the other
hand is accessible to an analytical treatment. The structure of the singular component of the
eld was rst analysed by Mino et al. [6] and the practical mode sum method for computing
the SF was developed shortly after by Barack and Ori [8, 154]. The formula they obtained for
regularizing the eld is given by
Fself
 = q
1 X
l=0

F
l(full)
   AL   B   CL 1

  D 
1 X
l=0
Fl(reg)
 ; (5.42)
where L = l + 1=2 and
D 
1 X
l=0

lim
x!xp
FSl
   AL   B   CL 1

: (5.43)
Each F
(full)l
 is nite at the particle's location, although in general the sided limits r ! r
p
yield two dierent values, denoted F
(full)l
 respectively. The coecients A;B;C;D are l-
independent regularization parameters, the values of which are known for generic bound orbits
about a Schwarzschild [8] or Kerr black hole [154].
As the series in Eq. (5.42) is truncated at O(L 1) we expect, for high l, the contributions to
Fself
 to drop o as l 2. It is possible to add higher order regularization terms to the series that
increase the convergence rate with l. These terms are known to take the form [155]
D;2
(2l   1)(2l + 3)
+
D;4
(2l   3)(2l   1)(2l + 3)(2l + 5)
+ =
1 X
n=1
D;2n
"
n Y
k=0
(2L   2k)(2L + 2k)
# 1
(5.44)
where the D;2n are extra regularization parameters that serve to increase the dierentiability
of the eld at the particle's location (they do not aect the value of the SF as, for instance,
P1
l=0[(2l   1)(2l + 3)] 1 = 0). With the addition of each extra parameter the convergence rate
of the mode-sum increases by a factor of l 2 (note that the coecients of the odd powers of L
are known to be zero [155]). Thus knowledge of the higher order regularization parameters is of
great use in practical calculations. In principle if all the higher order regularization parameters
are know then the convergence of the mode sum becomes exponential with l. In particular this
implies that if the eld component requires no regularization (i.e., all regularization parameters
are known to be zero), then we expect to observe exponential convergence. Lastly we note thatChapter 5 Essential background: self-force formalism and calculation techniques 69
there is no relation between the D;2n and D dened in Eq. (5.43).
For comparisons between GSF and PN calculations (which we do not undertake in this thesis
but are a future application of our work) it turns out to be useful to replace the particle's proper
time,  (dened with respect to the background metric) by the proper time ~  dened with respect
to the perturbed metric  g + hR
 [156, 157]. The two proper times are related, through O(),
via
d
d~ 
= 1 + HR ; (5.45)
where
Hfull =
1
2
hfull
 uu ; (5.46)
with the R-eld perturbation hR
 evaluated at the particle. Barack and Sago [157] showed
that HR can be computed from the full (retarded) metric perturbation using the regularization
formula
HR =
1 X
l=0

Hfull
l   BH + CHL 1
; (5.47)
where BH and CH are regularization parameters.
5.4.1 Mode-sum in Schwarzschild spacetime
The A;B;C;D regularization parameters for the scalar, EM and gravitational self-force
were rst derived by Barack and Ori [8]. For the scalar self-force they found the values of these
rst four parameters to be
Ar = 
q2
r2
p
E
fV
; At = 
q2
r2
p
_ r
V
; A' = 0 ; (5.48)
Br =
q2
r2
p
(_ r2   2E2)K(w) + (_ r2 + E2)E(w)
fV 3=2 ; (5.49)
Bt =
q2
rp
2E _ r[K(w)   2E(w)]
V 3=2 ; (5.50)
B' =
q2
rp
_ r[K(w)   E(w)]
(L=rp)V 1=2 ; (5.51)
C = D = 0 ; (5.52)
with K;E being the complete elliptic integrals of the rst and second kind respectively and
w 
L2
L2 + r2
p
; V  1 +
L2
r2
p
: (5.53)
For the EM and gravitational self-force Barack and Ori [158] found the regularization pa-
rameters were related to the scalar ones above via
A(grav)
 =  A(EM)
 = A(sca)
 ; (5.54)
B(grav)
 =  B(EM)
 = (
 + uu)B
(sca)
 ; (5.55)
C(grav,EM)
 = D(grav,EM)
 = 0 ; (5.56)
where the (grav);(EM);(sca) superscripts are used to denote the regularization parameters for
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For the metric perturbation the regularization parameters are given by [129]
BH =
2

q
r2
p + L2
K

L2
r2
p + L2

; CH = 0 : (5.57)
For the SSF for a particle in a circular orbit, Detweiler et al. [155] derived the next order
regularization parameter, D2. Very recently Heernan et al. [159] were able to derive the D2;D4
and D6 for generic orbits about a Schwarzschild black hole for the scalar, EM and gravitational
SF. They also derived higher order regularization parameters for the metric perturbation.
As we saw in Sec. 4.5 the angular component of the gravitational perturbation decouples
when expanded in tensor spherical harmonics whereas the mode-sum formula requires scalar
spherical harmonic modes as input. Therefore before we can use Eq. (5.42) we must project
the tensor harmonics onto a basis of scalar harmonics. In doing so it is important to make a
good choice of extension of k o the world line as some choices will lead to innite coupling
between the tensor and scalar spherical harmonic modes [160]. The choice we make here is that
of Ref. [67] whereby, if the SF is to evaluated at a point xp on the particle's worldline, we take
the four-velocity u that appears Eq. (5.38) to be u(xp) for all x. With this choice of extension
the expansion of the full force F
l(full)
 in scalar spherical harmonics occurs in such a way that
each tensor spherical harmonic l0m-mode only couples to the seven scalar harmonic lm-modes
with l   3  l0  l + 3, with no coupling between the m-modes. Performing the expansion is a
straightforward but rather tedious calculation. The resulting formula for the full component of
the force per l-mode is given by
Fl
full =
l X
m= l
2
r2
p
n
F
l 3;m
( 3) + F
l 2;m
( 2) + F
l 1;m
( 1) + F
l;m
(0) (5.58)
+ F
l+1;m
(+1) + F
l+2;m
(+2) + F
l+3;m
(+3)
o
Y lm(p;'p) ;
where the F's are given explicitly in Appendix of C of Ref. [67] (we do not repeat them here as
they are rather lengthy equations). The metric perturbation likewise needs to be projected onto
a basis of scalar harmonics before regularization. The required formula is given by
Hfull
l =
1
2
l X
m= l
n
G
l+2;m
(+2) + G
l+1;m
(+1) + Glm
(0) + G
l 1;m
( 1) + G
l 2;m
( 2)
o
Y lm ; (5.59)
where the G's are given in Appendix F (although Barack and Sago were the rst to calculate HR
[129], they did not explicitly give the required coupling formula between the scalar and tensor
spherical harmonic modes).
5.4.2 Mode-sum in Kerr spacetime
The regularization parameters in Kerr spacetime for the scalar, EM and gravitational SF were
rst derived by Barack and Ori [154]. Their explicit form is rather unwieldy so we do not repeat
them here (but we do give their form for circular equatorial orbits in Appendix G). More recently
Heernan et al. [159, 161] have also derived the next order regularization parameter, D2, for the
case of a scalar particle in a circular equatorial orbit about a Kerr black hole.
We now discuss some subtleties of implementing the mode-sum formula in Kerr spacetime
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the scalar eld naturally decomposes into spheroidal harmonic modes. The mode-sum scheme
on the other hand requires1 spherical harmonic modes as input even in Kerr spacetime. Hence in
order to regularize using the standard mode-sum approach we rst need to project the spheroidal
harmonic modes onto a basis of spherical harmonics. We do this by expanding each spheroidal
harmonic in a series of spherical harmonics
S^ lm(;2)eim =
1 X
l=0
b
^ l
lm(2)Ylm(;') ; (5.60)
where the -dependent coecients b
^ l
lm are determined from a recursion relation found by sub-
stituting the series expansion into the angular dierential equation (4.12) (see Appendix B and
also Ref. [117]). The spheroidal harmonics reduce to the standard spherical harmonics when
2 = 0. Therefore when 2 = 0 the coecients b
^ l
lm reduce to the Kronecker delta 
^ l
l. Using the
b
^ l
lm's we can write the spherical harmonic multipole contribution to the full SSF as
F(full)l
 (x) = qr
l X
m= l
lm(t;r)Ylm(;')=r ; (5.61)
where  = ft;r;'g (we discuss the situation for  =  below) and lm is given by
lm(t;r) =
1 X
n=0
1 X
^ l=0
b
^ l
lm ^ lm!(r)e i!t : (5.62)
We now make some comments regarding the practical use of Eqs. (5.61) and (5.62). Formally
when constructing lm one has to sum over all spheroidal ^ l modes. In practice this is not
necessary, as the coupling between the spheroidal and spherical harmonic modes is relatively
weak for the spheroidicities encountered in our calculation. We have numerically demonstrated
that the contribution from a given spheroidal ^ lm mode to the spherical harmonic lm modes of
the eld is strongly peaked around l = ^ l and that its contribution to other spherical harmonic
modes decreases exponentially as one moves away from this value (see Fig. 5.4). As would be
expected, the coupling strengthens as the magnitude of the spheroidicity, 2, increases.
Equation (5.61) cannot be used in its given form to compute the F component of the SSF.
Recall that the regularization formula (5.42) requires the full SF per l-mode, summed over m, as
input. When taking the  derivative of the spherical harmonics Ylm one nds that the resulting
formula couples between l-modes. Before regularization this coupling must be correctly taken
into account by expanding the Ylm; in a basis of spherical harmonics as we now demonstrate.
The most na ve route to computing F is to expand Ylm; as as series of Ylm's much as we
did with the spheroidal harmonics [see Eq. (5.60)]. In this approach we would write
Y lm;(;') =
1 X
l=0
a
 l
lmYlm(;') ; (5.63)
1At least within its current formulation the standard mode-sum scheme requires spherical harmonic modes as
input. It may be possible to re-formulate it and regularize directly the spheroidal harmonic modes but this has
not yet been attempted. The Discussion section of Ref. [110] gives an overview of the diculties involved with
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and then using the orthogonality relation (B.4) compute the series coecients a
 l
lm via
a
 l
lm =
Z
Y lm;Y 
lm d
 ; (5.64)
Unfortunately when we do this we nd that the bandwidth of the coupling is extremely wide so
that, for instance, the (l;m) = (44;10) mode couples strongly to modes with l > 100 (see Fig.
5.5). This makes any numerical computation impractical. Instead our technique for computing
F is to multiply the scalar eld by a suitable function f() that has the properties: (i) when
we take the derivative with respect to  and then the limit  ! p we recover the correct result,
and (ii) allows us to expand the combination f()Ylm; in a nite series of spherical harmonics.
After some experimentation, one such function that presents itself is
f() =
3sin
2 p sin   sin
3 
2sin
3 p
= 1 + O(   p)2 : (5.65)
This function clearly satises condition (i), as we have (fYlm); = fYlm; + f;Ylm ! Ylm; as
 ! p. Furthermore, using the identities (B.9) and (B.12) we can expand fYlm; as series that
couples only to the l  1 and l  3 modes. Performing the expansions we nd our nal result
takes the form
F
(full)l
 (x ! xp) = q
l X
m= l
lm(tp;rp)Flm(p)Ylm(p;'p)=r ; (5.66)
where Flm is given by
Flm(p) =
3
2sinp


l 1;m
(+1) + 
l+1;m
( 1)

 
1
2sin
3 p


l 3;m
(+3) + 
l 1;m
(+1) + 
l+1;m
( 1) + 
l+3;m
( 3)

; (5.67)
with the 's and 's given in Appendix B. Note that whilst Eq. (5.61) gives the force felt a test
body of charge q anywhere throughout space except at the particle (where it diverges and hence
requires regularization at this point), Eq. (5.66) is only useful for regularizing the  component
of the force at the particle (i.e., it does not give the correct  component of the force away from
the particle).
We also note that for the EM and gravitational SF calculations we can use the fact that the
four-velocity are orthogonal (uF = 0), from which, once Ft;F' and Fr are known, one can
compute F. However recall from Sec. 5.2 that for the scalar eld problem the quantity uF
is generally non-zero and thus for the SSF we must compute F directly via the method given
above.
5.5 Alternative practical regularization techniques
As discussed in Sec. 1.3, alternative practical regularization techniques have recently emerged
in the form of matched expansions, radiation gauge regularization and puncture methods. The
former technique aims to use the MiSaTaQuWa equations directly to compute the SF and we will
not say more about it here. The development of the latter two techniques has been driven by a
desire to calculate the GSF in Kerr spacetime, where the mode-sum approach is less appropriate
due to a lack of separability of the Lorenz gauge gravitational eld equations in Kerr spacetime
(see Chapter 10 for a brief discussion). The puncture technique in particular relates to computingChapter 5 Essential background: self-force formalism and calculation techniques 73
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Figure 5.4: Coupling of spheroidal and spherical modes for  = =2. Shown are the con-
tributions from a given ^ l-mode to b
^ l
lm for various spherical harmonic l-modes. (Note that for
 = =2 we have that the b
^ l
lm = 0 identically for odd values of l ^ l.) The width of the l distri-
bution depends mainly on the magnitude of the spheroidicity parameter, j
2j, which in the two
cases illustrated here of (^ l;m) = (44;34) and (^ l;m) = (44;10), we have set the spheroidicity to
be 
2 =  11:821 and  1:022, respectively (the particular choice of spheroidicities used here is
motivated by greatest values we encounter later for the circular equatorial orbit|see Chapter
6).
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Figure 5.5: Projection of Ylm; on to a basis of spherical harmonics [see Eq. (5.63)]. The
convergence of the series is seen to exhibit power-law behaviour (note the log-log scale). This
wide bandwidth of the coupling makes practical calculations of F via this method infeasible
and instead we make use of the alternative method outlined in the text.
the Lorenz gauge GSF using 2+1D or 3+1D evolutions and we outline the basic idea behind this
approach now.
We begin by supposing that we can construct a `puncture' eld, P, that approximates the
singular eld, S, near the particle in such a way that we have
lim
x!xp
(S   P) = 0 ; (5.68)
lim
x!xp
r(S   P) = 0 : (5.69)
We then write the regular eld R, which we recall is the dierence between the retarded 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ret, and the singular eld, in the form
R(x) = ret(x)   S(x) + P(x)   P(x) ; (5.70)
= res(x)   [S(x)   P(x)] ; (5.71)
where we have dened the residual eld, res, by
res(x)  ret   P(x) : (5.72)
Now recalling that the SSF is entirely due to the regular eld we have
F
self(xp) = qrR(xp) = q lim
x!xp
r fres(x)   [S(x)   P(x)]g ; (5.73)
= qrres(xp) ; (5.74)
where in moving from the rst to the second line we have used Eq. (5.69). By combining
Eqs. (5.72) and (4.1) we can write the governing equation for res as
res =  4T   P  Zres ; (5.75)
where Zres is an extended source free of any delta functions.
The eective source approach has been used in a few practical calculations of the SF. In
Barack and Golbourn's approach [81] they, in anticipation of working in the axially symmet-
ric Kerr spacetime, rst decomposed the residual source and eld and the retarded eld into
azimuthal m-modes
res=ret =
m X
m= 1
m
res=ret(t;r;)eim'; Zres =
m X
m= 1
Zm
res(t;r;)eim' : (5.76)
In making this decomposition one nds that each m-mode the retarded eld, m
ret, is logarith-
mically divergent at the particle making it challenging to numerically solve for it directly. They
overcame this problem by implementing the puncture scheme outlined above in a 2+1D code
[162] for a scalar particle on a circular orbit in Schwarzschild spacetime. Their technique was
to solve Eq. (5.75) inside a world tube surrounding the particle and ret = 0 outside the
world tube, using Eq. (5.72) to continue the evolution across the worldtube boundary. They
discovered that the convergence of eld was power-law in m, and that the rate of convergence
depended upon the regularity of the residual source. The closer the puncture eld approximates
the singular eld, the faster the convergence rate with m. In their original work they did not
have a suciently regular residual eld to calculate the self-force. Later Dolan and Barack [91]
were able to compute the SSF via the m-mode technique and then Dolan et al. [98] extended
the calculation to circular, equatorial orbits in Kerr spacetime. The results they obtained were
found to be in agreement with the work presented in this thesis (and published as Ref. [97]).
Very recently the m-mode approach has been extended to calculate the GSF for circular orbits
in Schwarzschild spacetime [142].
A similar approach was taken by Vega and Detweiler [82] who performed a 1+1D calculation
for a scalar particle in a circular orbit about a Schwarzschild black hole. In their calculation
they make use of a smooth `window' function, W, constructed in such a way as to allow for
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for the retarded eld far away from the particle. This is achieved by introducing a regular eld
dened by
R = ret   WP ; (5.77)
and then solving for
R =  (WP)   4T  Se ; (5.78)
where Se is an eective extended source that can be computed analytically. Since Vega and
Detweiler's 1+1D calculation this approach has been applied to full 3+1D SSF simulations [95]
in Schwarzschild spacetime in anticipation of tackling the Kerr GSF problem. A comprehensive
review of the eective source approach can be found in Refs. [83, 163]. Working in 3+1D has
the advantage that it can leverage much of the evolution code that has been developed by those
working in the NR eld [90].
5.6 Conservative and dissipative components of the SF
When analysing the dierent physical eects of the SF it is insightful to consider its conservative
and dissipative eects separately [76, 164]. Splitting the SF into its conservative and dissipative
components is also practically benecial, as the two pieces admit l-mode sums with dierent
convergence properties, which are better dealt with separately. Before showing how we practically
go about splitting the SF into conservative and dissipative pieces in this work, we rst give the
standard denition in terms of the advanced and retarded elds [76]. We rst remind that we
denote the retarded and advanced solutions to the scalar eld equation (4.1) by ret and adv
respectively. The advanced SF is then dened by
Fadv
 =
1 X
l=0
[Ffull
l(adv)   A(l + 1=2)   B] : (5.79)
Since the singular behavior near the particle is the same for the retarded and advanced elds,
the regularization parameters A and B in Eq. (5.79) are as given in Sec. 5.4. The conservative
and dissipative components of the SF are dened to be the parts of the SF which are symmetric
and anti-symmetric under interchanges of the retarded and advanced elds respectively:
Fcons
 
1
2
(Fret
 + Fadv
 ); Fdiss
 
1
2
(Fret
   Fadv
 ) : (5.80)
The full SSF is then the sum of the two:
Fself
 ( Fret
 ) = Fcons
 + Fdiss
 : (5.81)
Substituting into formulae (5.80) from equations (5.42) and (5.79), we obtain the mode-sum
regularization formulae for the conservative and dissipative components
Fcons
 =
1 X
l=0
h
F
full(cons)
l   A
(l + 1=2)   B
i
; (5.82)
Fdiss
 =
1 X
l=0
F
full(diss)
l ; (5.83)76 Chapter 5 Essential background: self-force formalism and calculation techniques
where
F
full(cons)
l 
1
2
[Ffull
l(ret) + Ffull
l(adv)]; F
full(diss)
l 
1
2
[Ffull
l(ret)   Ffull
l(adv)] : (5.84)
In the frequency domain, constructing the advanced eld is straightforward. One simply reverses
the boundary conditions so that radiation is ingoing at innity and outgoing at the horizon. Often
in TD calculations boundary conditions are not imposed at the edges of the numerical domain,
so extracting the advanced eld is not as straightforward as in the FD, though techniques do
exist [92]. In both domains though using the above method to compute the conservative and
dissipative components eectively doubles the computation cost. Fortunately, by considering the
symmetries of the orbit it turns out to be possible to decompose the eld into conservative and
dissipative pieces with only knowledge of the retarded eld [76].
The relevant symmetries for bound orbits about a Kerr black hole were rst noted in this
setting by Mino [57]. These symmetries imply that for circular (possibly inclined) and equatorial
(possibly eccentric) orbits about a Kerr black hole the following relation holds [76]:
Fadv
 () = ()Fret
 ( ) ; (5.85)
where () = ( 1;1;1; 1) in Boyer-Lindquist coordinates and we have assumed, without loss
of generality, that periastron passage occurs at  = 0. This relation can be used to re-express
equations (5.80) as
Fcons
 () =
1
2
[Fret
 () + ()Fret
 ( )]; Fdiss
 () =
1
2
[Fret
 ()   ()Fret
 ( )] : (5.86)
The above formulae allow for the calculation of the conservative and dissipative components of
the SF for circular and also equatorial orbits about a Kerr black hole with only knowledge of
the retarded SF. For inclined eccentric orbits, the symmetry relation (5.85) does not hold. For
these orbits explicit calculation of the advanced eld, and use of the standard method outlined
above may be required to extract the conservative and dissipative components of the SF.Chapter 6
Scalar-eld self-force in Kerr
spacetime: circular orbits
In this chapter we detail the calculation of the SSF for circular (equatorial or inclined) geodesic
orbits about a Kerr black hole. For each orbit we calculate the dissipative and conservative
components of the SSF. In the case of circular, equatorial orbits we nd that the spin of the
black hole can have a pronounced eect on the conservative component of the SSF, causing its
sign to dier from that of Schwarzschild orbits for a large portion of the (a;r0) parameter space.
For circular, equatorial orbits we also produce a PN-like t for the conservative component of
the SSF for large radii and show that the addition of a single spin-orbit coupling term to the
previous analytically calculated Schwarzschild PN formula [165] results in a good t of our Kerr
data (see Sec. 6.2.4). The work here presented on circular, equatorial orbits has been published
[97], and since publication the results have been replicated by other researchers [98, 107]. For
inclined circular orbits we include some preliminary results in Sec. 6.3 (these results have not
yet been published).
For all the orbits considered we have performed two tests upon the validity of the results:
the high l asymptotics of the contribution to the SSF, and the energy and angular momentum
ux balances described in Secs. 6.2.1 and 6.2.2 respectively. We further test the results of our
code by setting the black hole spin to zero and comparing our results with SSF results for orbits
about a Schwarzschild black hole previously published in the literature [87, 88].
6.1 Numerical implementation
In the following subsections we detail the numerical calculation of the SSF for circular orbits.
We provide details of the construction of the numerical boundary conditions in Sec. 6.1.1 and the
construction of the inhomogeneous elds in Sec. 6.1.2. We then provide a prescriptive algorithm
for computing the SSF in Sec. 6.1.3 and also discuss how to estimate the contribution from the
uncomputed high l-modes (Sec. 6.1.4).
6.1.1 Numerical boundary conditions
The main numerical task is to solve the inhomogeneous radial equation (4.16) with the correct
physical boundary conditions described by Eqs. (4.22) and (4.24). Formally these boundaries are
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placed at spatial innity and the event horizon. Practically we must place boundary conditions
on the edge of our truncated numerical domain which extends from r = rin   M out to
r = rout  M (how the location of these boundaries are chosen in practice will be discussed in
the Algorithm section below). In constructing boundary conditions at the edges of our numerical
domain we assume that the radial eld  ^ lm admits an asymptotic expansion in 1=r at r ! 1
and an asymptotic expansion in r   r+ at r ! r+. Recalling the leading-order behavior of the
physical solutions, expressed in Eqs. (4.22) and (4.24), we thus write
 ^ lm(rout) = e+i!rout
 kout X
k=0
c1
k r
 k
out ; (6.1)
 ^ lm(rin) = e irin
 kin X
k=0
ceh
k (rin   r+)k ; (6.2)
where rin = r(rin), rout = r(rout) and the truncation parameters  kin,out are chosen such that
the boundary conditions reach a prescribed accuracy (see discussion below). The expansion
coecients are determined by substituting each of the above series into the radial equation.
This gives recursion relations for the coecients c
1;eh
k>0 respectively in terms of c
1;eh
0 . These
relations are rather unwieldy so we relegate their explicit forms to Appendix H. Though we
have not made it explicit in Eq. (6.1), we remark that the outer boundary series is formally an
expansion in (!rout) 1 and thus when constructing the outer boundary condition it is important
to that the outer boundary is placed so that !rout  1 in order to ensure convergence of the
series.
Note, although we have constructed the boundary conditions here in the context of circular
orbits they do in fact apply to all orbit types; the boundary conditions only depend on the
particular orbit being considered through the mode frequency !.
6.1.2 Junction conditions for circular orbits
The homogeneous solutions to the radial equation (4.16), obtained with the above boundary
conditions (6.1) and (6.2), are proportional to the constants c1
0 and ceh
0 respectively. These
constants are determined by imposing suitable matching conditions at the location of the particle.
For circular orbits the inhomogeneous solutions can be written in the form
 ^ lm(r) =  
 
^ lm(r)(r0   r) +  
+
^ lm(r)(r   r0) ; (6.3)
where (x) is the Heaviside step function. Substituting this into the radial equation (4.16) and
comparing the coecients of the delta function and its derivative we nd
( 
+
^ lm    
 
^ lm)

 
r0
= 0 ; (6.4)
( 
+
^ lm
0
   
 
^ lm
0
)

 
r0
=  
4q
r0T
Z T
0
S^ lm(p(t); a2!2)
ut(p(t))
cos(!t   m'(t))dt  ^ lm ; (6.5)
where a prime denotes dierentiation with respect to r. The rst equation tells us that the ^ lm
contribution to the eld is continuous at the particle, whilst the second describes the nature of
the discontinuity in the radial derivative of each ^ lm mode as a consequence of the delta-functionChapter 6 Scalar-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source. For circular, equatorial orbits Eq. (6.5) becomes
( 
+
^ lm
0
   
 
^ lm
0
)



r0
=  
4q
utr0
S^ lm(=2; a2!2)  ^ lm ; circular equatorial ; (6.6)
In order to determine the correct values of c1
0 and ceh
0 , for which the conditions (6.4) and
(6.5) are satised, we rst numerically solve the radial equation (i) starting from the boundary
rout with c1
0 = 1 and integrating inward, and (ii) starting from the boundary rin with ceh
0 = 1
and integrating outward. We denote the two corresponding homogeneous solutions by ~  
+
^ lm(r)
and ~  
 
^ lm(r) respectively, so
 
+
^ lm = c1
0 ~  
+
^ lm and  
 
^ lm = ceh
0 ~  
 
^ lm: (6.7)
where ^ lm is dened in Eq. (6.5). Substituting these relations in Eqs. (6.4) and (6.5) gives two
algebraic equations for c1
0 and ceh
0 , whose solutions read
ceh
0 = ^ lm
" ~  
+
^ lm(r0)
~  
 
^ lm(r0) ~  
+
^ lm
0(r0)   ~  
+
^ lm(r0) ~  
 
^ lm
0(r0)
#
; (6.8)
c1
0 = ceh
0
~  
 
^ lm(r0)
~  
+
^ lm(r0)
: (6.9)
where ^ lm is as dened in Eq. (6.5). Once the coecients c
1;eh
0 have been determined, the
physical solution is constructed using Eqs. (6.3) and (6.7).
In the case of circular equatorial orbits, axially-symmetric (static) modes (i.e., ones with
m = 0) have vanishing spheroidicity and ^ l;m=0 = ^ l(^ l + 1). For these modes the radial equation
(4.16) admits a simple analytic solution given by
 ^ l;m=0 =
(
~ ^ lrQ^ l(x0)P^ l(x) ; r  r0 ;
~ ^ lrP^ l(x0)Q^ l(x) ; r  r0 ;
(6.10)
where
x  (r   M) and  
r
M2 + a2
M4   a4 ; (6.11)
with x0  x(r0), and P^ l and Q^ l being the Legendre polynomials of the rst and second kind
respectively. The coecient ^ l is derived from the jump condition in the derivative of the eld
at the location of the particle and is given explicitly by
~ ^ l =
 4q(ut0) 1S^ l0(=2;0)
Q0
^ l(x0)P^ l(x0)   P0
^ l(x0)Q^ l(x0)
; (6.12)
=
 4q(ut0) 1S^ l0(=2;0)(x2
0   1)
(l + 1)[P^ l(x0)Q^ l+1(x0)   P^ l+1(x0)Q^ l(x0)]
; (6.13)
where a prime denotes dierentiation with respect to x.
6.1.3 Algorithm
In this section we provide a summary of the numerical procedure we implement for constructing
the SSF for circular, equatorial orbits. We outline the major steps in the calculation and give80 Chapter 6 Scalar-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some details about the numerical method and the choice of numerical parameters.
 Fix a black hole spin a and orbit radius r0, and then calculate: the orbital parameters E;L
and 
' [Eqs. (2.42), (2.43) and (2.44))], the spherical harmonic decomposition coecients
bl
^ lm and the spheroidal harmonic eigenvalues ^ lm (see Appendix B) for all ^ l and m in the
range 0  ^ l  ^ lmax, 0  m  ^ l. In this work we typically take ^ lmax = 55, which is sucient
for calculating all spherical harmonic contributions F
(full)l
 up to l  50 in most cases; see
below. (The estimation of the contribution to the mode-sum from the remaining large-l
tail will be discussed in the next subsection.)
 For each ^ l mode obtain the axially-symmetric (static) mode of the radial variable,  ^ l;m=0,
via Eq. (6.10).
 For the radiating (m 6= 0) modes, obtain the boundary conditions for the radial variable
using Eqs. (6.1) and (6.2), setting c
1;eh
k = 1. Through experimentation we found it
practical to set the inner boundary at rin =  60M. The location of the outer boundary
depends upon mode frequency as, in order for Eq. (6.1) to converge, we require that
!rout  1. Though experimentation we nd that setting rout = 10=! ensures rapid
convergence of the series for all modes. We chose  kin,out such that the magnitude of the
 kin,out + 1 term drops below a certain threshold, which we set to 10 14.
 For the radiating (m 6= 0) modes, integrate the homogeneous part of the radial equation
(4.16) numerically to obtain ~  

^ lm(r). For this we used the standard Runge{Kutta Prince{
Dormand (8,9) method from the GNU Scientic Library (GSL) [166]. The GSL Runge-
Kutta routine allows us to set a global fractional accuracy target of 10 12, and, as a test
of our integrator we used it to solve for a few m = 0 modes and compared them with
the known analytic solution (6.10). We made further use of the GSL library to calculate
many of the special functions (Legendre polynomials, elliptic integrals, Clebsch-Gordan
coecients, etc) that our code requires.
 Given the numerical solutions ~  

^ lm, determine the matching coecients c
1;eh
0 via Eqs. (6.8)
and (6.9), and construct the inhomogeneous solutions  ^ lm using Eqs. (6.7) and (6.3).
Record the values of  ^ lm and its (one-sided) r and t derivatives at the radius of the
particle.
 Given  ^ lm(r0) and r ^ lm(r0) for all spheroidal ^ lm modes up to ^ lmax, use Eq. (5.61) to
construct the spherical-harmonic l modes of the full force at the location of the particle,
F
(full)l
 . This procedure allows us to obtain all l-modes which do not have signicant
contributions (through coupling) from the uncalculated modes ^ l > ^ lmax. The highest such
l mode, denoted lmax, is determined by calculating the contributions from the ^ lmax + 1
spheroidal mode to the various l-modes F
(full)l
 , and identifying the highest value of l for
which this contribution falls below a given threshold, set here to 10 12 (fractionally). With
^ lmax = 55 we nd lmax  44 for all a, r0 within the parameter range considered in this work
(lower values of lmax for larger jaj and smaller r0, with typical values around lmax  50)
| See Fig. 6.1.
 In the nal step, calculate the regularized modes F
l(reg)
 dened in Eq. (5.42) using the
regularization parameters given in Appendix G. Then sum over l modes to obtain the SSF.
Formally, the mode-sum formula (5.42) requires summation over all l modes from l = 0 toChapter 6 Scalar-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Figure 6.1: Coupling of spheroidal and spherical modes of the SSF, illustrated here for
a = 0:9M and r0 = 4M. We show the contributions from a given ^ l-mode F
(full)l
r+ . This gure
demonstrates that for practical SF calculations one only needs to calculate a handful more
spheroidal ^ l modes than the desired maximum spherical l mode, especially as for smaller a
and/or larger r0 the coupling is weaker than in this example.
l = 1. In practice, of course, this is neither possible nor necessary. As the t component
does not require regularization the mode sum converges exponentially fast, and we typically
nd that the contribution from the modes with l & 15 can be neglected. For the radial
component, as the mode sum converges only as  1=l in this case, articially truncating
the series at l  50 may potentially result in an error of as much as a few tens of percent
in the nal SSF. It is therefore important to estimate the contribution from the l > lmax
tail of the mode sum. The method we used for this estimation follows that of Barack and
Sago [62], and for completeness we review it in the next subsection.
For circular, inclined orbits the algorithm to compute the SSF is very similar to the one
given, but with the additional step of summing over k modes in order to construct each m mode.
6.1.4 Estimation of the high-l tail contribution
As discussed in Sec. 5.4, for components of the SF that require regularization the regularized
l-modes (5.42) exhibit power law drop o with l, with the exponent of the the power law de-
pending on the number of regularization parameters employed. When only making use of the
Barack-Ori regularization parameters (i.e., A;B;C;D) the convergence of the mode sum is
expected to go as l 1. With the addition of each extra regularization parameter the convergence
rates improves by a further factor of l 2. This slow power law convergence with l necessitates
estimating the uncomputed contribution to the total SF. Our technique for doing this follows
Ref. [155] whereby, after regularization with all the known regularization parameters, we nu-
merically t for the higher order regularization parameters and then use these to estimate the
contribution from the uncomputed modes. We detail this technique now.
We begin by reminding that not all components of the SSF (depending on the orbit type)
require regularization. The convergence of those components that do not require regularization
is expected to be exponential and thus it is possible to compute them accurately from the rst
ten or so l modes. For the components of the SSF that do require regularization we write the
total component of the SSF as a sum of two pieces, a numerically computed piece, and a large-l82 Chapter 6 Scalar-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tail:
Fself
 = Fllmax
 + Fl>lmax
 ; (6.14)
where
Fllmax
 
lmax X
l=0
Fl(reg)
 and Fl>lmax
 
1 X
l=lmax+1
Fl(reg)
 : (6.15)
with
Fl(reg)
 = Fl(full)
   AL   B  
^ n X
n=0
D;2n
"
n Y
k=0
(2L   2k)(2L + 2k)
# 1
; (6.16)
where, recall, L = l+1=2 and we have dened D;0  0. In this notation ^ n denotes the index of
the maximum higher order regularization parameter used to regularize the SSF (so if only the
Barack-Ori regularization parameters are used we have ^ n = 0). The large-l contribution F
l>lmax
can be computed by extrapolating the last  n numerically calculated l-modes. In order to achieve
this we rst t these modes to a formula based on the known large-l behaviour of the mode sum
whereby, for large l, the contribution to the regularized force takes the form1
Fl(reg)
 '
N X
n=^ n+1
D;2n
L2n : (6.17)
In our code we then use a standard least-squares algorithm from the GSL [166] to t for the
D;2n coecients using our numerical data for l-modes with lmax    n  l  lmax. How we
chose the  n and N parameters in practice is discussed below. Given the (numerically tted)
regularization parameters D;2n, we then estimate the high-l contribution using the formula
Fl>lmax
 '
N X
n=^ n+1
D;2n
1 X
l=lmax+1
L 2n =
N X
n=^ n+1
D;2n
(2n   1)!
	2n 1(lmax + 3=2) ; (6.18)
where 	n(x) is the polygamma function of order n dened as
	n(x) =
dn+1[log (x)]
dxn+1 ; (6.19)
with  (x) being the standard gamma function.
Practical use of this estimation method requires some experimentation. For a given ^ n (which
depends on the number of known regularization parameters) and N 2 f3;4;5g we considered a
weighted average of the values obtained for Fself
 as we vary  n from 20 to 35, where the weighting
for each term is given by the square of the inverse of the fractional dierence in the value of
Fself
 as we increase  n by one (this procedure aims to bias the average in favour of  n values for
which Fself
 depends only weakly on the number of tting modes). We obtain three dierent
average values corresponding to N = 3;4;5, and use the variance of these values to estimate our
numerical accuracy (we record as signicant gures only those that remain xed as we vary N).
This error dominates the overall error budget of the SSF, and we hence use it to estimate the
over all accuracy of our SSF results.
1We could have also taken the tting formula to have the form for the higher order regularization parameters,
i.e., the form of Eq. (5.44). This would have the advantage that the sum from lmax+1 to innity of Eq. (5.44) has
a simple form. We have not chosen this route though as in estimating the high-l tail we have followed Ref. [62].Chapter 6 Scalar-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It should be noted that the relative contribution from the large l tail is particularly important
in SSF calculations (as compared with the GSF case) as the contribution from the rst few l
modes turns out to be relatively large and opposite in sign with respect to that of the higher
modes. In the Schwarzschild case, the contributions from the l = 0;1 modes are both negative
and conspire to nearly cancel out the combined contributions from l = 3{6. In the Kerr case this
cancellation sometimes involves an even greater number of modes (particularly near a;r0 values
for which the radial SSF vanishes|see below). This behavior is not observed in the Lorenz
gauge gravitational case [62].
6.2 Code validation and results: circular, equatorial orbits
We now present some sample results from our code for the case of circular, equatorial orbits about
a Kerr black hole. When this work was undertaken only the Barack-Ori regularization parameters
were known and unless otherwise stated it should be assumed that the results presented make
use of just these regularization parameters.
6.2.1 High-l behavior
For circular, equatorial orbits only the radial component of the self force requires regularization
and, as discussed in Sec. 5.4, we expect that regularized modes F
l(reg)
r in the mode-sum formula
(5.42) should drop o as  1=l2 for large l. This behavior relies sensitively on the delicate can-
cellation of as many as three leading terms in the 1=l expansion of the full modes F
(full)l
r and
thus provides an excellent test of validity for our numerical results. In our numerical data we
have indeed conrmed a clear  1=l2 behavior|an example is presented in Fig. 6.2. Similarly
for the time component, which requires no regularization, we know from Sec. 5.4 that the regu-
larized contributions F
l(reg)
t drops o exponentially with l, and again we observe this behavior
in our numerical results|see again Fig. 6.2 for an illustration. The above two tests provide us
with condence that the high-^ l spheroidal contributions are calculated correctly, and that the
spherical-harmonic decomposition procedure is implemented properly. These tests also conrm,
for the rst time, the validity of the regularization parameters in the Kerr case (for circular
equatorial orbits).
With the addition of higher order regularization parameters the convergence of F
l(reg)
r im-
proves. In Fig. 6.3 we show, for a sample orbit in Schwarzschild spacetime, the eect of employing
the extra regularization parameters recently derived by Heernan et al. [159].
6.2.2 Energy and angular momentum ux in the scalar waves
The validity test presented above examines only the high-l output of our code. In this section we
present a complimentary and more quantitative test which probes primarily the lower-l portion
of the mode sum. From global energy conservation we know that the work done by the dissipative
piece (here the t and ' components) of the SSF must be balanced by the ux of energy and
angular momentum carried away in scalar-eld radiation. We can use our code to compute the
uxes radiated to innity and down through the black hole's event horizon, and then check that
the result is consistent with the value of the local dissipative SSF. Following from Eq. (4.33) it
can be seen that for circular equatorial orbits, where ! = m
', the total radiated energy _ Etotal84 Chapter 6 Scalar-eld self-force in Kerr spacetime: circular orbits
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Figure 6.2: (Upper panel) The regularized modes F
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r as a function of l for r0 = 5M
and a = 0:5M. The solid reference line is / 1=l
2. The regularized modes demonstrate
an asymptotic / 1=l
2 behavior at large l, as expected from theory (note the log-log scale).
(Lower panel) The regularized modes F
l(reg)
t as a function of l for r0 = 5M and a = 0:8M.
The solid reference line is exponentially decreasing with l. The regularized modes of the t
component show a clear exponential decay at large l, as predicted by mode sum theory (note
the semi-log scale). Similar behavior is observed for other values of r0 and a.
and angular momentum _ Ltotal are related by
_ E = 
' _ L : (6.20)
Consequently, we need only consider either the radiated energy or angular momentum. In this
work we examine the uxes of energy that must be balanced by the t component of the SSF.
For circular, equatorial orbits the t component of the SSF does not require regularization [recall
Eqs. (5.48) and (5.50) with _ r = 0] and hence the mode-sum converges exponentially fast. For this
reason, the energy-balance test presented in this section is mostly sensitive to the low-l portion
of the mode-sum.
In Table 6.1 we display numerical values for the total energy ux, _ Etotal  _ E+ + _ E , as
computed using our code based on Eqs. (6.20). For a similar orbital setup, Gralla et al. [167]
previously calculated the total ux of scalar-eld angular momentum, _ Ltotal. Using Eq. (4.33) we
can compare our results for the energy ux with the results presented in Ref. [167] for angular
momentum ux. The data in Table 6.1 shows good agreement between our uxes and those
of Gralla et al., with relative dierences comparable in magnitude to the estimated relative
numerical error in their data.Chapter 6 Scalar-eld self-force in Kerr spacetime: circular orbits 85
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Figure 6.3: The eect of additional regularization parameters on the regularized F
l(reg)
r modes
for an example orbit in Schwarzschild spacetime (a = 0) with orbital radius r0 = 10M. With
the addition of each of the post Barack-Ori regularization parameters derived by Heernan
et al. [159] the convergence rate of the mode-sum can be clearly seen to increase by l
 2 as
predicted by mode-sum theory (see Sec. 5.4). In this graph we have used F
l(reg)
r as dened
in Eq. (6.16). In this notation ^ n = 0 implies that the force was regularized using only the
Barack-Ori regularization parameters. When using the next three regularization parameters
(^ n = 3) 60 l modes are sucient to compute the entire radial component of the SF to machine
accuracy, removing the need to calculate the high l tail contribution as outlined in Sec. 6.1.4.
Table 6.1 also displays numerical results for the horizon ux, _ E , expressed as a fraction of
_ Etotal. Recall from Sec. 4.4 that superradiance ( _ E  < 0) is manifest whenever 
+ > 
'. Horizon
absorption does not normally exceed  10% even for strong-eld orbits (a similar observation was
made by Hughes [117] in the gravitational case), but prograde orbits around a rapidly rotating
hole can display extreme superradiance behavior [nearly 25% negative absorption in the example
of (a;r0) = (0:998M;2M)]. The graph in Fig. 6.4 displays further horizon absorption data.
-10
-8
-6
-4
-2
 0
 2
 4
 6
 5  10  15  20  25  30
r0/M
˙
E
−
/
˙
E
t
o
t
a
l
%
Schwarzschild
a = 0.9M
a = −0.9M
a = 0.5M
a = −0.7M
Figure 6.4: The horizon ux of scalar-eld energy, _ E , as a percentage of the total ux
for dierent orbital radii r0 and spin parameters a. The curves are interpolations based on
the numerical data points shown. Superradiance behavior ( _ E  < 0) is manifest whenever the
horizon's angular velocity 
+ is greater than that of the particle.86 Chapter 6 Scalar-eld self-force in Kerr spacetime: circular orbits
a=M r0=M q 2 _ Etotal _ E = _ Etotal 1   _ Etotal= _ EGFW
total 1   _ Etotal= _ E
0:998 2 4:3975979e 3  0:2486 7:06e 7  4:7e 10
4 6:65618888e 4  0:1168 2:12e 7  1:6e 10
6 1:69712483e 4  0:0692 1:12e 6  9:2e 11
8 6:04494314e 5  0:0464  2:12e 6  4:6e 11
10 2:64845608e 5  0:0337 6:65e 8  3:7e 11
20 1:87388789e 6  0:0120  2:8e 12
40 1:23796212e 7  0:0041 7:7 11
0:5 6 2:02918608e 4  0:0248  5:19e 7  8:9e 11
8 6:76202950e 5  0:0196  1:76e 6  6:8e 11
10 2:86637838e 5  0:0151 7:33e 7  3:3e 11
20 1:92605066e 6  0:0058  1:0e 12
40 1:24998716e 7  0:0021  3:5e 11
0:0 6 2:55199967e 4 0:0308  9:2e 11
8 7:72547978e 5 0:0114 1:98e 6  6:2e 11
10 3:13766525e 5 0:0054 1:28e 7  4:1e 11
20 1:98366995e 6 0:0006  4:6e 12
40 1:26226716e 7 0:0001 4:2e 11
 0:5 8 9:02315446e 5 0:0468  5:01e 7  4:9e 11
10 3:47579647e 5 0:0284 5:20e 6  4:6e 11
20 2:04718763e 6 0:0073 3:4e 12
40 1:27600490e 7 0:0022 5:2e 11
 0:998 9 6:22560292e 5 0:0644  7:86e 7  5:0e 11
10 3:88839360e 5 0:0519  1:56 6  4:2e 11
20 2:11643277e 6 0:0142 2:2e 11
40 1:28992555e 7 0:0044  6:1e 11
Table 6.1: Scalar-eld energy ux for various values of the spin parameter a and orbital
radius r0. The 3rd column displays the total ux of energy radiated to innity and down the
black hole, as extracted from our numerical solutions. The 4th column presents the fraction of
the total power absorbed by the black hole, with negative values indicating superradiance. The
5th column compares our uxes to those obtained by Gralla, Friedman and Wiseman (GFW)
[167], showing a good agreement. (GFW provide results for the radiated angular momentum,
which we convert here to radiated energy using the relation _ Etotal = 
' _ Ltotal; their results are
given with 6 signicant gures.) In the last column we test our SSF results (for the dissipative
component) against the balance relation (6.22) as discussed in Sec. 6.2.3; _ E(< 0) is the rate
at which the particle's scalar energy is dissipated, as computed from the local SSF using Eq.
(6.21). In this Table (and all subsequent Tables in this chapter) we use an exponential notation
whereby (e.g.) `e 3' stands for 10
 3. All decimal places presented are signicant.
6.2.3 Dissipative component of the SSF
In the case of circular, equatorial orbits information about the dissipative eect of the SSF in
contained entirely in the two components Ft and F'. Recall from Sec. 5.2 that for our stationary
setup we have the relation uF = 0 (i.e., d=d = 0). Thus, using Eq. (5.32), we have
 _ E =  (ut) 1Ft;  _ L = (ut) 1F'; (6.21)
where an overdot denotes d=dt. The relation uF = 0 further implies that in practice we need
only calculate one of the two components Ft or F'|here we choose to calculate the former.
Sample numerical data for Ft is presented in Table 6.2.
In our stationary setting, the rate at which the particle is loosing scalar energy, given by
  _ E, must equal the rate at which energy ows to innity and down the black hole [i.e., no
averaging is required in Eqs. (4.33)]. The total energy owing to innity and down though theChapter 6 Scalar-eld self-force in Kerr spacetime: circular orbits 87
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event horizon we denote by _ Etotal. Using Eq. (6.21) we can express the energy balance directly
in terms of the SSF:
Ft =  ut _ E = ut _ Etotal : (6.22)
As discussed above, this allows us to test our computation of Ft (whose contributions are pri-
marily from the low-l portion of the mode-sum) by verifying that our numerical results satisfy
Eq. (6.22). As the data presented in the right-most column of Table 7.1 demonstrates, we do
indeed nd a very good agreement.
It is also interesting to compare our results with the weak-eld/slow-motion analytic formula
derived by Gal'tsov [168],
FGal'tsov
t =
1
3
q2
'

r2
0
3
' +
2M3r+
r4
0
(
'   
+)

; (6.23)
which is valid for r0  M. Here the rst term corresponds to the radiation heading out to the
innity and the second to the radiation absorbed by the black hole. In Fig. 6.5 we plot the relative
dierence between our computed Ft and FGal'tsov
t , as a function of r0 for two near extremal values
of a. As Gal'tsov's analytical formula leaves out many post-Newtonian corrections that occur
between the ux at innity and the ux at the horizon we only expect our numerical data to
approach the value given by Eq. (6.23) for large orbital radii, a result we indeed observe.
Lastly, we note that our value of Ft for (a;r0) = (0;6M) (see Table 6.2) coincides through
all 9 signicant gures with the value computed by Haas and Poisson in Ref. [169].
6.2.4 Conservative component of the SSF
For circular equatorial orbits the conservative eect of the SSF is entirely accounted for by its
radial component, Fr. The computation of this component is more involved, as, in this case the
mode-sum requires regularization, and (relatedly, see Sec. 5.4) the mode-sum series exhibits slow88 Chapter 6 Scalar-eld self-force in Kerr spacetime: circular orbits
convergence. While results for the dissipative SSF in Kerr already exist in the literature [167],
our results for Fr represent the rst calculation of the conservative component of the SSF for
a particle in orbit about a Kerr black hole (these results have since been replicated by Dolan,
Wardell and Barack [98]).
Table 6.3 presents Fr data obtained for a range of a and r0 values. Our results for Schwarzschild
(a = 0) agree with those of Diaz-Rivera et al. [87] through all signicant gures. The most strik-
ing feature of our results is that|unlike in the Schwarzschild case where the radial SSF is always
repulsive (outward pointing)|here we nd that for certain prograde orbits Fr becomes attractive
(inward pointing). This behavior is better illustrated in Fig. 6.6, where we present a contour
plot of Fr across the parameter space of a;r0. A few xed-r0 and xed-a cross-sections of the
contour plot are presented in Fig. 6.7.
In our results we observe the following: (i) For retrograde orbits (a < 0) the radial SSF
is always repulsive, as in the Schwarzschild case. (ii) For prograde orbits (a > 0) there exists
an a-dependent radius, rc, at which the radial SSF vanishes; it is repulsive for r0 < rc and
attractive for r0 > rc. (iii) The critical radius rc decreases monotonically with increasing a. (iv)
The critical orbit coincides with the ISCO for a ' 0:461M; hence, all stable circular geodesics
experience an attractive radial SSF when a & 0:461M. It is interesting to note that Burko [170]
observed a similar change of sign in the radial SSF when studying accelerated (non-geodesic)
circular orbits in Schwarzschild geometry.
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It is instructive to analyze our results in weak-eld as, in the Schwarzschild spacetime, a
weak-eld expression for the radial SSF was worked out to high PN order by Hikida et al. inChapter 6 Scalar-eld self-force in Kerr spacetime: circular orbits 89
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Ref. [165]. Only the leading 3PN and 4PN terms are given explicitly in that work. They read2
F(a=0)
r (r0  M) =
q2
r2
0
"
M
r0
3 h
p3 + p
log
3 ln(r0=M)
i
+

M
r0
4 h
p4 + p
log
4 ln(r0=M)
i
#
; (6.24)
where the pn coecients are given by
p3 =  
4
3
( + ln2) +
7
64
2  
2
9
=  0:836551::: ;
p
log
3 =
2
3
;
p4 =  
14
3
  
66
5
ln2 +
29
1024
2 +
604
45
= 1:85852::: ;
p
log
4 =
7
3
; (6.25)
with  = 0:577215::: being the Euler number. Using Eq. (6.24) as an ansatz for a = 0, we
performed a two-dimensional t of a large-r0 subset of our numerical data to a model of the
2Note our denition of the scalar eld diers from that of Hikida et al. [165] by a factor 4, leading to a similar
relative factor in the SSF.90 Chapter 6 Scalar-eld self-force in Kerr spacetime: circular orbits
form Fr = F
(a=0)
r + aL (power series in M=r0). We nd, at leading order,
Fr(r  M) = F(a=0)
r + pso
3
q2aL
r2
0

M
r0
3
; (6.26)
with
pso
3 '  1:00091: (6.27)
Our numerical accuracy was not sucient to distinguish between dierent PN models at higher
PN orders, so we do not present any results beyond the leading 3PN spin term. This leading
term has the interpretation of a spin-orbit coupling. We are not aware of any explicit analytic
calculation of this term in the PN literature (it might be possible to extract the 3PN spin-orbit
term from the formal results of Ref. [171], which, however, we have not attempted here). Our
numerical t suggests that the coecient pso
3 of the leading 3PN spin-orbit term is simply  1.
In Fig. 6.8 we plot some of our Fr numerical data points against the analytic PN model
(6.26). A good agreement is manifest down to radii as small as r0 = 10M where the dierence
between our tted PN formula (6.26) and our numerical results is in all cases no more than 8%.
At r0 = 20M this dierence is never greater than 3%.
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We note that L  r
1=2
0 for large r0 [recall Eq. (2.43)], and hence the leading spin term in
Eq. (6.26) dominates the overall behavior of Fr at suciently large r0, falling o as  r
 4:5
0 .
At intermediate values of r0, this term, which is negative for a > 0, competes with the leading
\Schwarzschild" term, which falls of as  r
 5
0 lnr0 and is positive. This competition between
these two terms gives rise to the change-of-sign observed for Fr in our numerical data.
6.3 Code validation and results: circular, inclined orbits
In this section we present some preliminary results for the calculation of the SSF for circular,
inclined orbits about a Kerr black hole. The calculation of the SSF for these orbits is muchChapter 6 Scalar-eld self-force in Kerr spacetime: circular orbits 91
the same as for circular, equatorial orbits with the main extra challenges being (i) the more
complicated orbital parametrization (see Sec. 2.2.3.2) and (ii) the computation of the  integral
in the junction condition [see Eq. (6.5)]. Owing to the bi-periodic nature of the mode frequency
(recall for circular, inclined orbits ! = m
' + k
) the computational burden is also much
greater than for circular, equatorial orbits (as we must sum over both m and k to construct
each l-mode). We nd that the time taken to compute the SSF for circular, inclined orbits
is typically around a few hours on a standard (3GHz, dual cored) desktop machine, with an
estimated accuracy of four-ve signicant gures in the resulting SSF (based upon the t error
discussed in Sec. 6.1.4).
At the time of writing we have not implemented a ux balance test similar to that presented
in Sec. 6.2.2 for circular, equatorial orbits, so we do not yet have a good test of the low modes
of our calculation. On the other hand we have veried that the high l contributions to the SSF
behave as expected (i.e. the exhibit the l 2 drop as of as expected from theory). In particular, the
observed correct regularization of the -component of the SSF provides a test of our technique for
using mode-sum regularization for this component presented in Sec. (5.4.2) (recall that a na ve
calculation of the -component of the SSF leads to very strong coupling between the spheroidal
harmonic ^ l-modes and the spherical harmonic l-modes). We present an example of the observed
convergence of both the conservative and dissipative components of F in Fig. 6.9.
In Fig. 6.10 we present sample results the SSF for an orbit setup with parameters (a;r0;) =
(0:998M;3M;27:5573). Probably the most interesting feature of this preliminary result is the
observed dierence in the phasing of the various components of the SSF along the orbit. How the
relative phasing between the four components is aected by the black hole spin and the orbital
inclination remains to be investigated.92 Chapter 6 Scalar-eld self-force in Kerr spacetime: circular orbits
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Figure 6.9: Convergence of F
l(cons=diss)
 components of the SSF for a circular, inclined orbit
about a black hole with a = 0:998M and with orbital parameters (r0;) = (3M;27:5573
)
shown at  = 0:816814. The top panel depicts the contributions per l-mode to the conservative
component of the F alongside a l
 2 reference line. As theory predicts, for high l-modes the
drop o follows closely to the reference line. The bottom panel shows the contributions per
l-mode to the dissipative component of the F alongside an exponential reference line and
similarly, as expected from theory, the high l mode drop o follows closely to this line. Similar
convergence behavior is observed for the conservative and dissipative pieces of the other three
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Figure 6.10: SSF for a circular, inclined orbit about a black hole with a = 0:998M and with
orbital parameters (r0;) = (3M;27:5573
) (this corresponds to an orbit with L = 1:9M).
For clarity we have shifted the Fr;Ft and F' components so that they are roughly centered
around zero (in shifting the components we have adimensionalized them and then added the
relevant constant). We have also rescaled F so that it ts on the same scale as the other
components. The Fr;Ft and F' component exhibit periodic behaviour, reaching their max-
imum/minimum value twice during one orbit. The  value when the maximum/minimum
is obtained diers for each of the three components. The F component behaves dierently,
reaching a maximum/minimum only once over an orbital period. The observed form of the
oscillatory behavior of the four components of the SSF is expected from symmetry considera-
tions: from the reective symmetry of Kerr spacetime about the equatorial plane we have the
relations (Fr;Ft;F;F') ! (Fr;Ft; F;F') as  !  + .Chapter 7
Scalar-eld self-force in Kerr
spacetime: eccentric, equatorial
orbits
In this chapter we discuss the calculation of the SSF for a particle on an eccentric equatorial
orbit about a Kerr black hole. Construction of the inhomogeneous elds in the FD for eccentric
equatorial orbits is less straightforward than for circular orbits, as now the spherical harmonic
components of the scalar eld are not smooth functions of time (for xed r between rmin and
rmax). Consequently, when constructing the (t;r)-dependence of the scalar eld as a sum over
(smooth) Fourier modes, one encounters the well known Gibbs phenomenon. We discuss this
issue further in Sec. 7.1.1 and in Sec. 7.1.2 we discuss how to sidestep the diculties associated
with the Gibbs phenomenon, by making use of the recently introduced method of extended
homogeneous solutions (EHS). We nd that using this technique allows for the FD calculation of
the SSF for a variety of orbital eccentricities, though the computational burden, particularly for
orbits about a Kerr black hole, limits the eccentricity we can explore to e . 0:7. As our eccentric
orbit SSF calculation represents the rst SF calculation to be made entirely using the method
of EHS, we take time to consider the eciency of the technique in Sec. 7.2.3. As an application
of our code, we also present in this chapter a calculation of the shift in the ISCEO location and
frequency due to the conservative SSF (Sec. 7.3). We also examine the change in rest mass of
the scalar particle over one orbital period (Sec. 7.4). Our work on eccentric, equatorial orbits
has been published [99] and very recently our results have been corroborated by Thornburg [94].
As with circular orbits we employ two validation tests to check our numerical results, as well
as comparing the a = 0 output of our code with previously published results in the literature
[92, 93].
7.1 Numerical implementation
In this section we detail the numerical computation of the SSF, for a particle on an eccentric
equatorial orbit about a Kerr black hole. We remark that the boundary conditions presented in
Sec. 6.1.1 for circular equatorial orbits also apply to eccentric, equatorial orbits (the boundary
conditions depend on the orbit type only through the mode frequency). The main challenge
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eld self-force in Kerr spacetime: eccentric, equatorial orbits
with the treatment of eccentric orbits in the FD is overcoming the diculties associated with
the Gibbs phenomenon, which we review now.
7.1.1 Junction conditions for eccentric orbits: the high frequency prob-
lem
For eccentric orbits, correctly calculating the inhomogeneous elds is much more involved than
for circular orbits. In particular, if the standard variation of parameters approach is taken to the
problem serious diculties are encountered. For completeness we outline this approach now and,
as we shall see, the problems associated with this technique stem from attempting to construct
a non-smooth function from a sum of smooth harmonic modes.
Let  
 
^ lm!(r) and  
+
^ lm!(r) be two homogeneous solutions to the radial equation (4.16) satis-
fying the boundary conditions at spatial innity and the event horizon respectively (Sec. 4.2).
These two homogeneous solutions form a basis that can be used to construct the inhomogeneous
solution using the variation of parameters technique for generating inhomogeneous solutions to
second-order ODEs. Explicitly, the inhomogeneous radial eld is given by
 ^ lm!(r) =  
+
^ lm!(r)
Z r
rmin
 
 
^ lm!(r0)Z^ lm!(r0)r02
(r0)W
dr0 +  
 
^ lm!(r)
Z rmax
r
 
+
^ lm!(r0)Z^ lm!(r0)r02
(r0)W
dr0
  inh
^ lm!(r) (7.1)
where Z^ lm! is the source term dened in Eq. (4.16) and
W   
 
^ lm!(d 
+
^ lm!=dr)    
+
^ lm!(d 
 
^ lm!=dr) = const (7.2)
is the Wronskian. In the regions r  rmin and r  rmax this formula reduces to the homogeneous
solutions
 lm!(r) =
8
<
:
C
 
^ lm! 
 
^ lm!  ~  
 
^ lm!(r); r  rmin
C
+
^ lm! 
+
^ lm!  ~  
+
^ lm!(r); r  rmax
(7.3)
where the scaling coecients C
 
^ lm! and C
+
^ lm! are given by
C

^ lm! = W 1
Z rmax
rmin
 

^ lm!(r)Z^ lm!(r)r2
(r)
dr : (7.4)
The source term, Z^ lm!(r), has singularities at the orbital turning points (r = rmax;rmin) which
make the above integral dicult to evaluate numerically. This problem can be sidestepped by
changing integration variables from r to t. In terms of an integral over t (with periastron taken
to be at t = 0) the scaling coecients C

^ lm! are given by
C

^ lm! =  
8qS^ lm(=2; a2!2)
TrW
Z Tr=2
0
 

^ lm!(rp(t))cos(!t   m'p(t))
rp(t)ut(rp(t))
dt ; (7.5)
where now the integrand is free from singularities.
The nal step is to construct the spherical harmonic lm modes of the eld and its derivatives.Chapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits 99
Recalling Eq. (5.62), the eld is constructed via
lm(t;r) =
X
n
 lmn(r)e i!mnt ; (7.6)
with !mn = m
' + n
r [see Eq. (4.6)] and
 lmn(r) =
1 X
^ l=0
b
^ l
lm inh
^ lm!mn(r) ; (7.7)
where the b
^ l
lm's are the spheroidal-spherical harmonic coupling coecients from Eq. (5.60).
For a given r0 between rmin and rmax the eld lm(t;r0) is not a smooth function of time; as
the particle crosses r0 it is continuous but not dierentiable (recall from Sec. 5.4 that in general
the limits r ! r
p give dierent values). Standard Fourier theory then tells us that the sum
over n in Eq. (7.6) converge slowly near the particle. Even more troubling, the (discontinuous)
derivatives of the eld lm; will suer from the Gibbs phenomenon near the particle and as a
consequence the sum over n may fail to converge to the correct value at the particle.
It should be noted that these poor convergence properties do not occur in the case of circular
orbits, even if they are inclined, as for these orbits the eld at any xed radius is a smooth function
of time.
7.1.2 Method of extended homogeneous solutions
Any FD SF calculation made via the variation of parameters approach outlined above will,
for eccentric orbits, encounter the Gibbs phenomenon . At rst sight this seems to make SF
calculations in the frequency domain rather unattractive. Recently though, Barack, Ori and
Sago [110] proposed a technique for overcoming these diculties. They named their scheme the
method of extended homogeneous solutions (EHS). In their work they outline the details of the
method and provide a numerical example using the method of EHS to calculate the monopole
contribution to the scalar eld for a particle in an eccentric orbit about a Schwarzschild black
hole. Here we will give an overview of the method and provide the necessary formula to extend
their calculation to eccentric equatorial orbits about a Kerr black hole.
The general idea behind the method of extended homogeneous solution is that, instead of
using a single radial eld to construct the (t;r) dependence of the eld, we form an `inner solution'
that is valid for r < rp(t). Likewise, an `outer solution' is formed that is valid for r > rp(t). We
now describe how to construct these two solutions. The rst step in the method (as its name
suggests) is to extend the homogeneous solutions to the entire domain so that
~  

^ lm!(r)  C

^ lm! 

^ lm!(r); r > 2M ; (7.8)
where the scaling coecients C
+
^ lm! and C
 
^ lm! are as given in Eq. (7.4) and hereafter an overtilde
denotes an extended homogeneous quantity. We then dene the two spherical-harmonic time-
domain extended homogeneous solutions ~ 
+
lm and ~ 
 
lm by
~ 

lm(t;r) 
X
n
~  

lmn(r)e i!mnt ; (7.9)100 Chapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits
where we have
~  

lmn(r) =
1 X
^ l=0
b
^ l
lm ~  

^ lm!mn(r) : (7.10)
Ref. [110] demonstrates that the sum in equation (7.9) converges exponentially in jnj and that the
convergence is uniform in t and r throughout r > 2M. Since the homogeneous radial functions
~  

lm!(r) are analytic, the uniform exponential decay of the individual terms in the sum in Eq.
(7.9) implies that the extended homogeneous solutions ~ 

lm(t;r) are analytic functions of r and
t throughout r > 2M. Ref. [110] then argues that the actual time-domain function lm(t;r)
coincides with the extended homogeneous solutions on each side of the curve r = rp(t)
lm(t;r) =
8
<
:
~ 
+
lm(t;r); r  rp(t) ;
~ 
 
lm(t;r); r  rp(t) :
(7.11)
They justify the rst equality as follows: (i) Both the actual time-domain function lm(t;r)
and time-domain extended homogeneous solutions ~ 

lm(t;r) are analytic for r > rmax. (ii) For
r > rmax the two functions coincide [compare Eqs. (7.3) and (7.8)]. (iii) The two functions are
analytic throughout the domain r > rp(t), and coincide for r > rmax and therefore they must
coincide throughout r > rp(t). (iv) Finally, by continuity of both functions, they coincide at
r = rp(t) as well. Similar reasoning will justify the second equality in Eq. (7.11) .
The advantages of the method of extended homogeneous solutions over the standard variation
of parameters approach are as follows. Firstly, and most importantly, the troublesome Gibbs
phenomenon encountered when constructing the (discontinuous) derivative of the eld is no
longer present. With the above method the radial derivative of the eld converges exponentially
everywhere, including at the location of the particle. This leads to our second remark that for
practical numerical calculations, the exponential convergence of the Fourier sum is extremely
desirable.
7.1.3 Algorithm
For clarity we now outline the explicit steps in our numerical calculation in the context of
eccentric equatorial orbits. The algorithm for circular orbits presented in Sec. (6.1.3) followed
a similar pattern, with the main dierence being that the homogeneous solutions are rescaled
using equations (6.8) and (6.9), instead of using the method of EHS.
 Orbital parameters. For a given black hole spin a, orbital eccentricity e and semi-latus
rectum p calculate the various properties of the orbit (E;L;
r;
';Tr etc) using the relevant
formulae given in Chapter 4.
 Boundary conditions. For a given ^ lmn mode calculate the boundary conditions using
equations (6.1) and (6.2). For both boundaries we choose kmax such that the relative
magnitude of the kmax +1 term drops below a given threshold which we take to be 10 12.
In order to solve the radial equation (4.11), we need to numerically invert equation (4.15)
to get r(r). Machine accuracy places a limit on the smallest r that the inverter can
distinguish from the event horizon and we take this value to be the event horizon side
boundary of our numerical domain rin. For a = 0 we nd this value to be at rin =  65M
and for jaj = 0:998M we nd rin =  262M. The outer boundary condition is calculatedChapter 7 Scalar-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using Eq. (6.1). This series will only converge if !rout  1 and so, as with circular orbits,
we set the outer boundary to be at rout = 10=! which ensures rapid convergence of the
boundary series.
 Homogeneous solutions. Using the boundary conditions as determined above we numer-
ically solve the radial equation (4.11) for  

^ lm! using the Runge-Kutta Prince-Dormand
(8,9) method from the Gnu Scientic Library (GSL) [166]. As we are using the method
of homogeneous solutions we solve for the outer eld  
+
^ lm! between rout and rmin and
the inner eld  
 
^ lm! from rin to rmax. We store the value of the elds  

^ lm! and their r
radial derivatives at 300 points between rmin and rmax equally spaced in .
 Inhomogeneous solutions. Compute the scaling coecients C

lm! using Eq. (7.5). Because
of the form of Eqs. (2.63) and (2.64) we compute this integral in  rather than in t. The
integration is performed numerically using the standard `QAG' adaptive integrator from
the GSL [166]. The integrator automatically requests the values of the integrand between
rmin and rmax (or equivalently between  = 0 and  = ) that it requires to perform
the integral to within a set accuracy (which we take to be a relative accuracy of 10 12).
The values of  

^ lm! requested are generated by locating the nearest of the 300 data points
points stored between rmin and rmax and using it as input to the Runge-Kutta algorithm
in order to calculate the value of the eld at the requested point.
 Determine nmax. Although the sum in equation (7.10) is technically over all n modes, in
practice, to reach a prescribed relative accuracy (which we take to be 510 11), it is only
necessary to sum over jnj < nmax. In our code we calculate the n = 0 mode, followed by the
n =  1;1; 2;2::: modes and stop calculating once the relative contribution to both the
eld and its r derivative from the last n mode drops below a given threshold. Typically
we nd that the contribution from the negative n modes drops below the convergence
threshold before the equivalent positive n mode does, especially for higher ^ l and e (similar
results are found by Hopper and Evans [172]).
 Spheroidal to spherical harmonic decomposition. Once we have computed all the required
^ lmn modes up to some maximum ^ l = ^ lmax, we construct the spherical harmonic lmn-modes
using Eq. (7.9). The actual time-domain function is then constructed using equation (7.11)
and the spherical harmonic multipole mode contribution to the full force is given by Eq.
(5.61). When a 6= 0 the coupling between the spheroidal and spherical harmonics implies
that some of the spherical harmonic modes, with l < ^ lmax, will have contributions from
the uncomputed spheroidal modes with ^ l > ^ lmax. We denote the highest spherical mode
below which, to a relative accuracy of 10 12, the uncomputed spheroidal modes have no
contribution, by lmax. To determine this value in practice we track which l-modes the
spheroidal ^ lmn modes (with ^ l = ^ lmax) couple to (within the specied accuracy) and set
lmax to be the lowest l-mode minus one contributed to by any of those ^ lmn modes.
 Estimate large l-tail contribution. As discussed below, for eccentric orbits it is convenient
to split the SSF into its conservative and dissipative components using Eqs. (5.86). Reg-
ularization of the two components is then done using Eqs. (5.82) and (5.83) respectively.
The dissipative component requires no regularization and the contribution from the high
l-modes converges exponentially, whereas the conservative piece converges like l 2. For a
typical ^ lmax = 25 the dissipative component is computed to a high degree of accuracy but102 Chapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits
the slow convergence of the conservative piece necessitates extrapolating the regularized
modes. Our method for extrapolation and estimation of the associated errors is the same
as presented in Sec. 6.1.4. We nd that the contribution to the SSF from the rst few l
modes has the opposite sign from that of the higher modes and, as a result, the contribu-
tion from the extrapolated `tail' modes can be up to 120 percent of the total calculated
conservative SSF values. This extrapolation of the high-l modes constitutes the largest
source of numerical error in our nal results.
Once the conservative and dissipative pieces of the SSF are known, the full SSF is calculated
by simply adding the two together [see Eq. (5.81)]. Constructing the full SSF this way is
more numerically ecient than using the normal mode-sum formula given by Eq. (5.42).
For example, the high l-mode contributions to the t-component of the SSF transition from
an l 2 to an exponential fall o near the orbital turning points (see Figs. 7.1 and 7.2)
which makes extrapolation to extract the full SSF more dicult in these regions.
In the case of eccentric equatorial orbits, the bandwidth of the spheroidal-spherical harmonic
coupling is larger than for circular equatorial orbits as the mode spectrum is now bi-periodic
(! = m
' + n
r), and the value of !, and consequently 2, can be much larger than in the
circular equatorial orbit case. Nonetheless we nd that the coupling is still weak enough to
allow for SSF computations in reasonably short times (see Sec. 7.2.3 for details of the eciency
of the method). As an example, for an orbit with parameters (a;p;e) = (0:9M;10;0:5) (which
represents the orbit with a mode with the highest spheroidicity considered in this work) if
one computes 25 spheroidal harmonic modes, then the coupling bandwidth is 10 modes. For
generic inclined orbits, this situation will worsen further and place limits upon which regions of
the (a;p;e) parameter space can be explored using this method. We discuss the impact of strong
coupling for generic bound orbits further in the concluding chapter of this thesis.
7.2 Code validation and results: eccentric, equatorial or-
bits
In this section we present results for the SSF experienced by a particle on an eccentric, equatorial
orbit about a Kerr black hole. As with our calculation of the SSF for circular, equatorial orbits
our condence in our results is based primarily on two validation tests. In our numerical results
we observe both the high l contributions to the conservative components and the dissipative
components of the SSF drop o as expected from theory (i.e., as l 2 for the conservative com-
ponents and exponentially for the dissipative components | see Figs. 7.1 and 7.2). The energy
and angular momentum balance validation test is more involved for eccentric orbits and so we
detail it now.
7.2.1 Energy and angular momentum balance
As for circular, equatorial orbits in Sec. 6.2.2, we now check that in our numerical eccentric
equatorial orbit calculations, the energy and angular momentum radiated by the particle is
correctly accounted for by the radiation carried to innity and down through the event horizon.
The average energy and angular momentum carried by the scalar waves to innity and down
through the event horizon over one orbital period, Tr, is calculated via Eqs. (4.33) and (4.34)Chapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits 103
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Figure 7.1: Decomposition of the Ft (top panel) and Fr (bottom panel) components of the
SSF into conservative and dissipative pieces for orbital parameters (a;p;e) = (0:5M;10;0:2)
and  = =2. The straight solid line is a reference line with slope l
 2. As discussed in Sec. 5.4
we expect the l-mode contributions to the full SSF and the conservative component of the SSF
to fall o as l
 2 for large l. The curved solid line is an exponential reference line. We expect the
l-mode contributions to the dissipative component of the SSF to decay exponentially. Far away
from the orbital turning point all the components of the SSF (including the F' component not
shown here) are dominated by their conservative contributions. Near the orbital turning points
this behavior changes for the Ft and F' components of the SSF where then the magnitude of
their dissipative pieces is comparable to their conservative contribution (see gure 7.2). For
modes with l  15 the exponential fall-o of the dissipative piece is not evident as for those
modes the magnitude of the dissipative piece is below our numerical accuracy.
respectively. For eccentric, equatorial orbits the amplitude coecients ~ c

0 are given by
~ c

0 = C

^ lmnc

0 ; (7.12)
where, recall, C

^ lmn are given in Eq. (7.4), and c

0 are the leading order coecients in boundary
condition expansions given in Eqs. (6.1) and (6.2).
Using Eqs. (5.34) and (5.35), and noting that the conservative contribution over one orbital
period to h _ Ei and h _ Li vanish [see Eq. (5.86)], we obtain the relations
h _ Ei =  
1
Tr
 Z Tr
0
Fdiss
t (t)
ut(t)
dt + E
!
; (7.13)
h _ Li =
1
Tr
 Z Tr
0
Fdiss
' (t)
ut(t)
dt   L
!
; (7.14)104 Chapter 7 Scalar-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Figure 7.2: (Top panel) Decomposition of the Ft component of the SSF into conservative
and dissipative pieces for orbital parameters (a;p;e) = (0:5M;10;0:2) and  = 0:010472. Near
to the orbital turning points (for instance at the  value shown here) the contributions to
the full SSF transition from an exponential decay to a l
 2 fall o. This transition around
l  8 makes extrapolating the full SSF dicult in these regions of the orbit. This problem is
completely avoided if we separate the SSF into conservative and dissipative pieces, extrapolate
the value of the conservative piece and add the two together to recover the full SSF. Similar
behaviour is observed for the F' component (not shown). (Bottom panel) Decomposition of
the Fr component of the SSF into conservative and dissipative pieces for the same orbital
parameters as in the left panel. No transition is observed as the conservative piece dominates
the total r component of the SSF, even near the turning orbital turning point.
where we have used ut =  E and u' = L, and where  is the net change in the particle's rest
mass over a period Tr. The latter is found from Eq. (5.36) to be identically zero,
 = 0; (7.15)
since in our case, where the particle moves along a bound geodesic, R() comes back to itself
after a period, Tr. The orbital energy and angular momentum dissipated by the SSF over a
period, Tr, should be balanced by the total energy and angular momentum radiated to innity
and down through the event horizon over that same period, i.e.,
  h _ Ei = h _ Eitotal  h _ E+i + h _ E i; (7.16)
 h _ Li = h _ Litotal  h _ L+i + h _ L i: (7.17)
We used our code to calculate both sides of Eqs. (7.16) and (7.17) for a variety of orbitsChapter 7 Scalar-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and black holes spins and we display a sample of our results in Table 7.1. For all the cases we
considered we found a good agreement between the local dissipative SSF and the radiated uxes.
This comparison tests primarily the low-l mode contributions to the SSF, because the amplitude
of these contributions falls o exponentially with ^ l.
a=M p e h _ Ei  (M=q)2 1   jh _ Ei=h _ Eitotalj h _ Li  M=q2 1   jh _ Li=h _ Litotalj
0.9 10 0.2 2:6862422  10 5  7:4  10 8  8:3593539  10 4  7:4  10 8
0.9 10 0.5 2:4856622  10 5 9:5  10 8  6:2962019  10 4 7:2  10 8
0 10 0.2 3:213314062  10 5 1:2  10 10  9:62608845  10 4 1:0  10 10
0 10 0.5 3:329332  10 5 1:6  10 7  7:844684  10 4 3:3  10 7
-0.5 10 0.2 3:65656098  10 5 2:8  10 10  1:06932319  10 3 2:0  10 10
-0.5 10 0.5 4:33567  10 5 3:1  10 6  9:70033  10 4 2:4  10 6
0.2 6.15 0.4 3:42797  10 4 2:5  10 6  3:92668  10 3 2:2  10 6
Table 7.1: Orbital energy and angular momentum dissipated by the SSF and comparison
with the radiated uxes, for a variety of orbits with p = 10. The last row shows data for a
\zoom-whirl"-type orbit (cf. Fig. 7.5). The average dissipation rates h _ Ei and h _ Li (4th and 6th
columns) are calculated from the local SSF using Eqs. (7.13) and (7.14). The radiated energy
and angular momentum h _ Eitotal and h _ Litotal are extracted independently from the asymptotic
uxes using Eqs. (4.33) and (4.34). The relative dierences displayed in the 5th and the
last columns verify that the balance relations (7.16) and (7.17) are satised. We believe the
dominant source of residual discrepancy comes from the numerical integration in Eqs. (7.13)
and (7.14).
7.2.2 Sample results
Using the algorithm outlined in Sec. 7.1.3, we calculated the SSF for a variety of black hole spins
and orbital parameters. We nd our code is able to compute the SSF for orbits with e . 0:7 (see
below for a discussion). In Fig. 7.4 we present results for the SSF along the sample orbits shown
in Fig. 7.3 and in Fig. 7.5 we show an example of the SSF for a zoom-whirl-type orbit. Tables 7.2
and 7.3 display a sample of numerical results for the dissipative and conservative component of
the SSF respectively. Note that the errors are greater than those for the conservative component
calculated for circular equatorial orbits, as for eccentric orbits it is numerically challenging to
calculate as many l modes (for circular orbits we typically calculated up to lmax = 50 whereas
for eccentric orbits lmax  15|see computational performance section below).
In the Schwarzschild case (a = 0) it is possible to compare our results with those from the
recent work of Ca~ nizeras et al. [93], who used a pseudospectral algorithm formulated in the
time domain. We nd a good agreement with their results|see Table 7.4. We have also tested
the output of our code (in the a = 0 case) against more detailed (unpublished) data from a
time-domain code by Haas [92].
7.2.3 Computational performance
For a given black hole spin, the computational burden generally increases rapidly with e. The
higher the eccentricity, the broader the Fourier spectrum becomes and the more n modes need
to be calculated for each ^ l;m. Moreover, larger e and/or jaj also leads to a stronger spheroidal{
spherical coupling, because the spheroidicity parameter 2 that determines the strength of this
coupling is proportional to a2!2, which is larger for higher n harmonics and higher a. Using
the current version of our code we were able to explore spin parameters in the range  0:99M .
a . 0:99M and eccentricities in the range 0 . e . 0:7. Beyond these ranges the computational
burden becomes prohibitive.106 Chapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits
a=M p e  (M2=q2)Fdiss
t (M=q2)Fdiss
' (M2=q2)Fdiss
r
0.9 10 0.2 0 4:9986822  10 5  1:7303353  10 3 0
0.9 10 0.2 =2 3:6334552  10 5  1:0515349  10 3 1:391751  10 5
0.9 10 0.5 0 7:5738990  10 5  3:2035416  10 3 0
0.9 10 0.5 =2 6:0154547  10 5  1:1478358  10 3 3:116102  10 5
0 10 0.2 0 7:0051203  10 5  2:0550050  10 3 0
0 10 0.2 =2 4:1885325  10 5  1:2029711  10 3 8:8783391  10 6
0 10 0.5 0 1:5516962  10 5  4:1743275  10 3 0
0 10 0.5 =2 6:5775426  10 5  1:2989343  10 3 1:7666437  10 5
-0.5 10 0.2 0 8:8065099  10 5  2:3164172  10 3 0
-0.5 10 0.2 =2 4:4975282  10 5  1:3172287  10 3 9:3313239  10 6
-0.5 10 0.5 0 2:5761765  10 4  4:9889604  10 3 0
-0.5 10 0.5 =2 6:2299563  10 5  1:4030678  10 3 2:1787580  10 5
0.2 6.15 0.4 0 1:48866752  10 3  1:4008151  10 2 0
0.2 6.15 0.4 =2 3:27980552  10 4  4:6436085  10 3  1:563318  10 5
Table 7.2: Numerical results for the dissipative piece of the SSF for a sample of orbits. The
full SSF is obtained by adding the data in this table to that in Table 7.3. The SSF is sampled
at  values corresponding to the points marked along the orbits in Figs. 7.4 and 7.5. The
computation of the dissipative SF requires no large-l extrapolation and as such the accuracy
of the nal result is greater than for the conservative SSF; in this case we believe all gures
shown are signicant. The SSF data for this table was obtained with typical values of lmax
between 15 and 20.
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Figure 7.3: Sample orbits with (p;e) = (10;0:5) in the equatorial plane, for three dierent
black hole spins: a = 0 (dotted, blue curve), a = 0:9M (solid, red curve) and a =  0:5M
(dashed, green curved). For each orbit we show one complete revolution, from one periastron
to the next, with markers indicating the points taken for the sample data in Tables 7.2 and
7.3
In Fig. 7.6 we plot the CPU time required to compute the SSF on a standard desktop machine
(dual-core, 3GHz). We used a ducial lmax = 15, giving SSF fractional accuracies of order
 10 4. We show results for a = 0:9M and, for comparison, a = 0; results for a =  0:9M are
found to be similar to those for a = 0:9M. Note that for a = 0 the observed performance probes
the eciency of the EHS method, while the Kerr results also reect the increased computational
burden due to spheroidal-to-spherical harmonic mode coupling.
In the Schwarzschild case (a = 0), we nd that for e . 0:4 the computation time grows only
 linearly with e, somewhat more rapidly at higher eccentricities, and very fast for e & 0:6.Chapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits 107
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Figure 7.4: Sample SSF results for three dierent black hole spins: a = 0 (dotted, blue
curve), a = 0:9M (solid, red curve) and a =  0:5M (dashed, green curved). The three panels
show (reading from top to bottom) the Fr, F' and Ft components of the SSF, for the three
orbits shown Fig 7.3. Periastron passage occurs at  = 0.108 Chapter 7 Scalar-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Figure 7.5: Shown in the upper panel is a `zoom-whirl'-type orbit with parameters (a;p;e) =
(0:2M;6:15;0:4). The bottom panel shows the corresponding components of the SSF along
the orbit. Periastron passage occurs at  = 0. Markers indicate the location of the data points
shown in Tables 7.2 and 7.3.
Nonetheless, the required computation time for e = 0:7 is still only around 12 hours. For
comparison, an equivalent time-domain computation [173] (on a similar machine and with similar
accuracy standards) takes several days. At lower eccentricities, our gain in speed/accuracy is
very substantial. Our results for a = 0 highlight the eency of the EHS method.
At this point we remark that the computation time for TD SF calculations is only weakly
dependent on the orbital eccentricity whereas, as discussed above, the run time of FD computa-
tions grows rapidly with increasing eccentricity. Consequently for moderate to high eccentricity
orbits (i.e., orbits with e & 0:7) TD computations will become more ecient than the FD ap-
proach. Similar conclusions and a discussion of how TD and FD methods can be used together
to get the best from both approaches is given by Barton et al. [174].
In the Kerr case mode coupling adds to the computational burden. As an example, for a = 0:9
with e = 0:2, we nd that the spheroidal-harmonic l = 15 mode has signicant contributions
from all tensor-harmonic modes 8  ^ l  22. This results in a more rapid growth in CPU
time as a function of e, compared to the Schwarzschild case. For spins as high as jaj = 0:9,
eccentricities greater than  0:5 are practically beyond reach for our current code. However, forChapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits 109
a=M p e  (M2=q2)Fcons
t (M=q2)Fcons
' (M2=q2)Fcons
r
0.9 10 0.2 0 0 0  4:176(4)  10 5
0.9 10 0.2 =2 1:5694(3)  10 5  2:3979(7)  10 4  1:9233(9)  10 5
0.9 10 0.5 0 0 0 1:120(7)  10 4
0.9 10 0.5 =2 4:461(2)  10 5  6:072(3)  10 4  2:746(4)  10 5
0 10 0.2 0 0 0 4:051(2)  10 5
0 10 0.2 =2 2:0871(1)  10 5  2:5827(3)  10 4 1:1272(3)  10 5
0 10 0.5 0 0 0 1:446(2)  10 4
0 10 0.5 =2 5:6825(3)  10 5  6:6652(8)  10 4  3:06717(7)  10 6
-0.5 10 0.2 0 0 0 8:548(2)  10 5
-0.5 10 0.2 =2 2:0868(1)  10 5  2:4458(3)  10 4 3:09962(3)  10 5
-0.5 10 0.5 0 0 0 2:695(1)  10 4
-0.5 10 0.5 =2 5:4479(5)  10 5  6:421(1)  10 4 2:0327(7)  10 5
0.2 6.15 0.4 0 0 0 4:33(5)  10 4
0.2 6.15 0.4 =2 2:2520(6)  10 4  1:4005(8)  10 3 3:712(9)  10 5
Table 7.3: Numerical results for the conservative piece of the SSF for a sample of orbits.
The full SSF is obtained by adding the data in this table to that in Table 7.2. The SSF
is sampled at  values corresponding to the points marked along the orbits in Figs. 7.4 and
7.5. The shown results include an estimate of the uncertainty from the large-l extrapolation,
which dominates the overall numerical error in these components; this is indicated by gures in
brackets, showing the uncertainty in the last quoted decimal. We used the method described
in Sec. 6.1.4 to estimate this error. The SSF data for this table was obtained with typical
values of lmax between 15 and 20.
p e SSF component This work Ca~ nizares et al. Relative di.
6.3 0.1 Ft 4:517994  10 4 4:5171  10 4 0.01%
Fr 2:1257  10 4 2:1250  10 4 0.03%
F'  6:020401  10 3  6:02040  10 3 0.0003%
6.7 0.3 Ft 7:71773  10 4 7:6980  10 4 0.25%
Fr 3:6322  10 4 3:6339  10 4 0.04%
F'  9:04021  10 3  9:0402  10 3 0.00015%
7.1 0.5 Ft 1:22331  10 3 1:2330  10 3 0.015%
Fr 5:6179  10 4 5:6122  10 4 0.1%
F'  1:26857  10 2  1:2685  10 2 0.0061%
Table 7.4: Comparison of the SSF for eccentric orbits with Ca~ nizares et al. [93] in the
Schwarzschild case (a = 0). The SSF values are extracted at certain near-periastron points as
specied in Table I of [93]. Ca~ nizares et al. do not indicate error bars on their results; for our
data all gures are signicant.
small eccentricities our algorithm is extremely ecient, even at high spin.
7.3 ISCEO shift
The innermost stable circular equatorial orbit (ISCEO) shift due to the conservative piece of
the SSF for a particle in orbit about a Schwarzschild black hole, was rst calculated by Diaz-
Rivera et al. [87]. More recently, the ISCEO shift due to the conservative piece of the GSF for a
similar orbital setup has also been calculated [67, 175]. Here, for the rst time, we calculate the
conservative SSF correction to the ISCEO for a particle in orbit about a Kerr black hole. The
following derivation follows closely that of Ref. [67], but we adapt it here to Kerr spacetime.110 Chapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits
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Figure 7.6: Computational cost. We show the total time required to calculate orbits with
p = 10 for a variety of orbital eccentricities. In our calculations we take lmax = 15, leading
to fractional accuracies of order  10
 4 in the SSF. In the Schwarzschild case (a = 0) we
can compute the SSF for eccentricities up to e = 0:7 in around 12 hours. For a = 0:9M
the calculation requires more time, primarily because the coupling between the spheroidal and
spherical harmonic modes necessitates calculation of higher spheroidal harmonic modes, which
is computationally expensive. At low eccentricities, our frequency-domain algorithm is vastly
faster than any existing time-domain method.
7.3.1 SSF correction to the ISCEO
We have reviewed the notion of the ISCO for a test particle in an equatorial orbit about a
Kerr black hole in Sec. 2.2.4.1 and we will derive the conservative SSF correction to the ISCEO
location along similar lines. With Fe as dened in Eq. (2.71) the perturbed equations of motion
including conservative-only SSF eects are given by
d E
d 
=   1F
?(cons)
t ;
d  L
d 
=  1F?(cons)
' ; (7.18)
d2 rp
d 2 = Fe( rp;  E;  L) +  1Fr
?(cons) ; (7.19)
where hereafter we denote perturbed quantities by an overbar, and we dene  E    ut and
 L   u' (no longer necessarily conserved along the orbit). We use the sub/superscript ?(cons) to
denote the conservative piece of the SSF perpendicular to the particle's 4-velocity [see Eq. (5.34)
and Sec. 5.6].
We assume that the radius  rp() of the SSF-perturbed slightly-eccentric orbit can again be
formally expanded about a circular orbit of radius r0,
 rp() = r0 + e r1() + O(e2) ; (7.20)
where  r1 depends of r0 but not on e. We similarly expand
 E =  E0 + e E1() + O(e2);  L =  L0 + e  L1() + O(e2); (7.21)
where  E0 and  L0 are the SSF-perturbed values of E0 and L0 along the circular orbit of radius r0.
To nd  L0 and  E0 we simultaneously solve d r=d  = 0 and d2 r=d 2 = 0 [hence R( rp;  E0;  L0) = 0Chapter 7 Scalar-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with @R=@ rp( rp;  E0;  L0) = 0]. This gives
 E0 = (1   3v2 + 2~ av3) 1=2

1   2v2 + ~ av3  
r0
2
Fr
?0

; (7.22)
 L0 = r0(1   3v2 + 2~ av3) 1=2

v(1   2~ av3 + ~ a2v4)  
r0(1 + ~ av3)
2v
Fr
?0

; (7.23)
where Fr
?0 is the circular-orbit value of Fr
?(cons) (note the r component of the SSF is purely
conservative along a circular orbit, so we can drop the `cons' label).
The O(e) part of Eq. (7.19) now takes the form
d2 r1
d2 =   !2
r r1 ; (7.24)
where
 !2
r =  
d
d rp
h
Fe( rp;  E;  L) +  1Fr
?(cons)
i
 r=r0
: (7.25)
Here  E,  L and Fr
?(cons) are to be thought of as functions of  rp along the orbit (for given r0;e),
and the  rp derivative is taken with xed r0;e. The form (7.25) assumes that  E,  L and Fr
?(cons)
depend explicitly on e (when r0 and  rp are held xed) only through e2. That this is true in
the Schwarzschild case was shown in Ref. [175] based on a simple symmetry argument, and the
same argument carries over to the Kerr case. The perturbed radius thus takes the form of a
simple harmonic oscillator in  with frequency  !r (for  !2
r > 0), and choosing t = 0 at periastron
passage we have
 rp(t) = r0(1   ecos  !r ) : (7.26)
Using  r1 =  r0 cos  !r  and recalling Eq. (7.18), we may now write
Fr
?(cons) = Fr
?0 + eFr
?1 cos  !r  + O(e2) ; (7.27)
F?(cons)
' = e !rF?1
' sin  !r  + O(e2) ; (7.28)
F
?(cons)
t = e !rF?1
t sin  !r  + O(e2) ; (7.29)
where we have dened
Fr
?1   r0
dFr
?(cons)
d rp
 


 rp=r0
; F?1
'  r0
d  L
d rp
 


 rp=r0
; F?1
t   r0
d E
d rp
 


 rp=r0
: (7.30)
Then, using these denitions in Eq. (7.25) and substituting for  E0 and  L0 from Eqs. (7.22) and
(7.23), we obtain
 !2
r = !2
r +
Fr
?1
r0
 
3   12v2 + 9~ av3
r0(1   3v2 + 2~ av3)
Fr
?0

  2
aM + a2v + r0(r0   3M)v
r
9=2
0
p
r0   3M + 2av
F?1
'

(7.31)
 2a
a(r0 + M) + a2v   3Mr0v
r
9=2
0
p
r0   3M + 2av
F?1
t

;
 !2
r + !2
r(r0;a) ;
where !2
r(r0;a) denotes the terms proportional to the SSF and we have neglected terms112 Chapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits
quadratic in the SSF.
Near the ISCEO, the unperturbed frequency (squared) may be expanded in the form
!2
r(r0;a) = A(a)(r0   ris) + O(r0   ris)2 ; (7.32)
where, recall, ris denotes the location of the unperturbed ISCEO, given in Eq. (2.77), and
A(a) =
@!2
r
@r0
 


r0=ris
;
=  3M
r3
is + M2ris(18   5~ a2   38~ avis)   7~ a2M3(~ avis   4) + Mr2
is(13~ avis   10)
r5
is [ris + M(2~ avis   3)]
2 ; (7.33)
with vis 
p
M=ris. By denition,  !2
r vanishes at the (shifted) location of the ISCEO:  !2(r0 =
 ris) = 0. By substituting Eq. (7.32) into Eq. (7.31), setting r0 =  ris and  !r = 0, and solving for
 ris at linear order in the SSF, we nd the SSF-induced shift in ISCEO radius to be [up to O(q2)]
ris   ris   ris =  
!2
r(ris;a)
A(a)
: (7.34)
Note on the right-hand side of Eq. (7.34) we have substituted ris for  ris as this term is already
of O(q2). When a = 0, Eq. (7.34) reduces (upon replacing the SSF components with the GSF
components) to the ISCEO shift formula found in Ref. [67], namely
ris(a = 0) = (M2=)

216Fr
?0is   108Fr
?1is +
p
3M 2F?1
'is

; (7.35)
where the `is' subscript denotes a quantity's value at the unperturbed ISCEO.
We next consider the conservative SSF shift in the azimuthal frequency. The frequency
associated with the perturbed circular orbit of radius  r = r0 is given by
 
' =
d 'p
d t
=
d 'p=d 
d t=d 
=
 g
''
0  L0   g
't
0  E0
 g
t'
0  L0   gtt
0  E0
; (7.36)
where  g

0 are the background metric functions evaluated on the perturbed circular orbit. Sub-
stituting for  E0 and  L0 from Eqs. (7.22) and (7.23), taking r0 = ris + ris and keeping only
terms of O(q2) or less, we nd the relative frequency shift at the ISCEO to be given by

'is

'is

 
'is   
'is

'is
=  
3ris
2(ris + avis)
 
r4
is(ris   3M + 2avis) 1Fr
?0is
2M(ris + avis)(r2
is   2Mris + a2)
: (7.37)
For a = 0 the above formula reduces (when the SSF components are replaced by the GSF
components) to that found in Refs. [67, 87], namely

'is

'is
(a = 0) =  
ris
4M
 
27M
2
Fr
?0is : (7.38)
The last task is to rewrite the above expressions for ris and 
'is in terms of the full
Boyer-Lindquist components of the SSF (rather than the normal components F?
 ). Specically,
recalling Eqs. (7.31) and (7.37), we will need expressions for Fr
0?, Fr
?1, F?1
' and F?1
t in terms
of the quantities F0
r , F1
r , F1
' and F1
t arising, in analogy with Eqs. (7.27)-(7.29), from the formalChapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits 113
e-expansion of the full conservative SSF:
Fcons
r = F0
r + eF1
r cos  !r  + O(e2) ; (7.39)
Fcons
' = e !rF1
' sin  !r  + O(e2) ; (7.40)
Fcons
t = e !rF1
t sin  !r  + O(e2) : (7.41)
Starting with the radial component, we write
Fr
?(cons) = ( gr + uru)Fcons
 ; (7.42)
and formally expand both sides of the equation in e using Eqs. (7.27) and (7.39){(7.41), noticing
uruFcons
 = O(e2). Comparing the O(e0) and O(e1) terms on either side then gives
Fr
?0 =  grr
0 F0
r ; (7.43)
Fr
?1 =  grr
0 F1
r   r0
d grr
dr
 


r=r0
F0
r : (7.44)
For the t and ' components we obtain
F?1
' = (1 + L2
0 g
''
0   E0L0 g
t'
0 )F1
' + (L2
0 g
t'
0   E0L0 gtt
0 )F1
t + L0r0F0
r ; (7.45)
F?1
t = (1 + E2
0 gtt
0   E0L0 g
t'
0 )F1
t + (E2
0 g
t'
0   E0L0 g
''
0 )F1
'   E0r0F0
r ; (7.46)
where we have also used ur = er0 !r sin  !r  [see Eq. (7.26)].
The shifts in the location and frequency of the ISCEO can now be constructed from the full
SSF by substituting Eqs. (7.43){(7.46) (evaluated at the ISCEO) into Eqs. (7.34) and (7.37).
The resulting formulae are cumbersome so we leave them implicit. For a = 0 the formula for the
radial ISCEO shift is found to reduce to
ris(a = 0) = (M2=)

216F0
ris   72F1
ris + 6
p
2F1
tis +
4
p
3
F1
'is

; (7.47)
which is in agreement with Eqs. (51) of Diaz-Rivera et al. [87].
7.3.2 Numerical results
In order to implement Eqs. (7.34) and (7.37) we require the values of F0
r , F1
r , F1
t and F1
', all
evaluated at r = ris. The rst piece of data, F0
r , is simply the radial SSF component evaluated
along a circular equatorial orbit of radius r0 = ris, and we can compute is with great accuracy
using the circular-orbit code presented in Sec. 6.2. The computation of the other quantities,
which are associated with a slightly eccentric orbit, is more delicate. Recalling Eqs. (7.39){
(7.41) we see that they may be extracted using
F1
ris = lim
p!ris
lim
e!0
^ F1
r (p;e) ; ^ F1
r (p;e)  2!r(e) 1
Z =!r
0
Fcons
r cos(!r)d ; (7.48)
F1
is = lim
p!ris
lim
e!0
^ F1
'(p;e) ; ^ F1
(p;e)  2(e) 1
Z =!r
0
Fcons
 sin(!r)d ; (7.49)
where  2 ft;'g [note that here we are allowed to remove the bars from  !r and   since the
quantities Fcons
 are already O(q2)]. As noted in Ref. [67], both limits can be taken simultaneously114 Chapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits
by picking points along a suitable curve in the e{p plane. As also discussed in Ref. [67], for our
O(e)-expansions to be valid we must have both e  1 and e  (p   ris)=M along the curve
(so that we keep sucient distance from the separatrix as we approach the ISCEO). The nal
result should be independent of the particular path taken through the (p;e) plane and we use
this fact as a validation test of our numerical scheme. In practice we calculate ^ Fr
1, ^ F1
t and ^ F1
' at
various points along three curves given by p = ris +M
p
e, p = ris + 3
2M
p
e and p = ris +Me1=3,
and then extrapolate each set of data to the ISCEO|see Figs. 7.7 and 7.9. We use the (small)
dierence in the extrapolated values from the three curves to place error estimates on the F1's.
Once the F1's are known, we use Eqs. (7.34) and (7.38) to compute ris and 
'is for
a variety of a values. The main source of error in our nal results comes from the e ! 0
extrapolation involved in extracting the F1 functions (the error in Fr
0is is relatively much smaller
and can be neglected). In order to estimate the error in ris and 
'is we use the variance
in the values of these quantities when using the three dierent extrapolation curves mentioned
above.
Our results are presented in Table 7.5 and Fig. 7.10. We observe that ris increases mono-
tonically as the black hole spin is varied from a =  0:9M to a = 0:9M, and it changes sign
from negative to positive around a = 0:8M. The relative shift in the azimuthal frequency at the
ISCEO, 
'is=
'is, is always positive between a =  0:9M and a = 0:9M. For retrograde or-
bits the relative frequency shift remains similar to that found in the Schwarzschild case (a = 0),
while for prograde orbits it decreases rapidly with increasing spin a. Our code is not suciently
accurate to explore the near-extremal case, so the behavior of 
'is (and of ris) there remains
unclear.
7.4 Variation of rest mass
As discussed in Sec. 5.2, the SSF has a component tangential to the particle's worldline, which
leads to the particle having a dynamically varying rest mass [130]. We remind that this situation
is special to our particular SSF theory (see Sec. 5.2) and in the equivalent electromagnetic and
gravitational cases the rest mass is conserved. It is possible to construct a scalar eld theory
where the particle's rest mass is conserved but only at the cost of making the eld equation
non-linear [130]. Previous studies of this phenomenon in cosmological spacetimes [177, 178] have
found a range of possibilities, including a periodic mass variation as well as cases where the mass
dissipates entirely.
In our setup, where the motion is intrinsically periodic, the eld returns to its original value
after one orbital revolution and thus from Eq. (5.36) we see that the net change in the particle's
rest mass will be zero. Furthermore, examining Eq. (5.35) and recalling the symmetry relations
expressed in Eq. (5.86), we can see that d=d is symmetric about the apastron and hence the
rest-mass change from periastron to apastron (and visa versa) must also be zero. To within our
numerical accuracy we observe this behavior in our data|see Fig. 7.11.
It is also interesting to examine how the rest mass varies along the orbit. The total rest mass
change from periastron to a point with phase  along the orbit is given by
() =  
Z 
0
Fdiss
 ()u(0)
dt
d0d0 : (7.50)
As illustrated in Fig. 7.11, the particle's rest mass initially increases (though in our exampleChapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits 115
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zoom-whirl orbit there is an initial slight decreases before the increase begins) but then decreases
so that the particle regains its original mass by the time it reaches apastron. Once the particle
passes the apastron the mass continues to decrease, before increasing back to the original value
at periastron. We also observe that the change in mass along the orbit is only weakly dependent
on the black hole spin, for xed (p;e)|again see Fig. 7.11.
In our setup, the particle's rest mass is conserved over an orbital period Tr, but in a setup
which allowed for the orbit to evolve through the action of the SSF, this would no longer be
the case (the eld would no longer return to its original value after one orbit). It would be an
interesting project, which we do not pursue here, to consider the eect of the net mass loss on
the inspiral dynamics of the scalar charge (this was very recently considered for the case of a
scalar particle in orbit about a Schwarzschild black hole by Diener et al. [95]).Chapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits 117
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Figure 7.7: Calculation of F
1
ris, F
1
tis and F
1
'is for the case of a Schwarzschild black hole (a = 0)
by extrapolation along the three paths in the e{p plane show in gure 7.8 . The three panels,
from top to bottom, show numerical data points for ^ F
1
r , ^ F
1
' and ^ F
1
t respectively as extracted
from the conservative piece of the SSF using Eqs. (7.48) and (7.49). Solid curves are cubic
interpolations of the numerical data points, and the extrapolated values at p = 6 (which, in
theory, should not depend on the choice of curve) represent our numerical predictions for F
1
ris,
F
1
tis and F
1
'is. The small variance in these extrapolated values serves as a rough measure of
error. The thick dot on the vertical axis marks the values found by Diaz-Rivera et al. [87]. For
F
1
ris and F
1is
' we nd a close agreement with their results, but for F
1is
t there is a discrepancy
at a level ( 2%) which we cannot explain. (The code used by Diaz-Rivera et al. cannot
be retrieved to allow a careful examination of this discrepancy [176]; we are, however, quite
condent in our results given the the good agreement between the values extrapolated from
the dierent curves.)118 Chapter 7 Scalar-eld self-force in Kerr spacetime: eccentric, equatorial orbits
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to extract the values of F
1
ris, F
1
tis and F
1
'is via extrapolation to the ISCEO, whose location
at ris = 2:32088M is marked by the vertical line. (The results for F
1
'is, not shown here for
brevity, are qualitatively similar to those of F
1
tis.) Sample numerical values for F
1
ris, F
1
tis and
F
1
'is, and the resulting ISCEO shifts for dierent spins a, can be found in Table 7.5.Chapter 7 Scalar-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Figure 7.10: The conservative SSF eect upon the ISCEO location and frequency. We plot
here the numerical results shown in Table 7.5 as a function of the Kerr spin parameter a (curves
are cubic interpolations). Vertical error bars indicate the estimated numerical error. Notice
in the graph that two separate scales are being used for ris (left-hand scale) and 
'is=
'is
(right-hand scale). The radial shift is monotonically increasing with a and changes sign around
a = 0:8M. The frequency shift similarly changes its sign (and turns negative) at large spin
values. Note that although the change of sign in the radial and frequency shifts occur near the
same spin value (a = 0:8M) the error bars on our results excludes the possiblity of the sign
change occuring at the same spin value. The Schwarzschild ISCO shift results of Diaz-Rivera
et al. [87] are marked (green, thick dots) for comparison. The small discrepancy is discussed
brie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Figure 7.11: Rest-mass variation due to the SSF for a scalar charge in an eccentric equatorial
orbit about a Kerr black hole. (Top panel) The change in the rest mass, for orbits about a
Schwarzschild black hole, as a function of , is strongly dependent on the orbit's eccentricity.
For e and p far away from the separatrix the mass initially increases and then returns to
its original value at apastron before further decreasing and then once again returning to the
original value at periastron. For a `zoom-whirl'-type orbit the mass is observed to decrease
slightly initially. (Bottom panel) Results for Kerr. The change in mass is weakly dependent
on the black hole spin.Chapter 8
Gravitational self-force in
Schwarzschild spacetime:
numerical implementation and
results
In this chapter we detail the numerical computation of the GSF for a particle on a bound eccentric
geodesic orbit in Schwarzschild spacetime. As usual we work in the frequency domain, with the
required decomposition of the metric perturbation into tensor spherical harmonic and Fourier
modes given in Chapter 4. As with our SSF eccentric orbit calculation presented in Chapter
7 we make use of the method of extended homogeneous solutions in our calculation. In order
to do this we need to extend the original method rst presented in Ref. [110] (and reviewed in
Sec. 7.1.2) to cover the case of multiple coupled elds. We present this straightforward extension
in Sec. 8.2 and then for clarity we present example cases of its use in Sec. 8.3.
In Secs. 8.5 and 8.6 we present sample results from our code for circular and eccentric orbits
respectively. We nd that in both cases our results compare well with those found in the literature
[62, 63, 66, 67]. A key feature of our FD implementation is its eciency when calculating the
GSF along orbits with a low eccentricity and in Sec. 8.6.1 we discuss what qualies as a low
eccentricity orbit in this context. Lastly in Sec. 8.7 we highlight a numerical issue associated
with nearly static modes that prevents our code from reaching greater eccentricity and that
also places a limit on the orbit with the greatest p we can compute the GSF for. As part of
this discussion we present a technique for mitigating some of the adverse eects of these modes
and end with an outline of a potential solution that should allow the problem to be completely
circumvented.
Before we consider any of the above we rst consider the relevant numerical boundary con-
ditions to use in our FD calculation.
8.1 Numerical boundary conditions
One of the main numerical tasks is to solve the radial equation (4.57) subject to the asymptotic
boundary conditions presented in Sec. 4.6.3. Within our numerical implementation we cannot
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place our boundaries at spatial innity and the event horizon. Instead we place boundary
conditions at the edges of our numerical domain which runs from rin
  M to rout
  M (how
we choose the boundary locations in practice will be discussed in the Algorithm section below).
As with the SSF numerical boundary conditions (Sec. 6.1.1), we assume that the radial elds
admit an asymptotic expansion in 1=r at r ! 1 and an asymptotic expansion in r   2M at
r ! 2M. Combined with the leading order behaviour of the physical perturbation (Sec. 4.6.3),
this leads us to take our ans atze for the numerical boundary conditions to be
R
(i)
  = e i!r
1 X
k=0
bi
k(rin   2M)k ; (8.1)
R
(i)
+ = ei!r
1 X
k=0
ai
k
rk
out
; (8.2)
for all modes (odd/even/static/radiating) with the exception of the outer eld of the even static
modes (the boundary conditions for which we will discuss shortly). By substituting the above
ans atze into the eld equations, we obtain recursion relations between the ai
k's and (indepen-
dently) the bi
k. The resulting recursion relations are rather cumbersome so we do not give them
here. Instead we refer to the work of Akcay [66] where they were rst derived (as the BCs only
depend upon the orbit through the mode frequency, Akcay's boundary conditions, derived as
part of a work that developed a FD code to calculate the GSF for circular orbits in Schwarzschild
spacetime, are applicable here).
For the radiating odd-partiy sector the rst terms in the recursion relations for the ai
k and bi
k's
are a
9;10
k=0 and b
9;10
k=0 respectively. We then construct a linearly independent basis of homogeneous
solutions by setting (a9
0;a10
0 ) = (1;0) then (a9
0;a10
0 ) = (0;1) and likewise for (b9
0;b10
0 ). We shall
label the resulting solutions to the eld equation by R
(i)
j where i is the usual eld index, j is
the basis index and the  distinguishes between the inner and outer solutions (` ' denotes an
inner solution and `+' denotes an the outer solution). As an example, the `1' basis for the outer
elds in the odd sector, R
(9)
+1;R
(10)
+1 , are obtained by setting (a9
0;a10
0 ) = (1;0) when constructing
the boundary conditions and then solving the odd sector eld equations (4.62) and (4.63).
Construction of the basis of homogeneous solutions in the radiating even sector proceeds
in much the same way. The rst terms in the recursion relation are (a1
0;a3
0;a5
0;a6
0;a7
0) and
(b1
0;b3
0;b5
0;b6
0;b7
0) and the basis solutions are constructed by setting (a1
0;a3
0;a5
0;a6
0;a7
0) = (1;0;0;0;0);
(0;1;0;0;0);::: and similarly for the bi
0's.
If the ansatz in Eq. (8.2) is used to construct the outer eld even-parity static mode boundary
condition, one nds that the resulting recursion relation for the coecients ak
i does not have
enough free parameters to represent a basis of three linearly independent solutions [66] (recall
that for the even static modes we solve for 3 of the radial elds and construct the other two
non-zero elds using the gauge equations | see Sec. 4.6.2). Instead for these modes we follow
Akcay and take the ansatz
R
(i)
+ =
1 X
k=kstart
ai
k +  ai
k logrout
rk
out
; (8.3)
which, when substituted into the homogeneous eld equations (4.75)-(4.77), gives rise to a (cou-
pled) recursion relation between the ai
k's and  ai
k's which has the correct number of free parame-
ters. The initial terms in the recursion relations for the even static modes are fa3
l;a5
l;a5
l+2g and
fb3
0;b3
1;b5
1g. The basis of homogeneous solutions are then constructed as before. Further details
can be found in Ref. [66].Chapter 8 GSF in Schwarzschild spacetime 123
8.2 Construction of the inhomogeneous elds: method of
extended homogeneous solutions for coupled elds
The goal of this section is to extend the method of EHS presented for a single scalar eld
in Ref. [110] (and overviewed in Sec. 7.1.2), to accommodate the multiple coupled elds we
encounter when working on the Lorenz gauge GSF problem. This extension has already been
carried out for the monopole (l = 0) and dipole (l = 1) modes by Golbourn [140] and implemented
for those mode by Barack and Sago [67]. Here we present it for a generic lmn-mode.
For a given lmn mode our eld equations take the form of a set of k coupled homogeneous
ODEs. The linearly independent (by construction) homogeneous solutions { which, recall, we
denote by R
(i)
j, where j is the basis index ranging from 1 to k { form a k dimensional basis for
the space of inhomogeous solutions. The correct EHS radial elds are then given by a weighted
sum of the homogeneous solutions:
~ R
(i)
 (r) =
k X
j=1
C

j R
(i)
j(r) ; (8.4)
where hereafter an overtilde denotes an EHS version of a given quantity. The weighting coe-
cients, C

j , are computed via the matrix equation
 
C
 
j
C
+
j
!
=
Z rmax
rmin
 1(r)
 
0
J(j)(r)
!
dr ; (8.5)
where the 2k  2k matrix, , of homogeneous solutions is given by
(r) =
 
 R
(i)
 j R
(i)
+j
 @rR
(i)
 j @rR
(i)
+j
!
: (8.6)
The source vector of length 2k in Eq. (8.5) is formed of k zeroes followed by the k FD sources
J(j)(r) given in Appendix E. As with the scalar case these sources are singular at the orbital
turning points (J(j) / 1=ur). Changing integration variable from r to t overcomes this diculty
and, as we use the  orbital parametrization, it makes sense to further convert the integral from
one over t to one over . Recalling that dr=dt = ur=ut our practical formula for computing the
weighting coecients is given by
 
C
 
j
C
+
j
!
=
Z 
0
 1()
 
0
J(j)()
!
ur
ut
dt
d
d ; (8.7)
where the ur in the integrand cancels the 1=ur terms that appear in the FD sources.
Once the radial EHS elds have been obtained using Eqs. (8.4) and (8.7) the TD EHS elds
~ h(i)lm(t;r) are then constructed via
~ h
(i)lm
 (t;r) =
X
n
~ R
(i)lmn
 (r)e i!mnt : (8.8)
The true TD solution is then given by
h(i)lm(t;r) =
(
~ h
(i)lm
+ (t;r); r > rp(t);
~ h
(i)lm
  (t;r); r < rp(t):
(8.9)124 Chapter 8 GSF in Schwarzschild spacetime
8.3 Construction of the inhomogeneous elds: examples
For clarity we now consider the practical use of Eq. (8.8) above when applied to the cases of odd
and even sector elds.
8.3.1 Odd-parity sector
As discussed in Sec. 4.6.1 the non-zero elds in the non-static odd sector are R(8);R(9) and R(10).
In practice we choose to solve for the R(9) and R(10) and construct the R(8) eld using the gauge
equation (4.61). The extended homogeneous radial elds are then given by
~ R
(9)lmn
 (r) = C

1 R
(9)lmn
1 (r) + C

2 R
(9)lmn
2 (r) ; (8.10)
~ R
(10)lmn
 (r) = C

1 R
(10)lmn
1 (r) + C2  R
(10)lmn
2 (r) ; (8.11)
and the weighting coecients are computed via
(C
 
1 C
 
2 C
+
1 C
+
2 )T =
Z rmax
rmin
 1(0 0 J(9) J(10))T dr ; (8.12)
where the `T' superscript denotes transposition and the  matrix is given by
 =
0
B
B
B B
@
 R
(9)
1   R
(9)
2  R
(9)
1+ R
(9)
2+
 R
(10)
1   R
(10)
2  R
(10)
1+ R
(10)
2+
 @rR
(9)
1   @rR
(9)
2  @rR
(9)
1+ @rR
(9)
2+
 @rR
(10)
1   @rR
(10)
2  @rR
(10)
1+ @rR
(10)
2+
1
C
C
C C
A
: (8.13)
Here, as we will often do, we have dropped the lmn indices for brevity where there is no ambiguity.
Information about the static odd modes is contained in a single eld, R(8). In this case the
extended homogeneous solution is constructed via
~ R
(8)lmn
 = Clmn
 R
(8)lmn
 ; (8.14)
where the weighting coecients are given by
 
C 
C+
!
=
Z rmax
rmin
 
 R
(8)
  R
(8)
+
 @rR
(8)
  @rR
(8)
+
! 1  
0
J(8)
!
dr ; (8.15)
=
1
W
Z rmax
rmin
 
R
(8)
+
R
(8)
 
!
J(8) dr ;
where we have dened W as the determinant of the matrix in Eq. (8.15). This turns out to be
the (constant) Wronskian formed of the (linearly independent) inner and outer R(8) elds. The
last line of Eq. (8.15) can be compared with the scalar eld Eq. (7.4) and is seen to be of the
same form, as would be expected.
8.3.2 Even-parity sector
The construction of the even sector inhomogeneous solutions is performed as above for the odd
sector but now for the (l  2) radiative modes the  matrix becomes 10  10 dimensional. The
even dipole (l = m = 1) has one less 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8  8 dimensional. For the static even modes the  matrix is 6  6 dimensional. For the static
piece of the monopole (l = 0) there exist analytic solutions to the homogeneous eld equations
(see Sec. 4.6.4) and we construct the inhomogeneous modes numerically via the method of EHS
with a 4  4  matrix.
8.4 Algorithm and implementation
We now outline the required steps in computing the Lorenz gauge GSF for a particle on an
eccentric orbit via the FD. The calculation algorithm is similar to the that of scalar particle in
an eccentric orbit (Sec. 7.1.3).
 Orbital parameters. For a given orbital eccentricity, e, and semi-latus rectum, p, calculate
the various properties of the orbit (E;L;
r;
';Tr;etc) using the formulae given in Chapter
4.
 Compute the homogeneous elds. For a given lmn mode the correct set of eld equations
and boundary conditions are selected (odd/even sector, static/non-static). If the homo-
geneous elds near the particle need to be computed numerically, as is the case for most
modes, then we note that computing the boundary conditions is substantially computa-
tionally cheaper than integrating the eld equations so it is advantageous to place the
boundaries as close to the particle as possible. For the outer boundary series to converge
we require that !rout  1. Through experimentation we nd that setting rout
 = 10=!
ensures rapid convergence of the series to our pre-specied relative accuracy of 10 14. We
then integrate the coupled eld equations from the boundary to rmin
 , storing the values of
the elds and their r derivatives at 5000 equally spaced in r radii between rmin
 and rmax
 .
For a coupled set of k ODEs this process is repeated k times, each time with a dierent
initial basis for the boundary conditions. A similar procedure is performed for the inner
elds where we nd it is always sucient to place the boundary at rin
 =  50M.
 Construct the inhomogeneous elds. Using Eqs. (8.4) and (8.5) the inhomogeneous radial
elds are constructed. This is performed numerically for all lmn modes, even those for
which we have analytic solutions for the homogeneous solutions. We nd that is important
that the integral in Eq. (8.5) is performed to a high accuracy, a task that is made more
challenging by the oscillatory nature of the sources that appear in the integrand (see
Appendix E). We achieve this high accuracy by coupling a standard adaptive integrator
routine from the GSL [166] to the ODE solver. When the (adaptive) integrator requests
the value of the integrand at a particular value of r, the ODE solver is loaded with
information from the nearest of the 5000 points stored in the previous step, and integrates
the homogeneous elds up to the requested r value in order to form the  matrix in
Eq. (8.5) at the requested r value. We make use of this integration routine because we
nd that interpolating the data stored in the previous step does not produce suciently
accurate results. For certain `nearly static modes' we nd that the  matrix is numerically
dicult to invert | see discussion in Sec. 8.7.
 Construct the gauge and EHS TD elds. Following the hierarchical structure of the eld
equations described in Table 4.1 we use the gauge equations (4.58) to (4.61) to construct
the remaining radial elds. The EHS TD elds are then constructed via Eq. (8.8).126 Chapter 8 GSF in Schwarzschild spacetime
 Determine nmax: Formally one needs to sum over all n in Eq. (8.8) but fortunately we are
guaranteed that for large n, Eq. (8.8) converges exponentially so it is sucient to truncate
the sum at some nmax, the precise value of which strongly depends on e but also (more
weakly) on p;l and m. As each n-mode is added we evaluate how close the sum (8.8) is to
the correct answer by calculating the jump in the r derivative of the elds at the particle
and comparing it with the expected magnitude of the discontinuity (the `jump') from the
TD sources presented in Appendix E. Once the maximum relative dierence between the
numerically calculated jump and the expected jump drops below a certain threshold (which
we take to be 10 8) we consider the lm mode to have converged and select a new lm mode
to compute. Note that there is no need to compute the lm modes in any particular order
| see below Sec. 8.4.1.
 Compute the GSF. Using Eq. (5.58) compute F
l(full)
 , the l mode contribution to the full
force. Recall that, owing to the coupling between scalar and tensor modes, if we wish to
calculate a given lmax number of scalar l-modes we must calculate lmax + 3 tensor modes
[see Eq. (5.58)]. As with the SSF we nd it benecial to split the GSF into dissipative and
conservative pieces using Eq. (5.86) before regularizing (see Sec. 7.1.3 for a justication).
It is then sucient to simply sum the Fl
diss modes in order to compute the dissipative GSF
as these modes converge exponentially. We nd that an lmax of 15 modes typically suces
to capture the complete dissipative GSF to within our target relative accuracy of 10 6.
The conservative GSF requires regularizing using Eq. (5.42) with the regularization param-
eters from Eqs. (5.54)-(5.56). The resulting regularized contribution to the conservative
component of the GSF exhibits power law behavior which necessitates estimating the con-
tribution from the uncomputed high l modes. Our method for calculating the contribution
from the uncalculated modes is the same as for the SSF detailed in Sec. 6.1.4.
8.4.1 Code structure and parallelization
The majority of our code is agnostic with regard to whether it is solving an odd/even or stat-
ic/radiative mode. Instead it takes as input a structure that we call a `coupled set'. This coupled
set structure contains information about the ODE's to be solved, their boundary conditions and
the relevant gauge equations. When the code is requested to solve a given lm mode it rst
determines which class the mode belongs to (odd/even etc.) and loads the correct coupled set.
This provides a clear distinction in the code between the mode to be solved and the method of
solution. We believe designing our code in this fashion aided rapid code development and testing
and we also nd that it provides for a high level of extensibility.
We also note that, owing to the tensor spherical harmonic mode decomposition, our problem
naturally parallelizes as each lm mode of the metric perturbation can be calculated independently
from the others. Our code is written to run on multiple CPU's, either within a single machine
or on a cluster, using the Message Passing Interface (MPI). We also make use of dynamic load
balancing whereby the root processor forks a thread which keeps track of which lm modes have
already been computed. Once a processor has been assigned an lm mode it begins computing
the n modes in the order n = 0; 1;1; 2;::: and continues until a convergence criteria is met
as discussed above. After a given processor completes an lm mode computation it contacts the
thread on the root processor to request a new mode to work on. Each processor records its
calculated contribution to the total GSF and once all the lm modes are computed upto l = lmax
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8.5 Results: circular orbits
With the orbital eccentricity set to zero our code is able to compute the circular orbit GSF at
a radius r0 = pM for r0 > 6M [this limitation exists as our (p;e) orbital parametrization is not
valid below the separatrix]. Our code works in the circular orbit limit with no modication and
as such the results provide a test of many of the routines in our code. In Table 8.1 we present a
sample of our results for circular orbits along side results from other researchers. We nd good
agreement with previous published results as far out as r0 = 10000M.
r0=M (M=)2Fr
(this thesis) (M=)2Fr
BS (M=)2Fr
A (M=)2Fr
B
7 2:149909(3)  10 2 2:14989  10 2 2:149907776(8)  10 2 2:1499068  10 2
10 1:33894710(9)  10 2 1:33895  10 2 1:3389470(2)  10 2 1:3389470  10 2
20 4:15705501(5)  10 2 4:15706  10 2 4:1570550(2)  10 2 4:1570550  10 2
50 7:44948606(1)  10 4 7:44949  10 4 7:44980(1)  10 4 7:4494860  10 4
150 8:6827445(5)  10 5 8:68274  10 5 8:673(1)  10 5 8:6827447  10 5
500 7:944104(2)  10 6 - - 7:9441058  10 6
800 3:111342(3)  10 6 - - 3:1113443  10 6
10000 1:998(2)  10 8 - - 1:9993000  10 8
Table 8.1: Comparison of circular orbit results for the (contravariant) radial component of
the GSF. The rst column shows the orbital radius and the second column shows the results
from our code. The third through fth columns show results from other researchers with
F
r
BS = Barack and Sago [62], F
r
A = Akcay [66] and F
r
B = Berndtson [64]. A ` ' is used when
there is no published data available at the corresponding radius. Berndtson and Barack and
Sago claim their results are accurate to all signicant gures presented. The errors we quote
on our results come our estimate of the error in the tail t. Each data point in column 2 took
less than a minute to compute on a single core of a standard 3GHz desktop machine.
8.6 Results: eccentric orbits
Using our code we can compute the GSF along a variety of bound eccentric geodesic orbits. In
general we nd that our code is ecient for orbits with 0  e . 0:2. For e 6= 0 we nd that our
code performs well for orbits with 6 + 2e < p . 50 (recall that our orbital parametrization does
not allow us to consider orbits with p < 6 + 2e). We present some discussion of the eciency of
our code in Sec. 8.6.1 and in Sec. 8.7 consider a major factor that hampers our ability to go to
higher eccentricities/larger semi-latus rectum (as well as considering possible solutions).
In Tables 8.2 and 8.3 we present some sample GSF data for two orbits with (p;e) = (7;0:2)
and (p;e) = (10;0:3). Data for these orbits is also presented by Barack and Sago [67] and we
nd our numerical results compare well with theirs. In Fig. 8.1 we plot the variation of the Fr
and Ft components of the GSF over one orbital period for these two orbits.
8.6.1 Computational performance
As with the eccentric orbit SSF calculation we nd that the computation burden of our GSF
calculation increases rapidly with e (cf. Sec. 7.2.3). Nonetheless for orbits with e  0:2 our code
is capable of computing the GSF along the orbit in under 2 hours on a standard (3GHz, dual
core) desktop machine (with an accuracy in the resulting GSF for approximately 6 signicant
gures). This is an order of magnitude faster than comparable time domain codes [67]. As
discussed in Sec. 8.4.1 our code is written to run on a computer cluster where, as an example,128 Chapter 8 GSF in Schwarzschild spacetime
 (M=)2Ft
cons (M=)2Ft
diss (M=)2Fr
cons (M=)2Fr
diss
0 0  4:063301  10 3 3:35761(3)  10 2 0
=4 8:6476(2)  10 4  2:156922  10 3 2:90989(2)  10 2 4:734955  10 3
=2 8:2863(2)  10 4  2:516802  10 4 2:1250350(9)  10 2 3:204190  10 3
3=4 4:60755(7)  10 4  1:124091  10 5 1:5901488(1)  10 2 9:633733  10 4
 0  3:461415  10 5 1:40887697(9)  10 2 0
Table 8.2: Sample GSF data for an orbit with parameters (p;e) = (7;0:2). We present the
dissipative and conservative components separately and remind that the total GSF is the sum
of the two (see Fig. 8.1 ). We also only present results up to  =  as the symmetries of the
conservative and dissipative GSF components can be used to construct the results from  = 
to  = 2 [see Eq. (5.86)]. The error bars given on the conservative components come from
our estimate of the error in the tail t. We believe all the digits presented for the dissipative
components are accurate. We remind that the F
' component can be constructed using the
relation uF
 = 0 and that (by symmetry) F
 = 0.
 (M=)2Ft
cons (M=)2Ft
diss (M=)2Fr
cons (M=)2Fr
diss
0 0  1:024136  10 3 2:303161(3)  10 2 0
=4 1:1616640(9)  10 3  3:678557  10 4 1:985394(2)  10 2 1:177843  10 3
=2 1:087282(4)  10 3 3:343391  10 5 1:3621999(2)  10 2 5:654574  10 4
3=4 5:122834(3)  10 4 1:104178  10 5 8:8100672(4)  10 2 1:063752  10 4
 0 2:836163  10 7 7:1108985(3)  10 2 0
Table 8.3: Same as for Table 8.2 but with sample GSF data for an orbit with parameters
(p;e) = (10;0:3). See Fig. 8.1 for a plot of the total (dissipative plus conservative) GSF for
this orbit.
by utilising 64 processors it is possible to compute the GSF for orbits with e  0:2 in a matter
of minutes | See Fig. 8.2. This ability of our code to produce large quantities of data for low
eccentricity orbits is crucial to the work we present in Chapter 9. We have not explored the
eciency of our code for orbits with e > 0:2 as for these orbits the results of our code are less
accurate. We outline one potential source of this loss of accuracy in the next section.
8.7 Nearly static modes
We now discuss a numerical issue that limits the regions of the (p;e) parameter space we can
explore with our current code. The `bad' regions, where our code struggles, correspond to regions
of the parameter space where our code encounters lmn modes with a small mode frequency {
see Fig. 8.3. The problem manifests itself in two ways. In Sec. 8.7.1 we outline the rst problem
and present a method for easing the diculties associated with it. In Sec. 8.7.2 we discuss the
more challenging second problem and present a potential solution in Sec. 8.7.3. It is important
to note that the diculties we encounter when attempting to compute nearly static modes are
purely a numerical issue { there is nothing fundamentally wrong with our FD setup.
The root of both problems lies in the numerical task of accurately inverting the matrix 
that appears in Eq. (8.5). The condition number is generally used to describe how dicult this
task is. For a matrix A the condition number is dened to be
(A) = jjAjj  jjA 1jj (8.16)
where jjjj is a suitable matrix norm which gives (A)  1 (the precise norm used is not relevantChapter 8 GSF in Schwarzschild spacetime 129
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Figure 8.1: Variation of the total (dissipative plus conservative) GSF for orbits with param-
eters (p;e) = (7;0:2) and (p;e) = (10;0:3). The upper panel shows the variation of the radial
component along the orbit and the lower panel shows variation of the temporal component.
We remind that within our orbital parametrization periastron occurs at  = 0 and  = 2
and that apastron is reached at  = .
to our discussion). If  is close to 1 then the matrix is said to be well conditioned and A 1 can
be computed with good accuracy. On the other hand if  is large the matrix is said to be ill
conditioned. In practice this means that a loss of precision is associated with the computation
of A 1. Roughly speaking if (A) = 10k inverting A will lose k digits of accuracy over the
normal numerical precision of the arithmetic operations (so if we have a matrix formed of double
precision numbers the inverted matrix will be roughly accurate to 16   k digits of precision).
With this concept of a condition number in mind we now examine the two problems associated
with nearly static modes.130 Chapter 8 GSF in Schwarzschild spacetime
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Figure 8.2: Computation time of our FD GSF code on a cluster of 64 processors to a relative
accuracy of 10
 6. For orbits with e < 0:1 the run time is roughly constant at around 6 minutes.
Between e = 0:1 and e = 0:2 we observe a fast increase in the runtime. Similar results are
observed in the scalar case (see Fig 7.6). Orbits with e > 0:2 are not considered here as we
nd our code is less accurate for these orbits.
8.7.1 Power-law growth
The rst numerical issue we face for nearly static modes is highlighted by considering the large
r behavior of the eld Eq. (4.57). We shall initially consider the case of the even dipole (l =
1;m = 1) mode and will generalize the results to the other modes at the end of the section. We
shall rst outline the issue and then present a technique that reduces its adverse eects. Dening
~ R  (R(1) R(3) R(5) R(6))T we can express the large r behavior of the even dipole eld equations
in the form
~ R00(r) + [Ar 2   !2]~ R(r) = 0 ; (8.17)
where we have ignored terms of O(M=r 3) and
A =
0
B B
B
B
@
 4 2 2 2
2  4  2  2
4  4  6  4
2  2  2  4
1
C C
C
C
A
: (8.18)
We now seek to rotate the basis of homogeneous solutions in such a way as to separate the eld
equations. This is done by diagonalizing A which is possible if there exists a matrix Q, and a
diagonal matrix L, such that QA = LQ. These two matrices do indeed exist and are given by
L = diag( 2; 2; 2; 12) and
Q =
0
B
B
B B
@
1 1 0 0
0 1 0  1
1  1 1 0
1  1  1  1
1
C
C
C C
A
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We can therefore dene the new variable
~ F = Q~ R ; (8.20)
in which the eld equations separate and take the form
~ F00(r) +
h
~ V`(r)   !2
i
~ F(r) = 0 ; with ~ Vl(r) =
`(` + 1)
r2 + O

M
r3

; (8.21)
where ` = 1 or ` = 3. With respect to the new variable ~ F the coupling between the elds only
enters at O(M=r3). The regular solutions to Eq. (8.21) are 1=r and 1=r3 corresponding to ` = 1
and ` = 3 respectively. As r ! 1 the potential, ~ V`(r) becomes subdominant to the !2 term and
~ R exhibits oscillatory behavior. This region is often referred to as the wavezone. On the other
hand when r2 < [`(` + 1)]=!2 the elds exhibit power law behavior. The transition between
these two regimes takes place at rtrans  [`(` + 1)]1=2=!.
We now observe that when ! is small (and/or ` large) the transition to the wavezone moves
out to very large radius. In this case there is a long period of power law growth between our
numerical boundary in the wavezone and the particle's location. This in itself is not a problem
but as noted above the ~ F elds (and therefore certain linear combinations of the ~ R elds) exhibit
power-law growth at dierent rates. The upshot of this is that the amplitude of the four elds
will be widely separated at the particle, in turn endows the  matrix with a high condition
number, making constructing  1 accurately numerically dicult.
Our technique for mitigating this issue is to rescale one of the bases at the boundary in
such a way that once the elds are integrated to the particle's location they all are of the same
order of magnitude. In terms of the ~ F variables, if we choose our initial boundary terms to be
fa1
0;a3
0;a5
0;a6
0g to be f1;0;0;0g;f0;1;0;0g;f0;0;1;0g and (!p)2f0;0;0;1g we nd that all the
elds in the  matrix will have approximately the same amplitude around r = p (we have in-
serted the ! to balance the dimensions of p). Of course rewriting our eld equations in terms of ~ F
would require a lot of work. Fortunately we there is no need to do this if we work with our usual
~ R variables and instead take the initial terms in the boundary conditions to be (Q 1)i1, (Q 1)i2,
(Q 1)i3 and (!p)2(Q 1)i4. Modulo a global factor of 1=5 which we may omit, these initial bound-
ary terms are given explicitly by f3;2; 1;2g;f 1;1;2; 4g;f1; 1;3; 1g;(!p)2f1; 1; 2; 1g.
With this choice of bases the ~ F(= Q~ R) elds are scaled correctly.
The above analysis can be carried out for other modes. For generic even modes (l  2) where
we have ~ R  (R(1) R(3) R(5) R(6) R(7)) the A matrix in Eq. (8.17) reads
A =
0
B
B
B B
B
B
@
 (2   L) 2 2 2 0
2  (2 + L)  2  2 0
2L  2L ( 4 + L)  2L 2
2  2  2 ( 2 + L) 0
0 0 2 0 2   L
1
C
C
C C
C
C
A
; (8.22)
where, recall, L = l(l + 1) and  = (l + 2)(l   1). For the generic odd modes (l > 1), where
~ R  (R(9) R(10))T, the A matrix is given by
A =
 
 (L + 4) 2
2  (L   2)
!
: (8.23)132 Chapter 8 GSF in Schwarzschild spacetime
In each case the various elds are found to exhibit power-law behavior with dierent rates of
growth. Using the above technique the elds can be rescaled at the boundary so that at the
particle all the elds are of the same order of magnitude. We nd that without this technique
we are generally restricted to areas of the parameter space where j!Mj > 10 4 but that when
the rescaling is implemented we can explore all regions with j!Mj > 10 5. The dierence
between the area covered by these two regions is substantial. Further reduction of the area of
the parameter space we are unable to explore with our code requires a solution to the matrix
degeneracy problem that we outline now.
8.7.2 Matrix degeneracy problem
The source of the second, more challenging, problem encountered in the computation of nearly
static modes lies in the dierent behaviors of the radiating and static modes that we recap now.
For concreteness we discuss the problem with respect to the even (l+m = even) modes, though
the same diculties present themselves for the odd sector modes. As discussed in Sec. 4.6.2
solving for the homogeneous radiating (! 6= 0) even sector eld equations requires solving for
seven i = 1;2;::;7 non-zero elds (the odd sector elds i = 8;9;10 are zero for the even sector).
In practice we only need to solve for ve elds as we can construct the remaining two elds from
the gauge equations (4.58), (4.59) and (4.60).
By contrast for static (! = 0) even modes (see Sec. 4.6.2) we have only to solve for ve elds
as we have R(2) = R(4) = 0. Again in practice we solve for a reduced set, which we choose to
be the i = 1;3;5 elds, and construct the remaining two elds from the gauge equations. It is
important to note that it is not possible to solve for all ve elds simultaneously. For the case
of static modes the gauge equations imply that linear relations exist between the ve elds and
consequently the inhomogeneous solutions cannot be constructed via Eq. (8.8) with a 10  10
dimensional  matrix of the homogeneous solutions and their derivatives, as this matrix will be
singular.
The diculty with near static modes is now apparent: for radiating static modes we must
use a 1010 matrix in order to nd the inhomogeneous elds, but as ! ! 0 this matrix becomes
ever more singular as the elds become closer to being linearly dependent (through the gauge
conditions). This closeness to linear dependence manifests itself as a high condition number of
the matrix  and, as discussed above, this implies a loss of numerical accuracy when computing
these modes. This problem is challenging to overcome but in Sec. 8.7.3 (below) we present
a method that we believe can mitigate the low accuracy issues resulting from the degeneracy
problem for nearly static modes.
8.7.3 Degeneracy problem: potential solution via perturbations about
a singular matrix
In this section we present a method that we believe will allow us to overcome the near static
mode problem outlined above. Our goal will be to accurately evaluate the  1(r)J(r) term that
appears in Eq. (8.8), where we have dened J(r)  (0 Ji
j(r))T. The proposed technique is to
write the matrix of homogeneous solution, , and the sources, J(i), in the expanded form
 = 0 + 1 + 22 + ::: ; (8.24)
J = J0 + J1 + 2J2 + ::: ; (8.25)Chapter 8 GSF in Schwarzschild spacetime 133
Figure 8.3: Regions of the (p;e) parameter space where Mj!j = Mjm
'+n
rj is small. The
lighter (violet) shaded areas mark regions where Mj!j < 10
 3. The darker (red) shared areas
mark regions where mj!j < 10
 4. The particular (m;n) values for each region are shown
to their left. As discussed in the main text lmn modes within these low ! regions can be
numerically challenging for our code to evaluate accurately. Note that for any values of 
r
and 
' it will be possible to nd m and n values that make Mj!j small. Consequently the
entire parameter space is covered by low Mj!j regions, but often this is not an issue as the
values of m and n for many of these regions are high and the corresponding mode does not
need to be computed in order to calculate the GSF to the accuracy we seek. This is especially
true for orbits with low eccentricity (where nmax is typically lower than for higher eccentricity
orbits). Lastly we remind that as p ! 1 the two orbital frequencies become degenerate
(reducing to the usual Keplarian orbital frequency). This implies that for orbits with large p
modes with (m;n) = (1; 1) will have a small value of Mj!j. This places a limit on the largest
(e 6= 0) orbit we can compute with our current code.
where  is some small parameter with the properties that  ! 0 as ! ! 0. The k are matrices
with 0 a singular matrix (whose elements we shall see are composed of the i = 1;3;5;6;7
static elds). Once  and the J(i)'s are written in this form we can use the method outlined in
Appendix I to accurately evaluate  1(r)J(r) order-by-order.
We rst present the expansion of the sources. From Appendix E it can be seen that the !
dependence of the FD sources is entirely from terms of the form
~ J(i) sin(!tp   m'p) or ~ J(i) cos(!tp   m'p) ; (8.26)
where the ~ J(i)'s are the coecients of the oscillatory term in the FD sources. When expanding
the sources it is important that we choose a good expansion parameter which we now dene to
be  = !Tr where Tr is the radial orbital period. In particular this implies that over one orbit,
starting with t = 0 at periastron, tp=Tr  1 and therefore !tp = =Trtp  1 for   1. It is now
straightforward to expand the source terms. For instance the expansion of the sin term reads
J(i) sin(!tp   m'p) J(i)
"

Tr
tp +
1
3!


Tr
tp
3
+ :::
#
cos(m'p)
  J(i)
"
1  
1
2


Tr
tp
2
+ :::
#
sin(mp) : (8.27)
The cos expansion is similarly computed. With both expansions in hand it is then straightforward
to read o the value of the Jk source vectors from the coecients of k.134 Chapter 8 GSF in Schwarzschild spacetime
In order to construct the k's we need to expand the homogeneous eld equations in powers
of . From Sec. 4.6 we have that the radial eld equations take the form
@2
rR(i) =
"
Vl(r)  


Tr
2#
R(i) + 4 ~ M
(i)
(j)R(j) = 0 ; (8.28)
where we have used ! = =Tr and recall that ~ M
(i)
(j) contains all the coupling between the elds
and the potential is given by
Vl(r) =
2Mf
r3 +
l(l + 1)f
r2 ; (8.29)
with f = 1   2M=r. Expanding the elds in the form
R(i) = R
(i)
0 + R
(i)
1 + 2R
(i)
2 + ::: ; (8.30)
and substituting this expansion into the eld equation (8.28) gives us an iterative equation for
the R
(i)
k :
@2
rR
(i)
k = Vl(r)R
(i)
k   T 2
r R
(i)
k 2 + 4 ~ M
(i)
(j)R
(j)
k = 0 ; (8.31)
where we take R
(i)
k<0 = 0. The R
(i)
0 are the usual static modes, which we know how to solve for
already (see Sec. 4.6.2). These elds are used to form the singular A matrix in Eq. (I.2). The
R
(i)
k elds are proportional to k and hence these are used to form the Bk matrices in Eq. (I.2).
This technique remains to be implemented. Initial tests indicate that we can solve Eq. (8.31)
as a single coupled set of ODEs even for very large k once suitable boundary conditions are
applied. If the technique can be successfully applied to our current code it should allow for
computation of the GSF for the points of the parameter space that have modes with low !M
values. This should include orbits with large p, which are currently excluded from the region
of the parameter space our code can access [recall that as p ! 1 the two orbital frequencies
become degenerate and thus modes with (m;n) = (1; 1) will be nearly static (as for these
modes ! = 
'   
r  M 1)].
8.8 ISCO shift due to conservative GSF
One application of our eccentric orbit code is to compute the shift to the ISCO location due to
the conservative GSF. We consider only the shift due to the conservative GSF as it was shown
by Ori and Thorne [179] that when dissipative eects are included the location of the ISCO is
not well dened (instead an inspiraling particle passes through a transition regime between the
inspiral and the plunge). Though the shift due to the conservative GSF turns out to be too
small to be observable, it is nonetheless useful as the frequency of a particle at the shifted ISCO
is a gauge invariant quantity that can be used as a point of comparison with other approaches
to the general relativistic two body problem [108, 71].
The calculation of the conservative GSF eect on the ISCO location was rst carried out
by Barack and Sago [67, 175] We nonetheless present the results of our own calculation in order
to demonstrate the high accuracy of our FD code. In Ref. [67] Barack and Sago make two
calculations of the ISCO shift. Their `method I' is to use the results of their eccentric orbit TD
code to compute two coecients in the O(e) description of the orbital motion for orbits with
p = 6 +
p
e with small e. They then extrapolate to the e ! 0 limit to calculate the ISCO shift.
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the SSF in Sec. 7.3, or more precisely the method we presented there closely models that of
Ref. [67]). Barack and Sago's `method II' involves expanding the eld equations and sources to
O(e) and we will present a similar calculation using our FD code in an forthcoming paper [104].
Once the conservative piece of the GSF is computable making use of method I is straight
forward. The correction to the radial location and the azimuthal frequency of the ISCO due to
the conservative GSF is computed via Eqs. (7.35) and (7.38), rst derived in Ref. [67]. For easy
reference we repeat the formula here:
ris = (M2=)

216Fr
0is   108Fr
1is +
p
3M 2F1
'is

; (8.32)

'is

'is
=  
ris
4M
 
27M
2
Fr
0is : (8.33)
We cannot use our eccentric orbit code to calculate the circular orbit value Fr
0is [as our (p;e)
parametrization is not valid at the ISCO]. Instead we take the highly accurate result obtained
using Akcay's circular orbit FD code [66]
Fr
0is = 2:4466495(4)  10 2 : (8.34)
The O(e) coecients Fr
1is and F1
'is in Eq. (8.32) are obtained numerically via Eqs. (7.48) and
(7.49). In using these equations we compute the ^ Fr
1 and ^ F1
' coecients that appear in Eqs. (7.48)
and (7.49) for a variety of orbits with p = 6 +
p
e. We then produce a t to our numerical data
and extrapolate to the ISCO in order to extract the values of Fr
1is and F1
'is (see Fig. 8.4). Using
our code we nd
Fr
1is = 0:062094=M2 ; (8.35)
F1is
' =  1:06623 : (8.36)
Equations (8.32) and (8.33) can then be used to calculate the conservative GSF eect on the
radial location of the ISCO and the relative frequency shift of an orbit at the perturbed ISCO
with respect to the unperturbed ISCO. With Fr
1is and F1is
' as given above we nd
ris =  3:2681 ; (8.37)

'is

'is
= 0:4867=M : (8.38)
We present no error bars on the results in this section as, at the time of writing, we have yet to
compute them. Nonetheless these results from our code are comfortably within the error bars
of the highly accurate results obtained by Barack and Sago using their `method II' technique.
The increased accuracy of our method I results over those in Ref. [67] follows primarily from our
code's ability to produce accurate results for ^ Fr
1 and ^ F1
' closer to the ISCO.136 Chapter 8 GSF in Schwarzschild spacetime
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Figure 8.4: Calculation of F
r
1 and F
1
' by extrapolation along the curve p = 6+
p
e. The same
extrapolation method was described and performed as `Method I' in Ref. [67] where they used
a TD code to compute the GSF. Our FD domain code is capable of producing results close to
the separatrix than their TD code, giving improved results using the same technique calculate
the ISCO shift. We calculate the shift in the radial location and frequency of the ISCO due
to the conservative GSF from our extrapolated F
r
1 and F
1
' and nd our result is within the
error bars presented by the highly accurate `Method II' technique presented in Ref. [67] (the
next step in the calculation is to add error estimates to our results).Chapter 9
Orbital evolution using osculating
geodesics
In Chapter 8, we provided details of a FD code to compute the GSF for a particle on an eccentric
geodesic orbit about a Schwarzschild black hole. As discussed in Chapter 1, our motivation for
studying the self-force problem stems from a desire to model EMRI binary systems. In this
chapter, we detail the implementation of a scheme to use our geodesic GSF data to evolve the
inspiral over many thousands of orbits. This is the rst orbital evolution to include all rst-
order-in-the-mass-ratio corrections to the particle's motion though, as we shall see, there is an
important caveat to this statement.
In order to place the discussion of this caveat in context we will now very briey review the
results of a two timescale analysis EMRI systems carried out by Hinderer and Flanagan [164]. In
their work they showed that the dominant contribution to the phase evolution during an inspiral
comes from the orbit-averaged dissipative piece of the SF. In Schwarzschild spacetime this piece
can be calculated directly from the asymptotic uxes of energy and angular momentum passing
out to spatial innity and down through the event horizon, side stepping any need for a local
computation of the SF. The sub-leading order contributions come from the oscillatory piece of
the dissipative SF, the conservative piece of the SF and the second-order-in-the-mass-ratio orbit-
averaged dissipative SF. Explicitly the scaling of the relative contributions from the SF to the
phase evolution go as
O(M=) : Orbit averaged dissipative piece of the SF
O(1) :
8
> <
> :
Oscillatory component of the dissipative SF
Conservative component of the SF
Orbit averaged dissipative piece of the second-order SF
In this chapter we shall calculate, for the rst time, the magnitude of the rst two order
unity contributions (as listed above) to the phase evolution of an inspiralling CO into a massive
black hole. To evolve the orbit we shall use the osculating orbit description of the inspiral
(see Fig. 9.1). Whilst for a generic trajectory the osculating orbit description is exact, when
computing an inspiral due to the SF the resulting inspiral is an approximation to the correct
motion, as we now discuss.
The key assumption we shall make when using the osculating geodesic description of the
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motion is that the GSF felt but the particle at a given instance of time is the GSF felt by a
particle that has spent its entire past history travelling along the osculating geodesic. We are
forced to make this `osculating assumption' because our GSF FD code detailed in Chapter 8
gives the GSF as a function along geodesics. Formally, the true contribution to the GSF at a
given time is obtained by integrating over the entire past history of the inspiralling particle [see
Eq. (5.37)]. In practice though there is an expectation that the contributions from the distant
past will have a negligible eect on the present motion and in fact only the recent history of the
particle contributes signicantly to the current GSF felt by the particle. The idea then is that,
for a `slowly evolving' inspiral, the recent past of the particle can be closely approximated by
the osculating geodesic. It then follows that the true GSF will be closely approximated by the
GSF felt by a particle that spent all it past on the osculating geodesic.
We have been a little vague in the preceding paragraph about the errors made by using this
approximation because, at the time of writing, they are unclear. Clearly as the mass ratio tends
to zero the osculating orbit GSF and the true GSF converge (in the zero mass ratio limit the
particle moves along a geodesic). On the other hand as the mass ratio shrinks the number of orbits
in the inspiral increases and so, although the error from the osculating assumption decreases,
it has longer to accumulated over the inspiral. It is currently unclear how these two competing
eects will balance out and thus where the error from making the osculating assumption ts into
Hinderer and Flanagan's analysis outlined above. In may in fact turn out that that the error in
the phase evolution from making the osculating assumption is of order unity and thus competes
with, for instance, the conservative GSF contribution to the phase evolution. If this turns out
to be the case it will be the coecients of each order-unity contribution that will determine if
the osculating assumption can be used to accurately track the phase evolution of the inspiral.
Throughout the rest of this chapter we shall assume that the error in the phase evolution
from making the osculating assumption can be neglected though we emphasise that this is a
large assumption. In the concluding chapter of this work we will discuss how this error can and
should be quantied with a future research program.
The key advance that allows us to make use of the osculating orbit description of motion
to evolve the inspiral is the high eciency of our FD GSF code. For low eccentricity orbits our
FD code is orders of magnitude faster than the currently available TD implementations [67].
This allows us to rapidly ll a large portion of the (p;e) parameter space with GSF data. Our
technique then is to t the available data using a interpolation model. The resulting model
allows us to calculate a good approximation to the GSF, for given orbital parameters, in a
fraction of a second. With the interpolation model in hand, we evolve the orbital inspiral within
the relativistic osculating orbit description of Pound and Poisson [180].
One of the key aims of calculating an actual orbital inspiral is to quantify the conservative
GSF's eect on the orbital dynamics. It was recently shown by Barack and Sago [157] that
the conservative GSF acts to decrease the rate of relativistic precession and one of the goals of
the work presented in this chapter is to quantify for the rst time how large this eect is for a
physical inspiral.
9.1 Osculating orbit description of motion
The geodesic motion of a test body can be uniquely specied at any time by the three components
of the test body's position vector, r, and the three components of its velocity, _ r. Equivalently,Chapter 9 Orbital evolution using osculating geodesics 139
Figure 9.1: Osculating orbit description of motion. At a given time, t1, along the particle's
(non-geodesic) worldline, xp(t), the position and velocity of the particle can be matched to an
osculating (`kissing') geodesic with parameters (p1;e1;01). In general, at a subsequent times
the true worldline and the osculating geodesic dened at t = t1 will have diverged. At some
later time t2 the particle's position and velocity can be matched to another osculating geodesic
with parameters (p2;e202). Knowledge of the osculating geodesic to the worldline at each
instance of time provides an complete description of the particle's trajectory. This description
is valid for any trajectory and does not require that the force moving the particle away from
geodesic motion be small.
it can be specied by six orbital constants: three orbital constants of the motion [i.e. (E;L;Q)]
and three initial phases [i.e., ('0;0;0), the initial azimuthal, zenithal and radial phases] and
there exists a one-to-one correspondence between these two parametrizations [181]. Therefore,
any non-geodesic trajectory in the spacetime can, at an instant t = t0, be identied with an
osculating (`kissing') geodesic that has the same values of r and _ r. In general at any dierent
instances of time, the trajectory and the osculating geodesic dened at t = t0 will have diverged,
but one can smoothly vary the osculating geodesic parameters in such a way that throughout
the motion r and _ r of the geodesic coincide with those of the non-geodesic trajectory.
For the case of an inspiral about a Schwarzschild black hole, we only need to evolve four
orbital constants. We take them to be the semi-latus rectum, p, orbital eccentricity, e, the
periastron phase, 0 [see Eq. (2.10)], and initial azimuthal phase, '0. Recall from Chapter 4
that the rst two orbital elements are principal orbital parameters describing the `shape' of the
orbit and the latter two are positional elements describing the orientation of the major axis. It
turns out to be more convenient not to evolve '0 and instead we directly solve for 'p(t) via
Eq. (9.11) below (see Ref. [180] for details). Assuming that the inspiral trajectory is given by
the equation a = ~ F, where ~ F =  1F, the remaining three osculating elements evolve140 Chapter 9 Orbital evolution using osculating geodesics
according to [180]:
dp
dt
= 2pf0f1
h
p1=2f1f2(p   3   e2 cos2 v)M ~ F'   esinv ~ Fr
i
; (9.1)
de
dt
= p1=2f0f2

f3 cosv + e(p2   10p + 12 + 4e2)

M ~ F' + f0f1 sinv ~ Fr ; (9.2)
d0
dt
= p1=2e 1f0f2 sinv

(p   6)f3   4e3 cosv

M ~ F'   e 1f0f1 [(p   6)cosv + 2e] ~ Fr ; (9.3)
where the GSF contributions ~ F = ~ F(p;e;0;t) and we have dened
f0  (p   2   2ecosv)(p   3   e2)[(p   2)2   4e2] 1=2[(p   6)2   4e2] 1 ; (9.4)
f1  (p   6   2ecosv)1=2 ; (9.5)
f2  (1 + ecosv) 2 ; (9.6)
f3  f2
1ecosv + 2(p   3) ; (9.7)
  p   6   2e2 ; (9.8)
v     0 : (9.9)
Equations (9.1)-(9.3) and (2.11) (with the replacement  ! v) form a closed set of ODEs. We
will solve this set with the initial conditions fp(0);e(0);0(0)g = fp0;e0;0g for some p0;e0. The
inspiral trajectory will then be described by
rp(t) =
p(t)
1 + e(t)cos[(t)   0(t)]
; (9.10)
'p(t) =
Z (t)
(0)
s
p(t)
p(t)   6   2e(t)cos[0   0(t)]
d0 ; (9.11)
where (t) is obtained by inverting t(). We remark that in the osculating orbit setup above
there is no requirement that the forcing terms in Eqs. (9.1)-(9.3) be small [180]. Instead we
make that requirement in this work in order that the GSF on the true trajectory inspiralling
trajectory is closely approximated by the GSF along the osculating geodesic (as discussed in the
introduction to this chapter).
9.2 GSF interpolation model
Despite the high eciency of our FD code, it is still not suciently fast to compute the GSF for
each osculating (p;e) value encountered during an inspiral. To overcome this we construct an
interpolation formula for our numerical data. Our choice of model is motivated by the observation
that the GSF is a periodic function of v =    0 along a geodesic, with F
'
diss;Fr
cons even in v,Chapter 9 Orbital evolution using osculating geodesics 141
and Fr
diss;F'
cons odd in v (see Sec. 5.6). This suggests the Fourier-like representation
Fr
cons = (=M)2
 na X
n=0
An(p;e)cos(nv) ; (9.12)
Fr
diss = (=M)2
 nb X
n=0
Bn(p;e)sin(nv) ; (9.13)
F'
cons = 2=M3
 nc X
n=0
Cn(p;e)sin(nv) ; (9.14)
F
'
diss = 2=M3
 nd X
n=0
Dn(p;e)cos(nv) ; (9.15)
where we have
An(p;e) =p 2
 ja X
j=n
 ka X
k=0
an
jkejp k ; (9.16)
Bn(p;e) =p 9=2
 jb X
j=n
 kb X
k=0
bn
jkejp k ; (9.17)
Cn(p;e) =p 4
 jc X
j=n
 kc X
k=0
cn
jkejp k ; (9.18)
Dn(p;e) =p 11=2
 jd X
j=n
 kd X
k=0
dn
jkejp k : (9.19)
The leading order powers in the 1=p expansions in Eqs. (9.16)-(9.19) are chosen so as to match the
known large p behaviour of the various components. The dimensionless coecients an
jk;bn
jk;cn
jk
and dn
jk are to be determined by tting to our numerical GSF data, with the summation cut-os
to  ni; ji; ki;(i = fa;b;c;dg) to be chosen by experimentation.
We use a standard least-squares algorithm to t the interpolation formula to our numerical
data. Initially, due to the constraints from our FD GSF code, we choose to t using data over the
range 6+2e < p=M < 12+2e with 0  e  0:2. In practice we use 1100 data point spread across
this region (see Fig. 9.2). In tting the interpolation model, we sought a fractional accuracy
of 10 3 between the interpolation model and the numerical GSF data. More explicitly, dening
Fmodel as the GSF value from the interpolation model and FGSF as the numerical value from our
code, we sought the condition
max



 
Fmodel()   FGSF()
FGSF()


  < 10 3 ; (9.20)
for all four components F = fFr
cons;Fr
diss;F'
cons;F
'
dissg of the interpolation model at all 1100
numerically calculated data points. We further ensured the accuracy of our results by comparing
the output of our interpolation model to a sample of results from Barack and Sago's TD code
[67]. After some experimentation we found that our desired accuracy can be achieved within a
model with parameters  ni = 6; ji = 2 and  ki = 9 for i = fa;b;c;dg. Thus we end up tting
to 7  3  10 = 210 parameters. Due to the large number of tting parameters we do not
give them explicitly in this thesis, instead we have made them available online as a \fast GSF
calculator" [182]. The package contains an open-source (GPL licensed) C code for computing142 Chapter 9 Orbital evolution using osculating geodesics
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Figure 9.2: GSF sample points used to t our analytic model. Each red mark shows a point
in the (p;e) parameter space for which we successfully computed the GSF to our required
accuracy threshold of 10
 4. The data is roughly sampled in a grid with 0  e  0:2 and
6 + 2e < p < 12 + 2e. Where points are missing from the grid, we believe this is because a
nearly static mode (see Sec. 8.7) was encountered during the computation of the GSF for that
orbit (and thus the code returned a result that did not meet our accuracy standard).
the GSF quickly based upon our interpolation model. We intend to update the database of t
parameters regularly as more GSF data [of improved accuracy and greater extent in the (p;e)
space] becomes available.
9.3 Results: a sample inspiral
In this section, we present results for a sample inspiral computed using the osculating orbit
technique coupled with our interpolation model. In this example we take  = 10M and M =
106M (so the mass ratio is 10 5) and initial orbital parameters (p0;e0) = (12M;0:2) with
0 = 0. Figure 9.3 shows 1 hour snap shots of the inspiral at various stages and Fig. 9.4 shows
the evolution of e and 0 as a function of p. The orbital eccentricity is observed to decrease
over most of the inspiral but increases shortly before the onset of plunge, a phenomenon rst
described by Apostolatos et al. [183]. The complete inspiral lasts  1443 days, during which time
the orbit completes 75,550 periastron passages. Over the entire inspiral the periastron phase 0
is observed to shift secularly by 9 radians over the entire inspiral (in a retrograde sense as already
observed by Barack and Sago [157]).
In order to explore the long-term eect of the GSF's conservative piece, let us construct a
radiative approximation (RA) model by setting F
cons = 0 in the evolution equations (9.1)-(9.3),
and additionally replacing the expressions on the right-hand side with their corresponding t-
averages over an entire radial period of the instantaneous osculating geodesic. We now seek to
compare the results of this RA model with the full GSF model described above.
As a point of comparison between the two models, we shall examine the total accumulated
azimuthal phase '(t), denoting the values corresponding to the two models by 'RA/full. We
shall then examine how the phase dierence 'RA  'RA   'full builds up over time. In order
to make a meaningful comparison between 'RA and 'full it is important to match the initial
conditions of the inspirals correctly. This entails matching not just the initial phase but alsoChapter 9 Orbital evolution using osculating geodesics 143
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Figure 9.3: Snapshots of an orbital inspiral with  = 10M and M = 10
6M, starting at
(p0;e0) = (12;0:2). We plot the orbit in the plane of x = (r=M)cos' and y = (r=M)sin'.
The four orbital episodes shown begin at 1443 days (top left), 500 days (top right), 75 days
(bottom left) and 1 hour before plunge (bottom right). The red curve shows the trace of the
previous 1 hour of orbital motion. The large black dot in the center of each panel shows the
central Schwarzschild black hole (to scale). The location of the CO at periastron passage is
marked by the small black dots (not to scale) connected to the central black hole with blue
radial lines. The number of the periastron passage is shown next to the radial lines.
the rst derivative of the phase with respect to time. This in turn implies matching the initial
orbital frequencies as we now explain.
The azimuthal phase accumulation can be Taylor expanded about an initial time t = 0 as
'(t) = '0 + _ '0t + O(t2) ; (9.21)
where hereafter a sub/superscript `0' denotes a quantity's value at t = 0 and an over dot denotes
dierentiation with respect to t. The phase dierence can thus be expanded as
'RA = ('RA
0   'full
0 ) + ( _ 'RA
0   _ 'full
0 )t + O(t2) : (9.22)
Setting the constant term to zero is straightforward and in this work we take 'RA
0 = 'full
0 = 0.
We also wish to match the initial rate of aziumthal phase accumulation (i.e. set the coecient
of the term linear in t to zero). In order to see how we choose the initial orbital parameters
to achieve this, we recall from Eq. (2.16) that the azimuthal phase for a geodesic orbit can be
written in the form
'(t) = 
't + ~ '(t) ; (9.23)
where 
' is the azimuthal frequency and ~ ' is an (odd) periodic function with period Tr which,144 Chapter 9 Orbital evolution using osculating geodesics
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Figure 9.4: Evolution of the osculating elements in the sample case of Fig. 9.3. We plot the
orbital eccentricity e [lighter (red), left axis] and periastron phase 0 [darker (blue) line, right
axis] as a function of semi-latus rectum p, as the binary inspirals from p0 = 12M down to the
last stable orbit (straight dashed line). The markers placed on the curves denote (from right to
left) 500 days, 100 days, 10 days, 1 day and 1 hour to the onset of plunge. Note that the orbit
initially circularizes, but that as the last stable orbit is approached the eccentricity begins to
increase. Note also that the periastron phase 0 decreases monotonically, implying that the
conservative GSF acts to reduce the rate of periastron advance. The upper inset shows an
enlargement of the near plunge region. The lower inset shows the magnitude of the adiabaticity
parameter  = h _ p=piTr against the distance to the last stable orbit  = p 6 2e and conrms
that the evolution is strongly adiabatic until very near the the onset of the plunge.
using Tr = 2=
r, we can Fourier expand as
~ '(t) =
1 X
n=0
An sin

n
r
2
t

; (9.24)
=
1 X
n=0
An

n
r
2
t + O(t3)

; (9.25)
(9.26)
where the An series coecients depend upon 
r and 
'. For an inspiraling orbit the frequencies

r and 
', as well as the An coecients become time dependent. The linear coecient of t in
Eq. (9.22) can thus be written as
_ 'RA
0   _ 'full
0 = (
RA
'0   
full
'0 ) +
1 X
n=0

An(
RA
'0 ;
RA
r0 )

n
RA
r0
2

  An(
full
'0 ;
full
r0 )

n
full
r0
2

;
(9.27)
where the subscript `0' on the orbital frequencies is used to denote the orbital frequency of the
osculating orbit at t = 0. It is thus clear that by choosing 
RA
'0 = 
full
'0 and 
RA
r0 = 
full
r0 the
linear coecient in Eq. (9.22) can be made to vanish. Our orbit evolution scheme is cast in terms
of (p;e) and so in practice we achieve this matching of frequencies by the following procedure.
(1) Choose (p0;e0) values for the inspiral using the full (conservative and dissipative) GSF.
(2) Compute the azimuthal and radial frequencies of the orbit at t = 0 including corrections
coming from the inclusion of the conservative GSF. (3) Find the (p;e) values of a geodesic whose
frequencies are those found in step 2. (4) Use these (p;e) values for the RA evolution. This choiceChapter 9 Orbital evolution using osculating geodesics 145
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Figure 9.5: Eect of conservative GSF corrections on the long-term phase evolution. We
show the accumulated azimuthal phase dierence 'RA = 'RA   'full for the sample orbit
shown in Fig. 9.3. The lower (blue) curve is obtained by matching the initial frequencies of
the RA and the full evolutions [so both orbits start with slightly dierent principle elements
(p;e)]. The upper (red) curve shows the phase dierence between the two evolutions when
both orbits are initiated at (p;e) = (12;0:2).
of initial conditions for the comparisons is physically motivated because the orbital frequencies
(unlike p and e) are invariant characteristics of the orbit.
In Fig. 9.5 we show 'RA(t) for the sample orbit discussed in this section. On the lower
horizontal axis we express t in units of the radiation-reaction timescale tRR  (M=)Tc, where
as a characteristic orbital period we take the '-period of the ISCO so that Tc = 263=2M.
As expected 'RA grows on average quadratically in time with this growth attributed to the
eects of the conservative GSF (the observed oscillations are due to the mismatch in radial phase
between the two models). The phase dierence between the two models remains small for quite
some time, only reaching one radian dierence on a timecsale t  tRR. For reference, we also
show in Fig. 9.5 the phase dierence between the two models if, instead of matching the initial
orbital frequencies, the initial (p;e) are matched. As is expected a rapid, linear growth in t of
'RA is observed.
These preliminary results from our model suggest that the RA captures the full-GSF phase
evolution rather well over long periods of time when the initial frequencies are correctly matched.
This backs up the expectation that RA-based waveform templates could be usefully implemented
in matched ltering searches for gravitational waves from I/EMRIs. We have also demonstrated
that in order to obtain a fully phase-coherent model of the evolution beyond the radiation-
reaction timescale the conservative GSF corrections must be included. Unfortunately, with the
results of this work we are not yet placed to produce the necessary templates, as a consistent
model also requires the (as yet unknown) second-order piece of the dissipative GSF (the mag-
nitude of the eects of which are expected to compete with the rst order conservative GSF
[164]).Chapter 10
Concluding remarks
In this thesis, as well as having studied isofrequency orbits, we have presented two new calcula-
tions of the SF. In both SF calculations, our approach has been to work in the frequency domain
when solving the eld equations of the perturbing eld. The frequency domain approach has
the key advantage of only requiring one to work with ordinary dierential equations rather than
the more numerically challenging partial dierential equations encountered when working in the
time domain. Until rather recently, when modelling non-circular orbits, the frequency-domain
approach was hampered by the Gibbs phenomenon that arises from attempting to construct
the discontinuous eld derivatives as a sum of smooth functions. Fortunately this drawback
was removed by the introduction by Barack, Ori and Sago of the method of extended homoge-
neous solutions [110], and we have been able to demonstrate in this work that their technique
can be used to make frequency-domain self-force calculations highly competitive with similar
time-domain computations when the orbital eccentricity under consideration is not too large.
Our work with scalar elds in Kerr spacetime represents the rst self-force calculation for a
realistic orbit about a rotating black hole. Our approach to this problem was to decompose the
scalar eld into spheroidal harmonic and frequency modes. It is worth noting that an angular
decomposition (in particular decoupling of the  component) necessitates a frequency-domain
computation when working with scalar elds in Kerr spacetime. Key to the success of the
numerical treatment is the fact that, for each mode of the decomposition, the scalar eld is nite
at the particle's location. Our technique then is to apply suitable boundary conditions and solve
for the full retarded scalar eld mode-by-mode. We then regularize the resulting modes using
the standard method of mode-sum regularization [8]. In the mode-sum regularization scheme,
the correct singular component of the eld, as identied by Quinn [130], is subtracted from the
full retarded eld at the level of the individual spherical harmonic l-modes, and thus, before we
can employ the scheme, we must rst decompose our numerically computed spheroidal harmonic
modes of the scalar eld onto a basis of spherical harmonic modes. Fortunately the standard
method for computing spheroidal harmonics (see Appendix B) is to construct them as series of
spherical harmonics. This well known construction is then useful to us in two ways. Firstly, it
allows for ecient computation of the spheroidal harmonics, and secondly, the series coecients
that appear during the construction are precisely the coecients required to decompose the
spheroidal harmonic modes of the scalar eld into spherical harmonics. Another key feature to the
success of our approach is, for a given spheroidal harmonic, the rapid (exponential) convergence
of its spherical harmonic expansion. This has the practical upshot that, within a reasonable
numerical tolerance, a given spherical harmonic l-mode couples only to a few spheroidal harmonic
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^ l-modes. As an example, we found that, for circular equatorial orbits in Kerr spacetime, the
strongest coupling we encountered for any orbit we considered in this work implied that the
contribution to a given spherical harmonic l-mode from the spheroidal harmonic modes with
jl   ^ lj > 6 could be ignored within our numerical tolerances. This meant that, in the worst case
scenario for circular, equatorial orbits, should we wish to calculate, say, 50 spherical harmonic
l-modes, we needed to compute at most 56 spheroidal harmonic ^ l modes (in order to achieve
this).
Our results for circular, equatorial orbits showed that the central black hole's spin can have
a pronounced eect upon the conservative SSF, which, in this case, coincides entirely with
the radial component of the SSF. This eect of the spin can be so great that, though the radial
component of the SSF is always positive (repulsive) in Schwarzschild spacetime, it can, for certain
regions of the orbital radius-spin parameter space, change sign, becoming negative (attractive)|
see Fig. 6.6. We also used our numerical results to inform a post-Newtonian-like t based upon
an extended version of the formula derived by Hikida et al. [165] for the SSF in Schwarzschild
spacetime. We found that, with the addition of a single spin-orbit coupling term, we were able
to accurately capture the behaviour of the SSF in Kerr spacetime for large orbital radii (see
Fig. 6.8)
Our condence in our circular orbit SSF results is based upon two important validation tests.
The rst follows from the mode-sum regularization procedure's sensitivity to errors in the high
l-modes of our computation. This sensitivity follows from the cancellation of as many as three
leading order terms in the spherical harmonic expansion of the retarded eld. With the Barack
and Ori regularization parameters subtracted from the full retarded eld, theory tells us that
the resulting regularized modes should converge like 1=l2, and we see precisely this behaviour in
our numerical results (see Figs. 6.2, 6.9, 7.1 and 7.2 ). With the addition of extra regularization
parameters, as recently derived by Heernan et al. [159], the regularized l-modes are expected
to converge faster by a further factor of 1=l2 for each extra regularization parameter employed.
Again we observe this behaviour in our numerical data (see Fig. 6.3). The second validation test
is more quantitative and involves checking that the energy and angular momentum radiated by
the particle is balanced by the uxes of energy and angular momentum passing to spatial innity
and down through the central black hole's event horizon. As the contribution to the radiated
energy and angular momentum per l-mode drops o exponentially, this test probes primarily the
low l-modes of our calculation. In that sense it is complimentary to the rst validation test. We
were able to show an excellent match between the radiated energy and angular momentum and
the associated uxes passing through the spacetime boundaries in our numerical data. We also
observed certain modes of the scalar eld to be superradiant, as theory predicts, and showed
that, for tightly bound orbits around rapidly rotating black holes, this amplication of the scalar
eld can be quite large ( 25%)|see Fig. 6.4. Recently our circular, equatorial results have
been by veried Dolan, Wardell and Barack [98] and also by Thornburg [107], both working in
the TD and making use of the m-mode scheme [81, 91] (see also the brief discussion in Sec. 5.5).
As was mentioned at the start of this chapter, our approach to the frequency domain cal-
culation of SSF along eccentric equatorial orbits was to use the recently introduced method of
extended homogeneous solution [110]. We found that this technique allowed for the computation
of the SSF for orbits with eccentricities up to e  0:7 for non-rotating black holes (see Fig. 7.6).
As with circular equatorial orbits, when the central black hole is rotating the spheroidal-to-
spherical harmonic decomposition adds an extra layer of computational burden, and in the caseChapter 10 Concluding remarks 149
of eccentric equatorial orbits this burden is greater. This follows as the spheroidicity 2 =  a2!2.
Eccentric equatorial orbits have a bi-period spectrum and thus the mode frequency can be sub-
stantially greater than for circular equatorial orbits. Correspondingly, the coupling between the
spheroidal harmonic and spherical harmonic modes of dierent l is stronger. Despite this, we
nonetheless nd that, for the most challenging orbit we calculate in this work, the coupling re-
quires us to compute up to at most ^ l = lmax +10 spheroidal harmonic modes in order to recover
lmax spherical harmonic modes. We thus nd it practical to compute the SSF for orbits with
eccentricities up to e  0:5 when the black hole is rapidly rotating (again see Fig. 7.6). We em-
ploy the same two validation tests for eccentric equatorial orbits as we did for circular equatorial
orbits, and in both cases nd our results pass both checks to a good degree of accuracy. Very
recently our SSF eccentric orbit results have been veried by Thornburg [94].
The computation of the SSF along eccentric orbits enables access to more `physical' conse-
quences of the SSF than the circular orbit SSF alone can provide1. In particular, we calculated
how the conservative component of the SSF aects the location and (relatedly) the orbital fre-
quency of a particle at the innermost stable circular orbit (ISCO). For the SSF in Schwarzschild
spacetime, this calculation was rst performed by Diaz-Rivera et al. [87]. In this thesis we extend
their work and derive the required formulae to compute the shift in the ISCO parameters in Kerr
spacetime for equatorial orbits. We then make use of our code to compute various quantities
that appear in the formulae. For prograde orbits, the eect of the black hole spin on the ISCO
location and frequency is quite pronounced, causing both quantities to change sign when the
central black hole has a spin of a  0:8M (see Fig. 7.10). Using our SSF eccentric equatorial
results, we also examined the rest mass variation phenomenon noted by Quinn [130]. A particle
endowed with a scalar charge is able to radiate monopole waves, and so its rest mass is not a
constant along the orbit [75]. For our bound geodesic setup, it transpires that the mass returns
to the same value at each periastron passage, but for the rst time we compute the rest mass
variation along the orbit|see Fig. 7.11 (the rest mass variation has also been recently com-
puted by Diener et al. [95] as part of the rst self-consistent evolution for a scalar particle in
Schwarzschild spacetime).
In this thesis we also tackled the computation of the gravitational self-force in the frequency
domain. Our previous work on the toy-model SSF became well justied at this point, as the
numerical techniques developed there carried straight over to the gravitational calculation and
aided the speedy development of the code. The calculation itself is much like the scalar calcula-
tion, but with the added challenge of solving for multiple coupled elds. This task was greatly
simplied by the previous work of others in decomposing the Lorenz gauge metric perturbation
into tensor spherical harmonics [61], computing the tensor-harmonic to scalar-harmonic coupling
formula for the metric perturbation [67] and decomposing the Lorenz gauge metric perturbation
into the frequency domain [66]. In particular, we were greatly assisted in our work by the work
of Barack and Sago [67] (whose results we could compare against during development of our
code) and by the calculation of the FD boundary conditions by Akcay [66]. We will not detail
the many other smaller challenges that led to the completion of that work as they are presented
elsewhere in this thesis (see Chapter 8).
Our resulting code to compute the gravitational self-force along bound geodesic orbits was,
as hoped, extremely ecient for low eccentricity (e . 0:2) orbits and, there is further hope that,
once some of the remaining numerical diculties associated with the computation of nearly static
1Though see the recent work by Le Tiec et al. [73] where they show that the shift in the ISCO location due
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modes are overcome (see Sec. 8.7), we should be able to eciently compute the GSF for higher
eccentricity orbits. The practical upshot of our code's speed is that it has allowed us to compute
the gravitational self-force for a great many (1100+) bound geodesic orbits|see Fig. 9.2. With
this wealth of data, we tted an analytical model, which allows us to rapidly evaluate a good
approximation to the GSF within a portion of the parameter space (i.e., for low eccentricity
orbits).
With our tted analytical model of the GSF, we were able, for the rst time, to compute the
inspiral of a compact body into a non-rotating massive black hole, including all rst-order-in-
the-mass-ratio eects. Our technique to do this was to employ the relativistic osculating orbit
method developed by Pound and Poisson [180]. The key assumption we make is that if the orbital
evolution is suciently slow the GSF felt by the compact object will be closely approximated
by the GSF felt by a particle that has spent its entire past history on an osculating (`kissing')
geodesic orbit. That said, as we discussed in Chapter 9, the precise scaling with the mass ratio
of the error made by using the osculating orbit method is currently unclear. A future program
of research is required to understand these errors and thus the domain of validity (in terms of
the mass ratio) of the method of osculating orbits.
The main result of our work on orbital evolution was the quantication of the eect of the
conservative self-force upon a realistic orbital inspiral. As was found by Barack and Sago, the
conservative self-force leads to a decrease in the rate of relativistic precession [157]. Across
the sample orbit we considered [with initial orbital parameters (p;e) = (12M;0:2) and  =
10M;M = 106M] the inclusion of the conservative self-force during the orbital inspiral, in
addition to the radiative self-force, induced a nine radian discrepancy in the orbital phase by the
onset of the plunge (with respect to an inspiral driven only by the radiative GSF). Though nine
radians is small compared with the total phase accumulation during the inspiral ( 7:72  105
radians), it will be signicant when attempting to extract accurate orbital parameters from
a gravitational wave signal. The small contribution from the conservative self-force also indi-
cates that current radiative-only models will likely be sucient for detection, but we stress that
accurate parameter estimation must include the conservative eects.
Lastly, we mention the phenomenon of isofrequency orbits, which we also investigate in this
thesis. Isofrequency orbits are pairs of physically distinct geodesic orbits that share the same
orbital frequencies. Unlike the orbital energy and angular momentum (and Carter constant
in Kerr spacetime), it turns out that specication of the orbital frequencies does not uniquely
specify the orbit `shape'. This property of the orbital frequencies was rst noticed by Barack
and Sago [157] for orbits about a Schwarzschild black hole, and in this thesis we examine if their
results extend to the include generic, bound geodesic orbits about Kerr black holes. Despite
the addition of a third orbital frequency (associated with the zenithal motion), we nd that the
phenomenon does indeed extend to generic orbits about Kerr black holes, and thus we conclude
that, just as in Schwarzschild spacetime, generic bound geodesic orbits in Kerr spacetime are
not uniquely identiable by their orbital frequencies.
10.1 Future work
We now briey consider the numerous possible extensions to the work presented in this thesis.Chapter 10 Concluding remarks 151
10.1.1 Isofrequency orbits
Now that it is known that isofrequency orbits exist about astrophysical (Kerr type) black holes,
it remains to be seen if their existence will have any physically observable eects. For instance,
the frequencies of an inspiraling orbit are imprinted in the gravitational waveform, and so it
may be asked how, if at all, this orbital duality might aect the data analysis task. Another
possibility is the existence of orbital resonances, say, between clumps of matter in accretion disks.
10.1.2 Scalar-eld self-force
The obvious extension to the work on the SSF in Kerr spacetime presented in this thesis is to
tackle the computation of the SSF for generic (eccentric and inclined) orbits. Some care would
be required, though, as the structure of generic geodesic orbits is more complicated than for any
of the orbits we consider in this thesis. In particular, generic orbits are bi-periodic which makes
decomposition of the point-like source into spheroidal and Fourier modes more complicated [for
instance, one can no longer integrate over a single orbital period as in Eq. (4.8)]. That said,
techniques for working with generic orbits in the frequency domain are known [184] and should
be applicable to this problem. An SSF calculation for generic orbits is further made challenging
by the nature of the the mode frequency for these orbits:
! = m
' + n
r + k
 ; generic orbits ; (10.1)
where m;n and k are integers. This has two important implications. Firstly, during a FD cal-
culation modes with large spheroidicity (=  a2!2) will likely be encountered, and thus some
spheroidal modes will couple (within a specied accuracy) to many spherical harmonic modes,
necessitating the computation of a large number of spheroidal modes in order to recover com-
paratively few spherical harmonic modes. Secondly, there will simply be many more modes to
compute to construct each l-mode. Both of these considerations will greatly increase the compu-
tational burden and will likely severely reduce the portion of the (a;p;e;min) parameter space
that can be explored by excluding orbits about a rapidly rotating black hole with moderate
eccentricity and/or a large inclination angle.
With the SSF for generic orbits computed, there are two interesting phenomenon that could
be investigated. Firstly, one could consider orbital evolution. Despite this not being a physically
motivated problem, it would nonetheless be interesting to pursue, as it would allow for the
exploration of the orbital resonance eect discovered by Hinderer and Flanagan [185]. This
phenomenon takes place when the osculating orbit to the inspiral goes through a low ratio
resonance between the radial and zenithal frequencies. When this happens the orbital evolution
will (briey) cease to be adiabatic. This in turn will produce a large change in the principal
orbital parameters during this period. If the SSF for generic orbits was computed via FD
techniques then, in order to explore orbital evolution, a suitable analytical model tted by
numerical data would have to be produced in a similar fashion to our work on GSF driven inspirals
in Schwarzschild spacetime (Chapter 9). With a suitable model for the SSF, the osculating orbit
technique (which has been extended to cover orbits in Kerr spacetime by Gair et al. [181]) could
be employed. Within this approach, care must be taken to track the adiabaticity of the orbit
near the resonance, as, if adiabaticity grows too large, the SSF during the inspiral might not be
well approximated by the associated osculating geodesic, potentially invalidating the use of the
osculating geodesic approach to model the inspiral.152 Chapter 10 Concluding remarks
The second potentially interesting phenomenon to investigate with regard to the SSF would
be to consider the rest mass variation associated with the orbital inspiral of a scalar charge into a
black hole (this has very recently been considered in the case of an inspiral into a Schwarzschild
black hole by Diener et al. [95]).
10.1.3 Gravitational self-force
The most immediate extension to the FD GSF work outlined in this thesis is to implement the
proposed solution to the numerical diculties associated with nearly static modes via solving
the problem perturbatively as outlined in Sec. 8.7. The main task remaining before our proposed
technique can be implemented in the code is to derive the correct boundary conditions. Once
the diculties associated with nearly static modes have been cured, our code should be able
to explore much more of the parameter space with high accuracy. This would have two eects.
Firstly, it should improve the accuracy of the data we use to t the analytical model we employ
to rapidly compute the GSF for use with the osculating orbit scheme. Secondly, as our code is
accurate to large radii for circular orbit GSF calculations, solving the nearly static mode problem
should allow our code to accurately compute the GSF for eccentric orbits with large semi-latus
rectums. This in turn would allow a comparison of gauge invariant quantities with results from
post-Newtonian theory, similar to what has been achieved for circular orbits [70].
The extension of our FD work to orbits about Kerr black holes is much less straightforward.
At the time of writing, to the best of our knowledge, no one has written down the required
tensor basis to separate the eld equations in the Lorenz gauge. Without this, the only way
to proceed with a FD calculation in the Lorenz gauge seems to be to decompose the eld into
tensor spherical harmonics and correctly account for the coupling between the spherical harmonic
modes. Fortunately, as our SSF work shows, the bandwidth of this coupling is likely to not be
too large but, nonetheless, this approach to the problem would be very technically challenging.
Perhaps a more promising approach is to work in a hybrid gauge, which, far from the particle, has
the algebraic simplicity of, say, the radiation gauge, but is locally the Lorenz gauge so that the
mode-sum regularization procedure can be applied. Such techniques are being actively pursued
[186]. Puncture/eective source time-domain techniques in (2 + 1) and (3 + 1) dimensions are
also promising routes towards calculating the GSF for orbits in Kerr spacetime [142, 90].
Very recently, work by Pound [187] (see also Gralla [188] and Detweiler [189]) has shown
how to go about computing the second-order-in-the-mass-ratio contribution to the GSF. The
output of a successful numerical implementation of Pound's results would be very interesting
indeed. For one, as we discuss below, these results are necessary to compute meaningful self-force
waveforms for matched ltering with detector data. Secondly, it was recently shown that GSF
results seem to apply to a much wider range of mass ratios than previously thought [72, 73].
Consequently, computation of the second order eects might allow GSF results to accurately
model not just EMRIs, but also IMRIs, and maybe even have something meaningful to say about
comparable mass systems. There is a strong physical motivation to make this calculation: IMRIs
are considered a possible source for the advanced LIGO detector due to come online in the next
few years (and certainly a long time before eLISA is expected to be launched and provide access
to gravitational wave data from EMRI systems). Calculation of the second order GSF requires
accurate knowledge of the rst-order-in-the-mass-ratio metric perturbation and to date this is
most accurately known via FD techniques. The calculation is unlikely to be straightforward,
though, as within a spherical harmonic decomposition, whilst at the particle the 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the-mass-ratio-metric perturbation is nite, the second order metric perturbation is divergent
[187], necessitating the development of a suitable puncture technique in the frequency domain.
Once this is done, though, a code to compute the GSF in Schwarzschild spacetime through
to second order in the mass ratio could feasibly be developed quite rapidly, building upon the
techniques presented in this thesis.
10.1.4 Orbital evolution
Aside from improvements to the analytic t model of the GSF (mostly to be obtained via higher
accuracy GSF data), the orbital evolution scheme we present in this thesis can be extended
in various ways. Firstly, it would be desirable to have the analytical model cover more of the
parameter space of geodesics. To get the best coverage would require improvements in our FD
code but also working with the results from TD codes which are able to both access higher
eccentricity regions of the orbital parameter space as well as producing data for zoom-whirl
orbits near the separatrix, where, owing to the requirement to sum over many Fourier modes,
our FD code struggles.
Beyond these straightforward extensions, we believe the next steps in the orbit evolution
program are as follows. Firstly, once a fully TD code becomes available to compute the GSF2, a
self-consistent evolution needs to be performed. The results of this will be an important check of
the key assumption made when using the osculating orbit method: that the instantaneous self-
force felt by the particle is well approximated by the self-force felt by a particle on the osculating
geodesic.
It may be possible to get a handle on the errors made using the osculating orbit method
by considering the scalar eld case. There are already a number of codes that can compute the
scalar self-force along an eccentric orbit in Schwarzschild spacetime [92, 93, 99]. The data from
these codes could be incorporated into an interpolation model similar to the one presented in
Sec. 9.2. The osculating orbit method could then be used to evolve the orbit of a scalar particle
and the outcome compared with the recent results of Diener et al.'s code for computing self
consistent orbits of scalar particles [95]. For this comparison it would not be necessary to evolve
thousands of orbits as we did in Chapter 9 which is fortunate as this would be an extremely
challenging task for any time domain code. Instead the goal of the comparison would be to
ascertain how the error made by using the osculating orbit method scales with the mass ratio.
Most likely this would require a few hundred orbits at most.
Finally, it will be important to include second-order-in-the-mass-ratio eects. Though in
this thesis we have made a rst assessment of the conservative eects upon an orbital inspiral
through to the linear order in the mass ratio, we cannot construct a meaningful gravitational
waveform from these results, as the orbit averaged second-order-in-the-mass-ratio dissipative
eects compete in magnitude with the rst order conservative eects [164]. For this reason it
will be important to compute the second order gravitational self-force.
2Barack and Sago's code is not entirely TD. They nd the monopole and dipole modes do not evolve in a
stable manner and thus resort to FD methods for these modes. Recent work by Dolan and Barack [142] might
allow for the stable evolution of these two modes in the TD.Appendix A
Calculation of E;L;Q for generic
bound orbits about a Kerr black
hole
The formulae presented in Sec. 2.2.5 to calculate the orbital frequencies for a generic bound
geodesic orbit about a Kerr black hole require the orbital energy, E, angular momentum L and
Carter constant, Q, as functions of (p;e;min). We given now the relationship between these two
sets of principal orbital parameters, as given by Schmidt [125].
Throughout this Appendix we shall use an overtilde to denote the dimensionless version of
a given quantity. The square of the dimensionless energy, ~ E, can be calculated via
~ E2 =
 + 2  2
p
(2 +    2)
2 + 4
; (A.1)
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f1 g1
f2 g2


 

; (A.3)
 =
 

 
g1 h1
g2 h2
 

 
; (A.4)
with
(f1;g1;h1;d1) =
(
(f(~ rp);g(~ rp);h(~ rp);d(~ rp)) if e > 0 ;
(f(~ r0);g(~ r0);h(~ r0);d(~ r0)); if e = 0;
(A.5)
(f2;g2;h2;d2) =
(
(f(~ ra);g(~ ra);h(~ ra);d(~ ra)) if e > 0 ;
(f0(~ r0);g0(~ r0);h0(~ r0);d0(~ r0)); if e = 0;
(A.6)
155156 Appendix A Calculation of E;L;Q for generic bound orbits about a Kerr black hole
The functions f;g;h;d;f0;g0;h0;d0 are given by
f(r) = ~ r4 + ~ a2
h
~ r(~ r + 2) + z2
  ~ 
i
; (A.7)
g(r) = 2~ a~ r; (A.8)
h(r) = ~ r(~ r   2) +
z 
1   z2
 
~ ; (A.9)
d(r) = (~ r2 + ~ a2z2
 )~ ; (A.10)
f0(r) = 4~ r3 + 2~ a2 
(1 + z2
 )~ r + (1   z2
 )

; (A.11)
g0(r) = 2~ a; (A.12)
h0(r) =
2(~ r   1)
1   z2
 
; (A.13)
d0(r) = 2(2~ r   3)~ r2 + 2~ a2 
(1 + z2
 )~ r   z2
 

: (A.14)
where z  = cosmin. The dimensionless angular-momentum, ~ L, can be obtained by solving
either of the following two quadratics
f1 ~ E2   2g1 ~ E ~ L   h1 ~ L   d1 = 0; (A.15)
f2 ~ E2   2g2 ~ E ~ L   h2 ~ L   d2 = 0: (A.16)
Lastly the dimensionless Carter constant, ~ Q, can be expressed in terms of min; ~ E and ~ L in the
following manner
~ Q = z2
 
"
~ a2(1   ~ E2) +
~ L2
1   z2
 
#
: (A.17)Appendix B
Spherical and Spheroidal
harmonics
B.1 Spherical Harmonics
The spherical harmonics, Ylm are eigenfunctions of Laplace's equation, r2f = 0, on a spherically
symmetric background. Their eigenvalues are given by
r2Ylm =  l(l + 1)Ylm ; (B.1)
@2
'Ylm =  m2Ylm ; (B.2)
Explicitly the spherical harmonics take the form
Ylm(;') = clmPlm(cos)eim' ; (B.3)
where the Plm are the usual associated Legendre polynomials and the normalization coecient,
clm is chosen in such a way that the orthogonality relation between the spherical harmonics takes
the form I
Ylm(;')Y 
l0m0(;')d
 = ll0mm0 ; (B.4)
where a `' denotes complex conjugation. Explicitly clm is given by
clm =
s
(2l + 1)
4
(l   m)!
(l + m)!
: (B.5)
We also note the useful property
Yl( m) = ( 1)mY 
lm : (B.6)
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B.1.1 Identities
At various points during this thesis we nd the following identities useful [67]
sin
2 Y lm = lm
(+2)Y l+2;m + lm
(0)Y lm + lm
( 2)Y l 2;m ; (B.7)
cossinY lm
; = lm
(+2)Y l 2;m + (0)Y lm + lm
( 2)Y l 2;m ; (B.8)
sinY lm
; = lm
(+1)Y l+1;m + lm
( 1)Y l 1;m ; (B.9)
sin
2 Y lm
; = (+2)Y l+2;m + (0)Y lm + lm
( 2)Y l 2;m ; (B.10)
cosY lm   sinY lm
; = lm
(+1)Y l+1;m + lm
( 1)Y l 1;m ; (B.11)
sin
3 Y lm
; = lm
(+3)Y l+3;m + lm
(+1)Y l+1;m + lm
( 1)Y l 1;m + lm
 3Y l 3;m ;(B.12)
Dening
Clm =

l2   m2
(2l + 1)(2l   1)
1=2
; (B.13)
the explicit form of the lm-dependent coecients (;, etc) in Eqs. (B.7)-(B.12) are then given
by
lm
(+2) =  Cl+1;mCl+2;m ; alm
(0) = 1   C2
lm   C2
l+1;m ; alm
( 2) =  ClmCl 1;m ; (B.14)
lm
(+2) = lCl+1;mCl+2;m ; (B.15)
lm
(0) = lC2
l+1;m   (l + 1)C2
lm ; (B.16)
lm
( 2) =  (l + 1)ClmCl 1;m ; (B.17)
lm
(+2) = l2Cl+1;mCl+2;m ; (B.18)
lm
(0) = m2   l(l + 1) + l2C2
l+1;m + (l + 1)2C2
lm ; (B.19)
lm
(+2) = (l + 1)2ClmCl 1;m ; (B.20)
lm
(+1) = lCl+1;m ; lm
( 1) =  (l + 1)Clm ; (B.21)
lm
(+1) = (1   l)Cl+1;m ; lm
( 1) = (l + 2)Clm ; (B.22)
lm
(+3) =  lCl+1;mCl+2;mCl+3;m ; (B.23)
lm
(+1) = Cl+1;m[l(l   C2
l+1;m   C2
l+2;m) + (l + 1)C2
lm] ; (B.24)
lm
( 1) =  Clm[m2   l(l + 1) + l2C2
l+1;m + (l   1)2C2
lm + (l + 1)2C2
l 1;m] ; (B.25)
lm
( 3) = (l + 1)2ClmCl 1;mCl 2;m : (B.26)
B.2 Spheroidal Harmonics
The spheroidal harmonics S^ lm(;2)eim' satisfy the dierential equation

1
sin
@
@

sin
@
@

+

^ lm   2 cos2   
1
sin
2 
@2
@'2

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where the constant parameter 2 is the spheroidicity. The spheroidal harmonic dierential
equation (B.27) takes the form of a Sturm-Lioville equation and as such its eigenfunctions, the
spheroidal harmonics S^ lm(;2)eim', are orthonormal with normalization given by
I
S^ lm(;2)eim'S^ l0m0(;2)e im
0'd
 = ^ l^ l0mm0 ; (B.28)
where the integration is over a 2-sphere with area element d
 = sindd', and n1n2 is the
standard Kronecker delta. The un-normalized versions of the spheroidal Legendre functions
S^ lm(;2) (which coincide with the associated Legendre polynomials when  = 0) are related to
their normalized counter-parts by the factor
c^ lm =
 
2^ l + 1
4
(^ l   m)!
(^ l + m)!
!1=2
(B.29)
The functions S^ lm(;2)eim' are called oblate or prolate spheroidal harmonics, depending on
whether 2 is negative or positive, respectively. A useful and ecient method for calculating the
spheroidal harmonics is via decomposition in spherical harmonics. This method is doubly useful
in our case as it produces as a by-product the coupling coecients required to make use of the
mode-sum scheme in Kerr spacetime (see Sec. 5.4).
The expansion of a given spheroidal harmonic as a series of spherical harmonics, for given
m, takes the form
S^ lm(;2)eim' =
1 X
l=lmin
bl
^ lm(2)Ylm(;') ; (B.30)
where lmin = jmj. In order to calculate the coecients bl
^ lm we substitute this expansion into
Eq. (B.27). Noting that the Ylm satisfy (B.27) when  = 0 with lm = l(l + 1), we get
1 X
l=lmin
bl
^ lm[2 cos2  + l(l + l)]Ylm = ^ lm
1 X
l=lmin
bl
^ lmYlm : (B.31)
Next we multiply the above expression by Y 
^ lm and integrate over the sphere. The resulting inner
products are given by
I
Y 
^ lmYlm d
 = ^ ll ; (B.32)
I
Y 
^ lm cos2 Ylmd
 =
1
3
^ ll +
2
3
s
2l + 1
2^ l + 1
hl;2;m;0j^ l;mihl;2;0;0j^ l;0i  kl
^ lm : (B.33)
Here the numbers hj1;j2;m1;m2jj;mi are standard Clebsch-Gordan coecients, the form of
which implies that kl
^ lm 6= 0 only for l 2 f^ l   2;^ l   1;^ l;^ l + 1;^ l + 2g. Consequently, Eq. (B.31)
reduces to the recursion relation
2k
^ l 2
^ lm b
^ l 2
^ lm + 2k
^ l 1
^ lm b
^ l 1
^ lm + [2k
^ l
^ lm + l(l + 1)]b
^ l
^ lm + 2k
^ l+1
^ lm b
^ l+1
^ lm + 2k
^ l+2
^ lm b
^ l+2
^ lm = ^ lmb
^ l
^ lm ; (B.34)
for the expansion coecients bl
^ lm (with given ^ l;m). This can be put in a matrix form, Kb = b
(keeping the indices ^ l;m implicit), where K is a known band-diagonal matrix (made up of the
known 2 and kl
^ lm) and b = (b
^ l=1
^ lm ;b
^ l=2
^ lm ;:::). This is a standard eigenvalue problem for the160 Appendix B Spherical and Spheroidal harmonics
eigenvectors b and eigenvalues  (for each ^ l;m), and the band-diagonality of K simplies the
numerical treatment. This method we have presented for obtaining the expansion coecients
b
^ l
^ lm and spheroidal-harmonic eigenvalues ^ lm follows closely that of Hughes [117].Appendix C
The discrete spectrum of the FD
sources
In general the (t;r) component of the source can be Fourier decomposed as
Tlm(t;r) =
Z
~ Tlm(r)e i!t d! ; (C.1)
In this appendix we demonstrate that, due to the periodic nature of bound geodesic orbits, we
can replace the integral in the above equation with a sum so that (in general)
Tlm(t;r) =
X
n;k
~ Tlmnk(r)e i!mnkt : (C.2)
where the sum is over some suitable harmonics n;k (which depend on the particular orbit being
considered).
C.1 The eccentric equatorial source and its spectrum
The azimuthal frequency 
' represents the t-average rate of increase of 'p over one radial period
[see Eq. (2.69)] so that we have

' =
1
Tr
Z Tr
0
d'p
dt
dt : (C.3)
We now recall Eq. (2.16) (and the proceeding discussion) which tells we can express the azimuthal
motion in the form
'p(t) = 
't + ~ '(t) ; (C.4)
where ~ ' is periodic in t with period Tr [that the azimuthal motion can be written in this form is
readily seen by substituting Eq. (C.4) into Eq. (C.3)]. Substituting 'p from Eq. (C.4) into the
SSF source term we get:
T^ lm(t;r) = q
h
(r2ut) 1S^ lm(=2; a2!2)[r   rp(t)]e im~ '(t)
i
e im
't ; (C.5)
= q^ lm(t;r)e im
't ; (C.6)
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where the function ^ lm(t;r) is periodic in t with periodicity Tr. Thus we can Fourier decompose
(t;r)
^ lm(t;r) =
X
n
~ ^ lmn(r)e in
rt ; (C.7)
and hence we see that ^ lm is given by
T^ lm(t;r) = q
X
n
^ lmn(r)e i(n
r+m
')t ; (C.8)
and thus the spectrum of the source is given by
! = n
r + m
' ; (C.9)
where n and m are integers and 
' and 
r are dened in Eq. (2.69).
C.2 Spectrum for circular orbits
The periodicity of circular equatorial orbits implies that the spectrum of the Fourier transform
in Eqs. (4.4) and (4.7) is given, in our case, by ! = n
'  !n for integer n. Hence for circular
equatorial orbits (rp = r0, p = =2, 'p = 
't) ~ T^ lm! is given explicitly by
~ T^ lm!n(r) =

'
2
Z 2=
'
0
S^ lm(;2)2T ei(n m)
't dt ;
=
q
utS^ lm(=2;2)(r   r0)n
m ; (C.10)
where in the second line we have substituted for T from Eq. (4.3). Thus, each m mode contains
a single n-harmonic, and the spectrum is given by !n = !m with
!m  m
' ; (C.11)
where m is an integer and 
' is given by (2.44).
Arguing along similar lines as for eccentric equatorial orbits it can be shown that the spectrum
for circular inclined orbits is also discrete and given by
! = !mk = m
' + k
 ; (C.12)
where m and k are integers and 
' and 
 are dened in Eq. (2.56).Appendix D
Frequency domain eld equations
In this appendix we give the explicit form of the coupling terms that appear in (4.57) for (i =
1;:::;10). For brevity we drop the lmn indices and dene f0 = 2M=r2. The coupling terms are
then given by
4 ~ M
(1)
(j)R(j) =
4M
r2 f@rR(3) +
2f
r2

1  
4M
r

R(1)   R(5)   fR(3)

 
2f2
r2

1  
6M
r

R(6) ;
(D.1)
4 ~ M
(2)
(j)R(j) = @r

2ff0R(3)

+ 2(i! + @r)
h
f0(R(2)   R(1))
i
 
12Mf
r3 R(1) +
2(r + 2M)f
r3 R(2)
+
4(3r   8M)Mf
r4 R(3)  
2f2
r2 R(4) +
2ff0
r
R(5) +
4f2f0
r
R(6) (D.2)
4 ~ M
(3)
(j)R(j) =  
2f
r2

R(1)   R(5)  

1  
4M
r

R(3) + R(6)

; (D.3)
4 ~ M
(4)
(j)R(j) = 2(i! + @r)

f0
2
(R(4)   R(5))

 
2Lf
r2 R(2)  
2Mf
r3

R(4) + 4R(5)

+
ff0
r

R(7)   LR(6)

; (D.4)
4 ~ M
(5)
(j)R(j) =
4f
r2

1  
9M
2r

R(5)  
L
2

R(1)   fR(3)

+
1
2

1  
3M
r

LR(6)   R(7)

;
(D.5)
4 ~ M
(6)
(j)R(j) =  
2f
r2

R(1)   R(5)  

1  
4M
r

R(3) + R(6)

; (D.6)
4 ~ M
(7)
(j)R(j) =  
2f
r2

R(7)   R(5)

; (D.7)
4 ~ M
(8)
(j)R(j) = 2(i! + @r)

f0
2
(R(8)   R(9))

 
2Mf
r3

R(8)   2R(9) + R(10)

; (D.8)
4 ~ M
(9)
(j)R(j) =
f
r2

1  
9M
2r

R(9)  
2f
r2

1  
3M
r

R(10) ; (D.9)
4 ~ M
(10)
(j) R(j) =
f
2r2R(10)  
2f
r2 R(9) ; (D.10)
where recall, L = l(l + 1) and  = (l + 2)(l   1).
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Time and frequency domain
sources
The delta function coecients, S
(i)
lm  S
(i)
lm(t;r), in the time domain source terms that appear in
Eq. (4.50) are given by [67]
S
(1)
lm =
4f2
p
Er3
p
(2E2r2
p   fpr2
p   L2fp)Y 
lm(=2;'p) (E.1)
S
(2)
lm =  
8f2
p
rp
urY 
lm(=2;'p) (E.2)
S
(3)
lm =
4
Er3
p
f2
p(r2
p + L2)Y 
lm(=2;'p) (E.3)
S
(4)
lm =
8imf2
pL
r2
p
Y 
lm(=2;'p) (E.4)
S
(5)
lm =  
8imf2
purL
r2
pE
Y 
lm(=2;'p) (E.5)
S
(6)
lm =
4f2
pL2
r3
pE
Y 
lm(=2;'p) (E.6)
S
(7)
lm =

l(l + 1)   2m2
S
(6)
lm (E.7)
S
(8)
lm =
8f2
pL
r2
p
Y 
lm;(=2;'p) (E.8)
S
(9)
lm =  
8f2
purL
r2
pE
Y 
lm;(=2;'p) (E.9)
S
(10)
lm =
8imf2
pL2
r3
pE
Y 
lm;(=2;'p) (E.10)
where, recall, a subscript `p' denotes the value of that quantity at the particle.
The equivalent FD source functions J
(i)
lmn  J
(i)
lmn(r) that appear in Eq. (8.7) are derived
from the TD sources above in the following manner where as an example we shall take the i = 5
TD source and decompose it into the FD. The rst step is to write
S
(5)
lm(t;r)(r   rp) =
1 X
n=0
J
(5)
lmn(r)e i!t (E.11)
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The FD source, J
(5)
lmn is then computed via
J
(5)
lmn =
1
Tr
Z Tr
0
S
(5)
lm(r   rp)ei!t dt (E.12)
Explicitly we have
J
(5)
lmn =
8imPlm(=2)
TrE
Z Tr
0
f2
pur
r2
p
ei(!t m')(r   rp)dt (E.13)
J
(5)
lmn =  
16mPlm(=2)
TrE
Z Tr=2
0
f2
pur
r2
p
sin(!t   m')(r   rp)dt (E.14)
where in moving from the rst to the second line we have made use of the fact that as t !  t,
ur !  ur and ' !  ' (as well as the even and odd properties of the cos and sin functions
respectively). Finally changing integration variable from t to r, and noting that dt=dr = ut=ur,
we arrive at
J
(5)
lmn =  
16f2
pmutL
TrEr2
p
^ Plm(=2)sin(!mntp   m'p) (E.15)
The other FD domain source functions are derived in a similar fashion with the results giving
J
(1)
lmn =  
8utf2
p
TrEr3
pur(2E2r2
p   fr2
p   L2fp) ^ Plm(=2)cos(!mntp   m'p) (E.16)
J
(3)
lmn =  
8utf2
p
TrEr3
pur(r2
p + L2) ^ Plm(=2)cos(!mntp   m'p) (E.17)
J
(6)
lmn =  
8utf2
pL2
TrEr3
pur
^ Plm(=2)cos(!mntp   m'p) (E.18)
J
(7)
lmn =

l(l + 1)   2m2
J(6)lmn (E.19)
J
(9)
lmn =  
16if2
putL
TrEr2
p
^ Plm;(=2)sin(!mntp   m'p) (E.20)
J
(10)
lmn =  
16imutL2f2
p
TrEr3
pur
^ Plm;(=2)cos(!mntp   m'p) (E.21)
where the ^ Plm are normalized associated Legendre polynomials i.e. ^ Plm = clmPlm with clm as
dened in Eq. (B.5) and Plm being the standard associated Legendre polynomials. In the above
equations we have not provided frequency domain sources for elds (i) = 2;4;8 as these elds
can be constructed from the other elds using the gauge equations (4.58)-(4.61) (and thus the
FD sources are not required).Appendix F
Coupling formula for huu
In this appendix we derived the necessary formula to construct the scalar spherical harmonic
contribution to the quantity huu from the  h(i) elds associated with the tensor spherical
harmonic decomposition of the trace reversed metric perturbation. Recall that this projection
from tensor spherical harmonics to scalar spherical harmonics must be performed before regu-
larization can performed via Eq. (5.47).
For an eccentric orbit in the equatorial plane of a Schwarzschild black hole we have
huu = htt(ut)2 + hrr(ur)2 + h''(u')2 + 2htrurut + 2ht'utu' + 2hr'uru' : (F.1)
The components of the metric perturbation are constructed from the  h(i) elds via [67]
h =

2r
1 X
l=0
l X
m= l
hlm
 ; (F.2)
with
hlm
tt =

 h(1) + f h(6)

Y lm ; (F.3)
hlm
tr = f 1 h(2)Y lm ; (F.4)
hlm
rr = f 2

 h(1)   f h(6)

Y lm ; (F.5)
hlm
t = r

 h(4)Y lm
V 1 +  h(8)Y lm
V 2

; (F.6)
hlm
t' = rsin

 h(4)Y lm
V 2    h(8)Y lm
V 1

; (F.7)
hlm
r = rf 1

 h(5)Y lm
V 1 +  h(9)Y lm
V 2

; (F.8)
hlm
r' = rf 1 sin

 h(5)Y lm
V 2   h(9)Y lm
V 1

; (F.9)
hlm
 = r2

 h(3)Y lm +  h(7)Y lm
T1 +  h(9)Y lm
V 1

; (F.10)
hlm
' = r2 sin

 h(7)Y lm
T2    h(10)Y lm
T1

; (F.11)
hlm
'' = r2 sin
2 

 h(3)Y lm    h(7)Y lm
T1    h(10)Y lm
T2

: (F.12)
The metric components involving  are not required in this appendix [they multiply factors of
u(= 0) in Eq. (F.1)] but we give them here for completeness. The angular functions appearing
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in the above relations are dened as
Y lm
V 1 
1
l(l + 1)
Y lm
; (for l > 0) ; (F.13)
Y lm
V 2 
1
l(l + 1)
Y lm
;'
sin
(for l > 0) ; (F.14)
Y lm
T1 
(l   2)!
(l + 2)!
2
4sin
 
Y lm
;
sin
!
;
 
Y lm
''
sin
2 
3
5 ; (for l > 1) ; (F.15)
Y lm
T2 
2(l   2)!
(l + 2)!
 
Y lm
;'
sin
!
;
; (for l > 1) : (F.16)
Each of these needs to be expanded in terms of scalar spherical harmonics which we perform
using the identities given in Appendix Sec. B.1.1 the result of which gives
sinY lm
V 1 =
1
l(l + 1)
h
lm
(+1)Y l+1;m + lm
( 1)Y l 1;m
i
; (F.17)
sinY lm
V 2 =
im
l(l + 1)
Y lm ; (F.18)
sin
2 Y lm =lm
(+2)Y l+2;m + lm
(0)Y lm + lm
( 2)Y l 2;m ; (F.19)
sin
2 Y lm
T1 =
(l   2)!
(l + 2)!
h
(lm
(+2)   lm
(+2))Y l+2;m + (lm
(0)   lm
(0) + m2)Y lm (F.20)
+(lm
( 2)   lm
( 2))Y l 2;m
i
;
sin
2 Y lm
T2 =   2im
(l   2)!
(l + 2)!
h
lm
(+1)Y l+1;m + lm
( 1)Y l 1;m
i
: (F.21)
Combining all of the above equations we can write
hlm
uu =
n
G
l+2;m
(+2) + G
l+1;m
(+1) + Glm
(0) + G
l 1;m
( 1) + G
l 2;m
( 2)
o
Y lm ; (F.22)
where
Glm
(+2) =r2(u')2

lm
( 2) h(3)  
(l   2)!
(l + 2)!

lm
( 2)   lm
( 2)

 h(7)

; (F.23)
Glm
(+1) =2imr2(u')2(l   2)!
(l + 2)!
lm
( 1) h(10)  
2rutu'
l(l + 1)
lm
( 1) h(8)  
2ruru'
fl(l + 1)
lm
( 1) h(9) ; (F.24)
Glm
(0) =

 h(1) + f h(6)

(ut)2 + 2f 1 h(2)utur + f 2

 h(1)   f h(6)

(ur)2 (F.25)
+
2imr h(4)
l(l + 1)
utu' +
2imr h(5)
fl(l + 1)
uru'
+ r2(u')2

lm
(0) h(3)  
(l   2)!
(l + 2)!

lm
(0)   lm
(0) + m2

 h(7)

;
Glm
( 1) =2imr2(l   2)!
(l + 2)!
lm
(+1) h(10)(u')2  
2r h(8)
l(l + 1)
lm
(+1)utu'  
2r h(9)
fl(l + 1)
lm
(+1)uru' ; (F.26)
Glm
( 2) =r2(u')2

lm
(+2) h(3)  
(l   2)!
(l + 2)!

lm
(+2)   lm
(+2)

 h(7)

: (F.27)Appendix G
Regularization parameters in
Kerr geometry
The regularization parameters for the SSF in a generic orbit about a Kerr black hole were
calculated by Barack and Ori and given in their Ref. [154] (see [76] for a detailed derivation).
Their form for generic orbits is rather unweildy but for circular, equatorial orbits they reduce to
C = D = 0 ; (G.1)
and (in Boyer-Lindquist coordinates)
A
r = q2 1=2  
g'' + L2 1=2
; (G.2)
A

t = A

 = A
' = 0 ; (G.3)
where the metric function g'' is evaluated on the equatorial orbit. The expression for B is
more complicated. It can be written in the form
B = q2PabcdIabcd ; (G.4)
where hereafter Roman indices run over the two Boyer-Lindquist angular coordinates ;' only.
The coecients Pabcd are given by
Pabcd = (4) 1[3PdPabc   (2Pab + Pab)Pcd] ; (G.5)
where
P  g + uu ; (G.6)
P  (uu 
 + g;=2) ; (G.7)
with the Kerr connections  
 and metric functions g all evaluated on the equatorial orbit.
The quantities Iabcd are
Iabcd =
Z 2
0
G() 5=2(sin)N(cos)4 N d ; (G.8)
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where
G()  P'' sin
2  + 2P' sin cos + P cos2  ; (G.9)
and N  N(abcd) is the number of times the index ' occurs in the combination (a;b;c;d),
namely
N = a
' + b
' + c
' + d
' : (G.10)
The quantities Iabcd can be written explicitly in terms of complete elliptic integrals [154, 76].
In the case of a circular, equatorial orbit these expressions become
Iabcd =
2(1   w)I
(N)
K ^ K(w) + I
(N)
E ^ E(w)
24P
5=2
'' w4(1   w)2
; (G.11)
where ^ K(w) 
R =2
0 (1   wsin
2 x) 1=2 dx and ^ E(w) 
R =2
0 (1   wsin
2 x)1=2 dx are complete
elliptic integrals of the rst and second kind respectively, and
w  1  
P
P''
: (G.12)
The coecients I
(N)
K and I
(N)
E are given by
I
(0)
K = 16w2(2   3w) ; I
(0)
E = 64w2(2w   1) ;
I
(1)
K = I
(1)
E = 0 ; I
(2)
K = 32w2(w   1) ;
I
(2)
E = 32w2(w2   3w + 2) ; I
(3)
K = I
(3)
E = 0 ;
I
(4)
K =  16w2(w2 + w   2) ; I
(4)
E =  64w2(w3   w2   w + 1) :
(G.13)
Recently Heernan et al. [161, 159] provided a substantially simpler formula for this regulariza-
tion parameter as well as deriving the next order regularization parameter (D2 in the notation
of Sec. 5.4).Appendix H
Boundary conditions for the
radial scalar-eld equation
In order to derive recurrence relations for the asymptotic expansion coecients c1
l and ceh
k in
Eqs. (6.1) and (6.2), we substitute these equations into the homogeneous part of the radial
equation (4.16). By comparing the coecients of r k (at innity) or (r   r+)k (at the event
horizon) we obtain 5-term recurrence relations for each of c1
k>0 and ceh
k>0. Setting c
1;eh
k<0 = 0 and
c
1;eh
k=0 = 1 determines all coecients c
1;eh
k>0 in a recursive fashion.
Explicitly, the above recurrence relations are given by
5 X
i=0
f1
i c1
k i = 0;
5 X
i=0
feh
i ceh
k i = 0 ; (H.1)
where the various coecients f1
i and feh
i read
f1
0 =  2k!mi ;
f1
1 = k2   ^ lm + !m(a2!m   4iM) + k(4iM!m   1) ;
f1
2 = 2[ia2(2   k)!m + M(a2!2
m   2am!m   2k2 + 5k   3 + ^ lm)] ;
f1
3 = 4(k   2)2M2   a2(^ lm   2k2 + 8k   8   m2) ;
f1
4 =  2a2M(2k2   11k + 15) ;
f1
5 = a4  
k2   7k + 12

; (H.2)
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feh
0 =  a4 
k2 + k( 3   4ir+!m)   r2
+!2
m + 2

+ 2a3mr+(r+!m + 2ik)
 a2r+

2M
 
6k2 + k( 12   6ir+!m)   r2
+!2
m + 3

+ r+
 
 12k2 + 2k(9 + 8ir+!m) + r2
+!2
m + ^ lm   2

+2amr2
+ [r+!m(r+   2M)   2ik(3M   2r+)]
+r2
+

4
 
6k2   9k + 1

M2 + 2Mr+
 
 20k2 + 10ikr+!m + 24k + ^ lm   1

+r2
+
 
15k2   12ikr+!m   15k   ^ lm

;
feh
1 = 2

a4!m(ik + r+!m   i)   ia3m(k   2ir+!m   1) + a2M

2k2   k(9 + 6ir+!m)   3r2
+!2
m + 6ir+!m + 10

+a2r+

 4k2 + 3k(5 + 4ir+!m) + 2r2
+!2
m   12ir+!m + ^ lm   13

+2amr+[3M(ik + r+!m   i) + r+( 3ik   2r+!m + 3i)]
+r+
 
 8k2 + 30k   26

M2 + Mr2
+
 
20k2   20ikr+!m   66k + 20ir+!m   3^ lm + 49

+r3
+
 
 10k2 + 15ikr+!m + 30k   15ir+!m + 2^ lm   20
	
;
feh
2 = a4!2
m   2a3m!m
+a2 
 2k2 + 4k( iM!m + 4ir+!m + 3)   6Mr+!2
m + 8iM!m + 6r2
+!2
m   32ir+!m + ^ lm   18

+4iam[M(k   3ir+!m   2) + r+( 2k + 3ir+!m + 4)]
+2Mr+
 
10k2   20ikr+!m   54k + 40ir+!m   3^ lm + 71

+r2
+
 
 15k2 + 40ikr+!m + 75k   80ir+!m + 6^ lm   90

  4(k   3)2M2 ;
feh
3 =  2a2!m( 2ik + M!m   2r+!m + 6i) + 2am( ik + 2M!m   4r+!m + 3i)
+M

4k2   k(30 + 20ir+!m) + 60ir+!m   2^ lm + 56

+2r+

 3k2 + 3k(7 + 5ir+!m)   45ir+!m + 2^ lm   36

;
feh
4 = a2!2
m   2am!m   k2 + k( 4iM!m + 12ir+!m + 9) + 16iM!m   48ir+!m + ^ lm   20 ;
feh
5 = 2i(k   5)!m : (H.3)Appendix I
Perturbations of singular matrices
In the following sections we shall denote matrices with capital letters, vectors with bold-type
and scalars with lower case regular-type. A vector a shall be considered a column vector and its
transpose, denoted aT a row vector. The product aT:b denotes the inner product of vectors a
and b whereas the product b:aT denotes the outer product of the two vectors.
The goal in this appendix is to provide a method to accurately solve a linear system of the
form
Mx = b ; (I.1)
where M is a nearly singular matrix. Such a matrix has a high condition number which indicates
that numerically inverting M and solving the system via x = M 1b will produce inaccurate
results when using double precision arithmetic.
Instead we propose a solution if M and b can be expanded in the following manner
M = A + B1 + 2B2 + ::: ; (I.2)
b = b0 + b1 + 2b2 + ::: ; (I.3)
where A is a singular matrix, Bn are matrices which can be either regular or singular, the bn
are vectors and  is small parameter.
I.1 Perturbation of a singular linear system with null space
of dimension one
In this section we will, for simplicity, assume that null space of A has dimension one such that
null(A) = fu0g, where u0 is the eigenvector associated with the zero eigenvalue 0 = 0. The
problem we face is of the form
(A + B1 + 2B2 + :::)y = (b0 + b1 + 2b2 + :::) ; (I.4)
where we have dened y = x. The rst step is to expand y in the form
y = y0 + y1 + 2y2 + ::: ; (I.5)
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and substitute it into Eq. (I.4). Our goal is now to solve for y (and hence x) order by order.
Collecting O(0) terms we see
Ay0 = 0 ; (I.6)
implying that y0 is a multiple of the null eigenvector of A and so can be written as y0 = c0u0
where c0 is a constant. We determine c0 by examining the O(1) piece of Eq. (I.4) which gives
Ay1 = b0   c0B1u0 : (I.7)
where we have substituted for y0. We now introduce the left null eigenvector vT
0 associated with
0 dened through vT
0 A = ATv0 = 0. Multiplying Eq. (I.7) through by vT
0 and rearranging we
get
c0 =
vT
0 :b0
vT
0 B1u0
: (I.8)
We now turn our attention to constructing the y1 vector. Equation (I.7) is under-determined
and so we look for another condition on y1. The O(2) piece of Eq. (I.4) gives us the relation
Ay2 = b1   B1y1   B2y0 : (I.9)
As before we multiply through by vT
0 and, upon rearranging, we nd
vT
0 :B1y1 = vT
0 :b1   vT
0 :B2y0 : (I.10)
This gives us a condition on y1 which when combined with Eq. (I.7) allows for a unique solution
for y1. It is straightforward now to carry this to any order with the iterative equations given by
Ayn = bn 1  
n X
i=1
Biyn i ; (I.11)
vT
0 :B1yn = vT
0 :bn   vT
0 :
n X
i=2
Biyn i 1 ; (I.12)
where we take bn<0 = yn<0 = 0. When M and b have the form of Eqs. (I.2) and (I.3), Eqs. (I.7)-
(I.12) allow for the solution to Eq. (I.1) to be constructed without having to invert any near
singular matrices.
I.2 Extension to a system with null space of dimension two
If our singular matrix A has a null space of dimension two such that null(A) = fu0;u1g then
Eq. (I.6) implies
y0 = c0u0 + c1u1 : (I.13)
To nd c0 and c1 we, as before, introduce the left eigenvectors of A which we denote by vT
0 and
vT
1 . Left multiplying Eq. (I.7) by both of these vectors gives two relations that when solvedAppendix I Perturbations of singular matrices 175
simultaneously gives
c0 =
vT
0 :b0(vT
1 :B1u1)   vT
0 B1u1(vT
1 b0)
vT
0 :B1u1(vT
1 :B1u0)   vT
0 :B1u0(vT
1 :B1u1)
; (I.14)
c1 =
vT
0 :b0(vT
1 :B1u0)   vT
0 B1u0(vT
1 b0)
vT
0 :B1u1(vT
1 :B1u0)   vT
0 :B1u0(vT
1 :B1u1)
: (I.15)
The yn>0's are found much as before except instead of getting one constraint from the O(n+1)
equation we get two. The system of equations (I.11) and (I.12) are thus extended with the
addition of one extra constraint equation:
vT
1 :B1yn = vT
1 :bn   vT
1 :
n X
i=2
Biyn i 1 : (I.16)
I.3 Practical implementation
Equations (I.11), (I.12) and (I.16) form a closed system of linear equations. In order to solve
the system numerically it is convenient to express the system as a single matrix equation. One
technique to achieve this is to diagonalize the matrix A and use this information to extract
the `bad row(s)' of the matrix equation and replace them with the constraints. We present an
alternative technique that we believe is simpler to implement in code. We present the technique
for a general system of equations that take the form
Ay = b ; (I.17)
cT:y = s ; (I.18)
where Eq. (I.17) is an under-determined system of linear equations with the matrix A having a
null space of dimension one and Eq. (I.18) is a constraint that closes the system of equations.
With vT
0 as the left null eigenvector of A we propose that the unique solution to the above
system of equations coincides with the solution of the equation
(A + v0:cT)y = b + v0s : (I.19)
To show that this does indeed give the same solution as the original set of equations we suppose
that A can be diagonalized such that PA = DP where P is a matrix of eigenvectors of A and
D is the diagonal matrix of eigenvalues of A. Multiplying Eq. (I.19) on the left by P we get
(DP + Pv0:cT)y = P(b + v0s) : (I.20)
We now suppose, without loss of generality, that the null eigenvector is in the j'th row of P
which we will denote by [P]j = vT
0 . Correspondingly the 0 eigenvalue is in the j'th row of D.
Furthermore we must have [Pb]j = 0 in order for our original system of equations to have a
solution. Examining the j'th row of Eq. (I.20) we therefore nd a scalar equation that reads
[Pv0:cT:y]j = [Pv0s]j ; (I.21)
which implies the constraint Eq. (I.18) so long as [P]jv0 6= 0 which turns out to always hold:
recall that the j'th row of P is the null eigenvector, namely vT
0 , and therefore [P]jv0 = jv0j2 6= 0.Bibliography
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