Capturing dynamics of the spread of information and disease with random flow on networks is a paradigm. We show that this conventional approach ignores an important feature of the dynamics: where flow moves to depends on where it comes from. That is, memory matters. We analyze multi-step pathways from different systems and show that ignoring memory overestimates the number of pathways by up to 400% per step, with profound consequences for community detection and ranking as well as for epidemic spreading. Specifically, memoryless dynamics on networks understate the effect of communities and exaggerate the effect of highly connected nodes. Including memory reveals actual travel patterns in air traffic, ranking that favors specialized journals in scientific communication, and diseases that spread more slowly and persist longer in hospitals.
In a memoryless approach, we model passengers' travel to a city to be proportional to the observed volume of traffic to that city, and irrespective of where the passengers come from. (B) With memory, passenger's travel to a city is still proportional to the traffic volume, but also dependent on where the passengers come from. In this example, out-and-back traffic to Chicago only dominates over transit traffic when memory is taken into account. (C-D) Journal citation flow shows the same memory effect. Citation flow from four different journals to Science is mostly shown to return to the same journal or continues to a related journal only when memory is taken into account. The percentages represent the relative return flow.
We collected pathway data with sequences of steps for the six different systems presented in Table 1 : flight itineraries between US airports, the airports aggregated in cities, chains of citing articles aggregated in journals, movements of patients between hospital wards in Stockholm, GPS-tracked taxis in San Francisco, and chains of forwarded and replied emails. To illustrate the effects of memory, we analyzed the dynamics on these systems with and without memory. We found that ignoring memory has critical consequences for understanding the actual dynamics, because conventional memoryless dynamics cannot capture real constraints on flow (see SM, Sec. 2). After first explaining how we quantify the constraints, we show how the constraints of memory influences community detection, ranking, and disease spreading.
Including memory reveals the real constraints on flow. The pathways in Fig. 1 illustrate how memory strongly directs flow in two real-world examples. Itinerary data show that passengers flying to Chicago are most likely to return to the city from which they came (Fig. 1B) . This critical fact is lost in the memoryless traffic, for which only the relative proportions of departures from Chicago determine the next destination (Fig. 1A) . Similarly, Fig. 1D shows the weighted pathways of a random walker following citations to/from the journal Science with memory taken into account. After following a citation in an article published in a more specialized journal to an article in Science, the walker tends to return to an article published in the same specialized journal or field. If the walker instead navigates without memory and follows a random citation from Science, only the fraction of citations from Science to the specialized journals would determine which journal the walker reads next (Fig. 1E) . Defined as the relative amount of flow that returns to the same physical node after two steps, the two-step return rate is twice as large when memory is accounted for in citation flow and eight times as large in passenger flow.
Except for the taxi data (taxis take us to destinations away from where we are), we found that memory dramatically increases the return flow in all studied systems (Table 1) . To quantify how much memory constrains flow, we measured the entropy rate of a random walker with and without memory. The entropy rate measures the average amount of information necessary to navigate the network and decreases by the amount of information provided by the memory. For example, in an unweighted network, the number of effective neighbors halves for each bit the entropy rate decreases. The entropy rates for the analyzed networks, shown in Table 1 , decrease by one to two bits when memory is taken into account. That is, the effective number of neighbors is overestimated by 200%-400% without memory. The nodes with the strongest memory effect have high entropy without memory and low entropy with memory. For many nodes, memory greatly reduces the effective connectivity and increases the constraints on flow (see Fig. 2 ).
Memory constraints on flow are statistically significant and a second-order Markov model often is sufficient. A second-order Markov model exactly captures the two-step return rate of empirical pathways, a third-order Markov model captures the three-step return rate, and so on.
In principle, we could go to any order n for higher accuracy, but in practice, it comes at a cost:
High-order Markov models are more complex and demand many long pathways in order to statistically separate the effects of memory and insufficient data. To verify that our results are based on sufficient data, we performed a significance analysis (19) (see Fig. 2 and SM, Sec. 3.1).
A majority of influential nodes in all networks except emails show a significant memory effect that cannot be explained by noise. For the air-traffic data, we have enough long pathways to measure the entropy rate of a third-order Markov model. The decrease is 2.2 bits compared to 1.9 bits obtained by a second-order Markov model. This small difference suggests that a second-order Markov model captures most of the constraints on flow.
Memory has a dramatic effect on community detection. We used the map equation framework to identify overlapping modules with long flow persistence times (20, 21) with and without memory (see SM, Sec. 3.3). Memoryless dynamics obscure essential structural information, and clustering of passenger flow between cities fails to identify relevant modules. Only three major modules emerge: the continental states, Hawaii, and Alaska (Fig. 3A) . With memory, commu- Fig. 2 . Memory effect on flow in six integrated systems. Blue nodes show a significant memory effect, because the null hypothesis that the data are generated from a first-order Markov model can be rejected. Red nodes do not show a significant effect. The memory effect is the difference in entropy with and without memory. Las Vegas, among all cities, shows the strongest memory effect. Traffic is dominated by visitors who return to the city from which they came. In the other extreme, nodes that we could not significantly distinguish from a first-order Markov model typically have low connectivity and relatively small entropies, both with and without memory. nity detection reveals actual travel patterns. Figure 3B illustrates the five largest modules, the two largest centered around western and eastern cities and the remaining three around important hubs. Analyzing the hospital data, we found that patients are sent back to the previously visited ward more than half of the time, or more than three times as often as asserted by a standard memoryless network approach. As a result, the typical module within which patients move is significantly smaller when memory effects are taken into account. Memory also impacts information spreading through email communication. We found that the two-step return rate was four times higher with memory, thus revealing an organization with halved module sizes. Overall, memory increases the return flow and confines flow in smaller and more realistic modules (Table 1) .
Entropy with memory (bits)
Memory has a strong effect on the level of module overlap. In air traffic between US cities Fig. 3B . In contrast, Las Vegas, with traffic dominated by returning tourists (67% two-step return rate), is assigned to about two-thirds of all modules, including the five modules shown in Fig. 3B . Similarly, in the scholarly literature, memory dynamics reveal multidisciplinary journals. For example, an ecologist reading an article published in Science will most likely next read an article published in an ecological journal, as shown in Fig. 1F and confirmed by the increased two-step and three-step return rates. This memory effect changes the perceived organization of the scholarly literature. Without memory, Science is assigned to a single biological field. With memory, however, Science is assigned to ten fields, including biology and ecology. Compared to analysis without memory, the community detection generally reveals system organizations with more and smaller modules that overlap to a greater extent (Table1).
The memory effects on community detection have important network-theoretical implications. Community-detection methods typically identify modules with stronger internal than external connections (22, 23) or with relatively long flow persistence times (20, 24) . A problem with these methods is that they tend to assign each node to a very limited number of modules in contrast to the observation that real communities often show pervasive overlap (25, 26) . Rather than being a shortcoming of the algorithms, our results show that this problem can be a result of distorted modular dynamics in standard networks that prevent the methods from capturing the underlying dynamics and uncovering the actual modules, as with the air traffic example in Fig. 3 . Interestingly, some heuristic algorithms for finding highly overlapping modules in standard networks can be seen as using approximations of non-Markovian flow. The clique percolation (27) and the link community (25) methods are known as topological methods that operate on the network structure without inducing flow on the links. If we take a flow perspective, the percolation of cliques can be seen as restricting flow to stay within connected cliques (27) . Also, the coupling of links by neighbor similarity can be seen as prolonging flow persistence times in highly connected modules (25) . In contrast, memory dynamics make it possible to use only data, and no assumption about non-Markovian flow, to identify modules with relatively long flow persistence times in the map equation framework.
Memory affects ranking of nodes. When going from ranking based on counting links to using PageRank (7) on a standard network, the importance of neighbors becomes evident. Sim-ilarly, when going to PageRank on a network with memory, the amount of flow received from neighbors also depends on its origin: within-module flow and return flow will mostly increase.
In Table 1 , we report the ranking difference as the total change of node PageRanks, with and without memory, in percentage of the total flow. For the journal citation network, the reallocation of ten percent of the flow reflects the memory effects on the community structure, because most reallocation is across module boundaries. For example, Figs. 1E-H illustrate that the citation flows mix without memory and leak from the ecology journals to the molecular biology journals through multidisciplinary Science. Memory confines flow within the modules, and the ecology journals share more flow when memory is taken into account. In the SM, Sec. 3.2, we show that ecology journals receive relatively more within-field flow than the molecular biology journals, which depend more on flow across fields. In general, journals that do not depend on leaking flow between modules gain flow when memory is taken into account, and journals that do, including multidisciplinary journals, lose flow when memory is taken into account.
Memory has profound effects on epidemic spreading. A random walker is the simplest model to capture dynamics on networks, but to analyze network effects of infectious diseases, researchers often use compartmental models (12, 28) . Instead of making realistic predictions of a specific disease with a complicated model, our objective is to show the effects of memory in generic models of rumor and disease spreading. We analyzed disease spreading with the susceptible-infected (SI), the susceptible-infected-susceptible (SIS), and the susceptibleinfected-removed (SIR) model (29) . We measured the incidence peak time in the SI model, the epidemic threshold in the SIS model, and the attack rate in the SIR model, with and without memory taken into account. The incidence peak time estimates the spreading speed, the time from outbreak until the infection rate reaches a maximum. The epidemic threshold estimates the disease persistence (30) , the transition condition on the epidemiological parameters that prevents the disease from dying out. The attack rate estimates the outbreak size, the frac-tion of nodes that have been infected during the outbreak. In most systems, we found that memory increases persistence, but slows down spreading and reduces the outbreak size (see Table 1 and the , Sec. 5). Two mechanisms explain this result: high connectivity is known to increase persistence and speed up spreading (12) , and community structure and recurrent flows are known to increase persistence locally in modules, slow down spreading, and reduce the outbreak size (16, 17, 31) . In most analyzed networks, memory reduces the effect of hubs and increases the effect of modules and recurrent flows. Since both effects of memory slow down spreading, the incidence peak time increases and the attack rate decreases. For the epidemic threshold, however, the two effects oppose each other and their relative strengths determine whether the epidemic threshold increases or decreases with memory. The epidemic threshold decreases for the taxi data with weak recurrent flows but increases for all other systems with strong recurrent flows. Above the epidemic threshold, when the disease spreads across the systems, all investigated systems show a lower prevalence with memory (see , Sec.5).
Capturing the constraints on flow is key to understanding integrated systems. Networks are used to capture these constraints, but we have shown that memoryless dynamics obscure essential structural information. Memory networks provide both a conceptually and a practically needed intermediate-level representation for capturing real constraints on flow in increasingly available pathway data. We conclude that memory plays a fundamental and overlooked role in integrated systems that calls for further study.
