The reinforcement sensitivity theory of personality questionnaire (RST-PQ) is based on a theoretical analysis of the revised reinforcement sensitivity theory. Using a Swedish sample stratified by age and gender, the aim of this study was to test the six-factor structure of a Swedish version of the RST-PQ. Further, we examined the convergent and discriminant validity of the questionnaire. The results of the confirmatory factor analysis showed that the Swedish version did not fully provide support for the six-factor structure. An attempt to improve the model fit resulted in a significantly better model fit for a six-factor structure containing 52 items. Issues concerning the convergent validity were found, as indicated by all six factors having more than 50% of the variance due to error. The discriminant validity was satisfactory for all factors, except for goal-drive persistence and reward interest, which were highly correlated. This indicates a non-independence between these two factors in the model. Nevertheless, the RST-PQ has considerable promise and more emphasis should be put on investigating the convergent validity by using for example broader samples, stratified by country of origin, age, and gender.
Introduction
Gray's reinforcement sensitivity theory (RST; Gray, 1970 Gray, , 1982 postulated two major neuropsychological systems explaining individual difference in approach and avoidance behavior. Since then the theory has been updated and revised (rRST; Gray & McNaughton, 2000; McNaughton & Corr, 2004) and is now frequently used as a neuroscience theory of personality. An important difference between the RST and the rRST is the clear distinction between fear and anxiety (McNaughton & Corr, 2004) . The rRST provides a theoretical account of the neuropsychological processes underlying three major systems: the behavioral approach system (BAS); and the two defensive systems, the fight-flight-freeze system (FFFS) and the behavioral inhibition system (BIS; Corr, 2008) . According to Gray and McNaughton (2000) , BAS mediates reactions to appetitive stimuli (unconditioned and conditioned) and generates approach behavior. FFFS mediates the reactions to aversive stimuli (both unconditioned and conditioned), and involves activation of avoidance and escape behaviors. The FFFS adds freezing to the original FFS and the behavioral output includes fight, freeze and defensive fight (Corr, 2009; Corr & Cooper, 2016) . BIS is sensitive to goal-conflict of all kinds and by increasing the negative valence of stimuli via activation of the FFFS the conflict reaches resolution (Corr, 2009) . BIS outputs leads to risk assessment behavior. Whereas FFFS can be conceptualized as avoidance of a clear threat, BIS can be conceptualized as approach with cautions.
One of the most widely used RST-questionnaire, the BIS/BAS scales (Carver & White, 1994) , was based on the original RST (Gray, 1970 (Gray, , 1982 . Recently, several questionnaires have been developed based on the rRST (Corr & Cooper, 2016; Jackson, 2009; Reuter, Cooper, Smillie, Markett, & Montag, 2015; Smederevac, Mitrovi c, Colovi c, & Nikola sevi c, 2014) . Deciding which of these questionnaires to use could be problematic because they differ with respect to their conceptualizations and operational constructs. Depending on the questionnaire, BAS is used both as an unidimensional and multidimensional construct. However, Krupi c, Gra canin, and Corr (2016) showed that a coherent theoretical account of the multidimensionality of approach motivation can be provided from an evolutionary perspective. Inadequate fit indices for models assuming BAS as an unidimensional construct have been found, suggesting that questionnaires that separate BAS into subscales should be used (Krupi c, Corr, Ru cevi c, Kri zani c, & Gra canin, 2016). Although the different questionnaires seem to produce adequate global model fit estimates, there are issues concerning the convergent validity (Corr, 2016; .
The reinforcement sensitivity theory of personality questionnaire (RST-PQ) was developed based on a theoretical analysis of rRST (Corr & Cooper, 2016) . Theoretically driven thematic facets were used as conceptual anchors to guide item development (for a review, see Corr & Cooper, 2016) . FFFS was defined by the three thematic facets flight, freeze, and active avoidance. BIS was defined by motor planning interruption, cautious risk assessment, obsessive thoughts, and behavioral disengagement. Both exploratory and confirmatory factor analyses have shown BAS should be treated as a multidimensional construct in terms of the four factors 'reward interest, goal-drive persistence, reward reactivity, and impulsivity'. Hence, Corr and Cooper (2016) suggested a six-factor structure: FFFS, BIS, and the four dimensions of BAS. The validity of different rRST questionnaires has been examined (Corr, 2016; Walker & Jackson, 2017) and it seems like there is no clear answer to which questionnaires best represents the theory. Notwithstanding, the RST-PQ has been translated into several different languages and used in published research. The validity of the RST-PQ has been assessed in several studies (Corr & Cooper, 2016; Pugnaghi, Cooper, Ettinger, & Corr, 2017; Wytykowska, Fajkowska, Domaradzka, & Jankowski, 2017) , and the RST-PQ appears to have considerable promise in measuring the rRST. However, there remain limitations in the assessment of the RST-PQ's validity. First, convergent validity and discriminant validity have only been examined in terms of correlations with existing personality questionnaires. Second, the development of RST-PQ was conducted on undergraduate populations (Corr & Cooper, 2016) , and there is therefore a need to use broader samples in order to establish the validity of the RST-PQ. Consequently, the purpose of the present study was to use a Swedish sample stratified by age and gender to test the six-factor structure of a Swedish version of the RST-PQ. In addition, this study looked more systematically at the convergent and discriminant validity compared to previous studies.
Method Participants
The participants consisted of 320 (182 women, 137 men, and 1 other) individuals between 16 and 65 years of age (M ¼ 43.76, SD ¼ 14.46) randomly selected in Sweden. The RST-PQ questionnaire was sent to 2948 persons stratified by age and gender. Age groups were set to five-year intervals ranging from 16-65 years and were matched with respect to the proportions of male and female inhabitants in Sweden. The respondents were informed in writing about the research purpose. Questions concerning confidentiality, anonymity, and the respondent's rights were emphasized. Fifty-four questionnaires were returned due to invalid addresses. The final response rate was 11% and the proportion of participants were somewhat skewed. See Table 1 for a description of the proportions of participants in the different age groups. Higher proportions than existent in the resident population of men were evident for age groups 56-60 and 61-65 years, lower proportions were evident for age groups 21-25, 26-30, and 31-35 years. Higher proportions than existent in the resident population of women were evident for age groups 31-35, 36-40, 51-55, 56-60, and 61-66 years, lower proportions were evident in the age group 26-30 years.
Questionnaire
A Swedish version of the RST-PQ (Corr & Cooper, 2016) was used in the present study. The questionnaire was translated into Swedish using the back-translation method (McKay et al., 1996) . The back-translated English items were checked against the original English items by one of the developers of the RST-PQ (P. J. Corr, Personal communication, September 24, 2015) . The questionnaire consists of 65 items, comprising three subscales: BAS (32 items), BIS (23 items), and FFFS (10 items). BAS is in turn a multidimensional construct that consists four dimensions: Reward interest (RI; 7 items), goal-drive persistence (GDP; 7 items), reward reactivity (RR; 10 items) and impulsivity (I; 8 items). The items are answered on four-point Likert type scale (e.g., 'How accurately does each statement describe you?', 1 ¼ Not at all; 4 ¼ Highly). In the Swedish version including all 65 items, the Cronbach's alpha for the three subscales of the questionnaire and the four dimensions of BAS respectively were as follows: BIS: 0.93; FFFS: 0.78; BAS: 0.89; RI: 0.80; GDP: 0.86; RR: 0.74; and I: 0.72.
Analytic approach
Using confirmatory factor analysis (CFA), we tested the RST-PQ structure by following the same rationale as in Corr and Cooper (2016) . Hence, we initially tested a first-order factor model with six correlated first-order factors. Then, we tested if the structure could be represented by two correlated second-order factors, with the FFFS and BIS factors loading on a second-order punishment sensitivity factor, and the RR, GDP, RI, and I factors loading on a second-order reward sensitivity factor. A number of a priori assumptions guided the analyses: (1) Each item would be associated with only the factor it was designed to measure and other coefficients would be fixed to zero; (2) all factors would be allowed to covary, allowing for an oblique factor model; and (3) modifications should be kept at a minimum and be based on statistical as well as theoretical concerns, and should exclude the addition of factorially complex items. There are numerous measures for evaluating the overall fit of the models with somewhat different theoretical frameworks and that addresses different components of fit (e.g., Hu & Bentler, 1995) , and it is generally recommended that multiple measures should be used. To account for the ordinal nature if the data, maximum likelihood estimation with robust standard errors with Satorra-Bentler scaled test statistics (Satorra & Bentler, 2001 ) were used.
Apart from reporting relative chi square statistics (v 2 /df) as a measure of fit, three conventional indices of goodness of fit were calculated: The root mean square error of approximation (RMSEA), the standardized root mean square residual (SRMR), and the comparative fit index (CFI Hu and Bentler (1999) for suggested cut-off criteria for fit indices. Next, composite reliability (CR) was used as measure of internal consistency of the factors, where values greater 0.70 is indicative of good reliability. Discriminant validity is achieved when average variance extracted (AVE) is greater than maximum shared squared variance (MSV). For convergent validity, AVE should be equal or greater than 0.50 and lower than CR. Put differently, variance explained by the construct should be greater than measurement error and greater than cross-loadings. See, Hair, Black, Babin, and Anderson (2014) for suggested thresholds for these analyses.
Furthermore, multi-group models were performed in which fits for both genders and age groups (younger 44; older !45 years) were examined simultaneously. That is, several measurement invariance tests were conducted using a sequential strategy testing the invariance at different levels. In the first model, the factor structure was specified identically across groups, and all parameters were freely estimated across groups. This is a method of formally establishing configural invariance (i.e., equivalence in factor structure across the groups). Second, a metric (weak) invariance model was fitted in which the factor loadings were constrained to be equal and the fit of this model was compared to the configural (baseline) model. Invariance exists if the fit of the metric invariance model is not substantially poorer than the fit configural model. Third, a scalar (strong) invariance model was fitted in which factor loadings and item intercepts were constrained to be equal and this fit was compared against the metric measurement invariance model. Again, strong invariance exists if the fit of the scalar invariance model is not substantially poorer than the fit of the metric invariance model. Fourth, a residual (strict) invariance model was fitted in which factor loadings, intercepts, and residual variances are constrained to be equal and then compared to the scalar measurement invariance model. Even though a scaled chi-square difference test for nested models can be used to index invariance between models, it suffers from the same dependency on sample size as the minimum fit function statistic, and thus, changes in model fit according to CFI and RMSEA were used. According to the criteria suggested by Chen (2007) , a decrease in CFI of ! À0.01 in addition to an increase in RMSEA of ! 0.015 corresponds to an adequate criterion indicating a decrement in fit between models for sample sizes >300.
Data analyses were carried out using the R (R Core Team, 2018) package lavaan (Rosseel, 2012) .
Results
For the CFA, the goodness-of-fit indices for the models as well as the v 2 difference test of improvements are presented in Table 2 . While CFI did not reach an acceptable model fit, RMSEA, SRMR and v 2 /df suggested good global fit of the model. When testing the secondorder model, apart from the CFI, the RMSEA, SRMR, and v 2 /df suggested a good global fit.
The second-order model showed a significantly poorer fit than the first-order model (Table 2) . For the first-order model, Table 3 shows that CR indices indicated a good reliability for all factors (all above 0.70). However, indices of convergent validity indicated validity concerns; all factors AVE were less than 0.50. Indices of discriminant validity indicated good validity for two of the six factors (FFFS, BIS), with an AVE that was higher than MSV. With respect to the six-factor model, inspection of the factor loadings showed that there were a number of loadings below 0.50. All factor loadings are presented in Tables 4 and 5 . In an attempt to achieve a better model fit, all items with factor loadings below 0.50 were removed. The following 13 items were removed: item, 19, 45, and 46 (belonging to FFFS); item 64 (belonging to BIS); item 26 (belonging to RI); item 3, 4, 8, 23, and 24 (belonging to RR); item 44, 51, and 53 (belonging to I). When testing the proposed six-factor model containing 52 items, apart from the CFI, the RMSEA, SRMR, and v 2 /df suggested a good global fit of the model (Table 2) . This model showed a significantly better model fit than the six-factor model with 65 items. The modification indices suggested that the inclusion of correlated errors terms in the model would only improve model fit marginally. Thus, the final six-factor structure consisted of 52 items with no correlated error terms. For the final model, Table 6 shows that CR indices indicated a good reliability for all factors (all above 0.70). However, indices of convergent validity still indicated validity concerns; all factors AVE were less than0 .50. Indices of discriminant validity indicated good validity for three of the six factors (FFFS, BIS, and I), with an AVE that was higher than MSV. Table 7 shows the goodness-of-fit indices for the progressively restricted models. With respect to invariance in age groups, the results showed support for configural invariance (suggesting a similar factor structure across the two age groups). There was no substantial decrease the model fit in the metric model, indicating that full metric invariance was achieved (i.e., the strength of the relationship between the items and constructs is the same across groups). Even though the change in RMSEA suggested full scalar invariance, the invariance exceeded the criteria for invariance based on change in CFI. However, based on the estimated change if the parameter were freely estimated, partial scalar invariance was achieved by removing equality constraints (releasing one constraint at the time) for six intercepts (Item 10, 17, 21, and 57 from the BIS scale, Item 30 from RR, and Item 31 GDP, see Tables 5 and 4 , respectively.) The change in fit from the scalar to the residual model (fixing item loadings, intercepts, and residual variance to be equal across groups) also passed the criteria for invariance based on change in CFI and RMSEA. With respect to invariance for the genders, the results showed support for configural and metric invariance, but again the scalar invariance exceeded the criteria for invariance when the change was based on CFI. By removing the equality constraint for Item 16 (from the RR scale), partial scalar invariance was achieved. Finally, the change in fit from the scalar to the residual model also passed the criteria for invariance. 
Discussion
In the current study, apart from the CFI, all global fit indices suggested good model fit for the original six-factor structure and the modified. Even though the CR indices for the model indicated good reliability, the AVE was less than 0.5 for all six factors indicating that more than When trying to make a decision, I find myself constantly chewing it over.
0.57
Obsessive thoughts 56 I find myself thinking about the same thing over and over again. 50% of the variance was due to error. It is possible that the convergent validity issues found in the current study could be partly attributed to linguistic aspect. On the other hand, when inspecting factor loadings in previously reported studies (Corr & Cooper, 2016; Pugnaghi et al., 2017; Wytykowska et al., 2017 ) the factor loadings seem too low to reach an acceptable level of AVE. Discriminant validity was satisfactory with respect to FFFS, BIS, RR, and I but not for GDP and RI, as the MSV were higher than their corresponding AVE, suggesting a non-independence between these two factors in the model. The subscales GDP and RI were on the other hand highly correlated, which was also found in the Polish version of the RST-PQ that used a representative sample (Wytykowska et al., 2017) , but not in the original version (Corr & Cooper, 2016) or in the German version (Pugnaghi et al., 2017 ). In the current study, the second-order model with RR, GDP, RI, and I loading on a reward sensitivity factor, and BIS and FFFS loading on a punishment sensitivity factor showed significantly poorer model fit, which is in line with previous studies (Corr & Cooper, 2016; Pugnaghi et al., 2017; Wytykowska et al., 2017) . The BIS/BAS scales (Carver & White, 1994 ) also contain BAS subscales (Drive, Fun Seeking, and Reward Responsiveness), but even though there are similarities with respect to what they comprise, the RST-PQ has four subscales. Consequently, future research needs to investigate the factor structure in the BAS dimension further. In addition to the validation of psychometric tools like the RST-PQ, there is also a need of studies that use experimental designs that integrate self-reports and neuropsychological measurements. The modification of the current model could be questioned, especially when three out of four global fit indices indicate good fit. However, the fit indices evaluate fit from different perspectives and decisions whether to retain a model is more complex than just the cutoff criteria's of fit indices. When looking at the global fit indices, apart from CFI the RMSEA, SRMR, and v 2 /df all suggested good global fit for the first-order model containing all 65 items.
However, both the AVE and MSV (see Table 3 ) and the number of factor loadings below 0.5 indicated that modifications should be done in order to improve the model. These modifications resulted in an improved model fit with respect to the change in v 2 between the six-factor model containing 52 items and the original model. On the other hand, the reduction of items did not solve the issues with convergent and discriminant validity (see Tables 3 and 6 ). The invariance of the same factor structure was established, but some lack of scalar invariance was observed, in particular with respect to age. However, partial intercept invariance was achieved by releasing the equality constraint for six items (mainly BIS items) when testing for invariance for age, and one item when testing for invariance for the genders. As evidence for scalar invariance is necessary to establish that mean differences between groups are due to differences in the latent underlying construct rather than to differences that vary from item to item, caution in comparing mean levels of factors is therefore warranted. In practice, invariance is often not supported for all indicators, and this may be particularly true for complex models with many indicators and constructs. Large numbers of indicators typically lead to inadequate overall model fit (due to a large number of parameters are fixed at zero) and misleading values of the parameter estimates and standard errors. As for the BIS scale, one could argue that 23 items are a redundant number of items to measure a single construct and a reduction of the number of items is needed to reduce the complexity of the model.
In terms of limitations of the modified Swedish version of the RST-PQ one could argue that the removal of 13 items is a major modification. In the current study, the modifications were done by removing items from factors from a large battery of items. Although 13 of the 65 items were removed, all factors had at least five items per factor, which is satisfactory in terms of the statistical identification requirements (Hair et al., 2014) . Another limiting factor was that the sample was somewhat skewed across different age groups. Thus, the generalisability of the results could be restricted. The downside of using a stratified sample with addressed dispatches is that the response rate tends to be low. Nonetheless, the current results emphasis the need for future work to use broader samples just as Corr and Cooper (2016) points out.
In summary, our findings showed that the Swedish version of the RST-PQ provided support for the six-factor structure suggested by Corr and Cooper (2016) to some extent. However, there was an indication of non-independence between two of the BAS factors; GDP and RI. The RST-PQ has considerable promise as it not only provides an opportunity to distinguish between the individual differences in FFFS and BIS reactivity, but also offers separate subscales for the BAS dimension. There is a need for more empirical work that investigate the convergent validity of the RST-PQ. A shorter version of the RST-PQ should be considered as well as establishing the validity using behavioral and neuroscientific data.
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