Abstract. The use of support vector machines for multi-category problems is still an open field to research. Most of the published works use the one-against-rest strategy, but with a one-against-one approach results can be improved. To avoid testing with all the binary classifiers there are some methods like the Decision Directed Acyclic Graph based on a decision tree. In this work we propose an optimization method to improve the performance of the binary classifiers using Particle Swarm Optimization and an automatic method to build the graph that improves the average number of operations needed in the test phase. Results show a good behavior when both ideas are used.
Introduction
Support vector machines [1] (SVM) have been applied with a satisfactory level of success to many different two-class problems [2] . Based on the Statistical Learning Theory (SLT) SVM try to improve the statistical risk rather than the empirical risk. Due to this reason, SVM give a better performance than other learning machines when classifying unseen patterns.
The extension to the multi-category problems, where there are N different classes, does not present an easy solution and is still a field to research. In [3] it was exposed a mathematical formulation to extend the binary case to multicategory problems, but it has to deal with all the support vectors at the same time, resulting a complex classifier that does not provide high performance in many problems. Most of the published works make the extension to the multiclass case building N different classifiers in the so called one-against-rest approach. The usual method is to compare the outputs of the classifiers and to select the one with the highest value. However, in [4] it is remarked that the output of an SVM is not a calibrated value and should be not compared. The way to solve this problem is also proposed in the same paper, adding to the output a estimation of the probability of success.
Another binary based approach is the so called one-against-one approach, where N (N − 1) /2 classifiers are built, each being classifier trained only on two of the N classes. Although this approach can give better results than the one-against-rest case, this scheme has not been widely applied due to the fact that the number of classifiers increase exponentially with the number of classes. However, in most of real applications what it really matters is the time needed to compute the test phase, specially in some real time systems. With this approach, in the training phase, the classifiers obtained can be simpler than in the oneagainst-rest case. In [5] it was proposed the Max Wins algorithm, obtaining very good results, but it implies that in the test phase all the built classifiers should be used, with a high cost from a computational point of view. In [6] the proposal was to build a graph with the binary classifiers, in such a way that in the test phase it is only necessary to work with N classifiers. This method was called Decision Directed Acyclic Graph based on SVM (DAGSVM). In this work, we propose an automatic method to arrange the graph, resulting in less average time to test the samples.
On the other hand, one of the major problems when using binary classifiers is the choice of the kernels, the parameters associated to these kernels and the value of the regularizing parameter C. The right choice of these parameters, known as model selection, improves the performance of the binary classifiers in a considerable way. In the proposal of the multi-class method of this work, the success of the binary classifiers is basic to ensure the overall performance. In this paper we have applied Particle Swarm Optimization (PSO) [7] to find the optimal value of the parameters.
Building the Set of Binary Classifiers

Model Selection
One of the most difficult points in classification is to tune the parameters associated to the learning machine. In our case, when working with SVM, the choice of the kernel is going to have great influence in the success of the classifier. Most of the classification problems are not linearly separable and a kernel method has to be applied. The most popular kernel for non linear cases is the Radial Basis Function One (1).
When this kernel is used, in addition to the C parameter, the γ parameter has to be tuned. Instead of using common parameters for all the classifiers, as it has been proposed in the previous mentioned work, it seems more logical to find the best combination of parameters for each binary classifier. In Fig.(1) it can be appreciated how the estimation of the error varies with these two parameters.
Most of the published works fix a C parameter and search to find the best γ obtained. Then, having found the γ parameter, the best possible C parameter is calculated. However, in Fig.(2) it can be appreciated that, fixing the C parameter to low values in this case, lead us to select a wrong value of the γ parameter. So, it is necessary to take into account both parameters at the same time, searching for the combination of them that minimizes the estimation of the error. The direct method is to make the search space discrete and test all the possible combinations, but this procedure is very expensive from a computational point of view, specially when the one-against-one method is selected, due to the high number of classifiers to be used. So, the proposal is to use a statistical search method (SSM) to find an optimal value of the kernel parameters. There are several estimators of the generalization error that can be used as evaluation function. The leave-one-out error is known to be an unbiased estimator, but it requires to train many SVM. The most extended estimator, as it has been used in this work, is the k-fold crossvalidation, that gives good results in a reasonable time.
PSO for Tuning SVM Parameters
Once that the importance of the parameter has been exposed, the question is how to select the appropriated values. It has to be noted that the functions described to estimate the error are not derivable and as it is shown in Fig.(1) , there are multiple local minima. Moreover, there is not a priori information of the error function until we train the dataset and the error is estimated. With these starting points, a method based on SSM for continuous function minimization seems to be appropriated to solve our problem.
PSO is a recent method for function minimization and it is inspired by the emergent motion of a flock of birds searching for food. Like in other SSM the search for the optimum is an iterative process that is based on random decisions taken by m particles searching the space at the same time. Each particle i has an initial position x i that is a vector with a possible solution of the problem. In our case, the components of the vector are the C and γ parameters if the kernel is RBF. Each position is evaluated with the objective function and the particles update their position according to (2) where v i (t+1) is the new velocity of particle i, φ (t) is the intertia function, pbest is the best position achieved by the particle i, gbest is the best position achieved by any of the particles, c 1,2 are coefficients related to the strength of attraction to the pbest and gbest position respectively and r 1,2 ∈ [0, 1] are random numbers.
The search of each particle is done using its past information and the neighborhood one. This fact makes that the particles fly to a minima position but they can scape if it is a local minima.
As it has been mentioned, the evaluation function measures the crossvalidation error. However, it has been observed that in some problems there are several combinations allowing the error to be minimized, usually in a plain region of the crossvalidation error. In such cases, the best choice is to select the solution that also minimizes the number of operations required as it is described in (3).
WhereN s is the average number of support vector obtained as a result of the crossvalidation partition and l is the total number of samples available for the training phase.
Graph Order
Once the classifiers have been trained, each of them with its optimal parameters, we can go back to the DAGSVM algorithm. In Fig.(3) it is shown the proposed order for a 4-classes problem in the DAGSVM method. After testing many datasets it can be said that the order of the graph is not relevant in the total accuracy of the classifier, but it plays a crucial role in the average operations needed in the test phase.
Let us assume that the classifier separating class 1 and class 4 is the one with a high number of operations needed to be evaluated in the test phase. The proposed graph of Fig.(3) makes that all the test samples have to be evaluated through this classifier, but in many cases this classifier is not relevant for the problem. 
Fig. 3. Graph proposed for 4 classes in the DAGSVM method
If the classifiers have been trained as proposed in the described method to optimize the performance, it is clear that some of the classifiers are best candidates to be placed in the first nodes. Keeping in mind this idea the proposal is to design an automatic procedure to build the graph in any problem. Given a problem with a set of training vectors x a ∈ R n , a = 1, ..., l and a vector of labels y ∈ R l , y i ∈ {i = 1, 2, ...N }, and a set of classifiers A j , j ∈ {1, 2, ...N (N − 1)/2} The basic algorithm proposed is summarized in the following steps:
1. Estimate the probabilities of each class C i as:
Where u (.) is the step function. 2. Calculate the number of operations associated to the class C i as:
Where k 1 and k 2 are two constants calculated as the time needed to compute a multiplication and a exponential function, taking as reference the time needed to calculate an addition. 3. Calculate the list L as following until all the classes are included:
4. Build the graph as shown in Fig.(4) . The first classifier is the one that discriminates between L (1) and L (2). Then, the next layer is composed by two classifiers, separating the next element of L, in the example case class 1, and the previous classes. The process is repeated until the end of the list, building in each layer as many classifiers as the number of classes have that been added in the previous layers. 
Results and Discussion
The proposed method, Graph Ordered SVM (GOSVM) was evaluated on different datasets obtained from the UCI [8] repository. The dataset named Cover Type was randomly reduced. We have compared these datasets using also the DAGSVM method, as described in [6] and the One-Against-Rest method coupling a probabilistic estimator (OARPSVM) as described in [4] . In order to see the performance of the optimization, the parameters of each binary classifier, the C and γ parameter were tuned using PSO only in the GOSVM method. DAGSVM and OARPSVM methods were trained with common C and γ parameters. The procedure to select these parameters was done in the classical way, that is , fixing in first place the C parameter and searching for the optimal γ and then searching the C parameter. In all cases, the adjustment of the parameters was done using the training set itself with a 5-crossvalidation error function. Selecting these parameters with an external test set could lead us to not generalize the problem. The results obtained are shown in Table( 1) . It can be appreciated how the proposed method, combining the PSO optimization for each classifier and the order of the graph give a slightly better accuracy in all cases and an important reduction in the number of operations needed in the test phase. For the Cover Type dataset the error obtained is very high, but this dataset is known to be a hard classification problem and worse results were obtained using other learning methods like neural networks. It is specially meaningful the reduction in the number of operations needed in this last case comparing to the DAGSVM and OARPSVM methods, while the accuracy achieved does not present an important improvement. This behavior can be explained due to the function (3) used in the optimization problem.
Once that both improvements have been tested, to adjust the parameters of each classifier and to order the graph, we have compared the GOSVM method with the DAGSVM, but in this case the parameters of the binary classifiers have also been optimized for each one. Results are shown in Table( 2). It can be appreciated that the reduced number of operations is caused not only by the order of the graph but also by the minimization in (3). However, the order of the graph, as it has been proposed can achieve better results in the operations needed, except in the Cover Type case. This behavior has a clear explanation since the arrangement is based on the estimation of the probability of each class.
In the training set of this problem, all the classes have the same probability whereas in the test set some classes have much less probability than others. It can be said that the proposal method to order the graph does not have success when the probabilities of the training set are quite different than in the test set. 
Conclusion
In this work we have proposed two new ideas to optimize the behavior of a multiclass SVM in a one-against-one approach. Adjusting the value of the parameters each binary classifier improves the success of classification and in this work we have exposed a method to make this tuning without searching the whole space. The order of the nodes in the graph has not great influence in the success rate of classification, but it has an important effect on the average number of operations needed in the test phase.
Model selection is still an open field to research, and in future works some other functions optimizers will be tested searching also for other kernel types. There is also an open research line to test the method here exposed to some research areas, where the number of classes is very high.
