A combined numerical and experimental investigation is presented showing the effect of heat on the stability of a horizontal vortex street for Re D ¼ 75 and Ri D between 1 and 2. Detailed 2D-HiRes PV experiments are compared with 2D numerical results. The results show that an early transition to 3D of the vortex street takes place for Ri D > 1. Furthermore, the location at which the 2D wake becomes essentially 3D turns out to be dependent on Ri D . For an increasing addition of heat (increasing Ri D ), this location is shifted into the direction of the cylinder. By applying 3D measuring techniques, such as 3D-PTV and 3D visualisation techniques, the transition process and the behaviour downstream of the transition point are investigated. Ó
Introduction and problem definition
The stability of wake flows is of interest for several reasons. From a fundamental point of view the prediction of the transition from a 2D to a 3D state was and still is a big issue for many researchers. Besides, from a more practical point of view also a strong interest exists in the (in)stability of wake flows. Considering for example heat exchange equipment, a transition of the wake inherently means an increase of exchange rate between the wake flow and its surrounding environment. Consequently, heat dissipating components positioned in this wake will probably experience an increased cooling efficiency.
The stability of the wake is strongly dependent on the Reynolds number ðRe D Þ. For moderate Reynolds numbers ðRe D < 150Þ and no heat addition, the shed vortex structures form a strongly linked pattern or vortex street. This vortex street turns out to be very stable. For 50 < Re D < 100 it even remains stable and 2D until the vortices are fully dissipated [1] . For higher Reynolds numbers ðRe > 150Þ, several investigations show that the vortex street starts to transit, triggered by spanwise disturbances. Depending on Re D these disturbances result in an a or b mode instability [2] .
For 50 < Re D < 150 a vortex street transition can be exhilarated by external sources, for example, by adding a vibration to the cylinder. For frequencies close to the natural vortex shedding frequency and for sufficiently large amplitudes, the vortex structures become deformed. This can eventually lead to an early breakdown of the vortex street [3] [4] [5] .
Also addition of heat will have an effect on the vortex street stability. Considering the upward flow around a heated cylinder, it turns out that heat stabilises the vortex street characteristics [6] [7] [8] . First a slight increase in the vortex shedding frequency can be observed but a further increase of heat addition results in the formation of two steady twin vortices. For a horizontal vortex street behind a heated cylinder it is found that addition of heat results in a disturbed vortex street eventually giving rise to an early transition [9] .
The present investigation focuses on the early transition of the horizontal vortex street due to the addition of heat. The problem to be investigated ( Fig. 1(a) ) consists of a horizontal heated cylinder with constant temperature T 1 which is exposed to a uniform horizontal 
with Re D ¼ U 0 D=m the Reynolds number, Ri D ¼ gbDTD= U 2 0 the Richardson number, Pr ¼ m=a the Prandtl number and a the thermal diffusivity, m the kinematic viscosity, g the gravity constant and b the thermal expansion coefficient. For the Richardson numbers under consideration, the temperature differences DT ð¼ T 1 À T 0 Þ are in the range of 0 < DT < 5°C.
From the momentum equation, the vorticity equation can be derived:
withx x the vorticity vector. For a 2D flow the vorticity vectorx x reduces to a vector with only an out-of-plane component x z . The vorticity equation can then be written as a kind of scalar transport equation
where x z is the out-of-plane component of the vorticity vectorx x, which is defined as
x-position of the cylinder (m) y y -position in test section (m)
Greek symbols a thermal diffusivity b cubic expansion coefficient m kinematic viscositỹ x x the vorticity vector (dimensionless) x z third component of the vorticity vector (dimensionless) 
Comparing the 2D vorticity equation with a general scalar transport equation it can be seen that the first term on the right-hand side represents a source term. This source term is referred to as the baroclinic production term. It represents a production of vorticity within the flow domain due to temperature gradients perpendicular to the gravity vector. With respect to an isothermal flow, heat addition will cause the total circulation (integrated vorticity over the entire domain) to change.
As one can see, the relative importance of the heat induced effects is indicated by the Richardson number. Within the present investigation Ri D will vary between 1 and 2. For 0 < Ri D < 1 the wake characteristics do change [10] but the global character of the vortex street remains 2D. A typical example of such a flow is shown in Fig. 1(b) . In this figure the staggered pattern of vortex structures is clearly visible. The pattern exists out of upper and lower vortices. For larger heat addition ðRi D > 1Þ it is to be expected that heat induced processes, as vorticity production, will influence the stability of the vortex street.
Here, the influence of the heat induced processes and the mechanism involved in the early transition to 3D of the vortex street will be addressed. To that end, experiments are performed. For these experiments a towing tank is designed in which visualisation techniques and 2D and 3D particle tracking techniques are used. The background information of these experiments is presented in Section 2. To study the onset to transition also 2D simulations are accomplished. The numerical technique used will be briefly explained in Section 3. Comparison of the 2D experimental and numerical results gives insight into the phenomena responsible for the transition, as shown in Section 4. Results of the 3D investigation are presented in Section 5. The article ends up with a brief discussion and some concluding remarks.
Experimental methods
The experiments are performed in a water tank [11] in which the flow is created by towing the cylinder through the relatively motionless fluid. The cylinder is positioned within the water tank by clamping it between two glass plates, connected to a translation system. Advantages of such a towing tank are small boundary layers and wellpreserved inflow conditions. The observed transitional phenomena are therefore fully generated by the heat induced effects. Another major advantage of a towing tank is that the construction allows to analyse the evolution of the shed vortex structures quite easily. Once shed from the cylinder, the vortex structures do almost not move with respect to the fixed world. Therefore the evolution of the structures can be analysed in detail over a relatively long period (about 6-8 typical shedding periods). Transitional processes which take place further downstream can thus easily be analysed.
Visualisation
Detailed qualitative information is obtained from fluorescent dye visualisations. The visualisation fluid is injected by a multiple-needle injection probe. This probe has eight needles spaced uniformly in the z-direction over a span of 7 cm. By injecting the fluid just ahead of the cylinder, streak-lines are created representing the flow field behaviour behind the cylinder. The injection velocity is chosen equal to the towing velocity (%10 mm/ s), so only little disturbance of the main flow is expected. Viewing from above ( Fig. 2(a) ) the 3D effects manifest themselves by a disturbance of the original parallel streak-lines. In the visualisation also a second camera is used, viewing the experiments in spanwise direction ( Fig.  2(b) ).
2D-high resolution particle velocimetry
For the 2D experiments a hybrid measurement technique between particle tracking velocimetry (PTV) and particle image velocimetry (PIV) is used. This results in a so-called high resolution particle velocimetry method (HiRes-PV) or super particle tracking. The algorithm functions according to the following steps. The captured images (image reader) are first filtered (dynamic thresholding). From the processed images the coordinates of the particles are determined (blob detection). The particle coordinates are re-mapped to a physical coordinate system. Particles in frame f À 1 are then matched with a suitable candidate particle in frame f (matching). This matching algorithm is improved by using an estimation for the particle position in frame f. The estimated position is provided by a prediction algorithm. In case the previous matching result gives insufficient information for a prediction, external information from file can be retrieved for each frame on demand. For HiRes-PV the external information is obtained by executing a PIV algorithm on the acquired images. As a result, the flow field can be measured with about 7000-10 000 independent velocity vectors. This improves the spatial resolution with a factor 5 compared to more conservative techniques as PIV or PTV. Therefore the dynamics of the flow field can be captured with a high accuracy and high spatial resolution. More details about this technique can be found in [12] .
3D particle tracking velocimetry (3D-PTV)
The second method is a 3D extension of the particle tracking method. Instead of tracking particles in a thin light sheet, the particles are now tracked in an illuminated volume. In 3D-PTV methods at least two synchronised cameras need to be used. Only then stereo images can be obtained required to determine the 3D position of the particles (comparable to the human eye). By using only two cameras, the possibility exists that, especially for high seeding densities, particles are hiding behind each other. To decrease this effect of particle 'hide and seek' a third synchronised camera is applied which looks at the same volume as the other two cameras (Fig. 3(a) ). A third camera also reduces the ambiguity occurring during the 3D localisation.
The 3D measuring method used within the present investigation is based on the above-described 2D particle tracking method. The main difference appears after the blob detection. Where as the 2D algorithm allows a direct start of the matching procedure, in the 3D-PTV routine the blobs detected in the three separate cameras need to be correlated (mapping lines of possible positions). Only then the three separate projections of a particle can be used to calculate its 3D position (3D localisation). Details about this localisation algorithm and its performance are described in [13] .
Numerical method
Parallel to the experiments, 2D numerical simulations are performed. For an efficient temporal discretisation of the Boussinesq equations (Eqs. (2) and (3)), the (non-)linear convection-diffusion equations are split. This splitting operation is performed by applying a suitable integration factor [14] . As a result, a separate diffusion and convection equation remains which can be discretised separately. The convection equation is temporally discretised applying a three-step explicit TaylorGalerkin scheme. The diffusion equation is discretised by an implicit second-order backwards difference scheme. The pressure term, which arises in the diffusion equation as a kind of source term, is treated by an approximate projection scheme [15] .
For the spatial discretisation a high-order spectral element method (SEM) is used which can be considered as a mixture of a finite element method (FEM) [16] and a spectral method. The SEM combines the advantages of both latter mentioned methods. The principle is relatively straightforward. Within a small domain inside the fluid, a so-called element, the equations are discretised by using a spectral method. Combining the solutions obtained in all these elements results in the solution on the entire domain. Of course, special consideration has to be given to the continuity of the solution over the element boundaries. This decomposition of the domain in elements gives the method the geometric flexibility which can also be found in the FEM. By using a spectral approach within such an element a spectral convergence rate and small numerical errors, as numerical dispersion and diffusion, can be found.
Results

HiRes-PV results
The effect of heat addition on the transition from a 2D to a 3D flow is first analysed by performing 2D HiRes-PV experiments in the x-y plane. Reference to (Fig. 4(a),(c) ; . . . ;(i)). From these velocity fields the vorticity distribution is calculated (Fig. 4(b),(d) ; . . . ;(j), contours between )1.6 and 1.6 with step size 0.1). Both the velocity and vorticity fields show clearly that just after the cylinder has passed the interrogation window (Fig. 4(a) and (b)) two stable coherent vortex structures are shed (situated at x=D ¼ 3 and x=D ¼ 4:5). These structures appear as the regular vortex structures which can also be observed in the 2D wake analysis [10] . A more detailed analysis of the structures reveals that some slight deformation of the structures takes place. These deformations cause the lower vortex to stretch in a positive y-direction while the upper vortex deforms into a horseshoe-shaped structure (Fig. 4(d) ).
Near the negative upper vortex an area of positive vorticity is growing. This area grows further and moves in the positive y-direction (Fig. 4(d) ). Simultaneously, the surrounding negative structure stretches and an upward moving vorticity strand is formed. At the tip of this strand, a local extreme can be observed (Fig. 4(f) at x=D ¼ 3:0, y=D ¼ 3:0) which becomes separated from the primary structure. This separated blob of negative vorticity forms a combined vortex structure with the further developed area of positive vorticity. This combined vortex structure which appears in the 2D slice as a dipole structure accelerates and leaves the interrogation area (Fig. 4(h) and (j) ). An exact copy of this process can also be observed in the upper vortex positioned somewhat more downstream (around x=D % 8:0 in Fig.  4(b),(d) ; . . . ;(j)).
Considering the evolution of the primary vortex structures, the vorticity contours show that after the dipole structure has escaped, the upper vortex seems to restore again but becomes significantly weaker. Also the lower vortex, which moves underneath the upper vortex, becomes weaker. As soon as this lower vortex has moved entirely underneath the upper vortex, it seems to disappear. Therefore in the last analysed stages only the upper vortices and the tail of the escaped vortex structure can be observed. In the vector plots the escaping secondary dipole structure appears as an outburst of fluid from the primary upper vortex structure (Fig. 4(c) at x=D ¼ 2, y=D ¼ 2). This upward motion, originating in the primary vortex, increases (Fig. 4(e) ) and develops as an upward moving plume. At the top of the plume the development of a dipole-like structure can be observed (see Fig. 4(g) ). As soon as the dipole has escaped, the upper vortex seems to restore again. This can be clearly seen in Fig. 4(i) in which the velocity vectors around ðx=D; y=DÞ ¼ ð2; 0:5Þ show a circulation area again. At the position of the lower vortex almost no circulation can be observed in the last two vector plots (Fig. 4(g) and (i)). vortex at x=D ¼ 4; y=D ¼ À1, both the numerical and experimental results show a similar structure shape at t=T % 1 (Fig. 5(a) and (b) ). Within the upper vortex a small disturbance can be observed which appears as an additional vorticity island causing the earlier observed structure deformation. Half a period later (Fig. 5(c) and (d)) this disturbance has developed further into a local area of positive vorticity inside a negative upper vortex.
Numerical results
In
For later stages, a difference appears between the experimental and the numerical results. In numerical results, the secondary structure continues to grow at a relatively fixed position within the surrounding primary upper vortex. This upper vortex shows the appearance of an upward stretched strand of negative vorticity (Fig.  5(f) ). In the experimental results the secondary structure starts moving in the positive y-direction rather than growing inside the primary upper vortex (Fig. 5(e) and (g)). During this upward movement the secondary structure grows in size and strength. The deformation of the primary upper vortex, as observed in the numerical results, can also be seen in the experimental results. Only in these results, the upward stretching of a negative vorticity strand is observed to be stronger. The stretching is also extended to a higher y position and at the tip of the strand a local negative vorticity extreme appears (Fig. 5(e) ). The formation of the dipole structure (Fig.  5(g) ) and the escape of a secondary structure are processes which can only be observed in the experimental results. This allows to conclude that initially the development of the secondary structure is a 2D process, but that the escaping process (formation of a dipole structure and acceleration) is a 3D phenomenon.
Considering the lower vortex structure it is remarkable to see that during the entire analysed time span the experimentally and numerically determined structure behaviour is very similar. Therefore, it can be assumed that the lower vortex maintains, at least within the considered time span, its two-dimensional character.
From the comparison between the experimental and numerical results it was observed that the movement of the secondary structure in the positive y-direction could only be detected in the experimental results. The position where this upward movement starts will be denoted as the critical transition point x cr in the transition to a 3D flow field. The localisation of this point is based on a qualitative analysis of the measured vorticity distribution. Therefore the accuracy of the determined location is limited and turns out to have a scatter of about Fig. 4 (continued) AE1:5D. Still, from the results a clear dependency of x cr on Ri D can be observed (Fig. 6) . For decreasing Ri D this critical point shows a tendency to move to a more downstream location. For Ri D < 1 no escape of a secondary structure could be observed, at least not within the window of observation 0 < x=D < 35. For increasing Ri D this critical position seems to reach a limiting value, which is about x=D ¼ 10-12.
From the numerical results also the temperature field and the baroclinic production of x z are analysed during the development of the secondary structure. The isothermals are plotted within the vorticity contours (dashed lines) for 0 < H < 0:5 using 21 levels (Fig.  7(a),(c) ; . . . ;(i)). The iso-production contours are also plotted within the vorticity contours for À0:5 < Ri D oH= ox < 0:5 using 21 levels (Fig. 7(b),(d) ; . . . ;(j)). The development of the secondary structure is analysed between t=T ¼ 1 and t=T ¼ 3. The plots of the temperature distribution show that heat is distributed within the flow field as isolated warm blobs (Fig. 7) . These warm blobs are captured within the vortex structures and advected downstream without being influenced too much by mixing processes with their surroundings. Only heat diffusion processes can cause the extreme values to decrease. During the downstream convection the behaviour and deformation of the relatively warm blobs show a behaviour similar to that of the vortex structures. Also a strand, now containing warm fluid, is stretched in the positive y-direction (Fig. 7(e), (g) and (h) ). This strand coincides with the stretched strand of negative vorticity. Relating this observation to the experimental results, it is expected that the experimentally observed vorticity strand, which is stronger and stretched more severely, contains a considerable amount of the heat originally contained by the primary structure. The escape of the secondary structure can possibly be seen as an effective way of releasing heat out of the primary structure.
The lower vortex structure seems to be hardly influenced by the induced heat. Only a slight increase of the structure temperature can be observed. The temperature of the lower structure appears to be about one order of magnitude smaller than the temperature of the upper vortex. As a result, the upper vortex is more affected by buoyancy than the lower vortex.
The presence of the temperature gradients in the horizontal direction gives rise to the baroclinic vorticity production (Fig. 7(b),(d) ; . . . ;(h)). Inside an upper vortex structure a considerable area of positive and negative vorticity production can be found. A closer analysis reveals that the area of positive vorticity production coincides with the developing area of positive vorticity within the negative structure. This allows to conclude that the vorticity production is responsible for the development of the secondary structure. The area of negative production is found inside the primary upper vortex and stretched vorticity strand. This means that baroclinic vorticity production contributes to the strength of the vortex structure and adds to the stretching process of the negative strand. Considering the lower structure, almost no additional vorticity is produced within the structure. Only just after the formation, an area of negative and positive vorticity production can be observed which seems to be responsible for the deformation of the lower vortex structure (Fig. 7(b) and (d) ).
3D-results
Dye visualisations
The 3D behaviour of the vortex wake for Ri D > 1 is further analysed by dye visualisations (Fig. 8) . The dye streaks are recorded using two cameras. The first camera views the wake in spanwise direction (Fig. 8(a) , (c); . . . ;(k)) resulting in a side view of the wake flow. The cylinder is positioned at ðx=D; y=DÞ ¼ ð0; 0Þ and appears in the images as a slanted rectangle with a bright and a dark half. The images are captured every 2.5 s, which is almost equivalent to 2=5T, with T the typical shedding period (T ¼ 6:5 s).
Clearly visible in the sequence is the entrainment of injected dye from outside the upper shear layer into the cylinder near wake. Therefore, first the upper vortex becomes visible. More downstream dye is also advected into the lower vortex which becomes clearly observable for x=D > 10. More downstream the side view images show an additional dye blob on top of an upper vortex. This blob appears approximately at x=D % 15 (Fig. 8(a) , denoted with the white arrow) and develops as it is convected downstream. At about x=D % 20 the dye blob escapes out of the primary upper vortex and develops into a mushroom-like shape. The mushroom shape is even better observable for a more downstream dye blob (called secondary structure and denoted with the white dashed arrow in Fig. 8(a),(c) ; . . . ;(k)). The upstream secondary structure (solid arrow) develops in a similar way and reaches the described stage at approximately the same downstream position (Fig. 8(k) ).
The second camera views the flow from an oblique angle above (Fig. 8(b),(d) ; . . . ;(l)), thus providing information about spanwise variations. The images show that up to x=D % 12 the dye streak-lines remain almost parallel implying that no spanwise variations occur. In this region the flow is assumed to be 2D. More downstream, the development of the secondary structure takes place as indicated by the white dashed and solid arrows in Fig.  8(b)-(l) . The secondary structure becomes apparent as the upward deflection of certain dye streaks. Therefore a spanwise variation in the streak-line behaviour can be observed, which indicates that the flow transforms into a 3D flow. However, the third velocity component seems to be small. This can be concluded from the dye streaklines which show almost no deflections in the spanwise direction. Analysis of the recorded images has shown that at least at two spanwise positions a secondary structure develops. The spanwise distance between the two structures is estimated to be about 4D.
During the downstream convection, the escaping secondary structure develops into a vortex ring structure. This can be clearly seen from the escaping thermal structure as depicted by the dashed arrow in Fig. 8(f) . In the planar view such a vortex ring is represented by a mushroom shape (Fig. 8(e) ).
3D-PTV
The 3D transition of the vortex wake flow and wake structures is investigated further by applying 3D-PTV experiments for Ri D > 1. The experiments are performed with fixed camera positions, allowing to analyse in detail the evolution of the shed vortex structures to a 3D stage. The flow field is analysed in the domain À5 < x=D < 5, À3 < y=D < 4, 0 < z=D < 5 and considering the previously presented visualisation and HiRes-PV experiments it is to be expected that within this domain a secondary escaping structure can be observed.
The 3D velocity fields are calculated from particles which could be tracked in five subsequent frames.
Through these paths third-order functions are fitted from which the instantaneous velocity vectors can be derived. By doing so, in every frame about 400-500 velocity vectors are obtained. The noise in the velocity vectors is reduced by averaging the vector fields found over five subsequent samples. The averaging procedure is only allowed if the averaging period is considerably smaller than the typical time scale of the flow. This is indeed the case for the considered flow field where the typical flow period T is approximately 6.5 s and the averaging period is 0.2 s. From the averaged velocity field x z is calculated. The vorticity calculation is performed on a structured grid of 30 Â 30 Â 15 elements. The unstructured velocity field is interpolated from the measured points (unstructured) to the grid using a 3D weighting interpolation [17] .
The 3D wake transition process is analysed considering the spanwise component x z of the vorticity vector x x. As the 2D analysis has shown, this component shows the development of the secondary structure. The development is elucidated considering a negative and a positive iso-vorticity surface within the 3D domain, where the negative vorticity contour is presented by a shaded Fig. 7 (continued) surface and the positive vorticity by a meshed surface. In Fig. 9 the surfaces for x z ¼ À0:25 and x z ¼ 0:15 are presented. These surfaces represent clearly the primary upper and lower vortex structures and appear as 2D vortex tubes. Measuring noise possibly causes the observable spanwise variations. In a cross-section at z=D ¼ 1 the primary upper and lower vortices can be clearly observed. The distribution is similar as the one observed in the 2D HiRes-PV results, although the latter results show much more details of the flow.
At t=T ¼ 2, the iso-surfaces of x z ¼ À0:1 and x z ¼ 0:25 show that around ðx=D; y=D; z=DÞ ¼ ð1; 2; 1Þ a patch of fluid is growing which contains positive vorticity (Fig. 9(c) ). From the vorticity distribution at z=D ¼ 1 it can be seen that this volume of positive vorticity is already linked with the negative vorticity of the primary structure resulting in the dipole-like secondary structure (Fig. 9(d) ). This dipole structure then escapes from the primary upper vortex. This can be seen more clearly in the results at t=T ¼ 2:7 ( Fig. 9 (e) and (f)).
Here a larger area of positive vorticity can be observed which forms a 3D linked structure with the strand of negative vorticity. The formed 3D-vortex ring structure escapes from the measuring domain. In the cross-section at z=D ¼ 1 the vortex ring is observed as a dipole-like structure (Fig. 9(e) ). The x z distribution in the crosssection shows a strong similarity with Fig. 5(f) .
The 3D character of the flow becomes even more pronounced considering the cross-sections z=D ¼ 1, z=D ¼ 2 and z=D ¼ 4 and t=T ¼ 2:7 (Fig. 10) . The secondary structure is hardly visible at the cross-section at z=D ¼ 4. Only a very small area of positive vorticity can be found at ðx=D; y=DÞ ¼ ð1; 2Þ and an upward stretched part of the upper vortex can be seen. In the cross-section at z=D ¼ 2 the secondary structure can be observed already more clearly. Here a distinguished area of positive vorticity can be seen at ðx=D; y=DÞ ¼ ð1; 3Þ as well as a separate area of negative vorticity at ðx=D; y=DÞ ¼ ð2; 1Þ. For z=D ¼ 1 the secondary structure appears as a fully developed dipole structure. 
Discussion and conclusions
The results presented have shown that for Ri D > 1 a 3D transition of the 2D vortex street is observed within the measurement area (0 < x=D < 35). The transition involves the following subsequent steps:
• Deformation of the upper vortex structure.
• Appearance of a local area of positive vorticity, generated by baroclinic vorticity production. This area can be found within the negative upper vortex.
• Formation of a dipole-like secondary structure consisting of the area of positive vorticity and a part of the negative upper vortex.
• Escape of the secondary vortex structure from the primary parental upper vortex.
In the first two steps the flow is observed to remain more or less 2D. Therefore these processes can also be observed in the 2D simulations. The formation of the dipole (which turns out to be a vortex-ring-like structure in 3D) and its escape (steps 3 and 4) is only observed in the experimental results. The 3D-PTV experiments as well as the 3D-dye visualisations have shown that these phenomena are 3D processes. Therefore, between step 2 and step 3 a transition to an essentially 3D flow occurs. Within the present investigation as a critical transition point the downstream position is taken at which the secondary structure starts to accelerate in positive ydirection. This critical point shows a rather strong dependency on Ri D . Considering the lower vortices, the results have shown that these vortices remain 2D during the entire transition process.
Furthermore, the numerical simulations have shown that the upper vortices become more or less warm patches of fluid which are, due to their strong structure circulation, isolated from the surrounding environment. The lower vortices on the other hand seem to be hardly affected by heat. Therefore buoyancy has a more significant influence on the upper vortices than on the lower vortices.
The 3D visualisations show that the escape of a secondary structure takes place at distinguished spanwise positions. Although precise measurement results Fig. 8 (continued) are not yet available, the present visualisation results show that the spanwise length-scale of these secondary structure is around 4D. This spanwise distribution coincides with the critical spanwise wave number of the low Reynolds number instability for a forced convection flow ðRi D ¼ 0Þ as observed by Williamson [2] and Fig. 9 . Development of the spanwise vorticity distribution as derived from the 3D-PTV data for Re D ¼ 75 and Ri D ¼ 1:3. Left: isovorticity contour surfaces (x z ¼ À0:25 and x z ¼ 0:15) and right: iso-vorticity contours in a 2D-slice at z=D ¼ 1 (À1 < x z < 1 with step size 0.1). The position of the cylinder is denoted with x c =D.
Barkley and Henderson [18] . Their investigations have shown that for 180 < Re D < 259 the flow is most sensitive for disturbances with a typical wavelength of 4D. Although for the Re D considered in the present investigation the stability analysis of [18] predicts an unconditionally stable 2D flow field, it is remarkable to see that the spanwise length-scale of the secondary structures is about the same.
