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The fluctuation theorem ~FT! gives an analytical expression for the probability that in a finite
nonequilibrium system observed for a finite time, the Second Law of Thermodynamics is violated.
Since FT deals with fluctuations, the precise form of the theorem is dependent on the particular
statistical mechanical ensemble. In the present paper we describe the application of the FT to the
isothermal–isobaric ensemble. © 2002 American Institute of Physics.
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The fluctuation theorem ~FT! gives an analytical expres-
sion for the probability that in a finite nonequilibrium system
observed for a finite time, the Second Law of Thermodynam-
ics is violated. First proposed in 1993 by Evans, Cohen, and
Morriss1 ~ECM2! for an ergostatted dissipative system, the
FT can be written as
Pr~(¯ t /kB5A !
Pr~(¯ t /kB52A !
5eAt. ~1!
That is, the ratio of the probability that the time averaged
irreversible entropy production, S¯ t , has a positive value
AkB , to the probability that S¯ t52AkB , increases exponen-
tially with time and system size since S is extensive. This is
in agreement with the Second Law of Thermodynamics. The
FT can be applied to transient time averages of the entropy
production evaluated over an ensemble of transient trajecto-
ries originating from a specified initial (t50) ensemble
~TFT!. Alternatively the initial transients can be ignored in
which case ~1! is applied asymptotically t→‘ , to an en-
semble of steady state trajectories ~ESSFT!. Finally, assum-
ing the nonequilibrium steady state and the initial ensemble
are ergodic, an asymptotic dynamical FT can be applied to
finite segments along a long, single, steady state phase space
trajectory ~DSSFT!. The FT is one of the few exact math-
ematical expressions that is valid for nonequilibrium sys-
tems, including those that are far from equilibrium.
Since FT deals with fluctuations, the precise form of the
theorem is dependent on the statistical mechanical ensemble.
Since its conception, the FT has been examined and tested in
various ensembles and under various conditions. ECM2 pro-
posed the DSSFT in 1993 for an isoenergetic trajectory. Gal-
lavotti and Cohen clarified the proof of the DSSFT for isoen-
ergetic trajectories in 1995 using the SRB measure.2 The
TFT and ESSFT were derived for isoenergetic trajectories
taken over an initially microcanonical ensemble by Evans
and Searles in 1994.3
A formulation of FT that can be applied to arbitrary ini-
tial ensembles and dynamics has been recently been derived4
for which a general dissipation phase function, V(G), is de-
fined by
tV¯ t[E
0
t
dsV~G~s !!5lnS f ~G~0 !,0!f ~G~ t !,0! D2E0tL~G~s !!. ~2!
Here f (G(0),0) is the phase space distribution function
which characterizes the initial ensemble and
L(G)[]/]GG˙ is the phase space compression factor.
f (G(t),0) is the initial probability density evaluated at the
phase point G(t) which is generated from G~0! under the
nonequilibrium dynamics. For isoenergetic or thermostatted
dynamics in the presence of a dissipative external field, the
dissipation function is trivially related to the entropy produc-
tion, V5S/kB . The general dissipation function may then
be used to derive a general expression for the TFT,
Pr~V¯ t5A !
Pr~V¯ t52A !
5eAt. ~3!
The corresponding general form of the ESSFT becomes
lim
t→‘
1
t
ln
Pr~V¯ t5A !
Pr~V¯ t52A !
5A ~4!
and if the nonequilibrium steady state and the initial en-
semble are ergodic, Eq. ~4! is the DSSFT although in this
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case the probability applies to the distribution of the values
of V¯ t obtained by considering finite segments along a long,
single, steady-state phase space trajectory.
Equations ~3! and ~4! have been used extensively in
computer simulations.4–7 Most recently Eq. ~3! was applied
to an adiabatic system, where L(t)[0 and the phase volu-
metherefore does not change.6 In the present note we show
that a FT can be derived for a nonequilibrium system where
the initial phase space distribution is isothermal-isobaric and
where the dynamics constrains the hydrostatic pressure and
kinetic temperature to constant values.
Consider an N-particle system with G5(q,p)
5(q1 ,q2 ,. . . ,qN ,p1 ,p2 ,. . . ,pN) subject to a color field, Fc .
The internal energy of the system is H0[( i51
N pi
2/2m
1F(q)5K1F , where F(q) is the potential energy; and
the total Hamiltonian for the system is H(G)5H0(G)
1Fc( i51
N cixi , where ci5(21) i is the color field coupling
constant. Lennard-Jones units are used throughout this paper.
The calculations are carried out for systems where the poten-
tial energy function is a pair potential, F(q)
5( i51
N21( j.i
N f(uqi2qju) and two forms are used for f(q).
The first is a standard Lennard-Jones potential with a cutoff
radius of 3.0, f(q)54@q2122q26# when q,3.0 and f(q)
50 otherwise. The second is the SHREP potential,8 which
resembles a WCA potential but has the form f(q)5(9
28q)3, when q,1.125 and f(q)50 otherwise.
For an isobaric–isothermal ensemble the phase space is
confined to constant hydrostatic pressure and kinetic energy
hypersurfaces. The N-particle phase space distribution func-
tion is given by f (G,V);d(p2p0)d(K2K0)e2b0(H01p0V),
where p is the hydrostatic pressure, V is the volume of the
N-particle system, p0 , K0 are the fixed values of the pressure
and kinetic energy, and b0 is the Boltzmann factor b0
51/kBT052K0 /dN , where d is the Cartesian dimension.
The systems we examine are brought to a steady state
using both a Gaussian thermostat and barostat. At time t
50, a color field is applied and the response of the system is
monitored for a time, t, that is referred to as the length of the
trajectory segment. The equations of motion used are
q˙i5
pi
m
1 «˙qi ,
p˙i5Fi2iciFc2 «˙pi2api , ~5!
V˙ 5dV «˙ ,
where
Fi52
]F~q!
]qi
, «˙52
1
2m (iÞ j qi jpi jS f i j9 1 f i j8qi j D
1
2 (iÞ j qi j
2 S f i j9 1 f i j8qi j D 19pV
is the dilation rate9 and
a52 «˙1
(
i51
N
~Fi2iciFc!pi
(
i51
N
pipi
is the thermostat multiplier. For this system, the phase space
compression factor is L(t)52dNa and the dissipative flux,
which is analogous to the electric current density, is defined
as the time derivative of the enthalpy, d(H01p0V)/dt[I˙ad
[2JVFc52Fc( i51
N cipxi ,4 where J5( i51
N cipxi /V is the
dissipative flux or the color current density. Under constant
pressure conditions the rate of change of the enthalpy is
equal to the rate of change of the entropy multiplied by the
absolute temperature.
Using Eq. ~2!, the phase space distribution function
of the initial ensemble @ f (G,V);d(p2p0)d(K
2K0)e2b0(H01p0V)# and the phase space compression factor
given above, the dissipation function for this system is V¯ t
521/t*0
t dsb0J(s)V(s)Fc52b0(JV) tFc . Hence Eq. ~3!
with this expression yields4
lnF Pr~2b0~JV ! tFc5A !
Pr~2b0~JV ! tFc52A !
G5At . ~6!
It is straightforward to show that the same expression is ob-
tained when Nose´–Hoover constraints are applied to the
pressure and temperature rather than Gaussian constraints; or
if a combination of these types of thermostat is used.
In order to test the validity of Eq. ~6! for the TFT we
carried out computer simulations for a two-dimensional sys-
tem with N598 particles in a square unit cell with periodic
boundary conditions. Note that the volume appearing in the
general equations above will be the area of the unit cell. Both
Lennard-Jones and SHREP potentials were used to model
particle interactions. The SHREP potential is continuous and
has first and second derivatives for all q, unlike the more
commonly used truncated Lennard-Jones potential and there-
fore allowed longer time steps to be used in the simulation
without introducing large numerical errors.10 The tempera-
ture in both cases was T51.0 and the number density was
n50.4. The pressure for the simulations performed using the
Lennard-Jones potential was p050.968 and the time step
was 0.0001. For the SHREP potential, these values were p0
50.396 and 0.001. Simulations were carried out with Fc
50.05 and 0.4. Nonequilibrium trajectories were periodi-
cally spawned from the initial isobaric–isothermal equilib-
rium trajectory and were propagated using the equations of
motion ~5!. The lower field strength (Fc50.05) was used for
those simulations with transient lengths that approached or
exceeded the Maxwell relaxation time, in order to facilitate
the observation of antisegments in the presence of such long
averaging times. The steady state version of Eq. ~6! was also
tested for the ESSFT and DSSFT with N598, T51.0, n
50.4, p050.968, time step50.001, Fc50.05, and t516.0.
The SHREP potential was used to model interparticle inter-
actions in the ESSFT and DSSFT simulations.
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Figure 1 shows the ensemble averaged transient re-
sponse of the dissipative flux to the applied field for a simu-
lation using the SHREP potential. The Maxwell time for
these systems is approximately 1.0. In Fig. 2, Eq. ~6! is
tested for the system where the particles are interacting via a
Lennard-Jones potential and the trajectory segments are of
length t51.0. Figure 3 shows the results of the tests using
the same equation but for the SHREP potential. Here the data
for t53.5 ~shown as circles! and t54.5 ~shown as crosses!
are plotted, by which time the system has already reached a
steady state. If the FT works under isokinetic–isobaric dy-
namics, a line of unit slope will be obtained and clearly the
FT is satisfied in all cases. Figure 4 shows the results of
ESSFT ~depicted with crosses! and DSSFT ~depicted with
FIG. 1. A plot of the response of the
ensemble average of the current den-
sity, ^J&, to the external field vs time
for a calculation with the SHREP po-
tential in two Cartesian dimensions,
N598, T051.0, n50.4, p050.396,
and Fc50.05. The time of the simula-
tion was t54.5. Note that from the
plot it may be ascertained that the
Maxwell relaxation time is approxi-
mately t51.
FIG. 2. A test of the TFT for an
isobaric–isokinetic system that is
given by Eq. ~6!. The value of
(1/t)ln@Pr(V¯ t5A)#/@Pr(V¯ t52A)# is
plotted as a function of A for a system
of N598 particles in two Cartesian di-
mensions. The length of the nonequi-
librium trajectory segments was t
51.0 ~approximately equal to the
Maxwell relaxation time!. The particle
interactions were modeled by a
Lennard-Jones potential with a cutoff
radius of 3.0, T051.0, n50.4, p0
50.968. Fc for this simulation was
0.4. The FT given by Eq. ~6! predicts
the solid line shown on the plot, which
has a slope of unity.
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circles! simulations with nonequilibrium trajectories of
length t516. For the ESSFT, longer nonequilibrium seg-
ments were necessary to facilitate obtaining averages of
properties well past the Maxwell relaxation time. To test the
ESSFT, an ensemble of trajectories was generated, and time-
averaging was commenced 4 time units after the application
of the field ~i.e., time-averaging was carried out from t
54.0 to t520.0!. In order to test the DSSFT, a single steady
state trajectory was divided into segments of length t
516.0. Error bars are shown for every point obtained from
FIG. 3. A test of the TFT for an
isobaric–isokinetic system that is
given by Eq. ~6!. The value of
(1/t)ln@Pr(V¯ t5A)#/@Pr(V¯ t52A)# is
plotted as a function of A for a system
of N598 particles in two Cartesian di-
mensions. Two sets of data are shown.
The length of the nonequilibrium tra-
jectory segments was t54.5 ~shown
by crosses! and t53.5 ~shown by
circles!. Particle interactions were
modelled by the SHREP potential with
a cutoff radius of 1.125, T051.0, n
50.4, p050.396, and Fc50.05. The
FT predicts the solid line shown on the
plot, which has a slope of unity.
FIG. 4. A test of the ESSFT ~crosses!
and DSSFT ~circles! given by the
steady state version of Eq. ~6!. The
value of (1/t)ln@Pr(V¯ t5A)/Pr(V¯ t5
2A)# is plotted as a function of A for
a system of N598 particles in two
Cartesian dimensions. The nonequilib-
rium trajectory segments are of length
t516. For the ESSFT, averages were
taken over an ensemble of trajectories
with time-averaging commencing 4.0
time units after the application of the
field. The DSSFT trajectory segments
were taken by dividing a single steady
state trajectory into segments. In both
cases, particle interactions were mod-
eled by the SHREP potential with a
cutoff radius of 1.125, T051.0, n
50.4, p050.396, and Fc50.05. The
FT predicts the solid line shown on the
plot, which has a slope of unity. Error
bars are shown for every point on the
graph obtained from the DSSFT simu-
lation, while only those for appoxi-
mately half of the points are shown for
the ESSFT simulation.
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the DSSFT simulation. For the ESSFT data, error bars are
shown for only every second data point. In both cases, a
slope of unity is expected and is observed, demonstrating
adherence to both the ESSFT and DSSFT.
We have shown that the fluctuation theorem is satisfied
under constant temperature and constant pressure conditions,
which further verifies its validity. We have also found that
the SHREP potential is a useful model potential for isobaric
simulations when using a Gaussian barostat multiplier in the
equations of motion, since the commonly used Lennard-
Jones potential is more sensitive to fluctuations in the pres-
sure. Simulations with a Lennard-Jones potential may still be
used to verify the isothermal–isobaric form of the FT. The
small time step necessary in this case, however, makes the
SHREP potential much more suitable for such calculations.
The isothermal–isobaric FT, as with previous versions
of the theorem, shows that as the size of the system and/
or the averaging time increases, the probability that the
Second Law of Thermodynamics will be obeyed increases
exponentially.
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