Continuations, proofs and tests by Guerrini, Stefano & Masini, Andrea
ar
X
iv
:c
s/0
60
50
43
v1
  [
cs
.L
O]
  9
 M
ay
 20
06
Continuations, proofs and tests∗
Stefano Guerrini† Andrea Masini‡
June 5, 2018
Abstract
Continuation Passing Style (CPS) is one of the most important issues
in the field of functional programming languages, and the quest for a
primitive notion of types for continuation is still open.
Starting from the notion of “test” proposed by Girard, we develop a notion
of test for intuitionistic logic.
We give a complete deductive system for tests and we show that it is good
to deal with “continuations”. In particular, in the proposed system it is
possible to work with Call by Value and Call by Name translations in a
uniform way.
1 Introduction
Since the seminal works of Fischer [5] and Plotkin [14] continuations have be-
come central in the study and implementation of functional languages. In partic-
ular, by defining the Call-by-Name and Call-by-Value translations of λ-calculus,
Plotkin posed the basis of CPS (Continuation Passing Style) transforms.
After these initial milestones, any overview of CPS, even if very short, cannot
avoid to mention the fundamental work that Felleisen, Friedman, Kohlbecker,
Duba, and Sabry carried out for type free functional languages. Felleisen et
al. [4] were the first to axiomatize the so called control operators—call/cc
and other similar operators of lisp-like languages. Some years later, Sabry and
Felleisen [15] were the first to prove completeness results for CPS transforms of
type-free functional languages.
While Felleisen and his collaborators were developing the theory of CPS
transforms, several researchers began to investigate if it was possible to explain
CPS by means of some known logic, in the style of the well-known correspon-
dence between intuitionistic logic and types and computations of functional
languages.
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Griffin [8] was the first one to give a partial answer to this question by
proposing classical logic as a type system for a simplified version of Scheme.
The main idea of Griffin was to use Reductio ad Absurdum to explain Felleisen’s
control operator C.
Although the work of Griffin opened new perspectives in the use of classical
logic for the study of programming languages, it left unanswered several ques-
tions. First of all, “classical logic seemed not to have a clear computational
interpretation” because of the lack of confluence of its “standard” natural de-
duction formulation or, as observed by Joyal in categorical terms, because of the
collapse of proofs in the standard categorical semantics of classical logic. But,
what does it happen if we change the rules of the game, namely the “formulation
of the logic”?
In [12, 13], Parigot showed that a drastically different formulation of clas-
sical logic, the so-called λµ-calculus, allows to give a computational meaning
to the cut elimination procedure—λµ-calculus enjoys the nice computational
properties of λ-calculus: strong normalization and confluence.
After the introduction of the λµ-calculus, several researchers tried to show
that it might have been a foundational calculus for CPS (e.g., de Groote [3]).
Unfortunately, such a research did not led to the expected results: it pointed
out many analogies between λµ-calculus and continuations, but, at the same
time, it showed that λµ-calculus fails to give a precise definition of basic control
operators. Indeed, it showed that even if the µ-reduction has a “continuation
flavor”, it is not the right reduction for CPS transformed programs. In spite
of these negative results, λµ-calculus remains one of the most important logical
calculi for CPS.
In [9], Hofmann and Streicher proposed a categorical continuation model for
a Call-by-Name version of λµ-calculus. As already done by Griffin, Hofmann
and Streicher used classical logic, and in particular the Reduction ad Absurdum
principle, to define the meaning of CPS. Anyhow, while Griffin used Reduction
ad Absurdum to give a type assignments to CPS terms, Hofmann and Streicher
embedded Reduction ad Absurdum in the construction of the semantic domains
for the interpretation of CPS.
Subsequently, in [17], Streicher and Reus extended the ideas in [9] giving a
categorical semantics of a Call-by-Value λ-calculus equipped with the control
operator C of Felleisen.
Recently, a very interesting analysis of CPS in terms of proof/type theoreti-
cal methods has been proposed by Curien and Herbelin: in [1], they have shown
that the most known CPS translations may be obtained by means of a suitable
translation between λµ-calculus and a new formulation of λ-calculus plus con-
trol operators. Another interesting proof-theoretical contribution is the work of
Ogata [10], who related a Call-by-Value normalization of the λµ-calculus with
the cut-elimination of one of the logical systems proposed by Danos, Joinet and
Schellinx for the analysis/embedding of classical logic trough/into linear logic.
The results of Hoffman, Streicher and Reus [9, 17] were the natural back-
ground for the introduction of Selinger’s Control Categories [16], perhaps, one
the most important steps towards a semantic/logical explanation of CPS. In
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fact, Control Categories were the first model of λµ-calculus in which Call-by-
Value and Call-by-name have a uniform interpretation.
Few years after the work of Selinger, Fu¨hrmann and Thielecke [6] presented
a quite different approach to the semantics of CPS—even if, restricted to the
case of an idealized Call-by-Value functional language. In particular, they pro-
posed both a type theoretical and a categorical semantics approach to CPS, and
studied in detail the CPS transforms.
1.1 Interaction
The problem of a satisfactory logical explanation of continuations remains open.
Quite naturally, one may observe that any solution to such a problem must
base on a deep interaction between programs and computations. Therefore,
a good question is: in logic, is there any explicit notion of “interaction” that
could be used in CPS? The positive answer, in our opinion, is in the proposal
of Girard for an “interactive approach to logic”.
The key point of Girard [7] is the idea that the meaning of proofs does not
reside in some external world called the “semantics of the proofs”; the meaning
of proofs is described by the interaction between proofs and some dual objects
that Girard name tests.
The proof/test duality introduced by Girard can be understood in terms of
a game between a player and an opponent. A proof is a sequence of arguments
used by the player to assert that, moving from a given set of premises, the
ending formula (or sequent) holds. Then, what is the dual of a proof? A test is
a sequence of arguments used by the opponent to confute the provability of a
formula (or sequent).
What does it happen if the player asserts that a formula is provable while the
opponent says that such a formula is not provable? If the system is not trivial—
and by the way, we are interested in such a case only—someone is cheating and
we need a way to validate the arguments used in a proof/test. In this kind of
game there is no referee and we cannot resort to any external argument. So, the
only way that we have to discover who is cheating is by counterposing the proof
proposed by the player to the test proposed by the opponent. The interaction
between the two derivations (cut-elimination) will lead to discover where the
arguments of the player or of the opponent fail.
Another important issue is constructiveness: if we do not want to exit outside
our computational world, both proof and tests must be constructive.
The BHK interpretation asserts that:
A proof π of A→ B is a (constructive) transformation from a proof
of A to a proof of B.
In particular, if there is no proof of A, the transformation π is the empty map,
and we do not have any argument to refute it. On the other hand, given a proof
of A, the transformation π leads to a proof of B that we can attempt to refute.
Therefore, it is quite natural to assert that:
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a test t of A→ B is a pair (π, τ) such that:
(i) π is a proof of A and
(ii) τ is a test of B.
Asking at the same time that:
a proof is a “failure” of a test and a test is a “failure” of a proof.
Such a notion of duality has been our starting point in the development of a
type system for continuations.
1.2 Our proposal
We propose a new calculus, the ptq-calculus, characterized by the relevant prop-
erties summarized below.
1. The ptq-calculus bases on a general primitive notion of continuation/test.
That unique notion of continuation is suitable to deal with both Call-by-
Value and Call-by-Name languages.
2. The ptq-calculus is equipped with a deterministic one step lazy reduction
relation: the calculus is, per se, neither Call-by-Value nor Call-by-Name.
A term is either in normal form or a redex.
3. Even if the ptq-calculus is neither Call-by-Value nor Call-by-Name, it can
code (in a sound and complete way) Call-by-Value and Call-by-Name λ-
calculi.
2 Proof theoretical motivations
The technical details of the ptq-calculus will be presented in section 3. In
this section, we shall give a detailed and informal explanations of the proof
theoretical motivations that have led us to the calculus of continuations.
2.1 The starting point: classical logic
In the introduction, we have already seen that
• a test t of A→ B is a pair (π, τ), where
1. π is a proof of A
and
2. τ is a test of B;
• we have the following proof/test duality:
– a proof is a failure of a test;
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– a test is a failure of a proof.
Starting from these basic properties, the definition of test can be extended
in order to obtain a sound and complete proof system. The system has two kind
of formulas:
• proof formulas, denoted by Ap;
• test formulas, denoted by At.
The judgments of the calculus are sequents of the form Γ ⊢ α, where Γ is a
set of proof and test formulas, and α is either empty, or a proof formula, or a
test formula.
The following are the rules of the proof system—let us call it KT.
Γ,Ap ⊢ Ap Γ,At ⊢ At
Γ,Ap, Bt ⊢
Γ ⊢ A→ Bp Γ ⊢ A
p Γ ⊢ Bt
Γ ⊢ A→ Bt
Γ,At ⊢
Γ ⊢ Ap
Γ,Ap ⊢
Γ ⊢ At
Γ ⊢ At Γ ⊢ Ap
Γ ⊢
It is quite easy to prove that KT is a presentation of classical logic.
Proposition 1. The sequent Γ ⊢ ∆ is derivable in LK iff the judgment Γp, ∆t ⊢
is derivable in KT.
As a direct consequence, A is classically valid iff there exists a derivation of
⊢ Ap in KT.
2.2 Leaving the classical world . . .
It is immediate to observe that the proof-test duality is reminiscent of the well-
known de Morgan duality: if we translate each Ap as A and each At as ¬A in
the above proposed deductive system, we obtain a set of admissible rules for LK.
But, in spite of such a connection, the proof-test duality does not introduce any
kind of classical principle, and in fact it will be used in an intuitionistic setting.
Looking carefully at the proposed system, it is possible to observe that:
• a premise At morally corresponds to a conclusion A;
• a conclusion At morally corresponds to a premise A;
• a premise Ap directly corresponds to a premise A;
• a conclusion Ap directly corresponds to a conclusion A.
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As a matter of fact, it is possible to translate each judgment G of KT in an
ordinary sequent S = (G)+ of LK:
• (Γp, ∆t ⊢)+ = Γ ⊢ ∆;
• (Γp, ∆t ⊢ Ap)+ = Γ ⊢ ∆,A;
• (Γp, ∆t ⊢ At)+ = Γ,A ⊢ ∆;
Such a translation, when applied to the rules of KT, produces the rules:
Γ,A ⊢ ∆,A
Γ,A ⊢ ∆,B
Γ ⊢ ∆,A→ B Γ ⊢ ∆,A Γ, B ⊢ ∆Γ,A→ B ⊢ ∆ Γ,A ⊢ ∆ Γ ⊢ ∆,AΓ ⊢ ∆
which are the standard LK rules of classical logic.
Now, let us consider minimal logic, i.e., the system of types for simply typed
λ-calculus. We know that minimal logic is obtained by means of a structural
constraint: the sequents must have exactly one conclusion.
If we want that the ( )+ translation produces minimal logic sequents, we
must constrain the structure of derivable judgments in such a way that:
C1. for each judgment Γ ⊢ Ap, the set Γ does not contain test formulas;
C2. for each judgment Γ ⊢, the set Γ contains exactly one test formula;
C3. for each judgment Γ ⊢ At, the set Γ contains exactly one test formula.
The simpler way to obtain a deductive system such that all the derivable
judgments obey to the constraints (C1), (C2) and (C3) is to impose a linear
discipline for test formulas, as in the deductive system below—let us call it mT.
Γp, Ap ⊢ Ap Γp, At ⊢ At
Γp, Ap, Bt ⊢
Γp ⊢ A→ Bp Γ
p ⊢ Ap Γp, Ct ⊢ Bt
Γp, Ct ⊢ A→ Bt
Γp, At ⊢
Γp ⊢ Ap
Γp, Ap, Bt ⊢
Γp, Bt ⊢ At
Γp, Bt ⊢ At Γp ⊢ Ap
Γp, Bt ⊢
It is possible to prove that mT is a presentation of minimal logic.
Proposition 2. The sequent Γ ⊢ A is derivable in minimal logic iff the judgment
Γp ⊢ Ap is derivable in mT.
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2.2.1 ... and approaching to continuations.
In the perspective of the development of a type theory for continuations, we
think that the notion test described above is the right one. Therefore, let us
propose an extension of the standard Curry-Howard isomorphism, by providing
a correspondence between:
• deductions of Ap and programs of type Ap;
• deductions of At and continuations of type At.
As a first step, let us transform mT into a type system.
Γp, x : Ap ⊢ x : Ap Γp, k : At ⊢ k : At
Γp, x : Ap, k : Bt ⊢ u →p
Γp,⊢ λ〈xA
p
, kB
t
〉.u : A→ Bp Γ
p ⊢ p : Ap Γp, k : Ct ⊢ t : Bt →t
Γp, k : Ct ⊢ 〈p, t〉 : A→ Bt
Γp, k : At ⊢ u
λp
Γp ⊢ λkA
t
.u : Ap
Γp, x : Ap, k : Bt ⊢ u
λt
Γp, k : Bt ⊢ λxA
p
.u : At
Γp, k : Bt ⊢ t : At Γp ⊢ p : Ap
@
Γp, k : Bt ⊢ t • p
The reduction rules for terms that naturally arise from the above syntax are:
〈p, t〉 • λ〈x, k〉.u → u[p/x, t/k]
λx.u • p → u[p/x]
t • λk.u → u[t/k]
Unfortunately, such a system has the main defect of any naive term system
associated to classical logic: it is non-confluent. In fact,
λx.u ′ • λk.u ′′
wwooo
oo
oo
oo
oo
''OO
OO
OO
OO
OO
O
u ′[λk.u ′′/x] u ′′[λx.u ′/k]
and there is no general way to close the diagram.
The non-confluence of the calculus cannot be solved by imposing a fixed
reduction strategy for λx.u ′ • λk.u. There is not a standard way to make a
choice between λx.u ′ • λk.u → u ′[λk.u ′′/x] and λx.u ′ • λk.u → u ′′[λx.u ′/k].
Each of the two possible choices implies serious problem in normalization. It is
exactly the problem of reducing a cut between ¬A and A in classical logic.
Moreover, there is a “programming language” reason forcing to reject the
choice of fixed reduction strategy for λx.u ′ • λk.u.
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By assuming that λx.u ′ • λk.u always reduces to u ′[λk.u ′′/x], we impose
that continuation are “functions”; on the other hand, by assuming λx.u ′ •λk.u
always reduce to u ′′[λx.u ′/k], we impose that continuations are “arguments”.
But, unfortunately, both that choices do not agree with the continuation passing
style translations of Call-by-Value and Call-by-Name functional languages (e.g.,
see [14]). In other words, “we cannot statically determine whether a continuation
is an argument or a function”.
In order to solve the problem of composition between tests (continuations)
and proofs (programs) we propose:
1. a “new class of types” Aq, where is any intuitionistic type, s.t. Aq is a
subtype of Ap;
2. two different ways for composing a program p and a continuation t:
• a standard composition pt, in which the continuation is an argument;
• a dynamic composition t;p, where which term plays the role of the
argument is not statically fixed (it could be either t or p), depending
on the shape of t and p.
3 The ptq-calculus
The set of the type expressions is given by the following grammar:
X ::= X1 | . . . | Xk base types
A ::= X | A→ A intuitionistic types
P ::= Ap proof types
T ::= At test types
Q ::= Aq q-proof types
W ::= P | T | Q types
The set of the ptq-term expressions, or ptq-terms for short, is defined by the
following grammar:
x ::= x0, x1, . . . p-variables
k ::= k0, k1, . . . t-variables
p ::= x | λ〈x, k〉.u | λk.u p-terms
t ::= ∗ | k | 〈p, t〉 | λx.u t-terms
q ::= λk.u q-terms
u ::= t;p | qt e-terms
In order to simplify the treatment of substitution, we shall assume to work
modulo variable renaming, i.e., term-expressions are equivalence classes modulo
α-conversion. Substitution up to α-equivalence is defined in the usual way.
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3.1 The type system
A type environment Ξ is either a set Γ or a pair of sets Γ ⊲ δ, where Γ is a
(possibly empty) set x1 : P1, . . . , xn : Pn of typed p-variables, such that all the
variables xi are distinct, and δ is either a singleton k : A
t (a typed t-variable)
or a singleton ∗ : At (a typed constant).
A judgment is an expression Ξ ⊢ ξ, where Ξ is a type environment, ξ is a
typed ptq-term expression, and all the free variables in ξ occur in Γ .
The set of the well-typed ptq-terms and the set of the well-typed judgments
are defined by the type system in Figure 1, where A and B are metavariables
ranging over intuitionistic types. (In the following, when not otherwise specified,
the metavariables A,B,C, ... will range over intuitionistic types.)
Γ, x : Ap ⊢ x : Ap Γ ⊲ k : At ⊢ k : At
Γ ⊲ ∗ : At ⊢ ∗ : At
Γ, x : Ap ⊲ k : Bt ⊢ u →p
Γ ⊢ λ〈x, k〉.u : A→ Bp Γ ⊢ p : A
p Γ ⊲ δ ⊢ t : Bt →t
Γ ⊲ δ ⊢ 〈p, t〉 : A→ Bt
Γ ⊲ k : At ⊢ u
λp
Γ ⊢ λk.u : Ap
Γ, x : Ap ⊲ δ ⊢ u
λt
Γ ⊲ δ ⊢ λx.u : At
Γ ⊲ k : At ⊢ u
λ
q
Γ ⊢ λk.u : Aq
Γ ⊢ p : Ap Γ ⊲ δ ⊢ t : At
@p
Γ ⊲ δ ⊢ t;p
Γ ⊢ q : Aq Γ ⊲ δ ⊢ t : At
@q
Γ ⊲ δ ⊢ qt
Figure 1: ptq-type system
By inspection of the type system in Figure 1, we see that:
• in well-typed ptq-terms, t-variables are linear;
• in a well-typed p-term/q-term there are no free occurrences of t-variables
and no occurrences of the constant ∗;
• in a well-typed t-term/e-term there is one free occurrence of a t-variable
or, alternatively, one occurrence of the constant ∗, that in any case cannot
be enclosed by a t-variable binder.
Summing up, in order to construct well-typed terms, we suffice one name for
t-variables. Therefore, in the following, we shall assume that all the occurrences
of t-variables have name k.
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Fact 3. The ptq-type system has the substitution property.
1. For any well-typed Γ ⊲ ξ ⊢ t ′ : At, we have that
(a) for every well-typed Γ, ∆ ⊲ k : At ⊢ t : Bt or Γ, ∆ ⊲ ∗ : At ⊢ t : Bt,
the corresponding Γ, ∆ ⊲ ξ ⊢ t[t ′/k] : Bt or Γ, ∆ ⊲ ξ ⊢ t[t ′/∗] : Bt is
well-typed;
(b) for every well-typed Γ, ∆ ⊲ k : At ⊢ u or Γ, ∆ ⊲ ∗ : At ⊢ u, the
corresponding Γ, ∆ ⊲ ξ ⊢ u[t ′/k] or Γ, ∆ ⊲ ξ ⊢ u[t ′/∗] : Bt is
well-typed.
2. For any well-typed Γ ⊢ p ′ : Ap, we have that
(a) for every well-typed Γ, ∆, x : Ap ⊲ ξ ⊢ t : Bt, then Γ, ∆ ⊲ ξ ⊢ t[p ′/x] :
Bt is well-typed;
(b) for every well-typed Γ, ∆, x : Ap ⊢ u or Γ, ∆, x : Ap ⊢ p : Bp or Γ, ∆, x :
Ap ⊢ q : Bq, the corresponding Γ, ∆ ⊢ u[p ′/x] or Γ, ∆ ⊢ p[p ′/x] : Bp or
Γ, ∆ ⊢ q[p ′/x] : Bq is well-typed.
A term is t-closed when it does not contain free occurrences of t-variables.
We have already seen that every well-typed p-term/q-term is t-closed and that
every t-closed well-typed t-term/e-term contains either a free occurrence of the
t-variable k or an occurrence of the constant ∗ outside the scope of any t-
binder. Thus, every t-closed well-typed t-term t∗ or e-term u∗ can be obtained
by replacing ∗ for the free t-variable k in a well-typed t-term t or e-term u that
does not contain any occurrence of the constant ∗, namely
t∗ = t[∗/k] with t∗[k/∗] = t
u∗ = u[∗/k] with u∗[k/∗] = u
respectively.
In the following, we shall only consider well-typed ptq-terms and well-typed
judgments; therefore, we shall omit to specify that a term or judgment is well-
typed. When not otherwise specified, we shall always denote t-closed t-terms
or e-terms with a ∗ subscript; moreover, given a t-closed t-term t∗ and a t-
closed e-term u∗, the terms t and u are the terms such that t∗ = t[∗/k] and
u∗ = u[∗/k].
The ∗-composition of t-closed t-terms is defined by
t∗ ◦ t
′
∗
= t ′
∗
[t∗/∗] = t
′[t∗/k]
It is readily seen that the ∗-composition is associative and that ∗ is its neutral
element. Such a composition is extended to
t∗ ◦ u∗ = u∗[t∗/∗] = u[t∗/k]
which corresponds to t∗ ◦ (t
′
∗
;p) = (t∗ ◦ t
′
∗
);p and t∗ ◦ qt
′
∗
= q(t∗ ◦ t
′
∗
).
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3.2 Computations
According to a standard lazy approach, the reduction rules that we shall define
do not reduce inside the scope of a λ or λ binder and inside a pair. Since
• a p-term is either a variable or begins with a λ,
• a t-term is either a variable or begins with a λ or it is a pair,
• a q-term begins with a λ,
t-terms, p-terms and q-terms are irreducible.
Now, let us observe that every e-term u is the composition of irreducible
terms, namely u = t;p or u = qt, where t, p, q are irreducible. In the ptq-
calculus, we do not have any kind of evaluation context, nor any notion of
reduction strategy: a term (a e-term) contains at most one redex and either it
is in normal form or it is the redex to be reduced. This is a main difference
w.r.t. standard λ-calculi, where we may choose the order of evaluation by fixing
a reduction strategy, for instance, (lazy) call-by-value or call-by-name. More-
over, even when we choose a reduction strategy, the β-redex R that we have to
reduce may be deeply nested into the term T , that is T = C[R], where C[] is the
evaluation context determined by the reduction strategy.
The fact that in the ptq-calculus e-terms only can be redexes corresponds to
the intended interpretation that proofs are programs and tests are continuations.
In particular, in order to start the execution of a program we need to pass a
continuation to it, that is we have to compose the p-term corresponding to
the program that we want to execute with the t-term corresponding to the
continuation that we want to pass to it.
In a p-composition u = t;p, the execution is controlled by the shape of the
t-term t (the continuation), namely
1. when t is a constant or a pair, the control passes to the p-term p. In
particular,
(a) if p = λk.u, then p corresponds to a suspended execution that is
waiting for a continuation to put in the place of the parameter k.
When p is applied to the t-term t, the variable k is replaced with t
in the body of p and the execution resumes;
(b) if p = λ〈x, k〉.u, then p corresponds to a suspended execution that is
waiting for a program to put in the place of the parameter x and a
continuation to put in the place of the parameter k. Then the term
t;p reduces only when t = 〈p ′, t ′〉 is a pair; in that case, the variables
x and k in u are replaced by the program p ′ and the continuation t ′,
respectively, and the execution resumes;
2. when t is a λ-abstraction, the continuation corresponding to t = λx.u can
be interpreted as a suspended execution waiting for the actual value of
a parameter x. Therefore, after replacing the program p for x in u, the
execution resumes.
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Summing up, we have the reduction rules
∗; λk.u → u∗
〈p, t〉; λk.u → u[〈p, t〉/k]
〈p, t〉; λ〈x, k〉.u → u[p/x, t/k]
λx.u;p → u[p/x]
Let us remark that, when t and p are both λ-abstraction, t = λx.u is
a λ-abstraction, if p = λk.u ′ is a λ-abstraction too, we might try to reduce
t;p = λx.u; λk.u ′ by replacing t for the variable k in u ′. Unfortunately, such a
reduction rule would lead to the critical pair
u ′[λk.u/x] ←[ λx.u ′; λk.u → u[λx.u ′/k]
In order to avoid critical pairs, we assume that, when t is a λ-abstraction, t
is the function to be applied on the argument p, independently from the shape
of p. In other words, we have a dynamic reduction strategy, corresponding to a
sequential policy of the kind “first fit”, which summarizes in the following rule:
reducing a t-application t;p
1. analyze first t and then p;
2. contract the application by assuming that the first term that is “us-
able” as a function receives the other term as an argument.
The previous reduction rule does not suffice for our purposes. In some cases,
namely for the encoding of call-by-value, we also need the rule that takes the
t-term t as an argument of some kind of function constructed by abstracting the
only free t-variable k in the e-term u, even when t = λx.u is a λ-abstraction at
its turn. For this reason, in the type system, we have an abstraction λk.u : Aq
that, if k : At, construct a term q : Aq, whose type is not a test type, and
another application qt, for which we have the only reduction rule
λx.u; t → u[t/k]
Let us remark that, since any q-term is a λ-abstraction, a term qt is always a
redex.
In the previous analysis we have omitted the case in which t is a variable.
The reason is that, if we take k; λk.u→ u, we do not have (k; λk.u)[λx.u ′/k]→
u[λx.u ′/k], but (k; λk.u)[λx.u ′/k] → u ′[λk.u/x]. Because of this, we prefer to
assume that the term k;p is always irreducible. This also explains the role of the
constant ∗. Since, such a constant cannot be bound, it cannot be interpreted as
a placeholder for an arbitrary t-term and there is no problem in reducing the
e-term ∗; λk.u to u∗. Anyhow, we remark that ∗; λ〈x, k〉.u is irreducible.
In order to complete the explanation of the role of the constant ∗, let us recall
that we want to interpret a p-term p as the translation of a program. Since
e-terms only are reducible, in order to start the computation of p we have to
composite it with some t-term, that is to pass some continuation to the program.
The simplest choice is to compose p with the constant ∗. Correspondingly,
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the constant ∗ plays the role of the initial continuation of the system:
the continuation that the “system” passes to the compiled code in
order to start the computation.
This assumption is fully justified by the fact that, following a Continuation
Passing Style, we shall compile any λ-term into t-closed p-term. Because of this,
we can also
restrict the reduction rules to t-closed terms.
The complete set of the rules of the calculus are given in Figure 2.
∗; λk.u → u∗
〈p, t∗〉; λk.u → u[〈p, t∗〉/k]
〈p, t∗〉; λ〈x, k〉.u → u[p/x, t∗/k]
λx.u∗;p → u∗[p/x]
(λk.u)t∗ → u[t∗/k]
Figure 2: The reduction rules of the ptq-calculus (restricted to t-closed terms)
As usual, we shall denote by
∗→ the transitive and reflexive closure of →.
One of the standard interpretation of a continuation is as the rest of com-
putation: the continuation passed to a program specifies how the computation
must continue after the completion of the program. (For a comparison of this
interpretation with the interpretation that thinks at a continuation as an eval-
uation context, see [2].) Accordingly, we expect that the reduction of t;p starts
by the reduction that mimic the execution of the program corresponding to p
and that, only after the completion of that program, the execution is resumed
by the continuation. In practice, we expect that t∗;p
∗→ t∗ ◦u∗ = u[t/k], when-
ever ∗;p
∗→ u∗. However, it is readily seen that this cannot hold if t∗ = λx.u ′∗
and p = λk.u ′′
∗
.
Lemma 4 gives the exact condition under which we may get the expected
replacement property: either t∗ is not a λ-abstraction or, when this is not
the case, during the reduction of ∗;p we never apply the rule that reduces a
term with the shape ∗; λk.u ′′
∗
. Let us remark that this condition hold for the
translations of λ-terms that we shall give in the paper.
Lemma 4. Let u∗ be an e-term s.t. u∗
∗→ u ′
∗
. Given a t-term t∗,
1. if t∗ is not an abstraction λx.u
′′
∗
, or
2. u∗
∗→ u ′
∗
without reducing any redex with the shape ∗; λk.u ′′
∗
,
then t∗ ◦ u∗
∗→ t∗ ◦ u ′∗, for every closed t-term t∗.
Proof. By inspection of the reduction rules, we see that, since we cannot have
u∗ = λx.u
′′
∗
; λk.u ′
∗
, the statement holds for a one-step reduction. Then, by
induction on the length of the reduction, we conclude.
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3.3 Readback
The ptq-calculus can be translated into the λ-calculus by a map that associates
to each term of the ptq-calculus a typed λ-term. If we forget the types, every
ptq-term is mapped into a λ-term that contains the same p-variables of the ptq-
term and one special constant , named hole, that plays the role of the free
t-variable in the ptq-term.
A λ-term is a λ-term that may contain occurrences of the hole and whose
variables range over the set of the p-variables. If M and N are λ-terms, the
hole composition is defined by
M ◦N =M[N/]
The hole composition is associative and  is its neutral element, for M ◦  =
M =  ◦M.
The (untyped) readback map J·K is defined in Figure 3. Every t-term is
mapped into a corresponding λ-term that may contain holes, while the other
kind of terms are mapped into λ-terms that does not contain holes.
J∗K =  JxK = x
J〈p, t∗〉K = Jt∗K ◦JpK Jλ〈x, k〉.uK = λx.Ju∗K
Jλx.u∗K = Ju∗K[/x] Jλk.uK = Ju∗K
Jλk.uK = Ju∗K
Jt∗;pK = Jt∗K ◦ JpK
Jqt∗K = Jt∗K ◦ JqK
Figure 3: The readback map
The readback map naturally extends to judgments. The typed λ-terms
obtained by the translation are terms of a typed λ-calculus Λ in which:
• the set of the base types is the same of the ptq-calculus;
• the set of the variables is the set of the p-variables of the ptq-calculus;
• for each type A, there is a constant A : A, the hole of type A;
• the type assignment rules are those of the typed λ-calculus, with the re-
striction that
• a term of Λ cannot contain occurrences of holes with different types (in
any case, a term of Λ may contain more than one hole of the same type);
• the reduction rule is the standard β-reduction.
14
Let Γ = x1 : A1, . . . , xn : An be a set of type assignments for variables. We
shall denote by Γp = x1 : A
p
1, . . . , xn : A
p
n the corresponding type assignment
for p-variables. The readback of typing judgments is defined by:
JΓp ⊲ k : At ⊢ t : BtK = Γ, : B ⊢ Jt∗K : A
JΓp ⊲ ∗ : At ⊢ t∗ : B
tK = Γ, : B ⊢ Jt∗K : A
JΓp ⊲ ⊢ p : ApK = Γ ⊢ JpK : A
JΓp ⊲ ⊢ q : AqK = Γ ⊢ JqK : A
JΓp ⊲ k : At ⊢ uK = Γ ⊢ Ju∗K : A
JΓp ⊲ ∗ : At ⊢ u∗K = Γ ⊢ Ju∗K : A
Remark 5. Typed λ-terms with holes are a sort of typed contexts. But, differ-
ently from the standard definition of contexts, Λ-terms are equivalence classes
modulo variable renaming (α-rule), for hole instantiation is not variable captur-
ing. In a standard context, if a hole is in the scope of a λ-abstraction binding
the variable x, the free occurrences of the variable x in a term M will be bound
by the λ-abstraction when M is put into the hole. In a Λ-term, the hole
composition N ◦ M = N[M/] is defined by means of the standard variable
substitution; therefore, the variable x bound in N must be renamed and the
free occurrences of x in M remain free in N ◦M.
Proposition 6. Let the judgment Γp ⊲ δ ⊢ ξ be derivable in the ptq-calculus.
The judgment JΓp ⊲ δ ⊢ ξK is derivable in Λ.
Proof. By induction on the derivation of Γp ⊲ δ ⊢ ξ.
W.r.t. the readback, the ∗ plays the role of a neutral element, namely
J∗;pK = JpK and Jq∗K = JqK. Indeed, the readback transformation maps the
∗-composition into the hole composition. (Let us recall that the ∗-composition
on t-terms is defined by t∗ ◦ t
′
∗
= t ′[t∗/k].)
Lemma 7.
1. Jt∗ ◦ t
′
∗
K = Jt∗K ◦ Jt
′
∗
K
2. Jt∗ ◦ u∗K = Jt∗K ◦ Ju∗K
Proof. By structural induction on t ′ and u.
1. Let A = Jt∗ ◦ t
′
∗
K and B = Jt∗K ◦ Jt
′
∗
K.
(a) If t ′ = k, then B = Jt∗K ◦ J∗K = Jt∗K ◦ = Jt∗K = Jt∗K∗◦ = A.
(b) If t ′ = 〈t ′′, p〉, thenA = J〈t∗◦t
′′
∗
, p〉K = (by the definition of readback)
Jt∗ ◦ t
′′
∗
K◦JpK = (by the induction hypothesis) (Jt∗K◦ Jt
′′
∗
K)◦JpK =
Jt∗K◦ (Jt
′′
∗
K◦JpK) = (by the definition of readback) Jt∗K◦ J〈t
′′
∗
, p〉K =
B.
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(c) If t ′ = λx.u (with x 6∈ FV(t)), then A = Jt∗◦λx.u∗K = Jλx.(t∗◦u∗)K =
(by the definition of readback) Jt∗ ◦ u∗K[/x] = (by the induction
hypothesis) (Jt∗K ◦ Ju∗K)[/x] = (by x 6∈ FV(t)) Jt∗K ◦ (Ju∗K[/x]) =
(by the definition of readback) Jt∗K ◦ Jλx.u∗K = B.
2. Let A = Jt∗ ◦ u∗K and B = Jt∗K ◦ Ju∗K.
(a) If u = t ′;p, then A = J(t ◦ t ′
∗
);pK = (by the definition of readback)
Jt∗ ◦ t
′
∗
K ◦ JpK = (by the induction hypothesis) (Jt∗K ◦ Jt
′
∗
K) ◦ JpK =
Jt∗K ◦ (Jt
′
∗
K ◦ JpK) = (by the definition of readback) Jt∗K ◦ Jt
′
∗
;pK = B.
(b) If u = qt ′, then A = Jq(t ◦ t ′
∗
)K = (by the definition of readback)
Jt∗ ◦ t
′
∗
K ◦ JqK = (by the induction hypothesis) (Jt∗K ◦ Jt
′
∗
K) ◦ JqK =
Jt∗K ◦ (Jt
′
∗
K ◦ JqK) = (by the definition of readback) Jt∗K ◦ Jqt
′
∗
K = B.
Let us define t∗ ◦ (t
′
∗
;p) = (t∗ ◦ t
′
∗
);p and t∗ ◦ (qt
′
∗
) = q(t∗ ◦ t
′
∗
).
Corollary 8. Jt∗ ◦ uK = Jt∗K ◦ Ju∗K
Proposition 10 proves that the readback is sound w.r.t. beta-reduction. In
order to prove that proposition, we have to show (Lemma 9) that the readback
is sound w.r.t. p-variable substitution.
Lemma 9. Let a be a t-closed t-term or a p-term or a q-term or a t-closed
e-term. Then
Ja[p/x]K = JaK[JpK/x]
Proof. By induction on the structure of a.
Proposition 10. If u→ u ′, then JuK ∗→ Ju ′K. Moreover,
1. if u = 〈p, t∗〉; λ〈x, k〉.u
′′ → u ′′[p/x, t∗/k] = u ′, then JuK =→ Ju ′K;
2. otherwise, JuK = Ju ′K.
Proof. When u = 〈p, t∗〉; λ〈x, k〉.u
′′ → u ′′[p/x, t∗/k], we have that
J〈p, t∗〉; λ〈x, k〉.u
′′K
= J〈p, t∗〉K ◦ Jλ〈x, k〉.u
′′K = J〈p, t∗〉K ◦ λx.Ju
′′
∗
K = Jt∗K ◦ (λx.Ju
′′
∗
K)JpK→ Jt∗K ◦ Ju ′′∗ K[JpK/x] = (by Lemma 9) Jt∗K ◦ Ju ′′∗ [p/x]K
= Jt∗ ◦ u
′′
∗
[p/x]K = Ju ′′[p/x, t∗/k]K
For the other reduction rules, we have instead
• J∗; λk.u ′′K = Ju ′′
∗
K
• J〈p, t∗〉; λk.u
′′K = J〈p, t∗〉K ◦ Ju
′′
∗
K = J〈p, t∗〉 ◦ u
′′
∗
K = Ju ′′[〈p, t∗〉/k]K
• Jλx.u ′′
∗
;pK = Ju ′′
∗
K[JpK/x] = Ju ′′[p/x]K
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• J(λk.u ′′)t∗K = Jt∗K ◦ Ju
′′
∗
K = Jt∗ ◦ u
′′
∗
K = Ju ′′[t∗/k]K
Concluding, we can state that:
• 〈p, t∗〉; λ〈x, k〉.u is a β-redex and that 〈p, t∗〉; λ〈x, k〉.u → u ′[p/x, t∗/k] is
the β-rule of the ptq-calculus;
• all the other redexes of the calculus are control redexes and the corre-
sponding rules are the control rules of the ptq-calculus;
• a reduction u∗
∗→ u ′
∗
is a control reduction when it does not contract any
β-redex.
3.4 Termination of the computations of the ptq-calculus
The reduction of any e-term u∗ is deterministic—let us recall that any e-term
is in normal form or is a redex (the only one in the term). Therefore, for every
e-term there is only one maximal reduction sequence that, as we are going to
prove, ends with a normal form.
By Proposition 10, any reduction of u∗ cannot contain a number of β-rules
greater than the length of the longest reduction of Ju∗K (let us recall that such a
term is typable in the simply typed λ-calculus, thus it is strongly normalizing).
Therefore, if the e-term u∗ has an infinite reduction, such a reduction must
eventually end in an infinite sequence of control reductions.
In order to prove that the control reduction are terminating, we can associate
a measure to every (t-closed) ptq-term that, given a function from the set of the
p-variables into the set of the natural numbers N, maps
• every t-term into a function of type (N→ N)→ N→ N;
• every p-term into a natural number;
• every q-term and every e-term into a function of type (N→ N)→ N.
Denoting by |a|σ the map that, given a function σ from the set of the p-
variables into N, associates to a ptq-term a its measure, the maps
|t∗|σ : (N→ N)→ N→ N |p|σ : N
|q|σ : (N→ N)→ N |u∗|σ : (N→ N)→ N
are defined by
|∗|σ f n = f n |x|σ = σ(x)
|〈p, t∗〉|σ f n = n |λ〈x, k〉.u|σ = 0
|λx.u∗|σ f n = |u∗|σ[x7→n](f) |λk.u|σ = |u∗|σ id
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|λk.u|σ f = |u∗|σ f
|t∗;p|σ f = (|t∗|σ f |p|σ) + 1
|qt∗|σ f = (|q|σ (|t∗|σ f)) + 1
The key properties that have inspired the definition of the above measure
are summarized by the following fact.
Fact 11. Let a be a t-closed t-term or a p-term or a q-term or a t-closed e-term.
1. |a[p/x]|σ = |a|σ[x7→ |p|σ], for every p-term p.
2. |t∗ ◦ a|σ f = |a|σ(|t∗|σ f), for every t-closed t-term t∗, when a is a t-closed
t-term or a t-closed e-term.
Proof. By induction on the structure of a.
1. Straightforward.
2. In the base case a = ∗, we have |t∗ ◦ ∗|σ f = |t∗|σ f = |∗|σ (|t∗|σ f). The
induction steps are:
(a) if a = 〈p, t ′
∗
〉, then |t∗ ◦ 〈p, t
′
∗
〉|σ f = id = |〈p, t
′
∗
〉|σ (|t∗|σ f);
(b) if a = λx.u∗ with x 6∈ FV(t∗), then |t∗ ◦ λx.u∗|σ f = λn.|t∗ ◦ u∗|σ[x7→n] f
= (by the induction hypothesis and x 6∈ FV(t∗)) λn.|u∗|σ[x7→n] (|t∗|σ f)
= |λx.u∗|σ (|t∗|σ f);
(c) if a = t ′
∗
;p, then |t∗ ◦ (t
′
∗
;p)|σ f = |t∗ ◦ t
′
∗
|σ f |p∗|σ + 1 = (by the
induction hypothesis) |t ′
∗
|σ (|t∗|σ f) |p∗|σ + 1 = |t
′
∗
;p|σ (|t∗|σ f);
(d) if a = qt ′
∗
, then |t∗ ◦ (qt
′
∗
)|σ f = |q|σ (|t∗ ◦ t
′
∗
|σ f) + 1 = (by the in-
duction hypothesis) |q|σ(|t
′
∗
|σ (|t∗|σ f)) + 1 = |qt
′
∗
|σ (|t∗|σ f).
The measure of an e-term u∗ corresponds to the length of its longest control
reduction. Let us define
ℓ(u∗) = sup{l | l is the length of a control reduction u∗
∗→ u ′
∗
}
.
Lemma 12. For every e-term, ℓ(u∗) is finite. Moreover, ℓ(u∗) = |u∗|o id − 1,
where o is the map that associates 0 to every free variable of u∗.
Proof. Let us prove by induction on ℓ(u∗) that |u∗|o id = ℓ(u∗)+ 1. We proceed
by case analysis.
1. Let u∗ = t∗;p with t∗ = ∗ or t∗ = 〈p
′, t ′
∗
〉. We have that |t∗;p|o id =
|t∗|o id |p|o + 1 = |p|o + 1. Therefore, we have to show that |p|o = ℓ(t∗;p).
(a) if p = x, then |x|o = o(x) = 0 = ℓ(t∗; x), since t∗; x is a normal form;
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(b) if p = λ〈k, x〉.u ′
∗
, then |λ〈k, x〉.u ′
∗
|o = 0 = ℓ(t∗; λ〈k, x〉.u
′
∗
) since
t∗; λ〈k, x〉.u
′
∗
is a normal form for the control rules;
(c) if p = λk.u ′
∗
, then t∗; λk.u
′
∗
→ t∗ ◦ u ′∗ and |λk.u ′∗|o = |u ′∗|o id =
(since |t∗|o id = id, by the hypothesis on t∗) |u
′
∗
|o (|t∗|o id) = (by
Fact 11) |t∗ ◦ u
′
∗
|o id = (by the induction hypothesis) ℓ(t∗ ◦ u
′
∗
)+1 =
ℓ(t∗; λk.u
′
∗
).
2. Let u∗ = λx.u
′
∗
;p. We have that λx.u ′
∗
;p → u ′
∗
[p/x] and |λx.u ′
∗
;p|o id =
|λx.u ′
∗
|o id |p|o + 1 = |u
′
∗
|o[x7→ |p|o] id + 1 = (by Fact 11) |u ′∗[p/x]|o id+ 1 =
(by the induction hypothesis) ℓ(u ′
∗
[p/x]) + 2 = ℓ(λx.u ′
∗
;p) + 1.
3. Let u∗ = (λk.u
′
∗
)t∗. We have that (λk.u
′)t∗ → t∗◦u ′∗ and |(λk.u ′)t∗|o id =
|λk.u ′|o (|t∗|o id) + 1 = |u
′
∗
|o (|t∗|o id) + 1 = (by Fact 11) |t∗ ◦ u
′
∗
|o id+ 1 =
(by the induction hypothesis) ℓ(t∗ ◦ u
′
∗
) + 2 = ℓ((λk.u ′
∗
)t∗) + 1.
We can then conclude that the ptq-calculus is (strongly) normalizing.
Theorem 13. There is no infinite reduction of any e-term of the ptq-calculus.
Proof. By Proposition 10, the maximal reduction of an e-term u∗ cannot contain
an infinite number of β-rules. By Lemma 12, that reduction cannot contain an
infinite sequence of control rules neither.
The previous result ensures that the ptq-calculus may be used as a computa-
tional tool for the implementation of β-reduction. In fact, Theorem 13 implies
that, when the t-closed e-term u∗ is a representation of a given simply typed
λ-term M, the reduction of u∗ terminates with a representation of the normal
form of M.
Theorem 14. Let N be the normal form of a simply typed λ-term M. If u∗
is an e-term s.t. Ju∗K = M, there is u∗
∗
7→ u ′
∗
s.t. Ju ′
∗
K = N. In particular,
Ju ′
∗
K = N when u ′
∗
is the normal form of u∗.
Proof. By Proposition 10 and Theorem 13.
4 Translations
Theorem 14 shows that the ptq-calculus is a well-suited target language for the
“compilation” of λ-terms: given a suitable translation of λ-terms into ptq-terms,
we can compute the normal form of a λ-term by reducing its corresponding ptq-
term; where by suitable translation we mean a (total) map that inverts the
readback.
Let us remind that, since in a ptq-term there is at most one redex, the reduc-
tion of the ptq-term is deterministic and induces a particular reduction strategy
of its readback. As a consequence, any translation of λ-terms into ptq-terms
defines a reduction strategy for λ-terms. In particular, and this is the interest-
ing computational property of the ptq-calculus, we can define translations that
implement Call-by-Value and Call-by-Name (see Plotkin [14]).
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4.1 Call-by-Value and Call-by-Name λ-calculus
In the Call-by-Value (CbV) and in the Call-by-Name (CbN) λ-calculus a λ-term
is a value if it is not an application. The main rule, in both cases, is the β-rule
of λ-calculus that, in CbV, is restricted to the case in which a λ-abstraction is
applied to a value.
In the paper we shall consider the lazy case only, that is we shall not reduce
the β-redexes that are in the scope of a λ-abstraction.
The reduction rules of CbN and CbV will be given by means of inference
rules that do not extend to contexts. In the case of CbN, we have two rules
(small step natural semantics of CbN):
βn
(λx.M)N 7→n M[N/x] M 7→n M1MN 7→n M1N
The βn-rule is the standard β-reduction of λ-calculus restricted to the case in
which the reducing term is a β-redex. The second rule, instead, allows to reduce
a β-redex when it is the left-most-outer-most head application of the term.
The CbN-normal form of any closed λ-term M is a value V , say M ⇓n V .
The relation ⇓n is defined by the following rules (big step natural semantics of
CbN):
V ⇓n V
M ⇓n λx.M1 M1[N/x] ⇓n V
MN ⇓n V
where V denotes a value.
The main reduction rule of CbV is the usual β-rule restricted to the case in
which the reducing term is a β-redex whose argument is a value, namely
βv
(λx.M)V 7→v M[V/x]
where V denotes a value.
As in the case of CbN, the small steps natural semantics of CbV is completed
by the inference rules that allow to reduce the head redexes of an application
that, in this case, can be in the argument part also. However, we have to fix an
evaluation order deciding which part of an application we want to reduce first.
The rules that reduce the function part first are
M 7→v M1
MN 7→v M1N
N 7→v N1
VN 7→v VN1
where V denotes a value. Otherwise, if one wants to reduce the argument first,
the rules are
N 7→v N1
MN 7→v MN1
M 7→v M1
MV 7→v M1V
where V denotes a value.
20
Both choices lead to the following big step natural semantics for CbV
V ⇓n V
M ⇓v λx.M1 M1[W/x] ⇓v V N ⇓v W
MN ⇓n V
where V and W denote values.
The typing rules of CbV and CbN are the usual ones of simply typed λ-
calculus.
4.2 Plotkin’s translations
In his seminal paper [14], Plotkin gave two translations that allow to implement
CbN by CbV and vice versa. Both the translations map an application into a
value, that is into a term that is in normal form—let us remind that we do not
reduce in the scope of an abstraction. In order to start the computation of the
translated term, we have to pass the identity I = λx.x to it—the term I plays
the role of the initial continuation.
4.2.1 CbN translation
The CbN translation is defined by the map
⌈x⌉n = x
⌈λx.M⌉n = λk.k(λx.⌈M⌉n)
⌈MN⌉n = λk.⌈M⌉n(λm.m⌈N⌉nk)
that translates a λ-term M into another λ-term ⌈M⌉n s.t. the CbV reduction
of ⌈M⌉n corresponds to the CbN reduction of MI.
The untyped CbN translation of terms given above corresponds to the fol-
lowing translation of typed terms
Γ ⊢ M : A
CbN
 ⌈Γ⌉n ⊢ ⌈M⌉n : ⌈A⌉n
where, if Γ = x1 : A1, . . . , xn : An, then ⌈Γ⌉
n = x1 : ⌈A1⌉
n, . . . , xn : ⌈An⌉
n, and
the translation of the types ⌈A⌉n is defined by
⌈A⌉n = ⌊A⌋n → o→ o
⌊X⌋n = X ⌊A→ B⌋n = ⌈A⌉n → ⌈B⌉n
where o is a new base type and X denotes a base type.
For the analysis of the correspondence between Plotkin’s translation and
the ptq-translation that we shall give in the following, let us observe that, by
uncurryfying the translation of A→ B, we can assume
⌊A→ B⌋n = (⌈A⌉n × (⌊B⌋n → o))→ o
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Correspondingly, the CbN translation of terms becomes
⌈x⌉n = x
⌈λx.M⌉n = λk.k(λ(x, h).⌈M⌉nh)
⌈MN⌉n = λk.⌈M⌉n(λm.m(⌈N⌉n, k))
4.2.2 CbV translation
The CbV translation is defined by the map
⌈x⌉v = λk.kx
⌈λx.M⌉v = λk.k(λx.⌈M⌉v)
⌈MN⌉v = λk.⌈M⌉v(λm.⌈N⌉v(λn.mnk))
that translates every λ-termM into another λ-term ⌈M⌉v s.t. the CbN reduction
of ⌈M⌉v corresponds to the CbV reduction of MI.
The map above ensures that, in an application MN, the function M is
evaluated first. Replacing the translation of MN with
⌈MN⌉v = λk.⌈N⌉v(λn.⌈M⌉v(λm.mnk))
we get the translation for the case in which, in an applicationMN, the argument
N is evaluated first.
The untyped CbV translation of terms given above corresponds to the fol-
lowing translation of typed terms
Γ ⊢ M : A
CbV
 ⌊Γ⌋v ⊢ ⌈M⌉
v : ⌈A⌉v
where, if Γ = x1 : A1, . . . , xn : An, then ⌊Γ⌋v = x1 : ⌊A1⌋v, . . . , xn : ⌊An⌋v and
the translations of types ⌊A⌋v and ⌈A⌉
v are defined by
⌈A⌉v = ⌊A⌋v → o→ o
⌊X⌋n = X ⌊A→ B⌋n = ⌊A⌋v → ⌈B⌉v
where o is a new base type and X denotes a base type.
As in the case of CbN translation, by uncurryfying the translation of A→ B,
we get
⌊A→ B⌋n = (⌊A⌋v × (⌊B⌋v → o))→ o
Correspondingly, the CbV translation of terms becomes
⌈x⌉v = λk.kx
⌈λx.M⌉v = λk.k(λ(x, h).⌈M⌉vh)
⌈MN⌉v =
{
λk.⌈M⌉v(λm.⌈N⌉v(λn.m(n, k))) eval M first
λk.⌈N⌉v(λn.⌈M⌉v(λm.m(n, k))) eval N first
where, for MN, we have to choose the upper translation if we want to evaluate
M first or the lower translation if we want to evaluate N first.
22
Call-by-Name
xn = x
λx.M
n
= λ〈x, k〉.k;M
n
MN
n
= λk.〈N
n
, k〉;M
n
Call-by-Value
xv = λk.k; x
λx.M
v
= λk.k; (λ〈x, k〉.M
v
k)
MN
v
= λk.N
v
(λx.M
v
〈x, k〉)
Figure 4: ptq-translations
4.3 Call-by-Name ptq-translation
The CbN ptq-translation derives from the translation that maps every sequent
derivable in minimal logic into the corresponding ptq-sequent, by translating
every formula of minimal logic into a p-formula, that is
Γ ⊢ A
CbN
 Γp ⊢ Ap
The simplest way to get the above correspondence is by the CbN-translation in
Figure 4.
Proposition 15. Let Γ ⊢ M : A be derivable in the simply typed λ-calculus.
Then, Γp ⊢M
n
: Ap is derivable in the ptq-calculus.
Proof. By induction on the structure of M.
4.3.1 Correspondence with Plotkin’s CbN translation
In order to relate the CbN ptq-translation with Plotkin’s CBN translation, let
us observe that we may map the translated Plotkin’s types according to the
following schema:
⌈A⌉n = ⌊A⌋n → o→ o  Ap
⌊A⌋n  A
p ⌊A⌋n → o  At
that also implies, in the translation with pairs,
⌊A→ B⌋n → o = ⌈A⌉n × (⌊B⌋n → o)  A→ Bt
Correspondingly, the CbN Plotkin’s translation of terms becomes
⌈x⌉n  x
⌈λx.M⌉n  λk.k; (λ(x,m).m;M
n
)
⌈MN⌉n  λk.(λm.〈N
n
, k〉;m);M
n
Such a translation can be simplified to the ptq-translation in Figure 4 by observ-
ing that, by η-equivalence λk.(λm.〈⌈N⌉n, k〉;m); ⌈M⌉n = λk.〈⌈N⌉n, k〉; ⌈M⌉n
and that, since in the translation we never use t-terms with the shape λx.u, we
can also assume that λk.k; (λ〈x,m〉.m; ⌈M⌉n) is equivalent to λ〈x,m〉.m; ⌈M⌉n.
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4.4 Call-by-Value ptq-translation
The CbV ptq-translation derives from the translation of minimal logic that
maps the premises of the ending sequent into p-formulas and its conclusion into
a q-formula
Γ ⊢ A  Γp ⊢ Aq
In order to get the above correspondence, one can easily find the CbV translation
in Figure 4.
Proposition 16. Let Γ ⊢ M : A be derivable in the simply typed λ-calculus.
Then, Γp ⊢M
v
: Aq is derivable in the ptq-calculus.
Proof. By induction on the structure of M.
4.4.1 Correspondence with Plotkin’s CbV translation
In order to relate the CbV ptq-translation with Plotkin’s CbV translation, the
translated Plotkin’s types can be mapped to ptq-types according to the following
schema:
⌈A⌉n = ⌊A⌋n → o→ o  Aq
⌊A⌋n  A
p ⌊A⌋n → o  At
that also implies, in the translation with pairs,
⌊A→ B⌋n → o = ⌊A⌋n × (⌊B⌋n → o)  A→ Bt
Correspondingly, the CbV Plotkin’s translation of terms becomes
⌈x⌉v  λk.k; x
⌈λx.M⌉v  λk.k; (λ〈x, h〉.h;M
v
)
⌈MN⌉v  
{
λk.M
v
(λm.(N
v
(λn.〈n, k〉;m)))
λk.N
v
(λn.(M
v
(λm.〈n, k〉;m)))
The translation in which M is evaluated first cannot be simplified. The case in
which N is evaluated first, instead, can be reduced to the CbV ptq-translation
in Figure 4 because of the η-equivalence λm.〈n, k〉;m = 〈n, k〉.
5 Properties of the ptq-translations
5.1 Precomputation
The ptq-translations map λ-terms into p-terms that, in the ptq-calculus, are
irreducible. In order to eval a translated term we have to combine it with
a test. The natural choice for such an initial test is the constant ∗ that, as
already remarked, in our framework plays the role of the initial continuation.
By reducing the ptq-translation u∗ of a λ-term M, we do not get the trans-
lation u ′
∗
of some reduct N of M. We shall see instead that we can get some
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u ′′
∗
s.t. Ju ′′
∗
K = N, which differs from u ′
∗
for the reduction of some control re-
dexes, namely u ′
∗
∗→ u ′′
∗
by a sequence of control rules. Since we know that
the readback M = Ju∗K of an e-term u∗ is not changed by the control rules
(Proposition 10) and that the control reductions are terminating (Lemma 12),
we can take the normal form of u∗ for the control rules as another standard
representation of M. The computation of such a normal form can be merged
with the ptq-translations by defining two variants of the ptq-translations that
map λ-terms into e-terms.
The Call-by-Name translation from λ-terms to e-terms is defined by:
V
n
= ∗;Vn
MN
n
= 〈N
n
, ∗〉 ◦M
n
xn = x
λx.Mn = λ〈x, k〉.k;M
n
where V is a value. The Call-by-Value translation from λ-terms to e-terms is
defined by:
V
v
= ∗;Vv
MV
v
= 〈Vv, ∗〉 ◦M
v
MN
v
= (λx.M
v
〈x, ∗〉) ◦N
v
xv = x
λx.Mv = λ〈x, k〉.M
v
k
where V is a value and N is not a value.
For every value V ,
V
n
= λk.k;Vn V
v
= λk.k;Vv
Remark 17. Let us define
[p1, . . . , pk] =
{
〈p1
n, 〈. . . , 〈pk
n, ∗〉 . . .〉〉 for k > 0
∗ for k = 0
1. MM1 . . .Mk
n
= [M1
n
, . . . ,Mk
n
] ◦Mn. In particular, when M = V is a
value
VM1 . . .Mk
n
= [M1
n
, . . . ,Mk
n
];Vn
2. MV1 . . . Vk
v
= [V1
v
, . . . , Vk
v
] ◦Mvwhere V1, . . . , Vk are values. In par-
ticular, when M = V is a value and when M = PQ where Q is not a
value
V V1 . . . Vk
v
= [V1v, . . . , Vkv];Vv
PQV1 . . . Vk
v
= (λx.P
v
[x, V1v, . . . , Vkv]) ◦Q
v
Lemma 18. For every λ-term M,
1. both M
n
and M
v
are in normal form for the control rules;
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2. by a sequence of control rules
(a) ∗;M
n ∗→Mn,
(b) M
v
∗
∗→Mv.
Proof. Let us separately prove the two items of the statement.
1. Let us start by proving the following claim.
Claim . There are two values Vn and Vv and two t-closed terms tn
∗
and
tv
∗
s.t. M
n
= tn
∗
;Vnn and M
v
= tv
∗
;Vvv, and s.t.:
(a) when M is a value, tn
∗
= tv
∗
= ∗ and M = Vn = Vv;
(b) when M is not a value, tn
∗
and tv
∗
are pairs, namely tn
∗
= 〈p ′, t ′
∗
〉 for
some p ′ and t ′
∗
and tv
∗
= 〈p ′′, t ′′
∗
〉 for some p ′′ and t ′′
∗
.
Proof of the claim. For M
n
, the proof immediately follows by item 1 of
Remark 17: take M = VnM1 . . .Mk. For M
v
, the proof exploits the
inductive definition of M
v
in item 2 of Remark 17: the base case is imme-
diate, just take M = Vv V1 . . . VK; the induction step M = PQV1 . . . Vk
holds by the induction hypothesis on Q
v
and by the fact that Q is not a
value. 
Then, in order to conclude that M
n
= tn
∗
;Vnn and M
v
= tv
∗
;Vvv are in
normal form for the control rules, let us observe that, for any value V :
(a) if V = x, then Vn = Vv = x;
(b) if V = λx.N, then Vn = λ〈x, k〉.u
n and Vv = λ〈x, k〉.u
v for some un
and uv.
2. By structural induction on M. When M = V , where V is a value (base
case), it is readily seen that ∗;V
n → ∗;Vn and Vv∗ → ∗;Vv by a control
reduction. When M = PQ, by the induction hypothesis, we have three
control reductions s.t.: ∗;P
∗→ Pn, for the CbN; Pv∗ ∗→ Pv and Qv∗ ∗→ Qv,
for the CbV. Therefore, by Lemma 4,
• for the CbN, we have the control reduction
∗;M
n
= ∗;PQ
n → 〈Qn, ∗〉;Pn ∗→ 〈Qn, ∗〉 ◦ Pn = Mn;
• for the CbV,
(a) when Q = V is a value, we have the control reduction
∗;M
v
= PV
v
∗ = 〈Vv, ∗〉 ◦ P
v ∗→ 〈Vv, ∗〉 ◦ Pv =Mv;
(b) when Q is not a value, we have the control reduction
∗;M
v
= PQ
v
∗→ (λx.Pv〈x, ∗〉) ◦Qv ∗→ (λx.Pv〈x, ∗〉) ◦Qv = Mv.
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5.2 Readback
One of the key properties of the ptq-translations is that the readback of a trans-
lated term is the term itself.
Proposition 19. For every λ-term M,
1. J∗;M
n
K = JM
n
K = JM
n
K = M
2. JM
v
∗K = JM
v
K = JM
v
K = M
Proof. By the definition of readback, it is readily seen that J∗;M
n
K = JM
n
K
and that JM
v
∗K = JM
v
K.
1. We shall prove JM
n
K = M, by induction on the structure of M.
(a) JxnK = x
(b) Jλx.P
n
K = Jλ〈x, k〉.k;P
n
K = λx.J∗;P
n
K = (by the induction hypothe-
sis) λx.P
(c) JPQ
n
K = Jλk.〈Q
n
, k〉;P
n
K = J〈Q
n
, ∗〉K ◦ JP
n
K = JP
n
KJQ
n
K = (by the
induction hypothesis) PQ
2. By induction on the structure ofM, we shall prove that JM
v
t∗K = Jt∗K◦M.
(a) Jxvt∗K = Jt∗K ◦ Jλk.k; xK = Jt∗K ◦ J∗; xK = Jt∗K ◦ x
(b) JPQ
v
t∗K = Jt∗K ◦ JQ
v
(λx.P
v
〈x, ∗〉)K = (by the induction hypothesis)
Jt∗K ◦ Jλx.P
v
〈x, ∗〉K ◦Q = Jt∗K ◦ JP
v
〈x, ∗〉K[Q/x] = (by the induction
hypothesis) Jt∗K ◦ (J〈x, ∗〉K ◦ P)[Q/x] = Jt∗K ◦ Px[Q/x] = Jt∗K ◦ PQ
(c) Jλx.P
v
t∗K = Jt∗K◦ Jλ〈x, k〉.P
v
kK = Jt∗K◦λx.JP
v
∗K = (by the induction
hypothesis) Jt∗K ◦ λx.P
In particular, JM
v
∗K = J∗K ◦M = M.
By Lemma 18, ∗;M
n ∗→Mn and Mv∗ ∗→Mv by control reductions. Therefore,
by Proposition 10, JM
n
K = J∗;M
n
K = M and JM
v
K = JM
v
∗K =M.
5.3 Soundness and Completeness
Lemma 20. For every pair of λ-terms M,N and every value V
1. M[N/x]
n
= M
n
[N
n
/x]
2. M[V/x]
n
= M
n
[Vv/x]
Proof. By induction on M.
Proposition 21. For every λ-term M.
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1. M→ N in the CbN λ-calculus iff Mn ∗→ Nn.
2. M→ N in the CbV λ-calculus iff Mv ∗→ Nv.
Proof. By induction onM. IfM = V is a value (the base of the induction), it is
readily seen that V
n
= ∗;Vn and V
v
= ∗;Vv are in normal form (see the proof
of item 2 of Lemma 18). Then, let us prove the inductive steps of the two items
in the statement.
1. Let M = VM1 . . .Mk, where V is a value and k > 0. By Remark 17, we
know that M
n
= [M1
n
, . . . ,Mk
n
];Vv. If V = x is a variable, M is a CbN
normal form and [M1
n
, . . . ,Mk
n
]; x is a normal form too. If V = λx.P is
a λ-abstraction, then M→ P[M1/x]M2 . . .Mk = N in the CbN and
M
n
= [M1
n
, . . . ,Mk
n
]; λ〈x, k〉.k;P
n
→ [M2n, . . . ,Mkn];Pn[M1n/x]
= [M2
n
, . . . ,Mk
n
];P[M1/x]
n
(by Lemma 20)
∗→ [M2n, . . . ,Mkn] ◦ P[M1/x]n (by Lemma 18 and Lemma 4)
= P[M1/x]M2 . . .Mk
n
= N
n
2. We have to analyze two cases.
(a) Let M = V V1 . . . Vk, where V, V1, . . . , Vk are values and k > 0. By
Remark 17 we know thatM
n
= [V1v, . . . , Vkv];Vv. If V = x is a vari-
able, M is a CbN normal form and [V1v, . . . , Vkv]; x is a normal form
too. If V = λx.P is a λ-abstraction, in the CbVM→ P[V1/x]V2 . . . Vk
and
M
v
= [V1v, . . . , Vkv]; λ〈x, k〉.k;P
v
→ [V2v, . . . , Vkv];Pv[V1v/x]
= [V2v, . . . , Vkv];P[V1/x]
v
(by Lemma 20)
∗→ [V2v, . . . , Vkv] ◦ P[V1/x]v (by Lemma 18 and Lemma 4)
= P[V1/x]V2 . . . Vk
v
= N
v
(b) Let M = PQV1 . . . Vk, where V1, . . . , Vk are values and Q is not a
value. By Remark 17, M
v
= (λx.P
v
[x, V1v, . . . , Vkv]) ◦Q
v
. If Q is in
normal form for the CbV, then M is in normal form for the CbV. By
the induction hypothesis, Q
v
is in normal form and (see the proof
of Lemma 18) has not the shape ∗;p for some p; therefore, M
v
is in
normal form. If Q → Q ′ in the CbV, then M → PQ ′V1 . . . Vk = N
in the CbV. By the induction hypothesis, Q
v → Q ′v and Mv →
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(λx.P
v
[x, V1v, . . . , Vkv]) ◦ Q
′
v
, by Lemma 4. Then, if Q ′ is not a
value, (λx.P
v
[x, V1v, . . . , Vkv]) ◦Q
′
v
= N
v
, otherwise, if Q ′ = V is a
value, we have
M
v → (λx.Pv[x, V1v, . . . , Vkv]);Vv→ Pv[Vv, V1v, . . . , Vkv]
∗→ [Vv, V1v, . . . , Vkv];Pv
= PVV1 . . . Vk
v
= N
v
Theorem 22. For every λ-term M.
1. If M
∗→ N in the CbN λ-calculus, then Mn ∗→ Nn, namely
∗;M
n ∗ //
N
n
M
∗
CbN
//
_
(·)
n
OO
N
_
(·)
n
OO
2. If M
∗→ N in the CbV λ-calculus, then Mv ∗→ Nv, namely
M
v
∗
∗ //
N
v
M
∗
CbV
//
_
(·)
v
OO
N
_
(·)
v
OO
Proof. By Lemma 18 and Proposition 21.
Theorem 23. For every λ-term M.
1. If ∗;M
n ∗→ u∗, then M ∗→ Ju∗K in the CbN λ-calculus, namely
∗;M
n
_
J·K

∗ // u∗
_
J·K

M
∗
CbN
// Ju∗K
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2. If M
v
∗
∗→ u∗, then M ∗→ Ju∗K in the CbV λ-calculus, namely
M
v
∗
_
J·K

∗ // u∗
_
J·K

M
∗
CbV
// Ju∗K
Proof. By Lemma 18,M
∗→M by a control reduction for CbN and CbV. There-
fore, Ju∗K = M, for every M
∗→ u∗ ∗→ M (by Proposition 10). By Lemma 18,
M is either a normal form or a β-redex. When M is a β-redex, there is a
reduction M → u ′
∗
∗→ u∗ ∗→ N s.t. all the rules but the first one are con-
trol rules (see the proof of Proposition 21). By Proposition 10, we have then
M→ Ju ′
∗
K = Ju∗K = N. Proposition 21 ensures that M→ Ju∗K by CbN or CbV
according to the case that we are considering.
6 Conclusions and further work
Starting from the notion of test introduced by Girard in [7], we have proposed
a new calculus, the ptq-calculus, in which we reformulate in logical terms the
well-known duality programs/continuations, namely in terms of the proofs/tests
duality. In the core of the paper we have shown that the ptq-calculus has inter-
esting logical and computational properties and, by encoding λ-calculus Call-
by-Value and Call-by-Name into it, we have shown that it might be a fruitful
framework for the analysis of reduction strategies and of sequential features of
functional programming languages.
In spite of the classical flavour of ptq-calculus, in the paper we have restricted
our analysis to the intuitionistic case—mainly beacuse our goal was to present
the ptq-calculus as a tool for the study of λ-calculus Call-by-Value and Call-by-
Name. The natural extension of the analysis pursued in the paper to classical
logic leads to relate our approach to Parigot’s λµ-calculus [12, 13]. In particular,
there is a natural bijection between ptq-calculus and λµ-calculus that, however,
does not give a simulation, namely the reductions of the ptq-calculus are not
sound w.r.t. the reductions of the λµ-calculus proposed by Parigot. Such a
mismatch reflects the fact that the ptq-calculus is neither Call-by-Value nor Call-
by-Name, while with the reduction rules of Parigot the λµ-calculus is essentially
Call-by-Name. Therefore, in order to extend our analysis to the classical case,
we aim at relating the ptq-calculus with both the original Call-by-Name λµ-
calculus proposed by Parigot and to the Call-by-Value λµ-calculus proposed by
Ong and Stewart [11], and with Curien and Herbelin’s λ¯µµ˜-calculus [1].
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