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We consider the scattering problem of en4 ’ by a slab S with L-periodic potential 
in the x direction, V= + V, on each half-period ( V0 constant). It is proved that 
there exists a unique solution. We also derive the asymptotic behavior of the 
solution away from the slab. z‘ 1990 Academic Press, Inc 
1. INTRODUCTION 
We denote a variable point in R3 by X= (x,, x2, x3), X= (x, y, z) or r. 
We shall consider the scattering of a beam of particles incident to a slab S 
from below. S has a thickness d and is given by (1 z 1 < d/2}. The potential 
V of the slab is independent of y and, as a function of x, is given by 
i 
vo r/(x)= -/? if O<x<L/2 
0 if L/2 c x -c L, 
V(x+mL)= V(x) for m= +l, +2,.... 
Thus, the potential V(X) in the entire space is given by 
if (zj <d/2 
if IzJ >d/2. 
(1.1) 
(1.2) 
* This work is partially supported by National Science Foundation Grant DMS-86-12880. 
228 
0022-247X/90 $3.00 
Copyright 0 1990 by Academrc Press, Inc. 
All rights of reproduction in any form reserved 
SCATTERING BY STRIPE GRATING 229 
The Schrodinger equation for the wave function Y is 
ig+dY- V’Y=O, (1.3) 
where V is defined by (1.2). A beam of particles of energy E and wave 
vector q = (q, , q2, q3) (I q 1’ = E) is represented in free space by 
We try to find a solution of (1.3) of the form 
Q(r) eCiEt. 
It follows that 
A@+E@=V@. 
Introducing Green’s function of A + E in lR3 
1 eilql II-1’1 
-- 
471 (r-r’) ’ 
we formally conclude that @ is a solution of (1.4) if and only if 
V(r’) @(r’) d3r’; 
(1.4) 
(1.5) 
this is the Lippmann-Schwinger equation. For more details on the physical 
background we refer to Gottfried [7, Sect. 121. 
The equation 
V(r’) @(r’) d3r’ (1.6) 
was studied by Ikebe [9] under the assumption that V(X) is Holder 
continuous in [w3 (except for a finite number of L* singularities) and 
c 
I v(ml 61x(2+” for IX]> [w,, (1.7) 
where C, R,, E are some positive constants. Denote by B the set of all 
functions in C”(rW3) n L”(R3) which vanish at co. Ikebe proved that the 
Riesz-Schauder-Fredholm alternative is valid for (1.6) in the space B. He 
then used this result to develop the spectral theory for the Schrodinger 
operator -A + V in [w3 and to establish existence and properties of the 
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wave operators W, and of the S matrix. More recently Agmon [l] has 
established, by an entirely different method, the same results concerning the 
spectral theory and IV,, S for much more general elliptic operators, 
including, in particular, 1 A f V with 
C 
I vat d (1 + ,xl)l+c (1.8) 
for some C> 0, E > 0; potentials satisfying (1.8) are referred to as short 
range potentials. These results can be extended to potentials V+ V,, where 
V is short range and V, = V, (I XI ) is a radial function which need not even 
be bounded at CD; see Ben-Artzi [2]. For further work by other authors 
on both short range potentials and long range radial potentials see the 
references in [ 1, 2, 93. 
The potential (l.l), (1.2) used in this paper does not satisfy the short 
range condition and, of course, it is not radial. Thus it is not included in 
the class of potentials for which scattering theory has been developed. The 
interest in this particular potential comes from industry:’ 
If one substitutes bismuth at certain lattice points of rare earth garnet 
crystals, one gets a material which exhibits an almost ideal magnetic stripe 
domain structure. The structure consists of a one-dimensional periodic 
array of regions of nearly constants magnetization, so that the magnitudes 
of magnetization vectors in two adjacent regions are the same, but their 
directions are opposite. This condition produces the alternating-sign 
magnetic permeability tensors. When a beam of light is passed through 
such a film, it splits into many diffracted beams. The angles of the diffrac- 
ted-beam directions relative to the incident-beam direction are determined 
by the periodicity length. 
By appropriate tuning of the material parameters and film thickness one 
can achieve high-efficiency beam deflection. That is, it is possible to channel 
most of the incident energy into a single beam which is at a specific angle’ 
to the incident beam. 
It is an important property at these garnet films that the application of 
a magnetic field can modify the stripe domain structure. It is possible in 
this way to rotate the direction of periodicity and to change the periodicity 
length. Thus, one has the ability to vary both the azimuthal and the polar 
deflection angles purely electronically (i.e., without mechanically modifying 
the grating). 
Here we consider the mathematically simpler case of diffraction of par- 
ticles by a stripe grating of a potential field V (rather than a magnetic one); 
’ We thank Dr. Robert Ore from UNISYS (Minneapolis, MN) for introducing us to this 
problem and for many useful conversations. 
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see however Remark 5.4. Thus instead of working with the vector potential 
(Coulomb gauge) and a matrix V, we work with the single scalar equation 
(1.4). 
Robert Ore [ 121 has recently examined the effect of the stripe grating on 
the beam eiq-‘. He used the method of superposition of solutions both 
inside the slab and outside it and, by means of consistency conditions 
along the boundary of the slab, obtained a formal expansion 
e’9.X+ f T,eiq:.X d if z>- 
II= -5 2 
@(A-) = (1.9) 
erq,X+ f R”e’9;‘X 
d 
if z< --. 
2 
II=- ZI 
Here q’ are defined by 
where n = 0, + 1, f 2, . . . (1.10) 
and the transmission coefficients T,, and reflection coefficients R, are deter- 
mined by solving appropriate transcendental equations. Note that only a 
finite number of the third component of q’ are real; the imaginary ones 
give rise to exponentially decaying terms in ( 1.9), as ( z ( -+ cc. Ore was able 
to solve numerically the first few coefficients. Another approach (see, e.g., 
Cowley [3, Chap. lo]) is to assume that all the R,, T,, vanish if 1 n 1 > N 
and compute &, R,,, To, T,,, . . . . RkN, T,,. 
In this paper we study (rigorously) Eq. (1.6) when @,, has the form 
@dX) = eiq ‘“f (x1, x3), f (x1, xX) bounded 
and periodic in x, of period L (1.11) 
(f E 1 corresponds to (lS)), and seek a solution @ of the form 
CD(X) = eiq ‘“4(x,, x,), 4(x,, x3) bounded 
and periodic in x, of period L. (1.12) 
Then (1.6) reduces to 
4(x,, x,,=fcx,,x3)-gJ 
e-iq .(X- Y)ei41X- YI 
lQ3 IX- YI fV’) d(y,v ys) dK 
(1.13) 
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where V(Y) = V, 8(Y), or, briefly, 
d=f+ V&P, (1.14) 
where 
Kg)(x,> +I=& j 
e iq(X YJeicjlX- YI 
IX- Yl 
Rm(Y,,Y2w. (1.15) 
R’ 
In particular, Eq. (1.5) reduces to 
q3= 1+ V,K& d = 4(x, 3 -y*). (1.16) 
In Section 2 we compute Kl and in Section 3 we evaluate Kf; f as in 
(1.11). Next, in Section 4 we prove that K is a bounded compact operator 
in the space 
B = {4(-x,, x,), 4 is bounded and periodic in xi of period L} 
with norm 
By the Fredholm alternative it then follows that there is a countable set of 
positive numbers W,, Wj -+ GO, such that if V,# wj for allj then (1.14) has 
a unique solution 4 in B for any f in B. Further, erq .“Kq5 has the expansion 
(1.9) and therefore, in particular, any solution of (1.5) has the expansion 
(1.9). 
Finally, using the results of Sections 2, 3 we derive an algorithm for com- 
puting the coeflicients T,, R, in (1.9) in case the norm of K is small; more 
precisely, in case 
where C is a positive constant depending only on q. 
2. COMPUTATION OF Kl 
In this section we evaluate the integral 
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where V is defined by (l,l), (1.2), V= V, p, and q = (q: + q: + q:)“2. By a 
change of variables X - Y = Z we have 
-(KI)(X)2jR;r”.‘fg! B(X-Z)dZ 
1 
=%i (-df2<x,-q<d/Zj e 
- lY3Z3 dz, 
s 
ei4 WI x e -~(~IZI+YZZI)- p(x-Z)dz, dz2. 
IZI 
(2.2) 
0x2 
The inner integral can be written as 
where 
J*=21m b,-z,W(z,,z,)dz,, 
-cc 
G(z,, z3)= O” ,-fhZ1+42d 
J‘ 
eiq(z: -+ z: + 9jU2 3 
(z;+z;+2y2 
dz,. (2.3) 
0 
Recalling the definition of V(x) in (1.1) we easily find that 
J,= -2Vo~~y’+L’2 f [G(l+2n$z,)-G(t+t2n+1,$z3)] 
.%I n= -a2 
(2.4) 
We shall use the Poisson summation formula2 (see [4, p. 521) 
f f(x+n@=; f F (2.5) 
PI= -a2 m= -co 
where the convergence of the series on the right-hand side is in the sense 
of lim,,, C,“= pN and 
qy) = j”, e”‘f(t ) 4 
provided 
cc 
1 f(x’ + nb) is uniformly convergent for 
I?= -co 
0 < x’ 6 b to some function k(x’), (2.6) 
2 We thank Stefen Wainger for suggesting the use of this formula. 
409:147:1-16 
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the Fourier series of k(x’) (Ca,e’““) 
is convergent o k(x’) at x’ =x. 
LEMMA 2.1. The function 
2 12 e,y(r’+z:+z~J 
f(x) = crq’r (x2 + 4 + 9)1/2 
satisfies the conditions (2.6), (2.7) for any z2, z3. 
(2.7) 
(2.8) 
Proof We shall show that the series in (2.6) is uniformly convergent 
together with its derivative. Setting A2 = zi + z: and taking for simplicity 
b = 1, we can write 
f f(,~+nb)=~e~‘Yl’-‘+“J 
eiy((x + ‘,)2 + A*)‘.? 
,,= --x ((x+n)2+A*)1’* 
= ~e-41(.r+nJ 
erq(x+nJCI +o(l/n*J] 
(x+n)[l+O(l/n*)] 
=E 
ei(Y - Y, )(X + )I) 
+C 
e’(Y-YIJ(~+nJ 
0’ 
x+n x+n (> n2 ’ 
The last series is uniformly convergent ogether with its derivative. Writing 
the first series on the right-hand side in the form 
ei(Y-YIJ.~~ 
ei(Y -4lJn 
‘E 
Xe’(Y-Yl)(~+n) 
____- 
n n(n +x) 
we see that it is also uniformly convergent ogether with its first derivative. 
Hence Cf(x + n) is uniformly convergent o a continuously differentiable 
function, x and its Fourier series is therefore convergent everywhere to J 
Thus the conditions (2.6), (2.7) hold for the function in (2.8). 
Applying the Poisson summation formula to the function 
f(t)-f (I+;), 
where f is given by (2.8) and then integrating with respect to 
z2, 0 < z2 -C co, we deduce (upon recalling (2.3)) that 
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co 
EL 
G(t+nL,z,)-G t+nL++ 
“t=-m ( =;jom f F(y,Z2, z,>[e-‘(2”“lL’r_,~;(2mnll)(r+L12)], (2.9) 
m= -cc 
where 
s 
oc eiq( y2 + 7: + z:)“* 
f-(4 z2,z3) = e’((‘-Y1).~~-42=2) --a, (y’ + z2 + z2p2 dy 2 3 
=2/= cos((t-q,)y)e-‘q*‘2 
eiq(.v2 + 2: + z:)"' 
(y2+z;+z;ydy~ 
(2.10) 
0 
Therefore 
,zm [G(r+nL, I,)--G(l+nL+i, z,)] 
= f B,,(t) jox F(F, z2, z3) dz,, (2.11) 
In= -c.z 
rn#O 
where 
We proceed to evaluate 
H(a) = jo= F(cl, z2, z3) dz, 
=Lj m I s m cos((a - 41) Y) cos(q,z,) 
erq(y2+z:+r:)‘* 
(y2+z;+zy2 
dy dz,, (2.12) 
0 0 
assuming first 
Substituting 
we get 
(a-k*)2+q:>o. 
y=rcoso, z2 = r sin e 
cos((a - ql) r cos ti) cos(q,r sin 8) d0 1 dr. 
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We can write 
2 cos((a - ql) r cos ~9) cos(q,r sin 0) 
=cos((a-q,)rcos8+q,rsin8)+cos((a-q,)rcos6,-q,rsin8) 
= cos(Ar cos(8 + 4,)) + cos(Ar cos(8 + d2)), A = Jm 
for suitable angles 4,) &. Noting that 
s 
42 
cos((a - ql) r cos 0) cos(k,r sin 0) d8 
0 
is equal to each of the integrals 
with the same integrand, we get 
s 
42 
cos((a - ql) r cos 0) cos(q,r sin 0) de 
0 
1 
2n =- 
ir 8 0 
cos(Ar cos(0 + 4,)) d0 + j:* cos(Ar cos(8 + d2)) dt?] 
1 =- 4 jI* cos(Ar cos 0) de = joff’2 cos(Ar cos e) dtl. 
= f J,(Ar), 
by formula No. 19 on p. 402 of [S]. We deduce that 
2 lb2 a reiYv2+ 2,) 
~H(a)=~jo (r2+z~)1,2JoW)d~~ A=&773 
We can evaluate the right-hand side by formula (21) of [6, p. 311 with 
v=O, a=k,x=r,y=A; setting 
t?=J(a-q,)‘+q: 
we conclude that 
i H(a) = i 
n2 ~- I/Zn 112 
2a,,2 
if O< (2.13) 
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f-J llZx - 112 
;H(a)= 2E,,2 ~~~\~‘*ii”~(E~-q~)-“~K~,~ cIz31(~2-~2Y’21 
if q<\d(<co. (2.14) 
BY C9, P. 731, 
(2.15) 
Hence 
i(yZ ~ a*)‘!* 123 ) if O< (di( <q, (2.16) 
H(a) = (&Z -nq2,,, e 
-(~2Ly2)u2,r3, if q<(dl<oo. (2.17) 
Consider next the case when (a - q, )* + qi = 0, i.e., B = 0. Then 
H(a) = Iom f’(q,, ~27 ~3) dz2 
(2.18) 
Setting t2 =y2 + z: and substituting [ = (t2 + z:)l/‘/t, we get 
~(y,;,)=jm~d[ 
1 JFT . 
Using formulas Nos. 3 and 4 of [S, Section 3.743, p. 4191, we find that 
WY, z3) = - ; No(@) + f J,(qt), 
where No is the Neumann function. From formula No. 1 of [S, Section 
8.405, p. 9511, we then get 
D(y 9 z3) = z H”‘(qt) 2O ’ 
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where Hb” is a Hankel function. Substituting this into (3.3) we get 
H(a) = 7ri Hp[q(p+z;)’ ‘1 CO’, 2 = 0. 
Substituting y= t 1~~) and then t2 + I =s, we find that 
H(x)=~ lz31 1,’ HY’(q 1z3j JY,L 
$7 
where the last relation is due to [S: p. 703, No. 141. Using the formula in 
[lo, p. 731 for H?‘,,, we finally get the expression 
if Z = 0 (i.e., a= q, and q2 = 0). (2.19) 
Thus, (2.15) is valid also when 6 = 0. 
Clearly B, = 0 if m is even; if m is odd then, as easily verified, 
We shall assume from now on that 
(q,-F)2+4:fq2 forallintegersm, 
i.e., 
This means that there exists a positive constant CJ such that 
((ql-~)‘+q~-q2~>~>0, Vm=O, 1,2 ,.... (2.20) 
We conclude that there exists an integer m, 2 0, m, 3 0 such that 
(q,-T)2+qi<y2 if -m,dmdm,, 
(q,-T)2+q:>q2 if -morn<-m,--1 (2.21) 
orifm,+ldm<co. 
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Set 
(2.22) 
Substituting (2.16), (2.17), (2.19) into (2.11) and using the resulting 
expression in (2.4), we get 
(2.23) 
Since J, is the inner integral in the right-hand side of (2.2), we get 
e-i43=3e’“mid dz3. (2.24) 
As easily verified, if -d/2 < x3 -C d/2 then 
s .x3 c d/2 e ~ i43;3eia, 1~3 I dz, x, - d/2 
= 
2icfm 
q2-a; 
+ e-i(43+om)x3 
e’(~ + am) d/2 
+ ei(am-43) x3 
ei(um-q)d/2 
iq3 + ia, -iq,+icx,’ 
(2.25) 
Substituting this into (2.24) we get 
m odd 
+ e - i(a, + ~3) ~3 
ei(~3 + am) d/2 
+e i(% - 41) x3 
e”“m ~ Y,) 42 
iq3 + ia, - iq, + icr, 1 (2.26) 
for -d/2 <x3 -C d/2 provided q: # CX~ for all m odd, i.e., provided 
41 #F> Qm odd. (2.27) 
If q1 = mn/L for some m = 51, 51 odd, then (2.25) takes a different form for 
240 BELLOUT AND FRIEDMAN 
m =rFt and there is a corresponding change for the terms with m =ni in 
(2.26). This however does not affect the subsequent analysis and therefore, 
for simplicity, we assume in the sequel that (2.27) holds, so that (2.26) is 
valid. 
Next, we easily obtain from (2.24) 
+ (J(e-;‘l 4) d if x3>- 
2 
(2.28 ) 
and 
+ qe -Yl”3/) d if x3< --, 
2 
(2.29) 
where y is some positive constant. 
3. EVALUATION OF Kf 
Consider the expression 
eikC(S+nL)2+;:+r:]“2 
Z(S, z,)=Jom f e-‘~~(“+“L)e-i~2z2 C(s+nL):-tz:+z:,‘,2dz2 (3.1) 
n= -‘x 
which is precisely 
f G(J + nL, zd, Gas in (2.3). 
n= -02 
Using the Poisson summation formula as before, we find that 
and, by (2.12), (2.16), (2.17), and (2.19) 
qs, z3)’ f te-i(2mn.~~L1~eirnli31, 
m=--m m 
(3.2) 
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We can now compute Kf when f (x,, x3) is any bounded function, 
periodic in x1 of period L. Since V(x,) is also L-periodic, we easily find 
that 
by (3.2). Further 
J 
x1 
ei(2rrmr’L)~(z)f(q TV) dz = y,Jg), (3.3) 
2-1 -~ L 
where y,,,(q) is independent of x, since the integrand is L-periodic in t. 
Hence 
Kf = -& f _f_ e--i(*nmxdL) J”’ e~ry)(x)-q)ei”“l”)-‘ll ym()l) drl (3.4) 
In= --m am - d/2 
and 1 y,(q)\ 6 C; the change of order of integration is justified since the 
series is convergent in the norm of the space B defined in Section 1. If 
x,>d/2 then we get 
cc 
fim @f)(x,,xJ= -& C --e --i(2nmx,/L)el~a, - 43) .x3 3 
%I In= -z 
(3.5) 
where 
clearly 
(3.6) 
(3.7) 
Noting that 
le wn.~3) < ce-714x3 if m$[-m,,m,],x,>O (3.8) 
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for some 7 > 0, it follows that 
A similar asymptotic formula holds for xi < -d/2. 
4. COMPACTNESS OF K; SOLUTION OF (1.6) 
THEOREM 4.1. The operator K is a compact bounded linear 
the space B. 
(3.9) 
operator in 
Proof From (3.5), (3.3), (3.6) we see that K maps B into itself. Let 
Since K,, has a finite dimensional range, it is clearly a compact bounded 
linear operator; to prove that K is a compact bounded linear operator it 
suffkes to show that 
K,, + K in the uniform norm. (4.1) 
But 
and, by Bessel’s inequality, we easily get 
Thus 
if n-tco, 
and (4.1) follows. 
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As mentioned in Section 1, the Fredholm alternative can now be applied 
to K. If we denote by W, the (at most) countable set of positive eigenvalues 
of K(W,+oo ifj+co) then we have: 
THEOREM 4.2. Zf V,, # Wj, Vj, then for any f E B there exists a unique 
solution 4 of (1.14) in B. 
From the formulas derived for K4 (4 E B) in Section 3 it follows that 
eiq “(4 -f) 
has the expansion (1.9) without the first term eiq ‘X and with 
(4.2) 
in view of (3.8) the series in (1.9) are absolutely uniformly convergent in 
{x,>d/2+~}, (x3< -d/2--&}, for any E>O. 
Taking, in particular, f = 1 we conclude that, if V, # W, for all j, then 
Eq. (1.5) has a unique solution and the expansion (1.9) holds with T,,, R, 
satisfying (4.2). The proof of the expansion, however, is not constructive 
and does not provide a means for computing T,,, R,. 
5. THE CASE OF V, SMALL 
In this section we shall compute the transmission 
ticients in case V, is sufficiently small, i.e., 
V,,d& 
C’ 
and reflection coef- 
(5.1) 
where C is some positive constant depending only on q. The method is 
based on the Neumann series 
(I- V,K)P’=Z+ f V/,“K” 
II=1 
or, equivalently, on successive iterations in the integral equation (1.5) or, 
rather, (1.16). 
We begin with: 
THEOREM 5.1. There exists a positive constant depending only on o, 
m,, m, (defined in (2.20), (2.21)) such that if(5.1) holds then there exists a 
unique bounded solution CD of Eq. (1.5) having the form (1.12). 
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Remark 5.1. The novelty of the theorem is that it provides an estimate 
on the smallest eigenvalue W,, i.e., W, > (Cd) ‘. This can also be derived 
rather quickly from the expression for Kf in Section 3. However, the proof 
of Theorem 5.1 will be needed later on. 
Proof: We shall construct a solution of (1.16) of the form 
4(x, * -x3) = 1 + i: 4,,(.~, > x3), (5.2) 
P, = 1 
where @i are defined iteratively by 
d,+,(X)= -&jR3emiq’(xm ‘IS V(Y)q5,(Y)dY. (5.3) 
Clearly 4 is formally a solution of (1.16). To prove this rigorously we 
shall establish the estimates 
I d,(X)1 ,< c*vo”d”, (5.4) 
where C is a positive constant dependent only on mO, m, , CT. The proof for 
n = 1 follows from the form for Kl derived in Section 2. 
It is easily verified that if 4, is a function of (x1, x3) only, periodic in x, 
of period L, then the same is true of #,I+, and 
Using (3.2) we get 
-L 
1 V(z) 4,479 ~3 - ~3) d7. 
In view of (2.21), (2.22) 
(5.5) 
(5.6) 
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where C, y are positive constants. Using (5.4) in (5.5) and using also (5.6) 
we easily obtain the inequality (5.4) for n + 1. 
To prove uniqueness suppose @.+ is another bounded solution of the 
form (1.12), say @*=eiq.xb*, and set $=4-b*. Then 
1 
$(x,7 x2)= -- I 
e-iq .(X- Y) 
er41X- YI 
4lT & 
~ V(Y) $(Y, > Y2) dY. 
IX- Yl 
Arguing as in the proof of (5.4) we deduce that 
SuPI~I~Cl/,~~suPI~l, 
so that tj E 0. 
THEOREM 5.2. If (5.1) holds for a suitable constant C depending only on 
m,, m,, O, then the solution qf (1.5) has the form (1.9) with 
(5.7) 
where C, is a constant. 
Remark 5.2. If x3 ) d/2 then 
le e’4i ‘.X, 6 cle-Ylnl.? if jnj<m,-1 orifn>mm,+l, 
where C,, y are positive constants. Hence from (1.9) and (5.7) it follows 
that 
@(X)=eiq’X+ f Tne’9L’X+O(e-Y-x3) 
d 
if x3>,. 
Similarly 
Q’(X) = f Rne”Ji ‘x+ O(e-‘lX31) 
n= -cc 
nC C-m1.Wll 
ProoJ: We shall need the formula 
s 
[I 
ei(2WL)v(t) dz = 
0 
x, - L 2iVO/rcj 
d 
if x3< -;. 
if jis even 
if jis odd. 
We shall prove by induction on n that 
30 
f$Jx,, x3) = 1 f “,(x3) ei(2nmxllL), 
m= -cc 
I CJxd d f$$> 
(5.8) 
(5.9) 
(5.10) 
(5.11) 
(5.12) 
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where C is a suitable constant. Indeed, by (2.26). this is true for n = 1. 
Assuming that (5.11), (5.12) hold for some n 3 1 we proceed to derive the 
same expansion for b,+ , by using (5.5). 
Substituting 4,, from (5.11) into (5.5) and using (5.10), we easily obtain 
the expansion (5.11) for #,, + , with 
C, will be used to denote various constants; the last factor d comes from 
the integration with respect to zj. Since ) a, / 2 c() m 1 + 1 ), c > 0, 
f 
1 C3 
j=- 3( (Imp.iI + l)la,I(lj( + l)‘m’ 
and the estimate (5.12) follows for rL+ ’ 
We now proceed to evaluate the 4,(x,, x3) for x3 > d/2. Substituting 
x3 - Z~ = ye in the right-hand side of (5.5), we get 
since )x3 - q 1 =x3 - v]. Noting that 
le izm(r3-rl)J < Cde ?m if m>m, or m-c -m,, 
where y is a positive constant, we see that the series in (5.13) is absolutely 
uniformly convergent. Hence we can change the order of integration as well 
as integrate term-by-term. Consequently, we can write 
on, 1(x17 x.3) 
- 4 f 
ei(zm-~43)x3 
2L 
(5.14) 
In=--Ic 
c( 
m 
sI’_ L e i(2nm(xl ‘)IL)V(T) $Jz) dz, 
where 
(5.15) 
= f ~~ei(2nlr’L’, by (5.11) 
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and 
,q, <cq;Fl+l, by (5.12). 
Substituting (5.15) into (5.14) and using (5.10), we get 
where 
$n+,(X1, x,)= f y~ei(a,~43)x3e~;(2mrrll).~i, (5.16) 
m=-cc 
Assuming that C is such that CV,d< 1 and summing on n (in (5.2)), the 
assertion (1.9) follows for x3 > d/2, with T,, satisfying (5.7). The proof for 
xj < -d/2 is similar. 
Remark 5.3. The coefficients T,,, R, can be computed as follows. First 
we compute the (b, inductively from (5.5). Next we compute the f; in 
(5.11) as the Fourier coefficients of 4,,. Finally we compute the +,, by (5.15) 
and the y: as explained above, using (5.10). Once the y; have been com- 
puted, summation on n yields the coefficients T,,,. The R, are computed 
similarly. 
Remark 5.4. The kernel K constructed in this paper can be used to 
solve the full Maxwell equations when the dielectric coefficient E is a con- 
stant scalar in the whole space, and the magnetic permeability ,u is a scalar, 
having the same structure as the scalar function V above. Here (1.6) is 
replaced by a pair of vector integral equations (for E and H) which can be 
derived by the method of [ll, Sect. 121; the function @ in [Ill, p. 159) is 
e’l”‘/l x 1, and the calculation of K in Section 3 can be used to recast the 
integral equations in the form 4 =f+ G(pd), where G is given in terms of 
K; G is a 6 x 6 matrix. In the magnetic stripe grating problem considered 
by Ore, p is a 3 x 3 tensor and the integral representation is more involved 
(cf. [Ill, p. 2661). 
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