The extensive coverage of suicides in media has long been thought to be responsible for triggering copycat suicides. However, the up-to-date evidence for a copycat suicide effect is indirect and inconclusive. To examine whether media reported suicides influence actual suicides and to identify a possible copycat effect, a flexible threshold autoregressive model is proposed to explore whether and how reporting of suicides in newspaper affecting the incidence of suicides. In particular, a penalized smoothing least squares estimator is proposed to conveniently estimate the parameters and unknown functions in the model. The performance of proposed method is confirmed by simulation studies, and the asymptotic behaviours of corresponding estimators are studied under mild regularity conditions. The proposed model is applied to investigate the relationship between the daily suicide incidence and the number of Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing)
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Introduction
The widespread suicide coverage in media has long been thought to be responsible for triggering copycat suicides and many scientific papers have discussed its impact (Phillips, 1974; Pirkis & Blood, 2001; Chen, Chen, & Yip, 2011; Niederkrotenthaler et al., 2012; Niederkrotenthaler & Stack, 2017) . Particularly, suicides of celebrities have been found to exert a larger social impact (Yip et al., 2006; Fu & Yip, 2007; Chen et al., 2013) . However, up-to-date evidence for a copycat suicide effect is indirect, inconclusive and not specific. In addition, the threshold for the number of reports that could trigger a copycat effect has not been investigated.
To examine whether the reported suicides in media is related to actual suicide incidence, coverage of the news reported suicides in a popular Hong Kong based tabloid newspaper, the Apple Daily (AD), are recorded. The
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The spread of charcoal burning death was also shown to be linked with media report and Google search in Taiwan (Chang et al., 2015) . The World Health Organization, the International Association of Suicide Prevention and many other organizations and press associations have issued guidelines for reporting suicide incidences (WHO 2014) .
Based on the Poisson time series autoregression model, proposed a method to examine if widespread media reporting of the suicide of a young female singer by charcoal burning increased suicide rates in Taiwan, and they confirmed that a detailed description of a specific suicide method of the celebrity may incur strong copycat effect. Cheng et al. (2007) showed that there is a mutual causation between suicide reporting and suicide incidence; namely, greater number of reported suicide news triggers more actual suicides and an increased number of actual suicides results in more reported suicides. Consequently, the impact of media coverage on actual suicides is not linear, and instead multiplicative and interactive.
However, the evidence to date for understanding the copycat suicide effect is still indirect and not clear Chen et al., 2011) .
With online search tools, the information on daily number of articles in AD with headlines containing key words (in Chinese) related to suicidal behavior (e.g., "suicide," "building jumping," "charcoal burning," or "hanging") during the period from January 2002 to December 2006 is collected. The daily numbers of suicides are obtained from the Coroner's Court which is responsible for certifying any unnatural cause of death (including suicide). The main purpose of the study is to explore the relation between media reportage of suicides and suicide incidence.
Let Y t and X t denote the number of suicides and the number of reports in AD on day t (t = 0, . . . , n), respectively. Two characteristics are incorporated into the model. The first one is whether there is a copycat suicide effect. Researchers believe that the effect of Y t−j on Y t is amplified if suicides are extensively reported in the media, but it is not clear that how many reports can trigger the amplified effect of Y t−j on Y t . Second, the effect of previous media coverage X t−j and previous suicides Y t−j on Y t may depend on the time gap j, such that the effects are stronger for recent media coverage on suicides, and may diminish as they become remote. If so, it is important to know when and how previous media coverage and previous suicides cease to have an effect. To address these issues, we propose the following model:
where α 1 (j), α 2 (j) and α 3 (j) quantify the correlation strength among observations over time and reflect when and how the previous media coverage and previous suicides cease to have an effect; c 1 , c 2 are unknown threshold parameters that relate to the occurrence of a copycat suicide effect; p, q, w are the maximum time gaps for the second to the fourth term of the righthand side of (1.1) to be non-zero. The goal of this model lies mainly in determining the threshold parameters c k and in estimating the size of the effects α 2 (j) and α 3 (j), if the copycat effect occurs.
First of all, the proposed model (1.1) is a threshold model. The existing threshold models can be broadly grouped into two categories. First, only one threshold variable is included in the model. The threshold variable could be either actual variable (Hanse, 1999 (Hanse, , 2000 Chan, 1993; Caner & Hansen, 2001 , 2008 Qian, 1998; Koop & Potter, 1999; Delgadoa & Hidalgo, 2000; Li & Ling, 2012) or a combination of the multiple variables (Seo & Linton, 2007; Chen et al., 2006; Tsay, 1998 Another issue is on the estimations of α k (j), k = 1, 2, 3. Since j takes a finite number of values, we can specify each α k (j) as a separate parameter.
FTAR ESTIMATION
We call this a simple parametric method. This simple parametric approach may loose information because α k (j) generally varies slowly over j; that is, α k (j) is smooth in some sense. A common method that incorporates the smoothness is a nonparametric smoothing technique. However, since the arguments of α k (·), k = 1, 2, 3 are discrete and finite, the traditional nonparametric method does not fit. In this paper, a penalized least squares method is proposed to incorporate the smoothness of α k (·) with discrete and finite argument.
The rest of this manuscript is organized as follows. We first introduce the flexible threshold autoregressive (FTAR) method in Section 2 and then establish asymptotic properties in Section 3. A brief discussion on the bandwidth and tuning parameter selection is summarized in Section 4. Numerical simulations and analyses of the Hong Kong suicide data with the FTAR procedure and other methods are provided in Sections 5 and 6, respectively. A concluding discussion is given in Section 7. All technical proofs are deferred to Appendix.
FTAR Estimation
For notational simplicity, we set p = q = w by replacing p, q and w in model (1.1) with the maximum of p, q and w and setting some of α k (j) to be zero. Let First, we develop estimators for c 1 and c 2 . The objective least squares function is not continuous with respect to c 1 or c 2 . The discontinuity, which stems from the indicator functions I(X tj > c k ), raises a challenge for computation and derivation of the asymptotic distributions for estimators (Sherman, 1993; Han, 1987; and Faraggi & Simon, 1996) In this manuscript, we solve the discontinuity problem by using the kernel smoothing technique (Brown & Wang, 2005; Lin et al., 2011) . Let Φ denote the standard normal
where the bandwidth h goes to zero as the sample size increases; that is, Φ ((X tj − c k )/h) → I(X tj > c k ). The inequality (7.3) in the proof in Appendix B shows that when h is small enough, the error from the approximation is negligible. Rather than a normal approximation, other approximations for I(X tj > c k ), such as a sigmoid approximation (Ma & Huang, 2007) , can also be used. With such an approximation, the computation for Θ, especially for c, is straightforward and can be accomplished through a standard Newton-Raphson iterative algo-rithm. Finally, to incorporate the information that α k (j), k = 1, 2, 3 vary slowly over j, we estimate Θ by minimizing the following penalized least squares function: 1) with respect to Θ, where
λ is a tuning parameter and J(α 1 , α 2 , α 3 ) is a penalty function to enforce the smoothness on α k (·), k = 1, 2, 3. The choice of the penalty function
Note that α k (j) varies slowly over j and the argument of α k (·) is an ordinal variable, and then we may assume that α k (·) changes smoothly between any two adjacent levels j and j + 1. This leads to a quadratic second order difference penalty
where w k , k = 1, 2, 3, are weights for each coefficient function. The purpose of introducing the weights w k is to make the quadratic second order for α k (·) comparable by taking variations of corresponding variables into account. Consequently, we can avoid using separate tuning parameters for each α k (·). In simulation studies and the real data analysis, we choose
and w 3 = median{SD(X tj V tj ), j = 1, . . . , p}. The simulation studies suggest a good performance for these choices. This penalty mimics the cubic spline by penalizing the L 2 -norm of the discrete version of the second-order derivatives for the coefficients α k (·) to encourage smoothness of coefficients (Guo, et al., 2015) . Compared to the fused lasso penalty (Tibshirani et al., 2005) , the above penalty (2.3) is computationally simple and captures smoothly varying features.
It is straightforward to develop a Newton-Raphson algorithm to solve the minimization problem (2.1). The following notations are necessary to present the gradient and Hessian matrix of
First, we obtain
where I 3 is a 3-dimensional identity matrix, and ⊗ means the Kronecker product. Then, the gradient of L n (Θ) follows as
The elements for the Hessian matrix H(Θ)
are given by:
where
. Finally, with an initial value Θ (0) for Θ, we update the estimate of Θ at the (k + 1)-th iteration by
To initialize the algorithm, we choose the initial values of c 1 and c 2 , for example, as c 1 = c 2 = median t,j X tj . Given c 1 and c 2 , we estimate the parameters µ and α by minimizing the squared errors without penalty, which is a standard least squares problem. 
It is expected that there exists a root−n consistent penalized estimator for the common regression coefficients Θ 1 with λ = o(
). However, the estimator for c converges to the true values is at a rate O( h/n) with
, which is faster than root-n. Although a little surprising, this result is not new and has been observed by Seo & Linton (2007) . It is due to the fact that the observed information for c is through I(X tj > c 1 ) and I(X tj > c 2 ), which are indicator functions from zero to one. The jump implies an infinite derivative and brings a large amount of information for c. From simulation experiments, we also observe that the mean squared errors for the estimator of c are smaller than those for other regression coefficients. See Table 1 for details.
Furthermore, under some mild conditions, the penalized smoothing estimator is asymptotically normal.
Theorem 2. Under Conditions A.1 to A.3 in Appendix A, it follows that
where V 11 , V 22 , V 12 , Σ 1 , Σ 2 and b are defined in Appendix B.
Therefore, both Θ 1 and c can be asymptotic unbiased by choosing a small turning parameter λ = o(
) . Proofs of Theorems 1 and 2 are provided in Appendix C.
Selection of bandwidth and smoothing parameter
The estimation procedure requires selecting a bandwidth h. The leading terms for the estimators of the regression parameters, Θ 1 , are independent of the bandwidth h, indicating that the bandwidth h is not crucial for the asymptotic performance of Θ 1 . The asymptotic variance and bias of c are of order O(h/n) and √ nhλ respectively, which are both decreases as h decreases. Thus, smaller h may lead to a better estimator. However, numerical studies show that for extremely small h, the proposed estimator may be unstable. Our extensive numeric results suggest that h can be the minimum 4 SELECTION OF BANDWIDTH AND SMOOTHING PARAMETER difference between any two values of the X t so that the Φ((X tj − c k )/h) can well-approximate the indicator function around the threshold parameters.
In practice, we can generate a sequence of h around this minimum value and find an appropriate one which generates stable estimates.
Next, we consider the smoothing parameter λ for α. Most existing tuning parameter selection methods are designed for independent data. 
Simulation studies
In this section, simulation studies are conducted to assess the finite-sample performance of the FTAR method. We evaluate the performance of the FTAR method by comparing it to the least squares method without penalty (termed LS-UNP), so we can determine how much efficiency the proposed method can obtain with the incorporated smoothness of α k (·). We are also interested in the effects of the bandwidth h and the smoothing parameter λ on the resulting estimators. Finally, we investigate the performance of FTAR in choosing λ n with the formula (4.1). The performance of estimators is assessed via the empirical bias and standard deviation of resulting estimators. To be specific, for α k = (α k (1), . . . , α k (p)) , we assess empirical Bias =
and the root of MSE, RMSE = Bias 2 + SD 2 , where E * (·) is the empirical expectation over 200 simulated data sets.
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SIMULATION STUDIES
We simulate observations under the following model: 1) where X t ∼ Unif(0, 4), ε t ∼ N (0, 1), c 1 = 2, and c 2 = 3. We choose α k (j), k = 1, 2, 3 according to the following three cases:
(1) if p = 15,
(2) if p = 30,
The basic idea behind these settings is that for each p, α 1 (j), α 2 (j) and α 3 (j) are selected to generate similar variances for each term in (5.1). In addition, we consider the fourth setting with c 1 = 2, p = 10 and ε t ∼ N (0, 0.3 2 ), in which α 1 (j) and α 2 (j) have similar shapes with that of the real data without the interaction term:
For each setting, we use a sample size n = 200 with sequences with a length n + p to accommodate the auto-regression structure. The summary statistics of estimated parameters are reported in Table 1 for p = 15, 30, 60
and 10, from which we can draw the following conclusions:
(1) Both the FTAR and the LS-UNP methods are unbiased. The estimator for c performs almost the same in most of cases because the penalty is not imposed on c. However, the FTAR for α 1 , α 2 and α 3 generates much smaller standard deviations and hence has much smaller MSE's than the LS-UNP method, suggesting that the FTAR for α 1 , α 2 and α 3 is better than the LS-UNP in terms of the MSE.
(2) Comparing the simulation results for p = 15, 30, 60 and 10, we can see that the differences on MSE between the proposed method and the Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing)
LS-UNP increases as p increases. This can be attributed to the fact that the degrees of freedom for the parameter space are controlled in our method, as a result of smoothing α k (·), k = 1, 2, 3. In contrast, the dimension of parameter space for the LS-UNP increases linearly with an increasing p.
(3) The empirical standard deviations of the proposed estimators for c 1 and c 2 are smaller than those for α 1 and α 2 under all settings in Table 1 , while α 3 has a small MSE due to its small scale. These results confirm the asymptotic result in Theorem 2 that c has a faster converging rate than α k , k = 1, 2, 3.
Figures 1, 2, 3 and 4 present the estimates and 95% point-wise confidence bands of α 1 (j), α 2 (j) and α 3 (j), j = 1, . . . , p, under three settings (p = 15, 30, 60 and 10), using the proposed method with AMS-tuned λ.
The results in Figures 1 to 4 suggest that the performance of the proposed method with AMS-tuned parameters is quite satisfactory.
Finally, we investigate the effect of varying h on the resulting estimates.
We fix λ at 0.44, 6.66, 30 for p = 15, 30, 60, respectively. In order to show all RMSE's in the same figure, the sequence of RMSE over h is scaled to a one-unit variance for each coefficient function. The scaled RMSE's against h for each parameter are shown in Figure 5 , which suggest that a smaller (1), (2) and (3) show the estimates for α 1 (j), α 2 (j), α 3 (j), j = 1, . . . , 15, and the associated 95% point-wise confidence bands for p = 15 and AMS-tuned λ = 0.007, respectively. (1), (2) and (3) show the estimates for α 1 (j), α 2 (j), α 3 (j), j = 1, . . . , 30, and the associated 95% point-wise confidence bands for p = 30 and AMS-tuned λ = 0.60, respectively. (1), (2) and (3) show the estimates of α 1 (j), α 2 (j), α 3 (j), j = 1, . . . , 60, and the associated 95% point-wise confidence bands for p = 60 and AMS-tuned λ = 4.88, respectively. (1) and (2) show the estimates of α 1 (j) and α 2 (j), j = 1, . . . , 10, and the associated 95% point-wise confidence bands for p = 10 and AMS-tuned λ = 1.54, respectively. Figure 6 show some lags of spikes between the AD reported and actual suicides.
As described in Section 1, we fit the following model on the data:
First, we consider a relatively large order p = 10 to investigate the autoregression property. We take h = 0.001 which is around the minimum difference between any two values of the X t , as well as can generate stable es- The estimates of parameters and their standard deviations are shown in Table 2 and Figure 7 . The calculation of standard deviation is done via the resampling method described in Fan & Yao (2003) with 500 bootstrapping samples. The results in Figure 7 show that α 1 (·) is significantly different from zero and α 3 (·) is not significantly different from zero.
Therefore, we refit the model by removing the interaction term. Estimates for c 1 is also shown in Table 2 , and estimates for α 1 (·) and α 2 (·) are (1), (2) and (3) show the estimates of α 1 (j), α 2 (j), α 3 (j) and the associated 95% point-wise confidence bands, respectively. implies the effect of the previous suicides declines as they become remote as expected. The α 2 (·) and its 95% confidence bands suggest that the copycat effect of media coverage is at the borderline of significance, which can last for a long time up to 8 weeks. c 1 = 2 implies that a copycat suicide effect occurs when the number of reports is more than two.
For comparison purposes, we also fit the data with a simple time series (1) and (2) show the estimates of α 1 (j), α 2 (j) based on the model without the interaction term, and the associated 95% point-wise confidence bands, respectively. regression with the form of
with p = 8. The estimates for α 1 (·) and α 2 (·) are plotted in Figure 9 . The results show that α 1 (·) is marginally different from zero and α 2 (·) is not significantly different from zero. Comparing our results in Figure 8 with those in Figure 9 , we can see our method implies a clearer trend and a narrower confidence band, and hence is more efficient.
Discussion
We have proposed a flexible threshold autoregressive (FTAR) model to explore whether and how reportage of suicide relating to the incidence of suicides. A penalized smoothing least squares estimator is adopted to estimate parameters and unknown functions. The proposed FTAR method yields an accurate estimate for the effect of reportage, which is confirmed by simulation studies. Theoretical properties, including uniform consistency and asymptotical normality, are proved under mild regularity conditions.
Our model identifies a copycat suicide effect, which occurs when the number of reported cases is greater than two.
We also confirm an association between media reportage and the incidence of suicides. Although the effect diminishes in the beginning, remote media reportage can still trigger copycat effect. More importantly, in our model we set up threshold parameters to identify the occurrence of a copycat suicide effect. It is of further interest to investigate the pattern of copycat suicide effect, which will be reported in another paper. 2. The process {X t , V t , Y t } is α-mixing with
a is the σ-algebra generated by Condition A.2:
2. Assume that h → 0 and nh → ∞. Further, assume that there exists a sequence of positive integers s n such that s n → ∞, s n = o( √ nh), and
3. There exists δ * > δ, where δ is given in condition A.1.3, such that
for any v and x in supports of V t and X t , respectively, and
where θ * ≥ δδ * /{2(δ * − δ)}.
4. E|V t | 2δ * < ∞, and n 1/2−δ/4 h δ/δ * −1/2−δ/4 = O(1).
Condition A.3: 
Lemma A.1 Under Conditions A.1 and A.2, if h → 0 and nh → ∞ as n → ∞, we have
Proof. Denote
Suppose that Z is a standard normal variable. Then we have tail probability, 1) for any t > 0. We first consider the case of X tj > c k . To simplify the notation, let x = (X tj − c k )/h which is positive, since
then, ∀ > 0 and ∀s ≥ 1,
By (7.1), we have The rest of the proof is similar to that of Lemma A.1 in Cai, Fan & Yao (2000) and only give the proof of (a).
the likelihood function, we have D n (u) = α 1n u 1 ∂l n (Θ 0 ) ∂Θ 1 + α 2n u 2 ∂l n (Θ 0 ) ∂c + 1 2 α 1, we have
Combining (7.5) and (7.6), we have
Similar to Lemma 1, we also obtain Furthermore, from the proof of Theorem 1, we know that
Based on all these results coupled with (7.11),(7.12) and Slutsky's theorem, we obtain √ n( Θ 1 − Θ 10 + λV where b is defined in Appendix B. We complete the proof of Theorem 2.
