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Abstract. The survey gives an overview of the achievements in topology of real
algebraic varieties in the direction initiated in the early 70th by V. I. Arnold and
V. A. Rokhlin. We make an attempt to systematize the principal results in the
subject. After an exposition of general tools and results, special attention is paid to
surfaces and curves on surfaces.
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2 A. DEGTYAREV AND V. KHARLAMOV
1. Introduction
The break-through. To great extent, the interest shown by Vladimir Abramovich
Rokhlin to topology of real algebraic varieties was motivated by the results obtained
in the late 60th by D. Gudkov [GUt] and the subsequent paper by V. Arnol′d [A3],
which made a considerable contribution to the solution of Hilbert’s 16th problem.
Gudkov disproved one of Hilbert’s conjectures on the arrangement of ovals (i.e.,
two-sided components) of plane M -sextics (i.e., sextics with the maximal number
of ovals). He corrected the conjecture, proved it for degree 6, and suggested [G1],
as a new conjecture, an extension of his result to M -curves of any even degree.
(Recall that an M -curve of genus g is a curve with the maximal number of con-
nected components of the real part; due to Harnack’s bound the maximal number
is M = g + 1.)
To state Gudkov’s conjecture, recall that an oval of a plane curve is called even
(odd) if it lies inside an even (respectively, odd) number of other ovals. The number
of even (odd) ovals is denoted by p (respectively, n). In this notation Gudkov’s
conjecture claims that p− n = k2 mod 8 for any M -curve of degree 2k.
V. Arnol′d in his remarkable paper [A3] related the study of real plane curves
to topology of 4-manifolds and arithmetics of integral quadratic forms and, besides
other results, proved a weaker version of Gudkov’s conjecture (p− n = k2 mod 4).
After that the events were developing swiftly. First, Rokhlin suggested a proof of
Gudkov’s conjecture based on his formula relating the signature of a 4-manifold with
the Arf-invariant of a characteristic surface (see Appendix C). Then, after Khar-
lamov’s [Kh1] generalization of Arnol′d’s results to surfaces, Rokhlin [R4] found
another proof, not using any specific tools of 4-dimensional topology, and extended
the statement to varieties of any dimension. The revolutionary break-through orig-
inated by Arnol′d was over and a period of systematic study started. (More details
and a brief account of the further history of the subject can be found in [G2], [Wi],
and [AO].)
Rokhlin’s heritage. Rokhlin published six papers on topology of real algebraic
varieties (see [R1]–[R6]). This number is not very large, but each of these papers
originated a whole new direction in the subject. (The only exception is probably the
short note [R5], which extended the range of applications of some previous results
from complete intersections to arbitrary real algebraic varieties.) In this survey we
discuss, in more or less details, all papers except [R6], where nonalgebraic coverings
are used to study algebraic curves; for other examples of this approach see [Fi3].
In Rokhlin’s first paper [R1] there is a mistake in the proof of Gudkov’s conjec-
ture. However, the approach of the paper, namely, using characteristic surfaces in
a 4-manifold to evaluate its signature mod 16, became a powerful method in the
study of real algebraic curves. It was used by A. Marin, who, together with L. Guil-
lou (see [GM]), extended Rokhlin’s signature formula to nonorientable characteristic
surfaces, and by means of it corrected the mistake. (The Rokhlin-Guillou-Marin
formula and related quadratic form are discussed in Appendix C.)
Another fundamental result, difficult to overestimate, is Rokhlin’s formula of
complex orientations. As soon as observed, the notion of complex orientation of
a dividing real curve (see below), as well as Rokhlin’s formula and its proof, seem
incredibly transparent. The formula settles, for example, two of D. Hilbert’s con-
jectures on 11 ovals of plane sextics, which the latter tried to prove in a very
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sophisticated way and included into his famous problem list (as 16-th problem).
Nowadays Rokhlin’s formula is a major tool in the study of the topology of real
curves on surfaces. It is one of the few phenomena related to curves that still do
not have a satisfactory generalization to varieties of higher dimension. (In fact,
even for curves on surfaces some basic questions have not been clarified completely
yet, cf. 4.2.)
It is worth mentioning that it was F. Klein who first studied dividing curves. He
discovered some of their remarkable properties and pointed out a way to improve
and generalize Harnack’s bound on the number of connected components for such
curves. However, he did not notice the complex orientations.
Rokhlin’s formula of complex orientation and Hilbert’s 16th problem. An
irreducible over R nonsingular real curve A (i.e., either an irreducible nonsingular
complex curve with an antiholomorphic involution conj : A → A or a nonsingular
complex curve consisting of two irreducible components transposed by an anti-
holomorphic involution) is called dividing or of type I, if its real part RA = Fix conj
divides A into two halves: two connected 2-manifolds A+ and A− having RA as
their common boundary. (Note that if A is irreducible over R but reducible over C,
it is dividing.) The complex conjugation conj : A → A interchanges A± and the
complex orientation of A± induces two opposite orientations on RA, called its com-
plex orientations. If the curve is reducible or singular, it is called dividing if so is
the normalization of each real component. Clearly, A is dividing if and only if the
quotient A/conj is orientable, and if this is the case, the complex orientations are
induced by orientations of A/conj. The principal example is provided byM -curves,
which are all dividing.
Let A be a nonsingular dividing plane curve. Two ovals are said to form an
injective pair if they bound an annulus in RP2. An injective pair is called positive if
the complex orientations of the ovals are induced from an orientation of the annulus,
and negative otherwise. Denote by Π+ and Π− the numbers of, respectively, positive
and negative injective pairs, and let Π = Π+ +Π−.
1.1. Rokhlin’s formula. For a nonsingular dividing plane curve of even degree
2k with l real components one has 2(Π+ −Π−) = l − k2.
Rokhlin’s formula has numerous applications. For example, the Arnol′d and
Slepian congruences are its straightforward consequences. Given a dividing curve
of degree 2k, the Arnol′d congruence states that p−n = k2 mod 4, and the Slepian
congruence states that p − n = k2 mod 8 provided that each odd oval contains
immediately inside it an odd number of even ovals (so that it bounds from outside a
component of the complement of the curve with even Euler characteristic). Another
consequence of Rokhlin’s formula is the fact that for any dividing curve of degree
2k one has Π > |l − k2| and l > k. The latter, together with the Klein congruence
l = k mod 2, which also follows from Rokhlin’s formula, is the complete set of
restrictions on the number of components of a nonsingular dividing plane curve of
degree 2k; for curves of degree 2k−1 the corresponding version of Rokhlin’s formula
(Rokhlin-Mishachev formula, see, e.g., [R3]) implies l > k and a similar statement
holds.2
2As we learned from A. Gabard, the problem on the number of components of a dividing curve
of a given degree was first posed by F. Klein.
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Given a dividing curve A, its real scheme (i.e., the topological type of (RP2,RA))
and the complex orientation determine A∪RP2 up to homeomorphism. (If the curve
is not dividing, A∪RP2 is determined by the real scheme of A.) One of the related
problems, suggested by Rokhlin, is the study of complex orientations appearing in
a given degree; it occupies an intermediate position between the stronger question
on the equivariant topology of the pair (P2, A) and the weaker one on (RP2,RA)
(the original setting of Hilbert’s 16th problem). Two other related problems are
worth mentioning here: the study of the fundamental group π1(P
2 r (RP2 ∪ RA))
and of the topology of the subspace (RP2 ∪ A) ⊂ P2/conj = S2.
Rokhlin’s school. Rokhlin’s influence on topology of real algebraic varieties ex-
tends far beyond his own results. He directed into the subject a number of his
students (Cheponkus, Fiedler, Finashin, Kharlamov, Mischachev, Slepian, Viro,
Zvonilov) and generously shared his ideas and broad knowledge. Unfortunately,
Vladimir Abramovich could not realize all his plans: his untimely death interrupted
his work on quite a number of projects.
As early as in the middle seventies Rokhlin had an intention to write two detailed
surveys of the results achieved by that time: one on real plane curves, and another
one on higher dimensional varieties. At the very beginning the project was joined
by V. Kharlamov and later, by O. Viro. Detailed plans were elaborated, Rokhlin
wrote summaries of the first chapters of the book on plane curves, and Kharlamov,
summaries of the first chapters of the other book. Rokhlin was planning to deliver
graduate courses in Leningrad State University; unfortunately, he was forced to
retire, and the course on plane curves was given first by Viro (in a shorten version)
and then by Viro and Kharlamov. Kharlamov and Viro continued the work on the
first project after Rokhlin had passed away. The work was interrupted several times,
due to various political and geographical reasons. However, a draft of the book has
been written and a considerable part of it has been polished. A preliminary version
of the book has been used by a number of graduate students as an introduction
to the subject. Pitifully, it seems that the book will never appear (partially due
to the fact that the subject is developing faster than the text is being written).
The introductory section of Viro’s survey [V1] can give one an idea about the first
chapters of the book. (The survey, which is mainly devoted to other, construction
aspects of the subject, gives a broader coverage of the principal notions and results,
while the book treats the subtle details that are only appropriate for a graduate
text.) The present survey reflects the plan of the second project; in its preliminary
form it was designed as an appendix to the book on curves (and, naturally, much
inspired by it; many results in 4.6 and 4.7 are straightforward generalizations of
the corresponding results for curves treated in the book).
What is and what is not contained in the survey. We do not intend to give
a complete overview of all known results on topology of real algebraic varieties:
the subject is so developed and divers that it seems impossible to cover it within
a reasonable volume. Instead, we tried to select the results more closely related to
the phenomena discovered and studied by Rokhlin and his followers (certainly, even
this choice is not exhaustive and is mainly due to our personal taste) and made
an attempt to illustrate how the approaches and techniques developed work. Most
proofs are either omitted or just sketched. The citation list is also incomplete; in
many cases we refer to papers and textbooks where the concepts and proofs are
presented in a suitable way rather than to the original works.
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Historically a great deal of attention was paid to the case of plane curves; we
address the reader to the excellent surveys [G2], [Wi], [V1] and concentrate on the
results in higher dimensions. However, at the end we return to surfaces and curves
on surfaces and discuss a few later developments, especially those related to com-
plex orientations. (Note that the topological properties of abstract, not embedded,
real curves are simple and have been understood completely since F. Klein, see,
e.g., [R3], [Na].) A separate topic are real 3-folds. For a long time they stayed out-
side the main scope of the subject; recently, due to J. Kolla´r, the situation started
changing, and now the 3-folds should deserve a separate paper.
It turns out that most known results for plane curves are derived from appropri-
ate results for certain auxiliary surfaces; moreover, in many cases the more general
higher dimensional setting is, in fact, more suitable as it gives proper understanding
of the relation between the topology of the real part of a variety and its complexi-
fication. However, there are few exceptions, which are still not extended to higher
dimensions; the most remarkable of them is Rokhlin’s formula of complex orienta-
tions, mentioned above, and, among newer developments, results by S. Orevkov,
based on a systematic study of pencils of lines. (Orevkov’s results, except his for-
mula of complex orientations 4.5.1, mainly deal with curves of low degrees; their
general meaning and relation to other approaches has not been completely revealed
yet, even for plane curves.)
Topology of real algebraic varieties is developing in two directions: prohibitions
and constructions. In this survey we completely ignore the latter (see, e.g., [V1],
[IV1], [Ri] for an overview of corresponding methods and results) and concentrate
on the prohibition type results, i.e., the restrictions on the topology of the real
point set of a real algebraic variety imposed by the topology of its complex point
set. The latter is usually assumed known; a typical example is considering varieties
within a fixed complex deformation family.
Some other important topics, currently developing but ignored in this survey, are:
special polynomials, fewnomials, complexity, singularities and singular varieties,
approximations, metric properties, Ax principle, toric varieties, algebraic cycles,
moduli spaces, minimal models, relations to symplectic geometry.
Although our main subject are real algebraic varieties, many results extend to
much wider categories. In particular, instead of algebraic varieties defined over R
we often consider closed complex manifolds supplied with an anti-holomorphic in-
volution. In many cases the complex structure does not need to be integrable. (The
most intriguing exception is the generalized Comessatti-Petrovsky-Oleinik inequal-
ity 2.4.1, which has a topological proof for surfaces, while the known proofs for
higher dimensional varieties use the integrability of the complex structure and even
the existence of a Ka¨hler form.) Moreover, many prohibition results are topologi-
cal in their nature and, thus, hold for arbitrary smooth manifolds with involution;
sometimes one needs to assume, in addition, that locally the fixed point set of the
involution behaves as the real point set of a real algebraic variety, i.e., its normal and
cotangent bundles are isomorphic. These phenomena are not extremely surprising,
considering the modern reconciliation of differential and algebraic geometries. One
can also speculate on the unity of complex and real algebraic geometries, based,
e.g., on the correspondence X 7→ X × X¯ (X¯ standing for the complex conjugate
variety) or X 7→ X ⊔ X¯; in the latter case there is a bijection between the real
structures f : X → X¯ and involutive automorphisms of X ⊔ X¯ of the form f ⊔ f¯ .
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Notation. A real structure on a complex analytic manifold X is an anti-holom-
orphic involution. (In the case of algebraic varieties defined over R it is the Galois
involution.) Usually, we denote it by conj : X → X . The fixed point set of the real
structure is called the real part of the variety and denoted by RX . The quotient
space X/conj is usually denoted by X ′.
As it has been mentioned above, many results are topological in their nature and,
thus, hold for wider classes of varieties. Although it is difficult to incorporate all the
necessary hypotheses in a single statement, in most cases the following definition
is quite suitable: a flexible real variety is a closed smooth manifold X supplied
with a smooth involution conj : X → X and a (not necessarily integrable) quasi-
complex structure J in a neighborhood of the real part Fix conj, so that conj is
anti-holomorphic in respect to J . (When the Bezout theorem is concerned, it may
also be useful to consider a symplectic structure compatible with both conj and J .)
A closed complex (not necessarily irreducible or reduced) submanifold A ⊂ X
is called real if it is conj-invariant. To avoid the confusion between conj-invariant
complex submanifolds and real submanifolds in the ordinary sense, we sometimes
call the former real smooth cycles (or real smooth divisors, if the complex codimen-
sion is 1). A curve in a complex manifold X is a reduced effective cycle (divisor, if
X is a surface).
Many notions in algebraic geometry have different meaning over C and over R;
in order to designate the real version we use the prefix R. Thus, a submanifold A
is R-irreducible if either it is irreducible over C or it has two components permuted
by conj; an R-component of A is either a conj-invariant component or a pair of
components permuted by conj. (Realizing the awkwardness of this terminology,
we adopt it as we could not find anything better. Designating these notions as
‘real’ might cause confusion with their topological counterparts, while ‘over R’ is
not always applicable, grammatically or, even worse, semantically, as in general our
manifolds are not algebraic varieties defined over R.)
Given a linear system |D| (see 2.1) on a complex manifold X with real structure,
we denote by R|D| its real part, which consists of the real divisors linearly equivalent
to D, and by ∆|D| and R∆|D|, the discriminant of |D| and its real part, respectively.
In the particular case X = Pn we use the more common notation Cq, ∆q for the
space of hypersurfaces of degree q and its discriminant, respectively, and RCq, R∆q
for their real parts.
We use the standard bracket notation to encode finite partially ordered sets.
Typically this notation is applied to the set of ovals of a real curve on a real
surface. The particular partial order used is to be specified explicitly for each class
of curves; e.g., for two ovals C1, C2 of a plane curve one has C1 ≻ C2 if C2 belongs
to the disk bounded by C1.
Unless stated explicitly, all the homology and cohomology groups have coeffi-
cients Z2. We use bi( · ) and βi( · ) for the Betti numbers over Q and over Z2, re-
spectively, and b∗( · ) and β∗( · ), for the corresponding total Betti numbers. Given a
topological spaceX with involution c, we denote by (rE∗(X),
rd∗) (or just (
rE∗,
rd∗) )
Kalinin’s spectral sequence ofX , by bv∗, the Viro homomorphisms, and by F∗(X) =
F∗, Kalinin’s filtration on H∗(Fix c) (see A.2).
If X is a manifold, wi = wi(X) stand for its Stiefel-Whitney classes, ui =
ui(X), for its Wu classes, and, if X is complex, ci = ci(X), for its Chern classes.
If X is closed, we denote by D = DX : H
∗(X) → H∗(X) the Poincare´ duality
isomorphism and often use the same notation wi, ui, ci for the Poincare´ dual
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homology characteristic classes.
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2. General tools and results
2.1. Divisors and linear equivalence. Recall that a divisor on a nonsingu-
lar compact complex manifold X is a formal finite integral linear combination
A =
∑
miDi, where mi ∈ Z and Di are irreducible (possibly singular) compact
codimension 1 subvarieties of X . If all mi > 0, A is called effective. Divisors form
a group in respect to the formal addition of linear combinations. Two divisors D1,
D2 are called linearly equivalent, D1 ∼ D2, if their difference is a principal divisor,
i.e., there is a meromorphic function on X whose zeros and poles are the compo-
nents of D −D′, considered with their multiplicities. All effective divisors linearly
equivalent to a given divisor D form a projective space; it is called a linear system
and denoted by |D|. Clearly, linearly equivalent divisors realize the same class in
H2(X); if X is simply connected (or, more generally, H1(X) = 0), this condition
is also sufficient (see, e.g., [H2] or [Ha]).
A divisor is called very ample if it can be realized as a hyperplane section under
an appropriate embedding of X into a projective space. A divisor D is called ample
if some positive multiple mD is very ample. (Some useful criteria of ampleness can
be found in [Ha].)
If A is a real divisor on a real variety (X, conj), the class of A in H2(X ;Z)
is conj∗-skew-invariant. If H1(X) = 0, every divisor whose class is conj∗-skew-
invariant is linearly equivalent to a real one. Real divisors equivalent over C are
equivalent over R, provided that RX 6= ∅.
2.1.1. Lefschetz theorem on hyperplane section (see, e.g., [MS]). If A is
an ample divisor on a compact complex n-dimensional manifold X , then X r A
has homotopy type of n-dimensional CW-complex. In particular, for any abelian
group G and r < n one has Hr(X,A;G) = H
r(X,A;G) = 0. 
2.2. Double coverings. Double coverings play a special roˆle in real algebraic
geometry: the position of a subvariety A ⊂ X is reflected, to great extent, in
the topological properties of the double covering of X ramified in A (according to
V. Arnol′d’s principle, the notion of double covering is the complexification of that
of manifold with boundary; Arnol′d claims that it is due to this observation that
he found a proof of relaxed Gudkov’s congruence and the other remarkable results
of [A1]). Thus, once an absolute result is obtained, it may be applied to branched
double coverings and thus produce some relative prohibitions on the position of a
subvariety.
A divisorA ⊂ X is called even if the fundamental class [A] vanishes inH2n−2(X),
where n = dimX . In this case there exists a double covering Y of X branched
over A, which is also a complex variety, nonsingular if so is A. Clearly, an isomor-
phism class of the covering is determined by a class ω ∈ H1(X r A) whose image
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under H1(XrA)→ H2n−1(X,A)→ H2n−2(A) is [A]. Alternatively, the homology
vanishing condition is equivalent to A ∼ 2E for some divisor E on X , and the iso-
morphism classes of double coverings are in a canonical one-to-one correspondence
with the classes E ∈ PicX such that 2E ∼ A, see [H1]. To indicate a particular
choice of the covering we use the notation Y (E).
The following is an immediate consequence of 2.1.1:
2.2.1. Lefschetz theorem for double covering. Let A be an even ample divisor
on a compact complex manifold X and Y a double covering of X branched over A.
Then for any abelian group G one has
Hr(Y,A;G) = H
r(Y,A;G) = 0 for r < n = dimX. 
2.2.2. Corollary of 2.1.1 and 2.2.1. Let A ⊂ X and Y be as in 2.2.1 and
p : Y → X the covering projection. Then for any abelian group G the induced map
p∗ : Hr(Y ;G) → Hr(X ;G) is an isomorphism for r < n and an epimorphism for
r = n; the induced map p∗ : Hr(X ;G) → Hr(Y ;G) is an isomorphism for r < n
and a monomorphism for r = n. Furthermore, if G is a field, charG 6= 2, then p∗
induces an isomorphism between H∗(X ;G) and the (+1)-eigenspace H
+
∗ (Y ;G) of
the deck translation (respectively, p∗ induces an isomorphism between H∗(X ;G)
and H∗+(Y ;G) ). 
Note that 2.2.1 and 2.2.2 still hold if A and, hence, Y are singular. If A is smooth
but not even, one may try to find another smooth divisor H on X , intersecting A
transversally, so that [H ] + [A] vanishes in H2n−2(X). Then there is a double
covering YH of X branched along H ∪A, and one can study its blow-up Y˜ H at S =
H ∩ A. (A typical example is when X ⊂ PN and A is cut on X by a hypersurface
of odd degree: taking for H a generic hyperplane section one obtains information
about an affine part of (X,A).) Equivalently, one can first blow up S at X to
obtain a manifold X˜; then Y˜ is the double covering of X˜ branched along the
proper transform of A + H . If H is ample, so is aH + A for a ≫ 0, and since
Hr(X˜) = Hr(X)⊕Hr−2(S), Corollary 2.2.2 takes the following form:
2.2.3. Proposition. Let A ⊂ X be a smooth divisor, H ⊂ X an ample divisor
transversal to A, and Y˜ H as above. Then for any field F , charF 6= 2, and any
r ∈ Z there are canonical isomorphisms H+r (Y˜ H ;F ) = Hr(X ;F )⊕Hr−2(H ∩A;F )
and Hr+(Y˜ H ;F ) = H
r(X ;F ) ⊕ Hr−2(H ∩ A;F ). Furthermore, H−r (Y˜ H ;F ) =
Hr−(Y˜ H ;F ) = 0 for r 6= n = dimX . (Here H±∗ and H∗± are the (±1)-eigenspaces
of the deck translation involution.) 
2.2.4. Assume now that X is supplied with a real structure and A is an even
real divisor. Assume, further, that E with 2E ∼ A is also chosen real and let
Y = Y (E). (Such a choice of E exists, e.g., if H1(X) = 0; in general the existence
depends on whether the class of A in H2(X ;Z) is the double of a skew-invariant
class.) If RX 6= ∅, the involution conj on X lifts to two involutions T± : Y → Y ,
which are antiholomorphic, commute with each other and with the deck translation
τ : Y → Y , and satisfy τ = T+ ◦ T− (see A.2.5). The corresponding real parts of Y
are denoted by RY±, and their projections to RX , by RX±. Obviously, RX+ ∪
RX− = RX and RX+ ∩ RX− = RA. The characteristic classes ω± ∈ H1(RX±)
are Poincare´ dual to the corresponding restrictions rel[RE] ∈ Hn−1(RX±,RA).
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2.3. Smith inequalities. This group of results, obtained from the Smith inequal-
ity and its relative version (see A.1.3(2) and (A.1.9), respectively), generalizes the
Harnack inequality for curves.
2.3.1. Theorem. For a manifold X with real structure one has β∗(RX) 6 β∗(X)
and β(RX) = β(X) mod 2. If, furthermore, A ⊂ X is a real submanifold, then
β∗(RX,RA) 6 β∗(X,A) and β∗(RX,RA) = β(X,A) mod 2. 
In 2.3.1 one can easily recognize the familiar relations between the number of
real roots of a real polynomial and its degree, if dimX = 0, and the classical
Harnack inequality, which states that the number of real components of RX does
not exceed genus(X) + 1, if dimX = 1. The bound given by 2.3.1 is sharp for
hypersurfaces of any degree in projective spaces of any dimension (see [V2] and the
forthcoming [IV2]); for a hypersurface X ⊂ Pq of degree m the bound takes the
form β∗(X) 6
1
m ((m− 1)q+1 + (−1)q) + q − (−1)q, see [Th3].
2.3.2. Complementary inequality for even pairs. Let A be an even ample
real submanifold on a manifold X with real structure, dimX = n. Let, further, E
be a real divisor on X with 2E ∼ A and ω± ∈ H1(RX±) the class Poincare´ dual to




dimKer∂ − dimKer(ω± ⊕ ∂)
]
6 β∗(X) + (−1)n[χ(X)− χ(A)],
where ω± ⊕ ∂ : H∗(RX±,RA) → H∗−1(RX±,RA) ⊕ H∗−1(RA) is the boundary
homomorphism in the Smith exact sequence A.1.1.
Proof. The statement is the Smith inequality applied to one of the involutions T±
in the double covering Y → X branched over A (see 2.2.4). The left hand side
here is β∗(RY±), as it follows immediately from the Smith exact sequence of the
deck translation involution, exact sequence of (RX,RA), and Poincare´ duality. The
right hand side equals β∗(Y ). Indeed, from 2.2.2 and the symmetry of the Betti
numbers it follows that βr(Y ) = βr(X) for all r 6= n, and to find the remaining
Betti number βn(Y ) it suffices to compare the Euler characteristics (using, e.g., the
Riemann-Hurwitz formula A.1.3(6)). 
Remark. The left hand side of the inequality in 2.3.2 above is equal to β∗(RA) +
2 dimKer(ω± ⊕ ∂). In the case of projective hypersurfaces the inequality can be
simplified, see 2.8.3; in this case ω± is k-times the generator of H
1(RPn), where
2k = degA. (By a strange mistake, in the early papers on the subject another class
was indicated.)
Unlike the case of curves, in general it is a difficult problem to estimate βi(RX)
(and even β0(RX) ) separately; the sharp bound is not known even for surfaces
of degree 5 in P3, see 3.5. Note also that 2.3.1 and 2.3.2, when they both apply,
give, in general, different restrictions to the topology of (RX,RA). Certainly, the
ampleness condition in 2.3.2 is only needed to evaluate the Betti numbers of Y ;
without it the right hand side of the inequality should be replaced with β∗(Y ).
According to 2.3.1, the difference β∗(X)−β∗(RX) is a nonnegative even integer.
If this difference is 2d, one calls X is an (M − d)-manifold (or conj an (M − d)-
involution). Similar to the case of curves and the classical Harnack inequality it
is M - (or close to M -) manifolds that satisfy certain additional congruence type
prohibitions (see 2.7).
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2.4. Comessatti-Petrovsky-Oleinik inequalities. Recall that, if a compact
complex manifold X admits a Ka¨hler metric (and this is the case for projective
manifolds, since they inherit a Ka¨hler metric from the ambient projective space),




Hp,q(X), 0 6 p, q 6 dimCX,
where Hp,q(X) = Hq(X ; Ωp(X)) can be interpreted as the subspace of classes
realized by (p, q)-forms. The Hodge numbers hp,q(X) = dimHp,q(X) are deforma-
tion invariants of X . A particular Ka¨hler metric yields a further decomposition
Hp,q(X) =
⊕
Ωk ∧ P p−k,q−k(X), where Ω ∈ H1,1(X) is the fundamental class of
the metric and P a,b ⊂ Ha,b are the subspaces of so called primitive classes (see,
e.g., [Ch]). If X is real, it admits an invariant Ka¨hler metric (e.g., obtained by the
averaging) and for such a metric one has conj∗ Ω = −Ω.
The following result incorporates the Petrovsky [Pet], Petrovsky-Oleinik [PO],
and Comessatti [Co1] inequalities (for double planes, projective hypersurfaces, and
surfaces, respectively). For other generalizations of Petrovsky-Oleinik inequalities
see [A2], [Kho1], [Kho2].
2.4.1. Theorem. If X is a compact complex Ka¨hler manifold with real structure,
dimX = n = 2k even, then∣∣χ(RX)− 1∣∣ 6 hk,k(X)− 1.
If, besides, A ⊂ X is an even real divisor, A ∼ 2E for a real divisor E, then
∣∣χ(RX−)− χ(RX+)∣∣ 6 hk,k− (Y ), and∣∣2χ(RX±)− 1∣∣ 6 hk,k(Y )− 1,
where Y = Y (E), τ is the deck translation, and hpq− (Y ) = h
p,q(Y )− hp,q(X) is the
dimension of the τ -skew-invariant part Hpq− (Y ) ⊂ Hp,q(Y ).
Proof. We prove the first assertion; the two others are similar. According to the






p,q(X) = Hq,p(X) and conj∗ Ω = −Ω (for an invariant Ka¨hler metric),
in the decomposition of H∗(X ;C) into primitive classes only the terms present
in Hk,k(X) =
∑





It remains to observe that conj∗ = id on P 0,0(X) and that |Trace | 6 dim. 
The above inequalities are sharp for curves in P2, see [Pet], and for surfaces in P3,
see [V2]; in these cases they are, respectively, the Petrovsky and Petrovsky-Oleinik
inequalities. To our knowledge, in higher dimensions the question is still open.
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2.5. Hodge numbers. If A is ample, the last two inequalities in 2.4.1 can be
made effective. Following F. Hirzebruch, consider the generalized Todd genus (or
just Ty-genus) Ty(X) =
∑
(−1)qhp,q(X)yp. By the Hirzebruch-Riemann-Roch
theorem [H2] Ty(X) is equal to the value on [X ] of a certain degree n poly-
nomial Tn(y; c1, . . . , cn) in the Chern classes ci = ci(X). Furthermore, given
u1, . . . , ur ∈ H2(X), one can define the virtual Todd genus T ry (u1, . . . , ur), which is
a polynomial in ci and uj with the following property: if the classes Poincare´ dual
to ui are realized by codimension 1 submanifolds Ui intersecting transversally, then
T ry (u1, . . . , ur) = Ty(U1 ∩ . . . ∩ Ur).
The following statement is a consequence of 2.2.2 (with G = C):
2.5.1. Proposition (see [Kh2]). Let A ⊂ X and Y = Y (E) be as in 2.4.1. If A is
ample, then hp,q(Y ) = hp,q(X) for all p, q with p+ q 6= n and
n∑
i=0





y (e, . . . , e)X − Ty(X),
where ar(y) is the coefficient of x
r in the formal power series expansion
(2.5.2)
(1 + yx)2 − (1− x)2








and e = c1(E). (The result does not depend on the choice of E with 2E ∼ A, as
the calculation is done in the rational homology.) 
Proof. From 2.2.2, the naturallity of the Hodge decomposition, and Serre duality
it follows that hp,q(Y ) = hp,q(X) for p + q 6= n, and to find the remaining Hodge
numbers in the middle dimension it suffices to know the Todd genus of Y , which,




y (e, . . . , e)X . 
Explicit calculation for small dimensions gives the following values for Ty(X) =∑n
i=0 Tn,iy
i (where n = dimX):
2.5.3. Corollary. Let ci = ci(X). If dimX = 2, then








1 − 5c2)[X ],
h1,1(Y ) = h1,1(X)− T2,1 − (ec1 − 3e2)[X ].
If dimX = 4, then
T4,0 = T4,4 =
1
720 (−c41 + 4c21c2 + 3c22 + c1c3 − c4)[X ],
T4,1 = T4,3 =
1
180 (−c41 + 4c21c2 + 3c22 − 14c1c3 − 31c4)[X ],
T4,2 =
1
120 (−c41 + 4c21c2 + 3c22 − 19c1c3 + 79c4)[X ],
h2,2(Y ) = h2,2(X) + T4,2 +
1
12 (115e
4 − 46e3c1 − 5e2c21 + 31e2c2 + ec1c2 − 12ec3)[X ]. 
If X is a regular complete intersection in PN , its Hodge numbers and, hence,
the bounds in 2.4.1 can be found recursively. They depend only on the
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of X . Define polynomials χqs(m1, . . . ,ms; y) as follows:
(2.5.4)
χ00(y) = 1, χ
0
s(m1, . . . ,ms; y) = 0 for s > 0, and
χqs(. . . ,ms; y) = msχ
q−1





(y − 1)χq−1s (. . . , µ− 1; y)− yχq−1s+1(. . . , µ− 1, µ; y)
]
.
(Note that χq0(y) =
∑q
r=0(−1)ryr, χqq(m1, . . . ,mq; y) = m1 . . .mq, and χqs = 0
for s > q.)
2.5.5. Proposition. If a manifold X of even dimension n = 2l is a regular com-
plete intersection in Pn+s of polydegree (m1, . . . ,ms), then
Ty(X) = χ
n+s
s (m1, . . . ,ms; y).
In particular, (−1)lhl,l(X) is equal to the coefficient of yl in χn+ss (m1, . . . ,ms; y).
If, further, A ⊂ X is a submanifold cut on X by a hypersurface of degree 2k and






r+s (m1, . . . ,ms, k, . . . , k; y).
(See (2.5.2) for the definition of ar(y).) In particular, (−1)lhl,l(Y ) is equal to the
coefficient of yl in the above polynomial.
Proof (see [Kh2]). The statement is an immediate consequence of the functional
equation for Ty-genus [H2, Theorem 11.3.1] and the well known fact that h
p,q(X) =
0 unless p = q or p+ q = n. 
In small dimensions (surfaces in Pq and hypersurfaces in P5) Proposition 2.5.5
gives the following (to simplify the formulas we denote by µi the i-th elementary
symmetric polynomial in m1, . . . ,ms; certainly, µ0 = 1 and µi = 0 for i > s).
2.5.6. Corollary. If X ⊂ Pq, dimX = 2, then
h1,1(X) = 112µq−2
(
8µ21 − 10µ2 − 6(q + 1)µ1 + (q + 1)(3q − 2)
)
,
h1,1(Y ) = µq−2k
(
3k + µ1 − (q + 1)
)
+ 2h1,1(X);
If X ⊂ P5, dimX = 4, then
s = 0: h2,2(Y ) = 11512 k
4 − 1156 k3 + 18512 k2 − 356 k + 2,
s = 1: h2,2(X) = 1120m
5
1 − 114 m41 + 234 m31 − 254 m21 + 3710m1,


























Remark. Originally the bound in the Petrovsky-Oleinik inequality was expressed
via the number of certain monomials rather than in terms of the Hodge structure.
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The coincidence of the two bounds was proved by V. Zvonilov [Zv1] using 2.5.1.
It is closely related to the following beautiful rule: if X ⊂ P2k+1 is a hypersur-
face, degX = d, then hk,k(X)− 1 is the number of the integral points in the layer
kd <
∑
(xi + 1) < (k + 1)d of the cube [0, d − 2]2k+1 ⊂ R2k+1. Other layers of
the cube give the other Hodge numbers. The formula extends to hypersurfaces
in spaces of even dimension. Relations of this type were first observed by, prob-
ably, J. Steenbrink [St], who found an explicit monomial basis for the vanishing
Hodge structure of a semiquasihomogeneous singularity. For further generaliza-
tions see [DKh] and [Va2].
2.6. Types of involutions. In the theory of real curves the notion of separat-
ing (or type I, see Introduction) curve is crucial. In higher dimensions, when RX
has (real) codimension greater than one, it cannot separate X , but the homology
vanishing condition, [RX ] = 0 ∈ Hn(X), still makes sense. In various applications
the properties of RX may depend on whether it is homologous to a certain distin-
guished class u ∈ Hn(X) which is usually natural (say, a characteristic class of X),
but does not need to be zero. Thus, given a class u ∈ Hn(X), we say that the real
structure conj on X (or just X itself, or RX) is of type Iu if [RX ] is homologous
to u. Here are the special cases used most commonly:
(1) I0 or Iabs, with u = 0. Type I0 is sometimes called the absolute type I;
(2) Iwu, where u = un(X) is the n-th Wu class of X . (Recall that un(X) is the
characteristic element of the intersection form ofX . Due to the Wu formula,
un(X) is a certain polynomial in the Stiefel-Whitney classes of X
3);
(3) Ihp, with u equal to the (n/2)-th power of the hyperplane section. (Cer-
tainly, this only makes sense for a fixed embedding X →֒ PN .)
In the case of projective varieties the notion of types I0 and Ihp appeared in [Kh5].
In [V1] types I0 and Ihp are called Iabs and Irel respectively, and a hypersurface which
is not of one of these types is said to have type II. However, this terminology does
not seem commonly accepted. Usually, depending on a particular problem, it is
reasonable to distinguish a class u ∈ Hn(X) and consider manifolds of types Iabs
and Iu = Irel, regarding the rest as type II. E.g., in most results below it is type Iwu
that plays essential roˆle.
2.7. Congruences. Next two theorems are direct generalizations of Gudkov, Ar-
nol′d, Rokhlin, Kharlamov, and Krakhnov congruences.
2.7.1. Extremal congruences. Let X be an even dimensional (M −d)-manifold
with real structure. Then:
(1) if d = 0, then χ(RX) = σ(X) mod 16;
(2) if d = 1, then χ(RX) = σ(X)± 2 mod 16;
(3) if d = 2 and χ(RX) = σ(X) + 8 mod 16, then X is of type Iwu.
2.7.2. Generalized Arnol′d congruence. Let X be a manifold with real struc-
ture of type Iwu. If dimX is even, then χ(RX) = σ(X) mod 8.
2.7.3. Proposition. An M -manifold with real structure is of type Iwu.
The signature of a complex analytic manifold X equals T1(X) (see 2.4). If X is
a surface, this gives σ(X) = 13 (c
2
1− 2c2)[X ]. If X is a regular complete intersection
3Since X is a complex manifold, w2i+1(X) = 0 and w2i(X) = ci(X) mod 2. Note that
conj
∗
ci = (−1)ici; in particular, all the mod2 characteristic classes of X are conj∗-invariant.
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in Pq, its signature can be found using Proposition 2.5.5 and (2.5.4). Here are some
partial results:
2.7.4. Signature of a complete intersection. Let X be a regular complete
intersection in Pq of polydegree (m1, . . . ,ms) and even dimension n = q − s.
(1) If n = 2, then σ(X) = − 13µq−2(µ21 − 2µ2 − q − 1), where µi is the i-th
elementary symmetric polynomial in (m1, . . . ,ms).
(2) If s = q+2 mod 4 and m1+ · · ·+ms = q+1 mod 2, then σ(X) = 0 mod 16.
(3) If s = q mod 4 and all mi but, maybe, one (say, ms) are odd, then σ(X) =
m1 . . .ms mod 16.
(4) If X is a hypersurface (i.e., s = 1), then
σ(X) = m1 (mod 16) if n = 0 mod 4;
σ(X) = 0 mod 16 if n = 2 mod 4 and m1 is even;
σ(X) = 1−m1(m1 − 1) mod 16 if n = 2 mod 4 and m1 is odd.
Proof. We use the identity σ(X) = χqs(m1, . . . ,ms; 1). Statement (1) is proved by
induction using (2.5.4). Statement (2) follows from the fact that the signature of
a (8k + 4)-dimensional Spin-manifold is divisible by 16 (see [Och]). To prove (3),
we proceed by induction in s and ms and use the functional equation for Ty-genus
[H2, Theorem 11.3.1)], which implies
(2.7.5) χqs(. . . ,ms; 1) = χ
q
s(. . . ,ms−1; 1)+χq−1s−1(. . . ; 1)−χq−1s+1(. . . ,ms−1,ms; 1).
Under the hypotheses of (3) the last term in (2.7.5) vanishes due to (2).
Statements (2) and (3) cover the first two cases in (4). In the last case we
use (2.7.5) again; now χq1(m− 1; 1) = 0 mod 16 due to (2), χq−10 (1) = σ(Pq−1) = 1,
and χq−12 (m− 1,m; 1) = (m− 1)m mod 16 due to (3). 
The proofs of 2.7.1–2.7.3 are similar to each other; the key ingredient is Lem-
ma 2.7.6 below.
Let n = dimX . Denote H = Hn(X ;Z)/Tors and let H
±1 ⊂ H be the eigen-
subgroups of conj∗ and J = H/(H
+1 ⊕ H−1). Denote by B : H ⊗ H → Z the
intersection form (x, y) 7→ x ◦ y of X , and by Bconj, the twisted intersection form
(x, y) 7→ x◦ conj∗ y, see A.3. Let q± be the discriminant quadratic space associated
with B|H± . As is known (see B.3), J and q± are Z2-vector spaces isomorphic as
groups.
2.7.6. Lemma. Let, as above, X be an (M − d)-manifold with real structure,
dimX = n. Then:
(1) the image of [RX ] in H2(X) is the characteristic element of the twisted
intersection form Bconj;
(2) both un(X) and [RX ] ∈ Hn(X) are integral classes, i.e., they belong to the
image of Hn(X ;Z);
(3) d > dimCoker[(1 + conj∗) : H∗(X)→ H∗(X)] > dim J .
Let, besides, n = dimX be even, n = 2k. Denote ǫ = (−1)k+1. Then
(4) χ(RX) = (−1)k+1σ(Bconj) = σ(X)− 2σ(Hǫ);
(5) Hǫ is an even lattice;
(6) dim J = d mod 2.
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Proof. Statement (1) is the Arnol′d lemma A.3.3. (4) is an immediate consequence
of A.3.2, and (5) follows from the fact that un(X), like any characteristic class
of X , is realized by a formal linear combination of real cycles of dimension k (see,
e.g., [R5]) and, hence, belongs to H−ǫ.
To prove (2) note that both the standard and twisted Z2-valued intersection
forms vanish on the image of TorsHn(X ;Z) (as so do their Z-valued counterparts).
Hence, their characteristic classes annihilate TorsHn(X ;Z) and thus are integral.
Statement (3) follows from A.1.3(1) and the construction of the Smith exact
sequence given in A.1.5. Indeed, Ker pr∗ in A.1.1 consists of geometrically invariant,
and hence conj∗-invariant cycles, which must belong to Ker(1 + conj∗). This gives
the first inequality in (3); the second one is obvious, as dim J equals dimKer(1 +
conj∗) restricted to H ⊗ Z2.
The proof of (6) is based on the following two facts:
2.7.7. Lemma. For any closed manifold M of even real dimension n = 2k one
has β∗(M) = (−1)kχ(M) mod 4.





r=0 β2r+1(M). The proof for k odd is similar. 
2.7.8. Lemma. For any closed complex manifold X of even complex dimension
n = 2k one has σ(X) = (−1)kχ(X) mod 4.
Proof. The proof is similar to the previous one, using the Ty-characteristic (see 2.4),
the identities σ(X) = T1(X) and χ(X) = T−1(X), and the symmetry Tn,i =
(−1)nTn,n−i of the coefficients Tn,i in Ty(X) =
∑
Tn,iy
i (see [H2, Section 1.8]; note
that Tn,i take integral values on any, not necessarily Ka¨hler, complex manifold.) 
Lemmas 2.7.7 and 2.7.8 applied to X give β∗(X) = (−1)kσ(X) mod 4. Then (4)
turns into (−1)kβ∗(RX) = (−1)kβ∗(X)− 2σ(Hǫ) mod 4, and (6) follows from the
congruence σ(Hǫ) = dim qǫ mod 2 (the lattice is even due to (5)) and the identity
dim J = dim q±. 
Remark. Lemma 2.7.8 extends to almost complex manifolds; one can use either
Atiyah-Dupont formula [AD] (see G. Wilson [Wi]) or cobordism arguments.
Proof of Theorem 2.7.1. Under the hypotheses of 2.7.1(1) or (2) from 2.7.6(3)
and (6) it follows that dim qǫ = dim J = 0 or 1, respectively (where still ǫ =
(−1)k+1), and Theorem B.2.2 applied to Hǫ in 2.7.6(4) gives 2.7.1(1) and (2).
Similar arguments show that under the hypotheses of 2.7.1(3) the discriminant
forms q±, whose dimensions are at most 2, are even and, due to B.3.1, the difference
[RX ] − un(X) annihilates all the integral classes in Hn(X), i.e., belongs to the
image of TorsHn(X ;Z). Now, using again 2.7.6(3), where both the inequalities
turn into equalities, one concludes that each element of Hn(X)/Hn(X ;Z)⊗Z2 has
a conj∗-invariant representative. Hence, B and B
conj coincide on such classes and
un(X)− [RX ] vanish. 
Proof of Theorem 2.7.2. Since [RX ] and un(X) coincide, from B.3.1 it follows that
q± are even discriminant lattices. Hence, Br q± = 0 mod 4, and 2.7.6(4) applies. 
Proof of Proposition 2.7.3. The statement follows from 2.7.6(1) and 2.7.6(3), which
implies that conj∗ acts as identity on H∗(X). 
2.8. Additional prohibitions.
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2.8.1. Generalized Arnol′d inequality. Let X be a closed complex Ka¨hler
manifold with real structure and dimX = n = 2k even. Then the number p− of

















Proof. We proceed exactly as in [A1] and derive the inequality from p− 6 σ
+1
ǫ ,
where ǫ = (−1)k+1 and σ+1± are the inertia indices of the intersection form of X
restricted to H+1n (X ;Z). In order to find σ
+1









σ+1+ − σ+1− + σ−1+ − σ−1− = σ(X),
σ+1+ − σ+1− − σ−1+ + σ−1− = (−1)kχ(RX),
σ+1+ + σ
+1





In the right hand side of the last equation Hn(X ;Z) can be replaced with Hk,k(X),








(−1)j Trace(conj∗, P k−j,k−j(X))
with (2.4.2) and the obvious inequality
−Trace(conj∗, P i,i(X)) 6 dimP i,i(X) = hi,i(X)− hi−1,i−1(X).
(In the case of k odd one can also use the fact that −Trace(conj∗, P 0,0(X)) con-
tributes to σ+1ǫ and, on the other hand, conj
∗ = id on P 0,0(X).) 
2.8.2. For a subset S ⊂ RPN let
ℓ(S) = max
{−1, i ∣∣ in∗ : Hi(RPN )→ Hi(S) is nontrivial},
where in: S →֒ RPN is the inclusion. If A ⊂ PN is a real projective variety,
we let ℓ(A) = ℓ(RA). It is clear that in∗ : Hi(RPN ) → Hi(RA) is a nontrivial
homomorphism for all i 6 ℓ(A) and that ℓ(A) = n = dimA if degA is odd.
(Recall that the degree of A is the number of intersection points of A and a generic
(N − n)-plane in PN .) The following simple statement is a direct consequence of
the Poincare´ duality and the standard exact sequences.
2.8.3. Proposition. If degA is even, then ℓ(RP+) = ℓ(A) 6 ℓ(RP−) = n− l(A)
and, in particular, ℓ(A) 6 n2 . 
Remark. As it follows from 2.8.3 and the remark after 2.3.2, if degA is even, the
double covering of Pn+1 is an M -variety (under a proper choice of the covering real




n− 2ℓ(RA), if m = 0 mod 4,
1, if m = 2 mod 4 and n > 2ℓ(RA), or
0, if m = 2 mod 4 and n = 2ℓ(RA).
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and for n odd
d =
{
n− 2ℓ(RA)− 1, if m = 0 mod 4,
0, if m = 2 mod 4.
Another, related, consequence of the same calculation is an improvement of the
Smith-Thom bound: A can not be an (M − l)-variety with l < d given above.
The invariant ℓ(RA) was introduced in [Kh5]; the results of [Kh5] were later
improved by I. Kalinin [Ka].
2.8.4. Additional extremal congruences for (M − d)-hypersurfaces. Let
A ⊂ Pn+1 be a real (M − d)-hypersurface of even dimension n and degree m. If
m = ±2 mod 8 and n/2− ℓ(A) is odd, then
(1) if d = n/2− ℓ(A), then χ(RA) = σ(A) ∓ 2 mod 16;
(2) If d = n/2− ℓ(A) + 1, then χ(RA) = σ(A), σ(A) ∓ 4 mod 16.
If m = 0 mod 8 and ℓ(A) < n/2, then
(2) if d = n− 2ℓ(A), then χ(RA) = σ(A) mod 16;
(3) if d = n− 2ℓ(A) + 1, then χ(RA) = σ(A) ± 2 mod 16.
Proof of Theorem 2.8.4 (see [Ka]). Without going too deep into the details, we
just outline the principal ideas. Like the other extremal congruences, 2.8.4 is de-
rived from 2.7.6(4) and (5) using Theorem B.2.2. The crucial point, which re-
places 2.7.6(3) and (6) and gives an estimate on dim J = dim q±, is the following
lemma:
2.8.5. Lemma (see [Ka]). Let A ⊂ Pn+1 be a real (M − d)-hypersurface of di-
mension n and degree m.
(1) If ℓ(A) > [(n− 1)/2], then dim J = d.
(2) If ℓ(A) < [(n− 1)/2], then





[(n− 1)/2]− ℓ(A)) if m = 0 mod 4,
2[(n/2− ℓ(A))/2] if m = 2 mod 4 and n is even,
(n− 1)/2− ℓ(A) if m = 2 mod 4 and n is odd.
(Here [x] denotes the integral part of x.)
Lemma 2.8.5 is proved using Kalinin’s spectral sequence (rE∗, rd∗), see A.2. If
A is a regular complete intersection in PN , the difference d− dim J is equal to the
number of nontrivial differentials rdi with r > 1. Lemma 2.8.5 is obtained in [Ka]
from an explicit calculation of rE∗(PN ) and rE∗(Pn+1 r A). This calculation also
gives the other key ingredient of the proof of 2.8.4, which is stated below. Denote
by h the generator of H2(PN ) and let δh(A) = 0 if n = dimA is odd or n is even
and in∗ hn/2 ∈ Im(1 + conj∗) in Hn(A;Z2), and δh(A) = 1 otherwise.
2.8.6. Lemma (see [Ka]). Let A ⊂ Pn+1 be a real hypersurface of even dimen-
sion n and degree m. If m = 2 mod 4, then
δh(A) =
{
0 if ℓ(A) < n/2 and ℓ(A) = n/2− 1 mod 2,
1 otherwise;
if m = 0 mod 4, then
δh(A) =
{
0 if ℓ(A) < n/2,
1 if ℓ(A) > n/2.
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From the lemma it follows that under the hypotheses of 2.8.4 one has in∗ hn/2 ∈
Im(1 + conj∗). This gives additional information on Br q± when dim q± = dim J is
small (see B.1.1). 
2.9. Inherited structures on the real part. In the rest of this section we
briefly discuss a few constructions generalizing, to an extent, the notion of complex
orientation of a dividing real curve.
2.9.1. Spin-orientations. Let X be a manifold with real structure conj. Than
any conj-invariant Spin-structure on X defines, in a natural way, a semi-orientation
(i.e., pair of opposite orientations) on RX .
Remark. If X is Spin and H1(X) = 0, the only Spin-structure on X is obviously
conj-invariant and, hence, RX has a canonical semi-orientation. In particular,
it is orientable (cf. 3.4.2). The orientability statement extends to involutions on
arbitrary manifolds and is known as Edmonds theorem [Ed].
Construction. One needs to compare orientations at two points x1, x2 ∈ RX . Con-
nect x1, x2 by a path γ in X , represent the two orientations by tangent n-frames
Ξ1, Ξ2 (where n = dimCX = dimR RX), extend (Ξ1,
√−1Ξ1) and (Ξ2,
√−1Ξ2) to
a 2n-frame field (ξ1, . . . , ξ2n) on γ, and evaluate the chosen Spin-structure on the
loop γ ◦ conj∗ γ, where conj∗ γ is framed with
(conj∗ ξ1, . . . , conj
∗ ξn,− conj∗ ξn+1, . . . ,− conj∗ ξ2n).
The two orientations are regarded coherent if the resulting value is 0. It is straight-
forward to check that, if the Spin-structure is conj-invariant, the result does not
depend on the choices made. 
2.9.2. Stiefel orientations. Recall that an orientation of a smooth manifold Y
can be defined as a homotopy class of lifts to BSO of a classifying map fY : Y → BO
of the tangent bundle of Y . The fibration BSO → BO can, in turn, be regarded
as the K(Z2, 0) fibration killing w1 ∈ H1(BO). Generalizing this approach one can
fix a characteristic class ω ∈ Hi+1(BO) and define ω-structures on Y as homotopy
classes of lifts of fY to a K(Z2, i)-fibration BOω → BO killing ω. It is easy to
see that Y admits an ω-structure if and only if ω(Y ) = 0 and, if nonempty, the
set of ω-structures on Y is an affine space over Hi(Y ) (see, e.g., [Deg2]). Thus,
orientations and Spin- (more precisely, Pin+-) structures are, respectively, w1- and
w2-structures.
If ω = wi+1 is a Stiefel-Whitney class, one can replace BOω with the corre-
sponding associated Stiefel bundle and show that a wi-structure can be regarded
as a Z2-valued function on the homotopy classes of (n− i)-framed i-cycles (where
n = dimY ). This gives rise to the following generalization of the notion of complex
orientation of a dividing curve (see [V4] or, for a more formal approach, [Deg1]).
Let X be a complex manifold with real structure, dimX = n, and [RX ] vanishes in
Hn(X). Then RX possesses a canonical wn-structure, whose value on a 1-framed
(n− 1)-cycle γ is defined as the linking coefficient of RX and a shift of γ along the
framing multiplied by
√−1. (More precisely, this is a partial structure, defined on
the kernel of the inclusion homomorphism Hn−1(RX)→ Hn−1(X).) The assump-
tion [RX ] = 0 assures that the linking coefficient is well defined. The construction
admits a further generalization. Let γ be an (n− i)-cycle and (ξ1, . . . , ξi) its fram-
ing. Proceed as in the geometric construction of Viro homomorphisms (see A.2)
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and include γ into an (n− 1)-cycle γ′ in X tangent to √−1 ξ1, . . . ,
√−1 ξi−1; then
shift γ′ along an extension of
√−1 ξi and evaluate the linking coefficient of the shift
and RX . A detailed analysis shows that this construction gives rise to a partial
wn−i+1-structure on RX , defined on the kernel of bvn−1 : Hn−i(RX)→ iEn−1(X),
provided that bvn+i−1[RX ] vanishes in
iEn+i−1(X). In particular, the last condi-
tion implies that wn(X) = . . . = wn−i+1(X) = 0.
3. Surfaces
3.1. Basic results. In this section by complex surface we mean a closed complex
analytic manifold of complex dimension 2. First, we restate some results of Section 2
in more topological terms.
3.1.1. Theorem. Let X be a complex surface with real structure. Then
β∗(RX) 6 β∗(X) and β∗(RX) = β∗(X) mod 2.
Let, further, A be a nonsingular even ample real divisor on X and Y → X a double
covering branched over A. Then
β∗(RX−) + β∗(RX+) 6 β2(X) + β∗(A) and
2β∗(RX±)− 4c0(RX±) 6 2β2(X) + β∗(A),
where RX± are the two halves of RX r RA (see 2.2) and c0(RX±) is the number
of closed components of RX± covered nontrivially in RY±. 
According to the Nakai-Moishezon criterion (see, e.g., [BPV]) an effective divi-
sor A on a nonsingular Ka¨hler surface X is ample if and only if A ◦ D > 0 for
any irreducible curve D ⊂ X . In general, the ampleness condition in 3.1.1 can be
replaced with a weaker requirement that A should be connected and the inclusion
homomorphism H1(A)→ H1(X) should be onto. Under these hypotheses from the
Smith exact sequence it follows that β1(Y ) = β1(X).
3.1.2. Theorem. Let X be a complex Ka¨hler surface with real structure. Then∣∣χ(RX)− 1∣∣ 6 σ−(X),
where σ−(X) = 12 [b2(X) − σ(X)] is the negative inertia index of the intersection
form of X . Let, further, A ⊂ X be a nonsingular ample even real divisor on X so
that there is a real divisor E on X with 2E ∼ A. Then










Note that here, as well as in many other statements about surfaces (at least in
this survey) the Ka¨hler property is only used to assert that conj∗ is traceless on
H1(X ;R). If X is not Ka¨hler (but still complex analytic), there still is a canonical
subspace H1,0(X) ⊂ H1(X ;C) (generated by the classes of closed holomorphic
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forms) and one has H1,0 ∩ conj∗H1,0 = H1,0 ∩ H¯1,0 = 0 and either b1(X) =
2h1,0(X) or b1(X) = 2h
1,0(X) + 1. Thus, the worst that can happen is that the
trace of conj∗ on H1(X ;R) is ±1, and the first inequality should be replaced with∣∣χ(RX) − 1∣∣ 6 σ−(X) + 1. Alternatively, the Ka¨hler property can be replaced,
e.g., with the requirement b1(X) = 0. (Then the result holds for flexible varieties
as well.) A stronger condition β1(X) = 0 would also imply the existence of E as
in the statement. Note also that the inequalities in 3.1.2 do not appeal to any
covering; however, we do not know whether the statement still holds if there is no
real double covering branched in A.
The ampleness condition in the last two inequalities can be replaced with b1(Y ) =
b1(X); otherwise b1(Y )−b1(X) should be added to the right hand sides of both the
inequalities. Note that, unlike 2.4.1, all the statements can be proved topologically
following the lines of [A1]. (In order to prove the second inequality one should con-
sider both the involutions T± on Y and evaluate the inertia indices σ
±1,±1
± of the
restrictions of the intersection form to the bi-eigenspaces H±1,±12 . The inequality
would then follow from σ±1,∓1− > 0.) Moreover, taking into account various classes
realized by the orientable components of RX and RY , one can obtain refined in-
equalities and their extremal properties. Here is an example:
3.1.3. Theorem. Let X be a complex Ka¨hler surface with real structure. Then
−σ−(X) 6 1− χ(RX) 6 σ−(X)− 2p+,
where p+ is the number of orientable components of RX of positive Euler charac-
teristic. If A ⊂ X is a nonsingular ample even real divisor on X so that there is a
real divisor E on X with 2E ∼ A, then





where q+ is the number of orientable components of RY+ of positive Euler charac-
teristic (which, clearly, correspond to the components of RX+ with positive Euler
characteristic for which the restriction of the covering projection RY+ → RX+ is
the orientation double covering.) 
The extremal congruences 2.7.1, Arnol′d congruence 2.7.2, and Proposition 2.7.3
(as well as Lemma 2.7.6) are transferred to surfaces without changes. The general-
ized Arnol′d inequality 2.8.1 takes the following simpler form:
3.1.4. Arnol′d inequality for surfaces. Let X be a Ka¨hler surface with real
structure. Then the number p− of the orientable components of RX with negative





where σ+(X) = 12 [b2(X) + σ(X)]. 
Below is another example of a refined statement specific for surfaces (see [Nik2];
in fact, one proves that the class [RX ] ∈ H2(X ;Z) is divisible by 2r+1). More
examples of refined extremal congruences taking into account particular additional
properties of the surface are found in 3.4.
TOPOLOGICAL PROPERTIES OF REAL ALGEBRAIC VARIETIES 21
3.1.5. Nikulin’s congruence. Let X be an M -surface with real structure and
H1(X) = 0. Suppose that RX is orientable and that the Euler characteristic of each
component of RX is divisible by 2r for some r > 1. Then χ(RX) = 0 mod 2r+3.
If X is a regular complete intersection in Pq, then the complex ingredients
of 3.1.1–3.1.4 (i.e., the topological invariants of X and A) can easily be found
by induction using 2.5.5.
3.1.6. Let a surface X be a regular complete intersection in Pq of polydegree
(m1, . . . ,mq−2). Then
b1(X) = 0, b2(X) = χ(X)− 2,
χ(X) = µq−2
(
µ21 − µ2 − (q + 1)µ1 + 12q(q + 1)
)
,
σ(X) = − 13µq−2(µ21 − 2µ2 − q − 1),
where µi is the i-th elementary symmetric polynomial in (m1, . . . ,mq−2). If, be-
sides, A is a nonsingular curve cut on X by a hypersurface of degree m, then
χ(A) = −mµq−2(m+ µ1 − q − 1). 
3.2. The orbit space of the complex conjugation. Another phenomenon spe-
cific for surfaces is the fact that the fixed point set of the complex conjugation has
codimension 2. Hence, the quotient X/conj is a manifold; moreover, one can easily
see that, up to isotopy, there is a unique smooth structure on X/conj such that the
projection X → X/conj is a double covering branched over RX .
The resulting 4-manifolds X/conj form a very interesting class. On one hand,
they are closely related to algebraic surfaces; on the other hand, in many respects
their properties are just opposite to those of algebraic surfaces. S. Akbulut con-
jectured that the Seiberg-Witten invariants of the quotient vanish whenever the
positive inertia index of the quotient is at least 2. There is a strong evidence: if RX
has a component of genus > 2, the vanishing of the invariants follows immediately
from the ‘smooth version’ of the adjunction inequality applied to the image of the
component in the quotient (for the appropriate version of the inequality, going back
to Kronheimer and Mrowka, see [Sz]); if RX = ∅, it was proved by Sh. Wang [Wa].
(If RX = ∅, the projection X → X/conj is an honest double covering and one can
easily control the behaviour of solutions to the Seiberg-Witten equation.) Further-
more, in many cases (see below) the quotient X/conj is completely decomposable,
i.e., splits into connected sum of copies of P2, P2, and S2×S2. (Recall that minimal
algebraic surfaces are irreducible.) Thus, in many cases one can assert that X/conj
admits neither complex nor symplectic structure. There is a remarkable exception:
if X is a K3-surface, X/conj is diffeomorphic to either rational or Enriques surface,
see below.
According to Arnol′d, the following result should be attributed to Maxwell:
3.2.1. Theorem. The orbit space P2/conj is diffeomorphic to S4.
The proof indicated below is found, e.g., in [Ma1]. It is a little bit shorter than
the other, more direct, proofs published in [Ku], [Mas], [A3]. (Probably, except
the one in [Mas]; as explained in [A4], this beautiful explicit proof was essentially
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known to Maxwell; a generalization of the statement to higher dimensions is also
given in [A4]). The reason is the usage of the following Cerf theorem (see [C]): the
group of diffeomorphisms of the 3-dimensional sphere coincides with the group of
diffeomorphisms of the 4-dimensional ball (in short, Γ4 = 0). The main advantage
of this proof is that it can be generalized to other real surfaces, often using the
Laundenbach-Poenaru theorem [LP], extending the Cerf theorem to handlebodies.
Proof. Pick a real flag P0 ⊂ P1 ⊂ P2. Its quotient by conj gives a simple cell
decomposition of the quotient space: a 4-ball is attached to a 2-ball. The quotient
of a closed round 4-ball centered at the origin of P2rP1 is a 4-ball, and the closure
of its complement is a closed regular neighborhood of the 2-ball P1/conj. As is
known, a closed regular neighborhood of a smooth 2-ball in a smooth 4-manifold is
a smooth 4-ball. Thus, two 4-balls are patched together and, according to the Cerf
theorem, the total space is diffeomorphic to S4. 
Most generalizations of 3.2.1 state that, under certain assumptions on the surface
(usually, for surfaces explicitly constructed in a certain way so that one can control
the topology of the quotient) the orbit space is completely decomposable. However,
there are also a few examples of surfaces whose quotient is simply connected but
not completely decomposable. Below we give a brief account of the known results.
For nonempty quadrics and cubics in P3 the decomposability result was obtain
by M. Letizia [Let]. (Due to 3.2.1, a blow up at a real point does not change the
orbit space; hence, for quadrics and connected cubics the result follows from 3.2.1.)
For nonempty quartics and, more generally, nonempty K3-surfaces the decompos-
ability was proved by S. Donaldson [Don]. (Curiously, some K3-surfaces, so called
Fresnel-Kummer surfaces, are related to the Maxwell electro-magnetism theory.)
Donaldson’s approach is based on changing the complex structure in the twistor
family and transforming the real structure to a holomorphic involution reversing
the holomorphic forms; the quotient becomes a rational surface, which is obviously
diffeomorphic to P2 # kP2 or S2 × S2.
The complete decomposability of the quotient has been proved for double planes
branched over curves of degree 2k whose real part consists of a single nest of depth k
(S. Akbulut [Ak]) or over curves obtained by small perturbation of union of real
line (S. Finashin [F1]). Finashin extended these results to double quadrics branched
over small perturbations of unions of generatrices and to certain regular complete
intersections in PN obtained recursively by perturbation of unions. For a wider
class of plane curves he proved that the quotients of the corresponding double
planes become completely decomposable after adding several copies of P2.
The complete decomposability of the quotient holds for all real structures on
rational surfaces (the proof is based on the classification of real rational surfaces,
see 3.6.1) and for all real Enriques surfaces (using a modified version of Donaldson’s
trick, see the end of 3.7, Enriques surfaces can be reduced to rational ones). See [F2]
for details.
An example of complex surface with real structure whose quotient is not com-
pletely decomposable is constructed by S. Finashin and E. Shustin [FS]. The quo-
tient is a simply connected Spin-manifold whose signature is not 0 (and, hence, the
manifold cannot be diffeomorphic to k(S2×S2)). Currently it is not known whether
there are surfaces whose quotient by complex conjugation do not decompose into
connected sum of copies of P2, P2, S2 × S2, and K3-surface (the last option would
allow Spin-manifolds with nonvanishing signature).
TOPOLOGICAL PROPERTIES OF REAL ALGEBRAIC VARIETIES 23
3.3. Complex separation and Pontrjagin-Viro quadratic form. Let X be
a complex surface with real structure, H1(X) = 0, and A a real curve on X . (We
do not exclude the case A = ∅.) The pair (X,A) is said to be of characteristic
type if [RX ] + [A] = w2(X) in H2(X). Denote by pr : X → X ′ the projection
to the quotient space X ′ = X/conj. From the Smith exact sequence of the deck
translation involution and the projection formula w2(X) = pr
∗ w2(X
′) + D−1[RX ]
it follows that relw2(X
′) = [A′] in H2(X
′,RX) (where A′ = A/conj). Hence,
[RA] = ∂w2(X
′) vanishes in H1(RX) and there is a surface RX
w
+ ⊂ RX such that




+ ∪ A′ realizes w2(X ′). Let RXw− be the closure of
RXrRXw+ . Since RX is homologous to zero in X




′). The decomposition RX = RXw+ ∪RXw− satisfying these conditions
is unique as, again due to the Smith exact sequence, dimKer[H2(RX)→ H2(X ′)] =
1. It is called the complex separation of pair (X,A).
Since the Arnol′d surfaces Aw± are characteristic and H1(X) = 0, they possess
canonical Pin−-structures and corresponding Rokhlin-Guillou-Marin forms, see C.
Denote these forms by qw± and their restrictions to RX
w
± , by q
w
±. It is easy to see that
qw± vanishes on the kernel of the inclusion homomorphism H1(RX
w
±)→ H1(RX).
The following results are due to G. Mikhalkin [Mik1].




[χ(RX)− σ(X)] + 1
2
[A]2 +Br qw− mod 8.
3.3.2. Theorem. Let X , A be as above. Assume that qw− vanishes on the image




χ(RX)− σ(X) + [A]2)+Br qw−.
(1) If A is an M -curve, then χ(RXw−) = R mod 8.
(2) If A is an (M − 1)-curve, then χ(RXw−) = R± 1 mod 8.
(3) If A is an (M − 2)-curve and χ(RXw−) = R+ 4 mod 8, then A is of type I.
(4) If A is of type I, then χ(RXw−) = R mod 4.
Note that Lemma 3.3.1 and Theorem 3.3.2 are of topological nature and, hence,
also hold for flexible curves on flexible surfaces; A may even be nonorientable.
Proof of 3.3.1 and 3.3.2. Lemma 3.3.1 follows from the Rokhlin-Guillou-Marin
congruence [GM] and a straightforward calculation, which gives [Aw−] ◦ [Aw−] =
1
2 [A]
2− 2χ(RXw−). Proof of Theorem 3.3.2 repeats one of the proofs of the classical
extremal congruences for plane curves (see [Ma2]); it is based on 3.3.1, additivity
of the Brown invariant, and the following obvious facts: if A is an (M − d)-curve,
then dimH1(A
′) = d, and A′ is orientable if and only if A is of type I. 
The following fact is an immediate consequence of the definition of the Rokhlin-
Guillou-Marin form and 3.3.2:
3.3.3. Proposition. The restrictions of qw± to H1(A
′) differ by 2ω, where ω is the
characteristic class of the covering ArRA→ A′rRA. As a consequence, qw± vanish
on the image of H1(RA) simultaneously, and in this case





(χ(RX) + σ(X)− [A]2) mod 8
and, if A is of type I,
χ(RXw+)− χ(RXw−) = Br qw+ − Br qw− mod 8.
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(If flexible curves are admitted, in the first congruence A must be orientable; the
second one holds for nonorientable A as well.) 
The restrictions qw± can be calculated using Kalinin’s spectral sequence (see A.2).
We will show that qw± can be patched together into a quadratic form defined on
H1(RX), which depends only on the topology of (X, conj) and the class [A] ∈
H2(X ;Z).
Fix a class c ∈ H2(X ;Z) so that conj∗ c = −c and c = [RX ] + w2(X) mod 2.
Pick an element x ∈ H1(RX ;Z). There is an integral chain x′ in X such that
∂x′ = x. (One may have to multiply x by an odd integer, which is irrelevant in
what follows.) Then it is easy to see that (1− conj∗)x′ is an integral cycle and
Pc(x) = [(1 − conj∗)x′]2 + c ◦ (1− conj∗)x′ mod 4
does not depend on the choice of x′. Furthermore, the function x 7→ Pc(x) is a
quadratic extension of the intersection form (x, y) 7→ x ◦ y and, since c dies in ∞E2,
one has Pc(−x) = Pc(x) + 2(c ◦ bv2 x) = Pc(x), i.e., Pc factors through H1(RX).
The function Pc : H1(RX)→ Z4 is called the Pontrjagin-Viro quadratic form.
3.3.4. Proposition. One has
(1) Pc+2e(x) = Pc(x) + 2(e ◦ bv2 x) for any e ∈ H2(X ;Z), conj∗ e = −e;
(2) BrPc = 12 [χ(RX) + σ(X)− c2] mod 8;
(3) if A is a (flexible) real curve on X such that (X,A) is of characteristic type,
then qw± are the restrictions of P[A] to RXw± .
Proof. (1) follows immediately from the definition; (3) is proved by direct calcu-
lation of indices of membranes. To prove (2) it suffices to construct an orientable
flexible curve A on X such that the pair (X,A) is of characteristic type and P[A]
vanishes on RA (e.g., RA = ∅); the statement for P[A] would follow then from (3)
and 3.3.3, and it would extend to the other values of c using (1) and B.1.5(3). Such
a curve can easily be constructed: since [RX ] +w2(X) = 0 in
∞E2, there is a class
f ∈ H2(X ;Z) such that (1 − conj∗)f = [RX ] + w2(X) mod 2H2(X ;Z). Realize f
by a smooth orientable surface F transversal to RA and perturb the singularities
of F ∪ (− conjF ) according to the orientation. 
Mention two special cases of the Pontrjagin-Viro form. An integral lift c of w2(X)
corresponds to a SpinC-structure on X . Hence, if [RX ] = 0 in H2(X), the corre-
spondence c 7→ Pc assigns to any SpinC-structure on X a Pin−-structure on RX
(cf. 2.9.2; the correspondence can be extended to all, not necessarily conj∗-skew-
invariant classes c via 3.3.4(1)). There also is a similar correspondence in the
case when RX is orientable, but not necessary homologous to zero; it is given by
c 7→ Pc−[RX], where [RX ] is the integral fundamental class of RX corresponding to
some orientation. (In view of 3.3.4(1) his map does not depend on the orientation,
as orientable components of RX annihilate bv2H1(RX).)
The other special case worth mentioning is when RX itself is characteristic in X
(and, hence, [A] = 0 mod 2H2(X ;Z)). In this case one can take c = 0, and the
resulting quadratic form P = P0 is nothing but the Rokhlin-Guillou-Marin form
on RX . There is an alternative way to construct P , which explains the name: it
is easy to see that, since [RX ] = w2(X), the Pontrjagin square P2 : H2(X) → Z4
descends to 2E2 =
∞E2, and one can let P = P2 ◦ bv2 : H1(RX)→ Z4. In this form
the construction admits generalizations to nonhomogeneous classes in H∗(RX) and
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to varieties of higher dimensions, not necessarily simply connected. Namely, let
X be a closed complex variety, dimX = 2n, with real structure. (In fact, most
statements can be modified to hold for an arbitrary closed manifold with orienta-
tion preserving involution whose dimension is divisible by 4; details can be found
in [Deg3] or [DIK].) Assume that the Pontrjagin square P2n : H2n(X) → Z4 de-
scends to ∞E2n(X) and define the Pontrjagin-Viro form via P = P2n◦bv2n : F2n →
Z4. When defined, P is a quadratic extension of Kalinin’s intersection pairing
∗ : F2n ⊗F2n → Z2.
The following statements are proved in [Deg3] (see also [DIK]).
3.3.5. Proposition. The Pontrjagin-Viro form is well defined if and only if the
Wu class u2n(X
′ rRX) vanishes. In this case one has BrP = σ(X) mod 8. 
3.3.6. Proposition. The Pontrjagin square P2n descends to
2E2n if and only if
[RX ] realizes the Wu class u2n(X). Thus, [RX ] = u2n(X) is a necessary condition
for P to be well defined. The following are sufficient conditions:
(1) X is an M -variety ;
(2) [RX ] = u2n(X) and X is Z2-Galois maximal (see A.1.4);
(3) [RX ] = u2n(X) and Hi(X) = 0 for 0 < i < 2n. 
Assume now that n = 1, i.e., X is a surface. The condition u2(X
′ r RX) = 0
in 3.3.5 is then equivalent to the requirement that u2(X
′) = w2(X
′) belong to
the image of the inclusion homomorphism H2(RX) → H2(X ′), i.e., RX contains
a subsurface characteristic in X ′. Such subsurfaces F ⊂ RX are characterized
by the property P(x) = 2([F ] ◦ x) mod 4 for all x ∈ F2 ∩ H0(RX). Given such a
surface F , denote by HF the image of F2 under the natural map F2 →֒ H∗(RX)→
H1(RX)→ H1(F ) and define a quadratic function PF : HF → Z4 via
x1 7→ P(x1 + x0) + 2([F ] ◦ x0),
where x0 ∈ H0(RX) is any element such that x1 + x0 ∈ F2.
3.3.7. Proposition. The function PF : HF → Z4 coincides with the Rokhlin-
Guillou-Marin form of the characteristic surface F ⊂ X ′. In particular, HF co-
incides with the kernel of the inclusion homomorphism H1(F ) → H1(X ′), the





[χ(RX)− σ(X)] + BrPF mod 8. 
If, in addition, H1(X) = 0, the last statement implies 3.3.4(3) (for A = ∅);
furthermore, in this case one can see that the complex separation defined in 3.3 can
be expressed in terms of P : two components C1, C2 of RX belong to the same half
RXw+ or RX
w
− if and only if P(〈C1 − C2〉) = 0.
3.4. Spin-congruences. Below we reproduce two extremal congruences which
take into account w2(X) and orientability of RX . Other similar results, which
employ more subtle information about the homotopy type of X , can be found
in 3.7 (see also [DIK], devoted to detailed study of real Enriques surfaces; in fact,
the congruences below are a by-product of the results and tools developed in [DIK]).
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3.4.1. Extremal congruence for non Spin-surfaces. Let X be a complex
closed surface with real structure and w2(X) 6= 0.
(1) If X is an M -surface, then RX is nonorientable.
(2) If w2(X) belongs to the image of TorsH2(X ;Z) in H2(X) and RX is ori-
entable, then X is an (M − d)-surface, d > 2, and
– if d = 2, then χ(RX) = σ(X) mod 16;
– if d = 3, then χ(RX) = σ(X)± 2 mod 16;
– if d = 4 and χ(RX) = σ(X) + 8 mod 16, then RX is of type Itors.
3.4.2. Extremal congruence for Spin-surfaces. Let X be a complex closed
surface with real structure and w2(X) = 0.
(1) If H1(X) = 0, then RX is orientable.
(2) If b1(X) = 0 and RX is nonorientable, then X is an (M −d)-surface, d > 2,
and
– if d = 2, then χ(RX) = σ(X) mod 16;
– if d = 3, then χ(RX) = σ(X)± 2 mod 16;
– if d = 4 and χ(RX) = σ(X) + 8 mod 16, then RX is of type Itors.
To prove the congruence part (Statement (2)) of 3.4.2 and 3.4.1 we show that
a part of T2(X) = TorsH2(X ;Z) ⊗ Z2 ⊂ H2(X) dies in ∞E2: then dim J < d and
the congruences follow (cf. 2.7).
Proof of 3.4.1. The class w2(X) 6= 0 dies in ∞E2 if and only if RX is orientable
(see Table 1 in A.2.6), and the statement follows. 
Proof of 3.4.2. (1) If there is x1 ∈ H1(RX) with x21 = 1, then (bv2 x1)2 = 1.
(bv2 x1 is well defined since H1(X) = 0.) This contradicts to the assumption that
the intersection form in H2(X) and, hence, in
∞E2 is even.
(2) By the assumption, there is x1 ∈ H1(RX ;Z) with x21 = 1. Similar to (1)
one concludes that bv1 x1 6∈ bv1H0(RX). Furthermore, any nonorientable com-
ponent Ci of RX is of even genus (as otherwise [Ci]
2 = 1 mod 2). Then bv1 x1 6∈
Sq1
∞E2 and, hence, H2(X)/H2(X ;Z)⊗ Z2 is not covered by Imbv2. 
Remark. Alternatively, 3.4.2(1) can be derived from 2.9.1: if H1(X) = 0, the only
Spin-structure on X is obviously conj-invariant, and the construction of 2.9.1 pro-
duces a canonical semi-orientation on RX .
3.5. Surfaces in P3. In the next few section we cite the known classification
results for surfaces. In order to describe the homeomorphism type of the real
part of a surface we denote by Sp, p > 0, an orientable closed surface of genus p,
Sp = #p(S
1 × S1), and by Vq, q > 1, a nonorientable closed surface of genus q/2,
Vq = #qRP
2. (See 4.1 for our definition of genus in this case.) Let S = S0.
From the topological point of view, surfaces in P3 are traditionally studied up
to one of the following equivalence relations: homeomorphism of the real part of
a surface, ambient isotopy of the real parts in RP3, rigid isotopy (i.e., isotopy
in the class of nonsingular or, more generally, equisingular in some appropriate
sense surfaces of the same degree), and rough projective equivalence (i.e., projective
transformation and rigid isotopy). The difference between the last two relations is
due to the fact that the group PGL(4;R) of projective transformations of RP3 has
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two connected components. Certainly, the transformations in the component of
unity transform a surface into a rigidly isotopic one.
For any degree the number of classes is finite (for each of the four equivalence
relations); this follows from the fact that for each relation the universal family of
hypersurfaces of a given degree admits a finite (semi-algebraic) stratification such
that, in respect to the chosen relation, the family is locally trivial over each strata.
(For topological equivalence relations the existence of a stratification was proved
by A. Wallace [Wc] and A. N. Varchenko [Va1].)
Obviously, a real surface in P3 of degree 1 is a real projective plane. The clas-
sification of surfaces of degree 2 is a subject of classical analytic geometry. Up
to rigid isotopy there are eight types of such surfaces (including singular ones),
which are distinguished by the topology of their real parts. A nonsingular real
surface X ⊂ P3 of degree 2 may be either hyperboloid (RX = S1), or ellipsoid
(RX = S), or empty surface (RX = ∅). Note that a nonsingular quadric X is
isomorphic to P1 × P1, and when considered as an abstract surface, X admits four
nonequivalent real structures: there are two real structures with empty real part.
In accordance with the general setting of this survey we consider nonsingular
surfaces only. For such surfaces a complete classification (for each of the four
equivalence relations) is known in degrees 6 4. In degrees > 5 even the maximal
number of connected components of the real part of a surface is not known. (Note
that the maximum can always be realized by a nonsingular surface.) The best
known upper bound is obtained by adding the Smith and Comessatti (Petrovsky-
Oleinik) inequalities. It is worth mentioning that each inequality separately is sharp
(see [V2], where the refined Comessatti inequality 1 − χ(RX) 6 σ−(X) − 2p+ is
also shown to be sharp). However, there is an evidence that the derived bounds
for β0 and β1 are not sharp. Asymptotically one has maxβi ∼ kid3, i = 0, 1, where




18 6 k1 6
5
6 (examples establishing the lower
bounds are constructed by F. Bihan [Bi]).
3.5.1. Real cubic surfaces. The classification of real surfaces in P3 of degree 3
is due to L. Schla¨fli [Sch], F. Klein [Kl], and H. G. Zeuthen [Ze].
3.5.2. There are five rigid isotopy types of nonsingular real cubic surfaces in P3.
They are distinguished by their real parts, which are V7, V5, V3, V1 ⊔ S, or V1.
Proof. The topological invariants of the complex part of a nonsingular cubic surface
X ⊂ P3 are given by 3.1.6: β∗(X) = 9, σ(X) = −4, and σ−(X) = 5. Hence, the
five homeomorphism types of the real part listed above are all not prohibited by
the Smith inequality 3.1.1, extremal congruence 2.7.1, and Comessatti-Petrovsky
inequality 3.1.2. Thus, it remains to show that all the five topological types are
realized and that the space of nonsingular cubics has at most five connected com-
ponents. Consider the space RC3 = RP19 of all real cubic surfaces in P3 and
let R∆ ⊂ RC be the set of singular cubics, ∆0 ⊂ R∆, the set of cubics with
a single nondegenerate double point, and S = R∆ r ∆0. Then dimR∆ = 18
and dimS 6 17, and from the Poincare´ duality and the exact sequence of the
triple (RC3,R∆,S) it follows that dimH0(RC3 r R∆) = 1 + dimKer in∗, where
in∗ : H18(R∆,S)→ H18(RC3,S) is induced by the inclusion. The groupH18(R∆,S)
is generated by fundamental classes of the connected components of ∆0, i.e., rigid
isotopy classes of cubics with a single nondegenerate double point. Such a cubic
(assuming that the singular point is (1 : 0 : 0 : 0)) is given by an equation of the
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form
x0p2(x1, x2, x3) + p3(x1, x2, x3) = 0,
where p2 and p3 are real homogeneous polynomials of degree 2 and 3 respectively.
(1 : 0 : 0 : 0) is the only singular point of the surface and it is a nondegenerate double
point if and only if the quadric C2 = {p2 = 0} is nonsingular and the cubic C3 =
{p3 = 0} intersects C2 transversally. (Note that C3 may be singular.) Through any
set of six disjoint points of C2 one can trace a cubic curve not containing C2, and
such curves form a 3-dimensional affine space. Hence, ∆0 has at most five connected
components: either RC2 = ∅, or RC2 ∼= S1 and there are 2i, i = 0, 1, 2, 3, real
intersection points of C2 and C3. Perturbing the singular surfaces obtained in this
way one can construct all the five topological types of nonsingular cubic surfaces.
It remains to prove that dimKer in∗ 6 4 = dimH18(R∆,S) − 1, and for this
purpose, again due to the Poincare´ duality, it suffices to construct a topological
circle in RC3 r S which intersects ∆0 transversally at two points in distinct strata.










2 = 0. 
Remark. Topologically, the Vq component of the real part of a nonsingular cubic
surface is situated in RP3 as the standard RP2 with unlinked and unknotted handles
attached. This can be deduced, e.g., from the construction of the surfaces indicated
in the proof above.
3.5.3. Real quartic surfaces. The systematic study of the topology of the sur-
faces of degree 4 was launched by K. Rohn and D. Hilbert at the beginning of
this century. (Hilbert posed this question as part of his 16-th problem.) How-
ever, first complete proofs of some of their statements appeared later and are due
to I. Petrovsky and O. Oleinik (the bound on the number of spherical compo-
nents) and to R. Thom (the bound on the total Betti number). The study was
continued in the 60th–70th by G. Utkin, and the classification was completed by
V. Kharlamov [Kh3], [Kh6] (the topological and isotopic classification; one isotopy
class was eliminated in collaboration with V. Nikulin) and V. Nikulin [Nik1] (the
rough projective classification). The chirality of degree 4 surfaces was studied by
V. Kharlamov [Kh7], [Kh8].
As it is the case for any nonsingular real surface of even degree, the real part
of a nonsingular quartic is orientable. Its position in RP3 is relatively simple: it
is isotopic to a union of ellipsoids and hyperboloids with unknotted and unlinked
handles. With one exception the components are outside each other; in the excep-
tional case the real part consists of two nested spheres. (In most cases these results
can be derived from the Bezout theorem.)
With the only exception of two nested spheres the position of RX in RP3 is de-
termined up to isotopy by the images of the inclusion homomorphisms H1(Cj) →
H1(RP
3) = Z2, where Cj ⊂ RX are the components of RX . (This follows from gen-
eral theorems of 3-dimensional topology and the fact that the handles are unknotted
and unlinked.) For a nonspherical component we use the notation S0p (respectively,
S1p) if the image is (respectively, is not) trivial. Further, nS stands for n unnested
spheres and S(S), for a nest of two spheres.
In the case of degree 4 surfaces all the four classifications (topological, isotopic,
rough projective, and rigid) are distinct.
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a
0 ∗ ∗ ∗
1 • • • • • •
2 •∗ • ∗ • •∗ • ∗ • •∗
3 • • • • • • • •
4 • • • •∗ • • •
5 • • • • • •
6 • • •∗ • •










8 • • ·◦ •
9 • •
10 •
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 r
Table 1. Noncontractible quartic surfaces in RP3
a
2 ∗ ◦ ∗ ◦ ∗ ◦ ∗ ◦ ∗ ◦
3 • • • • • • • • •
4 •◦ •∗ •◦ •∗ •◦ •∗ •◦ •∗
5 • • • • • • •

















7 • • • • •
8 •◦ • •◦ •
9 • • •
10 • ·◦ •◦
11 •
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 r
Table 2. Contractible quartic surfaces in RP3
∗ and ·◦ stand for a surface of type I0, ◦ stands for a surface of type Ihp, and • stands for a
surface of type II. The surfaces of type I0 denoted by ·◦ have RX = 2S1 ((a, r) = (8, 10) in
Table 1) or RX = ∅ ((a, r) = (10, 10) in Table 2); the surfaces with a+ r = 22 (the right edge of
Table 2) have RX = (r − 10)S; the other surfaces have RX = Sg ⊔ kS, where g =
1
2
(22 − a − r)
and k = 1
2
(r − a). The surfaces below (respectively, above) the dotted lines are (respectively, are
not) rigidly isotopic to their mirror images.
3.5.4. Classifications of real quartic surfaces. A real nonsingular surface of
degree 4 is determined up to rigid isotopy by the isotopy type of its real part RX ,
its complex type (I0, Ihp, or II, see 2.6) and its chirality, i.e., whether the surface
is rigidly isotopic to its mirror image. The isotopy types of the real parts are
those obtained by a sequence of Morse simplifications (see 3.7) from the following
extremal types:
(1) M -surfaces: S110 ⊔ S, S
1
6 ⊔ 5S, S
1
2 ⊔ 9S;
(2) (M − 2)-surfaces: S17 ⊔ 2S, S13 ⊔ 6S, S0a ⊔ (9− a)S, 0 6 a 6 9;
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(4) pair of nested spheres: S(S).
The following is the complete list of nonchiral isotopy types: pS ⊔S0q , p > 3, q > 3,
and pS ⊔ S1q , p > 4. The complex types are shown in Tables 1 and 2.
Remark. As it follows from 3.5.4, with the exception of the case RX = S(S) the
isotopy type of the real part RX of a real quartic surface in P3 is determined by its
topological type and whether RX is contractible in RP3 or not.
3.5.5. Surfaces of degree 5. Starting from degree 5, one observes the following
phenomenon: on one hand, any surface obtained by a small deformation of a surface
of a given degree in P3 can be embedded in P3 (as a surface of the same degree);
on the other hand, by a big deformation one can obtain a surface which can not
be embedded in P3. (It is worth mentioning that in degree 4 the situation is just
the opposite: a nonsingular quartic surface can be made nonprojective by a small
deformation, and, on the other hand, any surface of the same deformation class,
i.e., a K3-surface, see 3.7.2 below, can be made a nonsingular quartic by a small
deformation. This explains why the topological classification of real nonsingular
degree 4 surfaces is the same as the topological classification of real K3-surfaces.)
In degree 5 the phenomenon was studied by E. Horikawa [Ho]. He proved that
the base of a versal deformation of a nonsingular quintic consists of two smooth
irreducible components M0, M1 intersecting normally, dimCM0 = dimCM1 = 40,
and dimCM0 ∩M1 = 39. The points of M0r (M0 ∩M1) correspond to nonsingular
quintics, those of M1 r (M0 ∩M1), to double coverings of P1 × P1, and those of
M0 ∩M1, to double coverings of the quadratic cone Σ2. Certainly, the deformation
of a real quintic can be made equivariant and its members can be used to produce
quintics of the same real deformation class. This observation was used to prove the
existence part of 3.5.6 and 3.5.7.
3.5.6. Proposition. The extremal values of the Betti numbers of nonsingular
quintics in P3 are in the range 22 6 maxβ0 6 25, max β1 = 45 or 47. For the
surfaces in the same deformation class one has 23 6 maxβ0 6 25 and max β1 = 47.
Proof. For a nonsingular quintic X one has h1,1(X) = 45, β∗(X) = 55, and
σ(X) = −35. Thus, the upper bounds follow from the Smith and Comessatti
inequalities 3.1.1, 3.1.2 and the extremal congruence 2.7.1. Quintics with β1 = 45
were constructed by V. Kharlamov [Kh9], quintics with β0 = 22, by I. Itenberg
and V. Kharlamov [IKh], and C-deformation equivalent surfaces with β0 = 23 and
those with β1 = 47, by F. Bihan [Bi]. 
3.5.7. Proposition. The real part of an M -surface C-deformation equivalent to
a nonsingular quintic can only have 5, 9, 13, 17, 21, or 25 connected components.
M -quintics with 5, 9, 13, 17, and 21 connected components of the real part do exist.
Proof. The other values are prohibited by the extremal congruence 2.7.1 and the
Smith inequality 3.1.1. M -surfaces with 5, 9, 13, 17, and 21 components were
constructed by V. Kharlamov [Kh9] (the construction for 17 and 21 components is
based on some auxiliary curves constructed by O. Viro). 
The M -surfaces constructed in [Kh9] are
20S ⊔ V13, 16S ⊔ V21, 12S ⊔ V29, 8S ⊔ V37, 4S ⊔ V45.
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Their twins, obtained by switching the sign of the double covering, are
4S ⊔ V43, 8S ⊔ V35, 12S ⊔ V27, 11S ⊔ S1 ⊔ V25, 16S ⊔ V19.
Among other pairs constructed at the moment are 19S ⊔ S2 ⊔ V7, 4S ⊔ V43 and
19S ⊔ S1 ⊔ V7, 4S ⊔ V45. As it follows from the construction of the auxiliary curves,
the Morse simplifications of all the topological types above can be realized by real
quintics. The variety of the examples obtained in this way has never been analyzed
systematically.
The surface with 22 components constructed by V. Kharlamov and I. Itenberg
in [IKh] is 21S ⊔ V7. Its twin is S ⊔ S2 ⊔ V41, with β1 = 45.
Recently B. Chevallier (unpublished) found some additional examples. His ap-
proach looks different (it is based on Viro’s patching method), but there is an
evidence that both the approaches are close or even equivalent: the approach based
on the Horikawa theorem also relies on Viro’s method to construct auxiliary curves,
while Chevallier’s approach also uses double quadrics. The new types with the total
Betti number or Euler characteristic close to extremal ones are
18S ⊔ S1 ⊔ V9, 17S ⊔ 2S1 ⊔ V3, 17S ⊔ S2 ⊔ V5, . . . , 4S ⊔ S8 ⊔ V23,
3S ⊔ S1 ⊔ V39, 3S ⊔ S7 ⊔ V27, 2S ⊔ S1 ⊔ V41, S ⊔ S18 ⊔ V3, S ⊔ S10 ⊔ V21.
It is worth mentioning that if an M -quintic with 25 components does exist,
then, according to the known inequalities and congruences, it must be of one of the
following topological types:
24S ⊔ V5, 23S ⊔ S1 ⊔ V3, 23S ⊔ S2 ⊔ V1, 22S ⊔ S1 ⊔ S1 ⊔ V1.
The two last types are prohibited (the forth one, O. Viro, and the third one, by
V. Kharlamov and I. Itenberg, cf.[Kh10]). The problem of existence of M -surfaces
of degree 5 of the two other topological types is still open.
3.6. Rational Surfaces. In accordance with the general setting of this survey,
by a real rational surface we mean a rational (over C) surface supplied with a real
structure. It is worth emphasizing that such a surface does not need to be rational
over R; Theorem 3.6.1 below gives plenty of examples. Real rational surfaces were
classified by Comessatti [Co2]–[Co4]. Following Comessatti’s approach, let us con-
fine ourselves to minimal (over R) real rational surfaces. (Recall that a nonsingular
surface X is called (relatively) minimal if any holomorphic degree 1 map X → X ′ is
a biholomorphism. A real surface (X, conj) is minimal over R if the above condition
holds for conj-equivariant maps. A surface is minimal over C if and only if it does
not contain a (−1)-curve, and it is minimal over R if and only if it does not contain
a real (−1)-curve or a pair of disjoint conjugate (−1)-curves.)
3.6.1. Minimal real rational surfaces. The following is a complete list of rigid
isotopy types of minimal over R rational surfaces with anti-holomorphic involution:
(1) real projective plane P2: RX = V1;
(2) real quadric P1 × P1: there are four types: RX = S0, RX = S1, and two
nonequivalent surfaces with RX = ∅;
(3) ruled rational surfaces Σm, m > 2:
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m even: RX = ∅ or S1, m odd: RX = V2;
(4) real conic bundles over P1 whose reducible fibers are all real and consist of
pairs of complex conjugate exceptional curves: RX = mS, where 2m > 4
is the number of reducible fibers;
(5) Del Pezzo surfaces of degree d = K2 = 1 or 2:
d = 1: RX = V1 ⊔ 4S, d = 2: RX = 3S or 4S.
(From the complex point of view a Del Pezzo surface of degree d 6 9 is obtained
from P2 by blowing up (9 − d) points in general position, i.e., such that no three
of them lie in a line and no six of them lie in a quadric.) Note that the Del Pezzo
surface of degree 2 with RX = 3S can also be represented as a conic bundle over P1
with six reducible fibers. Note also that in the above list only surfaces (1)–(3) are
minimal over C.
Theorem 3.6.1 depends on a classification of anti-birational transformations
of P2, which, in turn, is based on considering the fundamental points of such a
transformation. A representation of Comessatti’s proof in the modern language
can be found in [CP].
3.7. Abelian, K3-, and Enriques Surfaces. The next group in the classifica-
tion of complex algebraic surfaces are surfaces of Kodaira dimension 0, i.e., those
whose minimal models are either abelian, or hyperelliptic, or K3-, or Enriques
surfaces, each type, except hyperelliptic surfaces, forming one deformation family.
Since the minimal model of a complex surface of Kodaira dimension > 0 is unique
(see, e.g., Hartshorne [Ha]), it must be real if the original surface is real. Hence,
it suffices to consider surfaces minimal over C; any other surface can be obtained
from a minimal (over C) one by a sequence of blow-ups at real points or pairs of
complex conjugate points.
The classification of real hyperelliptic surfaces is still in progress. Below we treat
the other three types.
An abelian surface X (which topologically is a 4-torus S1 × S1 × S1 × S1) can
be characterized by b1(X) = 4 and KX = 0. Anti-holomorphic involutions on such
surfaces were classified by Comessatti [Co4], whose result is the following:
3.7.1. Real Abelian Surfaces. Up to equivariant deformation an anti-holomor-
phic involution conj on a complex torus X is determined by the real point set RX
and, if RX = ∅, by the action of conj∗ on H1(X ;Z). There are five classes:
RX = kS1 with k = 1, 2, 4 and two classes with RX = ∅.
A description of the moduli space of algebraic abelian surfaces with nonempty
real part can be found in Silhol [Sil].
Sketch of the proof. Consider the uniformization X = C2/L, where L ⊂ C2 is a
lattice of rank 4, and lift conj to an anti-automorphism c of C2. If RX 6= ∅, the
lift can be chosen to be an involution preserving L. Since c has eigenvalues ±1




and for each class there is a unique up to homotopy equivariant embedding to C2
(considered with the standard conjugation).
If RX = ∅, the above arguments apply to the adjoint action Ad conj on X
considered as group, and conj itself is the composition of Ad conj and the affine shift
by an element a ∈ Ker(1+Ad conj), which is to be considered up to Im(1−Ad conj).
Up to isomorphism, there are two solutions, one with Ad conj = id, and one with
TOPOLOGICAL PROPERTIES OF REAL ALGEBRAIC VARIETIES 33
a
0 ∗ ∗ ∗
1 • • • • • •
2 •∗ • ∗ • •∗ • ∗ • •∗ •
3 • • • • • • • • •
4 • •∗ • •∗ • •∗ • •∗
5 • • • • • • •
6 • • •∗ • •∗ •
7 • • • • •
8 • • ·◦ • •
9 • • •
10 • ·◦ •
11 •
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 r
Table 3. Topological types of real K3-surfaces
∗ and ·◦ stand for a surface of type I and • stands for a surface of type II. The surfaces of type I
denoted by ·◦ have RX = 2S1 ((a, r) = (8, 10)) or RX = ∅ ((a, r) = (10, 10)); the surfaces with
a + r = 22 (the right edge) have RX = (r − 10)S; the other surfaces have RX = Sg ⊔ kS, where
g = 1
2
(22 − a− r) and k = 1
2
(r − a).
Ad conj = id⊕σ, where σ is a real structure on an elliptic curve C′ = C/L′ such
that RC = S1. 
A complex K3-surface X is characterized by b1(X) = 0, KX = 0. (Topologically
X is a simply connected 4-manifold with H2(X ;Z) = 2(−E8) ⊕ 3U). In order to
state the classification result for real K3-surfaces, let us introduce the following
notion: a topological type (i.e., a class of surfaces with homeomorphic real parts) is
called extremal (within a fixed deformation family of complex surfaces) if it cannot
be obtained from another topological type by a Morse simplification, i.e., Morse
modofication decreasing the total Betti number. (A Morse simplification is either
removing a spherical component or contracting a handle.) The following result is
due to V. Kharlamov [Kh3] and N. Nikulin [Nik1]:
3.7.2. Real K3-surfaces. A K3-surface X with anti-holomorphic involution is
determined up to equivariant deformation by the topological type of its real part RX
and its type (i.e., whether [RX ] is or is not homologous to zero in H2(X), see 2.6).
The topological types of the real parts are those and only those which can be
obtained by a sequence of Morse simplifications from the following extremal types:
(1) M -surfaces: S10 ⊔ S, S6 ⊔ 5S, S2 ⊔ 9S;
(2) (M − 2)-surfaces: S7 ⊔ 2S, S3 ⊔ 6S;
(3) pair of tori: 2S1.
The topological types of the real part of a real K3-surface are listed in Table 3.
Proof of Theorem 3.7.2 is based on the global Torelli theorem for K3-surfaces,
see [BPV], which describes their moduli space. This reduces the problem of classi-
fication of anti-holomorphic involutions on K3-surfaces up to rigid isotopy to the
arithmetical problem of classification of involutive isometries on 2(−E8) ⊕ 3U up
to automorphism of the lattice. We omit the details; see [Nik1] or [DIK].
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The remaining deformation type, Enriques surfaces, can be characterized by
2KX = 0, KX 6= 0. (Another definition is the following: X is an Enriques surface
if π1(X) = Z2 and the universal covering of X is a K3-surface.) Like the previous
cases, a real Enriques surface X is determined up to deformation by the topology
of the complex conjugation involution conj : X → X . However, the topology of the
real part RX and its type are not sufficient anymore to determine the topology of
the involution; one needs more sophisticated invariants. Below we cite the principal
results on the deformation classification of real Enriques surfaces; details and a
complete list of the deformation classes are found in [DIK].
3.7.3. Topology of the real part. There are 87 topological types of Enriques
surfaces with anti-holomorphic involution. Each of them can be obtained by a
sequence of Morse simplifications from one of the 22 extremal types listed below.
Conversely, with the exception of the two types 6S0 and S1 ⊔ 5S0, any topological
type obtained in this way is realized by a real Enriques surface.
The 22 extremal types are:
(1) M -surfaces:
(a) χ(RX) = 8: (b) χ(RX) = −8:
4V1 ⊔ 2S0, 2V2 ⊔ 4S0, V11 ⊔ V1, V8 ⊔ V4,
V2 ⊔ 2V1 ⊔ 3S0, V4 ⊔ 5S0, V10 ⊔ V2, V7 ⊔ V5,
V3 ⊔ V1 ⊔ 4S0, V2 ⊔ S1 ⊔ 4S0, V9 ⊔ V3, 2V6,
V10 ⊔ S1;
(2) (M − 2)-surfaces with χ(RX) = 0:
V4 ⊔ 2V1, V5 ⊔ V1 ⊔ S0, 2V3 ⊔ S0, V6 ⊔ 2S0,
V3 ⊔ V2 ⊔ V1, V4 ⊔ V2 ⊔ S0, V4 ⊔ S1 ⊔ S0, 2V2 ⊔ S1;
(3) pair of tori: 2S1. 
Let X be a real Enriques surface and X˜ → X the covering K3-surface. The
real structure conj on X lifts to two commuting real structures t(1), t(2)X˜ → X˜ ,
whose real parts RX˜ (1), RX˜ (2) are disjoint. The images RX (i) of RX˜ (i), i = 1, 2,
are also disjoint. Thus, the real part RX of X splits into two subsets RX (1), RX (2)
(which are unions of whole components), called halves. The half decomposition
RX = RX (1) ∪ RX (2) is an important topological (and deformation) invariant of
the surface; it is designated by an expression of the form
RX = {components of RX (1)} ⊔ {components of RX (2)}.
Clearly, one can speak about the type (I0, Iu, or II) of each half RX
(i) separately,
as well as about the types (I or II) of RX˜ (i). Furthermore, RX (1) is naturally
identified with the fixed point set of the descent of t(1) to X˜/t(2); thus, one can
also consider the type of RX (1) in X˜/t(2). The latter quotient is diffeomorphic to a
rational surface, if RX (2) 6= ∅, or to an Enriques surface otherwise. In the former
case the possible types are I and II, in the latter case, I0, Iu, and II.
3.7.4. Proposition. The covering RX˜ (1)∪RX˜ (2) → RX is the orientation double
covering. 
3.7.5. Half decomposition. Each half of a real Enriques surface is either
(1) αVg ⊔ aV1 ⊔ bS with g > 1, a > 0, b > 0, α = 0, 1, or
(2) 2V2, or
(3) S1.








































{aS0}⊔{bS0}, {V4⊔aS0}⊔{bS0} {V6⊔aS0}⊔{bS0} {V8⊔aS0}⊔{bS0},
{V2⊔aS0}⊔{bS0} {V10⊔aS0}⊔{bS0}
Figure 4. Half decompositions of exceptional real Enriques surfaces
With the exception of the cases RX = kS and RX = V2r ⊔kS a half decomposition
of a real part RX as in 3.7.3 is realizable if and only if it satisfies (1)–(3) above. The
realizable half decompositions of the exceptional real parts are listed in Figure 4. 
Proposition 3.7.4 follows essentially from the fact that X˜ is Spin and X is not;
thus, the Enriques involution reverses the Spin-orientation of RX˜ (see 2.9.1). To-
gether with the restrictions to the topology of RX˜ (see 3.7.2) this gives the possible
forms (1)–(3) for a half of RX . The exceptional half decompositions are treated
using certain congruences similar to the extremal congruences 2.7.1.
In order to prohibit almost all nonexisting topological types it suffices to com-
bine 3.7.4 (and 3.7.2) with the Smith inequality 3.1.1, generalized Comessatti-
Petrovsky inequality 3.1.2, and extremal congruences 2.7.1. After that, there are
only two types, S1 ⊔ 5S0 and 3V2, and one series, S1 ⊔ V1 ⊔ . . . , still left to be
prohibited. This is done by considering Kalinin’s spectral sequence (see [DIK] for
details).
For a technical reason real Enriques surfaces are subdivided into three classes,
those of hyperbolic, parabolic, or elliptic type, depending on whether the minimal
Euler characteristic of the components of RX is negative, zero, or positive.
3.7.6. Deformation classes. With few exceptions listed below the deformation
class of a real Enriques surface X with a distinguished half RX (1) is determined by
the topology of its half decomposition. The exceptions are:
(1) M -surfaces of parabolic and elliptic type, i.e., those with RX = 2V2 ⊔ 4S,
V2 ⊔ 2V1 ⊔ 3S, or 4V1 ⊔ 2S; the invariant is the Pontrjagin-Viro form;
(2) surfaces with RX = 2V1 ⊔ 4S;
(3) other surfaces with a half RX (1) = 4S; the additional invariants are the
types, Iu, I0, or II, of RX
(1) in X and X˜/t(2);
(4) surfaces with RX = {V10} ⊔ {∅}, {V4 ⊔ S} ⊔ {∅}, {V2 ⊔ 4S} ⊔ {∅}, and
{2S} ⊔ {2S}; the additional invariant is the type, Iu or I0, of RX in X ;
(5) surfaces with RX = 2V1 ⊔ 3S; the additional invariant is the type, Iu or II,
of RX in X ;
(6) surfaces with RX = {S1} ⊔ {S1}. 
The additional invariant needed to distinguish the deformation classes in cases
3.7.6(2) and (6) are more sophisticated and depend on the special arithmetical
properties of the induced (Z2×Z2)-action on H2(X˜ ;Z) (in case (2)) or the topology
of mutual position of the two halves RX˜ (i) = S1 ⊔ S1 in X˜ (in case (6)).
The deformation classification of real Enriques surfaces is based upon two dif-
ferent approaches: Donaldson’s trick and arithmetical calculations using the global
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Torelli theorem for K3-surfaces. (Although each of the two approaches could do the
job, the complexity of the resulting auxiliary problem depends essentially on the
surface in question. The former, more geometric approach, works well for surfaces
of hyperbolic and parabolic types; the latter, for those of elliptic type.) Donaldson’s
trick employs the hyper-Ka¨hler structure on X˜: one can change the complex struc-
ture so that the Enriques involution becomes anti-holomorphic and t(2) becomes
holomorphic; then the quotient X˜/t(2) is a real rational surface (unless RX (2) = ∅)
and the problem reduces to the study of real rational surfaces with a nonsingular
anti-bicanonical curve (the image of RX (2)). In the second approach one uses the
global Torelli theorem to establish a one-to-one correspondence between the defor-
mation classes of real Enriques surfaces and the isomorphism classes of (Z2 × Z2)-
actions (induced by t(1) and t(2)) on the intersection latticeH2(X˜;Z) = 2(−E8)⊕3U ;
the action must satisfy certain arithmetic conditions to ensure the realizability by
anti-holomorphic involutions and the freeness of the composition t(1) ◦ t(2). The re-
sulting arithmetical problem is solved using advanced theory of discriminant forms,
and the relation between the properties of the action and the topology of (X, conj)
is established using mainly Kalinin’s spectral sequence.
4. Curves on Surfaces
4.1. Congruences. A topological curve (i.e., disjoint union of embedded circles)
L in a topological surface S is said to be totally homologous to zero if the inclusion
homomorphismH1(L)→ H1(S) is trivial. Further, define the genus of a topological
surface S to be






(As there seems to be no commonly accepted definition of genus of a nonorientable
or disconnected surface, we choose the one that suits our needs. Certainly, for a
connected orientable surface our definition gives the usual genus. In general, the
genus is the total number of handles, a cross-cup counted as half a handle.) Note
that a surface of genus 0 is a union of spheres with holes, and a surface of genus 1/2
is a union of spheres with holes and one real projective plane with holes. It is also
easy to check that if a closed surface S is represented as the union S1 ∪ S2 of two
surfaces so that their common boundary ∂S1 = ∂S2 is totally homologous to zero
in S, then dim Im[in∗ : H1(Si)→ H1(S)] = 2g(Si), i = 1, 2.
4.1.1. Theorem. Let X be a complex surface with real structure, A an ample
even real divisor on X with RA 6= ∅, and Y the double covering of X branched
over A. Assume that H1(X) = 0. The following are necessary conditions for RY−
to be an M - or (M − 1)-surface: X is an M -surface, RA lies entirely in a single
component of RX , all the other components of RX belong to RX− and are covered
trivially by RY−, and RA is totally homologous to zero in RX . If these conditions
are satisfied, then
(1) RY− is an M -surface if and only if A is an M -curve and RX+ is of genus 0.




(2) RY− is an (M − 1)-surface if and only if either A is an (M − 1)-curve and




2 ± 1 mod 8.
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Proof. Let X , Y , and A be, respectively, an (M − dX)- and (M − dY )-surfaces and
an (M − dA)-curve. Using the exact sequences of pairs (RX,RA) and (RX,RX+),
the obvious fact that β∗(RX,RX+) = β∗(RX−), and the expressions for β∗(RY−)
and β∗(Y ) found, respectively, in the left and right hand sides of the last inequality
in 3.1.1 (cf. 2.3.2 and its proof), one obtains
(4.1.2) dY = 2dX + dA + 2(β0(RX)− c− − 1) + (δ + ε+)− 2β1(X),
where c− is the number of closed components of RX− covered trivially, and
δ = dim Im[in∗ : H1(RA)→ H1(RX)],
ε+ = dim Im[in∗ : H1(RX+)→ H1(RX)].
This gives the conditions for RY− to be anM - or (M−1)-surface. The congruences
follow from the basic extremal congruences 2.7.1 applied to RY− and RX . 
Note that, unlike the case of plane curves, in general RY− and RY+ cannot both
be close to M -surfaces. More precisely, arguing as in the proof of 4.1.1 one obtains
(in the obvious notation) dY− + dY+ − β2(X) = β2(X) + β∗(A) − (β∗(RX−) +
β∗(RX+)− 2c0(RX−)− 2c0(RX+)), and from 3.1.1 it follows that
dY− + dY+ > β2(X).
Given X , A and Y as above, let us discuss whether the covering RY− → RX−
is trivial and whether RY− is orientable. Since A is even and ample, there exists
a real curve E ⊂ X such that 2[E] is an odd multiple of [A]. (Indeed, one can
divide [A] by 2 and replace the result with its large odd multiple in order to make
it effective.) Denote by e the class of [E] in ∞E2(X), see A.2. Since H2(X ;Z) is
torsion free and bv2[RE] = e, both e and the class of [RE] in H1(RX) are uniquely
determined by [A]. Next statement follows immediately from the definition of the
characteristic class of a double covering and the multiplicative properties of bv2,
see A.2.2.
4.1.3. Let X , A, and E be as above. Then the characteristic class of the covering
RY− → RX−, considered as a homomorphism H1(RX−) → Z2, is the restriction
to H1(RX−) of the map x 7→ bv2 x ◦ e = x ◦ [RE]. 
4.1.4. Corollary. Let X , A, and E be as above. If RX+ is of genus 0 (or of
genus 1/2), the projection RY− → RX− is the orientation double covering if and
only if [RE] = w1(RX) (respectively, [RE] = w1(RX) + κc, where c is the class of
a one-sided circle in RX+ and κ ∈ Z2).
If X is an M -surface, [RE] = w1(RX) if and only if
1
2 [A] is a characteristic
element of H2(X). 
Note that 12 [A] is a characteristic element of H2(X) if and only if Y is Spin. This
follows from the projection formula for w2 and the fact that the covering projection
induces an epimorphism H2(Y ) → H2(X), see 2.2.2. Combining 4.1.1 and 4.1.4
with Nikulin’s congruence 3.1.5 gives the following result:
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4.1.5. Nikulin’s congruence for curves. Let X be a complex surface with real
structure, H1(X) = 0, and A an ample even real divisor on X . Assume that
– X is an M -surface and A is an M -curve,
– RA is not empty and lies entirely in a single component of RX ,
– the other components of RX belong to RX− and are orientable,
– RA is totally homologous to zero in RX ,
– 12 [A] is a characteristic element in H2(X).
Assume, further, that for some integer r > 0 the Euler characteristics of all the
closed components of RX− are divisible by 2
r+1 and those of the other components
are divisible by 2r for some integer r > 0. Then:
– if RX+ is of genus 0, then χ(RX−) = 0 mod 2
r+3;
– if RX+ is of genus 1/2, then r = 0 and χ(RX−) = ±1 mod 8. 
Remark. Complementary Fiedler’s congruence, see [Fi1], obtained by means of
Rokhlin-Guillou-Marin formula, can also be generalized from plane curves to curves
on surfaces.
4.2. Generalizations of Rokhlin’s formula of complex orientations. Con-
sider a nonsingular complex surface X with real structure and a dividing real curve
A ⊂ X without real singular points. Denote by Ak the R-components of A and
assume that each of Ak is nonsingular over C. Let C1, . . . , Cn be the connected
components of RX , and for each i = 1, . . . , n let Cij , j = 1, . . . ,mi, be the ori-
entable components of Ci r RA. If Ci is orientable, fix an orientation on it and
endow Cij with the induced orientation; otherwise pick an orientation of Cij ar-
bitrarily. Denote by [Ci] (for orientable Ci) and [Cij ] the fundamental classes in
H2(RX,RA;Z) ⊂ H2(RX,RA;Q) corresponding to the chosen orientations. Obvi-
ously, [Cij ] form a basis of H2(RX,RA;Z) and [Ci] =
∑mi
j=1[Cij ] whenever Ci is
orientable.
Since A is dividing, so are its R-components and, for each k, RAk separates Ak
into two halves Ak±. Let [A
k
±] ∈ H2(X,RA;Z) be the class realized by Ak± with
its complex orientation. Obviously, [Ak+] + [A
k
−] = [A
k]. (We identify [Ak], [Ak±],
etc. with their images under various inclusion and coefficient homomorphisms.)
The halves Ak± induce a pair of opposite orientations on RA
k, called the com-




Let in: A → X be the inclusion. The most straightforward generalization of
Rokhlin’s formula 1.1 (underlined by V. Zvonilov [Zv2] under slightly stronger as-
sumption) is obtained under the assumption that [RA+] vanishes in H1(RX ;Q),
which is equivalent to the existence of certain rational numbers xij , i = 1, . . . , n,
j = 1, . . . ,mi, such that
(4.2.1) [RA+] = ∂
∑
xij [Cij ].
If Ci is nonorientable, xij are uniquely determined by RA ⊂ RX and its complex
orientation. If Ci is orientable, the class
∑mi
j=1 xij [Cij ] is well defined up to a
multiple of [Ci]. In this case, unless Ci is a torus, there is a unique choice of xij so
that
∑
xijχ(Cij) = 0. (If Ci is a torus,
∑
xijχ(Cij) is determined by RA and its
complex orientation.)
TOPOLOGICAL PROPERTIES OF REAL ALGEBRAIC VARIETIES 39
Denote by x the image of
∑
xij [Cij ] in H2(X,RA;Q). There are unique classes
ξ+, ξ− ∈ H2(X ;Q) taken, respectively, into [A+]−x, [A−] + x by the relativization
homomorphism. It is clear that ξ+ + ξ− = [A]. Note that, unlike the case of plane
projective curves, these classes may not be determined by the complex orientation
of RA; thus, they provide a new rigid isotopy invariant of a dividing curve in X .
According to V. Zvonilov, there are examples when this invariant distinguishes
curves with the same complex orientations.
If A is nonsingular, A+ ∩ A− = RA. In general, A+ ∩ A− differs from RA by
a finite number of points. Denote by d+− the number of the points, counted with
their multiplicities. Clearly, 0 6 d+− 6 12
∑
i<j [Ai] ◦ [Aj ].
4.2.2. Theorem. Let A ⊂ X be as above and in∗[RA+] = 0 in H1(RX ;Q). Then




Furthermore, for each orientable component Ci of RX




Proof. The statement is proved similar to Rokhlin’s formula, using the Lagrangian
property of RX , (i.e., the fact that the multiplication by
√−1 transforms the
tangent bundle of RX into its normal bundle with the opposite orientation). 
4.2.3. Complement. One has ξ+ ◦ [A] = ξ− ◦ [A] = 12 [A]2. 
In the case of projective plane ξ+ = ξ− =
1
2 [A], and replacing the left hand side
of the first equation in 4.2.2 by 14 [A]
2 gives true Rokhlin’s formula 1.1 (as well as
the Rokhlin-Mishachev formula for curves of odd degree and Rokhlin-Zvonilov-Viro
formula for reducible curves). In general one cannot assert that ξ+ = ξ− and give
an implicit form to the above substitute of Rokhlin’s formula. From comparing
the exact sequences of pairs (A,RA) and (X,RX) it follows that in∗[RA+] = 0
and ξ+ = ξ− (under an appropriate choice of xij) if and only if the kernel of the
inclusion homomorphism H2(A,RA;Q) → H2(X,RX ;Q) is nontrivial. There is
another sufficient condition for ξ+ = ξ−, which follows from the second equation
in 4.2.2 and the obvious fact that ξ+ − ξ− is conj∗-invariant:
4.2.4. Proposition. If in∗[RA+] = 0 in H1(RX ;Q) and the (+1)-eigenspace H
+
of conj∗ on H2(X ;Q) is spanned by the fundamental classes of the orientable com-
ponents of RX , then ξ+ = ξ−, provided that the coefficients xij are chosen so
that
∑mj
j=1 xijχ(Cij) = 0 for each orientable component Ci of RX . (Under the
hypotheses the last equation holds automatically for all toroidal components.) 
IfX is Ka¨hler, since dimH+ = 12 (b2(X)+χ(RX))−1, the last hypothesis of 4.2.4
is satisfied, for example, in the following cases:
(1) b2(X) + χ(RX) = 2;
(2) RX is an orientable M -surface, b0(RX) 6 2, and RX is not a pair of tori;
(3) RX is an orientable (M − 1)-surface, b0(RX) = 1, and RX is not a torus.
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Remark : Versions of Arnol ′d congruence. Under a stronger assumption in∗[RA] =
0 in H1(RX ;Z), the coefficients xij in (4.2.1) can be chosen integral, and 4.2.2
implies that χ(B) = ξ+ ◦ ξ− mod 4, where B with ∂B = RA is the union of Cij
with xij odd. On the other hand, if in∗[RA] = 0 in H1(RX) and B is any piece
of RX such that ∂B = RA, then χ(B) = P(ξ) − χ(A) − 12 [A]2 mod 4, where P
is the Pontrjagin square and ξ ∈ H2(X) is the class of A+ + B. A piece B with
∂B = RA exists, e.g., if in∗[A] = 0 ∈ H2(X), and in this case χ(B) = P(ξ) mod 4.
If, in addition, H1(X) = 0, then X is Z2-Galois maximal and ξ =
1
2A+bv2 w1(B),
where B is a half of RX corresponding to the double covering; thus, P(ξ) can be
evaluated using the Pontrjagin-Viro form.
Another generalization of Rokhlin’s formula, suggested by J.-Y. Welschinger
[We1], uses the assumption in∗[RA] ∈ 2l in∗[H1(RA;Z)] ⊂ H1(RX ;Z), l ∈ Z. (In
fact, the assumption in [We1] is a bit more general.) It unifies original Rokhlin’s for-
mula, Arnol′d congruence, and some of Mikhalkin’s congruences [Mik1]. The proof
uses the canonical quadratic map Pconj : H2(X ;Z/2lZ) → Z/4lZ, which extends
the reduction of the twisted quadratic form H2(X ;Z)→ Z, x 7→ x ◦ conjx.
Under the above assumption there are integers xij , i = 1, . . . , n, j = 1, . . . ,mi,
such that [RA+] = ∂
∑
xij [Cij ] mod 2l. Denote by x the image of
∑
xij [Cij ] in
H2(X,RA;Z). There are unique classes ξ+, ξ− ∈ H2(X ;Z/2lZ) taken, respectively,
to [A+]−x, [A−]+x by the relativization homomorphism. As before, ξ++ξ− = [A].
4.2.5. Theorem. Given a dividing curve A with in∗[RA] ∈ 2l in∗[H1(RA;Z)],




x2ijχ(Cij) mod 4l. 
In some cases, e.g., if H2(X ;Z) is generated by real algebraic curves with known
position in respect to RA, the element ξ+ can be calculated explicitly in terms of
the complex orientation of RA. Then 4.2.5 gives some new prohibitions on the
complex orientation. Some precise statements can be found in [We1].
4.3. Adjunction formulas. Rokhlin’s complex orientation formula is closely re-
lated to the Bishop-Lai generalized adjunction formula stated below: they both
count the algebraic number of virtual double points and, when they both apply,
they lead to the same result; moreover, their geometric proofs go along the same
lines.
The traditional adjunction formula for a nonsingular curve D in a nonsingular
surface X states that
(4.3.1) 2g(D)− 2 = [D]2 + [KX ] ◦ [D],
or, equivalently,
χ(D) +D2 = c1(X) ∩D.
If D is singular, one can interpret the defect 12 (χ(D) + D
2 − c1(X) ∩ D) as the
virtual number of double points of D.
The formula can easily be generalized from algebraic curves to immersed real 2-
manifolds (see [La], [EKh]). Let F be a real oriented compact 2-manifold (possibly
disconnected and with boundary) and f : F → X an immersion into a complex
surface X . If ∂F 6= ∅, we assume that either f has no complex points on ∂F (a
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point x ∈ F is complex if df(TxF ) ⊂ Tf(x)X = C2 is a complex line) or all the points
of ∂F are complex. Pick a nondegenerate vector field n : ∂F → f∗(TX) normal
to ∂F as follows: if f has no complex points on ∂F , let n : ∂F → TF ⊂ f∗(TX)
be normal to ∂F in F ; otherwise, TF ⊂ f∗(TX) is a complex line subbundle of
f∗(TX) over ∂F and n : ∂F → f∗(TX) is taken normal to TF .
Denote by ν(f) ∈ Z the obstruction to extending √−1n to a vector field normal
to F , and by c1(f) ∈ Z, the obstruction to extending (τ, n), where τ is a nondegen-
erate tangent field on ∂F , to a complex 2-frame field in f∗(TX) over F . The latter
is the Maslov index of the framing with respect to to the membrane F . If ∂F = ∅,
then ν(f) is the normal Euler number of F in f∗(TX) and c1(f) = c1(X) ∩ f∗[F ].
In this notation, the Bishop-Lai formula states
(4.3.2) χ(F ) + ν(f)− c1(f) = 2d−(f), χ(F ) + ν(f) + c1(f) = 2d+(f),
where d±(f) are determined by the complex points of f . More precisely, if f is
generic, then d±(f) = e±(f)− h±(f), where e± (respectively, h±) are the numbers
of positive and negative elliptic (respectively, hyperbolic) points of f . In general,
d+(f) and d−(f) can be defined as the intersection numbers of the image of F in
the Gauss fibration of oriented real 2-planes in f∗(TX) with the cycle of complex
lines equipped by their complex or, respectively, anti-complex orientation. If a
component of ∂F consists of complex points, it is first shifted off the cycle in the
tangent directions τ∗⊗n+√−1 τ∗⊗√−1n determined by the real 2-planes (τ, n).
If f is generic, e+ and h+ (respectively, e− and h−) are the numbers of the positive
and negative intersection points of F with the complex (respectively, anti-complex)
orientation cycle. A definition of elliptic and hyperbolic points in local coordinates
can be found, e.g., in [EKh].
4.3.3. The definition of ν(f) and c1(f) and the Bishop-Lai formula extend to a
wider class of surfaces: one can assume that F and f : F → X are sewed (along
boundary components) of surfaces Fi and immersions fi : Fi → X satisfying the
above conditions, so that any two adjacent pieces are normal in X . (We do not
impose any requirements on the sewn boundary fields, as we do not use additivity
relations.) Note also that, if F is closed, the algebraic number i(f) of virtual double






2 − ν(f)) = 1
2
(
χ(F ) + (f∗[F ])
2 ± c1(f)
)− d±(f).
The following statement is a straightforward consequence of (4.3.2).
4.3.5. Let F be a closed oriented real 2-manifold,X a complex surface, and f : F →
X a piecewise smooth map as in 4.3.3 whose image has no negative complex points.
Then
χ(F ) + ν(f) = c1(f). 








Proof. Apply 4.3.5 twice: first to ξ (or to each of its smooth pieces), and then to A.
(Certainly, the same result follows from 4.2.2 and 4.2.3, cf. the beginning of this
section.) 
In the case of plane curves 4.3.6 turns into Rokhlin’s formula.
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4.4. An application of the adjunction inequality. Let A ⊂ X be as in 4.2.
Assume that in∗[RA+] = 0 ∈ H1(RX ;Z) and denote by xij the integers resolving
(4.2.1). The cycle ξ+, see 4.2, can be represented as f∗[F ] for some map f : F → X
and some surface F sewed of A+ and |xij | copies of Cij . Such a cycle has no negative
complex points and, in view of (4.3.4) and 4.3.5, the number i+(f
′) of positive










The results obtained using the inequality are weaker than Rokhlin’s formula (which,
in this case, is equivalent to the Bishop-Lai formula). However, as it was observed
by G. Mikhalkin [Mik2], new prohibitions on reducible real curves can be obtained
applying the adjunction inequality to similar mixed cycles with the orientation
on some of holomorphic pieces reversed. (For the sake of simplicity we ignore
the somewhat more cumbersome case where the irreducible components have real
intersection points; on the other hand, we treat curves on arbitrary Ka¨hler surfaces.)
Thus, fix an integer s > 1 and let f ′ : F → X be identical to f over all Cij
and all Ak+ with k > s and equal to conj ◦f over all Ak+ with 1 6 k 6 s. Denote














that, due to the assumption made, see 4.2, the boundaries of the two chains are
disjoint).
4.4.1. Theorem. Let A ⊂ X be as in 4.2 and in∗[RA+] = 0 in H1(RX ;Z). If X









2 |xij |(|xij | − 1), the sum taken over all |xij | > 2 corresponding to
the components Cij homeomorphic to a disc.
Proof. The inequality is the difference between 4.3.5 applied to f and the adjunction
inequality applied to the usual Lagrangian perturbation of f ′, which provides an
immersion with j− +
1
2 (d1 ◦ d2)− x++ negative double points. 
4.4.2. Corollary. Let X , d1, d2 be as above and ω∩ (d1−d2) > 0 (see 4.4.1). As-
sume that the (+1)-eigenspace of conj∗ on H2(X ;Q) is spanned by the fundamental
classes of the orientable components of RX and that for every k each connected
component of RAk bounds a disc. Then
j− > z
+ − z− + 1
2
c1(X) ∩ d2 − 1
4
(d1 ◦ d2),
where z± are the numbers of positive and negative injective pairs of ovals such that
one of the ovals is in Ak with k 6 s and the other one, in Ak with k > s. (In order
to define injective pairs for each connected component of RA one picks and fixes a
disk bounded by this component.)









Then x++ is found by calculating the intersection of the cycles in two ways: homo-
logically (applying 4.2.4) and geometrically. 
TOPOLOGICAL PROPERTIES OF REAL ALGEBRAIC VARIETIES 43
The following example of application of 4.4.2 (combined with Rokhlin’s formula)
is also due to Mikhalkin. Let A be a real plane curve of degree 2k with the ar-
rangement 〈32k(k − 1)〉 ⊔ 1〈12 (k − 1)(k − 2)〉 (Harnack arrangement), and C a real
conic with RC disjoint from RA. Then at most (k − 2) of the interior ovals of RA
are inside the oval of RC.
4.5. Orevkov’s formula. S. Orevkov [Or1] observed that, if a plane M -curve of
degree d has a nest of depth k − 1, k = [d/2], Rokhlin’s formula splits into two
separate identities. Under the assumption the nonempty ovals are pairwise nested
and, thus, are divided into positive and negative (e.g., with respect to the outermost






−) the number of
positive and negative injective pairs whose inner oval is empty and outer oval is
positive (respectively, negative).
4.5.1. Orevkov’s formula. For any plane M -curve of degree 2k with a nest of
depth k − 1 one has
π−+ − π++ = k2+, π+− − π−− = k2−,
where k+ and k− are the number of positive and negative nonempty ovals.
The formula above and a similar formula for curves of odd degree give a new
information on the complex orientation in degrees > 7. Both the formulas extend
to nonmaximal dividing curves.
The original proof (see [Or1]) is based on counting the self-linking numbers of
the braids cut by CA on the boundary of the two 4-balls formed by the imaginary
points of the imaginary lines through a point in an innermost oval of the nest.
J.-Y. Welschinger [We2] observed that Orevkov’s formula can also be obtained from
the adjunction formula applied to appropriate mixed singular cycles and generalized
the formula to curves on conic bundles. For simplicity, we state his result for
geometrically ruled surfaces, i.e., conic bundles without singular fibers.
Let π : X → B be a holomorphic equivariant map of a real surface to a real curve.
Assume that B is a dividing curve and each fiber F of π is a smooth irreducible
rational curve. Assume, in addition, that π has a real section E. The fundamental
classes of F and E form a basis in H2(X ;Z).
Denote by B1, . . . , Bp the connected components of RB and by X1, . . . , Xp, their
pull-backs in RX . (Each Xj is a torus or a Klein bottle.) Pick a half B+ of B and
equip RB with the corresponding complex orientation.
Let A ⊂ X be a nonsingular irreducible dividing real (M − 2r)-curve with a
contractible oval on each real component ofX (the latter assumption is not essential
for 4.5.2). Pick a half A+ of A and equip RA with the corresponding complex
orientation. For each i, 1 6 i 6 p, consider the components of RA which project
to Bi with a positive (respectively, negative) degree and denote by n
+
i (respectively,





2ki = [A] ◦ [F ]. If ki = 1 for each i, 1 6 i 6 p, we say that A is a curve with a deep
nest. Clearly, for a curve with a deep nest the weights n+ = n+i and n
− = n−i do
not depend on i.
From now on assume that A is a curve with a deep nest. Then each real fiber
of π meets A in at most two imaginary points. If a real fiber F does meet A at
two imaginary points, pick a point x ∈ RF not in E. Such a choice can be made
continuously. Moreover, if all the turn points (i.e., the points of tangency of RA and
a fiber) lie outside E, there is a canonical choice: trace the circle γ in F through
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the two imaginary points and the point of E and take for x the intersection point
of γ and RF other than the point of E. The chosen points form a finite collection
of arcs Sj , each connecting two turn points. The union of Sj is completed to a
closed, not necessarily connected or simple, curve Γ+ (respectively, Γ−) by arcs
of RA projecting to RB with positive (respectively, negative) local degree. The
complex orientation of RA defines a coorientation of Sj at its boundary points; it
extends to a continuous coorientation of Sj . Denote the extended coorientation
by ω. Without lost of generality one can assume that the intersection points of the
interiors of Sj and RA are transversal, and attribute to each point sign +1 if ω
coincides with the orientation of RA and −1 otherwise. Let Λ± be the sum of the
signs over all the double points of Γ±.
To make Λ± more invariant, remove the zig-zags on RA (each zig-zag changes
one of Λ± by n± − 1 or 1, depending on whether it crosses RE or not). Adjusted
so, Λ± are preserved by the isotopies of nonorientable components of RX identical
on RE and on each component of RA intersecting RE. More generally, Λ± are
preserved by an isotopy of nonorientable components of RX identical on RE if
during the isotopy the turn points do not cross RE (each crossing changing both
Λ± by n±). An isotopy of an orientable component of RX preserves Λ±, e.g., if
during the isotopy (as well as at the initial position) RA does not intersect RE.
4.5.2. Theorem. Under the above assumption there are integers µ±, g±, a± such
that
Λ± + n±a± + µ± − g± = 1
2
(χ(B)− n±E2)(n± + 1),
and
g± > c±, g+ + g− + 2− µ+ − µ+ = c+ + c− + 2r,
µ± > 1, µ+ + µ− 6 p+ 1,
a+ + a− = a, a± + E2(n± + 1) = RE ◦ Γ± mod 2,
|RE ∩ Γ±| 6 a+ E2(n± + 1) 6 a± + E2b− |RE ∩ Γ∓|,
where a[F ] + b[E] = [A] and c+, c− are the numbers of the components of RA
projecting to a component of RB with a positive (respectively, negative) degree.
Proof. Consider the surface W± = (A± ∩ π−1(B+)) ∪ (A∓ ∩ π−1(B−)) and fill its
holes with embedded discs contained in the pull-back of RB, with the segments
Sj as diameters (e.g., one can use arcs of the circles described in the construction
of Sj). The statement follows from the adjunction formula 4.3.5 applied to the
resulting singular cycle Σ±, using ν = (Σ±)2 +2Λ±, Σ± ◦F = n± +1, introducing
a± by [Σ±] = a±[F ]+ (n±+1)[E] and taking for g± and µ± respectively the genus
and the number of connected components of W±. 
4.5.3. Corollary. If A as in 4.5.2 does not intersect E, one has
Λ± + µ± − g± = 1
2
(χ(B) + E2n±)(n± + 1). 
Remark. To obtain 4.5.1 from 4.5.3, blow up a point in the innermost oval of a
nest of depth k − 1; then one has χ(B) = 2, E2 = −1, µ± = 1, g± = K±, and
Λ± = Π−± − Π+±, where K and Π differ from k and π in 4.5.1 by the fact that the
innermost oval chosen contributes to K and does not contribute to Π, whereas it
does not contribute to k and contributes to π.
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4.6. The Bezout Theorem. The Bezout theorem plays an important roˆle in
theory of real plane projective algebraic curves. For an arbitrary surface X , in its
complex form this famous theorem states that given two curves A,B ⊂ X without
common component, the number of intersection points of A and B, counted with
their multiplicities, equals [A] ◦ [B]. An important fact is that the multiplicity
of an intersection point of two analytic curves without common components is a
positive integer. This gives the following real version of the Bezout theorem (cf.
a remark in A.2): if X is real and A,B ⊂ X are real curves without common
components, then the number of intersection points of RA and RB, counted with
their multiplicities, does not exceed [A] ◦ [B] and is congruent to [A] ◦ [B] mod 2.
One of the typical applications of the Bezout theorem is tracing an auxiliary
curve D through a certain number of appropriately chosen points and estimating
the number of intersection points of RD and the given curve RA (it is in this way
that Harnack obtained his bound for the number of real components of plane curve).
Sometimes one also needs to know that RD is connected or, more generally, that
all the intersection points belong to the same component of RD. The simplest way
to assure this is to consider rational curves.
Thus, in order to apply the Bezout theorem on an arbitrary surface X one needs
to know, first, whether a given class x ∈ H2(X ;Z) can be realized by a (formal
linear combination of) analytic curves, second, the dimension of the space of such
curves, and third, the genus of such curves. The answer to the first question in
the case when X is projective is given by the Lefschetz-Hodge theorem (see [KS]):
a homology class x ∈ H2(X ;Z) can be realized by a formal linear combination of
algebraic curves on X if and only if the class Poincare´ dual to x belongs to H1,1(X)
(see 2.4). Though the dimension h1,1(X) = dimH1,1(X) for surfaces is a topological
invariant, h1,1(X) = σ−(X) + 1, the position of H1,1 in H2(X ;Z) depends on the
complex structure onX and may change when X varies within its deformation type.
Thus, in general one can only assert that the rational multiples of the hyperplane
section class (those which are still integral classes) can be realized by combinations
of algebraic curves. However, if h1,1(X) = b2(X), i.e., σ
+(X) = 1, all classes
in H2(X ;Z) are algebraic. Examples are rational surfaces and Enriques surfaces.
The dimension of a linear system |D| can, in certain cases, be estimated using
the Riemann-Roch theorem:
(4.6.1) dim|D|+ dim|KX −D| > 1
2
(






+(X)− b1(X) + 1) is the arithmetic genus of X . If D is ample
(recall that for an effective divisor on a surface this is equivalent to [D]2 > 0 and
[D]◦ [D′] > 0 for all irreducible components of D), then |KX −D| = ∅ and in 4.6.1
equality is attained:
(4.6.2) dim|D| = 1
2
(
[D]2 − [KX ] ◦ [D]
)
+ pa(X).
The following statement is an easy consequence of (4.6.2).




[D]2 − [KX ] ◦
[D]
)
+ pa(X). Then through any collection of sD points one can trace a real curve
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in |D|. Moreover, for any (sD − s)-point set S, s > 0, the real curves in |D|
containing S form a real linear system of dimension > s. 
Unfortunately, this result is not sufficient even to generalize the well known
Hilbert bounds to the higher numbers of nests. The difficulty is that the number of
connected components of a curve given by 4.6.3 is not easy to control. In general
one can only claim that this number is between 1 and 2+ 12 ([D]
2+ [KX ] ◦ [D]) i.e.,
the Harnack bound. Thus, it would be useful to know, in addition, through what
number of points one can trace a connected component of a curve in |D|. (This
and other related questions, more or less explicitly raised in [R3], seem to be of an
independent interest, regardless of bounds on the nests).
Denote by c(D) the maximal number c such that through any c points of RX
in general position one can trace a real curve in |D| with connected real point set.
Denote, further, by c′(D) the maximal number c such that through any c points of
RX (not necessarily in general position) one can trace a connected component of
the real point set of a real curve in |D|.
4.6.4. Proposition. c′(D) > c(D) for any divisor D.
4.6.5. Lemma. Let {Fn} be a sequence of continuous functions on a Hausdorff
compact space Y converging uniformly to a function F . If the zero set Zn of Fn is






n Zn 6= ∅. It is contained in Z. Pick a point z ∈
⋂
n Zn
and an open-closed subset C of Z containing z. Since Z is closed in Y , so are C
and Z r C and, hence, they are separated by a neighborhood U (i.e, U ⊃ C and
ClU ∩ (Z r C) = ∅).
Since the convergence Fn → F is uniform, there is an integer N such that
Zn ⊂ U ∪ (Y rClU) for all n > N . Then, since all Zn are connected and intersect
C ⊂ U , each Zn with n > N is contained in U and, hence,
⋂
n Zn is contained in
C = U ∩Z. It remains to notice that in a compact Hausdorff space the intersection
of all open-closed subsets containing a given point is the component of the point. 
Proof of 4.6.4. Let c be a number such that through any generic set of c points
of RX one can trace a real algebraic curve in |D| with connected real point set.
We need to prove that an arbitrary c-point set in RX is contained in a connected
component of a real curve in |D|.
Consider a c-point set Σ ⊂ RX . By the assumption, there is a sequence {Σn}
of c-point sets in RX converging to Σ and such that each Σn is contained in a real
connected curve RAn in |D|. Let ξ be the R-bundle over RX corresponding to |D|.
Its tensor square, as the square of any R-bundle, is trivial. Let Fn, n > 1, be a
real section of the ξ representing An. The space of sections is finite dimensional.
Hence, after a proper scaling {Fn} contains a convergent subsequence. As usual,
one can assume that {Fn} converges itself. It remains to apply Lemma 4.6.5 to F 2n ,
considered as functions on RX . 
The following additivity property is an immediate consequence of the definitions.
4.6.6. Proposition. For any divisors D1, D2 one has
c(D1 +D2) > c(D1) + c(D2)− 1 and c′(D1 +D2) > c′(D1) + c′(D2)− 1. 
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Some other related problems are also worth mentioning. First, it is natural to
consider curves with a bounded number of components. Then c(D) becomes the
first member c1(D) of a larger family of characteristics c6k(D), defined similar to
c(D) with connected curves replaced by curves with at most k connected com-
ponents. Second, one can consider the minimax ν(r,D) and maximin µ(r,D) of
the number of connected components in a linear subsystem of given dimension r
in |D|. Another possibility is to consider other topological characteristics of a linear
system, say, typical Morse numbers, etc.
4.6.7. Marin’s Bound. If D is very ample and χ(X) + D2 is odd, any generic
pencil of real curves in |D| contains at least one (M − j)-curve with j > 3.
This result can be restated as µ(1, D) 6M(D)− 3, where M(D) is the Harnack
number 2 + 12 ([D]
2 + [KX ] ◦ [D]).
4.6.8. Klein’s statement. If a real curve of type I undergoes a Morse surgery
through a nondegenerate double point, its number of connected components can
not increase.
Note that the number of connected components of the curve does not need to
change, cf. 4.6.9 below. In other words, Klein’s statement means that for any q
the number of connected components, considered as a piecewise constant function
on the space RCq of curves of degree q, attains a ‘local maximum’ at each compo-
nent of RCq r RDq (where RDq is the hypersurface of singular curves) formed by
real curves of type I. Using complex orientations one can check that, in addition
to 4.6.7 and 4.6.9, there is no wall (i.e., principal stratum of RDq) adjacent to two
components formed by curves of type I. (There is an exception: q = 2 and the wall
corresponding to turning the oval inside out; however, this wall is not adjacent to
two different components!)
Remark. There are extensions of 4.6.8 to surfaces (see [V3]) and to hypersurfaces
in a projective space (see [Ka]).
Proof of 4.6.8. Let At, t ∈ [−ε, ε], be a family of real curves such that: A0 is
a curve with a double nondegenerate point, A<0 are of type I, and the number
of connected components decreases from RA>0 to RA<0. The last assumption
implies that the singular connected component of RA0 lifted to the normalization
of A0 is a topological circle. In particular, the number of real components of the
normalization of A0 is equal to the number of components of RA<0. On the other
hand, the genera of A0 and A6=0 differ by 1: g(A0) = g(A6=0)−1. Thus, due to, e.g.,
Klein’s congruence (which states that the number of real components of a dividing
curve has the same parity as the genus, cf. Introduction), A0 is not a curve of type I.
Therefore, two conjugate points in A0rRA0 can be joined by a path in A0rRA0.
Hence, such a path exists also in each close curve At, t 6= 0, which contradicts to
the assumption that the curves At with t < 0 are of type I. 
For (M − 2)-curves Klein’s statement can be strengthened.
4.6.9. Proposition. If two (M − 2)-curves are obtained from each other by a
Morse surgery through a double nondegenerate point, one of them is of type I and
the other one is of type II.
Proof. Denote by At, t ∈ [−ε, ε], a family of real curves such that: A0 is a curve
with a double nondegenerate point and A6=0 are (M−2)-curves. Since the number of
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connected components does not change from RA>0 to RA<0, the singular connected
component of RA0 lifted to the normalization of A0 turns into two topological
circles. In particular, the number of real components of the normalization of A0
is greater by 1 than the number of components of RAt with t 6= 0. On the other
hand, g(A0) = g(A6=0)− 1. Thus, the normalization is an M -curve and, hence, it is
of type I, and so is its perturbation coherent with the complex orientation (while
the other one is of type II). 
Proof of 4.6.7. Consider graph Γ with 4 vertices representing M -, (M − 1)-, and
(M − 2)-curves of type I and (M − 2)-curves of type II. Two vertices are connected
by an edge if there are adjacent curves representing them. Due to 4.6.8 and 4.6.9,
Γ has only three edges: they connect M and M − 1, M − 1 and M − 2 of type II,
and M − 2 of type II and M − 2 of type I. In particular, Γ supports no cycle of odd
length.
A generic pencil of real curves in |D|, considered as a line in the correspond-
ing projective space, intersects the discriminant hypersurface of singular curves
transversally, the intersection points representing surgeries of the real parts of the
curves. The degree of the discriminant has the same parity as χ(X) +D2. Hence,
if the pencil does not contain an (M − j)-curve with j > 3, it defines an odd length
cycle in the graph constructed above, which is a contradiction. 
To conclude this section we apply the above results to derive some bounds on
nests. The first theorem is stated so that it depends only on a lower bound for c′(D).
4.6.10. Proposition. If a real curve C has c 6 c′(D) disjoint nests of depths
h1, . . . , hc, so that no oval of the nests of depth > 1 envelopes all the other ovals of
the nests, then
h1 + · · ·+ hc + [1
2
(c′(D)− c)] 6 1
2
C ◦D.
In particular, if C has c 6 c′(D) − 1 disjoint nests of depths h1, . . . , hc, so that no
oval of the nests of depth > 1 envelopes all the other ovals of the nests, and
h1 + · · ·+ hc + [1
2
(c′(D)− c)] = [1
2
C ◦D],
then the union of the nests exhausts the whole curve.
Proof. Take a point on (or inside, if h > 1) the innermost oval of each nest and
c′(D)− c more points on one of these ovals. Trace a connected component of a real
curve of |D| trough the c′(D) = c + (c′(D) − c) points obtained. It intersects the





Now the bound follows from the Bezout theorem, and the extremal property is its
direct consequence. 
If the union of the nests does not exhaust the real part of the curve, the estimate
can be sharpened slightly, by choosing the additional c′(D) − c points on an oval
not in the nests.
4.6.11. Proposition. Let a real curve C have s = 12D ◦ (D−K)− l nests outside
each other. If s > µ(l, D), then there are s − µ(l, D) + 1 nests (among the given
ones) whose total weight is at most 12C ◦D − (µ(l, D)− 1).
Proof. Take a point on the innermost oval of each nest and consider the linear
system of curves in |D| through these points. Its dimension is at least l, and by
TOPOLOGICAL PROPERTIES OF REAL ALGEBRAIC VARIETIES 49
the definition of µ(l, D) the system contains a curve D0 with 6 µ(l, D) connected
components. Hence, at least s − µ(l, D) + 1 nests contribute at least twice their
depth to the intersection with D0. Each other nest contributes at least two, by its
innermost oval. It remains to apply the Bezout inequality. 
4.6.12. Corollary. If a curve C has 12D ◦ (D−K) nests outside each other, then
among these nests there are r = −D ◦ K − 1 nests whose total weight is at most
1
2C ◦D − 12D ◦ (D +K)− 1.
Proof. This is a special case of 4.6.11 corresponding to l = 0. Indeed, µ(0, q) =
1
2D ◦ (D +K) + 2 and r = 12D ◦ (D −K)− µ(0, D) + 1. 
4.7. Plane curves through given points. In the case of plane curves a linear
system |D| is determined by the degree q of D. Thus, one deals with sequences
{c(q)}, {c′(q)}. Their first four terms are known.
4.7.1. Proposition. One has c(1) = c′(1) = 2, c(2) = c′(2) = 5, c(3) = c′(3) = 8,
and c(4) = c′(4) = 13.
Note that, in fact, in any real pencil of cubics there is a real cubic with the
connected real part.
Proof. The real point set of any real curve of degree 1 or 2 is connected. Due
to 4.6.4 it remains to prove that
8 6 c(3), c′(3) < 9, 13 6 c(4), c′(4) < 14.
The bound c(3) > 8 follows from 4.7.3. To show that c′(3) < 9, take an irre-
ducible real curve A of degree 3 with two real components and pick 5 points on
its two-sided component and 4 points on the one-sided component. By Poincare´
duality, any real curve A′ of degree 3 through the 9 chosen points has a fifth inter-
section point with the one-sided component (or, as a special case, one of the four
chosen points is multiple). The Bezout theorem implies then that A′ coincides with
A, but no component of A contains all the 9 points.
The bound c(4) > 13 is a straightforward consequence of 4.6.7.
To show that c′(4) < 14, take a real curve A of degree 4 with 4 real components
and pick 11 points on one of the ovals and one point on each of the other ones.
By Poincare´ duality, any real curve A′ of degree 4 through the 14 chosen points
intersects each oval of A at least one more point (or has a multiple intersection
point). Thus, the total number of intersection points is > 16, and the Bezout
theorem implies that A′ coincides with A (as a curve of degree> 4 with the maximal
number of components, A is nonsingular and irreducible). It remains to notice that
none of the component of A′ = A contains all the 14 points. 
Remark. In the above proof of c′3 < 9 the 9 points are chosen so that they do not lie
on a real cubic other than A. From the proof it follows also that a connected real
cubic can be traced through 9 points of an M -cubic C if and only if they belong
to a cubic C′ other than C. The existence of C′ can be expressed in terms of the
group structure on C: it exists if and only if the sum of the 9 points equals 0 (or,
more precisely, 9 times an inflection point). Certainly, the set of 9 points should
be invariant with respect to the complex conjugation; then C′ can be chosen real.
As a consequence, the 9-tuples not on a connected cubic form an open nonempty
subset in the space of all 9-tuples of points of RP2.
The precise values of the other terms of {c(q)}, {c′(q)} are not known. Below
we give a few simple general lower and upper bounds.
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4.7.2. Proposition. For any q one has c(q) > 3q − 1.
Digression: real rational curves. As far as we know, the following problem is
still open: is it possible to trace an irreducible real rational curve (or, more precisely,
its connected component) of degree q through any set of 3q−1 real points in general
position. In [R3] the question is answered in the affirmative; however, the proof
has been never published; probably, it contained a gap. Alternatively, one can lift
the general position assumption and pose the question of existence of some (not
necessarily irreducible) rational curve.
The first nontrivial case (and the only one where the complete answer is known)
is q = 3: through 8 generic points one can trace 12 cubics; depending on the position
of the points, 8, 10, or 12 of them are real. (All the three values occur; all the 12
rational cubics in a pencil are real if and only if the pencil contains two cubics with
a solitary double point.)
There also are a few simple results on collections of points with prescribed mul-
tiplicities. For example, if q − 1 of the 3q − 1 points coincide, the answer is in
the affirmative. In fact, in an affine coordinate system such that the multiple
point, M , and one of the other 2q points, N , lie at infinity, the problem becomes
linear: if the x-axis contains N and the y-axis contains M , it reduces to inter-
polating 2q − 1 values yj by a rational function y = P (x)/Q(x) of multidegree
(degP, degQ) = (q − 1, q − 1). The explicit solution is called Cauchy interpolation
formula. As this construction shows, through any 2q real points one can trace a
real rational curve of degree q. The result can also be obtained by a proper small
perturbation of a family of q lines through the given points, considering in the space
RCq of real curves of degree q the subvariety of curves having
1
2 (q−1)(q−2) double
points and passing through the given points. Replacing lines by conics or rational
cubics yields slightly better results: a real rational curve of degree q can be traced
through any 52q or, respectively,
8
3q real points.
4.7.3. Proposition. Given 8 generic points in RP2, denote by c+ and c− the
numbers of real cubics through them with, respectively, a solitary double point and
a real crossing point. Then c− − c+ = 8 and c− + c+ 6 12. In particular, there are
at least 8 real rational cubics through the given points.
Proof. The pencil of cubics through the 8 given points defines a (singular) fibration
X → RP1, where X is RP2 blown up at the 8 points, and the statement follows
from counting the Euler characteristic of X . 
Note that in a similar way one can prove that in any pencil of cubics there is
one with connected real part.
Proof of 4.7.2. In view of 4.7.1 it suffices to consider q > 4. The proof depends on
the residue q mod 4.
If q = 4k + 1, k ∈ Z, then 3(4k + 1) − 1 = 12k + 2. Trace a real line through
any two of the 12k + 2 points. The other 12k points decompose into k groups of
12 points. Each group and one of the first 2 points can be joined by a real curve of
degree 4 with connected real point set. The product of the line and the constructed
curves of degree 4 is of degree 4k + 1; its real point set is connected and contains
all the 12k + 2 points.
If q = 4k + 2, k ∈ Z, then 3(4k + 2) − 1 = 12k + 5. Trace a real conic through
any five of the 12k + 5 points. The other 12k points decompose into k groups
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of 12 points. Each group and one of the first 5 points can be joined by a real
curve of degree 4 with connected real point set. The product of the conic and the
constructed curves of degree 4 is of degree 4k + 2; its real point set is connected
and contains all the 12k + 5 points.
If q = 4k+3, k ∈ Z, then 3(4k+3)− 1 = 12k+8, and a curve is constructed as
above, starting with a cubic through any eight of the 12k + 8 points.
If q = 4k, k ∈ Z, then the bound 12k− 1 can be replaced with 12k+1. Pick one
of the points. The other 12k points decompose into k groups of 12 points. Each
group and the fixed point can be joined by a real curve of degree 4 with connected
real point set. The product of these curves has degree 4k, its real point set is
connected and contains all the 12k + 1 points. 
4.7.4. Proposition. If q is odd, then c′(q) 6 12q(q+3)− [ 18 (q2 − 1)]. If q is even,
then c′(q) 6 12q(q + 3)− [ 18q(q − 2)].
Proof. First, consider the case of q odd, q > 3. (For q = 1 the inequality follows
from c′(1) = 2). Put q = 2k − 1 and m = k + 1. Then the bound takes the
form c′(q) 6 32k(k + 1) − 1. Take an M -curve A of degree m. Its real part has
1
2k(k − 1) + 1 connected components. Pick 3k points on one of the components
and 3 points on each of the others, totally 32k(k + 1) points. If k is even, the
distinguished component should be one-sided. Suppose that c′(q) > 32k(k + 1).
Then there is a real curve B of degree q with a connected component which contains
all the 32k(k + 1) points. By the Poincare´ duality, each of the components of RA
intersects RB in at least one additional point (or one of the intersection points is
multiple). Thus, the number of intersection points of A and B, counted with their
multiplicity, is at least 2k2+k+1 > mq, and, by the Bezout theorem, B contains A
as a component (as an M -curve, A is irreducible). Thus, B decomposes into two
curves, A and B′, of degreem = k+1 and q−m = k−2, respectively. Furthermore,
RA is contained in a connected component of RB′; hence, A and B′ intersect in at
least k(k− 1) > (k+1)(k− 2) points. Since A is irreducible, this contradicts to the
Bezout theorem.
If q is even put q = 2k andm = q+4 = 2(k+2) and consider a WimanM -curve A
of degree m (i.e., a curve with the real scheme 〈(k+1)(k+3)+1〉⊔ 12k(k+1)〈1〈1〉〉;
it can be constructed by a small perturbation of the square of anM -curve of degree
k+2). Suppose that c′(q) > 12q(q + 3)− 18q(q − 2)+1 = 32k(k+1)+2k+1. Pick one
point in the inner oval of each nest of A and one point in k2+3k+1 of k2+4k+4
empty outer ovals, totally 32k(k + 1) + 2k + 1 points, and trace through them a
connected component of a real curve B of degree q. Then A and B intersect in at
least 4k2+8k+2 > 4k2+8k points, which contradicts to the Bezout theorem. 
Remark. The case of q odd can be treated in an alternative way, similar to that of
q even. Surprisingly, this does not improve the bound.
4.7.5. Corollary. One has 14 6 c(5) 6 c′(5) 6 17, 17 6 c(6) 6 c′(6) 6 24, and
20 6 c(7) 6 c′(7) 6 29. 
The upper bound for c′(6) can easily be improved:
4.7.6. Proposition. c′(6) 6 23.
Proof. Suppose that c′(6) > 24, pick a (necessarily irreducible)M -curve of degree 9
with the scheme J ⊔ 〈1〈a〉〉 ⊔ 〈1〈b〉〉 ⊔ 〈1〈c〉〉 ⊔ 〈1〈d〉〉, a, b, c, d > 0, a+ b+ c+ d = 24,
52 A. DEGTYAREV AND V. KHARLAMOV
Figure 5. Sextic without and with a lock
and trace a connected component of a real sextic through all the 24 empty ovals.
The two curves intersect in at least 48 + 8 = 56 > 54 points. 
4.8. Obstructions to rigid isotopy. The topological characteristics of a real
curve, such as its real scheme, type, and complex scheme (i.e., real scheme en-
hanced with the complex orientations) for curves of type I are preserved under
rigid isotopies. Another powerful source of obstructions is the Bezout theorem
applied to appropriate auxiliary curves.
To our knowledge, obstructions derived from the Bezout theorem have never
been studied systematically. Thus, we confine ourselves to an explanation of the
principal idea and its simplest realizations taken from [Fi2] and [Ma2].
Let us start from auxiliary curves of the lowest possible degree: consider lines. In
this case we look for pairs of points, in RP2rRA for simplicity, selected topologically
in such a way that the line L through them would intersect the curve only at real
points. If such a selection is possible, the position of RA with respect to RL is
preserved under rigid isotopies of A. In particular, the position of RA is the same
with respect to all real lines close to L.
To make this idea more constructive, let us introduce the following definition.
A real line L with 2 marked points p1, p2 ∈ RL outside the real part of a real
nonsingular curve A, is called a lock of A, if (1) the number of points in S = RL∩RA
is equal to the degree of A, (2) for any pair of points (possibly coinciding) in S
bounding a segment in RLr ({p1, p2}∪S) and an arc in RAr S, the cycle formed
by the segment and the arc either is not homologous to 0 in RP2 or envelops at least
one oval of A. It is clear that a lock extends continuously to any rigid isotopy of A
and, moreover, regardless of the extension the topological type of the quadruple
(RP2,RA∪RL,RL, {p1, p2}) does not change. Even this simple consideration gives
us two invariants: existence of a lock and the topological types of the quadruples
corresponding to all locks.
As an example, consider two curves of degree 6 with the scheme 〈2〉 ⊔ 〈1〈2〉〉
constructed from 2 products of ellipses, as shown in Figure 5. The first curve has
no lock. For the second one, any pair of points, one inside each of the two outer
ovals, define a lock. Hence, the curves are not rigidly isotopic.
There are situations where simultaneous consideration of several locks is useful.
Example: the two curves of degree 5 with 4 ovals shown in Figure 6. In both the
curves any pair of ovals defines a lock; hence, any triple defines a triple lock. The
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Figure 7. Two curves of degree seven with different triple locks
first curve has a triple of ovals whose triple lock has the following properties: one of
the connected components of the complement of the three lines contains the fourth
oval and does not intersect the one-sided component. The other curve has no such
triple. Hence, the two curves are not rigidly isotopic.
In fact, in both the examples the curves differ by their complex scheme: as one
can see from the construction, in each example one curve is of type I and the other,
of type II. Pairs of not rigidly isotopic curves with the same complex scheme appear
first in degree 7. An example, due to A. Marin [Ma2], is shown in Figure 7. The
two curves with the complex scheme 〈J ⊔ 1+〈1+ ⊔ 2−〉 ⊔ 6+ ⊔ 5−〉 are constructed by
the Hilbert method, with a difference at the last step. The three inner ovals define
a triple lock, and the two curves differ by the distribution of the outer ovals among
the connected components of the complement of the three lines.
Another example of not rigidly isotopic curves of degree 7 with the same complex
scheme was constructed by T. Fiedler [Fi2]. (In his example the curves are not
dividing.)
There are examples where quadrics are used for locks instead of lines. In one of
them, due to I. Itenberg, the inner ovals of the two negative injective pairs of the
sextic 〈1〈3+⊔2−〉〉⊔〈5〉 are separated from each other by a quadric trough the three
other inner ovals and two outer ovals. Certainly, locks of higher degrees can also be
considered. We interrupt this theme because it is not yet sufficiently understood.
Back to Marin’s example, note that it is not known whether the two curves are
equivariantly isotopic. More generally, the following two fundamental problems are
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still open: Are there Bezout like obstructions which are not flexible? Do there
exist curves which are equivariantly isotopic but not rigidly isotopic? (When this
survey was ready, S. Fiedler-Le Touze´ and S. Orevkov announced that they found a
flexible affine sextic not realizable algebraically because of a Bezout like obstructions
in respect to cubics.)
4.9. Curves on Quadrics. We conclude this section with a brief account of
known results on curves on nonsingular quadrics, which seem to be the only case
(except P2) that has been seriously studied. Let X be such a quadric. From the
complex point of view X = P1 × P1, and up to biholomorphism X admits two
anti-holomorphic involutions with nonempty real part; the resulting real surfaces
are the hyperboloid, which is an M -surface with real part homeomorphic to torus,
and the ellipsoid, an (M − 1)-surface with RX ∼= S2.
Fix a pair P1, P2 of generatrices of X . The fundamental classes [P1], [P2] form
a basis of H2(X) ∼= Z ⊕ Z; the intersection form is given by [P1]2 = [P2]2 = 0,
[P1] ◦ [P2] = 1. For any other curve A ⊂ X one has [A] = m1[P1] + m2[P2] for
some nonnegative integers m1, m2. The pair (m1,m2) is called the bidegree of A.
If (x0 : x1), (y0 : y1) are homogeneous coordinates in P1, P2 respectively, then A is
given by a polynomial












homogeneous of degree m1 in (x0, x1) and of degree m2 in (y0, y1). Such curves
form a projective space of dimension m1m2 + m1 + m2; if A is nonsingular, the
genus of A equals (m1 − 1)(m2 − 1) (see (4.9); KX has bidegree (−2,−2) ).
In the case of hyperboloid conj acts by conjugating all the four coordinates;
hence, A is real if and only if all aij are real. In the case of ellipsoid conj acts via
[(x0 : x1), (y0 : y1)] 7→ [(y¯0 : y¯1), (x¯0 : x¯1)], and A is real if and only if aij = a¯ji (in
particular, m1 = m2).
From now on we assume that A is a real curve. First, let (X, conj) be a hy-
perboloid. The fundamental classes [RP1], [RP2], endowed with some orientations
(which are to be fixed) form a basis ofH1(RX) ∼= Z⊕Z. The real part RAmay have
components of two types: contractible in RX and noncontractible. The contractible
components are called ovals, their number is denoted by l. Each oval bounds a disk
in RX , which is called the interior of this oval. All the noncontractible components
realize the same nontrivial class (c1, c2) ∈ H1(RX), where c1, c2 must be relatively
prime. The number of such components is denoted by h. In order to encode the
isotopy type of RA ⊂ RX we will use the notation
〈(c1, c2), scheme1, (c1, c2), scheme2, . . . , (c1, c2), schemeh〉,
where scheme1, . . . , schemeh are the schemes of ovals of RA in the annulus bounded
by two consequent noncontractible components.
If both m1 and m2 are even, RA separates RX into two parts RX±. Obviously,
χ(RX−) = −χ(RX+). If all the components of RA are ovals, we denote by RX+
the part of genus 1.
4.9.1. Prohibitions for curves on a hyperboloid. Let A be a real curve of
bidegree (m1,m2) on a hyperboloid X , and l, h, c1, c2 as above. Then A satisfies
the following restrictions:
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The Harnack inequality:
(1) l + h 6 (m1 − 1)(m2 − 1) + 1.
Congruences: Assume that m1, m2 are even and
1
2 (m1c2 +m2c1) = c1c2 mod 2.
Then (with the above convention on the choice of RX+)
(2) If A is an M -curve, then χ(RX+) =
1
2m1m2 mod 8;
(3) If A is an (M − 1)-curve, then χ(RX+) = 12m1m2 ± 1 mod 8;
(4) If A is an (M − 2)-curve and χ(RX+) = 12m1m2 + 4 mod 8, then A is of
type I;
(5) If A is of type I, then χ(RX+) = 0 mod 4.
Consequences of the Bezout Theorem:
(6) hci = m1 mod 2 and h|ci| 6 m1 for i = 1, 2;







m1 − h|c1|+ [r/2](m2 + h|c2|)
)
(and a similar inequality with m1, c1 interchanged with m2, c2).
Proof. (1) is the classical Harnack-Klein bound. (2)–(5) follow from 3.3.2 and 3.3.4.
Statement (6) is the real version of the Bezout theorem (see 4.6) applied to A and
curves of bidegree (1, 0) and (0, 1), and (7) is proved by applying the Bezout theorem
to A and the curve of bidegree ([r/2], 1) traced through r points inside the innermost
ovals of the nests (see [Zv3]). 
Remark. In a weaker form the above congruences appeared in [Mat1], [Mat2]. This
inspired [Mik1], where the congruences were improved and generalized to take the
form of 3.3.2.
If (X, conj) is an ellipsoid, all the components of RA are contractible and are
called ovals; their number is denoted by l. Fix an exterior point ∞ ∈ RXrRA and
define the interior of an oval C ⊂ RX as the component of RXrC which does not
contain ∞. Then a natural partial order arises, which can be encoded as usual.
Since RX ∼= S2, any curve RA divides RX into two parts, denoted by RX±.
4.9.2. Prohibitions for curves on an ellipsoid. Let A be a real curve of bide-
gree (m,m) on an ellipsoid X , and l the number of components of RA. Then A
satisfies the following restrictions:
The Harnack inequality:
(1) l 6 (m1 − 1)(m2 − 1) + 1.
Congruneces: Let m be odd.
(2) If A is an M -curve, then χ(RX±) =
1
2 (m
2 + 1) mod 8;
(3) If A is an (M − 1)-curve, then χ(RX±) = 12 (m2 + 1)± 1 mod 8;
(4) If A is an (M − 2)-curve and χ(RX±) = 12 (m2 + 1) + 4 mod 8, then A is of
type I;
(5) If A is of type I, then χ(RX±) = 1 mod 4.
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Consequences of the Bezout Theorem:
(6) The total number of ovals in any three pairwise disjoint nests does not
exceed m.
Proof is similar to that of 4.9.1. 
Next two well known statements are found, e.g., in [Zv4]. Their standard proofs,
reproduced below, serve as a model for a number of similar cases (such as rational
and hyperelliptic curves on ruled surfaces, intersections of quadrics, or homotopy
classification of nondegenerate homogeneous polynomial vector fields).
4.9.3. Curves of Bidegree (m, 1). A curve of bidegree (m, 1) on a hyperboloid
is determined up to rigid isotopy by its real scheme, which is 〈(w, 1)〉 with −m 6
w 6 m and w = m mod 2. All such curves are of type I.
There are two rigid isotopy classes of curves of bidegree (1, 1) on an ellipsoid:
〈0〉 and 〈1〉, the latter being of type I.
Proof. A nonsingular curve of bidegree (m, 1) on a hyperboloid has equation of the
form
y0a(x0, x1) + y1b(x0, x1) = 0,
where a and b are nonzero homogeneous polynomials of degree m without common
roots. The roots of a and b being fixed, the polynomials are recovered uniquely up
to constant factors. Any pair of consecutive real root of one of these polynomials
not separated by real roots of the other one can be removed to the complex domain.
After all such pairs are removed, |w| is the number of real roots of a (or b); for each
nonzero value of |w| there are two classes of curves which differ by the signs of a
and b at a fixed generic point.
Any curve of bidegree (1, 1) on an ellipsoid is cut by a plane, and it is obvious
that there are only two possibilities. 
4.9.4. Curves of bidegree (m, 2). A curve of bidegree (m, 2) on a hyperboloid
is determined up to rigid isotopy by its real scheme, which is either
〈(0, 1), α1, (0, 1), α2, . . . , (0, 1), αh〉
with 0 6 h 6 m, h = m mod 2, and h+
∑
αi 6 m, or
〈2(1
2
w, 1)〉 for m even or 〈(w, 2)〉 for m odd
with −m 6 w 6 m and w = m mod 2. The latter scheme and the M -schemes are
of type I; the others are of type II.
There are three rigid isotopy classes of curves of bidegree (2, 2) on an ellipsoid:
∅, 〈1〉, and 〈2〉. The only scheme of type I is 〈2〉.
The proof given below works, more or less without changes, whenever the curves
under consideration are hyperelliptic (so that the hyperelliptic structure is induced
from a ruling of the surface). For this reason we reproduce all the essential details.
Proof. A curve of bidegree (m, 2) on a hyperboloid has equation of the form
y20a(x0, x1) + 2y0y1b(x0, x1) + y
2
1c(x0, x1) = 0,
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where a, b, and c are homogeneous polynomials of degree m. Such a curve is
nonsingular if and only if the discriminant D = b2 − ac has no multiple roots.
Let V = {(x0 : x1) ∈ RP1 |D(x0, x1) > 0}. Consider an affine part x1 6= 0. The
connected components of the set consisting of the nonsingular curves with fixed
V and fixed roots u1, . . . , um of a (which may be multiple) are determined by the
choice of the values b(ui) = ±
√
D(ui), i = 1, . . . ,m, i.e., by the choice of the sign
of b at the real roots of a (which belong to V ) and one of the two branches of the
square root at each pair of complex conjugate roots. The components can be joined
using the following moves:
(1) a pair of consecutive real roots of a at which b has the same sign can be
removed to the complex domain; a pair of complex conjugate roots can be
moved to any component of V ;
(2) the sign of b at a real root of a not separated from ∂V by other roots can
be changed (by moving this root to ∂V );
(3) the branch of
√
D at any pair of complex conjugate roots of a can be changed
(by moving this pair to a pair of roots of D).
Thus, if V = ∅ or ∂V 6= ∅, the sign of b at each (real or imaginary) root of a can be
reversed and the curve is determined up to rigid isotopy by the components of V and
the parity of the number of real roots of a in each component: the corresponding
component of the curve is an oval if this number is even or of class (1, 0) if it is odd.
If V = RP1, then it contains |w| real roots of a so that b has opposite signs at each
pair of consecutive roots. This gives the second group of real schemes in 4.9.4.
Consider now the case of ellipsoid. All empty curves are rigidly isotopic (in fact,
in any bidegree), as they form a convex set. If the curve is nonempty, we blow
up a real point of this curve and blow down the proper inverse images of the two
imaginary generatrices through this point. The result is a nonsingular cubic in RP2,
and the inverse transformation is given by a pair of complex conjugate point of this
cubic. The two rigid isotopy classes of cubics correspond to the two classes of curves
on the ellipsoid. 
4.9.5. Curves of bidegree (3, 3). A curve of bidegree (3, 3) on a hyperboloid or
an ellipsoid is determined up to rigid isotopy by its real scheme and, in the case of
hyperboloid, its type. On a hyperboloid the real schemes are
〈(1,±1), α〉 with α 6 4, 〈3(1,±1)〉, 〈(3,±1)〉, 〈(1,±3)〉.
The schemes 〈(1,±1), 4〉, 〈3(1,±1)〉, 〈(3,±1)〉, and 〈(1,±3)〉 are of type I; the
scheme 〈(1,±1), 2〉 is of indefinite type; the other schemes are of type II. On an
ellipsoid the real schemes are
〈α〉 with α 6 5 and 〈1〈1〈1〉〉〉.
The schemes 〈5〉 and 〈1〈1〈1〉〉〉 are of type I; the others are of type II. 
Similar to 3.5.2, the proof of 4.9.5 is based on enumerating the walls in the space
of curves; the latter problem is mainly reduced to the classification of plane quartics
with a fixed tangent. Details can be found in [DZ].
The remaining results of this section (Propositions 4.9.6–4.9.8) only list the pos-
sible schemes for certain bidegrees. All the schemes not on the lists are prohibited
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by 4.9.1 and 4.9.2. The listed schemes have been realized by D. Gudkov, A. Us-
achev, and E. Shustin (see [G3], [GU], and [GS]). The assertions on the type of the
schemes follow mainly from Rokhlin’s formula of complex orientations 4.2.2. Note
also that the complex orientations are those and only those which do not contra-
dict to Rokhlin’s and Orevkov’s formulas. Details and realization of the schemes of
indefinite type can be found in Zvonilov [Zv3].
4.9.6. Schemes of bidegree (m, 3). A curve of bidegree (m, 3) with m > 3 on a
hyperboloid can only have one of the following real schemes:
(1) 〈3(w, 1)〉 with 3|w| 6 m and w = m mod 2;
(2) 〈(w, 3)〉 with |w| 6 m, w = m mod 2, and w 6= 0 mod 3;
(3) 〈(m,±1)〉;
(4) 〈(w, 1), α〉 with |w| 6 m− 2, w = m mod 2, and 0 6 α 6 2m− 2.
Schemes (1)—(3) are of type I; schemes (4) are of type I when α = 2m− 2 and are
of type II when α is odd or zero. 
All the schemes above (including complex orientations) were realized by A. Kor-
chagin [Ko], who used Viro’s patching method. According to V. Zvonilov, they can
as well be realized by T -curves. A new promising approach to the study of trigonal
curves on ruled surfaces by means of Grothendieck’s dessins d’enfant applied to
the discriminant of the curve was recently suggested by S. Orevkov [Or2].
4.9.7. Schemes of bidegree (4, 4) on a hyperboloid. The following is a com-
plete list of real schemes of bidegree (4, 4) on a hyperboloid:
(1) 〈4(1, 0)〉, 〈4(0, 1)〉, and 〈4(1,±1)〉;
(2) 〈2(2,±1)〉 and 〈2(1,±2)〉;
(3) 〈(1,±1), α, (1,±1), β〉 with 0 6 α+ β 6 8 and α > β;
(4) 〈(1, 0), α, (1, 0), β〉 and 〈(0, 1), α, (0, 1), β〉 with either 0 6 α + β 6 6 and
α > β, or (α, β) = (8, 0), (4, 4), (7, 0), or (4, 3);
(5) 〈α ⊔ 1〈β〉〉 with either 0 6 α+ β 6 7, or (α, β) = (0, 9), (4, 5), (8, 1), (0, 8),
(3, 5), (4, 4), (7, 1), or (8, 0);
(6) 〈2〈1〉〉;
(7) 〈0〉.
Schemes (1), (2), and (6) are of type I. Scheme (7) is of type II. Schemes (3) are of
type I if α+ β = 8, are of type II if α+ β is odd or (α, β) = (0, 0), (1, 1), or (4, 0),
and are of indefinite type otherwise. Schemes (4) are of type I if (α, β) = (8, 0),
(4, 4), or (5, 1), are of indefinite type if (α, β) = (3, 3), (4, 0), (2, 2), or (1, 1), and
are of type II otherwise. Schemes (5) are of type I if (α, β) = (0, 9), (4, 5), (8, 1),
(1, 6), or (5, 2), are of indefinite type if (α, β) = (3, 4), (7, 0), (2, 3), or (4, 1), and
are of type II otherwise. 
4.9.8. Schemes of bidegree (4, 4) on an ellipsoid. The following is a complete
list of real schemes of bidegree (4, 4) on an ellipsoid:
(1) 〈α ⊔ 1〈β〉〉 with 0 6 α+ β 6 9 and α > β;
(2) 〈1〈1〈1〈1〉〉〉〉;
(3) 〈0〉.
Schemes (2) and (1) with α+β = 9 are of type I; schemes (3) and (1) with α+β 6 4
or even or (α, β) = (5, 0) are of type II; the other schemes are of indefinite type. 
The double covering of a quadric ramified in a curve of bidegree (4, 4) is a K3-
surface whose Picard group contains U(2) (i.e., a pair a, b with a2 = b2 = 0
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and ab = 2), and, vice versa, any K3-surface X with a distinguished subgroup
U(2) ⊂ PicX is obtained in this way (see, e.g., [Nik1]). Thus, the curves of bi-
degree (4, 4) can be studied similar to plane sextics. In particular, this techniques
can provide their rigid isotopy classification. First steps in this direction are made
in [Mat3]. In the case of hyperboloid it will not be a surprise if the list of 4.9.7 turns
out to coincide with the classification up to rigid isotopies and automorphisms of
the surface. (In the case of ellipsoid there probably are additional invariants.) Note
that some curves on the hyperboloid, e.g., 〈1〈9〉〉, 〈4 ⊔ 1〈5〉〉, 〈1〈8〉〉, 〈3 ⊔ 1〈5〉〉, and
〈4 ⊔ 1〈4〉〉, are not chiral, see [Kh7].
As to curves on surfaces of higher degree little is known. We can only cite [Seg]
and [Mik4], which treat, respectively, real lines and real quadric sections on real
cubic surfaces.
Appendix A. Topology of involutions
A.1. Smith theory. Most results cited in this section are due to P. A. Smith;
proofs can be found, e.g., in [Br, Chapter 3]. Throughout the section we consider a
topological spaceX with involution c : X → X and denote F = Fix c andX ′ = X/c.
A.1.1. Theorem. There are two natural, in respect to equivariant maps, exact
sequences, called (homology and cohomology) Smith sequences of (X, c):
−→ Hp+1(X ′, F ) ∆−→ Hp(X ′, F )⊕Hp(F ) tr
∗+in∗−−−−−→ Hp(X) pr∗−−→ Hp(X ′, F ) −→ ,




−−−−−→ Hp(X ′, F )⊕Hp(F ) ∆−→ Hp+1(X ′, F ) −→ .
The homology and cohomology connecting homomorphisms ∆ are given by
x 7→ x ∩ ω ⊕ ∂x and x⊕ f 7→ x ∪ ω + δf,
respectively, where ω ∈ H1(X ′rF ) is the characteristic class of the double covering
X r F → X ′ r F . The images of tr∗ + in∗ and pr∗ consist of invariant classes:
Im tr∗ ⊂ Ker(1 + c∗) and Impr∗ ⊂ Ker(1 + c∗). 
A.1.2. The transfer homomorphisms tr∗ and tr∗ in A.1.1 can be described as
follows. RepresentX as the S0-bundle associated with a relativeD1-bundle T → X ′
whose characteristic class is ω. Namely, take the cylinder of the projection X → X ′
and for each f ∈ F contract the fiber over f . Then tr∗ and tr∗ are the compositions
tr∗ : Hp(X
′, F )
th−1−−−→ Hp+1(T,X) ∂−→ Hp(X),
tr∗ : H
p(X)
δ−→ Hp+1(T,X) th−1−−−→ Hp(X ′, F ),
where th stands for the Thom isomorphisms.
The following immediate consequences of A.1.1, which we state in the homology
setting, has an obvious counterpart for cohomology.
A.1.3. Corollary (of A.1.1).
(1) dimH∗(F ) + 2
∑
p dimCoker(tr
p + inp) = dimH∗(X) (Smith identity);
(2) dimH∗(F ) 6 dimH∗(X) (Smith inequality);
(3) dimH∗(F ) 6 dimH
1(Z2;H∗(X)) (Borel-Swan inequality);
(4) dimH∗(F ) = dimH∗(X) mod 2;
(5) χ(X) = χ(F ) + 2χ(X ′, F );
(6) χ(X) = 2χ(X ′)− χ(F )
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(Recall that H1(Z2;H∗(X)) = Ker(1 + c∗)/ Im(1 + c∗).) 
A.1.4. If A.1.3(2) turns into an equality, i.e., dimH∗(F ) = dimH∗(X), one says
that c is an M -involution. If A.1.3(3) turns into an equality (which is equivalent to
Im(tr∗+ in∗) ⊃ Ker(1+ c∗)), c is called (Z2-)Galois maximal. (This terminology is
introduced by V. A. Krasnov [Kr1]. R. Thom [Th1] calls a dimension p ∈ N regular
for (X, c) if Im(trp + inp) ⊃ Ker(1 + cp).)
In general, due to A.1.3(2) and (4), one has dimH∗(F ) = dimH∗(X) − 2d for
some integer d > 0; in this case c is called an (M − d)-involution.
A.1.5. Geometrical construction of the Smith sequences. Introduce the
Smith chain complexes
Sm∗(X) = Ker[(1 + c∗) : S∗(X)→ S∗(X)],
Sm∗(X,F ) = Ker[(1 + c∗) : S∗(X,F )→ S∗(X,F )].
and Smith homology Hr(Sm∗(X)) and Hr(Sm∗(X,F )). There is a canonical iso-
morphism Sm∗(X,F ) = Im[(1 + c∗) : S∗(X) → S∗(X)] and a canonical splitting
Sm∗(X) = S∗(F ) ⊕ Im(1 + c∗). Furthermore, tr∗ : S∗(X ′, F ) → Sm∗(X,F ) is an
isomorphism, and in view of the above identifications the Smith sequences are the
long homology and cohomology exact sequences associated with the short exact
sequence of complexes
0 −→ Sm∗(X) inclusion−−−−−−→ S∗(X) 1+c∗−−−→ Sm∗(X,F ) −→ 0.
A.1.6. Steenrod squares in the Smith sequences. For any x ∈ Hp(X ′, F ) and
y ∈ Hp(X) one has Sq tr∗ x = tr∗ Sq(x ∩ (1+ ω)) and tr∗ Sq y = (Sq tr∗ y) ∪ (1 +ω).
Proof. The statement follows from A.1.2 and the Thom-Cartan formula for sphere
bundles (see [Th2]): since the total characteristic class of the relative D1-bundle
T → X ′ is 1 + ω, one has th−1 Sq(x ∩ (1 + ω)) = Sq th−1 x and th−1 Sq y′ =
(Sq th−1 y′) ∪ (1 + ω), where y′ = δy. 
A.1.7. Corollary. For any x ∈ Hp(X ′, F ) and y ∈ Hp(X) one has Sq1 tr∗ x =
tr∗ Sq1 x+ in∗ ∂x and tr∗ Sq
1 y = Sq1 tr∗ y + δ in
∗ y.
Proof. Since the Smith sequences are exact, tr∗(x ∩ ω) = in∗ ∂x and (tr∗ y) ∪ ω =
δ in∗ y. Hence, the statement follows from A.1.6. 
A.1.8. Relative version of the Smith sequences. If A ⊂ X is a G-invariant
subspace, there is a natural exact sequence
−→ Hp+1(X ′, F ∪ A′) ∆−→ Hp(X ′, F ∪ A′)⊕Hp(F, F ∩ A′) tr
∗+in∗−−−−−→
tr∗+in∗−−−−−→ Hp(X,A) pr∗−−→ Hp(X ′, F ∪ A′) −→
(and a similar sequence in cohomology), where A′ = A/c. Its properties and con-
sequences are similar to those of the absolute Smith sequence. In particular, the
Smith inequality A.1.3(2) turns into
(A.1.9) dimH∗(F, F ∩ A) 6 dimH∗(X,A).
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A.2. Kalinin’s spectral sequence. In this section we describe a relatively new
powerful tool, so called Kalinin’s spectral sequence. Originally it was introduced by
I. Kalinin [Ka] as a stabilized version of the Borel-Serre spectral sequence of the
fibration X ×Z2 S∞ → RP∞, where X is a topological space with involution c and
S∞ is considered with the standard antipodal involution. The sequence starts at
the homology H∗(X) and converges to the total homology H∗(Fix c). The resulting
filtration F∗ on H∗(Fix c) and the isomorphisms bvp between the limit term of
the spectral sequence and GrF H∗(Fix c) were discovered by O. Viro geometrically
before Kalinin’s work and were primarily related to the Smith exact sequence.
The relation between the two construction is established in [Deg1]. As is shown
in [DK1] (preprint version) or [DIK], Kalinin’s spectral sequence can be derived
from the Smith exact sequence as well (see A.2.4).
A construction similar to Kalinin’s spectral sequence was studied by V. A. Kras-
nov in a series of papers; see, e.g., [Kr2].
Below we give an alternative, geometrical, description of the homology version
of Kalinin’s spectral sequence and Viro homomorphisms bv∗ and state their main
properties. (As usual, the cohomology version is obtained by raising all indices
and reversing all arrows; we mention it when speaking about multiplications and
Poincare´ duality.) Proofs of these results and/or further references can be found
in [DK1] and [DIK]. The differentials rdp of the spectral sequence and Viro homo-
morphisms bvp are often regarded as additive relations (i.e., partial multivalued
homomorphisms) Hp(X) 99K Hp+r−1(X) and bvp : H∗(Fix c) 99K Hp(X), respec-
tively. As our approach is geometrical, we have to use chains; depending on the
nature of X one may regard them as singular, simplicial, smooth, etc. To assure
convergence of the spectral sequence, X must satisfy certain conditions, which de-
pend on the homology theory chosen (e.g., sheaf theories and locally compact finite
dimensional spaces). Certainly, these conditions are always fulfilled for compact
smooth manifolds and finite CW -complexes.
Thus, let us fix a good (see above) topological space X with involution c. Con-
sider the partial homomorphisms bvp : H∗(Fix c) 99K Hp(X) and the Z-graded spec-
tral sequence (rE∗(X),
rd∗) defined as follows:
(1) bv0 is zero on H>1(Fix c) and its restriction to H0(Fix c) coincides with the
inclusion homomorphism;
(2) bvp is defined on a (nonhomogeneous) element x ∈ H∗(Fix c) represented
by a cycle
∑
xi (where xi is the i-dimensional component of x) if and
only if there exist some chains yi in X , 1 6 i 6 p, so that ∂y1 = x0 and
∂yi+1 = xi + (1 + c∗)yi for i > 1. In this case bvp x is represented by the
class of xp + (1 + c∗)yp in Hp(X);
(3) 1E∗ = H∗(X) and
1d∗ = 1 + c∗;
(4) rdp is defined on a cycle xp in X if and only if there are chains yp = xp, yp+1,
. . . , yp+r−1 so that ∂yi+1 = (1+ c∗)yi. In this case
rdpxp = (1+ c∗)yp+r−1.
A.2.1. Spectral sequence of involution. The homomorphisms bv∗ and spec-
tral sequence (rE∗,
rd∗) are natural with respect to equivariant maps. Furthermore,
rE∗ and
rd∗ do form a spectral sequence (i.e.,
rdp are well defined homomorphisms
rEp → rEp+r−1 and r+1Ep = Ker rdp/ Im rdp−r+1), and this sequence converges to
H∗(Fix c) via bv∗, i.e., bvp induces an (honest) isomorphism Fp/Fp+1 → ∞Ep,
where Fp = Domain bvp = Kerbvp−1. 
Remark. A detailed analysis of the construction above shows that bvp can as well
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be regarded as a true homomorphism
bvp : Ker[bvp−1 : H∗(Fix c) 99K
r−1Ep−1]→ rEp, r > 1
(where bvp : H∗(Fix c) 99K
1Ep = Hp(X) is defined as the inclusion homomorphism
on Hp(Fix c) and zero on H>p(Fix c) ). These homomorphisms are, in fact, related
to the original, nonstabilized, Borel-Serre spectral sequence (see [Deg1] for details).
The cohomology version rE∗ ⇒ H∗(Fix c) is constructed similarly and is dual
to the homology one. The cup- and cap-products in X naturally descend to, re-
spectively, a Z2-algebra structure in
rE∗ and rE∗-module structure in rE∗. If X is
a connected closed N -manifold and Fix c 6= ∅, the fundamental class [X ] survives
to ∞EN and the multiplication ∩[X ] :
rEp → rEN−p is an isomorphism (Poincare´
duality). This, in the usual way, defines a pairing ◦ : rEp ⊗ rEq → rEp+q−N , called
Kalinin’s intersection pairing.
A.2.2. Kalinin’s intersection pairing. Let X be a smooth closed connected
N -manifold with a smooth involution c : X → X . Denote by w(ν) the total Stiefel-
Whitney class of the normal bundle ν of Fix c in X . Then for a ∈ Fp and b ∈ Fq
one has w(ν) ∩ (a ◦ b) ∈ Fp+q−N and
bvp a ◦ bvq b = bvp+q−N [w(ν) ∩ (a ◦ b)]. 
Remark. The above identity contains, as a special case, the Borel-Haefliger [BH]
version of the Bezout theorem over the reals (with the Z2-valued intersection):
given two real algebraic cycles A, B of complementary dimension in a real algebraic
manifold X , their intersection number in X is congruent mod 2 to the intersection
number of RA and RB in RX . To see this, it is sufficient to notice that [RA] is the
highest degree term of bv−1[A].
The homology Steenrod operations Sqt : H∗(X)→ H∗−t(X) also descend to rE∗.
In order to describe their relation to the ordinary Steenrod operations in H∗(Fix c),
introduce the weighed Steenrod operations








where P > p + t is a power of 2. (The binomial coefficients do not depend on P ,
see, e.g., [SE, Lemma I.2.6].) Then one has:
A.2.3. Steenrod squares in Kalinin’s spectral sequence. If x ∈ Fp and
t > 0, then Ŝqtx ∈ Fp−t and
Sqt bvp x = bvp−t Ŝqtx. 
Kalinin’s spectral sequence can alternatively be derived from the Smith exact
sequence A.1.1. Below we give the corresponding description of the differentials rd∗
and Viro homomorphisms bv∗; the construction of the spectral sequence and filtra-
tion F∗ can be found in [DIK].)
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A.2.4. Kalinin’s spectral sequence and Smith exact sequence. The differ-
entials rdp and Viro homomorphisms bvp are given by
rdp = tr
p+r−1 ◦∆−1p+r−1 ◦ . . . ◦∆−1p+1 ◦ prp : Hp(X) 99K Hp+r−1(X),
bvp(
∑
r6p xi) = inp xp + tr
p y′p : H∗(Fix c) 99K Hp(X),
where in∗ : H∗(Fix c) → H∗(X) is the inclusion homomorphism, tr∗, pr∗, and ∆∗
are as in the Smith exact sequence A.1.1, and, in the latter equation, xr ∈ Hr(Fix c)
and y′p ∈ Hp(X ′,Fix c) is defined recursively via y′0 = 0, y′r+1 = ∆−1r+1(xr ⊕ y′r) ∈
Hr+1(X
′,Fix c). 
A.2.5. Lifting involutions. Let (X, c) be a topological space with involution,
Y → X a double covering, and ω ∈ H1(X) its characteristic class. Then c lifts to
an involution on Y if and only if ω survives to ∞E1(X). If this is the case, there
obviously are two lifts c1, c2 : Y → Y , which commute with each other and with the
deck translation τ of the covering and satisfy the identity c1 ◦ c2 = τ .
An obvious necessary condition for ω to survive to ∞E1 is that it must be c∗-
invariant (i.e., survive to 2E1). Note that if X is connected and Fix c 6= ∅, this
condition is also sufficient as all the differentials landing in rE0 are trivial.
Everything above applies to branched coverings as well, with X replaced with
X rA, where A is the branch set.
A.2.6. Complex surfaces. Kalinin’s spectral sequence, as well as the related
intersection pairing and Steenrod operations have a transparent geometrical mean-
ing in the case when X is a complex surface and c = conj a real structure. Let
Ci, i = 1, . . . , k, be the components of RX , 〈Ci〉 ∈ H0(RX) the corresponding
classes, and CI =
∑
i∈I〈Ci〉 for I ⊂ {1, . . . , k}. The values bv0〈Ci〉, bv1 α (with
α ∈ H1(RX)), and bv2[Ci] are always well defined and coincide with the images of
the classes under the inclusion homomorphisms. The value bv1〈CI〉 is well defined
whenever the number |I| of summands is even; it is represented by the collection
(1 + conj∗)y1 of invariant circles, where y1 is a collection of arcs in X with one
boundary point in each of the summands Ci, i ∈ I (and no other boundary points).
If, under an appropriate choice of y1, the curve (1 + conj∗)y1 is null homologous,
(1 + conj∗)y1 = ∂y2, then bv1〈CI〉 = 0 and (1 + conj∗)y2 represents bv2〈CI〉. Sim-
ilarly, if bv1 α = 0, i.e., α is homologous to (1 + conj∗)y1 for a chain y1 in X ,
there is a chain y2 in X such that ∂y2 = α + (1 + conj∗)y1, and (1 + conj∗)y2
represents bv2 α. Finally, if bv1 α = bv1〈CI〉 for some 0-class CI and 1-class
α ∈ H1(RX), then bv2(α + 〈CI〉) is defined and is represented by (1 + conj∗)y2,
where ∂y2 = α+ (1 + conj∗)y1 and y1 is an appropriately chosen collection of arcs
with one boundary point in each of Ci, i ∈ I, and no other boundary points.
Elements of the form bv2[Ci], bv2〈CI〉, bv2 α, and bv2(α+ 〈CI〉) span ∞E2(X);
with an abuse of the language we let
∑
bv2 xj = bv2
∑
xj , provided that the
latter is well defined, even if the summands are not. According to A.2.2, Kalinin’s
intersection form on ∞E2(X) is the one given by Table 1, where the intersection
α ◦ β is regarded as an element of H0(RX), and aug(α ◦ β) and augi(α ◦ β) are,
respectively, the total intersection number and its portion falling into Ci. The
notation δij stands for the Kronecker symbol: δii = 1 and δij = 0 if i 6= j. The
intersection form extends linearly to the classes of the form bv2(α + 〈CI〉), as if
bv2 α and bv2〈CI〉 were well defined.
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Table 1. Kalinin’s intersection form




bv2 β 0 aug(α ◦ β) augi(β ◦ β)
bv2[Ck]
∑
i∈I δik augk(α ◦ α) δikχ(Ci)
The Bockstein homomorphism Sq1 :
∞E2(X) → ∞E1(X) is given by A.2.3: one
has Sq1 bv2[Ci] = bv1 w1(Ci) and Sq1 bv2(α+ 〈CI〉) = bv1 α.
We conclude this section with a few examples of calculation of the filtration F∗
and Viro homomorphisms bv∗. The first example may serve as a model for reg-
ular complete intersections in Pn (see [Ka]), the second one, as a local model for
involutions on smooth manifolds.
A.2.7. Filtrations in RPn (see [Ka]). Let X = Pn and c = conj. Then the
filtrations F∗ on H∗(RPn) and F∗ on H∗(RPn) are given by
Fr = SqH>r/2(RPn), Fr = SqH6r/2(RPn),
where Sq stands for both homology and cohomology total Steenrod squares. 
A.2.8. Filtration in Thom spaces (see [DK1]). Let ν be an m-dimensional
vector bundle over a finite cell complex F , and let T and ∂T be the associated disk
and sphere bundles, respectively, supplied with the antipodal involution. Then
the filtrations F∗ on H∗(F ) and F∗ on H∗(F ) associated with Kalinin’s spectral
sequence of pair (T, ∂T ) are given by
Fp = w(ν)−1 ∩H>p−m(F ), Fp = w(ν) ∪H6p−m(F ),
where w(ν) = 1 + w1(ν) + w2(ν) + . . . is the total Stiefel-Whitney class of ν. The
Viro homomorphisms are
bvp : Fp → Hp(T, ∂T ), x 7→ th−1[w(ν) ∩ x]p−m,
bvp : Hp(T, ∂T )→ H∗(F )/Fp−1, x 7→ w(ν) ∪ th−1 x,
where th is the Thom isomorphism and [x]r denotes the r-dimensional component
of a nonhomogeneous homology class x. 
Next statement is a generalization of A.2.7; it can be deduced from A.2.7 using
the splitting principle.
A.2.9. Filtrations in Grassmann manifolds. Let X = Gk(C
n) be the Grass-
mann manifold of k-planes in Cn and c = conj the standard conjugation. Then the
filtrations F∗ on H∗(Gk(Rn)) and F∗ on H∗(Gk(Rn)) are given by
Fr = SqH>r/2(Gk(Rn)), Fr = SqH6r/2(Gk(Rn)),
where Sq stands for both homology and cohomology total Steenrod squares. 
The following consequence of A.2.9 is, in fact, equivalent to it. A related identity
is found in [Kr2].
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A.2.10. Corollary. Let X be a topological space with involution c : X → X and
E a real vector bundle over X in the sense of Atiyah [At] (i.e., E is a C-vector
bundle supplied with an anti-linear involutive lift cE of c). Then for all i one has
bv2i ci(E) = Sqw
i(RE), where RE = Fix cE is an R-vector bundle over Fix c. 
A.3. Involutions on manifolds. Let X be a smooth closed oriented 2k-manifold
and c a smooth involution, preserving the orientation if k is even and reversing it
otherwise. Define the twisted intersection form
Bc : (Hk(X ;Z)/Tors)⊗ (Hk(X ;Z)/Tors)→ Z, Bc(x, y) = x ◦ c∗y.
This form is symmetric; its signature σ(c) is called the signature of the involution.
If k is odd, the signature is 0, otherwise σ(c) = σ+−σ−, where σ± are the signatures
of the restrictions of the intersection form to the eigenspaces H±1k of c∗.
A.3.1. Theorem. If all the components of F = Fix c are of dimension k, one has
σ(c) = F ◦ F , where F ◦ F is the normal Euler number of F in X . 
Since the real part RX of a complex manifold X with real structure is totally
real, all the components of RX are of dimension n = dimCX and RX ◦ RX =
(−1)n/2χ(RX). If X is supplied with an invariant Ka¨hler metric, the real part is
Lagrangian.
A.3.2. Corollary. If X is a 2k-dimensional compact complex manifold with real
structure conj, one has σ(conj) = (−1)kχ(RX). 
If X is a closed compact (not necessarily orientable) manifold and dimX = 2k
is even, one can define a Z2-version B
c : Hk(X) ⊗ Hk(X) → Z2 of the twisted
intersection form. It is also symmetric.
A.3.3. Arnol′d lemma. Let X be a closed smooth manifold with involution c
and dimX = 2k even. If dimFix c 6 k, then the fundamental class [Fix c]k of the
union of the k-dimensional components of Fix c realizes in Hk(X) the characteristic
class of Bc : Hk(X)⊗Hk(X)→ Z2. 
Remark. In general the characteristic class of Bc is the k-dimensional component of
in!(v(τ) v
−1(ν)), where in : Fix c→ X is the inclusion, τ and ν are, respectively, the
tangent and normal bundles of Fix c, and v stands for the total Wu class. See [CM]
for details.
Appendix B. Integral lattices and quadratic forms
In this appendix we give a brief introduction into arithmetic of integral lattices and
finite quadratic forms, which is a commonly used tool in topology of real algebraic
varieties. Proofs, mostly straightforward, can be found in any advanced textbook,
e.g., [MH] and [S].
B.1. Finite quadratic forms. A finite symmetric bilinear form is a pair (L, b),
where L is a finite abelian group and b : L ⊗ L → Q/Z is a symmetric bilinear
form. A finite quadratic form on L is a map q : L → Q/2Z satisfying the relations
q(nx) = n2q(x), x ∈ L, n ∈ Z, and q(x+y)−q(x)−q(y) = 2b(x, y), x, y ∈ L, where
b is a symmetric bilinear form; b is determined by q and is called the bilinear form
associated with q, whereas q is called a quadratic extension of b.
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If a quadratic form q (bilinear form b) is understood, it is often abbreviated as
q(x) = x2 (respectively, b(x, y) = xy).
If q1, q2 are two quadratic extensions of the same bilinear form b, the difference
q1− q2 is a linear form. Furthermore, for any x ∈ L one has qi(x) = b(x, x) mod Z,
i = 1, 2; hence, q1 − q2 takes values in Z2 = Z/2Z ⊂ Q/2Z. Thus, the set Qu(L, b)
of quadratic extensions of a given bilinear form b on L is an affine space over
Hom(L,Z2). In particular, unless L has 2-torsion, any bilinear form b on L has a
unique quadratic extension.
A symmetric bilinear form b is called nondegenerate if the correlation homomor-
phism L → Hom(L, Q/Z), x 7→ b(x, · ), is bijective. A quadratic form is called
nondegenerate if so is its associated bilinear form. In general, the kernel of the
correlation homomorphism is denoted by KerL or L⊥.
The nondegenerate finite quadratic and bilinear forms constitute monoids Bil
and Qu, respectively, the addition operation being the orthogonal sum. A set of
generators of Bil is given, e.g., in [Wl]; for each generator L is either cyclic or (not
orthogonal) sum of two cyclic groups. Generators of Qu can be obtained by lifting
those of Bil. In this survey we deal explicitly only with forms on groups of period 2
(however, proofs of the results on real Enriques surfaces make an extensive use of
forms on groups of period 4, whose theory can be found in [DIK]); they constitute
direct summands Bil2 and Qu2 of Bil and Qu, respectively. The Wall generators of
Bil2 are the following:






























The Brown invariant Br q of a nondegenerate finite quadratic form q on L is the






= |L|− 12 ∑x∈L exp(iπq(x)).





= ±1, BrU2 = 0, and BrV2 = 4. 
A finite group L of period 2 is a Z2-vector space. If L is equipped with a finite
quadratic form, it is called a quadratic space. A quadratic (bilinear) form on a
Z2-space takes values in (
1
2Z)/2Z ⊂ Q/2Z (respectively, in (12Z)/Z ⊂ Q/Z). By




2 7→ 1, one
can consider quadratic (bilinear) forms on Z2-spaces as maps L → Z4 (respectively,
L ⊗ L → Z2).
A vector w ∈ L is called a characteristic element of L if xw = x2 mod 2 for any
x ∈ L. Since on groups of period 2 the map x 7→ x2 mod 2 is linear, characteristic
elements exist and form a coset mod(KerL); it is called the characteristic coset
of L. If L is nondegenerate, a characteristic element is unique. The subgroup of L
spanned by KerL and a characteristic element will be denoted by Ω = Ω(L).
A quadratic space is called even if 0 is its characteristic element, i.e., if for all
x ∈ L one has x2 = 0 mod 2. Otherwise, it is called odd.
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B.1.2. The monoid of nondegenerate finite quadratic forms on groups of period 2 is
generated by A± = [± 12 ], U2, and V2, which are subject to the relations 2U2 = 2V2,
3A± = A∓ ⊕ V2, and A± ⊕A+ ⊕A− = A± ⊕ U2.
Two nondegenerate quadratic spaces are isomorphic if and only if they have the
same rank, parity, and Brown invariant. 
A quadratic form q on L is called informative if q|L⊥ = 0. The notion of Brown
invariant extends to informative forms: since q vanishes on L⊥, it descends to a
quadratic form q′ : L/L⊥ → Q/2Z, and one lets Br q = Br q′. The Brown invariant
is additive: given a pair (Li, qi), i = 1, 2, of informative quadratic forms, one has
Br(L1 ⊕ L2, q1 ⊕ q2) = Br(L1, q1) + Br(L2, q2).
A subform N of an informative quadratic form (L, q) is called informative if
N⊥ ⊂ N and q|N⊥ = 0. (Clearly, an informative subform is an informative form;
hence, its Brown invariant is well defined.) A subform S ⊂ L is called isotropic
(more precisely, q-isotropic) if q|S = 0. Clearly, a subform N of a nondegenerate
form (L, q) is informative if and only if N⊥ is isotropic.
The following is a direct consequence of a Gauss summation formula.
B.1.3. If S is a q-isotropic subform of a nondegenerate quadratic form (L, q), then
q descends to a nondegenerate quadratic form on S⊥/S and Br(S⊥/S) = BrL. 
B.1.4. Corollary. If N is an informative subform of an informative quadratic
form (L, q), then Br(N , q|N ) = Br(L, q). 
Remark. The notion of informative subspace still makes sense if the quadratic
form q is only defined onN (while the bilinear form is defined on the whole space L).
In this case Corollary B.1.4 states that Br q′ = Br q for any extension q′ of q to L.
B.1.5. For any informative quadratic space (L, q) one has:
(1) Br q = dim(L/L⊥) mod 2;
(2) Br q = q(w) mod 4 for any characteristic element w ∈ L;
(3) Br(q+ v) = Br q− 2q(v) for any v ∈ L (where q+ v stands for the quadratic
form x 7→ q(x) + 2(vx));
(4) Br q = 0 if and only if (L, q) is null cobordant, i.e., there is a subspace
H ⊂ L such that H⊥ = H and q|H = 0. 
B.2. Integral lattices. An (integral) lattice is a free abelian group L of finite
rank supplied with a symmetric bilinear form b : L⊗L→ Z. As in the case of finite
forms, we often abbreviate b(x, y) = xy and b(x, x) = x2. A lattice L is called even
if x2 = 0 mod 2 for all x ∈ L; otherwise, L is called odd. Let L∨ = Hom(L,Z) be
the dual abelian group. L is called nondegenerate (unimodular) if the correlation
homomorphism L → L∨, x 7→ b(x, · ), is monic (respectively, one-to-one). The
cokernel of the correlation homomorphism is called the discriminant group of L
and denoted by discrL or L.
The bilinear form on L extends to a Q-valued bilinear form on L ⊗ Q. If L is
nondegenerate, there is a natural identification L∨ = {x ∈ L⊗Q |xy ∈ Z for y ∈ L}
and the correlation homomorphism is the embedding L →֒ L∨. Hence, L is finite
and the form on L extends to a Q-valued form on L∨, which, in turn, induces a
finite symmetric bilinear form b : L ⊗ L → Q/Z. The order of L is equal to the
absolute value of the determinant detL of the Gram matrix of L. If, in addition,
L is even, b is associated with the finite quadratic form q : L → Q/2Z defined via
q(x+ L) = x2 mod 2Z, x ∈ L∨.
68 A. DEGTYAREV AND V. KHARLAMOV
B.2.1. Van der Blij formula. For a nondegenerate even integral lattice L one
has BrL = σ(L) mod 8. 
The following proposition is an immediate consequence of B.2.1:
B.2.2. Corollary. Let L be an even nondegenerate integral lattice whose discrim-
inant group L = discrL is of period 2. Then:
(1) if L is unimodular (i.e., L = 0), then σ(L) = 0 mod 8;
(2) if detL = ±2 (i.e., L = Z2), then σ(L) = ±2 mod 8;
(3) if detL = ±4 (i.e., L = Z2 ⊕ Z2) and the discriminant form on L is odd,
then σ(L) = 0,±2 mod 8;
(4) if the discriminant form on L is even, then σ(L) = 0 mod 4. 
B.3. Involutions on unimodular lattices. Assume that L is a unimodular lat-
tice and c : L→ L an involutive auto-isometry of L. Let L± ⊂ L be the eigenlattices
of c, q± = discrL±, and J = L/(L+ ⊕ L−). As groups, J and q± are isomorphic
Z2-vector spaces. The eigenlattices are the orthogonal complements of each other
and one has rkL+ + rkL− = rkL and
log2|discrL±| = dimZ2 J = dimZ2 L⊗ Z2 − dimZ2{L⊗ Z2}c,
where {L⊗ Z2}c = {x ∈ L⊗ Z2 | cx = l}.
Next statement is straightforward:
B.3.1. The form q+ is even if and only if the characteristic elements of L coincide
with those of the twisted form bc : L⊗ L→ Z2, x⊗ y 7→ b(x, cy). 
Appendix C. The Rokhlin-Guillou-Marin form
In this appendix we briefly remind the construction of the Rokhlin-Guillou-Marin
form (see [GM]) of a characteristic surface in a 4-manifold.
Let Y be an oriented closed smooth 4-manifold and U a characteristic surface
in Y , i.e., a smooth closed 2-submanifold with [U ] = Du2(Y ) in H2(Y ). Denote
by i : U →֒ Y the inclusion and let K = Ker[i∗ : H1(U) → H1(Y )]. Then there is
a natural quadratic extension gm : K → Z4 of the intersection index form, which
is called the Rokhlin-Guillou-Marin form of (Y, U). It can be defined as follows.
Pick a class x ∈ K and realize it by a union l of disjoint simple closed smooth loops
in U . It spans an immersed surface M in Y , which can be chosen normal to U
along l = ∂M and transversal to U at its inner points. (Such a surface is called a
membrane.) Consider a normal line field ξ on l tangent to U and define the index
indM ∈ Z as the obstruction to extending ξ to a normal line field on M. (Since
τM⊕νM is an oriented vector bundle, the obstruction is a well defined integer. If l
is two-sided in U , the index equals twice the index defined via vector fields instead
of line fields.) Then gm(x) = indM+ 2Card(intM ∩ F ) mod 4.
C.0.1. Theorem. Let Y , U , and (K, gm) be as above. Then (K, gm) is an infor-
mative subspace of H1(U) and
2Brgm = σ(Y )− U ◦ U mod 16,
where U ◦ U stands for the normal Euler number of U in Y .
For the proof in the case when Y is simply connected (or, more generally, when
K = H1(U)) see [GM], for the general case see, e.g., [DIK]. Rokhlin considered the
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case when the characteristic surface is orientable and used the Arf-invariant: in
this case 4Arf = Br.
Remark. There is an alternative construction of the Rokhlin-Guillou-Marin form.
Since U is characteristic, Y r U admits a Spin-structure which does not extend
through any component of U . Its restriction to the boundary of a tubular neigh-
borhood of U induces in a natural way a Pin−-structure on U (cf. [F3]), which
defines a quadratic form q on H1(U). It is not difficult to see that q is well defined
up to adding elements of Im[i∗ : H1(Y )→ H1(U)] and, hence, its restriction to K
does not depend on the choice of a Spin-structure; it coincides with gm. (This gives
an alternative proof of C.0.1, communicated to us by C. Bailly: the quadratic forms
arising from Pin−-structures are isomorphic to each other since they have the same
Brown-invariant (see B.1.2); these forms provide all the quadratic extensions of gm
from K to H1(U) and, as it is shown in [Ba], this implies that K is informative.)
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