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Abstract--Dynmnlcal systems with feedback controls depending on higher order derivatives are 
coMdered. It is demonstrated that, with proper interpretation, such systems present no contradic- 
tions with the principle that any event is a co~mequence of a cause (cammlity) nor with the themT 
of ordinary differential equations. Examples of natural phenomena m-e given that repre~mt, in fact, 
dynamical systems with higher order derivatives in the right-hand side. 
1. INTRODUCTION 
We consider dynamical processes evolving in time and subject to forces (actions, influences) that 
may change or alter their natural evolution. It is not our purpose to propose a definition of 
what it is, a dynamical process. With a rather modest objective to investigate the use of higher 
order derivatives in feedback controls of dynamical processes, we limit our attention here to the 
consideration of controlled systems of the form: 
dz 
--~ = f ( z , t ,u ) ,  t E [t0,T], z(t0) = z0, z E X _C •", u E U C ]~m, (1.1) 
where z is the state of the process, i.e., the n-vector of phase coordinates; u is the m-vector of 
external controls; and t is the time variable. The value of the function f(-) may be given in 
advance for all t E [to, T] throughout he space X C_ ~n (e.g., gravitational field) or it may be 
undefined ahead of the process which is the case with feedback controls and/or constraints. 
Equations (1.1) are commonly used to represent finite-dimensional controlled systems. To 
guarantee the existence, uniqueness and continuation of solution over the entire segment [t0,T], 
some generally accepted hypotheses are usually imposed. 
(1) The function f : ~"  × R × ]~m _., R" in (1.1) is assumed to be Lipschitzian in z, u, that is 
[ I f(z,t ,  u) - fi)[[ < L(l iz - + Ilu -  11), (1.2) 
wt [to,T], Ilull < Mo, II011 < Mo, L>0,  
where [[. [[ is Euclidian norm and Mo is a bound on ]lull for u E U C ~"~. 
(2) For each u(z, t), the function f (z ,  t, u(z, t)) is assumed to be piecewise continuous in t and 
Lipschitzian in z: 
[[f(z,t, u(z,t)  ) - f (~,t ,  u(~,t))[[ <_ Lul[z - ~[[, (1.3) 
Yt E [t0,T], z E X, ~ E X, L,  = const. > 0, 
where the constant Lu may vary for different choices of u(.). This hypothesis assures [1] 
that in a neighborhood of every point (zo,t0),z0 E Xo _C X there is one and only one 
solution for every u(z, t) and every given z0 E X0. 
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(3) For every z0 E X0 and every u(.) E l[ belonging to some class lI of controls with values in 
U C R m, the solution 
z[x0, to, t] = z(z0,t0,t, u(.)) (1.4) 
can be continued over the whole sequent [to, 7"]. 
To guarantee the extendability ofsolutions over [to, 7"], it is sufficient, see, e.g., [2], tha~ f(z, t, u) 
satisfy the condition 
f; • f(x,t ,  u) <_ k(t)(l + Ilxl12), k(t)dt  < oo. (1.5) 
If f(.) does not satisfy (1.5), then the system may still be integrable over the whole [t0,T]; 
example: ~ = 1 + x 2, z(0) = 0, over [0, 1]. In fact, we do not need the verification of (1.5) since 
the extendability of solutions usually follows from the physical laws governing the system or is 
being checked by some integration procedure. 
Almost all real life systems atisfy the hypotheses (1)-(3). In fact, f(.) in (1.1) may be 
discontinuous in which case hypotheses (1)-(3) are assumed to be satisfied on every segment 
of a finite subdivision of [to, T]: 
r 
U = [to,T], = T, (1.6) 
i=0 
but f(.) may have jumps at corner points z(ti),i = 1,2, . . . , r .  We consider here only the 
simplest and intuitively transparent concept of solution as a continuous function z(t) with pieces 
that represent the usual trajectory of a system with a continuous right-hand side f(.) over each 
[ti,ti+l] whose pieces are glued at corner points z(ti). For other definitions of a solution, the 
reader is referred to [3]. 
REMARK 1.1. We do not formally introduce Lebesgue measurable control functions for the fol- 
lowing reason, Suppose u(.) is a measurable function on [to, T] in the strict sense: it is measurable 
and there exists tI E [t0,T] such that in some interval (t 1 -d , t  1) C [t0,T],d :> 0, the function u(.) 
has infinitely many discontinuities (in other words, u(.) is measurable and not piecewise contin- 
uous on [t0,T]). Suppose u(.) is in action up to and including t 1 . Then at some t E (t 1 -d , t  1) or 
earlier, the control system fails and equation (1.1) ceases to exist as a model of a physical system 
although it can be Lebesgue integrated over It 1 - d, tl]. Thus, an active control function u(.), 
i.e., a driving force, can be, at most, piecewise continuous. Measurable functions are usually 
used in models that describe an average behavior of some collective phenomena; such models are 
not considered here. Measurable controls with infinitely many discontinuities may be required to 
provide for the mathematical existence of optimizing elements yielding the value of a cost func- 
tional which in this case does not reflect a physical reality, hut only a bound for values actually 
obtained with piecewise continuous controls. In this situation, the solution of (1.1) is meant in 
the sense of Carath~odory [4]. m 
Equation (1.1) falls into the framework of the classical theory of ordinary differential equations, 
if we consider only time and state dependent controls u(z, t) in (1.1). However, due to the 
possibility of direct measurement of velocities and accelerations and to availability of the on-line 
differentiation devices, one may consider derivatives in feedback control systems, that is, controls 
of the form 
dz dkz~ 
u* = u* dtj, ) , k > 1 (1.7) 
i 
with values in U. 
If a control or f(.) contain a derivative of the order equal or higher than the order of derivative 
in the left-hand side corresponding to the same variable, then we shall say that such control or 
/(.) contain higher order derivatives. For example, in the second order equation d~r = f(z,  t, u), 
-~) presents a usual feedback control, and control u* t, z,-~, presents 
a control with higher order derivatives. 
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Feedback controls depend on the process itself and, as such, they can only be evaluated over 
an already existing piece of trajectory. In contrast with programmable controls u(t) that can 
be specified in advance for all t E [t0,T], feedback controls u(z,t) or u*(.) of (1.7) are unknown 
ahead of process. They cannot be specified in advance through the future evolution of the 
process predicted by solving equation (1.1) with u(.) of (1.7) mathematically. Indeed, even if (1.1) 
with (1.7) yields a good mathematical solution, it is of no use since under small perturbations the 
real trajectory will deviate from the mathematical solution so that u*(x(t), t, .) = Q(t) computed 
in advance by a mathematical model would not be a feedback. 
It is clear that controls u(x,t) (which may contain lower order derivatives, for example, veloc- 
ities in a second order equation) are evaluated at the current state (x, t) of the process. They do 
not require advance valuation and are, therefore, valid feedback controls. It is essential to check 
whether or not controls (1.7) with higher order derivatives require advance valuation. If they 
do, they are not feedbacks and cannot provide the effect of feedback control. 
2. LEAVING THE CLASSICAL TRADIT ION 
Since the great developments in the theory of differential equations a century ago, it has been 
the tradition not to distinguish between left and right derivatives in differential equations. This 
stemmed from natural desire to look for continuously differentiable solutions for which those two 
derivatives are equal. 
Time derivative "~t in (1.1) is the right derivative which is fundamental in process modelling 
by differential equations and assures the driving action of the right-hand side f(x,t ,  u). This is 
clear from the finite difference approximation (the Euler scheme): 
Az i=z i+ l - -Z i= f (z i , t i ,u i )  At, zi+x mz iq - f ( z i , t i ,u i )  At, i=0 ,1 , . . . ,  (2.1) 
where with At > 0 the value Ax = x(t + At) - x(t) implies the right derivative in the limit as 
At --~0. 
It is easy to see that controls (1.7) with higher order derivatives interpreted as usual derivatives 
(i.e., as right derivatives, by tradition) require evaluation ahead of process. Indeed, let u = z-t- 
in (1.1). Then in (2.1) we have 
Az i  Xi+l -- xi 
ui = zi -I" " -~  = zi + At  ' (2.2) 
which implies, instead of (2.1), 
Zi+l  -- z i  ) 
z i+ l=z i+f  z i , t i , z i+  ~ At, z0given, i=0 ,1 , . . . ,  (2.3) 
and the Euler scheme does not work without the resolution of (2.3) for zi+l at each step. This 
consideration precluded the use of controls with higher order derivatives to such extent hat in 
control literature up to date one can find only controls of the form u = u(z,t), without higher 
order derivatives. 
However, if in the control we interpret dz ~-~ as left derivative, then, instead of (2.2), we obtain 
Zi-1 -- Zi Zi - zi-1 (2.4) 
ui = zi + - -A t  - -  z i  + At  ' 
which implies, instead of (2.3), the recurrence relation 
z,+l = zi +f  (zi,t,, zi + z~ -z_i-1~ At / At, Zo given i = 0,1 , . . . ,  (2.5) 
and the Euler scheme works if we supply a value for z-1. Control (2.4) is computed on the already 
existing part of trajectory, and thus, represents a feedback control. We see that, to ensure the 
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computability of the right-hand side in (1.1) with controls u*(.) of (1.7), we have to consider 
derivatives in (1.7) as left derivatives. 
Denote the right and left time derivatives as follows: 
dz = Z+ l im z ( t2 )  - z ( t )  
right ~-  t~--.t+0 t2 - t 
dz z(tx) - z(t) 
left ~-  = Z- = lim 
tt--+t-O t I -- t 
lim z(t 4- At) - z(t) (2.6) 
At-.+o At ' 
= lira : ( t  - A t )  - z ( t )  
A¢--,+o --At 
= lim z(t) - z(t - At) (2.7) 
At...+o At  
In the literature, the sign + is usually omitted; i fz(t) is continuously differentiable, then obviously 
Z- - Z + - Z - ~ .  For higher order derivatives, we use the notations ~- ,~+,z(k) - ,z(h)+,k > 2, 
and the sign + is sometimes omitted. 
With left derivatives in (1.7), we can write the closed-loop equation (1.1) with controls of (1.7) 
as follows 
=:(,,,.,. 
If, in addition to the initial value given in (2.8), we specify also the initial values Z-(to), 
. . . ,  z(k)-(t0) for higher order derivatives, then the right-hand side of (2.8) will be computable 
for each t E [t0,T] on the basis of an already existing piece of trajectory in full compliance 
with the principle of causality and in accordance with the mode of feedback realization. The 
question remains whether equation (2.8) may have a solution. To answer this question, we need 
the following lemma. 
LEMMA 2.1. I f  a function z(t) is defined on an open interval (a,b) and has a continuous left 
derivative on (a, b), then z(t) is continuously differentiable on (a, b). 
PROOF. By hypothesis, for every f E (a, b) there is a limit 
Z - t0  = lira zCt) - z(t - A t )  At-.+0 - At , t -- At E (a, b), (2.9) 
which, as a function of t, is continuous on (a, b), that is, 
l imZ-(t)  = Z-(t0), to E (a,b). (2.10) 
t--*tO 
Let t - At -- to, then (2.9) can be rewritten as follows, yielding the right derivative at to: 
lim z(t0 + At) -- z(t0) _ Z+(t0) ' to + At -- t e (a, b). (2.11) 
At--.+O At 
Since by construction, 
x(0  - x(t  - A0  z(t0 + At )  --  (t0) = ,, Vt E (a,b), t - At E (a,b), (2.12) 
At At 
so, from (2.9), (2,11) and (2.72), we have Z-(t)  - Z+(t0) which, due to (2.10), implies 
Z- (to) - Z+(t0) (2.13) 
as At --. 0,t --,to for every to E (a,b). I 
REMAaK 2.1. Left and right derivatives considered above are special cases of Dini derivatives 
(see, e.g., [5, p. 1166, 375D]), and the Lemma, in a more general setting, corresponds to the 
Denjoy-Young-Saks Theorem [6] where only finiteness of a one-sided erivative is required for 
every t E (a, b), implying differentiability of z(t) almost everywhere in (a, b). l 
Now, if we assume that there is an interval (a,b) C [t0,T] in which all left derivatives in (1.7) 
are continuous, then, by virtue of Lemma 2.1, there exist the corresponding right derivatives 
which are continuous and equal to the left derivatives everywhere on (a, b). This implies that on 
(a, b), equation (2.8) is identical to the equation 
Z = f (z ,t ,u* (z , t ,Z , ( t ) , . . .  , z ( ' ) ( t ) ) )  (2.14) 
with all right derivatives. 
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3. PHYSICALLY ADMISSIBLE CONTROLS 
WITH HIGHER ORDER DERIVATIVES 
Denote z = z, z. = z(')(t), s = 1,2,. . . ,  k, and consider z, Zl, . . . ,  zt as independent variables. 
Then (2.14) becomes a nonlinear (not differential) equation 
f ( z ,~ ,u* (z , t , z~, . . .  , z , ) )  = ~1, • e r ,  ~, e r ,  t e [t0,T] (3.1) 
which implicitly defines zt as a function of all other variables. Here we assumed for simplicity 
that u*(.) of (1.7) contains kth order derivative for every phase coordinate zi(t),i = 1,. . . ,n;  
in the general case when u* (.) contains highest derivatives of different orders, we denote by zt 
the vector of highest derivatives, then some components of vectors z l , . . . ,  zt-1 in (3.1) will be 
missing. 
Suppose that system (3.1) of n equations can be solved for n unknown components of zt 
yielding the explicit functions: 
zt = ~(t, z, zx,..., zt-x). (3.2) 
For this to be possible, it is sufficient that the Jacobian 
af  
J = ~ ~ 0, (t, z, z l , . . . ,  zt) E fi C RN (3.3) 
be nonzero n a set fi to be specified later (its dimension N equals to the number of variables 
actually present in the expression of determinant in (3.3)). 
Reinstating derivatives in place of z, in (3.2) and assuming (to avoid notational difficulty) that 
u*(.) of (1.7) contains ]gth order derivative for every phase coordinate, we obtain an ordinary 
differential equation in the normal form: 
X(k)(t) = ~O (t ,X,~, . . .  ,X(k-1)) , t E [t0,T]. (3.4) 
Suppose that the function f(.) of (1.1) and the control u*(-) of (1.7) are such that the func- 
tion ~(.) of (3.4) satisfies tandard conditions that guarantee the existence, uniqueness and ex- 
tendability of solutions over the entire segment [to, ~/~. If we transform (3.4) into the canonical 
system of the first order equations, cf. (1.1), then those conditions are the hypotheses cited in 
Section 1. We assume in this research that (2.14) has no singular solutions. 
Under those regularity conditions, there is a unique solution of (3.4) for the initial data 
Z(t0) = X0, X(t0) =Pl , ' ' ' ,X(k--1)(t0)  =pk- l "  (3.5) 
Here z0 is given in (1.1); the values Pl , . . .  ,Pk-1 can he taken arbitrarily as additional control 
parameters. To check the nonsingularity condition (3.3), one may need the value of zt which is 
computed by (3.4) and (3.5): 
gk(t0) = ~( t0 ,X0 ,P l , . . .  ,Pk-1)  -" Pk, 
z,(t) = ~ (~,x[tl, ~Etl,...,~("-')[tl) , to <t<T,  
(3.6) 
(3.7) 
where 
Z[t] -~ X(t, t0 ,X0 ,P l , . . . , Pk_ l ) ,  
x(')[t] = dx' - l [ t ]  
dt ' s = 1, . . . , /c  - 1, (3.8) 
• (°)[t] - =It], 
are calculated on the trajectory of (3.4) corresponding to in it ia l  data (3.5). This  trajectory 
is precisely the set f~ at points of which condition (3.3) should he satisfied. To check (3.3), 
one takes initial data (3.5) specified in advance and substitutes them in the Jacobian (3.3) for 
~0,z0 = z0, Zl0 = pl, . . . ,z(t-1)o = Pt-1. This yields an inequality for zt, Jo(zt) ~ O, or a 
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number J0. If J0 = 0, then the choice ofpj,s = 1, . . . ,k  - 1, in (3.5) is inadmissible. Otherwise, 
the inequality Jo(zt) ~ 0 defines an open set f~t C_ R n, and in the case of a number J0 ~ 0 we 
have f~t = ~n. 
If f~t = ~n, we can solve (3.1) for zt obtaining (3.2) and then integrate (3.4) with initial 
data (3.5) on a small interval [to,tl),tl = to + At0,At0 > 0. This defines a new point on the 
trajectory (3.8) (in parametric representation with t as a parameter); at this point, we take 
new data tl, z = z[tl], z, = z(')[tl], s -- 1, . . . ,  k - 1, see (3.8) and repeat the process, checking 
Jl(zt) ~ 0, then integrating on [tl,t2),t2 = tl + At l ,At l  > O. 
If Jo(zt) depends on zk, then f~t C R", in which case, not knowing zt0, we are not sure 
that explicit function ~(.) in (3.2) exists in a neighborhood of to, z0,zl0,..., zt0. Nevertheless, 
equation (3.1) can be practically solvable for zt (e.g., if it is quadratic in zt; if it is linear 
in zk, then Jo(zt) = J0, not depending on zt). In this case, we return to the above procedure 
corresponding to f~t = R". Otherwise, to resolve (3.1) for zt, we solve the global minimization 
problem 
, e fcz.llY(z,t,u*(z,t, z l , . . . z t ) )  - zl l l  = >_ 0 (3.9) 
with t ,z ,z l , . . . ,zt_!  fixed as initial (3.5) or intermediate data on the trajectory of (3.4). If 
= O and a minimizing point z~ E f~t (the latter is always the case, if f~t = ]~"), then we can 
verify J(z~(t)) ~ 0 at the moments to, tx, . . . ,  continuing the procedure. If a physical model (1.1) 
with u*(.) of (1.7) is correctly formulated, then in the case ~ = 0 and z~(t) E f~t there will be 
only one single global minimizer z~(t) for each t E [t0,T). If ~ > 0 or z~(t) ~ f~t, then the 
procedure is not extendable beyond the moment >_ t0, meaning that the chosen controls (1.7) 
are inadmissible. 
If f~t or f(., zt) are not convex, then gradient methods are inapplicable to the solution of 
the global minimization problem (3.9). However, with the application of set-to-set full global 
optimization methods [7,8], the solution of (3.9) does not present much difficulty. 
If the procedure just described can be extended to cover the whole segment [to, T), then the 
chosen control u*(.) of (1.7) is physically admissible and yields a smooth trajectory of (3.4) 
with initial data (3.5). However, the procedure can get stuck at some t. E [t0,T) because of 
J(z~(t.)) -- 0 or for other reasons. In this case, one can change the values of derivatives, taking 
at t. new values i ( t . )  = ix,. . .  ,z(t-x)(t.) = ~t-1 in order to obtain a good solution of (3.9) 
with ~ = 0, i~(t.) E f~t and J(i~(t,)) ~ O, yielding a continuous piecewise smooth solution z(t) 
of (3.4) with some jumps in derivatives. Such jumps are physically permissible, though they may 
be unpleasant (cf. soft impacts at points of circular joints in a railway line). 
Suppose that the number of moments ti. E [to, T) is finite and that there is a choice of new 
zx,.. . ,  i t -1 to restart he procedure at each ti, in order to finally cover the whole segment [to, T). 
This is equivalent to the existence of a finite subdivision (1.6) with each ti playing the role of t~ 
and such that the procedure can be continued over the entire subsegment [ l,ti+l] with a new 
choice of zx,.. . ,  zt- : .  All such possibilities define a class of physically admissible controls u*(.) 
of (1.7); we denote this class by ~. 
Technical requirements usually impose some other constraints on controls which define a set V 
of control functions u* (.) with values in U C ~m specified in (1.1). The sets of technically feasible 
controls V and physically admissible controls 11 are independent and have a nonempty intersection 
w = n v # (3.1o) 
unless V is composed of controls outright contradicting the natural aws of motion embodied in 
the function f(.) of the model (1.1), see example below. 
The arguments and procedures presented above are not to be followed in practical computations 
nor in the technical implementation f a concrete control system with higher order derivatives in 
controls. They just establish the mathematical existence and physical soundness and realizability 
of controls with higher order derivatives under usual requirements of causality and feedback 
control principles. Practical realisation of control systems with higher order derivatives in controls 
is much simpler and does not require the implementation f the above arguments and procedures. 
Now, returning to the system (2.8) which is the physical realization of control (1.7) plugged into 
the system (1.1), we have to specify all initial conditions for the computation of the right-hand 
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side of (2.8), in order to get started. Most of those conditions are naturally given by (3.5) with 
arbitrary Pl , . . .  ,pk-x that may be used as additional control parameters. It remains to specify 
an initial value for z(~)-(t0) which is not arbitrary. This value is given either by (3.6) in cases 
when the function ~(.) of (3.2) is readily found as the inverse of Jr(.) in (3.1) vis-a-vis zk, or it is 
given by the solution z~ of (3.9) for t = to with z = z0, zj - p,, s -- 1, . . . ,  k - 1, which exists in 
the class 11 of physically admissible controls with higher order derivatives. This initial value 
z ( t ) - ( t0 )=pt  of(3.6), or z ( t ) - ( to )=z~ of(3.9) 
presents the consistency condition, ensuring a continuous piecewise smooth solution z(t) of the 
system (1.1) with controls u*(.) of (1.7). 
In practical control systems, control actions are frequently realized not by digital compu- 
tation, but rather by electrical circuits or other physical devices. How then to measure left 
time-derivatives in order to implement hem in controls? The answer is simple. All physical 
instruments measuring, transforming or transmitting derivatives pertaining to the current state 
of the process deal always with left derivatives since right derivatives require measurements ahead 
of the current state of a physical process, thus, not yet in existence, whose measurements cannot 
be accomplished. 
EXAMPLE 3.1. Consider a model that describes the vertical motion of a flying soldier with a 
portable jet engine on the back. Ignoring the effect of variable mass due to escaping ases and 
using the axis directed ownward, we have the following equation 
~=g-~&q-u ,  5>0,  z(O)'-'zo, ~(O)'-~o, t>O.  (3.11) 
Here g is the acceleration of gravity, u is the force exerted by the engine, the term -a~ is the 
resistence of the air proportional to the velocity v - ~ of the motion; the equation is normed by 
dividing all terms by the constant mass of the soldier with the engine. 
In the velocity coordinate v - i ,  equation (3.11) reduces to the first order equation 
6=g~av+u,  a>0,  v(0)=v0, t~0.  (3.12) 
One can readily measure the actual acceleration of the motion. Using this measurement in the 
control system of a portable jet engine, a flying soldier can apply the control function 
u=-g+~6- ,  t~_O. (3.13) 
If 13 = 0, then 6 = -av ,  v(t) = roe -at --* 0 as t --+ c¢; such control neutralizes the gravitational 
field and tends to decrease the initial velocity v0 getting the soldier suspended in the air. 
If i3 ~ 0, then the soldier can effectively control his vertical velocity and position. Substitut- 
ing (3.13) into (3.12), we get 
6=-av+~6- ,  v(0)=v0, t ~ 0. (3.14) 
We are looking for a smooth trajectory on which, by Lemma 2.1, we should have 6- = 6 + = 6. 
Consider the case ~ ~ 1. Solving (3.14) for 6, we obtain the equation 
6= ~---2-~_1 v, v(0)=v0, t > 0, (3.15) 
which corresponds to equation (3.4), or (3.2) in t /z  coordinates. In these coordinates, equa- 
tion (3.1) obtains from (3.14) in the form: (~- l )Z l -aZ  = 0, and the Jacobian J -- 0_/_ = 13-1 ~ 0 
for/~ ~ 1. Evaluation of the Jacobian is redundant if we can directly solve (3.1) for zk, in our 
case (3.14) for 6. 
The solution of (3.15) is trivial 
cd 
v(t) = Vo exp/~ _ I '  t _> O, (3.16) 
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and allows the soldier to exponentially increase (with B > 1) or decrease (B < 1) the initial 
velocity v0. The corresponding vertical position is then given by 
/o' ( ) z ( t )=z0+ vdt = zo + vofl ~ 1 e~l/~-~ - I . (3.17) 
Control (3.13) in the right-hand side of (3.14) requires an additional initial condition for ~-(0) 
which, according to (3.6), is given by (3.15) and can be written in the form 
~vo (3.18) 
1" 
Due to the same order of equation (3.15) in comparison with the original equation (3.12), there are 
no arbitrary parameters P l , . . .  ,p i - l ,  see (3.5), and condition (3.18) represents the consistency 
condition necessary to get a smooth trajectory v(t). Indeed, from (3.16) we have 
~o (3.19) 
so that derivative ~(t) is continuous at t = 0 within (-6, +6), meaning that the vertical force of 
the engine, u(t) in (3.13), does not have a jump at t = 0. If the soldier starts the engine in flight 
with v0 ~ 0, then before the start he has u = 0 and after the start with ~-(0) of (3.18) he will 
experience the soft impact of the instantaneously applied force 
F(0) = m (0) = -m0 + = ÷ ' (3.20) 
where m is the mass of a soldier with the engine. To eliminate this impact, one can apply variable 
-- ~(t) with initial value 
3(0) = g , ~ :~ g ,  (3.21) 
g -- ~v0 v0 
which renders F(0) = 0 in (3.20). This effect is analogous to soft impacts experienced on a 
railway with joints by circular arcs; such impacts of instantaneously applied centrifugal force 
normal to the trajectory can throw a free standing passenger out of the coach; to eliminate such 
impacts, joints are made by arcs of a cubic curve. 
Now, consider the case 3 = 1 in (3.!3). Instead of (3.14), in this case we have 
~--av+~- ,  v(O)=vo, t>_O. (3.22) 
In the class of continuously differentiable functions, this initial value problem does not have 
a solution except for trivial solution v ~ 0 if v0 = 0. Indeed, if ~- = ~, then (3.22) is not a 
differential equation but an algebraic one: v = 0. In z/ t  coordinates, the same control u = -9+v)- 
decreases the order of the system (3.11) by one: ~ - g - a~ + ( -g  + ~-), and, since ~- = ~, we 
get ak = 0. For a > 0, we have the first order equation, so that initial condition ~(0) = k0 should 
be lifted, yielding z(t) = z0 = const., v(t) = k(t) - 0. If there is initial velocity v0 = k0 ~ 0, this 
means that with a > 0 the control u = -g  + I)- is physically inadmissible for the system (3.11). 
This is the case of total degeneration of a process under physically inadmissible controls. 
If with ~ = 1, we add a term a(t) to the control of (3.13), then the control 
u = -g  + + a(0, a(0 # 0 (3.23) 
also decreases the order of (3.11), not implying the annulment of the process. Indeed, with 
/~-(t) = 6(t), i.e., ~-(t) = ~(t), we obtain, substituting (3.23) into (3.11): 
ctk=a(t),  a>0,  z (0)=z0,  k (0)=z0,  t>_0, (3.24) 
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and, under the consistency condition a(O) = oz0 , there is a unique solution 
z(t) = z0 + _1 r/ '  a (0  dr, t > 0 (32S) 
J0 
4. CONTROLS DEPENDING ON HIGHER ORDER DERIVATIVES 
AND NEWTON'S LAWS 
From Example 3.1 of the preceding section, it is clear that controls depending on higher order 
derivatives can be used to influence mechanical motion. The following example shows that 
resistance of such kind may be present in mechanical processes without external controls. 
EXAMPLE 4.1. Consider a metallic ball of mass m falling into a viscous liquid. When submerged 
in the liquid it has some initial velocity v0 > 0, and its initial gravitational acceleration will 
decrease due to viscosity of the liquid. With the axis directed ownward, the motion of the ball 
considered as a material point can be described by the following model: 
m~:-mg-~-p~,  ~>0,  p>0,  t~_0, z (0 ) -0 ,  ~(0) -v0>0.  (4.1) 
Here a > 0 is the viscosity coefficient and p > 0 is a small mass of liquid carried by the ball. Of 
course, this mass exerts a braking effect on the ball which is accounted for by the term -p}  in the 
right-hand side of (4.1). Since the counteraction cannot precede the action, this term contains the 
left derivative }-(t)  with the natural consistency condition, see below. By Lemma 2.1, we have 
~-(t) - ~+(t) = ~, so that equation (4.1) is mathematically correct. For the rigor of causality 
and physical realizability, we should have written -p~-(t) in (4.1), making the right-hand side 
computable before integration of the equation; however, for mathematical convenience, one can 
imply Lemma 2.1 and write (4.1) from the beginning with all right derivatives. 
Integration of equation (4.1) is not complicated by the term -p~; it is done by rewriting (4.1) 
in the form 
o >o, x(o)=o, 
thereby p > 0 is interpreted as adjoint mass of the liquid. Since on (-6, 0) before entering the 
liquid, there is no adjoint mass and no resistance (we ignore resistance of the air), the equation 
of motion on (-6, 0] is rn~ = rag, thus ~(t) = g = const, on (-6, 0], and, to get continuous 
acceleration, we have to adopt the initial condition ~-(0) = g which is understood as a natural 
consistency condition. | 
The possibility of appearance in the right-hand side of a term linearly depending on the ac- 
celeration of the body itself was largely overlooked in the literature on mechanics. However, Sir 
Horace Lamb in [9, p. 168] considered equations of motion of a solid in ideal liquid, see Sec- 
tion 124, equations (1) with reference to Kirchhoff and Sir W. Thomson (1871), where forces 
of the fluid pressure linearly depended on the acceleration of the solid itself, see equations (2), 
page 168 and (3), page 169. These forces usually can be taken into account by the introduction 
of adjoint masses, see example given in [9, p. 190], Section 137, equations (2), with a reference 
to Thomson and Tait [10, Art. 321]. 
Consideration of higher order derivatives in the right-hand side may have profound conse- 
quences in the application of well-known principles and methods of classical mechanics which 
were developed for the case when right-hand sides depended on time, position and velocity only 
and were interpreted as forces. 
Differential equation of a free motion of a material point with constant mass m > 0 under the 
second Newton law is usually written in the form 
= F, t _> 0, x(0) = x0, = (4.2) 
where we also included initial conditions. 
If F in (4.2) does not depend on z and its derivatives and if F = 0, then z(t) = z0 + v0t for 
any Xo, vo. 
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If F in (4.2) is specified as a field existing a priori, F = F(t ,z ,&),  then the state of rest or a 
uniform motion exists if and only if F(t, z0 + rot, vo) - 0 which may imply a consistency condition 
on z0, v0. For example, in (4.1) such a field is given by F = m9-  a~-  p~, and for z(t) = z0 + v0t 
we have F =mg - cev0 = 0, v0 = mg/~,  meaning that the state of rest z(t) = z0 = const, cannot 
exist in such field, and the uniform motion is possible only with v0 = mg/a.  
If F in (4.2) is produced by a control system containing higher order derivatives, F = F(t, z, z, 
~- , . . . ,  z( t)-  ), then conditions for the rest or a uniform motion are 
F(t, eo + rot, vo, 0 , . . . ,  O) -- O, 
z(°)- (0) = 0, s = 2,3 , . . .  ,k, 
(4.3) 
(4.4) 
where (4.4) are consistency conditions. Let us see that setting formally F = 0 in this case may 
he wrong. 
EXAMPLE 4.2. Consider the system ~i = ~ + u with the control u = "~'-(t). Denoting ~ = v, we 
have the equation 
,) = v + ~- = F, t _> 0, v(0)  = vo. 
If we use Lemma 2.1, by which ii- = il + = ii and simply set F = v + ii = 0, we get v(t) = 
c sin t + v0 cos t, which is not a solution of v) = 0. On the other hand, if we use (4.4) and (4.3) 
and set ii-(O) = 0 and F(t) = ~(t) + 0 = ~ = v0 = 0, then the system is at rest, 
x(t)  = z0 = const., if v0 = 0, "~'-(0) = ii-(0) = 0. We see that with a field depending on higher 
order derivatives, the existence of the rest or a uniform motion implies more conditions than 
needed when F = F(t, z, ~). II 
Consider again an equation of motion with physically admissible controls containing higher 
order derivatives. To include the case of controlled reactive motions, we resolve the equation 
for ~ which is the only right second derivative in the equation of motion, as illustrated in the 
following elementary example. 
EXAMPLE 4.3. (cf. [11]) 
dv dm 
m-~ + (v - w)--~ = F °, 
- -=- -  Fo - (v -w =F,  
dt m 
w is the velocity of din, 
(4.5) 
where w, F °, and m, thus, also F may contain left higher order derivatives in controls. 
Adopting representation (4.5), we consider the equation of motion in the form 
I 
(4.6) 
According to the definition of physically admissible controls (Section 3), equation (4.6) with 
initial conditions (recall that (2.14) and (4.6) are assumed to have no singular solutions) 
z ( t0 ) -z0 ,  ~( t0) -v0 ,  z ( ' ) - ( to ) -p , ,  s -2 ,3 , . . . , k ,  (4.7) 
where P2,. . .  ,Pk-1 are taken arbitrarily (control parameters) and Pk is computed as in (3.6) 
(consistency condition), has a unique solution on [t0,T] which we denote as follows: 
X(t) = ~(t, t0,x0,1)0,P2,.. ",~k-1), t ~ [$o,T]. (4.s) 
This solution defines the function 
f(t,to,zo,vo,p2,... = = dr2" (4.9) 
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With this function, we can write the equation of motion (4.6) in the usual form of the second 
Newton law ~ - f with m -- I and the right-hand side not depending on higher order derivatives. 
For this reason, we shall call f(t ,  .) of (4.9) the effective force. 
Consider (4.6) as a vector equation. At the initial moment - to, the vector F0 = F(t0, z0, v0, 
P2,. . .  ,Pk) is given due to (4.7). If the solution (4.8) is known, then the vector 
F, = F (t, . . .  = .f (t,to, ,pk-1)  (4.10) 
is also specified and equal to the effective force f(t, .) for each t E [to, T]. 
Existence, uniqueness and extendability of solutions are implied by the definition of the phys- 
ically admissible class of controls, see Section 3. Imagine that the feedback system (4.6) with 
fixed controls is integrated for all possible initial conditions in (4.7). Then we have all possible 
solutions (4.8) which create a field f(t,-), (4.10), identical to the field F(t, x ,k ,~- , . . .  ,z (t)-)  
of (4.6) with respect to its action on a body moving according to (4.6). The field f(t, .) does 
not depend on higher order derivatives, implying that over this field of effective forces the 
second Newton law has the same form as given by Newton [12]. This means that effective 
force (4.10) embodies "the motive force" mentioned by Newton in his "Law II. The change of 
motion is proportional to the motive force impressed and is made in the direction of the right 
line in which that force is impressed" [12], see also [13, p. 259]. The original feedback rela- 
tion (4.6) represents a force in the sense of Newton only on curves of (4.8), that is, for such 
z(')- = z(') (Lemma 2.1) that are given by parametric equations x(') = ~(')(t, .), s = 0, 1, . . . ,  k, 
with ~(')(t, .) = ~(')(t,t0, x0, v0,p2,...  ,Pk-1) of (4.8). Outside those curves, i.e., with unrelated 
z, k, ~- , . . . ,  z (k)- considered as free variables, equation (4.6) simply does not represent any me- 
chanical motion, hence, no force and no acceleration. Though the right-hand side of (4.6) can 
be regarded as a field of dimension n(k + 1), where n = dim x, this field is not a field of forces. 
It yields Newtonian forces only on curves (4.8) which correspond to effective forces that can be 
recovered from (4.6) and (4.7) by integration. Only for k = 1 the right-hand side of (4.6) becomes 
the usual Newtonian field of forces F(t, z, k). 
This observation allows us to assert that the inclusion of higher order derivatives in the right- 
hand side of (4.6) (i.e., application of controls with higher order derivatives) does not violate 
any of Newton's laws, if we consider the curves of motion defined above. With higher order 
derivatives, relation (4.6) introduces a secondary field over which a body moves along curves (4.8) 
as if acted upon by Newton forces of the genuine field f(t, .) of effective forces. There is no sense 
in considering Newton's laws with respect to that secondary field F of (4.6). Therefore, the 
application of the parallelogram law [12, Corollary I] to the right-hand sides of (4.6) is generally 
incorrect as can be seen in [14]; this is understandable since those right-hand sides are, in general, 
not forces but feedback liaisons of higher order defining certain motion in space. To illustrate 
the point, consider the following example. 
EXAMPLE 4.4. Consider a motion in the plane 
m~l=a-a~'~-~=F1,  Zl(0) = ~i(0) = 0, t_>0, (4.11) 
m~2 = b - 7~- - 6~" = F2, x2(0) = ~2(0) = 0, t > 0, (4.12) 
where m, a, b, a,/~, 7, 5 are certain constants. 
REMARK.  Ifa = m 9 > 0,a = 6 = p > 0, b =/~ = 7 = 0,~2(0) > 0, then system (4.11) and (4.12) 
models a ball entering a nonviscous liquid with vertical acceleration 9 > 0 and horizontal velocity 
k2(0) > 0 (like a stone thrown horizontally onto the sea surface); here a = 6 = p > 0 is the 
adjoint m_~ss_~, cf. (4.1) in Example 4.1. 
Equating right and left derivatives, we can write (4.11) and (4.12) in the form: 
(m + a)~1 + ~z2 = a, (4.13) 
7~1 "JC (~l 4" ~)Z2 = b. (4.14) 
Solving this system for z l ,z2,  we get 
AI A2 
Xl "- T '  X2 -- A '  (4.15) 
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where 
A= !m-I-~ ~ [=(m+~)(m. l .  6 )_137~0 ' (4.16) ? m+6 I 
= ab m+5# [=a(m+6) -b~,  (4.17) 
I 
A1 
i 
m+a a[ 
A2 = = b(m + ~) - a'r, (4.18) 
-f b 
t 
and the condition A ~ 0 in (4.16) defines the class of physically admissible controls F1, F2 in (4.11) 
and (4.12) (i.e,, pomible values of parameters a,~, ?, 6 in our case). 
Equations (4.15) with zero initial data of (4.11) and (4.12) have the solution 
t2A1 t2A2 
zl(t) - -  2A ' z2(t)= 2A ' t_>0 (4.19) 
which yields a straight line trajectory in the plane Zl0Z2 with the angle 
z2(t) A2 = const. (4.20) tano= 
According to the second Newton law, this should be the line of the motive force F. How to 
retrieve that motive force from the original equations (4.11) and (4.12)? 
If we considered the right-hand sides F1, F2 in (4.11) and (4.12) as components of the motive 
force F with =i', =2, as free variables (that is, before integration), then F1, F2 would be undefined 
since ~ ' ,  ~ are unknown. 
If we considered right-hand sides of the transformed system (4.13) and (4.14) as components 
of the motive force F, then its direction would be 
b a 
tan ~b -- -a ~ tan 0, or tan ~1 = ~ ~ tsJl 0, 
in contradiction with the second Newton law. 
However, if we consider F1, F2 in (4.11) and (4.12) as components of the effective force/(t,-), 
after the integration of equations (4.11) and (4.12), then we have, using (4.19): 
A1 A2 Az 
F1 = a -~-~- -  fl-~-, F2=b-7--~-6 , (4.21) 
tan ~ = F2 b~, - ?A1 - 6A2 _ mA2 A2 
= aA -- ~A1 - ~A~ - real  = A1 = tan0, (4.22) 
which yields the direction of the straight line of motion (4.20), in full compliance with the second 
Newton law. This demonstrates that effective forces obey the parallelogram law. | 
I~MARK 4.1. We could have obtained (4.22) directly from (4.15) by vector addition of acceler- 
ations. This would agree with the postulated in (4.9) definition of effective forces as they might 
appear in the expressions for accelerations which are added as vectors. However, derivation of the 
motive force from (4.11) and (4.12) with the solution from (4.19), yielding (4.21) and (4.22), illus- 
trates much more, namely, that components of the active force are given already in the original 
system (4.11) and (4.12) with derivatives in the right-hand side calculated along the trajectory 
of the original equations, irrespective of the possibility of an explicit representation f the system 
in the form of several equations for acceleration components with right-hand sides independent 
of higher order derivatives. Such representation is impossible, if the right-hand sides contain at 
least one derivative of order k >_ 3. I 
P~MARK 4.2. If right-hand sides of the original system contain at least one second order de- 
rivative and no derivatives of order k > 2, then the representability of the system in the form 
resolved for acceleration components may be taken as the definition of the physical admissibility 
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of such right-hand sides or controls therein. Conventional equations m~ = F(t, z, ~, u) with 
u = u(t, z, &), where right-hand sides do not contain higher order derivatives, are already in the 
acceleration-resolved form with the field F(t, z, ~, u(t, z, ~)) of effective forces (or motive forces, 
by Newton) explicitly given in the right-hand sides, so the notion of physical admissibility as 
defined in Section 3 is irrelevant to such systems. | 
Explicitly given field of forces' F(t, z, ~) in the right-hand side of equations of motion is one 
of the cornerstones of classical mechanics. The Lagrange, Appeli and Hamilton equations, the 
Hamilton-Jacobi equation, the variational principles of mechanics [15-18], all assume a known 
field F(t, z, ~) either directly or through the known expressions of kinetic and potential energy. 
Consideration ofhigher order derivatives in the right-hand side, i.e., F = F(t, z, ~, ~- , . . . ,  z(t ) - ), 
being in perfect agreement with Newton's laws, removes this cornerstone of explicitly given field 
of forces, denying us the comfort of a priori  knowledge of motive forces put forward by Newton. 
Consideration of effective forces introduced above does not resolve this difficulty since effective 
forces are unknown until the equations of motion have been integrated. However, these effective 
forces do exist and are the real motive forces acting on the system that were considered by 
Newton. 
5. CONCLUSIONS 
Feedback controls with higher order derivatives are considered. It is demonstrated that inter- 
pretation of higher order derivatives in the right-hand side as left derivatives presents a physically 
sound system in perfect agreement with the principle of causality. The presence of left higher 
order derivatives implies the introduction of some consistency conditions, possible appearance of 
additional control parameters and the consideration of a class of physically admissible controls 
defined by the apparent requirement for the existence, uniqueness and extendability of solutions. 
Mathematically, such systems do not present any complications beyond those already known in 
the theory of ordinary differential equations. In consideration of mechanical systems, it is shown 
that the presence of left higher order derivatives in the right-hand side of equations of motion is 
in agreement with Newton's laws. 
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