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Resumen
Uno de los pasos ma´s importantes en el procesamiento digital e interpretacio´n de
ima´genes satelitales es la segmentacio´n. E´sta se encarga de particionar la imagen
usando algu´n tipo de relacio´n de similaridad o equivalencia entre pı´xeles o regiones
utilizando propiedades estadı´sticas, geome´tricas o analı´ticas. Para e´sta investiga-
cio´n, en una primera etapa, se partio´ de la medicio´n de firmas espectrales en campo
con el fin de correlacionarlas con el espectro de la imagen Rapideye R©, y ası´ obtener
una clasificacio´n que conlleve a la segmentacio´n, y posteriormente hallar una carac-
terizacio´n de tipo topolo´gico. Para esto, la captura de firmas espectrales se realizo´ en
lotes pertenecientes a la Estacio´n Central Naranjal de Cenicafe´ ubicada en el a´rea
rural del municipio de Chinchina´, Caldas. Luego del ana´lisis de correlacio´n, los re-
sultados de clasificacio´n se ajustaron a dos de las dieciocho coberturas: a´rea libre
de barbecho (E9) y pastos (E1), con un porcentaje de exactitud de 67,57% y 26,55%
respectivamente. Debido a esto, se empleo´ la te´cnica de segmentacio´n basada en ob-
jetos, la cual a diferencia de las te´cnicas anteriormente mencionadas, tiene en cuenta
no solo las relaciones espectrales de los pı´xeles sino, adema´s, las relaciones espacia-
les entre ellos. E´sta segmentacio´n es la base del ana´lisis topolo´gico.
La segunda etapa, que es la caracterizacio´n topolo´gica, busca extraer propie-
dades de regiones de intere´s a partir de la programacio´n en IDL R© de operadores
topolo´gicos tales como: el interior, el derivado, la adherencia, el exterior y la fron-
tera; que a su vez, permiten extraer propiedades bien definidas como: el nu´mero
de componentes conexas, conexidad simple o no simple, nu´mero de regiones que
conforman el operador, nu´mero de pı´xeles y nu´mero de huecos de las regiones.
En conclusio´n, se sen˜alan dos aportes principales en este trabajo: a) Los resulta-
dos experimentales de correlacio´n de espectros en campo (hiperespectrales) versus
espectros remotos (multiespectrales); b) La definicio´n y demostracio´n de una base
topolo´gica sobre cualquier segmentacio´n de una imagen que permite caracterizar re-
giones de intere´s, adema´s de su relacio´n y aplicacio´n en los Sistemas de Informacio´n
Geogra´fica. c) Una definicio´n topolo´gica de ima´genes multiespectrales empleando
la topologı´a compacto-abierta sobre espacios de funciones.
Palabras clave: Firma espectral, Segmentacio´n, Imagen satelital, Operadores topolo´gi-
cos, Espacios de funciones.
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Abstract
The segmentation is a essential step on digital processing and interpretation of sate-
llite imagery. This segmentation is responsible for partitioning the image using so-
me kind relationship of similarity or equivalence between pixels or regions through
properties that could be statistics, geometric or analytical. For this research, in a first
stage, it was on the measurement of spectral signatures in field in order to correlate
them with the spectrum of the RapidEye R© image, and thus, to obtain a classification
that may lead to segmentation and topological characterization. For this, the spec-
tral signature capture was made in crops belonging to the Central Station Naranjal
Cenicafe´ located in the rural municipality of Chinchina´, Caldas. After correlation
analysis, classification results were adjusted specifically to two of the eighteen fea-
tures: open area of fallow (E9) and grasses (E1) with an accuracy of 67,57% and
26,55% respectively. Given this result, a new technique was implemented founded
on object-based segmentation, which takes into account, unlike the above techni-
ques, not only the pixel spectral relationships but also the spatial relationships bet-
ween them. This segmentation is the basis of topological analysis.
The second stage, that is topological characterization, seeks to extract properties
of regions of interest from the IDL R© programming topological operators, such as:
the derivative, adhesion, and outside the border. In addition, these allow extract
well defined properties, for instance: number of connected components, connected
components simple or not simple, number of regions that make up the operator,
pixel count and number of holes from regions.
In conclusion, there are two main contributions in this research project: a) The
correlation experimental spectra field results (hyperspectral) versus remote sensing
(multispectral) b) The definition and demonstration of a topological basis of any
imagery segmentation for discriminating regions of interest, in addition to its rela-
tionship and application of Geographic Information Systems. c) A topological defi-
nition of multispectral images using the compact-open topology on function spaces.
Keywords: Spectral signature, Segmentation, Satellite Imagery, Topological operators,
Function spaces.
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Introduccio´n
La creciente oferta de sensores remotos de observacio´n terrestre conlleva a redefinir
el paradigma del manejo de la informacio´n geoespacial, partiendo de sus aplica-
ciones de localizacio´n e interpretacio´n de los cambios en el uso del suelo, tal como
los procesos de actualizacio´n, registro y labores de aplicacio´n entorno a coberturas
vegetales como cafe´ (Mun˜oz, 2012); hasta los procesos de comprensio´n y profundo
ana´lisis de las interacciones materia-energı´a para asumir el reto de caracterizar ”ob-
jetos” o coberturas con propiedades intrı´nsecas que teo´ricamente es posible vislum-
brar en las ima´genes de sensores remotos (Clark, 1999). Sin embargo, las ima´genes
de sensores pasivos, es decir, aquellas que dependen de una fuente de luz (sol), con-
tienen un desbalance de sen˜al-ruido a causa de las distorsiones ocasionadas en la
atmo´sfera sobre la cantidad de radiacio´n solar que llega a la superficie terrestre, que
es reflejada y que luego es capturada por el sensor o´ptico. Por tal razo´n es impor-
tante tratar de predecirlas tal y como se afecto´ la respuesta espectral el dı´a y la hora
de captura de la imagen, con el fin de corregir dicho desbalance y analizar el conte-
nido de energı´a que reflejaron los objetos en la superficie terrestre. Pero si adema´s,
es medido el espectro de reflectancia en campo de esos mismos objetos posterior
a la fecha de captura de la imagen, se sostiene la hipo´tesis que existe una correla-
cio´n del espectro imagen-campo para utilizar los espectros de campo como muestras
de entrenamiento (sujeta a evaluacio´n de datos asincro´nicos) para una clasificacio´n
supervisada de la imagen. Desafortunadamente, el hecho de correlacionar espectros
multiespectrales con hiperespectrales, adema´s del retraso temporal y la metodologı´a
de medicio´n en campo, entre otros, genera una serie de implicaciones de poco e´xito
en la clasificacio´n que conlleva a investigar a profundidad cada etapa del proceso.
Ma´s alla´, un problema significativo con la caracterizacio´n por pı´xel de coberturas
terrestres es la proporcio´n sustancial de la sen˜al que aparentemente proviene del
a´rea representada por un pı´xel que viene del terreno circundante (Townshend et al.,
2000). Por tal razo´n, fue necesario emplear una te´cnica propuesta recientemente que
no solo dependiera de las caracterı´sticas espectrales de un pı´xel sencillo, sino de
aquellos que esta´n alrededor, es decir, las caracterı´sticas espaciales de los pı´xeles
que lo rodean, con el fin de encontrar a´reas o componentes conexas ”homoge´neas”.
Consecuentemente, a principios de este siglo se propuso el concepto de objetos de la
1
2 LISTA DE TABLAS
imagen definidos como a´reas individuales con homogeneidad espectral y de forma
(Benz, 2001), los cuales se pueden reconocer como segmentos o parches, que conlle-
van a una segmentacio´n de la imagen que a su vez sera´ el insumo de una topologı´a
digital.
Recientemente, la topologı´a se ha convertido en un a´rea importante de la ma-
tema´tica aplicada, con muchos matema´ticos y cientı´ficos empleando conceptos de
topologı´a para modelar y entender las estructuras del mundo real y sus feno´me-
nos (Adams and Franzosa, 2007). En el a´mbito de la topologı´a digital el profesor
Azriel Rosenfeld (1931-2004) inicio´ sus investigaciones definiendo propiedades to-
polo´gicas entre pı´xeles de ima´genes binarias tanto en dos como en tres dimensiones
(Rosenfeld, 1979; Kong and Rosenfeld, 1989) y posteriormente definio´ una topologı´a
llamada topologı´a digital que permitio´ ampliar el panorama de propiedades y re-
laciones topolo´gicas (Kong et al., 1991; Khalimsky et al., 1990; Kovalevsky, 1989).
Sin embargo, en la presente investigacio´n se propuso una base topolo´gica que ge-
nera la topologı´a particio´n, con el objetivo de representar una segmentacio´n deter-
minada de una imagen y permitir aplicar conceptos y propiedades intrı´nsecas de
la topologı´a matema´tica, tales como operadores topolo´gicos, espacios de funciones,
me´tricas, entre otros. Todo ello da origen a una caracterizacio´n topolo´gica sobre la
segmentacio´n, identificando las regiones de intere´s y ma´s au´n su relacio´n con la
cartografı´a digital.
Capı´tulo 1
Estado del arte
1.1. Radiacio´n Electromagne´tica
En e´ste capı´tulo se hara´ e´nfasis en la correccio´n radiome´trica (Tomado del libro de
Jensen (2005)), la cual requiere para su comprensio´n, principios de radiacio´n elec-
tromagne´tica que se relacionan directamente con el proceso de adquisicio´n de la
imagen y sus distorsiones causadas principalmente por la atmo´sfera y elevacio´n del
terreno.
1.1.1. Interacciones Materia-Energia en la atmo´sfera
La energı´a radiante es la capacidad de radiacio´n dentro de una banda espectral es-
pecı´fica para hacer un trabajo (es medida en Joules). Una vez la radiacio´n electro-
magne´tica es generada, la atmo´sfera puede afectar la velocidad de radiacio´n, su lon-
gitud de onda, su intensidad y su distribucio´n espectral; adema´s puede ser desviada
de su direccio´n original debido a la refraccio´n. Este feno´meno ocurre dos veces, pri-
mero cuando el flujo radiante del sol atraviesa la atmo´sfera y toca la superficies
terrestre, y segundo, cuando el flujo radiante es reflejado o emitido desde la super-
ficie y de nuevo se encuentra con la atmo´sfera. Por tal razo´n se presentara´n dichas
interacciones en te´rminos de cantidades radiome´tricas para conocer el recorrido del
flujo electroma´gnetico proveniente del sol hasta que llega a la o´ptica del sensor.
Refraccio´n
Se refiere a la curvatura de la luz cuando e´sta pasa de un medio a otro de dife-
rente densidad. En otras palabras, la refraccio´n aparece cuando la radiacio´n elec-
tromagne´tica encuentra sustancias de diferente densidad como el aire y agua. Una
medida de la densidad o´ptica de una sustancia es el ı´ndice de refraccio´n (n). Es-
te ı´ndice es la proporcio´n de la velocidad de la luz en el vacı´o (c), con respecto a
3
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la velocidad de la luz en una sustancia (cn) tal como la atmo´sfera o agua: n = c/cn
(Mulligan, 1980).
La refraccio´n puede ser descrita por la ley de Snell, la cual afirma que para una
frecuencia dada de luz, el producto de el ı´ndice de refraccı´o´n y el seno del a´ngulo
entre el rayo y una recta normal a la interfase es constante: n1sen θ1 = n2sen θ2. De
acuerdo a esto, es posible predecir la cantidad de refraccio´n (senθ2) que tomara´ lugar
en el medio n2, conociendo los ı´ndices de refraccio´n del medio n1, n2 y el a´ngulo de
incidencia de la energia en el medio n1.
Dispersio´n
Un efecto muy grave de la atmo´sfera es la dispersio´n de la radiacio´n por partı´culas
atmosfe´ricas. La dispersio´n difiere de la reflexio´n en que la direccio´n asociada con la
dispersio´n es impredecible, mientras que la direccio´n de la reflexio´n es predecible.
Esencialmente hay tres tipos de dispersio´n: Rayleigh, Mie y no selectiva.
Rayleigh: Ocurre cuando el dia´metro efectivo de la materia (normalmente mole-
culas de aire tales como oxı´geno y nitro´geno en la atmo´sfera) es muchas veces ma´s
pequen˜o (frecuentemente < 0,1) que la longitud de onda de la radiacio´n electro-
magne´tica incidente.
Mie: Sucede por debajo de 4,5 km de la atmo´sfera, donde existen partı´culas esen-
cialmente esfe´ricas con dia´metros aproximadamente igual al taman˜o de la longitud
de onda de la energı´a incidente. El taman˜o real de las partı´culas puede variar de 0,1
a 10 veces la longitud de onda de la energı´a incidente. Las longitudes de onda y la
cantidad de dispersio´n son ma´s grandes que la dispersio´n Rayleigh.
No selectiva: Toma lugar en las porciones ma´s bajas de la atmo´sfera donde hay
partı´culas ma´s de 10 veces ma´s grandes diametralmente que la longitud de onda de
la radiacio´n electromagne´tica incidente. No selectiva se refiere a todas las longitudes
de onda de luz que son dispersadas (no solo el espectro visible).
La dispersio´n es una consideracio´n muy importante en sensores remotos, debido
a que puede reducir dra´sticamente el contenido de la imagen al punto de la pe´rdida
de contraste, lo que dificulta la discriminacio´n de coberturas.
Absorcio´n
Es el proceso mediante el cual la energı´a radiante es absorbida y transformada en
otras formas de energı´a. La absorcio´n de la energı´a radiante incidente puede tomar
lugar en la atmo´sfera o sobre el terreno. Cuando se trata de un medio como el aire,
la absorcio´n y la dispersio´n son frecuentemente combinadas en un coeficiente de
extincio´n (Konecny, 2003). Ciertas longitudes de onda de radiacio´n son afectadas
mucho ma´s por absorcio´n que por dispersio´n. Dado que la energı´a alcanzada por
el sistema de sensores remotos debe pasar a trave´s de la atmo´sfera dos veces, es
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comu´n identificar dos coeficientes de transmisio´n atmosfe´rica: uno para la energı´a
entrante en la atmo´sfera (Tθo) en un a´ngulo de incidencia relacionado a la fuente de
energı´a (Sol) y otro para la energı´a emitida o reflejada desde la superficie terrestre
que debe atravesar la atmo´sfera para alcanzar el sistema del sensor remoto (Tθv);
estos conceptos son fundamentales en la correccio´n atmosfe´rica.
Reflectancia
Es el proceso mediante el cual la radiacio´n ”rebota” en un objeto como la parte supe-
rior de una nube, un cuerpo de agua o la superficie terrestre. La radiacio´n incidente,
la radiacio´n reflejada y una vertical a la superficie desde la cual los a´ngulos de inci-
dencia y reflexio´n son medidos, yacen en el mismo plano; y el a´ngulo de incidencia
y el a´ngulo de reflexio´n (excitancia) son aproximadamente iguales.
Existen varios tipos de superficies reflectantes; la reflexio´n especular ocurre
cuando la superficie desde la cual la radiacio´n es reflejada, es ba´sicamente suave.
Algunas coberturas tales como cuerpos de agua en calma, actu´an como reflectores
especulares casi perfectos, es decir la energı´a incidente dejara´ la superficie en un
a´ngulo igual y opuesto a la energı´a incidente. Si la superficie tiene gran variacio´n
altitudinal relativa al taman˜o de la longitud de onda de la energı´a incidente, los
rayos reflejados van en muchas direcciones, dependiendo de la orientacio´n de las
superficies reflejantes ma´s pequen˜as. En cambio si la superficie es tan rugosa que
no hay superficies individuales reflejando, entonces una dispersio´n impredecible
puede ocurrir, esto es, una superficie perfectamente difusa llamada superficie de
Lambert, en la que el flujo radiante que deja la superficie es constante para algu´n
a´ngulo de reflectancia.
1.1.2. Interacciones Materia-Energia en terreno
Para comprender las relaciones de materia y energı´a en la superficie terrestre y su
importancia en los sensores remotos, es necesario identificar cantidades radiome´tri-
cas que permitan realizar un ana´lisis del registro del flujo de radiacio´n incidente y
saliente.
La energı´a radiante (Qλ ) corresponde a la capacidad de radiacio´n en un intervalo
espectral especı´fico para realizar un trabajo, y es medida en Joules. Mientras que, el
flujo radiante (φ) es la razo´n de tiempo del flujo de energı´a sobre, fuera de, o a trave´s
de una superficie; se mide en watts.
La ecuacio´n de balance de radiacio´n afirma que la cantidad total de flujo radiante
incidente en una especı´fica longitud de onda (Qiλ ) debe ser medida por la evalua-
cio´n de cantidad de flujo radiante reflejado desde la superficie (Qrλ ), la cantidad de
flujo absorbido por la superficie (Qaλ ) y la cantidad de flujo radiante transmitido a
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trave´s de la superficie (Qtλ ):
Qiλ = Qrλ +Qaλ +Qtλ
donde las cantidades radiome´tricas son basadas en la cantidad de energı´a incidente
desde algu´n a´ngulo en un hemisferio. Para ello se definen los siguientes ı´ndices:
Reflectancia Hemisfe´rica
Se define como la proporcio´n adimensional entre el flujo radiante reflejado desde
una superficie y el flujo radiante incidente a e´ste:
ρλ =
φrλ
φiλ
Transmitancia Hemisfe´rica
Se define como la proporcio´n adimensional entre el flujo radiante transmitido a
trave´s de una superficie y el flujo radiante incidente a e´ste:
τλ =
φtλ
φiλ
Absorbancia Hemisfe´rica
Es definida por la relacio´n adimensional:
αλ =
φaλ
φiλ
o equivalentemente: αλ = 1− (ρλ + τλ )
Si la cantidad de flujo radiante interceptado por un a´rea plana como por ejem-
plo la que abarca un pı´xel de una imagen RapidEye (5m x 5m), es dividido por la
misma a´rea, entonces se denomina promedio de densidad de flujo radiante, aunque
es necesario definir dos conceptos antes de presentar la medida radiome´trica ma´s
precisa que emplean los sensores remotos.
Irradiancia
Es la cantidad de flujo radiante incidente sobre una superficie por unidad de a´rea:
Eλ =
Φλ
A
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Emitancia o Exitancia
Es la cantidad de flujo radiante saliente de una superficie por unidad de a´rea:
Mλ =
Φλ
A
Tanto la irradiancia como la emitancia son medidas en watts por metro cuadra-
do.
Radiancia
La radiancia (Lλ ) es la intensidad radiante por unidad de a´rea fuente proyectada en
una direccio´n especı´fica. Es medida en watts por metro cuadrado por estereoradia´n.
El flujo radiante (Φλ ) deja el a´rea fuente proyectada A en una direccio´n especı´fica
(cos θ ) y a´ngulo so´lido (Ω) hacia el sensor remoto en ciertas longitudes de onda
(Milman, 1999):
Lλ =
Φλ
Ω
A cosθ
1.2. Espectroscopı´a de Ima´genes
La espectroscopı´a es definida como el estudio de la interaccio´n entre la materia y
la energı´a radiada (Crouch and Skoog, 2007). La espectroscopı´a de ima´genes es la
aplicacio´n de la espectroscopı´a de reflectancia/emitancia a cada pı´xel en una imagen
geogra´fica.
La espectroscopı´a de ima´genes es una herramienta utilizada para mapear cober-
turas, ası´ como caracterı´sticas especı´ficas de elementos de la superficie terrestre, que
en un sentido detallado permite detectar las caracterı´sticas individuales de absor-
cio´n debido a los enlaces quı´micos especı´ficos en un so´lido, lı´quido o gas. Lo que
conlleva a escenarios de evaluacio´n ambiental, mapeo y exploracio´n de minerales,
estudios sanitarios y de comunidades versus especies vegetales, y en general ana´li-
sis de uso del suelo.
La deteccio´n real depende del cubrimiento espacial, la resolucio´n espectral, la
relacio´n sen˜al-ruido del espectroradio´metro, la abundancia del material y la fuerza
de absorcio´n de caracterı´sticas de dicho material en la regio´n de longitud de onda
medida. Para el caso de sensores remotos, los materiales de la superficie mapeada
deben ser expuestos en la superficie o´ptica y el diagno´stico de absorcio´n de carac-
terı´sticas debe estar en regiones del espectro que son razonablemente transparentes
a la atmo´sfera, dado que los efectos atmo´sfericos se pueden corregir normalmente
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para las absorciones ma´s fuertes. La espectroscopı´a puede ser utilizada en labora-
torio con muestras de campo simulando las condiciones reales, en el campo con es-
pectroradio´metros porta´tiles, desde aviones y en un futuro desde sate´lites. Aunque
los sistemas ae´reos que ya esta´n en funcionamiento pueden cubrir grandes a´reas en
corto tiempo (aproximadamente dos kilo´metros por segundo), generando espectros
para cada pı´xel que pueden ser analizados en bandas de absorcio´n especı´ficas y por
lo tanto en materiales especı´ficos, estos son denominados sensores hiperespectrales
(Clark, 1999).
La clasificacio´n multiespectral es el proceso de ordenar pı´xeles en un nu´mero fi-
nito de clases individuales o categorı´as de datos, basado en sus valores de archivo.
Si un pı´xel satisface un cierto conjunto de criterios, el pı´xel es asignado a la clase
que corresponde a dicho criterio; este proceso tambie´n se conoce como segmenta-
cio´n de la imagen. Dependiendo del tipo de informacio´n que se desee extraer de los
datos originales, las clases pueden ser asociadas con coberturas conocidas sobre el
terreno o pueden representar simplemente a´reas que discrimina el procesador de
ima´genes; esto diferencia la clasificacio´n de la segmentacio´n, respectivamente. Un
ejemplo de una imagen clasificada es un mapa de coberturas de uso que representa
la vegetacio´n, suelo desnudo, pastos, edificaciones, etc (ERDAS, 2010).
1.3. Topologı´a Digital
Una vez una imagen ha sido segmentada o particionada en componentes puede
ser descrita en te´rminos de propiedades de esos subconjuntos y las relaciones en-
tre ellos. Algunas de esas propiedades dependen de las etiquetas de los pı´xeles que
pertenecen a un subconjunto; otras, son propiedades geome´tricas que dependen so-
lamente de las posiciones de esos puntos; pero las propiedades topolo´gicas de los
subconjuntos, involucran conceptos tales como adyacencia y conexidad, pero no ta-
man˜o o forma (Rosenfeld, 1979). La topologı´a digital se ocupa de las propiedades
topolo´gicas de ima´genes digitales; o de manera ma´s general, de arreglos discretos
en dos o ma´s dimensiones. Lo que permite proporcionar fundamentos teo´ricos para
procesamiento de ima´genes tales como etiquetado y conteo de componentes cone-
xas, seguimiento de bordes, relleno de contornos y adelgazamiento; y sus generali-
zaciones a ima´genes tres o n-dimensionales (Kong and Rosenfeld, 1989).
Como se ha mencionado, una propuesta para representar ima´genes es la discre-
tizacio´n en un plano digital, compuesto por la pantalla visible que es abierta, densa
y disconexa, junto con los puntos cerrados y mixtos que componen la estructura in-
visible que garantiza la conexidad. Lo cual asegura al mismo tiempo una estructura
de conectividad para mantener las relaciones del espacio topolo´gico y el espacio
digital (Rosenfeld, 1979).
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Definicio´n 1.3.1. Para cada n ∈ Z se tiene:
B(n) =
{
{n}, si n es impar,
{n−1,n,n+1}, si n es par.
La coleccio´n B = {B(n) | n ∈ Z} es una base para una topologı´a sobre Z. La to-
pologı´a generada por B es llamada la topologı´a de la lı´nea digital y se refiere a Z
con esta topologı´a como la lı´nea digital. La lı´nea digital modela una imagen unidi-
mensional asumiendo que se tiene una lı´nea infinita de pı´xeles, donde cada uno es
representado por un entero impar (Figura 1.1). Cada pı´xel individual es un conjunto
abierto en la topologı´a de la lı´nea digital y cada entero impar es un conjunto cerra-
do. Se considera que cada entero par n representa la frontera entre el pı´xel n− 1 y
n+1, por lo tanto, en la lı´nea digital se tiene una estructura que refleja la adyacencia
compartida por pı´xeles consecutivos.
Figura 1.1: Algunos elementos ba´sicos para la topologı´a de la lı´nea digital.
Fuente: (Adams and Franzosa, 2007)
Definicio´n 1.3.2. Ana´logamente a la lı´nea digital, sea Z×Z el plano de puntos ente-
ros, esto es, el producto de dos lı´neas digitales. Para cada punto (m,n) ∈ Z×Z existe
un elemento ba´sico B definido como sigue:
B(m,n) =

{(m,n)}, si m y n son impares,
{(m+a,n) | a=−1,0,1}, si m es par y n es impar,
{(m,n+b) | b=−1,0,1}, si m es impar y n es par,
{(m+a,n+b) | a,b=−1,0,1}, si m y n son pares.
El plano digital es notado porZ2. Para cualquier (m,n)∈Z2, se refiere a B(m,n) co-
mo el elemento ba´sico minimal que contiene a (m,n). Los elementos ba´sicos B(m,n)=
{(m,n)}, donde m y n son ambos impares, son los conjuntos unitarios abiertos que
representan los pı´xeles en la imagen digital (Figura 1.2). La coleccio´n Bp = {B(m,n) |
(m,n) ∈ Z×Z} es una base para una topologı´a sobre Z2.
Con la topologı´a digital es posible determinar la trayectoria de las fronteras de
dichas regiones, ya que las sucesiones de movimientos alrededor de la frontera pro-
porcionan una codificacio´n compacta de la forma de la regio´n. Adicionalmente, es
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Figura 1.2: Algunos elementos ba´sicos que pertenecen a la topologı´a del plano digi-
tal.
Fuente: (Adams and Franzosa, 2007)
posible adelgazar las regiones sin alterar sus propiedades de conexidad, ya que esto
tambie´n genera una representacio´n compacta, es decir, una regio´n alargada repre-
sentada por un conjunto de arcos o curvas. Las relaciones de adyacencia o ence-
rramiento entre las regiones pueden ser representadas por un grafo, en el cual los
nodos son las regiones, y dos nodos esta´n unidos por un arco si y solo si las dos
regiones son adyacentes (Kong et al., 1991).
En el almacenamiento de una imagen digital segmentada, hay caracterı´sticas en
la estructura de la imagen que permiten aplicar un me´todo ma´s eficiente que alma-
cenar informacio´n alrededor de cada pı´xel individual (Adams and Franzosa, 2007).
E´ste me´todo es basado en la topologı´a digital y la versio´n digital del teorema de la
curva de Jordan; ver (Khalimsky et al., 1990).
Definicio´n 1.3.3. Sea P una particio´n de la pantalla visible en subconjuntos
4−conexos, so´lo uno de los cuales no es acotado. El subconjunto del plano digital
definido por
SP =
⋃
D∈P
Fr(Cl(D))
Es llamado la animacio´n determinada por P. Dada P como en la definicio´n, la ani-
macio´n determinada por P es una coleccio´n SP, de conjuntos que se obtienen al
tomar la frontera (en el plano digital) de la clasura de cada elemento de la parti-
cio´n. En se demuestra que SP es una unio´n de curvas digitales cerradas simples en
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el complemento de la pantalla visible del plano digital. Por lo tanto, es posible defi-
nir la animacio´n determinada por P, como una coleccio´n de conjuntos recubridores
(Adams and Franzosa, 2007).
El proceso para almacenar y recuperar una imagen digital es el siguiente (Adams
and Franzosa, 2007):
1. Dada una imagen digital, definir una particio´n de la pantalla visible al tener
cada conjunto en la particio´n correspondiente a una regio´n en la imagen con
un color fijo.
2. Para almacenar la imagen, construir la animacio´n determinada por la parti-
cio´n. Si se requiere almacenar informacio´n de color (segmentacio´n no binaria),
indicar cual lado de cada curva digital cerrada simple tiene cual color.
3. Recuperar la particio´n al tomar la interseccio´n de la pantalla visible con cada
componente del complemento de la animacio´n en el plano digital.
Entre otros trabajos ma´s recientes de aplicacio´n en topologı´a digital, esta´ la im-
plementacio´n de operadores ba´sicos con ima´genes digitales (Moreu, 2006) tales co-
mo: recuento y etiquetado de componentes, bu´squeda de bordes y especialmen-
te conceptos de adelgazamiento, que incluyen algoritmos de transformaciones de
distancia, paralelos (ROS, Zhang-Suen y eliminacio´n de puntos norte), GH89-A2 y
otros de tipo iterativo; respondiendo a un sentido simplificado de interpretacio´n
del mundo real. En otras a´reas como quı´mica, donde la distribucio´n y clasificacio´n
de elementos en la tabla perio´dica coinciden con operadores topolo´gicos (Restrepo
et al., 2004; Mesa and Restrepo, 2011).
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Justificacio´n
Estudios anteriores han reconocido el reto y a la vez, las ventajas de utilizar sensores
remotos en la discriminacio´n de coberturas vegetales, dado que se han encontrado
aproximaciones en la clasificacio´n de cultivos, especialmente de cafe´ (FNC, 2006;
Castillo, 2008), junto con el muestreo de firmas espectrales en campo para evaluar
cultivos por progenies y por edad (Lobo, 2009). Por tal razo´n, la Gerencia Te´cnica
de la Federacio´n Nacional de Cafeteros y en especial el proyecto de biodiversidad
financiado por la organizacio´n KfW Bankengruppe, han mostrado su intere´s en la cla-
sificacio´n y caracterizacio´n de coberturas vegetales. De esta manera, se avizoro´ un
potencial en te´rminos de capacidades institucionales, tales como el trabajo de campo
de firmas espectrales, ima´genes satelitales y, software y hardware de procesamiento
de ima´genes. Dada la dificultad de caracterizar vegetacio´n a partir de sensores remo-
tos, para generar una herramienta de decisio´n sobre grandes extensiones, se ha inda-
gado acerca de metodologı´as que correlacionen espectros in situ y remotos, desafor-
tunadamente, dichas metodologı´as dependen de un sensor remoto hiperespectral
(Clark et al., 1991), ası´ que, como un trabajo experimental y de aproximacio´n se
busca evaluar la hipo´tesis de encontrar una relacio´n entre espectros en terreno y
espectros multiespectrales. Por otra parte, dada la naturaleza de la topologı´a vista
desde la geometrı´a, donde por ejemplo las distancias y los a´ngulos son irrelevantes,
se planteo´ una aplicacio´n de un concepto abstracto que permite extraer caracterı´sti-
cas topolo´gicas y a su vez tengan una utilidad en la representacio´n de coberturas.
Mientras la topologı´a digital, tal como se describio´ en los antecedentes, se enfo-
ca en operadores morfolo´gicos sobre ima´genes binarias, el presente trabajo emplea
operadores topolo´gicos matema´ticos con el intere´s de caracterizar regiones de in-
tere´s. Adicionalmente, aplicaciones concretas en ima´genes satelitales empleando to-
pologı´a son escasas (Nakamura and Shidama, 1996; Liu et al., 2008) y por tanto se
espera que la propuesta de investigacio´n sea original en te´rminos de aplicacio´n de
topologı´a matema´tica y su implementacio´n en software, dado que se presume que
no existen programas que calculen operadores topolo´gicos a partir de una base que
genera la topologı´a particio´n.
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Objetivos
General
Desarrollar un proceso de caracterizacio´n topolo´gica a partir de ima´genes satelitales.
Especı´ficos
Evaluar una te´cnica de correlacio´n de firmas espectrales e ima´genes satelitales
multiespectrales.
Obtener caracterı´sticas sobre regiones de intere´s a partir del ca´lculo de opera-
dores topolo´gicos.
Definir la mejor segmentacio´n que delimita espacialmente los cultivos de cafe´ a
partir de propiedades topolo´gicas.
Encontrar una mejor aproximacio´n en el ca´lculo de a´reas cafeteras.
Evaluar la relevancia de la clasificacio´n topolo´gica del a´rea cafetera, compara-
da con los datos conocidos en campo y las te´cnicas convencionales.
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Capı´tulo 2
Ana´lisis Espectral
En el manejo inicial de ima´genes satelitales se realizan operaciones de preprocesa-
miento correspondientes a correcciones previas a la extraccio´n de la informacio´n. En
general, se busca minimizar los dos errores ma´s comunes encontrados en ima´genes
de sensores remotos los cuales son de tipo radiome´trico y geome´trico. La correccio´n
radiome´trica esta´ relacionada con la mejora en la precisio´n de la reflectancia espec-
tral, emitancia en la superficie, o mediciones de retrodispersio´n obtenidas usando
un sistema de sensores remotos. La correccio´n geome´trica se refiere a la ubicacio´n
de lo reflejado, emitido, o mediciones de retrodispersio´n o productos derivados en
su propia localizacio´n planime´trica (Jensen, 2005).
Existen otro tipo de errores que deben ser identificados y que se clasifican en in-
ternos y externos. Los internos son introducidos por el mismo sistema de sensores
remotos, siendo generalmente sistema´ticos (predecibles), donde pueden ser identifi-
cados y luego corregidos basa´ndose en el prelanzamiento o medidas de calibracio´n
en o´rbita del sensor. Los externos son normalmente introducidos por feno´menos
naturales que varı´an en la naturaleza a trave´s del espacio y tiempo; las variables ex-
ternas ma´s importantes que pueden ocasionar errores radiome´tricos y geome´tricos
son la atmo´sfera, elevacio´n del terreno, la pendiente y el aspecto (direccio´n de la
pendiente) (Jensen, 2005).
2.1. Descripcio´n Sensor Remoto
RapidEye R© es una constelacio´n de cinco sate´lites equipados con sensores de carac-
terı´sticas similares en el espectro visible y parte del infrarrojo cercano. Los sensores
capturan ima´genes de alta resolucio´n (5 bandas) con grandes extensiones de a´rea
sobre una base perio´dica diaria (Resolucio´n temporal) fuera del nadir y 5,5 dı´as en
el nadir, con una resolucio´n espacial o taman˜o de pı´xel de 5 metros, lo que corres-
ponde a una precisio´n en te´rminos de escala hasta de 1:25.000 NMAS. Su resolucio´n
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radiome´trica es de 16 bits, lo cual implica una amplio desempen˜o de contraste, tanto
para visualizacio´n como para ana´lisis y clasificacio´n de coberturas(RapidEye, 2011).
La resolucio´n espectral se describe a continuacio´n.
Tabla 2.1: Rango espectral del sensor RapidEye.
Rango Longitud de FWHM Muestreo del
Banda Espectral (nm) onda (nm) (nm) espectro
1-Azul 440 - 510 475 35
2-Verde 520 - 590 555 35 10
3-Rojo 630 - 685 657,5 27,5 40
4-Rojo lı´mite 690 - 730 710 20 5
5-Infrarrojo
cercano 760 - 850 805 45 30
Fuente: (RapidEye, 2011)
La resolucio´n espectral determina la manera como se perciben las coberturas es-
pectrales de manera individual en materiales medidos desde la espectrometrı´a de
las ima´genes. Sin embargo, esta definicio´n conlleva a hacer claridad entre la resolu-
cio´n espectral y el muestreo del espectro.
La resolucio´n espectral se refiere al ancho de respuesta de un instrumento (paso
de banda) en la mitad de la profundidad de banda o el ma´ximo medio de ancho
total (FWHM). El muestreo espectral normalmente se refiere al espaciamiento de
banda (cuantizacio´n del espectro en pasos discretos) y puede ser muy diferente de
la resolucio´n espectral (Tabla 2.1). La calidad de los espectro´metros son disen˜ados
normalmente de manera que el espaciamiento entre bandas sea aproximadamente
igual al FWHM de la banda, lo cual explica por que´ el espaciamiento de bandas es
a menudo interpretado como la resolucio´n espectral (ENVI, 2009b).
La imagen utilizada en la presente investigacio´n pertenece al repositorio del pro-
yecto de biodiversidad financiado por KfW bankengruppe con las caracterı´sticas
mencionadas anteriormente y con fecha de captura 02 de febrero de 2010.
2.2. Descripcio´n del a´rea de estudio
La Estacio´n Central Naranjal esta´ ubicada en la Vereda La Quiebra, Municipio de
Chinchina´, Departamento de Caldas; con un a´rea aproximada de 200 ha. Las coor-
denadas son 04◦58’ 15” latitud norte, 75◦39’08” longitud oeste y altitud 1381 m, lo
cual corresponde geogra´ficamente a la cordillera central - vertiente occidental. Las
condiciones meteorolo´gicas del lugar son: 21,2◦C de temperatura media, 1523 ho-
ras/an˜o de brillo solar y 3568,1 mm/an˜o de precipitacio´n (Cenicafe´, 2011). El a´rea
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de intere´s se localiza en la parte oriental de la Estacio´n Central, abarcando un a´rea de
16,31 hecta´reas, donde en el recuadro superior se representa con una interpretacio´n
visual de coberturas a priori.
Figura 2.1: Localizacio´n de a´rea de estudio.
2.3. Firmas Espectrales
Una firma espectral es una curva de reflectancia hemisfe´rica (ρλ ) o reflectividad es-
pectral en un intervalo de longitud de onda especı´fico que refleja o emite una cober-
tura terrestre para su posterior caracterizacio´n. Esto es, los valores de reflectividad
corresponden a una proporcio´n adimensional entre el flujo radiante reflejado desde
una superficie y el flujo radiante incidente a e´sta.
Si bien, teo´ricamente las firmas espectrales pueden caracterizar objetos de la su-
perficie terrestre, juegan un papel importante en el proceso de captura experimental
y de campo junto con el ana´lisis posterior que conlleva para lograr determinar las
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longitudes de onda donde se cree que se puede discriminar frente a cubiertas espec-
tralmente similares. Sin embargo, algunos autores como Chuvieco S. (2002) sostiene
que en te´rminos de sensores remotos las coberturas terrestres no tienen un compor-
tamiento espectral u´nico y permanente que coincida con sus curvas de reflectividad
espectral medidas en campo. Y esto es en gran medida por influencia atmosfe´rica,
relieve, efeme´rides sate´lite-tierra-sol, entre otros.
2.3.1. Metodologı´a
Las mediciones de reflectancia hemisfe´rica fueron realizadas con un espectrora-
dio´metro de campo marca Apogee instruments R© EPP2000 PAR-NIR (Figura 2.2),
con rango de longitud de onda desde 350nm hasta 1000 nm de forma nominal, aun-
que luego de chequear los datos atı´picos y nulos se determino´ un rango efectivo
de 471nm a 897.5nm. El sensor posee un a´ngulo de visio´n de 30◦, un intervalo de
muestreo de 0.5 nm, con una precisio´n en la longitud de onda menor a 0.25 nm y
una estabilidad en el espectro electromagne´tico menor a 0.001 nm por ◦C. Este equi-
po es controlado por un software propietario llamado Spectrawiz R© mediante un
computador porta´til. Al iniciar las mediciones se debe calibrar el espectroradio´me-
tro a las condiciones de luz en aquel instante, es decir el flujo incidente instanta´neo,
pero antes de debe verificar que el software tenga configurados los coeficientes de
calibracio´n, los cuales los provee el fabricante y son especı´ficos para cada espectro-
radio´metro (Apogee, 2008).
Figura 2.2: Espectroradio´metro EPP2000 (izq.) y medicio´n (der.).
Inicialmente se ajusta el tiempo de integracio´n de acuerdo a las condiciones de
luminosidad presentes en el momento de hacer la medicio´n, el tiempo de integra-
cio´n funciona similar al obturador de una ca´mara fotogra´fica, controla la cantidad
de luz que captura el sensor, se gradu´a en un rango de 4 a 6500 ms. Un tiempo de
integracio´n muy alto satura las mediciones por encima de su rango mientras que,
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si es muy bajo las mediciones son muy de´biles y tienden a cero; el segundo paso
es tomar un punto de referencia oscuro cubriendo la cabeza sensora con un acceso-
rio adecuado, lo que equivale a llevar el equipo a ceros. Por u´ltimo se realiza una
calibracio´n con un blanco de referencia, que corresponde a una superficie que re-
fleja teo´ricamente el 100% del flujo radiante incidente. En el software se configura
al modo ”Transmittance”, el cual es matematicamente equivalente al porcentaje de
reflectancia en un pı´xel n, la diferencia radica en la distancia de medicio´n del objeto;
dado que para la reflectancia se recomienda que se ubique el sensor a una distancia
por encima de 5cm, mientras que para la transmitancia debe hacerse por debajo de
los 5cm.
Tn =
muestran−negrore fn
blancore fn−negrore fn ∗100
Teniendo en cuenta estudios anteriores como el de Lobo (2009), se realizo´ un
ana´lisis exploratorio ba´sico para conocer la variabilidad de cada espectro. Para ello,
se tomaron treinta repeticiones de cada especie vegetal asumiendo normalidad del
feno´meno. Luego a partir de las medidas de tendencia central, se calculo´ la cur-
va de error esta´ndar y la distribucio´n del 95% de los datos alrededor de la media,
para ası´ definir una cota superior de error esta´ndar permitida de un 5%. Tambie´n
se asumio´ que la media aritme´tica describe adecuadamente las firmas espectrales,
pero para lograr un error esta´ndar por debajo del 5% se requirieron tres repeticio-
nes de cada muestra y posteriormente calcular su promedio como firma espectral
representativa de la cobertura.
Eliminacio´n del continuo
Posteriormente se aplica una tecnica de tratamiento de firmas espectrales llamada
eliminacio´n del continuo, la cual se utiliza para normalizar el espectro de reflectan-
cia con el fin de comparar caracterı´sticas de absorcio´n individual bajo una lı´nea de
base comu´n. El contı´nuo es una envolvente convexa ajustada sobre la parte superior
de una curva espectral empleando segmentos de lı´nea recta que conectan los ma´xi-
mos locales de la curva. Los valores espectrales primero y u´ltimo se encuentran
sobre el casquete; de allı´ que la primera y u´ltima banda en la salida del contı´nuo
eliminado sean igual a 1. El continuo es removido al dividirlo en el espectro actual
para cada pı´xel en la imagen (ENVI, 2009c):
Scr =
S
C
Donde,
Scr: Espectro de eliminacio´n del contı´nuo.
S: Firma espectral.
C: Curva del contı´nuo.
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2.3.2. Resultados
En la figura 2.3 se representan las regiones sombreadas con su correspondiente firma
espectral medida en campo, complementada con la tabla 2.2 que enuncia las cober-
turas tal y como las identifican los administradores de la Estacio´n Central. No´tese
que en determinadas longitudes de onda algunas firmas espectrales superan la uni-
dad de reflectancia, esto es teo´ricamente refutable teniendo en cuenta la ecuacio´n
general de balance de radiacio´n, esto se presenta debido a: i) la variacio´n de brillo
solar con respecto a la calibracio´n inicial del espectroradio´metro, ii) una calibracio´n
inicial imprecisa, o iii) la transicio´n de estado y tipo de cultivos entre el tiempo de to-
ma de la imagen y captura de la firma espectral, es decir, anasincronismo. Dado que,
no fue posible repetir la medicio´n en campo, se decidio´ trabajar con todas las firmas
debido a que conservan la forma caracterı´stica de la vegetacio´n. De acuerdo a lo an-
terior, una alternativa es normalizar las firmas medidas asumiendo que el exceso de
reflectancia responde a un factor de escala vertical, como ya se ha mencionado.
Figura 2.3: A´reas medidas(izq.) con sus Firmas espectrales(der.).
Luego de aplicar la eliminacio´n del continuo se observa que el espectro resul-
tante es igual a 1 donde el contı´nuo y la firma coinciden, y es menor a 1 donde hay
caracterı´sticas de absorcio´n tal como lo muestra la figura 2.4. No´tese que para e´ste
ejemplo, alrededor de 550nm la curva del contı´nuo no tuvo en cuenta el ma´ximo
local (0,1 de reflectancia). Esto no siempre es ventajoso, dado que lo que busca la
eliminacio´n del contı´nuo es eliminar ruido, generando algu´n grado de concavidad
dentro de la curva espectral para evitar la generacio´n de un error, buscando aumen-
tar la probabilidad de identificar caracterı´sticas reales de absorcio´n y curiosamente
en este caso no lo es, sin embargo cada caso es diferente y no implica que todas las
curvas las calcule de esa manera.
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Tabla 2.2: Etiquetas de coberturas con firma espectral.
Clase Coberturas Clase Coberturas
E1 Pastos E12A Pla´tano
E2 Charrier E13 AS II
E3 Cafe´ 2007-2 Porte alto E14 Pastos altos
E4A Cafe´ 2007-2 Porte bajo E18 Cafe´ 2009-10
E7 85-6 E19A A´rea Libre
E8 Rastrojo E23 Cafe´ 2007-2 Porte alto
E9A A´rea libre E26 MG 6-62-63-64-65
E10 Cafe´ 2007-1 E27A Cafe´ 2005-4
E11 Cafe´ 2005-8 E29A Cafe´ 2000-10
Figura 2.4: Firma E10 y curva del contı´nuo (izq.), Firma E10 eliminado el contı´nuo
(der.).
La figura 2.5 representa las 18 firmas espectrales de la figura 2.3 (der.) norma-
lizadas eliminando el contı´nuo. Tal como se menciono´ anteriormente alrededor de
550nm (banda 2) hay una disparidad que se considera no muy relevante para cla-
sificar coberturas vegetales. Como se vera´ en el capı´tulo siguiente, los espectros del
contı´nuo removido son insumos fundamentales en el ajuste de coberturas espectra-
les (SFF), donde es muy importante seleccionar espectralmente los datos para aislar
la cobertura de intere´s.
2.4. Calibracio´n de Ima´genes
En la plataforma del sensor, las ima´genes son capturadas en 12 bits, sin embargo
durante el procesamiento en terreno se le aplican correcciones radiome´tricas que
permiten escalar las ima´genes en un rango dina´mico hasta 16 bits. El escalamien-
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Figura 2.5: Firmas espectrales normalizadas.
to es hecho con un factor que convierte los niveles digitales de los pı´xeles que
vienen directamente del sensor en valores directamente relacionados a radiancias
absolutas. La constante de escalamiento ha sido determinada durante la calibra-
cio´n radiome´trica absoluta del prelanzamiento para cada sensor en cada una de
sus bandas. El factor de conversio´n entre ND para algu´n pı´xel dado y la radian-
cia absoluta en Watt/m2sr−1µm−1 es ajustable, y es mostrado en el campo ”radio-
metricScaleFactor” para cada banda en el archivo auxiliar de metadatos XML que
esta´ asociado a la imagen(RapidEye, 2011). Para la imagen en cuestio´n, el factor es:
0.009999999776482582.
Para convertir el nivel digital (ND) de un pı´xel a radiancia, es necesario mul-
tiplicar el ND por el factor de escala radiome´trica para cada i-e´sima banda como
sigue:
RAD(i) = ND(i)∗Factor radiome´trico(i)
El valor resultante es la radiancia de un pı´xel determinado en la parte superior de la
atmo´sfera (TOA) en watts por estereoradia´n por metro cuadrado (W/m2srµm).
2.5. Correccio´n Atmosfe´rica
Las dos fuentes ma´s importantes de atenuacio´n ambiental son: la atenuacio´n de la
atmo´sfera causada por la dispersio´n y absorcio´n en la atmo´sfera, y la atenuacio´n
topogra´fica. Sin embargo, la correccio´n atmosfe´rica no siempre es necesaria para
ciertos tipos de clasificacio´n y deteccio´n de cambios. Resultados de ana´lisis teo´ricos
y empı´ricos indican que so´lo cuando los datos de entrenamiento de un lugar o tiem-
po deben ser extendidos a trave´s del espacio y/o tiempo, la correccio´n atmosfe´rica
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es necesaria para clasificacio´n de ima´genes y muchos tipos de deteccio´n de cambios
(Song et al., 2001); en otras palabras, la correccio´n atmosfe´rica no es necesaria siem-
pre que los datos de entrenamiento sean extraı´dos de la imagen y no sean importa-
dos desde otra imagen obtenida en otro lugar o tiempo. Mientras que la correccio´n
debe realizarse cuando se piensa extraer variables biofı´sicas como cuerpos de agua
y como en este caso vegetacio´n (Haboudane et al., 2002), la cual es correlacionada
con mediciones de un espectrorradio´metro in situ que genera datos de reflectancia
hemisfe´rica. Por ende, el objetivo de la correccio´n radiome´trica absoluta en te´rminos
de la imagen, es realizar la ”transformacio´n” de valores de brillo en los pı´xeles o ni-
veles digitales (ND) de la imagen, en pı´xeles escalados de superficie de reflectancia.
Y en te´rminos fı´sicos el objetivo es identificar los efectos de dispersio´n y absorcio´n
para una fecha especı´fica de la imagen, para cada banda y/o pı´xel; es allı´ cuando se
considera una imagen atmosfe´ricamente corregida.
2.5.1. FLAASH
Ana´lisis atmosfe´rico de lı´nea de vista ra´pida de hipercubos espectrales (FLAASH)
de ENVI R© es un mo´dulo avanzado de correccio´n atmosfe´rica basado en el algoritmo
de transferencia de radiacio´n MODTRAN4 desarrollado por Spectral Sciences Inc.,
bajo el patrocinio del U.S. Air Force Research Laboratory.
FLAASH se basa inicialmente en la ecuacio´n esta´ndar de radiancia espectral para
cada pı´xel del sensor, L, que aplica al rango de longitud de onda solar (emisio´n
termal es omitida) y superficies Lambertianas, planas o sus equivalentes.
L=
(
Aρ
1−ρeS
)
+
(
Bρe
1−ρeS
)
+La
donde:
ρ es la reflectancia en la superficie del pı´xel.
ρe es el promedio de la superficie reflectante para el pı´xel y una regio´n circundante.
S es el albedo esfe´rico de la atmo´sfera.
La es la radiancia de retorno dispersada por la atmo´sfera.
A y B son los coeficientes que dependen en las condiciones geome´tricas y atmosfe´ri-
cas pero no sobre la superficie.
Cada variable depende de la banda espectral de la imagen. El primer te´rmino en
la ecuacio´n corresponde a la radiancia que es reflejada desde la superficie y via-
ja directamente hacia el sensor, mientras que el segundo te´rmino corresponde a la
radiancia desde la superficie y es dispersada por la atmo´sfera hacia el sensor. La
diferencia entre ρ y ρe es radica en el efecto de adyacencia (mezcla espacial de ra-
diancia entre pı´xeles cercanos) causado por la dispersio´n atmosfe´rica. Los valores
de A,B,S y La son determinados a partir de ca´lculos de MODTRAN4 que utilizan los
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a´ngulos solar y de vista y la altitud media de la superficie de la captura, adema´s
de asumir cierto modelo atmosfe´rico, tipo de aerosol y rango de visibilidad. Los
valores de A,B,S y La son enteramente dependientes de la cantidad de la columna
de vapor de agua, el cual no es generalmente conocido y varı´a a lo largo de la es-
cena. Especı´ficamente, los promedios de radiancia son reunidos por dos conjuntos
de bandas: un conjunto de absorcio´n centralizado en una banda de agua (810nm -
830nm) y un conjunto de referencia de canales tomados justo alrededor de la banda
(770nm-790nm o´ 850nm-870nm).
Luego de corregir el contenido de agua, la ecuacio´n es resuelta para las reflec-
tancia en cada pı´xel y en cada banda. La solucio´n del me´todo involucra calcular
una imagen de radiancia promediada Le, desde la cual la reflectancia promediada
espacialmente ρe es estimada usando la ecuacio´n aproximada:
Le ≈
(
(A+B)ρe
1−ρeS
)
+La
El promedio espacial es desarrollado utilizando una funcio´n de punto de propa-
gacio´n que describe las contribuciones relativas a la radiancia del pı´xel desde los
puntos sobre el terreno en diferentes distancias desde la lı´nea directa de vista. Los
pı´xeles que contienen nubes deben ser removidos luego de calcular el promedio es-
pacial. Los pı´xeles con nubes son encontrados utilizando una combinacio´n de brillo,
proporcio´n de bandas y pruebas de vapor de agua (Matthew et al., 2000).
El modelo FLAASH incluye un me´todo para recuperar la cantidad estimada de
aerosol/neblina de a´reas oscuras en la imagen. El me´todo es basado en observacio-
nes de tasas casi fijas entre las reflectancias para dichos pı´xeles en 660 nm y 2100
nm (Kaufmann et al., 1997). FLAASH obtiene la cantidad de aerosol al iterar las
dos ecuaciones descritas anteriormente sobre una serie de rangos visibles. Para ca-
da rango visible, retorna el promedio de reflectancias entre 660nm y 2100nm para
los pı´xeles oscuros e interpola la mejor estimacio´n del rango visible haciendo coinci-
dir la proporcio´n con la proporcio´n promedio de aproximadamente 0,45 (Kaufmann
et al., 1997). Usando la estimacio´n del rango visible, FLAASH calcula una segunda
y u´ltima iteracio´n MODTRAN4 sobre el agua.
Para´metros
Como resultado de la calibracio´n de la imagen, los datos de radiancia se encuentran
en unidadesW/(m2∗sr∗µm). Sin embargo, FLAASH requiere radiancia en unidades
de µW/(cm2 ∗ sr ∗ nm). Dichas cantidades difieren en un factor de 10, las cuales se
deben realizar a trave´s de matema´tica de bandas. Tambie´n se requiere que los datos
sean almacenados de tipo BIL o BIP, para e´ste caso se utilizo´ BIL.
Una vez la imagen contenga la estructura adecuada, el siguiente paso es para-
metrizar el modelo utilizando: el contenido del archivo auxiliar de los metadatos de
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la imagen (...metadata.xml), realizando algunos ca´lculos inherentes de la imagen,
adema´s de otros datos que se obtienen de algunas tablas del modelo de acuerdo
al sensor que se esta´ utilizando tal como el modelo atmosfe´rico, de aerosol y de
retorno, el multiplicador de columna de agua y la visibilidad inicial (Tabla 2.3).
Tabla 2.3: Parametros del modelo FLAASH.
Para´metro Valor
Tipo de sensor RapidEye
Altitud del sensor (km) 630
Elevacio´n de terreno (km) 1,496
Taman˜o de pı´xel (m) 5
Centro de la imagen 4 53 6 N; 75 45 27,36 W
Fecha de vuelo 02-Feb-2010
Hora de vuelo GMT 16:23:03
Modelo atmosfe´rico Tropical
Modelo de aerosol Rural
Aerosol de retorno Ninguno
Factor de columna de agua 1
Visibilidad inicial (km) 40
Altitud de escala de aerosol (km) 1,5
Proporcio´n de mezcla de CO2 (ppm) 390
A´ngulo cenital 173 30 0,0
A´ngulo azimutal 97 50 23,99
Posterior a la correccio´n de la imagen se realizan ajustes de tipo de dato y escala
(1/10000) para conservar las mismas cantidades que genera el espectroradio´metro.
Cabe mencionar que no se presenta la imagen resultante, dado que visualmente no
presenta cambios significativos a sen˜alar.
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Capı´tulo 3
Procesamiento Digital de Ima´genes
Satelitales
El tratamiento de ima´genes satelitales incluye una etapa de preprocesamiento que
corresponde a las correcciones geome´tricas y radiome´tricas, e´sta u´ltima realizada
en el capı´tulo anterior, comprendiendo la calibracio´n y la correccio´n atmosfe´rica.
Una segunda etapa comprende la clasificacio´n, en este caso multiespectral, donde
es definida como el proceso de ordenar los pı´xeles en un nu´mero finito de clases
individuales, o categorı´as de datos, basados en sus niveles digitales. Si un pı´xel sa-
tisface cierto conjunto de criterios, el pı´xel es asignado a la clase que corresponde a
ese criterio. Los procesos de clasificacio´n son divididos en dos etapas, entrenamien-
to y clasificacio´n que usa una regla de decisio´n. El sistema computacional debe ser
entrenado para reconocer patrones en los datos a partir de un me´todo supervisado
o no supervisado (Geosystems, 2005). Para la presente investigacio´n, la clasificacio´n
es de tipo supervisada ya que es controlada por el analista a partir de informacio´n a
priori, es decir, las firmas espectrales de campo.
3.1. Correlacio´n de firmas espectrales
Para evaluar la coincidencia entre las firmas espectrales medidas en campo y la res-
puesta espectral en las cinco bandas de la imagen satelital se debe realizar un re-
muestreo espectral, es decir, volver a muestrear la reflectancia medida entre 471nm
a 897.5nm de acuerdo a la funcio´n de filtro de respuesta instrumental que provee
RapidEye R© para que coincida con la resolucio´n espectral y el muestreo del espectro
que genera la imagen del sensor tal como se muestra en la figura 3.1. Esta compa-
racio´n es u´til para medir la cercanı´a de las firmas de la imagen con las medidas en
campo como un simple ejercicio de inspeccio´n, teniendo en cuenta que las firmas se
normalizan en el proceso de clasificacio´n.
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Figura 3.1: Firma espectral de pastos-E1 y su Remuestreo.
Luego se calcula la matriz de correlacio´n de la imagen para realizar una primera
inspeccio´n de los datos (Tabla 3.1), indicando que las bandas 3 y 5 presentan la
menor correlacio´n seguido de las bandas 1 y 5. Adema´s una revisio´n transversal
supone que la banda 5 presenta la menor correlacio´n con respecto a las otras bandas,
lo cual puede evidenciarse en el histograma de frecuencias de la imagen (Figura 3.2).
En contraposicio´n las bandas 1 y 3 toman valores muy cercanos validando ası´ el
ma´ximo valor de correlacio´n de la tabla 3.1.
Figura 3.2: Diagrama de frecuencias de valores digitales de la imagen.
Posteriormente se construyen las ”elipses” de dispersio´n a partir de las regiones
medidas en campo utilizando un plano cartesiano donde la banda 3 esta en el eje x
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Tabla 3.1: Matriz de correlacio´n de la imagen.
Correlacio´n B1 B2 B3 B4 B5
B1 1,000000 0,882769 0,915363 0,690715 -0,159842
B2 0,882769 1,000000 0,892211 0,887452 0,074553
B3 0,915363 0,892211 1,000000 0,740576 -0,218613
B4 0,690715 0,887452 0,740576 1,000000 0,374429
B5 -0,159842 0,074553 -0,218613 0,374429 1,000000
y la banda 5 en el eje y, con el fin de evidenciar rangos de longitudes de onda donde
se distribuyen y seguramente se intersectan algunas regiones (Figura 3.3). Sin em-
bargo, aunque no sea sencillo identificar los conglomerados si se pueden observar
puntos dispersos en la imagen izquierda, lo que significa precisamente las intersec-
ciones con otros pı´xeles en dichas bandas.
Figura 3.3: Coberturas(izq.) y dispersio´n de bandas 3 y 5(der.).
3.2. Clasificacio´n
Como se menciono´ al inicio del capı´tulo, la clasificacio´n es de tipo supervisada don-
de las clases de entrenamiento corresponden a las firmas espectrales medidas en
campo. Lo que se busca es evaluar la ”representatividad” de las firmas de campo,
utilizando un modelo de coincidencia entre espectros (imagen-campo) basado en
los pı´xeles. En respuesta a los resultados del modelo mencionado, se ejecutara´ una
te´cnica de clasificacio´n basada en objetos.
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3.2.1. Ajuste de coberturas espectrales (SFF)
El modelo de ajuste de coberturas espectrales (SFF) fue creado para comparar el
ajuste de espectros de la imagen con un espectro de referencia utilizando una te´cni-
ca de mı´nimos cuadrados. SFF es una metodologı´a basada en la absorcio´n de cober-
turas, donde los espectros de referencia son escalados para coincidir con el espectro
de la imagen despue´s de que el contı´nuo es eliminado en ambos conjuntos de datos
(Clark et al., 1990, 1991).
Como se menciono´ anteriormente, las clases de entrenamiento que son las fir-
mas espectrales medidas en campo requieren dos procesos previos a la ejecucio´n
del modelo SFF. El primero es el remuestreo de cada firma que se enuncio´ al inicio
del capı´tulo como un proceso de inspeccio´n (Figura 3.1), y el segundo es la nor-
malizacio´n de los espectros utilizando eliminacio´n del contı´nuo, enunciado en el
capı´tulo anterior (Figura 2.5). El segundo proceso se ha realizado de forma gene´rica
para las firmas medidas en campo pero se debe buscar su cohesio´n con la imagen
especı´fica, que es RapidEye R© (Figura 3.4). Dicha concordancia se evalu´a teniendo en
cuenta principalmente, la resolucio´n espectral de la imagen y su espaciamiento de
muestreo, con el rango efectivo del espectroradio´metro.
Figura 3.4: Firmas remuestreadas(izq.) y normalizadas(der.).
Al realizar una inspeccio´n gra´fica entre la respuesta espectral de campo y el es-
pectro de la imagen, se evidencio´ la aproximacio´n de firmas de campo con respecto
a las de la imagen, aunque en general en la banda cinco se presenta una distancia
relevante (Figura 3.5), sin embargo solamente las coberturas E10 y E14 cuentan con
una aproximacio´n relevante con respecto a las dema´s (Figura 3.6). De igual manera
en el proceso de clasificacio´n se emplea el mayor nu´mero de bandas posible, que en
este caso son cinco, debido a que el modelo SFF necesita mı´nimo tres bandas y se
esta´ asociando con un espectro de campo comparativamente amplio.
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Figura 3.5: Firmas de la imagen E4(izq.), Firmas campo-imagen(der.).
Figura 3.6: Firmas de la imagen y campo de cobertura E10.
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Resultados
Al correr el modelo SFF con 18 espectros de entrenamiento utilizando una ma´scara
con la delimitacio´n de las 18 regiones conocidas en campo, el resultado es una ima-
gen de 18 bandas en escala de grises correspondientes a cada una de las firmas de
campo, que representan un ajuste combinado, es decir, el cociente entre la escala de
ajuste y el error medio cuadra´tico (Scale/RMS). Valores de ajuste ma´s altos indican
mejor coincidencia del espectro de referencia. Posteriormente, se define una regla
de decisio´n para cada clase, asociando un umbral de valor mı´nimo de reflectancia,
dependiendo del comportamiento del histograma de la imagen SFF para la clase en
cuestio´n.
En la figura 3.7 se muestra el resultado del algoritmo SFF para cada uno de los 18
espectros representados en una imagen unibanda, donde se delimita en rojo su re-
gio´n correspondiente, de esta manera los valores ma´s oscuros representan el mejor
ajuste versus su error medio cuatra´tico. El siguiente paso es definir las reglas del cla-
sificador, las cuales se parametrizan a trave´s de un umbral mı´nimo de decisio´n para
cada clase de entrenamiento. El procedimiento se basa en el histograma de cada una
de las bandas de la imagen SFF (Figura 3.8), es decir de las clases de entrenamiento,
en el cual se elige un valor de ajuste (Scale/RMS) a partir del cual se descartan los
pı´xeles con ND menor a e´ste umbral y se toman los pı´xeles con ND mayor a dicho
umbral. Para elegir el valor de umbral se despliegan los pı´xeles de un umbral inicial
sobre la capa de delimitacio´n real de las coberturas, para ası´, ajustar a trave´s del en-
sayo y error los pı´xeles que se agrupan realmente en la clase que se esta´ evaluando
o si es un falso positivo de la clasificacio´n. Por ejemplo, luego de aplicar un umbral
de valor 45 a la banda E1 se evidencia la discriminacio´n de las coberturas E1 y E18
(Figura 3.9), incluyendo algu´n ruido que ma´s adelante se resolvera´ en gran medi-
da. No´tese que las bandas SFF relacionadas con las coberturas E26 y E29 presentan
un ajuste heteroge´neo y disperso que no discrimina alguna o algunas coberturas en
particular y por ello no fue posible encontrar un umbral adecuado. Por consiguien-
te, para no agregar ruido se excluyeron de la clasificacio´n global y por esta razo´n se
presentan los 16 histogramas restantes.
Ejecutando este mismo proceso para el resto de las bandas (16 espectros), se en-
contro´ que pocas firmas clasifican la regio´n correspondiente, algunas no clasifican
bien y otras clasifican bien pero otras regiones que no le corresponden; de igual ma-
nera, se construye la tabla correspondiente a los umbrales de decisio´n, esto es, el
insumo del clasificador que genera la imagen de clases (Tabla 3.2).
El clasificador asigna los pı´xeles de ma´ximo valor definidos por el umbral de
cada banda, obteniendo una imagen de clasificacio´n (Figura 3.10).
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Figura 3.7: Modelo SFF para cada una de las bandas.
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Figura 3.7: Modelo SFF para cada una de las bandas (continuacio´n).
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Figura 3.8: Histogramas del modelo SFF para cada una de las coberturas.
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Figura 3.9: Umbral de la banda E1: Regio´n E1 (izq.), Regio´n E18 (der.).
Figura 3.10: Clasificacio´n de imagen.
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Tabla 3.2: Umbrales de la regla de decisio´n.
Clase Umbral Clase Umbral
E1 45 E11 25
E2 20 E12A 7
E3 28 E13 20
E4A 42 E14 19
E7 35 E18 27
E8 22 E19A 12,5
E9A 29 E23 35
E10 14 E27A 15
3.2.2. Evaluacio´n de la exactitud tema´tica
Con el fin de medir la calidad de clasificacio´n, se creara´n dos matrices de confu-
sio´n. La primera se calculara´ sobre la imagen obtenida del clasificador con las reglas
de decisio´n (Figura 3.10); la segunda se calculara´ sobre la imagen de clasificacio´n
refinada con el ana´lisis de mayorı´a, tamizado y agrupacio´n (Figura 3.13).
Una matriz de confusio´n permite evaluar la clasificacio´n, comparando el resul-
tado de la clasificacio´n con la informacio´n verdadera del terreno, mediante el uso
de regiones de intere´s que delimitan verdaderamente las coberturas en terreno. Pa-
ra ello se conforman los pares coincidentes de la regio´n de terreno verdadera y su
respectiva clase obtenida. Un reporte presenta la exactitud tema´tica global, el coefi-
ciente kappa, la matriz de confusio´n, los errores de exceso o inclusio´n (Porcentaje de
pı´xeles adicionales en la clase), errores de omisio´n o exclusio´n (Porcentaje de pı´xeles
que quedaron fuera de la clase), la exactitud del productor y la exactitud del usuario
para cada clase (ENVI, 2009c).
Matriz de Confusio´n (I)
Cada columna de la matriz de confusio´n representa un clase verdadera de terreno y
los valores en la columna corresponden al etiquetado de la imagen de clasificacio´n
de los pı´xeles verdaderos de terreno. Los pı´xeles clasificados correctamente en cada
clase, son aquellos que se encuentran en cada posicio´n de la diagonal de la matriz
(Tabla 3.3).
Observando la diagonal principal de la matriz de confusio´n (valores en negrita),
se nota que las clases E1 y E4 son aquellas que tienen el mayor nu´mero de pı´xeles
clasificados correctamente con respecto a las dema´s clases, seguido por la clase E9
y de´bilmente clasificadas las clases E11, E23 y E13 sucesivamente. Esta coincidencia
de las seis clases con respecto a las dieciseis se evidencia con los bajos valores del
ı´ndice de exactitud tema´tica global y el coeficiente κ .
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Tabla 3.3: Matriz de confusio´n resultado del clasificador.
Pı´xeles verdaderos en campo
Class E1 E2 E3 E4 E7 E8 E9 E10 E11 E12 E13 E14 E18 E19 E23 E27 Total
Unclass 31 1 12 292 9 0 4 16 35 73 285 17 6 28 179 12 1000
Fit E1 27 7 13 13 4 4 5 4 3 8 28 9 21 2 13 0 161
Fit E2 0 0 0 7 0 0 0 0 2 0 5 0 0 1 8 2 25
Fit E3 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 2
Fit E4 19 1 15 27 2 3 2 22 4 8 68 12 23 36 39 1 282
Fit E7 5 0 2 1 0 1 0 2 0 0 1 6 2 0 0 0 20
Fit E8 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 3
Fit E9 26 13 11 46 26 2 15 2 2 5 31 22 9 0 63 0 273
Fit E10 0 0 2 1 10 0 5 0 0 0 0 0 0 0 3 0 21
Fit E11 0 0 0 13 0 0 0 0 4 18 141 0 0 0 4 2 182
Fit E12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Fit E13 0 1 0 0 3 0 6 0 0 0 1 0 0 4 6 0 21
Fit E14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Fit E18 0 0 1 32 0 0 0 1 19 1 72 0 0 3 12 8 149
Fit E19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Fit E23 5 0 3 2 1 0 0 3 0 1 5 2 4 2 3 0 31
Fit E27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Total 113 23 59 434 55 10 37 50 69 114 640 70 65 76 330 25 2170
La exactitud tema´tica global es calculada al sumar el nu´mero de pı´xeles clasifi-
cados correctamente y dividirlos por el nu´mero total de pı´xeles. Exactitud tema´tica
Global = (77/2170) = 3,5484%
El coeficiente kappa (κ) es otra medida de la exactitud de la clasificacio´n. La
expresio´n para su ca´lculo se especifica en (Jensen, 2005). Su interpretacio´n se deter-
mina de acuerdo a los siguientes rangos: κ > 0,8 representa una clasificacio´n muy
buena; valores de κ entre 0,4 y 0,8 definen una clasificacio´n moderada, y menores a
0,4 significa una clasificacio´n pobre (Landis and Koch, 1977). κ = -0,0072 = -0,7%
Este valor de κ implica una clasificacio´n general sumamente pobre.
La diferencia entre la exactitud tema´tica global y κ , esta´ en que la exactitud
tema´tica global solo tiene en cuenta la diagonal principal de la matriz de confu-
sio´n, excluyendo los errores de exceso y omisio´n. Mientras que, el coeficiente kappa
incorpora los elementos fuera de la diagonal principal como un producto de filas y
columnas marginales (Jensen, 2005).
La exactitud del productor es una medida que indica la probabilidad que el cla-
sificador haya etiquetado un pı´xel de una imagen en la clase A dado que en realidad
en terreno es la clase A. La exactitud del usuario es una medida que indica la pro-
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babilidad de que un pı´xel sea de la clase A dado que el clasificador ha etiquetado el
pı´xel en la clase A.
Los errores de exceso representan pı´xeles que pertenecen a otra clase, pero esta´n
etiquetados como pertenecientes a la clase de intere´s. Los errores de exceso son mos-
trados en las filas de la matriz de confusio´n. Los errores de omisio´n representan
pı´xeles que pertenecen a las clases verdaderas de terreno pero que la te´cnica de cla-
sificacio´n ha fallado para clasificarlas en la clase propia. Los errores de omisio´n son
mostrados en las columnas de la matriz de confusio´n.
La tabla 3.4, que relaciona la exactitud y los errores marginales de la clasificacio´n,
permite notar que la clase E9 tiene un 40,54% de pı´xeles bien clasificados, seguida
de la clase E1 con un 23,89% (Exactitud del productor). Contrariamente, el sistema
identifico´ el 83,23% de los pı´xeles como de la clase E1, pero se encuentran distri-
buidos en otras clases, y analogamente con la clase E9, el 94,51% de pı´xeles que
quedaron fuera de la clase verdadera de terreno.
Tabla 3.4: Exactitud y error de la clasificacio´n.
Exactitud (%) Error (%)
Clase Productor Usuario Omisio´n Exceso
E1 23,89 16,77 76,11 83,23
E2 0 0 100 100
E3 0 0 100 100
E4 6,22 9,57 93,78 90,43
E7 0 0 100 100
E8 0 0 100 100
E9 40,54 5,49 59,46 94,51
E10 0 0 100 100
E11 5,8 2,2 94,2 97,8
E12 0 0 100 0
E13 0,16 4,76 99,84 95,24
E14 0 0 100 0
E18 0 0 100 100
E19 0 0 100 0
E23 0,91 9,68 99,09 90,32
E27 0 0 100 0
Es importante notar que el clasificador no encontro´ una correspondencia con
las clases E12, E14, E19 y E27, esto significa que coincidieron doce clases, de las
cuales seis obtuvieron pı´xeles de clasificacio´n correcta. Dado que, es evidente el bajo
porcentaje de clasificacio´n total, esto es, una dispersio´n de pı´xeles en las clases, se
opta por refinar la clasificacio´n utilizando operadores morfolo´gicos, focalizando las
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clases que realmente sean verdaderos positivos.
Ana´lisis de Mayorı´a
El ana´lisis de mayorı´a se utiliza para cambiar pı´xeles espurios dentro de una gran
clase. Para ello, se define un taman˜o de kernel, con el cual, el pı´xel central del kernel
es reemplazado con el valor de la clase que la mayorı´a de los pı´xeles en el kernel tie-
ne (ENVI, 2009c). Se ejecuta un ana´lisis de mayorı´a seleccionando las 16 categorı´as
con un kernel de taman˜o 3x3 y peso del pı´xel central igual a 1. El peso del pı´xel
central es la significancia utilizada para determinar cuantas veces la clase del pı´xel
central es contabilizada cuando se debe determinar cual clase esta´ en la mayorı´a.
Se puede apreciar visualmente, que ha mejorado la distribucio´n de las clases y
con ello descarto´ la clase E2 (Figura 3.11).
Figura 3.11: Ana´lisis de mayorı´a sobre la imagen clasificada.
Tamizado de clases
El tamizado de clases resuelve el problema de pı´xeles aislados en una imagen de
clasificacio´n, eliminando los pı´xeles aislados usando agrupacio´n de burbujas. E´ste
operador busca los pı´xeles cuatro u ocho vecinos para determinar si un pı´xel es
agrupado con pı´xeles de la misma clase. Si el nu´mero de pı´xeles en una clase que
son agrupados es menor que el valor que se ingresa, aquellos pı´xeles se eliminan de
la clase (ENVI, 2009c).
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Se utilizan las 16 clases de informacio´n definidas con un umbral de agrupacio´n
mı´nimo igual a 6 y con 4 vecinos. Al tamizar la imagen, se descartan las clases E3,
E7, E8, E13 y E23 (Figura 3.12).
Figura 3.12: Tamizado sobre el ana´lisis de mayorı´a.
Agrupacio´n de clases
E´ste me´todo agrupa las a´reas adyacentes similares que fueron clasificadas. Las
ima´genes clasificadas a menudo sufren de una falta de coherencia espacial, tales
como manchas o huecos en a´reas clasificadas, ası´ que, para corregir este problema
se ejecuta la operacio´n de dilatacio´n y luego un operador de erosio´n utilizando un
kernel de taman˜o especificado, para reemplazar pı´xeles negros. Ma´s informacio´n
ver (ENVI, 2009c).
De nuevo se utilizan las 16 clases con un taman˜o de operador de 3 filas y 3 co-
lumnas (Figura 3.13). Con este proceso no se descartan clases y en vez de ello, se
reafirman las clases E1, E4, E9, E10, E11 y E18.
Matriz de Confusio´n (II)
Luego de aplicar los operadores morfolo´gicos y calcular la matriz de correlacio´n so-
bre la imagen resultado se observa que, la exactitud tema´tica global es de (55/2170)
= 2,5346%, esto indica que disminuye con respecto a la anterior, mientras que, el
coeficiente κ = 0,0011 = 0,11%, muestra que hay un aumento, esto se debe a que
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Figura 3.13: Agrupacio´n sobre el tamizado.
e´ste u´ltimo tiene en cuenta la marginalidad de los datos. Finalmente, se aceptan los
procesos de refinacio´n de la imagen ya que, permitieron eliminar pı´xeles espurios
o dispersio´n de ruido en la clasificacio´n, a la vez que se consolidaron las clases E1
y E9 como coincidentes en el proceso completo de clasificacio´n, con exactitud del
productor del 26,55% y 67,57% respectivamente (Tabla 3.5).
Otra aplicacio´n al coeficiente kappa es la comparacio´n de dos matrices similares,
es decir, que contienen categorı´as ide´nticas, para determinar si son significantemen-
te diferentes (Jensen, 2005).
Al comparar los dos coeficientes κ , se evidencia el avance en el ajuste de cla-
sificacio´n sobre las dos clases, luego de refinar la clasificacio´n inicial, utilizando la
combinacio´n de los operadores morfolo´gicos.
3.2.3. Discusio´n
Dado que, a partir de los objetivos de la presente investigacio´n, se planteo´ obtener
una buena segmentacio´n a partir de la clasificacio´n de la imagen y con ello hallar
una aproximacio´n en el ca´lculo de a´reas cafeteras, ası´ como la relevancia de la cla-
sificacio´n; se obtuvieron resultados importantes en te´rminos de la metodologı´a de
correlacio´n de espectros, cumpliendo ası´ el primer objetivo especı´fico, y teniendo en
cuenta que no hay precedentes de este tipo de trabajo, se reconocen los resultados no
positivos o endebles, los cuales implican un proceso minucioso de experimentacio´n
futura que conlleve a mejorar la herramienta de captura de espectros en campo y su
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Tabla 3.5: Exactitud tema´tica y error de la clasificacio´n ajustada.
Exactitud (%) Error (%)
Clase Productor Usuario Omisio´n Exceso
E1 26,55 54,55 73,45 45,45
E2 0 0 100 0
E3 0 0 100 0
E4 0 0 100 100
E7 0 0 100 0
E8 0 0 100 0
E9 67,57 15,43 32,43 84,57
E10 0 0 100 100
E11 0 0 100 100
E12 0 0 100 0
E13 0 0 100 0
E14 0 0 100 0
E18 0 0 100 100
E19 0 0 100 0
E23 0 0 100 0
E27 0 0 100 0
posterior validacio´n. Pese a que se esperaba una clasificacio´n muy buena y con ello
obtener la segmentacio´n asociada como insumo de la fase siguiente, se evaluo´ una
te´cnica flexible de aplicar con el fin de continuar con la construccio´n del ana´lisis
topolo´gico que sera´ descrita a continuacio´n.
3.2.4. Segmentacio´n basada en objetos
Tradicionalmente las te´cnicas de clasificacio´n de ima´genes de sensores remotos son
basadas en los pı´xeles, es decir, la informacio´n espectral en cada pı´xel es usada para
clasificar la imagen. Tal como lo menciona (Herold et al., 2003), existe una comple-
jidad espectral en los resultados de materiales de coberturas urbanas conllevando
a limitaciones especı´ficas utilizando ana´lisis por pı´xeles para la separacio´n de ma-
teriales construı´dos por el hombre tales como vı´as y techos, adema´s de coberturas
tales como vegetales, suelos y agua, siendo e´stas u´ltimas el foco de e´sta investiga-
cio´n.
Con el apoyo del software ENVI EX R© y su mo´dulo ”Feature Extraction”, el cual
segmenta y extrae informacio´n de ima´genes multiespectrales o pancroma´ticas de
alta resolucio´n bajo la te´cnica de clasificacio´n basada en objetos, se ha realizado el
proceso de segmentacio´n en regiones de pı´xeles, ca´lculo de atributos de cada regio´n
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generada por los operadores para crear conjuntos de objetos y ası´ evaluar carac-
terı´sticas de las regiones de intere´s. El flujo de trabajo consiste en general de dos
pasos: Bu´squeda de objetos y extraccio´n de caracterı´sticas. El modelo de bu´squeda
de objetos se encuentra dividido en cuatro pasos: Segmentar, fusionar, refinar y cal-
cular atributos. Cuando se ha realizado la bu´squeda de objetos se ejecuta la tarea de
extraccio´n de caracterı´sticas, la cual consiste de clasificacio´n basada en reglas o su-
pervisada para luego exportar los resultados de clasificacio´n a archivos vectoriales,
por ejemplo shapefiles, y/o ima´genes raster (ENVI, 2009a). Sin embargo, de acuerdo
a los intereses de la investigacio´n solo fue necesario el primer paso de bu´squeda de
objetos, debido a que, como se vera´ en el siguiente capı´tulo lo que se busca es ob-
tener caracterı´sticas independientes de me´tricas que son precisamente aquellas que
calcula el modelo mencionado.
Segmentacio´n
La segmentacio´n es el proceso de particionar una imagen en segmentos conexos
por grupos de pı´xeles vecinos con niveles digitales similares (brillo, textura, color,
etc). Dichos segmentos corresponden idealmente a objetos del mundo real. Como
para´metros de entrada se deben definir, la(s) banda(s) de la imagen que se utilizara´n
para el ca´lculo y el nivel de escala o de ”agregacio´n” de los objetos que se creara´n. En
este caso se utilizaron las cinco bandas de la imagen y un nivel de escala igual a 55, el
cual fue obtenido a partir del ajuste en el ensayo y error de manera visual, tomando
como referente la alinderacio´n de lotes que se realizo´ en el trabajo de campo inicial
(Figura 3.14). Se debe tener en cuenta que, a menor valor de escala la segmentacio´n
es ma´s gruesa, es decir menor nu´mero de lotes y esto puede ocasionar una sub-
segmentacio´n, mientras que si la escala es ma´s alta la segmentacio´n es ma´s fina
y puede reflejarse una sobre-segmentacio´n. E´ste valor de 55 representa una sobre-
segmentacio´n debido a que en los siguientes pasos de fusio´n, se espera un mejor
ajuste de los objetos existentes en campo.
Fusio´n de Segmentos
La operacio´n de fusio´n es un paso opcional utilizada para agregar segmentos pe-
quen˜os en otros ma´s grandes, como en a´reas con texturas tales como a´rboles, nu-
bes o campos, donde la sobresegmentacio´n puede ser un problema. Este operador
puede ser una buena opcio´n en caso de buscar mejorar la delineacio´n de lı´mites
arbo´reos. La escala utilizada fue un valor de 70 (Figura 3.15).
Finalmente, se obtiene una imagen segmentada en 56 componentes conexas (Fi-
gura 3.16). Luego de validar la segmentacio´n de objetos en campo se nota que puede
ser mucho ma´s detallada que la interpretacio´n inicial, debido a la variabilidad de
cultivos transitorios y la dificultad de acceso a a´reas de especies forestales, pero ello
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Figura 3.14: Segmentacio´n a escala 55.
Figura 3.15: Fusio´n de segmentos a escala 70.
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no implica que sea ma´s precisa, dado que en algunas zonas es ma´s fina y en otras es
ma´s gruesa, esto obliga a balancear el valor de escala.
Figura 3.16: Imagen clasificada por objetos.
Capı´tulo 4
Topologı´a Digital
La palabra topologı´a, literalmente, significa el estudio de la posicio´n o localizacio´n.
La topologı´a es el estudio de las formas, incluyendo sus propiedades, deformaciones
aplicadas a ellas y el mapeo de funciones entre ellas. La topologı´a digital se define
como el estudio de las relaciones topolo´gicas en una imagen digital, la cual contiene
un arreglo rectangular de pı´xeles finitos que es modelado mediante el plano digital
(Adams and Franzosa, 2007). A continuacio´n se definira´n los conceptos ba´sicos que
permitira´n construir formalmente una base topolo´gica que representa una imagen
segmentada y a partir de ella, se enuncian algunas propiedades que logran caracte-
rizar regiones y representar ima´genes multiespectrales.
4.1. Base Topolo´gica
En el procesamiento del conjunto de la imagen digitalΠ⊂Z2 es necesario definir las
posiciones de los niveles digitales representados en los pı´xeles, las cuales se ubican
comu´nmente en parejas ordenadas (x,y), donde 0≤ x≤ m, 0≤ y≤ n.
Definicio´n 4.1.1. Los 4-vecinos de (x,y) son sus cuatro vecinos horizontales y verti-
cales (x±1,y) y (x,y±1) (Rosenfeld, 1979).
Definicio´n 4.1.2. Los 8-vecinos de (x,y) se componen de sus 4-vecinos junto con sus
cuatro vecinos diagonales (x+1,y±1) y (x−1,y±1) (Rosenfeld, 1979).
Definicio´n 4.1.3. El conjunto B = {P ∈Π | P tiene dos o tres4-vecinos} o equivalen-
temente, B = {P ∈Π | P tiene tres o cinco8-vecinos} se denomina el borde de la ima-
gen Π.
De aquı´ en adelante se mencionara´ la caracterı´stica 4− u 8− como k−.
Definicio´n 4.1.4. Si dos pı´xeles son k−vecinos, se les llaman k-adyacentes (Rosenfeld,
1979).
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Definicio´n 4.1.5. Dado Π, se define la siguiente relacio´n de equivalencia en Π : x∼ y
si existe un subespacio conexo de Π que contiene a ambos puntos. Las clases de
equivalencia se denominan componentes conexas de Π.
Se examina que la relacio´n es de equivalencia; x∼ x dado que existe un subespa-
cio conexo que contiene a x, si x∼ y existe un subespacio conexo que contiene a x y a
y, claramente tambie´n contiene a y y a x. Si A es un subespacio conexo que contiene
a x y a y, y B es un subespacio conexo que contiene a y y a z, entonces A∪B es un
subespacio que contiene a x y a z que adema´s es conexo pues A y B tienen el punto y
en comu´n.
A continuacio´n se presenta la definicio´n de particio´n conocida en teorı´a de con-
juntos pero desde el punto de vista topolo´gico y se demuestra que satisface la rela-
cio´n de equivalencia anterior.
Teorema 4.1.1. Las componentes k-conexas de Π son subespacios disyuntos conexos de Π
cuya unio´n es Π, tales que cada subespacio conexo de Π no trivial interseca so´lo a una de
ellas.
Demostracio´n. Dado que es una relacio´n de equivalencia donde cada componente es
una clase, por definicio´n son disyuntas y su unio´n es el espacioΠ. Sea A un subespa-
cio conexo de Π y sean C1 y C2 componentes de Π, tomando x1 ∈C1 y x2 ∈C2 luego
si A intersecta a las dos componentes se tiene por definicio´n que x1 ∼ x2, entonces
C1 =C2, esto es, A intersecta u´nicamente a una componente. Por otra parte, sea x0 un
punto fijo deC; para cada punto x∈C, se tiene que x∼ x0 por lo anterior, luego existe
un subespacio Ax que contiene a ambos puntos. Como Ax ⊂C y al comprender todos
los x se tiene que C =
⋃
x∈CAx. Finalmente, como los subespacios Ax son conexos y
tienen al punto x0 en comu´n, se tiene que C es conexo. 
Una definicio´n alterna junto con su teorema de particio´n empleando el concepto
de camino, la conexidad local y un teorema que las concilia para ofrecer argumentos
matema´ticos que definen operaciones sobre ima´genes binarias, tales como: adelga-
zamiento, bu´squeda de bordes, contraccio´n y crecimiento de regiones, entre otras
operaciones morfolo´gicas.
Definicio´n 4.1.6. Sean p y q pı´xeles de Π. Un k-camino de p a q se define como una
sucesio´n de pı´xeles p= p0, p1, . . . , pn = q tal que pi es un k−vecino de pi−1, 1≤ i≤ n.
Ma´s au´n, un k-camino es una aplicacio´n continua f : [a,b]→ Π de algu´n intervalo
cerrado de la recta de los nu´meros enteros en Π, de modo que f (a) = p y f (b) = q.
Definicio´n 4.1.7. Sean p y q elementos (pı´xeles) de Π. Se dice que son k-conexos en Π
si existe un camino de p a q consistiendo solamente de puntos de Π.
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Definicio´n 4.1.8. Dado Π se define la relacio´n de equivalencia sobre Π : x ∼ y si
existe un k−camino en Π uniendo x con y (pı´xeles de Π). Las clases de equivalencia
se denominan componentes k-conexas de Π. Si Π tiene una u´nica componente (orden
uno), entonces es llamado k-conexo.
Definicio´n 4.1.9. La u´nica componente del complemento deΠ que contiene el borde
de Π es llamado el fondo de Π; todas las otras componentes, si existen, son llamadas
huecos en Π. Si Π no tiene huecos, es llamado simplemente conexo (Rosenfeld, 1979).
Es posible simplificar el conjunto de parejas ordenadas de posicio´n al conjunto
Z+∪{0}, mediante el recorrido en orden ascendente a lo largo de las filas de izquier-
da a derecha (Ver ejemplo en la figura 4.1).
Figura 4.1: Indexacio´n de pı´xeles.
Sea H el conjunto de los ı´ndices de posicio´n de la imagen Π, m el nu´mero de filas
y n el nu´mero de columnas de la imagen. Ası´ se define el conjunto:
H = {h ∈Π | 0≤ h< mxn}
4.1.1. Topologı´a Particio´n
A partir de la segmentacio´n de la imagen descrita en el capı´tulo anterior, se esta-
blecen etiquetas de nu´meros enteros positivos para cada una de las regiones discri-
minadas en la imagen, las cuales generan una particio´n de subconjuntos disyuntos
que pueden ser conexos pero que en segmentaciones cartogra´ficas son comunmente
repetidos o mu´ltiples (disconexos de una misma clase). Por tal razo´n se empleo´ un
clasificador de objetos que define clases 4−conexas no repetidas como en el ejem-
plo de la figura 4.2, sin embargo debe tenerse en cuenta que con otro clasificador
se puede generalizar a clases 8−conexas y para el caso de la multiplicidad es posi-
ble superarla almacenando las colecciones de conjuntos k−conexos que representen
una misma etiqueta en la imagen pero matema´ticamente se asume la independencia
de las componentes k−conexas.
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Figura 4.2: Etiquetas de segmentacio´n.
Teorema 4.1.2. Teniendo en cuenta las componentes conexas enunciadas en la definicio´n
4.1.5, y el teorema 4.1.1. La coleccio´n de componentes conexas inducen una particio´n sobre
el conjunto Π. Dicha coleccio´n constituye una base B que genera la topologı´a particio´n τB
sobre Π.
Demostracio´n. Para comprobar que B es una base que genera a τB se deben probar
dos condiciones:
1. La unio´n de elementos de B coincide con Π.
Cada B ∈B corresponde a una clase de equivalencia y por definicio´n la unio´n
de las clases de equivalencia es igual al conjunto total, que es precisamente lo
que afirma el teorema 4.1.1.
2. Para cualquier B1,B2 ∈B, si x∈B1∩B2 entonces ∃B3 ∈B tal que x∈B3⊂B1∩B2.
Como cada par de componentes conexas distintas son disyuntas, si x ∈ /0 la
implicacio´n se satisface vacı´amente.

De acuerdo a la figura 4.2, una base 4−conexa que genera a τ es:
B=
{{0,6,7,12},{1},{2},{3,9,10,11,17},{4,5},{8},{13,14,20,21,27,28,34},{18},
{15,16,22,23},{19,24,25,26,30,31},{29,35},{32},{33}}
Es interesante evidenciar que cada elemento de τ , es decir, cada componente
de la particio´n es un conjunto abierto y cerrado simulta´neamente. Dado que un
subconjunto de X es abierto si y solo si es una union de elementos de la particio´n y
entonces su complemento es tambie´n abierto.
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4.2. Operadores Topolo´gicos
Las relaciones de adyacencia entre elementos ba´sicos de una imagen representan un
intere´s desde lo abstracto a lo real, por tal razo´n se describen algunos operadores to-
polo´gicos y sus propiedades con el fin de implementarse computacionalmente. Cabe
notar que a partir de la programacio´n de los operadores interior y derivado, es po-
sible obtener los dema´s operadores aplicando teoremas o propiedades que facilitan
la programacio´n, pero principalmente el rendimiento y eficiencia computacional.
Definicio´n 4.2.1. Sea X un espacio topolo´gico y A un subconjunto de X . Un entorno
de A es un subconjunto de X el cual contiene un conjunto abierto conteniendo a A
(Bourbaki, 1989).
Definicio´n 4.2.2. Un subconjunto A de un espacio topolo´gico X se dice que es cerrado
si el conjunto X−A es abierto (Munkres, 2000).
Dado que los operadores topolo´gicos deben aplicarse a un subconjunto A de la
imagen segmentada X , se define un subconjunto arbitrario a partir del ejemplo an-
terior, donde es delineado en rojo (Figura 4.3) caracterizado por el vector de posicio-
nes S = {7,8,9,13,14,15,19,20,21,22,26,27} y se evidencia que no es un elemento
abierto ni cerrado con respecto a la topologı´a generada por B.
Figura 4.3: Suba´rea de Intere´s.
4.2.1. Interior
Definicio´n 4.2.3. Sea A un subconjunto de un espacio topolo´gico X. El interior de A
es la unio´n de todos los conjuntos abiertos contenidos en A (Munkres, 2000) o en
otras palabras es el abierto ma´s grande contenido en A (Figura 4.4). Se nota int(A).
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Implementacio´n en IDL 8.0 R©:
FUNCTION INTERIOR, base, subset
IN = LIST()
foreach elem, subset do begin
foreach clases, base do begin
;Recorre cada uno de los conjuntos de la base.
foreach arr, clases do begin
;accede a cada uno de los conjuntos abiertos de la base.
;Busca la coincidencia de cada elemento del subconjunto
;en cada uno de los conjuntos abiertos:
C = where(arr eq elem)
if (C ne -1) then begin
;evalu´a si el ba´sico esta´ contenido en el subconjunto.
D = setdifference(arr, subset)
;Si satisface la contenencia, agrega dicho elemento.
if (n_elements(D) eq 0) then IN.Add, elem
;Termina el bucle apenas encuentra la coincidencia
;dentro de la misma clase.
BREAK
endif
endforeach
;Termina el bucle apenas encuentra la coincidencia
;dentro de todas las clases.
if (C ne -1) then BREAK
endforeach
endforeach
return, IN
END
Figura 4.4: Interior de A.
4.2.2. Derivado
Definicio´n 4.2.4. Si A es un subconjunto del espacio topolo´gico X y si x ∈ X , se dice
que x es un punto de acumulacio´n o punto lı´mite de A si cada entorno de x intersecta
a A en algu´n punto distinto del propio x (Munkres, 2000). El conjunto de todos los
puntos de acumulacio´n se denomina el conjunto derivado de A y se nota A′ (Figura
4.5).
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Implementacio´n en IDL 8.0 R©:
FUNCTION DERIVADO, base, subset
DR = LIST()
foreach clases, base do begin
;Recorre cada uno de los conjuntos de la base.
foreach arr, clases do begin
;accede a cada uno de los conjuntos abiertos de la base.
;success=1 si hay interseccion, 0 si no la hay.
CIN = setintersection(arr, subset, SUCCESS=success)
;Evalua si hay interseccion entre cada ba´sico y el subset.
if success eq 1 then begin
;Recorre cada uno de los elementos de cada ba´sico.
foreach pix, arr do begin
;Definicio´n de punto de acumulacio´n:
CIN2 = setintersection(subset,...
...setdifference(arr,pix),SUCCESS=success2)
if success2 eq 1 then DR.Add, pix
endforeach
endif
endforeach
endforeach
return, DR
END
Figura 4.5: Derivado de A.
4.2.3. Adherencia
Definicio´n 4.2.5. La adherencia o clausura de un subconjunto A de un espacio to-
polo´gico X es el conjunto de todos los puntos x ∈ X tal que cada entorno de x inter-
secta a A (Bourbaki, 1989) (Figura 4.6). Se nota A¯.
Proposicio´n. Sean A un subconjunto del espacio topolo´gico X y A′ el conjunto derivado de
A. Entonces
A¯= A∪A′
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Figura 4.6: Adherencia de A.
4.2.4. Exterior
Definicio´n 4.2.6. Cada punto que pertenece al interior del complemento de un con-
junto A se define como un punto exterior de A. El conjunto de dichos puntos es lla-
mado el exterior de A en X , y se nota ext(A). Un punto x ∈ X que es un punto exterior
de A es caracterizado por la propiedad: x tiene un entorno que no intersecta a A
(Bourbaki, 1989) (Figura 4.7).
Proposicio´n. Sean A un subconjunto del espacio topolo´gico X y A¯ la adherencia de A. En-
tonces
ext(A) = X− A¯≡ (A¯)c
Figura 4.7: Exterior de A.
4.2.5. Frontera
Definicio´n 4.2.7. Sea A un subconjunto de un espacio topolo´gico X . La Frontera de A
denotada por FrA, es el conjunto resultado de la diferencia entre la adherencia y el
interior de A (Figura 4.8):
FrA= A¯− int(A)
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Figura 4.8: Frontera de A.
Las demostraciones de las propiedades empleadas en los operadores se pueden
consultar en Munkres (2000).
4.3. Propiedades Topolo´gicas
Dado un x ∈ A, se dice que es un punto aislado en todo el espacio X si y solo si {x} es
un conjunto abierto. Un conjunto cerrado el cual no tiene puntos aislados es llamado
perfecto (Bourbaki, 1989). Es decir que, cualquier subconjunto cerrado del espacio to-
polo´gico X que no sea un punto aislado es perfecto y dado que, cada elemento de la
base es abierto y cerrado, y la unio´n finita de cerrados es cerrada, por consiguiente se
tiene que el espacio X es cerrado. La propiedad de un conjunto X de no tener puntos
aislados resulta de gran importancia en la clasificacio´n de ima´genes satelitales, dado
que generalmente en la clasificacio´n y/o segmentacio´n se obtienen dichos elemen-
tos que raramente corresponden a informacio´n verdadera sobre las coberturas. La
propiedad de ser conjunto perfecto se logra conseguir a partir de transformaciones
sobre la segmentacio´n empleando herramientas estadı´sticas de vecindad.
Una imagen segmentada se puede decir que corresponde a un conjunto cociente
de la relacio´n de equivalencia definida como k-conexidad entendida como una ex-
tensio´n de la definicio´n 4.1.5. Esto es, dada una particio´n de un conjunto existe una
relacio´n de equivalencia en e´l de tal manera que las clases de equivalencia coinciden
con los componentes de la particio´n.
A partir de una segmentacio´n determinada sobre un conjunto imagen Π y con
una topologı´a particio´n sobre Π, la cual no depende de una medida directa, es posi-
ble definir un espacio seudome´trico que induce un espacio topolo´gico seudome´trico
que coincide con el espacio topolo´gico (Π,τB), donde τB es la topologı´a particio´n.
Proposicio´n. Un conjunto Π con una topologı´a particio´n generada por una particio´n B
puede ser interpretado como un espacio seudo-me´trico, a partir de una seudo-me´trica definida
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como:
d(x,y) =
{
0, si x e y esta´n en la misma componente conexa,
1, en otro caso.
Demostracio´n. i. Sean x,y ∈ Π, si x = y luego por definicio´n de d, x esta´ en una
misma particio´n d(x,y) = d(x,x) = 0.
ii. Sean x,y ∈Π, si x,y pertenecen a un mismo elemento de la particio´n, luego y,x
tambie´n pertenecen, esto es, d(x,y) = 0 y d(y,x) = 0, es decir, d(x,y) = d(y,x).
Por otra parte, si x ∈ B1 y y ∈ B2, donde B1,B2 ∈ B elementos de la particio´n,
entonces d(x,y) = 1 y d(y,x) = 1, es decir, d(x,y) = d(y,x).
iii. Sean x,y,z ∈Π puntos distintos,
Que cada uno pertenece a distintas particiones: d(x,z) = 1, d(x,y) = 1 y
d(y,z) = 1. Entonces d(x,z) = 1≤ 1+1= d(x,y)+d(y,z)
Donde x,y pertenecen a la misma particio´n y z no: d(x,y) = 0, d(x,z) = 1 y
d(y,z) = 1. Ası´, d(x,z) = 1≤ d(x,y)+d(y,z) = 0+1= 1
Que todos pertenecen a la misma particio´n: d(x,z) = d(x,y) = d(y,z) = 0,
luego d(x,z) = 0≤ 0+0= d(x,y)+d(y,z)

Dado que, si d(x,y) = 0 entonces no necesariamente x = y, esto la define como
una me´trica degenerada.
4.3.1. Espacios de Funciones
Una manera de caracterizar la clasificacio´n de ima´genes satelitales multiespectra-
les es segmentar banda por banda de manera que se obtengan n-bases topolo´gicas
(B1,B2, . . .Bα , . . .Bn) igual al nu´mero de bandas de la imagen y luego definiendo
el producto cartesiano a partir del conjunto de ı´ndices A a trave´s de su funcio´n de
correspondencia, simulando una composicio´n de bandas.
Un u´ltimo resultado se relaciona con los elementos de la base que generan la
topologı´a particio´n, los cuales conforman un cubrimiento abierto de X , y esto define
a X como trivialmente compacto, dado que cualquier cubrimiento por abiertos de X
es finito.
Topologı´a Compacto-Abierta
Sean A un conjunto arbitrario y X un espacio topolo´gico. Sea F(A,X) un espacio de
funciones identificado con el conjunto producto F = ∏{Xa : a ∈ A} donde e´ste con-
siste de todas las funciones de A en X y por lo tanto F = F(A,X). Para cada elemento
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a ∈ A, el mapeo ea desde alguna funcio´n f ∈ F(A,X) en X definida por ea( f ) = f (a)
es llamada el mapeo de evaluacio´n en a. Bajo la identificacio´n de F(A,X) con F, el
mapeo ea coincide con la funcio´n proyeccio´n pia desde F hacia el espacio coordenado
Xa = X . Teniendo en cuenta que la definicio´n de subbase S de la topologı´a producto
sobre F consiste de todos los subconjuntos de la forma:
pi−1a [G] = { f : pia( f ) ∈ G}
donde a∈ A y G es un subconjunto abierto del espacio Xa = X . Como pia( f ) = ea( f ) =
f (a), la definicio´n de subbase S de la topologı´a producto τ sobre F(A,X) consiste de
todos los subconjuntos de F(A,X) de la forma:
S= { f : f (a) ∈ G}
es decir, todas las funciones que mapean un punto arbitrario a ∈ A en un conjunto
abierto G de X . E´sta topologı´a producto sobre F(A,X) se denomina topologı´a del
punto abierto. Sean I y X espacios topolo´gicos, y sea A la clase de subconjuntos
compactos de I y G la clase de subconjuntos abiertos de X . La topologı´a τ sobre
F(I,X) generada por:
S= {F(A,G) : A ∈A,G ∈ G}
es llamada la topologı´a compacto-abierta sobre F(I,X), tal como se muestra en la
figura 4.9 y S es una definicio´n de subbase para τ (Lipschutz, 1965).
Figura 4.9: Generalizacio´n de espacios de funciones
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Aplicacio´n
Teniendo en cuenta lo anterior, se presenta una aplicacio´n de la topologı´a compacto-
abierta con un ejemplo de una imagen de taman˜o 3x4, compuesta por tres bandas
segmentadas (Figura 4.10).
Figura 4.10: I´ndices de la imagen (izq.) con segmentacio´n de tres bandas (der.).
Sea I el espacio topolo´gico formado por la topologı´a particio´n sobre el conjunto
de ı´ndices de la imagen de taman˜o 3x4 (Figura 4.10 (izq.)). SeaA j la clase de la banda
j-e´sima de subconjuntos compactos de I, que es precisamente la base que genera la
topologı´a particio´n en la banda j, la cual es compacta, como se afirmo´ anteriormente.
A1 =
{{0,1},{2,3,6,7},{5,9,10,11},{4,8}}
A2 =
{{0,1,2,5},{3,6,7,10},{4,8,9},{11}}
A3 =
{{0},{1,4,5,6,8},{2,3,7,11},{9,10}}
Sea X j el espacio topolo´gico formado por la topologı´a discreta sobre el conjunto
de etiquetas de la banda j. Para este caso: X1 = X2 = X3 =
{{1},{2},{3},{4}}. Sea
G j la clase de subconjuntos abiertos de la banda j-e´sima que coincide con la base
topolo´gica compuesta de los subconjuntos singleton de X j correspondientes a las
etiquetas de segmentacio´n. Dado que, A = {A j | j ∈ J} y G = {G j | j ∈ J}, luego,
la subbase S = {F(A,G) : A ∈ A,G ∈ G}, genera la topologı´a compacto-abierta sobre
F(I,X). Como en el ejemplo la imagen se compone de tres bandas, entonces se defi-
nen: f ,g,h ∈ F(A,G):
f =
{
(0,1),(1,1),(2,2),(3,2),(4,4),(5,3),(6,2),(7,2),(8,4),(9,3),(10,3),
(11,3)
}
g=
{
(0,3),(1,3),(2,3),(3,2),(4,1),(5,3),(6,2),(7,2),(8,1),(9,1),(10,2),
(11,4)
}
h=
{
(0,3),(1,4),(2,1),(3,1),(4,4),(5,4),(6,4),(7,1),(8,4),(9,2),(10,2),
(11,1)
}
No´tese que en general, las funciones f j ∈ F(A,G) no son inyectivas, ya que una
misma etiqueta puede corresponder a ma´s de una posicio´n en la imagen, y son so-
breyectivas dado que el rango coincide con el conjunto de llegada. Adema´s, las fun-
ciones son continuas dado que sus ima´genes recı´procas de conjuntos abiertos son a
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su vez, conjuntos abiertos en el dominio. Esto es,A j= { f−1j (G j) |G j es abierto enG j}.
Por definicio´n, una base de la topologı´a compacto-abierta es la interseccio´n finita de
los elementos de la subbase, donde cada elemento ba´sico esta´ determinado por el
conjunto de ı´ndices de la imagen H = {0,1,2,3,4,5,6,7,8,9,10,11}.
Bh =
⋂
j∈J
pi−1j [G j], h ∈ H
Ası´, B= {Bh | h ∈ H}.
Retomando el ejemplo, Bh = pi−11 [G1]∩pi−12 [G2]∩pi−13 [G3]
B0 = {1}×{3}×{3}, B1 = {1}×{3}×{4}, B2 = {2}×{3}×{1},
B3 = {2}×{2}×{1}, B4 = {4}×{1}×{4}, B5 = {3}×{3}×{4},
B6 = {2}×{2}×{4}, B7 = {2}×{2}×{1}, B8 = {4}×{1}×{4},
B9 = {3}×{1}×{2}, B10 = {3}×{2}×{2}, B11 = {3}×{4}×{1}.
La construccio´n de la base de la topologı´a compacto-abierta, a partir de la subbase,
representa la caracterizacio´n topolo´gica de una imagen multiespectral. No´tese que
la representacio´n topolo´gica, se generaliza a mu´ltiples bandas, indistintamente de
su origen; por ejemplo, si es la imagen original, si proviene de segmentaciones de
diferentes te´cnicas, si es la segmentacio´n de cada banda (evaluar relevancia), etc.
Proposicio´n. La base B contruı´da a partir del conjunto de etiquetas o componentes de la
imagen, es un espacio de Hausdorff dado que todos sus entornos son de la forma {x}.
En una particio´n unipuntual de un conjunto X llamada base B cada elemento
x ∈ X lo contiene exactamente un entorno de la forma {x} que nunca se intersecta
con otro entorno que contenga un punto distinto de x.
Teorema 4.3.1. Si X es Hausdorff, entonces la topologı´a compacto-abierta sobre F(I,X) es
tambie´n Hausdorff.
Demostracio´n. Sean f ,g ∈ F(I,X) con f 6= g. Entonces ∃p ∈ I tal que f (p) 6= g(p).
Por hipo´tesis X es Hausdorff, entonces existen subconjuntos abiertos G y H de X
tales que, f (p) ∈ G, g(p) ∈ H y G ∩H = /0. Por lo tanto, f ∈ F(p,G), g ∈ F(p,H)
y F(p,G)∩F(p,H) = /0. Como el conjunto unipuntual {p} es compacto, y adema´s
F(p,G) y F(p,H) pertenecen a la topologı´a compacto abierta sobre F(I,X), entonces
F(I,X) es Hausdorff. 
La aplicacio´n del teorema anterior se deja abierto a investigaciones futuras.
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4.3.2. Conclusio´n del Teorema de la Curva de Jordan
Una aplicacio´n del Teorema de la Curva de Jordan para ima´genes digitales es la
creacio´n de un conjunto especial para almacenar la imagen a partir de la coleccio´n
de conjuntos que rodean las regiones segmentadas, sin embargo, no sera´ necesario
enunciar el teorema formalmente dada la conclusio´n que se obtendra´ al final de e´ste
apartado. De igual manera, la siguiente definicio´n describe el proceso por el cual
una imagen es convertida a una coleccio´n de curvas cerradas simples.
Definicio´n 4.3.1. SeaP una particio´n de la imagen en subconjuntos 4−conexos, so´lo
uno de los cuales es no acotado (el borde). El subconjunto de la imagen definido por:
SP =
⋃
D∈P
Fr(D)
es llamado el croquis determinado porP .
DadoP como en la definicio´n, el croquis determinado porP es una coleccio´n,
SP , de conjuntos que son obtenidos al tomar la frontera de la adherencia de cada
conjunto en la particio´n (Adams and Franzosa, 2007).
Debido a que cada conjunto de la particio´n es abierto y cerrado simultaneamente
con respecto a la topologı´a particio´n, se tiene que para cualquier B ∈B:
int(B) = B B= B
A continuacio´n se vera´ la implicacio´n de la propiedad anterior, donde cada ba´sico
que genera la topologı´a particio´n coincide con su propio interior y adherencia.
SP =
⋃
D∈P
Fr(D)
=
⋃
D∈P
Fr(D) Dado queD= D
=
⋃
D∈P
(D− int(D)) Por definicio´n de Frontera
=
⋃
D∈P
(D−D) Por D= D e int(D) = D
= /0
Por lo tanto, no tiene sentido la aplicacio´n del Teorema de la Curva de Jordan sobre
la topologı´a particio´n.
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4.3.3. Relevancia de las Segmentaciones
Teorema 4.3.2. Sean B y B′ bases para las topologı´as τ y τ ′, respectivamente, sobre X .
Entonces las siguientes afirmaciones son equivalentes:
1. τ ′ es ma´s fina que τ .
2. Para cada x ∈ X y cada elemento ba´sico B ∈ B que contiene a x, existe un elemento
ba´sico B′ ∈B′ tal que x ∈ B′ ⊂ B.
Este teorema puede ser interpretado desde el flujo de trabajo del clasificador de
objetos, en las tareas de segmentacio´n y fusio´n, donde un nivel de escala menor
representa una base ma´s fina que genera la topologı´a particio´n, analogamente, una
escala mayor obtendra´ una base ma´s gruesa que genera la topologı´a particio´n.
4.4. Caracterizacio´n Topolo´gica de regiones de intere´s
Para el ana´lisis e interpretacio´n de los operadores topolo´gicos, se definieron cuatro
a´reas de intere´s construı´das de la siguiente manera: La primera regio´n es un rec-
tangulo regular, mientras que, para las siguientes se definieron tres regiones semilla
(Figura 4.11).
Figura 4.11: Regiones de intere´s definidas por el usuario.
Posteriormente, se utiliza un algoritmo de crecimiento de regiones basado en
pı´xeles 4− u 8−vecinos con un umbral determinado en el cual se define un nu´mero
de desviaciones esta´ndar alrededor de la media de la regio´n semilla. El patro´n de
crecimiento es calculado empleando una sola banda, que para el caso de una ima-
gen multiespectral automa´ticamente utiliza la banda roja (ENVI, 2009c). Para este
caso se emplearon regiones de pı´xeles 4−vecinos, un multiplicador de desviaciones
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Figura 4.12: Regiones de crecimiento.
esta´ndar igual a 2; es decir que, los pı´xeles 4−vecinos que caen dentro del 95% de
pı´xeles de la semilla son incluidos en la regio´n de crecimiento (Figura 4.12).
Con la topologı´a particio´n sobre la imagen y las cuatro regiones de ana´lisis bien
definidas, se presentan los resultados de aplicar los operadores topolo´gicos descritos
anteriormente.
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4.4.1. Caso I
No´tese que esta regio´n la caracteriza la coincidencia entre la adherencia y el deri-
vado (Figuras 4.13, 4.14), lo cual conlleva a que el exterior sea el complemento de
cualquiera de los dos. La frontera es una componente conexa no simple (Tabla 4.1).
Figura 4.13: Regio´n 1 (izq.), su interior (cen.) y su derivado (der.).
Figura 4.14: Operadores R1: Adherencia (izq.), Frontera (cen.) y Exterior (der.).
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Tabla 4.1: Caracterizacio´n Regio´n 1.
R1 Int Drv Adh Frt Ext
Comp. Conexas 2 1 1 1 3
Conexidad Simple* 1 1 1 0 1
N. Regiones 5 16 16 11 40
N. Pı´xeles 183 2014 2014 1831 4409
N. Huecos 0 0 0 2 0
* Conexa simple: 1, Conexa no simple: 0
4.4.2. Caso II
Para este caso el interior de la regio´n es el conjunto vacı´o (Figura 4.15). Como la
frontera coincide con la adherencia, el exterior es el complemento de cada una de
ellas (Figura 4.16). Un detalle particular es que una componente del derivado tiene
un ”hueco” de un pı´xel, esto se debe a que el pixel es la u´nica interseccio´n con di-
cha componente, luego al excluirlo, la interseccio´n es vacı´a (Tabla 4.2). Por ello, se
diferencia claramente de la adherencia y la frontera. Esto muestra que al calcular el
conjunto derivado de una regio´n cualquiera, no necesariamente se obtendra´n com-
ponente(s) de uniones de ba´sicos, en otras palabras, el derivado no necesariamente
es abierto y cerrado.
Figura 4.15: Regio´n 2 (izq.), su interior (cen.) y su derivado (der.).
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Figura 4.16: Operadores R2: Adherencia (izq.), Frontera (cen.) y Exterior (der.).
Tabla 4.2: Caracterizacio´n Regio´n 2.
R2 Int Drv Adh Frt Ext
Comp. Conexas 0 1 1 1 2
Conexidad Simple* N/A 0 1 1 1
N. Regiones 0 3 3 3 53
N. Pı´xeles 0 651 652 652 5771
N. Huecos 0 1 0 0 0
* Conexa simple: 1, Conexa no simple: 0
4.4.3. Caso III
No´tese que la regio´n tiene dos huecos, es decir no es simplemente conexa, sino cone-
xa. El interior de la regio´n es vacı´o (Tabla 4.4), esto se debe a que la regio´n esta´ con-
tenida en un ba´sico, ası´ que no existe ningu´n ba´sico contenido en la regio´n. Por otro
lado, el derivado, la adherencia y la frontera coinciden, mientras que, el exterior es
el complemento del derivado, por ende, de la adherencia y la frontera (Figuras 4.17
y 4.18).
4.4.4. Caso IV
La regio´n de intere´s tiene tres huecos. El interior es vacı´o (Tabla 4.4). El derivado no
es ni abierto ni cerrado (Figura 4.19). La adherencia y la frontera del a´rea de intere´s
son iguales, adema´s de no ser simplemente conexas; el exterior es el complemento
de la adherencia (y la frontera) (Figura 4.20).
Una caracterı´stica comu´n es que ninguna de las cuatro regiones es abierta o ce-
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Figura 4.17: Regio´n 3 (izq.), su interior (cen.) y su derivado (der.).
Figura 4.18: Operadores R3: Adherencia (izq.), Frontera (cen.) y Exterior (der.).
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Figura 4.19: Regio´n 4 (izq.), su interior (cen.) y su derivado (der.).
Figura 4.20: Operadores R4: Adherencia (izq.), Frontera (cen.) y Exterior (der.).
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Tabla 4.3: Caracterizacio´n Regio´n 3.
R3 Int Drv Adh Frt Ext
Comp. Conexas 0 1 1 1 1
Conexidad Simple* N/A 1 1 1 1
N. Regiones 0 1 1 1 55
N. Pı´xeles 0 114 114 114 6309
N. Huecos 0 0 0 0 0
* Conexa simple: 1, Conexa no simple: 0
Tabla 4.4: Caracterizacio´n Regio´n 4.
R4 Int Drv Adh Frt Ext
Comp. Conexas 0 1 1 1 4
Conexidad Simple* N/A 0 0 0 1
N. Regiones 0 12 12 12 44
N. Pı´xeles 0 1607 1609 1609 4814
N. Huecos 0 2 1 1 0
* Conexa simple: 1, Conexa no simple: 0
rrada, debido a que no coinciden con su interior ni adherencia, respectivamente.
Ası´ que, la u´nica manera que una regio´n sea abierta por ejemplo, es que coincida
con cualquier ba´sico o unio´n de ba´sicos y simulta´neamente serı´a cerrada como se
menciono´ anteriormente. Inversamente, si se elige una regio´n tal que, sea un ba´sico
o unio´n de ba´sicos; al ser abierta, coincide con su interior; y por ser cerrada coincide
con su adherencia; su derivado y su frontera siempre sera´n el conjunto vacı´o, y el
exterior sera´ precisamente el complemento de la regio´n. Esto tambie´n se cumple si
se elige una regio´n disconexa.
4.4.5. Aplicaciones
Dentro del ana´lisis espacial y de atributos que se ha realizado, se han encontrado
dos aplicaciones: la primera relaciona los operadores topolo´gicos y las relaciones
espaciales que realizan comunmente las aplicaciones de cartografı´a digital, la se-
gunda esta´ asociada a una propiedad fundamental de la topologı´a matema´tica que
es la conexidad, la cual la posee un espacio topolo´gico que no tiene una separacio´n
en un par de conjuntos abiertos disyuntos no triviales del espacio y cuya unio´n es el
mismo espacio en cuestio´n. Ambas aplicaciones tienen en comu´n la asociacio´n de la
topologı´a matema´tica con los sistemas de informacio´n geogra´fica.
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Relaciones espaciales
Con el fin de evaluar la equivalencia entre los operadores topolo´gicos descritos y
determinadas relaciones espaciales se utilizo´ la aplicacio´n OpenJUMP, el cual es un
software de Sistemas de Informacio´n Geogra´fica (SIG) de co´digo abierto escrito en
lenguaje de programacio´n de Java. Es desarrollado y mantenido por un grupo de
voluntarios alrededor del mundo (JPP, 2011). Luego de realizar un ejercicio concep-
tual y de evaluacio´n, se encontro´ que cuatro de los cinco operadores, estos son: el
interior, la adherencia, la frontera y el exterior, tienen su operacio´n equivalente en
el a´mbito de los SIG, como en el ejemplo del operador interior que se presenta en la
figura 4.21.
Figura 4.21: Interfaz de OpenJump con el operador interior (sombreado).
Tabla 4.5: Equivalencia de operadores topolo´gicos
Operador Topolo´gico OpenJUMP: Spatial relationship
Interior X within A, X is covered by A
Frontera X overlaps A
Adherencia (X intersects A) - (X touches A)
Exterior (X disjoint A) ∪ (X touches A)
Si bien las relaciones espaciales tiene caracter en mayor medida geome´trico que
topolo´gico, los operadores son puramente topolo´gicos donde se ha probado que el
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interior puede ser representado por dos operaciones geome´tricas, la frontera una
u´nica relacio´n geome´trica, mientras que la adherencia y el exterior requieren de la
combinacio´n de dos operadores geome´tricos.
Conexidad
Partiendo de que en el contexto de la informacio´n geogra´fica, la topologı´a se uti-
liza comu´nmente para describir la conectividad de un elemento n-dimensional, la
cual es una propiedad invariante bajo la transformacio´n continua de dicho elemento
(iso, 2003). Ma´s precisamente, dos espacios topolo´gicos son topologicamente equiva-
lentes (homeomorfos o del mismo tipo topolo´gico) si existe una funcio´n biyectiva
entre ellos, que conserva una correspondencia biyectiva entre los conjuntos abier-
tos en las respectivas topologı´as. E´sta funcio´n la cual es continua con una funcio´n
inversa continua es llamada un homeomorfismo. Ejemplos de homeomorfismo son
las nociones Euclideanas de traslacio´n, rotacio´n, escala e inclinacio´n, tal como se
realiza en los proceso de proyeccio´n, rectificacio´n y ortorrectificacio´n cartogra´fica.
Las propiedades de espacios topolo´gicos que se preservan bajo homeomorfismos
son llamadas invariantes topolo´gicas de los espacios. Aquı´ es donde se presenta la
propiedad de conexidad y caracterı´sticas de operadores topolo´gicos como homeo-
morfismos a trave´s de la dimensio´n espacial (Figura 4.22).
Figura 4.22: A´rea de estudio bidimensional(izq.) y tridimensional(der.)
En la figura 4.23 se evidencia que la geometrı´a de los pı´xeles cambia en funcio´n
de la dimensio´n pero como ya se ha comentado, los operadores topolo´gicos y sus ca-
racterı´sticas son invariantes a dicha representacio´n topogra´fica, que es ma´s cercana
a la realidad.
4.4.6. Discusio´n
Hasta aquı´ se ha cumplido el objetivo general a cabalidad, ya que se ha obtenido una
caracterizacio´n topolo´gica de regiones de intere´s, adema´s de un aporte muy relevan-
te que es la representacio´n de ima´genes multiespectrales, es decir de teo´ricamente
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Figura 4.23: Deformacio´n geome´trica de pı´xeles
infinitas bandas. Dichas caracterı´sticas identifican un nivel de generalidad superior
a las te´cnicas convencionales, dado que los atributos que se obtienen comunmente,
tanto matema´ticos como estadı´sticos dependen de me´tricas que normalmente es la
euclidiana; mientras que las caracterı´sticas topolo´gicas son invariantes a la dimen-
sio´n y a la propiedad de conexidad, esto es el cumplimiento del segundo y u´ltimo
objetivo especı´fico que relaciona las te´cnicas convencionales con los avances de las
te´cnicas topolo´gicas presentadas. Todo ello, induciendo un conjunto de relaciones
espaciales entre la geometrı´a cla´sica y la topologı´a matema´tica, que se presume no
se ha evidenciado en la literatura y que propone una mirada a trabajos futuros en el
a´rea de las ciencias de la computacio´n donde sera´ necesario verificar la conveniencia
y oportunidad de implementacio´n.
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Conclusiones y Recomendaciones
Conclusiones
Se definio´ un procedimiento para correlacionar firmas espectrales de campo e
ima´genes satelitales con el intere´s de aproximar y caracterizar coberturas.
Se caracterizaron topolo´gicamente regiones de interes sobre una imagen seg-
mentada.
Se definio´ una representacio´n topolo´gica de ima´genes multiespectrales con el
intere´s de evaluar relevancia de segmentaciones.
Las mediciones de firmas espectrales en campo, implican tener en cuenta la
variabilidad de brillo solar, debido a que esto influye considerablemente en la
calibracio´n del equipo.
La segmentacio´n y ca´lculo de firmas de espectros de la imagen, previo a cap-
tura de firmas de campo es un validador plausible de las cantidades de reflec-
tancia espectral.
Es necesario revisar la normalizacio´n de firmas remuestreadas de campo, dado
que el algoritmo que se utilizo´ esta´ disen˜ado para firmas hiperespectrales y
esto ocasiona sobreestimacio´n de la dimensio´n de los datos.
Recomendaciones
Ajustar la metodologı´a de captura de firmas espectrales en campo y evaluar el
modelo de coincidencia de firmas.
Construir topologı´as metrizables entre firmas espectrales de coberturas con el
fin de encontrar bandas de informacio´n ma´s discriminantes.
Evaluar relevancia de bandas segmentadas a partir de proyecciones de espa-
cios de funciones.
75
76 Topologı´a Digital
Utilizar la propiedad Hausdorff de la topologı´a compacto-abierta sobreF(I,X),
tal como se definio´, para hallar nuevas propiedades.
A partir de la topologı´a particio´n construir la relacio´n con la topologı´a cocien-
te.
Definir una relacio´n entre la topologı´a de la particio´n y la topologı´a del plano
digital con el fin de aplicar el teorema de separacio´n de Jordan.
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