The proposed framework features a number of simplifying assumptions. These should be considered carefully before applying our framework to other organisms or catchments with different characteristics.
and biomass has widely been observed (e.g. in carp [Takahara et al., 2012; Klymus et al., 2015] ), the assumption of proportionality between the two variables regardless of species' fitness might be questionable. For example, Klymus et al. [2015] found that the type and quantity of food consumed can foster a ten-fold increase in the amount of eDNA shed by carp. Thereby, in order to conveniently apply our framework, one must ensure that, during the period when eDNA sampling is performed, all target organisms across the surveyed watershed experience reasonably similar conditions, so that the assumption of proportionality between eDNA production and biomass might prove plausible.
3. Damage rates of eDNA fragments were here assumed as constant for a given species. However, several studies (see Barnes et al. [2014] for a review) showed that decay rates are highly sensitive to DNA characteristics (e.g. conformation, containment by membranes and length -see also Bylemans et al. [2018] ), abiotic (temperature, light, oxygen, pH, sediments, salinity) as well as biotic (microbial community composition, extracellular enzymes) factors and that small differences in environmental conditions might prompt high variations of decay rates. Note that, in this regard, the Bayesian approach here adopted is beneficial, as parameters (in this case, τ) are treated as random variables.
Thereby, in our approach the variability of τ is subsumed by its posterior distribution. However, we need to acknowledge that an issue might arise when strong local differences in abiotic or biotic factors across the watershed are present, so that the different paths from sources to sampling site would be characterized by different decay rates. Hence, we suggest to limit the application of our framework to catchments of relatively small size, where spatial variability in environmental conditions can reasonably be assumed to remain relatively unaltered with respect to decay regimes.
An alternative approach would consist in explicitly embodying such spatial variability of τ into the model. For instance, this could be achieved by specifying path-varying decay rates τ ij that could be parametrized as a function of environmental factors (by following an approach akin to that of Eq. (2) for eDNA productions).
4. The hydrological model implied in Eq. (1) of the main text is based on some rather crude assumptions: in particular, the proportionality between water discharge and contributing area (which allows us to compute Q j for all j given a discharge time series at a network node), and the hypothesis of large rectangular river cross-sections in uniform flow conditions under spatially-constant Manning's roughness coefficient (used to compute average path velocities v ij ). The former assumption generally holds for landscape-forming (or bankfull) discharges and hence for mean annual discharges [Rodriguez-Iturbe and Rinaldo, 2001 ], but can be reasonable also for finer scale (e.g. daily) averages in catchments whose drainage area is of the order of magnitude of 10 2 km 2 . The latter assumption might fail at correctly reproducing the velocity fields of headwater catchments, where river cross sections cannot be approximated as large rectangular and riverbed composition is generally coarser.
If available, more details on the hydrological characterization of the case-study catchment can be implemented in Eq. (1). However, such a refinement is likely to be immaterial in improving our framework's ability to infer species distributions, considering all the (much larger) uncertainties in eDNA shedding and decay rates, as discussed above.
Supporting Materials and Methods

F. sultana and T. bryosalmonae eDNA measurement
Specific primers for bryozoan detection (Fs 16S F1q and Fs 16S R1q) were designed based on inspection of 16S mitochondrial sequences of all major clades of phylactolaemates. The primers were designed to amplify fredericellid phylactolaemates, with 100% identity in primer and probe sequence with the most common host in Europe, F. sultana. Primers for parasite detection (Tb COI F1q and Tb COI R1q) were designed based on inspection of malacosporean mitochondrial COI sequences (GenBank accessions MH986597 -MH986599). The size of the T. bryosalmonae fragment was 102 bp and of F. sultana 71 bp. A custom internal positive control (IPC) template was spiked into all reactions and amplified in multiplex with the two target assays. The inclusion of the IPC allowed the detection of possible PCR inhibition.
Primer and probe sequences and concentrations in multiplex setting are reported in Table S1 .
The primers for each target produced a single band of the expected size in end-point PCR and exhibited no primer dimer formation. The amplicon was confirmed by Sanger sequencing as 100% identity for F. sultana and T. bryosalmonae in known positive samples. As displayed in Table S3 , the qPCR assays were highly specific to the presence of T. bryosalmonae, with either no fluorescence being detected or mean Cq values larger than the limit of quantification (LOQ) in all other available malacosporean samples tested (two Buddenbrockia species collected from bryozoans). Additionally, no Cq value above the LOQ for the parasite assay was detected in any of the uninfected bryozoan samples run during the F. sultana specificity test. Among bryozoans, the qPCR assay amplified all tested fredericellid species with similar Cq values (F.
indica, F. browni and two undescribed fredericellids were tested). A DNA sample of Plumatella repens also amplified with a value close to LOQ (33.14 Cq) when a relatively large amount of starting template was used (2.5 ng). However, no amplification was observed when the P. repens template DNA concentration was closer to that likely to occur in eDNA samples (0.25 ng), and no Cq values below LOQ were observed in any other phylactolaemate tissue samples encompassing all other available major taxonomic lineages (representatives tested from Plumatellidae, Lophophodidae, Cristatellidae and Pectinatellidae).
To create the standard dilution series, the 102 bp and 71 bp fragments of T. bryosalmonae and F. sultana were amplified from genomic DNA samples derived from dissected sacs (extracted using a DNeasy Blood & Tissue Kit, Qiagen) and field collected colonies (extracted using HotSHOT DNA extraction followed by isopropanol precipitation), respectively. The PCR reactions consisted of 50-µL reactions with 1x Green PCR amplification and target quantification were performed using a LightCycler R 480 II (Roche Diagnostics) with colour compensation. The detection format, analysis mode and colour compensation data were the same across all experiments. Optimal primer concentrations are reported in Table S1 . Amplification was performed in a final volume of 10 µL containing 7.5 µL of master mix with probes and 2.5 µL of template DNA. Each PCR reaction contained 1x LightCycler R 480 Probes Master (Roche Diagnostics) and 1x optimized primer-probe mix. Two master mixes were prepared per experiment: one without IPC to generate the standard curve and test the non-template control (NTC); and a second one with IPC (1 µL of 10-13 mol/L) for the quantification of the sample and IPC calibrator reactions. The reaction volumes of both master mixes were made up to 10 µL with PCR-grade water (Sigma-Aldrich). PCR amplification was performed in triplicates with an initial DNA polymerase activation/denaturation step of 95 o C for 10 min (4.8 o C/sec ramp rate), followed by 45 cycles of denaturation at 95 o C for 10 sec (4.8 o C/sec ramp rate) and annealing/extension at 60 o C for 1 min (2.5 o C/sec ramp rate), followed by a cooling step of 40 o C for 10 sec (2.0 o C/sec ramp rate). PCR amplification took a total of 1.5 h. Fluorescence was acquired once per cycle at the end of the annealing/extension phase. A QIAgility pipetting robot (QIAGEN) was used to prepare and dispense the master mix and template DNA into 384-well white qPCR microplates (TreffLab) in a maximum of 2 h to avoid evaporation. A three-colour hydrolysis probe detection format with a dynamic integration time was used and all three dye filters (FAM TM , Cy R 3 and Cy R 5) had a melt factor of 1, a quantification factor of 10 and a maximum integration time of 2 sec. All samples used in this study were kept at -20 o C and defrosted in a fridge at 4 o C for 30 min before mixing and pipetting into qPCR plates.
At the end of each experiment, an absolute quantification of samples was performed with the second derivative maximum method using a high confidence algorithm on the LightCycler R software. With this method, the quantification cycle (Cq) is the point where the fluorescence curve turns sharply upwards (i.e.
the maximum of the second derivative of the amplification curve). Unlike methods based on thresholds that can be set manually or automatically (i.e. most other real-time platforms), the second derivative method uses the shape of the amplification curve as the guide to quantifying the PCR cycle value at which fluorescence begins to increase maximally. A 1:10 serial dilution of the multiplexed standards (12 data points in total) was used to determine the analytical sensitivity of the multiplex assay. This limit of detection (LOD) was defined as the highest Cq mean observed for a truly positive sample with all triplicates fluorescing. The limit of quantification (LOQ) was selected as the Cq mean of the highest dilution of template at which the standard curve remained within the linear region. The LOQ was used as the Cq value cut-off for each assay.
The LODs and LOQs of the assays were, respectively, 39.853 and 35.760 for T. bryosalmonae, 37.097 and 34.977 for F. sultana, and 34.930 and 34.930 for the IPC (see Table S2 ). [Bustin et al., 2009] .
Characterization of the study area
The morphology of the watershed was obtained from a 25-m resolution digital terrain model, while the river network was extracted by means of the Taudem method [Tarboton, 1997] . Flow directions were determined by following steepest descent paths. Pixels were considered to belong to the channeled portion of the landscape if their drained area was greater than or equal to 0.5 km 2 . In order to subdivide the catchment into units where reasonably constant local morphological conditions apply, stream reaches longer than 5 km were split into equally long stretches. In total, the river network was divided into 166 stretches hierarchically arranged according to the network connectivity, each of them associated with a cluster of pixels directly draining into the stretch.
Details on the calibration algorithm
Our model has nine free parameters (five β coefficients, p 0 , τ, C The Metropolis-within-Gibbs algorithm is implemented as follows: given an initial value for the 9 parameters within the allowed limits (i.e. the boundaries of the prior distributions), the likelihood L 1 is computed via Eq. (*). A new parameter set is then picked by updating a single parameter at a time (as postulated by the Gibbs sampling scheme), following the order β Elevation ; β ContributingArea ; β Moraine ; β Peat ; β Water ; p 0 ; τ; C * ; σ. Parameters' update is obtained via normal (log-normal for C * ) jump distributions truncated at the allowed boundaries, with mean equal to the previous accepted parameter value and constant standard deviations whose values were set after running some preliminary runs. The choice of a log-normal distribution for C * aims at matching the log-normal distribution adopted for C. Chosen values for the standard deviations were equal to 1 for all β coefficients; 10 −18 mol m −2 s −1 for p 0 ; 4 h for τ; 0.25 for σ; 0.2 for log(C * ). Let the likelihood of the updated parameter set be L 2 . Then, in agreement with Metropolis' rule, the new parameter set is accepted with probability min(1, L 2 /L 1 ). Figure S1 : Distribution of non-detection probabilities ϕ j = exp(− C j /C * ) for all 15 sites and both target species. Observed non-detection frequencies (i.e. the number of null measured eDNA concentration values over the total number of samples taken at that site) are also reported. Negative values and those lower than limit of quantification are expressed as "-". DNA from tissue samples for testing the specificity of the Fredericella sultana primers were diluted to 10 (only Cristatella mucedo), 1 and 0.1 ng/µL and results are given for each standardized concentration. "na": not applicable. The labelling of species (named or unnamed) for the specificity tests of T. bryosalmonae and F. sultana assays follows Hartikainen et al. [2014] and Hartikainen et al. [2013] , respectively. Bryozoan samples were standardized to 1 and 0.1 ng/µL by measuring the original samples with a Qubit R 2.0 Fluorometer double-stranded DNA (dsDNA) high-sensitivity Assay (in ng/µL; Invitrogen) and diluting in TE buffer (10 mM Tris-HCl, 0.05 mM EDTA, pH 8.0).
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