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Window functions have been greatly utilized in the synthesis of finite impulse response 
(FIR) filters implemented using surface acoustic wave (SAW) devices. The critical 
parameter in any FIR design is the impulse response length, which must be optimized for 
the given design specifications in order to reduce the size of each device. To this end, 
many design algorithms have been introduced such as Remez exchange, linear 
programming, and least mean squares. A new algorithm has been derived which is 
efficient and accurate for the design of arbitrary filter specifications requiring less 
computations than the current algorithms. The FIR design is applicable to general SAW 
filter design and allows two weighted transducers to be designed in a near optimal method 
without the need to perform zero splitting or de-convolution. 
The thesis first provides the definition of the window functions used for the design 
process. Then the overview of the design process is discussed using a flowchart of the 
modeling program for designing an FIR without transducer separation and a sample 
simulation is presented. Next, the effects of monotonically increasing sidelobes on the 
transition bandwidth are discussed. This is followed by a discussion of the addition of 
arbitrary phase to the filter design requirements. Next, the separation of the response into 
a two transducer design utilizing the two window function series is explained. Finally, the 
results are discussed and compared with other design techniques. 
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CHAPTER 1 
INTRODUCTION 
Finite impulse response (FIR) filter design can be realized using a variety of techniques 
including the Remez exchange algorithm [I]-121, linear programming [3]-[5], and least 
mean squares [6]-[7]. For surface acoustic wave (SAW) devices, it is necessary to design 
the responses of two transducers individually whose combined response meets the overall 
design specifications. A new technique has been developed which designs the two 
transducer responses simultaneously thus eliminating the need to perform zero splitting or 
using de-convolution techniques. 
Chapter 11 provides an overview of the functions in both time and frequency which are 
used to synthesize the filter. It defines the functions which are used to produce the desired 
fiequency response and their time domain representations. 
In Chapter III, an in-depth explanation of the design technique is provided for filters 
designed without transducer separation and with a zero phase response. A design example 
is presented to show how the modeling is accomplished and it discusses how the 
specification points are altered to achieve the design parameters desired. It also shows 
how the impulse response length adjusts to produce the solution closest to the optimal 
impulse response length. Examples of filter designs for flat, dip, and linearly sloped 
pass-band responses are given providing magnitude responses in fi-equency and the 
corresponding time response. 
__.- - . 
Chapter IV discusses the use of the design technique to synthesize a filter response 
with monotonically increasing sidelobes. It explains the new specifications which must be 
made in the stop-band region and the changes in the solver necessary to produce the 
desired sidelobe increases. It uses the same design parameters as in Chapter III except for 
the addition of monotonically increasing sidelobes. The impact of the design utiliziig 
monotonically increasing sidelob es is compared to the equiripple stop-band design of 
Chapter III. 
Chapter V discusses the addition of an arbitrary phase response to the filter design 
using the same design example as in Chapter III. It explains the addition of linear phase 
responses with its impact in the time domain. This is followed by a discussion of chirp 
phase designs and its effect on the time response including its increasing of the impulse 
response length from that necessary to complete the magnitude design alone. 
Chapter VI discusses the FIR design with separation into two transducer responses. 
The adjustments necessary to the design procedure of Chapter 111 in order to produce an 
overall frequency response which meets design parameters is discussed. Once again, the 
design specifications from Chapter III are used as an example. The results are then 
compared tothose obtained in Chapter III for the design without transducer separation. 
Chapter W is the conclusion and discussion of the FIR design technique. It compares 
the achievable resujts with other design techniques and comments on design applications. _ _  -- - 
CHAPTER 2 
FUNCTION DEFINITION 
Basis Set for Symmetric Filter Design 
The finctions used to construct the filter designs are based upon the classical truncated 
cosine series functions [8] where N is the number of functions being used and T is the 
impulse response length. 
The Fourier transform of these functions results in a summation of sampling finctions 
in the frequency domain. 
2m 
W n )  = 7 
n=N-1 
Hl (a) = I: an{~a[(o + oi (n))SI + sa[(o- (n))SI I 
n=O 
n=N-1 
H2(0)=5  C bn{~a[(o+a2(n))~I+~a[(o-a2(n)>SI> 
n=O 
Hl (a) is labeled the odd cosine window series since it has an odd number of sampling 
functions in the series while Hz@) is labeled the even cosine window series because it 
possesses an even number of sampling functions within the series. Each cosine series 
fbnction forms a summation of orthogonal fbnctions whose weighting coefficients may be 
solved in a matrix format in order to realize certain specification points in frequency. 
These fbnctions may be modulated to any desired center frequency by multiplying by a 
carrier. The drawback of this approach is that only symmetric filters may be designed due 
to the even symmetry of each cosine series finction. Therefore, non-symmetric filter 
designs require a redefining of the basis set. 
Basis Set for Non-symmetric Filter Design 
New functions were developed to implement non-symmetric filter design. A carrier 
wo was added to the hnctional form as follows: 
The even cosine series function possesses two cosine functions which transforms to 
two pair of sampling fbnctions in frequency. This definition causes the even cosine series 
function to become the summation of cosine windows functions [4]. By using this 
definition, the even and odd cosine series fbnctions possess the same number N and the 
same center frequency for each individual function. This eases the modeling of the 
solution. 
The Fourier transform of the new basis sets result in the following: 
Hl  (a)  = I a,{sa[(a + ol (n) + a 0 ) 3  + Sa[(a - a1 (n) - ao)$]} 
N-1 n=-- 
2 
These frequency summations are used in the design algorithm to build the filter to 
specifications by solving for the weighting coefficients, an's or bts, of each finction. Once 
the weighting hnctions are obtained, the time domain solution becomes a summation of 
cosines multiplied by the weighting coefficients. 
CHAPTER 3 
FILTER DESIGN PROCESS 
The design of zero phase FIR filters uses the finction defined in equation (4a) to build 
the frequency response. The algorithm for this design technique is represented by the 
flowchart in Figure 1. This provides a general flow for the complete design program. 
Individual blocks such as finding the initial conditions and solving for the equiripple 
solution will be covered in more detail when those sections are discussed. 
Filter Design Parameters 
Filter Specifications 
The bandwidth definitions and ripple requirements must be specified at the besinning of 
the filter design process. The pass-bandwidth, transition bandwidth, and stop-bandwidth 
determine the general shape of the filter. The center frequency determines the location of 
the pass-band in the frequency domain while the sampling frequency sets the period T 
between samples in the time domain. The maximum allowable peak-to-peak error in 
decibels in the pass-band ripple determines the deviation allowed in the pass-band while 
the stop-band ripple in decibels sets the rejection band level. 
Start 
Normalize coefficients 
to one in time 
Yes 
w Calculate 
Iaput weighting inverse F y  
coefficients 
Calculate solver Calculate time 
data range and 
data points 
Set initial fiequmcy 
and value specifications 
Calculate number 
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Figure 1 Program flowchart 
Table 1 provides the input data for the filter design example which will be used 
throughout this discussion. 









Filter Bandwidth Requirements 








band must fall. There are minimum bandwidth constraints for which the a t e r  design 
bandwidth for the specified decibel level must meet or exceed the desired bandwidth. For 
maximum bandwidth constraints, the filter design bandwidth must be less than or equal to 
the desired bandwidth. Table 2 provides the bandwidth requirements for the design 
example. 

























Impulse Response Length 
-- 
Fromthe filter specifications the optimal impulse response length can be calculated 
utilizing the transition bandwidth, sampling frequency, pass-band ripple deviation, and 
stop-band ripple level. Appendix A provides a discussion of the relationship between the 
optimal impulse response length and the aforementioned filter design specifications. For 
the specifications given in Table 1, the optimal impulse response length is 4.2159 usec. 
The program allows for the optimal impulse response length to be replaced if desired by 
the user. 
Once the impulse re ngth, tau, is determined, the maximum time error allowed 
is entered as a parameter to determine when the solution is complete. The value used for 
the design example was 0.01 usec. 
Preliminarv Overations 
From the pass-bandwidth, transition bandwidth, stop-bandwidth, and impulse response 
length, the number of functions necessay to complete the design, N, can be calculated. 
This is done by determining how many finctions fall within all the bandwidth 
specifications (pass-band, transition band, and stop-band) of the filter. The number of 
finctions needed to build the pass-band response, N, ,is equal to the total number of 
knctions located within the pass-band plus an extra hnction in each transition band. The 
number of sidelobes in each rejection band, Ns, is determined by: 
For the design example, N equals 11; N, equals 5; N, equals 3. 
At this point, the user may choose to solve for the weighting coefficients I enter 
their own. If thecoefficients are to be solved, the type of pass-band response required can 
be chosen. The design program supports the design of flat, dip (x/sin(x)), negatively 
sloped linear, and positively sloped linear pass-bands. 
The dip pass-band response requires the specification of the xlsin(x) equation desired. 
This is accomplished by entering the value k in seconds where lk defines the null 
bandwidth of the sin(x)/x being compensated in the equation: 
The negatively sloped linear and positively sloped linear pass-band responses require the 
entry of the decibel level of the bottom of the slope relative to 0 dB. 
Next, the user may decide whether to add a phase response to the filter design. This 
procedure will be discussed in detail in Chapter V. Therefore, no phase information will 
be added to this filter design. 
The final step before solving the filter design is to enter a frequency range over which 
to plot the frequency response when the design is completed. Also, the desired precision 
in the frequency data is entered. This example plots the data from 82.88 MHz to 87.88 
MHz with a precision of 10 KHz. From these values the number of frequency data points 
to be plotted can be determined. 
Solving for the Weighting Coefficients 
If the decision to enter the weighting coefficients was made, the operator w. simply 
enter all of the values. Otherwise, the solver will utilize the filter specifications and 
bandwidth requirements to produce an equiripple near-optimal filter design which meets or 
exceeds all filt ei.p*afamet rs. 
Initialize Solver 
The solver operates by evaluating the fiequency data over the region of interest and 
adjusting the fiequency specifications for the matrix solver until the equiripple solution is 
obtained. The fiequency range of interest is determined by the number of fbnctions used 
for the solution and the impulse response length, tau. Figure 2 shows the region of 
interest for the design example where FO is the center fiequency 85.38 MHz and tau is the 
current impulse response length being evaluated by the solver. The dots ma* the center 
fiequency of each sampling function being used to construct the fiequency response. The 
main lobe of each sampling function is also shown. 
Figure 2 Solver frequency range of interest for N = 1 1 
The equations to find the lower frequency limit and upper frequency l i t  are: 
The solver data points provide data over the fiequency range of interest and are used later 
in the equiripple and bandwidth solvers. The number of points can be determined fiom 
_ _  - - 
the fiequency range of interest and the desired precision. The number of points is forced 
to be an odd number such that the center fiequency of the filter is evaluated. 
Next, the initial frequency and value specifications to be used to solve for the 
weighting coefficients must be determined. Each function contributes a ripple in its band 
of influence. In each band a cosine is used to approximate the ripple. In the pass-band the 
ripple is modeled as the a summation of the cosine wave and the pass-band function 
desired. Figure 3 shows the initial pass-band conditions for the design example using the 
optimal tau of 4.2159 usec. The dots correspond to the initial ripple specification points. 
The linear values of the ripple can be calculated fiom the pass-band ripple by solving for 
the amplitude of the cosine, A, in equation (9). 
61 n pass-band ripple in decibels 
1+A 1.01439 
1 1 
84.98 MHz 85.OGMHz 85.70 MHz 85.78 MHz 
I-A 0.98561 
Figure 3 Initial pass-band conditions 
The five ripples correspond to the five functions used to define the pass-band response. 
The cosine wave is fitted to the bandwidth of the pass-band. The cosine is added to or 
subtracted from the desired pass-band response depending upon how the ripples must fall 
in order for the ripples at the edge of the pass-band to be peaks (l+A). 
The stop-band ripple is also approximated by a cosine function. The amplitude, B, of 
the cosine is determined in equation (1 0) by finding the linear value of the stop-band ripple 
level. 
62 = stop-band ripple in decibels 
B = 10("2"0) (10) 
The cosine is fitted to the stop-band by forcing the zero crossings of the cosine to land at 
the center of each fbnction and by forcing the first sidelobe next to the transition band to 
have a negative value and negative slope. The frequency specifications for the matrix 
solver become the frequency points midway between the hnctions. Figure 4 shows the 
cosine fitting for the stop-band at the high side of the filter response for the design 
example where the dots represent the initial specification points. 
Figure 4 Initial stop-band conditions 
Table 3 provides the initial conditions for the matrix solver for a tau of 4.2159 usec. 
Table 3 Initial conditions for the design example 
Equiripple Solver 
Once the frequency range over which the solver checks for an equiripple solution has 
been established and the initial frequency and linear value specifications have been made, 
the solver may be used to find the equiripple solution for the weighting coefficients. 
Matrix Solver. The frequency and linear value specifications are entered into a matrix 
solver to calculate the weighting coefficients to meet the specifications. From equation 
(4a), the summation of fbnctions using the design example of eleven fbnctions produces a 
value of n fiom -5 to 5. The eleven frequency and value specifications are numbered 1 to 
11 and are indexed by m in equation (1 1). Therefore hnm represents the value of function 
n evaluated at frequency m. 
The matrix is set up as in equation (12) such that the summation of each weighting 
coefficient multiplied by its finction value at a given fiequency equal the value desired at 
the given frequency. The weighting coefficients are then solved utilizing a matrix 
subroutine [9]-[lo]. 
Interchange of Freauency Specifications. Once the weighting coefficients for the. specified 
fkequencies and values have been solved, the solver must decide whether 'the solution is 
equiripple. This is accomplished by first searching the fkequency response of the filter 
over the frequency range of interest which was determined when the solver data points 
were calculated. The solver iterates the frequencies while leaving the linear value 
specifications the same until the equiripple solution is obtained. 
Figure 5a shows the frequency response for the initial specifications fiom Table 3. It 
also shows the fiequency points of the ripples which are given numerically in Table 4 
under iteration 1. Since the new ripple fiequencies do not match the original ripple 
frequency specifications, the new ripple frequency specifications are used to re-solve the 
matrix and produce a new set of weighting coefficients. This process continues until the 
new frequency specifications match the previous specifications. When this occurs, the 
current weighting coefficients are for the equiripple solution. Figure 5 graphically shows 
Frequency Response 










83.957 85.38 86.803 
Frequency (MHz) 
Figure 5a Frequency response using initial specifications 
After 1 iteration 
Figure 5b Frequency response after one iteration 
After 2 iterations 
- Filter response 
Figure 5c Frequency response after two iterations 
After 3 iterations 
- Filter response 
Frequency (MHz) 
Figure 5d Frequency response after three iterations 
the process of iterating to an equiripple solution while Table 4 lists the frequencies at 
which the ripples occur for each iteration. Note that the frequency specifications after 
_ - -- 
iteration 3 and 4 are identical. This indicates that the equiripple solution has been 
achieved. 
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the desired value. This is because for a given number of pass-band functions, pass-band 










solution. Figure 6 plots the equiripple optimal solution for the ripple specifications and 



















If the desired pass-bandwidth of the filter design doesn't match the pass-bandwidth of one 
of these optimal curves, the impulse response length must be adjusted until the equiripple 
_ - -- 
solution meets the bandwidth specifications of the filter design. 
- 5 Functions 
84.235 85.38 86.525 
Frequency (MHz) 
Figure 6 Family of optimal, equiripple filter design curves each having the same transition 
bandwidth but differing pass-bandwidths 
Bandwidth Specifications. The next process is to determine if the equiripple solution for 
the current impulse response length meets the given bandwidth specifications. The 
bandwidth requirements of the filter constrain the region in which the transition band must 
fd. There are minimum bandwidth constraints for which the filter design bandwidth for 
the specified decibel level must meet or exceed the desired bandwidth. For maximum 
bandwidth constraints, the filter design bandwidth must be less t h a  or equal to the desired 
bandwidth. The minimum bandwidth specifications are checked by evaluating the current 
filter design at the fiequencies corresponding to the center ,frequency of each bandwidth 
specification plus and minus half the corresponding bandwidth. Ifthe decibel value of the 
_ _  - - 
filter design is greater than or equal to the desired decibel value for any of these 
fiequencies, the filter meets the bandwidth specification; otherwise it is too narrow. The 
maximum bandwidth specifications are checked in a similar manner except the filter meets 
the design parameters if the decibel level at all of the frequencies is less than or equal to 
the desired decibel value; otherwise the filter is too wide; 
Ad-iusting the Impulse Response Length. Based upon the evaluation of the filter with 
respect to the bandwidth requirements, the impulse response length of the filter is 
adjusted. Table 5 cross-references the state of the bandwidth solver with the evaluation of 
the bandwidth specifications of the current design with respect to the desired bandwidth 
and produces the necessary change in the impulse response length and the next state of the 
solver. This table is referenced throughout this discussion. A special case occurs if the 
filter is too narrow on the first iteration. There are two ways to solve the problem. One is 
to decrease the impulse response length which will widen the filter response. This can't be 
done successfblly because the initial impulse response length is optimal for the given 
design parameters. A reduction in the impulse response length will make the transition 
bandwidth unachievable. The second solution is to add two functions to the pass-band 
and subtract a function from each stop-band while retaining the optimal impulse response 
length. From Figure 6, this will have the effect of increasing the pass-bandwidth of the 
filter. 
Table 5 Adjusting the impulse response length until solution meets allowed enor 
The solver starts in coarse tuning with the optimal impulse response length of 4.2159 
State of 








the optimal impulse response length. When the filter response is too wide for the optimal 
response length, the impulse response length is increased by 1% increments and the solver 
FINE 
A z ~ + ~  = 0 . 5 A ~ i  
~ i + l  =~ i   AT^+^ 
FINE 
Azi+l = 0.5Azi 





remains in the coarse state until the bandwidth specifications are met or the response 
becomes too narrow. If the pass-band response becomes too narrow, the solver enters the 
COARSE 
 AT^+^ =  AT^ 
~ i + l  =~ i  + AT^+^ 
FINE 
 AT^+^ = 0 . 5 A ~ i  
~ i + l  =~ i   AT^+^ 
DONE 
 AT^+^   AT^ 
~ i + l  =2i  AT^+^ 
NOT 
APPLICABLE 
fine tuning phase where the change in the impulse response length is divided by two for 
COARSE 
 AT^+^ = .Olq 
~ i + l  =~ i  
COARSE 
 AT^+^ = . 0 1 ~ i  






Ari+l = kror 
Ti+l = ~ i   AT^+^ 
OPTIMIZE 
 AT^+^ = 2- 
~ i + l  =~ i  -Arttl 
OPTIMIZE 
 AT^+^  AT^ 
~ i + l =  ~ i   AT^+^ 
DESIGN 
COMPLETE 
every iteration. The adjustment is added to the current impulse response length if the filter 
response is too wide and subtracted fiom the current impulse response length if it is too 
_ _  . -  -- 
narrow. ~ h i s  process continues until the filter achieves bandwidth requirements. 
If the filter becomes both too narrow in the pass-band and too wide in the transition 
band simultaneously in either coarse or fine tuning, then the transition bandwidth specified 
didn't match the transition bandwidth necessary to meet the bandwidth requirements. For 
this case, two functions are added to the pass-band response and one is subtracted fkom 
each stop-band response. This has the effect of widening the filter response which will 
require an increase in the impulse response length to return to the desired pass-bandwidth. 
The solver then starts over in the coarse tuning state working with the current impulse 
response length, the new number of pass-band and stop-band functions, and an increasing 
change in the impulse response length of 1% of the current impulse response length. 
When the filter meets the bandwidth requirements in either the coarse tuning or fine 
tuning state, the current impulse response length is an equiripple solution to the desired 
filter. However, ifthe impulse response length has been increased the slope of the 
transition bandwidth will be steeper than necessary. This means that the current solution 
may have room for improvement. The design program now enters the optimization phase. 
The current impulse response length is decreased incrementally by the allowable error 
which was defined at the beginning of the design process as 0.01 usec. The allowable 
error continues to be subtracted fiom the impulse response length until the filter design 
becomes too narrow and no longer meets bandwidth specifications. 
At this point, the design process is complete and the allowable error is added back such 
that the last correct solution is used to calculate the weighting coefficients for use in the 
/ 
remainder of the design process. The h a l  impulse response length for the design example 
was 4.3966 usec which is 4.3% above the optimal impulse response length of 4.2159 usec. 
Table 6 provides the weighting coefficients at the end of the design process. Note that the 
number of functions has increased to thirteen from the original eleven. This is because the 
total number of fbnctions and the number of sidelobes in the stop-band is adjusted for each 
new impulse response length such that the stop-bandwidth remains correct. 
Table 6 also provides the weighting coefficients for a dip pass-band response with an 
arbitrary k equal to 5.6~10~' second, a positively sloped linear pass-band response with a 
-3 dB lower pass-band edge with respect to the upper pass-band edge, and a negatively 
sloped pass-band response with a -3 dB lower pass-band edge with respect to the upper 
pass-band edge. The respective impulse response lengths for the designs are: 4.4810 
usec, 4.3645 usec, and 4.3966 usec. Due to its somewhat shorter impulse response 
length, the positively. sloped filter did not add an extra sidelobe fbnction to the response. 
The positively sloped linear filter required a shorter impulse response length than the 
negatively sloped linear filter because there is less interference from the negative frequency 
components in the 0 to -3 5 dB transition band of the positively sloped linear filter. The 
linear filters were designed with the same transition band constraints as the flat pass-band 
response except for the 0 to -3 5 dB pass-band edge. The dip filter used the exact same 
bandwidth requirements as the flat filter. 
Positively Negat ' - - 3ly 
Coefficient Flat Dip Sloped Sloped 
a--6' -0.0018 -0.00223 0 -0.0017 
a 3' 0.00435 0.00484 0.003 11 0.00424 
a '-41 -0.00094 0.00443 -0.00458 -0.00132 
_. .- - . - a[-3 0.38099 0.46107 0.25852 0.37932 
a '-27 0.96747 0.98654 0.68854 0.96728 
a[-11 0.98759 0.76836 0,74785 0.91816 
a-0- 1.01433 0.71549 0.85528 0.85526 
a -1- 0.98769 0.76853 0.91913 0.74854 
a '2' 0.9663 1 0.9846 0.96417 0.68955 
a[3' 0.3781 8 0.45696 0.36674 0.2619 
a[4' -0.00117 0.00405 -0.00245 -0.0044 
ar5' 0.0043 0.0048 0.00354 0.00363 
a '6' -0.00176 -0.00219 0 -0.00138 
Table 6 Weighting coefficients for the design example for the pass-band cases presented 
Calculate the Frequency Resoonse 
Once the weighting coefficients have been determined, the frequency response of the 
filter design can be calculated from equation (4a). The data is calculated for the specified 
frequency range and precision. The amplitude values of the filter are converted to 
magnitude and phase The decibel value for the response can then be determined fiom the 
linear value. Finally, phase information is added by setting the phase equal to 0 degrees 
for ftequencies with positive linear values and 180 degrees for filters with negative linear 
values. The addition of phase information will be covered in Chapter V. The frequency 
response data is then placed in an ASCII text file. Figures 7-10 plot the frequency 
response of each pass-band response over the desired range from 82.88 MHz to 
87.88M.z with a data precision of 10 KHz. These final designs meet the ripple 
specifications and 
Overall Response: Tau = 4.3966 usec. 
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Figure 7a Flat equiripple filter response 
Frequency (MHz) 
Figure 7b Pass-band response of the flat equiripple filter design 
Figure 8a Dip filter response 
Figure 8b Pass-band response of the dip filter design 
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Figure 9a Positively sloped linear filter response 
. 
Pass-band Response: Tau = 4.3645 usec 
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Figure 9b Pass-band response of the positively sloped linear filter design 
Figure 10a Negatively sloped linear filter response 
Frequency (MHz) 
Figure lob Pass-band response of the negatively sloped linear filter design 
Calculate the Time Res~onse 
Oneethe frequency response of the filter design has 1 :en completed, the time response 
of the filter can be calculated. First, the weighting coefficients are normalized to a 
maximum value of one at time t = 0 in the time domain. Equation (13) describes the 
normalization for each weighting coefficient a, where <%> is the normalized weighting 
coefficient. The normalized weighting coefficient is calculated by dividing each weighting 
coefficient by the summation of all the weighting coefficients. 
The time domain filter response can be calculated for each time sample using equation 
(3a). If the impulse response length ends between samples, an extra sample outside of the 
impulse response length isincluded in the time data to be used at the discretion of the 
designer and the data is placed in an ASCII text file. Figures 11-14 plot the time domain 
samples for the various filter designs. This completes the filter design process. 
me Domain Response 
Figure 11 Time domain response of  the flat pass-band filter design 
Time Domain Response 
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Figure 12 Time domain response of the dip pass-band filter design 
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Time Domain Response 
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Figure 13 Time domain response of the positively sloped pass-band response 
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Figure 14 Time domain response of the negatively sloped pass-band filter design 
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Improving the Impulse Response Length 
The impulse response length of the flat pass-band filter design was increased from the 
_ _  .- -- 
optimal value of 4.2 159 usec to 4.3 966 usec in order to decrease the filter bandwidth in 
order to meet the bandwidth specifications of the filter design. An alternate way of 
shrinking the pass-bandwidth is to decrease the allowable pass-band ripple. The 
pass-bandwidth of the filter designs has been observed to increase when the allowable 
pass-band ripple is increased and to decrease when the allowable pass-band ripple is 
decreased. However, the optimal impulse response length increases for the filter design 
using a smaller passaband ripple. 
In order to improve the impulse response length, the filter is redesigned with a smaller 
pass-band ripple. The new pass-band ripple can be adjusted until a pass-band ripple is 
found such that it meets the bandwidth specifications with its optimal impulse response 
length. The flat pass-band filter design using an impulse response length of 4.3966 usec 
was redesigned with a pass-band ripple of 0.2 dB instead of 0.25 dB. The new design 
achieved an impulse response length of 4.3597 usec which is 3.4% above optimal. The 
previous design was 4.3% above optimal. Therefore the new design resulted in an 
improvement of 0.9% in the impulse response length with a smaller pass-band ripple level. 
Figure 15 plots the frequency response of the flat pass-band filter design using the new 
pass-band ripple of 0.2 dB. Figure 16 displays the time domain response of the new filter 
design. 
i 
Overall Response: Tau = 4.3597 usec 
0.2dB Passband; -45dB Stopband (0.5MHz); Tauopt = 4.2159 usec 
* 19 
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Figure 15a Flat equiripple filter response using a smaller pass-band ripple 
Figure 15b Pass-band response of the flat equiripple filter design using a smaller 
pass-band ripple 
Figure 16 Time domain response of the flat pass-band filter design using a smaller 
pass-band ripple 
CHAPTER 4 
_. - -- 
MONOTONICALLY INCREASING SIDELOBES 
The optimal impulse response length has been defined as a function of the transition 
bandwidth, sampling frequency, pass-band ripple, and stop-band ripple. By easing the 
constraint on the stop-band ripple, the same filter cari be designed utilizing ashorter 
impulse response length. 
Figures 17a and 17b provide a graphical explanation of how monotonically increasing 
sidelobes decrease the impulse response length necessary to design a filter if aIl other 
parameters .are held constant. The figures show the last function in the pass-band region 
defined as bct ion 4 and three functions in the stop-band region. Note that the stop-band 
functions alternate between negative (function 5 and function 7) and positive (function 6) 
weighting coefficients. The transition band edge occurs in the outside half of the main 
lobe of the outermost pass-band function. This is because the stop-band functions are all 
negative in this region. Figure 17b shows the effects of monotonically increasing 
sidelobes. The weighting coefficients for the stop-band functions get larger which causes 
each stop-band function to have a more negative value in the region where the transition 
edge occurs. This causes the transition bandwidth to decrease for a constant impulse 
response length. Therefore, allowing greater error in the stop-band region decreases the 
impulse response length necessary for a given filter. design. 
Sidebbe lntetaction in the Transition Band Region 
Fht repdion band 
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Figure 17 Graphical representation of the effects of monotonically increasing sidelobes on 
the transition band region (a) shows the interaction of the sidelobe fbnctions in 
the transition band region when the rejection band is flat (b) shows the 
interaction of the sidelobe fhnctions in the transition band region when the 
rejection band region is monotoically increasing 
Design Process 
The design process for filters with monotonically increasing sidelobes follows the same 
design procedures set forth in Chapter III except for minor changes in the initialization of 
the equiripple solver and the iteration of the equiripple solver. 
The monotonically increasing sidelobes are achieved by placing a linear slope on the 
stop-band region with units of decibels per MHz. The initial frequency specifications are 
the same as in Chapter III, however, the initial value specifications must now include the 
slope of the stop-band region. The first sidelobe is still defined at the stop-band ripple 
level. The rest of the values can be determined fromathe 2 s t  sidelobe frequency and the 
slope of the stop-band region. Equation (14) calculates the decibel value for each sidelobe 
where i represents the ith sidelobe for either stop-band region. 
value[i] = 52 + slope * If?eq[i] - fieq[l] I 
The values are then converted to linear values for use in the matrix solver. The initial 
specifications then become a cosine constrained by the linear decibel slope. Figure 18 uses 
dots to show the initial specifications for the design example of Chapter III for 
monotonically increasing sidelobes where the stop-band level is still -45 dB. 
Figure 18 Initial stop-band specifications for design example 
The only other modifications to the design process of Chapter III involves the 
frequency interchange routine. Since the values of the sidelobes are frequency dependent, 
new values must be calculated after the new ripple frequencies have been defined. The 
value of the first sidelobe is left unchanged. The rest of the sidelobe values can be 
determined using equation (14) and converting to linear values with the correct phase. 
_ _  - -. 
Since both the frequencies and values of the sidelobes change for every iteration and 
the solver has discrete frequencies, the solution will sometimes oscillate between solutions. 
These two solutions have identical fiequency and value specifications except for the last 
sidelobe. The fiequency and value of the last sidelobe oscillates back and forth infinitely. 
This problem is overcome by saving the fiequency and value specifications of each 
iteration for two iterations and comparing the current specifications to the specifications 
two iterations before. If all frequency and value specifications are identical, then the 
equiripple solver is oscillating between solutions and the current solution is considered the 
final equiripple solution. 
Results 
Two trends were examined for the monotonically increasing sidelobes. One was the 
relationship between the sidelobe slope and the impulse response length with all other 
parameters held constant. Figures 19-21 plot the filter response of the design example of 
Chapter III with sidelobe slopes of 10,20, and 30 decibels per MHz. The second was the 
relationship between the number of sidelobes and the impulse response length. Figures 
20-22 show the filter response of the design example of Chapter III with a constant 
sidelobe slope of 20 decibels per MHz and varying stop-bandwidths of 0.5, 1, and 1.5 
MHz. These stop-bandwidths correspond to 3, 5, and 7 sidelobes 'in the stop-band region. 
The original impulse response length for the design example of Chapter III was 4.3966 
usec. By allowing the sidelobes to increase with a slope of 10 dB/MHz in Figure 19, the 
__.. -. 
same filter specifications were achieved with an impulse response length of 4.32 usec. As 
the slope of the stop-band region increased to 20 dB/MHz in Figure 20, the impulse 
response length decreased to 4.27 usec. Finally with a slope of 30 dB/MHz in Figure 21, 
the impulse response length was 4.20 usec which is actually below the optimal impulse 
response length of 4.2 159 usec. 
For Figures 22-24, the number of sidelobes were changed fiom 3 to 5 to 7 with a 
constant stop-band slope of 20 dB/MHz. The impulse response length decreased from 
4.27 usec to 4.16 usec to 4.04 usec. 
These examples prove that the impulse response length for a given set of filter 
specifications can be shortened by allowing the sidelobes to monotonically increase in the 
stop-band region. The trend which develops fiom the results of Figures 19-21 is that the 
impulse response length decreases as the slope of the stop-band region increases. From 
Figures 22-24, the impulse response length also decreases as the number of sidelobes in 
the monotonically increasing stop-band increases. Both of these trends correspond to the 
. fact that by easing the error constraints of a filter design, the impulse response length 
necessary to achieve the design decreases. By increasing the slope of the stop-band region 
or the number of sidelobes in a monotonically increasing stop-band region, the error 
constraints of the filter design are eased allowing for an improvement in the impulse 
response length. 
r 
; Tau = 4.32 usec 
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Figure 19 Monotonically increasing sidelobes with slope = 10 dB/MHz 
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Figure 20 Monotonically increasing sidelobes with slope = 20 dB/MHz 
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Figure 22 Monotonically increasing sidelobes with three sidelobes 
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Figure 23 Monotonically increasing sidelobes with five sidelobes 
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Figure 24 Monotonically increasing sidelobes with seven sidelobes 
CHAPTER 5 
PHASE DESIGN 
In general, a filter may be designed with an arbitrary phase response. This may be 
accomplished by using the Fast Fourier Transform (FFT). The magnitude of the filter is 
determined over the FFT data points using the previously solved weighting coefficients. 
Then the phase is added at every FFT data point. Next, the inverse FFT k :-l;en to 
produce the necessary tifie domain response to realize the desired magnitude and phase 
responses in the frequency domain. 
Example 
The linear and chirp phase response designs are accomplished by entering the 
coefficients for the phase equation as a fhnction of frequency. 
(f+fo)' 
$(f)=b(f+f'o)-a 2 for f < ofo 
Cf+fO, 
$(f)=b(f+fo)+a 2 for ofo I f < O 
(f-fo)L for o < f<  fO O(f)=b(f-fo)-a 2 
(f-fo 1 
$(f)  = b(f - fo) + a 7  for f 2 fo 
The symmetry is odd about the center fiequency fo in the positive fiequency domain and 
-& in the negative fiequency domain and also about the origin thus producing a time 
response with ody-red time components. The four equations are necessary so that the 
phase response meets the symmetry requirements due to the f2 dependence of the second 
term which only becomes negative if the sign is changed. The phase at 0 fi is zero to 
preserve odd symmetry. Figure 25 shows the phase symmetry using equations (15-18). 
Figure 25 Phase symmetry 
Phase 
The group delay is given as: 
v 
where the second term is positive for frequencies less than fb and negative otherwise. 
The phase response defined by equations (15-18) corresponds to the group delay of 
equation (19). The b coefficient determines the constant group delay tern while the a 
coefficient defines the linear group delay of the filter design. 
The number of points for the FFT is entered as a power of two. The number of data 
points in the fiequency domain for the FFT is the FFT size plus one over the range fiom 
_ _  - - 
-f/2 to f/2. The weighting coefficients are used in equation (4a) to determine the 
magnitude of the frequency response of the filter over the FFT data points. Then the 
phase response defined in equations (15-18) is used to calculate the phase of the filter for 
the output fiequency data and to calculate the phase over the FFT data points. For both 
cases, 180" must be added to the phase response if the linear value of the filter design is 
negative to compensate for the -180" phase shift associated with a negative value. The 
phase response is confined from 0" to 360" within the data file. 
At this point the FFT data contains the magnitude and phase response of the designed 
filter over the FFT data range. The data is then formatted for the inverse FFT operation. 
The data is transformed from the polar form of magnitude and phase to the rectangular 
form of real and imaginary and placed in a data stack the size of the FFT with the value at 
-f/2 omitted since that point is identical to fj2. The data is also fiequency translated as in 
Figure 26 where the negative frequency components are translated by adding f ,  to the 
fiequency. 
The inverse FFT [Ill-[12] can now be performed to determine the time domain 
response which corresponds to the fiequency domain response of the filter. The time data 
is then translated by exchanging the upper and lower data halves. This places the data in 
the same order as before the FFT process. The time information is then added to each 
sample where the sample period T equals 14. 
Figure 26 Frequency translation of FFT data 
The time data is then normalized to a peak value of one by dividing all time values by 
the largest real time value. Due to the odd symmetry of the added phase response, the 
time response is only composed of real time values. The operator enters a minimum value 
above which the time data is significant. The time data between the outermost time 
samples which meet or exceed the minimum allowable time value are placed in a user 
defined ASCII text file. 
Results 
AU phase response examples used the flat pass-band design example of Chapter III for 
the magnitude response. All time responses utilized a 4096 point FFT and a minimum 
time sample value of 0.0 1. 
~r Phase Response 
-Twalinear phase filters were simulated. Figure 27 shows the phase response of the 
filter with b equal to 225" per MHz which produces a -90" phase at 84.98 MEIz and 90" 
phase at 85.78 MHz which are the edges of the defined pass-band region. Figure 28 
shows the phase response for b equal to -225" per MHz which corresponds to a 90' phase 
at 84.98 MHz and -90" phase at 85.78 MHz. Note by comparing * e f vres to Figure 7a 
&om Chapter III that the 180" shifts correspond to the negative linear values of the filter. 
Figures 29 and 30 display the time responses of thc 7nea.r filter designs. When 
. 
compared to the time response of the flat pass-band without added phase in Figure 11 of 
Chapter III, it can be seen that the shape and amplitude of the responses are identical. The 
only difference is in the shifting of the response in the time domain. From the time delay 
property of the Fourier transform, 
f(t -to) t, e-j*~(o) 
Solving for the time shift to for b equal to 225" per MHz, t, equals -0.625 US. Fur b 
equal to -225" per IkE,  the time shift t, is 0.625 usec. From Figures 29 and 30, the time 
shifts are -0.6266 usec and 0.6266 usec respectively. Since the eakuked t h ~  shift 
doesn't correspond to a time sample, the nearest time sample becomes the lar* time 
value. The inverse FFT time results and fieqyency phase response co~~apond dir- 
with Fourier Transform theory. 
__  _--.- - .  
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Figure 28 Linear phase response with b equal to -225' per MEb 
. Figure 29 Time response for linear phase filter with b equal to 225" per MEb 
b 
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Figure 30 Time response for linear phase filter with b equal to -225" per MHz 
Chirp Phase Response 
-~he~chirp phase response filters set b equal to zero while a is set to 1125" per MHz 
squared for the first design and -1 125" per MHz squared for the second design. These 
values result in the same phase at the defined pass-band edges of 84.98 MHz and 85.78 
MHz as for the linear phase response filter designs. Figures 3 1 and 32 show the phase 
response for the chirp phiae filter designs. Once again, the 180" shifts correspond to the 
negative linear values of the filter response. 
Figures 33 and 34 display the time domain responses of the chirp filter designs. As . 
with the linear phase response filters, the two time responses are mirror images of each 
other with respect to the amplitude axis in the time domain. This is due to the use of the 
same phase coefficient with opposite signs. Now each individual component of the 
summation of equation (3a) possesses a separate time shift with a corresponding phase 
response as in equations (20) and (21). Similar to the linear phase filters, the time shifts 
change sign when the phase coefficient changes sign thus producing mirror image 
responses. Because each term of the summation has its own time shift, the overall impulse 
response length increases. For this example the addition of a chirp phase response 
increased the impulse response length from 4.3966 usec to 7.7419 usec. 
Table 7 shows the approximate group delay for each basis function for the two chirp 
filter designs. These approximations were determined using equation (19) and evaluating 
at the center of the main lobe of each basis hnction. The impulse response length of the 
ch'-p filter designs can then be calculated by adding the largest difference between basis 
functions to the original impulse response length. The largest difference between group 
delays oaws between hnction 0 and fbnction 6 or -6 for both designs. The group delay 
is negative for the positive chup and positive for the negative chirp which is predicted by 
Fourier Transform theory. Adding the difference between fbnctions 0 and 6 to the original 
impulse response length produces an approximate prediction for the chirp impulse 
response length of 8.66 16 usec for both designs. This approximated value for the impulse 
response length for the chup filter designs is larger than the 7.7419 usec obtained from the 
realized chirp designs. This is due to the inexact nature of the calculation and also to the 
. 
fact that the time data was discarded for values below 0.01 usec which shortened the 
impulse response length of the output time data. Therefore, the chirp filter design results 
can be predicted by Fourier Transform theory. 
Table 7 Approximate group delays for individual basis finctions for chirp phase design 












82.88 85.38 87.88 
Frequency (MHz) 













82.88 85.38 87.88 
Frequency (MHz) . 
Figure 32 Chirp phase response with a equal to -1 125" per MHz squared 
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In Chapter 11 two orthogonal basis sets were defined in the time domain by equations 
(3a) and (3b) and in the frequency domain by equations (4a) and (4b). Each basis set is 
used in the synthesis of one of the two transducer responses necessary for implementation 
of the filter design utilizing SAW technology. The two transducer responses must be 
designed such that their time convolution produces a filter design which meets the desired 
specifications. 
Figure 35 graphs a single basis finction fiom each basis set as a function of the inverse 
of the impulse response length. The odd cosine series function is a sampling function with 
a transition bandwidth of the inverse of the impulse response length. The even cosine 
series fbnction is composed of two sampling functions which produces a basis hnction 
with a transition bandwidth 1.5 times that of the sampling hnction. The tw- 1 s i s  sets 
were chosen because their sidelobes have mutually exclusive zeroes. Thus when the two 
finctions are time convoluted, the zeroes improve the rejection in the sidelobe region. 
Since the odd cosine series basis fbnctions have a smaller transition bandwidth than the 
even cosine series basis fbnctions, the transducer designed with the odd cosiine series basis 
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Fimre 3 5 Frequency response of the basis finctions 
Transducer Design 
The most obvious method for separating the filter design into two transducer responses 
is by dividing the pass-band and the stop-band ripple specifications between the two 
transducers and then utilizing the design algorithm in presented in Chapter III. The 
impulse response length must be divided equally between the two transducers in order to 
maintain the mutually exclusive zeroes in the stop-band region. 
The design process is identical to that presented in Chapter III except for the following 
deviations. The calculation for the number of hnctions N is done wr -1 half the optimal 
impulse response length. Also, the equiripple solver must be used to produce an 
equiripple frequency response for each transducer. Then the transducer frequency 
responses can be multiplied in order to produce the overall frequency response. This 
overall response can then be used in the bandwidth solver to produce a filter design 
utilizing the smallest impulse response length within the allowed error. 
Example 
The filter designed in Chapter III will be separated into two transducer responses. The 
starting optimal impulse response length for each transducer is 2.10795 usec. The 
pass-band ripple is 0.125 dB per transducer while the stop-band ripple is -22.5 dB per 
transducer. 
Figure 36 graphs the frequency response of each transducer design. Transducer #1 is 
the response using the odd cosine series basis set while transducer #2 is the response using 
the even cosine series basis set. Each desig- possess a pass-band ripple of 0.125 dB and a 
stop-band ripple of -22.5 dB. As mentioned previously, the odd cosine series transducer 
response sets the transition bandwidth, of the filter design. 
Figure 3 7 plots the fiequency response of the SAW filter design which is the 
multiplication of the transducer fiequency responses. It can be seen that the stop-band 
ripple is less than the sum of the stop-band ripples of each transducer design. This is due 
to the mutually exclusive zeroes of the two basis sets discussed earlier. The maximum 
stop-band ripple is -46.7664 dB which is 1.7664 dB less than the -45 dB -3tained by 
summing the two transducer stop-band ripples. 
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Figure 37 Frequency response of SAW design 
_- - - 
Figures 38 h d  39 show the time domain responses of the transducer designs. The 
impulse response length of each transducer is 3.38375 usec which corresponds to an 
impulse response length of 6.7675 usec for the filter design. The optimal impulse 
response length fiom Chapter III was 4.2159 usec. Therefore the impulse response length 
for the SAW design is 60.5% greater than the optimal value. 
Figure 40 plots the optimal impulse response length for the filter specifications and the 
optimal impulse response length for the SAW filter design. The SAW optimal impulse 
response length is determined by calculating the optimal impulse response length for the 
transducer specifications where the pass-band ripple is 0.125 dB and the stop-band ripple 
is -22.5 dB and then multiplying by two. The SAW optimal impulse response length for a 
transition bandwidth of 0.471 MHz is 6.4352 usec. Therefore, the SAW filter design was 
found to be 60.5% greater than the optimal impulse response length for the filter 
specifications but is only 5.16% greater than the optimal impulse response for the SAW 
design. This percent error is within the error range of the filter design program as 
discussed in Chapter III. The results of this design technique for transducer separation 
follow the theoretical predictions. 
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Figure 39 Time domain response of transducer #2 
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Figure 40 Optimal impulse response length for the filter specifications versus the optimet - 
impulse response length for the SAW filter 
CHAPTER 7 
CONCLUSIONS 
The FIR design algorithm presented achieved specifications in a near optimal solution. 
Its advantage over other FIR design techniques is that it is analytic. This allows for the 
compensation of second'order effects to,be done more easily by compensating the 
weighting coefficients. The design algorithm also reduced the example problem &om a 
753 order problem to solve for each sample point in the time domain to a 13 order 
problem to solve for the weighting coefficients of the basis functions. The design 
algorithm also demonstrated the effects of allowing the sidelobes to monoto,nically 
increase. This was shown to improve the impulse response length of the filter designs. In 
addition, the design algorithm achieved arbitrary phase filter designs by adding a phase 
response to the magnitude response and performing an inverse FFT to realize the time 
domain response. 
The design algorithm possesses the ability to design the two transducer responses 
necessary for SAW implementation analytically. This eliminates the need for utilizing zero 
splitting or de-convolution techniques on a FIR design in order to realize the two 
transducer responses. This is important since these techniques do not always converge to 
a realizable solution. The drawback is that the impulse response length for the two 
transducer designs were found to be far fkom optimal. 
In closing, this new FIR design algorithm has been shown to be usefbl and accurate in 
the design of arbitrary magnitude and phase filter designs with or without transducer 
separation. 
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APPENDIX A 
OPTIMIZING IMPULSE RESPONSE LENGTH 
The optimal finite impulse response length for a filter design depends upon several 
filter design parameters. These consist of the pass-band ripple, stop-band ripple, transition 
bandwidth, and sampling frequency. The following equations have been empirically 
determined by Rabiner [ 131 to calculate the optimal impulse response length for the given 
design specifications where 2 represents the impulse response length. 
61 = pass-band ripple li2 = stop-band ripple 
AF = normalized transition bandwidth Fsamp i sampling fiequency 
a l = 5 . 3 0 9 ~ 1 0 - ~  a 2 = 7 . 1 1 4 ~ 1 0 - ~  a3=-4.761~10- '  




Figure A-1 shows a plot of the impulse response length versus transition bandwidth for 
a 100 MHz center fiequency, 200 MHz sampling fiequency, O.SdB pass-band ripple, and 
stop-band ripples of -30, -40, -50 dB. These results match the plots utilizing these 
equations found in 1141. These equations provide a good measure of the impulse response 
length required for various filter designs. 
- 
Impulse Response Length vs. Transition Bandwidth 







0)  c 
a 
J 








0.1 0.45 0.8 1.15 1.5 1.85 2.2 2.55 2.9 3.25 3.6 3.95 4.3 4.65 5 
Transition Bandwidth (MHz) - 
Figure A- 1 Optimal impulse response length 
REFERENCES 
[I] T.W. Parks and J.H. McClellan, "Chebyshev Approximation for Nonrecursive Digital 
Filters with Linear Phase, " IEEE Transactions on Circuit Theory, No. 19, March 
1972. 
[2] J.H. McClellan and T. W. Parks, "A Unified Approach to the Design of Optimum FIR 
Linear-Phase Digital Filters," IEEE Transactions on Circuit Theory, No. 20, 
November 1973. , 
[3] James K. Strayer, Linear Programming and Its Applications, New York, NY: 
Springer-Verlag New York Inc., 1989. 
[4] W. Allen spivey and Robert M. Thrall, Liltear Optimization, New York, NY: Holt, 
Rinehart and Winston, Inc., 1970. 
[5] Harvey M. Salkin and Jahar Saha, Studies in Linear Programming, New York, NY: 
North-Holland Publishing Company, 1975 
[6] John G. Proakis and Dirnitris G. Manolakis, Introduction to Digital Signal 
Processing, New York, NY: Macrnillan Publishing Company, 1988. 
[7] H. Vincent Poor, An introduction to Signal Detection and Estimation, New York, 
NY: Springer-Verlag New York Inc., 1988. 
[8] C. D. Bishop and D.C. Malocha, "The Classical Truncated Cosine Series Functions 
with Applications to SAW Filters," IEEE Transactions on Ultrasonics, Ferroelectrics, 
and Frequency Control, Vol. UFFC-34, No. 1, January 1987. 
[9] Rodolfo Chang, citation for the C language matrix solver subroutine. 
[I 01 William H. Press, NumericaI Recipes in C, Cambridge, NY: cambridge University 
Press, 1988. 
[l 11 Samuel Richie, citation for the C language FFT subroutine. 
[ 121 Sorensen, Heideman, and Burrus, "On Computing the Split-Radix FFT," IEEE 
Transactions of Acoustic, Speech, and Signal Processing, Feb., 1986, pp. 152-56. 
__- - 
[ 131' L. R~abiner, J.H. McClellan, and T. W. Parks, "FIR Digital Filter Design 
Techniques Using Weighted Chebyshev Approximation," Proceedings of the IEEE, 
Vo1. 63, NO. 4, 1975, pp. 595-610. 
[14] Clinton Hartmann and Stephen Wilkus, "Surface Acoustic Wave Bandpass Filters, " 
R.F. Monolithics, Inc., Dallas, Texas 75234. 
