Robust optimization is one of the fundamen tal approaches to deal with uncertainty in combinatorial optimization. This paper con siders the robust spanning tree problem with interval data, which arises in a variety of telecommunication applications. It proposes a constraint satisfaction approach using a combinatorial lower bound, a pruning com ponent that removes infeasible and subopti mal edges, as well as a search strategy ex ploring the most uncertain edges first. The resulting algorithm is shown to produce very dramatic improvements over the mathemat ical programming approach of Yaman et al. and to enlarge considerably the class of prob lems amenable to effective solutions.
Introduction
In many combinatorial optimization problems, data are not known with certainty. How to deal with these uncertainties is often problem-dependent and various frameworks have been proposed in the past, including stochastic programming [Birge and Louveaux, 1997] , stochastic constraint programming [Walsh, 2001] , and robust optimization [Kouvelis and Yu, 1997 ] to name only a few. In robust optimization, the idea is to find a solution that hedges against the worst possible sce nario. More precisely, the goal is to compute a solution that minimizes the maximum deviation from the opti mal solution over all realizations of the random data. Many practical applications can be formulated as ro bust optimization problems.
This paper considers the robust spanning tree prob lem in graphs where the edge costs are given by inter vals (RSTPIE). The goal in the RSTPIE is to find a spanning tree that minimizes the maximum deviation of its cost from the minimum spanning tree (MST)
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Computer Science Dept. Brown University Box 1910, Providence, Rl 02912 over all possible realizations of the edge costs (i.e., costs within the given intervals). The robust spanning tree was studied in [Bertsekas and Gallagher, 1987 , Kouvelis and Yu, 1997 , Kozina and Perepelista, 1994 , Yaman et a!., 2001 ] because of its importance in com munication networks. [Kouvelis and Yu, 1997] dis cusses the design of communication networks where the routing delays on the edges are uncertain, since they depend on the network traffi c. A robust span ning tree hedges against the worst possible delays and is desirable in this problem. A second application discussed by [Bertsekas and Gallagher, 1987] concerns broadcasting of messages from a given node to all other nodes in a network where the transmission times are uncertain. Once again, the goal is to hedge the broad cast against the worst communication delays.
Recently, a very elegant mixed integer programming (MIP) approach was proposed in [Yaman et a!., 2001] . It combines the single commodity model of the mini mum spanning tree with the dual of the multicommod ity model for the same problem. In addition, they in troduced the concepts of weak and strong edges, which identify edges that may and must belong to an opti mal solution. They used these concepts as a part of preprocessing step and showed that, on some classes of instances, it significantly enhance the performance of their MIP implementation. This paper applies a constraint satisfaction approach to the RSTPIE. It presents a search algorithm based on three important and orthogonal components: (1) a combinatorial lower bound to eliminate suboptimal trees; (2) a pruning component which eliminates edges that cannot be part of any feasible or optimal solution; and (3) a branching heuristic which explores the most uncertain edges first. The lower bound exploits the combinatorial structure of the problem and reduces to solving two MST problems. The pruning component eliminates infeasible edges (e.g., edges that would lead to cycles and non-connected components) as well as suboptimal edges (i.e., edges that cannot appear in op-timal solutions). It uses the concept of weak edges and a new O(m log m) amortized algorithm for detecting all weak edges (where m is the number of edges in the graph), improving the results of [Yaman et al., 2001] by an order of magnitude.
The constraint satisfaction algorithm is shown to pro vide very dramatic speed-ups over the MIP approach.
In particular, it runs several hundred times faster than the MIP approach on the instance data proposed in [Yaman et al., 2001] . It also exhibits even more sig nificant speed-ups on other instances which have more structure. In addition, the constraint satisfaction ap proach significantly broadens the class of instances that are amenable to effective solutions. Observe also that the constraint satifaction approach should apply equally well to other robust optimization problems, such as robust matching and robust shortest paths, which also arise in telecommunications and compu tational finance. Combinatorial lower bounds can be obtained similarly and the challenge is mainly to find effective characterizations of suboptimal solutions. As a consequence, we believe that constraint satisfaction approaches are likely to play a fundamental role in the solving of robust optimization problems in the fu ture. We also believe that the concept of suboptimal ity pruning, i.e., removing values that cannot appear in any optimal solution, is fundamental and deserves further study for optimization problems in general.
The rest of the paper is organized as follows. Sections 2 and 3 define the problem and discuss prior work. Sections 4, 5, 6, and 7 discuss the search algorithm, the lower bound, suboptimality pruning, and branch ing. Section 8 presents the experimental results, and Section 9 concludes the paper.
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The Problem
Informally speaking, the robust spanning tree prob lem, given an undirected graph with interval edge costs, amounts to finding a tree whose cost is as close as possible to that of a minimum spanning tree under any possible assignment of costs. This section defines the problem formally and introduces the main con cepts and notations used in the paper.
We are given an undirected graph G = (V, E) with lVI = n nodes and lEI = m edges and an interval �'c.] for the cost of each edge e E E. A scenario s is a particular assignment of a cost c. E �.c.] to each edge e E E. We use C: to denote the cost of edge e under a given scenarios.
Recall that a spanning tree for G = (V, E) is a set of edges T � E such that the subgraph G' = (V, T) is acyclic and connected. The cost of a spanning tree T Given a spanning tree T, a scenario w(T) which maxi mizes the difference between the cost of T and the cost of a minimum spanning tree under w(T) is called a relative worst case scenario for T. More precisely, a relative worst case scenario w(T) satisfies
•ES
where S is the set of all possible scenarios.
Note that arg-max,es f(s) denotes the set {e E S I /(e) = maxf(s)}.
•ES and arg-min is defined similarly.
Definition 2 (Robust Deviation). The robust de viation of a spanning tree T, denoted by t1T, is the dis tance between the cost of T and the cost of a minimum spanning tree under the relative worst case scenario of T:
The goal of this paper is to compute a robust spanning tree, i.e., a spanning tree whose robust deviation is minimal.
Definition 3 (Robust Spanning Tree). A (rela tive) robust spanning tree is a spanning tree T* whose robust deviation is minimal, i.e.,
where r a is the set of all spanning trees of G and S is the set of all possible scenarios. According to the definition of w(T) (Eq. 1), this is equivalent to:
T* E arg-min (�(T)-CMs T w(T)).
T era Figure 1 depicts these concepts graphically. Figure 1 : The relative worst case scenario determines the robust deviation Ar of a given spanning tree T.
Our goal is to find a tree T* for which this deviation (distance) is minimal.
• is maximal and this distance is then the robust deviation of T. Such a fi gure can be drawn for each spanning tree and we are interested in fi nd ing the spanning tree with the smallest robust devi ation. [Kouvelis and Yu, 1997] conjectured that the robust spanning tree problem with interval edges is NP-complete.
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Prior Work [Yaman et al., 2001] proposed an elegant MIP formu lation for the RSTPIE problem. The formulation com bines the single commodity model of the minimum spanning tree with the dual of the multicommodity model for the same problem. In addition, they in troduced the concept of weak and strong edges and used them for preprocessing. They showed that pre processing signifi cantly enhances the performance of their MIP implementation. We now summarize their relevant results.
We first introduce the concept of weak edges, i.e., the only edges that need to be considered during the search. Definition 4 (Weak Tree). A tree T � E is weak if there exists at least one scenario under which T is a minimum spanning tree of G.
Definition 5 (Weak Edge). An edge e E E is weak if it lies on at least one weak tree.
Strong edges are edges that are necessarily part of a robust spanning tree. Definition 6 (Strong Edge). An edge e E E is strong if it lies on a minimum spanning tree of G for all possible scenarios.
The following propositions characterize weak and strong edges in terms of the minimum spanning trees of two scenarios.
Proposition 1. An edge e E E is weak if and only if there exists a minimum spanning tree using edge e when its cost is at the lowest bound and the costs of the remaining edges are at their highest bounds.
Proposition 2. An edge e E E is strong if and only if there exists a minimum spanning tree using edge e when its cost is at the highest bound and the costs of the remaining edges are at their lowest bounds.
As a consequence, [Yaman et al., 2001] showed that it is possible to use a slightly modifi ed version of Kruska.l's algorithm to find all the weak and strong edges of a given graph in O(m2logm) time. In Sec tion 6, we give an improved algorithm for fi nding weak edges, which runs in O(mlogm). The following two propositions capture the intuition we gave earlier on weak and strong edges.
Proposition 3. A relative robust spanning tree T is a weak tree. Thus an edge can be part of a relative robust spanning tree only if it is a weak edge.
Proposition 4. There exists a relative robust tree T such that every strong edge in the graph lies on T.
The next result is also fundamental: it makes it possi ble to characterize precisely the worst case scenario of a spanning tree T.
Proposition 5. The scenario in which the costs of all edges in a spanning tree T are at upper bounds and the costs of all other edges are at lower bounds is a relative worst case scenario for T. In other words, w(T) is specified as
In other words, once we select a tree T, we can easily fi nd the worst-case scenario for T by assigning to the edges in T their upper bounds and to the edges not in T their lower bounds. We use Proposition 5 in our new algorithm. In the rest of the paper, we also use the notation w(S) to denote the scenario where c. = Ce if e E S and c. = Ce otherwise even when S is not a tree.
4
The Search Algorithm Figure 2 gives a high-level description of the search al gorithm. A node in the search tree is called a configu ration to avoid confusion with the nodes of the graph. A configuration is a pair (S,R), where S represents the set of selected edges and R represents the set of rejected edges. The algorithm receives a configuration
if LB((S, R}) :5 /* then w(T) worst case scenario for edge set T: Both steps remove edges from E \ (S U R) and adds them to R. If the lower bound of the resulting con figuration is smaller than the best found solution, the algorithm selects an edge and explores two subprob lems recursively. The subproblems respectively reject and select the edge. The best found solution and up per bound are updated each time a spanning tree with a smaller robust deviation is obtained.
Infeasibility pruning is relatively simple in our algo rithm. It ensures that S can be extended into a span ning tree and removes edges that would create cycles. We do not discuss infeasibility further in this paper and focus on the lower bound and suboptimality prun ing, i.e. the key novelty.
Before doing so, we introduce some additional nota tions. We use T(S, R) to denote the set of all spanning trees that can be derived from configuration (S, R), i.e.,
T(S,R)={TEra 1 S�T�E \R}.
Given a scenario s, M"(S,R) denotes the set of all minimum spanning trees which are derived from con figuration (S,R) under scenarios and MST"(S,R) is a representative of M"(S, R). For simplicity, we use M" and MST• when S = 0 and R = 0. All relevant notations are summarized in Ta ble 1 for convenience.
The Lower Bound
We now present a lower bound to the robust deviation of any spanning tree derived from (S,R). In other words, we need to fi nd a lower bound on the value of l!.r (as defined by Eq. 2), for any tree T E T(S,R).
Recall that, for any such tree T, the robust deviation is
given by l!.r = c'!j.
-c M srw<TJ • We can approximate l!.r by finding a lower bound to c'!j.
( T ) and an upper bound to cMsrw<TJ. Since S � T � S U L where L = E\(SUR), both bounds can be obtained by considering the scenario w(SU L). As a consequence, we define the lower bound LB( (S, R)) of a configuration (S, R) as LB((S, R}) = CMsTw(SuL) ( S,R) -CMsTw(SuL).
The following proposition proves that LB( (S, R)) is indeed a lower bound.
Proposition 6. Let (S, R) be an arbitrary configura tion and let L = E\ (SuR). Then, for all T E T(S, R), we have Proof: Since T E T(S, R), it follows that S � T � E -R = S U L. Therefore, On the other hand, by the definition of a minimum spanning tree and since T � S U L, we have that
The result follows since
Observe that this lower bound only requires the com putation of two minimum spanning trees and hence it can be computed in O(m log m) time. Interest ingly, cMSTw(su LJ can use any edge in the graph and is thus independent of the edges selected in S and R. Of course, the scenario w(S U L) is not! It is easy to see that this lower bound is monotone in both arguments
LB((S,R)) $ LB((S,R u {e})).
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Suboptimality Pruning
A fundamental component of our algorithm is subop timality pruning, i.e., the ability to remove all non weak edges at every configuration of the search treee. The key idea is to characterize all weak edges in terms of a unique scenario. The characterization is based on the following propositions which specify when a tree remains an MST under cost changes and the cost of an MST which must contain a specified edge. tree T' containing e such that 4, < 4· Removing e from T' produces two connected components C1 and C 2 . If X E C1 and y E C 2 , then we can construct a tree T" = T' \ { e} u {!} and we have
CT• CT·
Since e ¢ T" and e E T, we have cTn=4n<4=c} which contradicts the fact that T E M•. If x,y E C1 (resp. C 2 ), since there exists a cycle in the graph con taining e and f, there exists at least one edge g on the path from u to v in T such that g E T' (otherwise T' would not be a tree). By hypothesis, c; $ cj and hence c: ;:: c!· We can thus apply the same construc tion as in the case X E C1 and y E C 2 with f replaced by g. Proof: Let § the scenario s where c! is replaced by c:. If e E T, then T E M8 as well and hence e is weak by Proposition 1. If e ¢ T and Ce > Cf, then T E M' by Proposition 7. By Proposition 8, T\ {!} U { e} E M' ( { e}, 0) and its cost is greater than CT since Ce > Cf· Hence e is not weak. If e ¢ T and Ce = Cf, then T \ {!} U { e} is an M ST8 and hence e is weak. The same holds for the case where e ¢ T and c.< Cf·
We now describe how to use Proposition 9 to obtain an O(m log m) algorithm on dense graphs. The key idea is to compute M ST', i.e., the MST when all costs are at their upper bounds. All edges in this MST are weak. In addition, for each e = ( u, v) not in the MST, we compute the largest cost of any edge on the path from u to v. This can be done easily by upgrading Prim's algorithm slightly to ass ociate a level and a parent to each vertex. When an edge e = ( u, v) with u E T and v ¢ T is added to T in Prim's algorithm, we set
These modifi cations do not aff ect the complexity of the algorithm. It now suffices to apply the algorithm de picted in Figure 3 to compute the cost of the maximal edge and to apply Proposition 9. The algorithm in Fig  ure 3 simply follows the paths from u and v to their common ancestor, computing the cost of the maxi mal edge on the way. Since algorithm MaxCost takes O(n) in the worst case, the overall complexity becomes O(m log m + mn). However, it is easy to reduce this complexity to O(m log m+n 2 ) by amortizing the com putation of the maximal costs. It suffices to cache the results of MaxCost in an n x n matrix M. For each edge e = (u,v) E E\ T we first examine entry M [u,v] and call MaxCost( u,v) only if this entry is uninitial ized. Since there are at most n 2 entries and each call to MaxCost(u,v) costs 0(1) per entry it fills, the over all complexity complexity becomes O(m log m + n2).
We proved the following theorem. Theorem 1. All weak edges of a graph can be com puted in O(m log m + n 2 ) time.
Branching Strategy
It is well-known that a good branching heuristic may improve performance significantly.
We now show a branching heuristic adapting the first-fail princi ple [Haralick and Elliot, 1980 ] to robust optimization.
The key idea is to explore the most uncertain edges first, i.e., to branch on an edge e with the maximal difference c. Definition 7 (Branching Strategy). Let (S,R) be a configuration, L* = L n MSTw(SuL), and L-= L \ MSTw(SuL). The branching strategy selects an edge s defined as follows:
Experimental Results
if L* # 0 otherwise.
We now report experimental results comparing the constraint atisfaction and the MIP approaches. The comparison uses the instances in [Yaman et al., 2001] , as well as some new instances which capture additional structure arising in practical applications.
The experimental setting of [Yaman et al., 2001] Note that the size of the search space to explore is 0(2300) for a complete graph of 25 nodes. Of course, our constraint satisfaction algorithm will only explore a small fraction of that space. In addition to these six class es, we also generate instances (Classes 7 and 8) whose cost structure is not the same for all the edges.
Class 7 contains instances which represent a two-level network. The lower level consists of clusters of 5 nodes whose edges are generated according to Class 1 above.
The upper level links the clusters and these edges have higher costs, i.e., Class 1 costs shifted by a constant which is larger than the Class 1 edges. This captures the fact that, in networks, there are often various types of edges with different costs. See Figure 4 for an in stance of Class 7 with 35 nodes. Class 8 contains in stances which are similar to Class 7, except that the upper-level layer is organized as a binary tree. See Figure 5 for an instance of Class 8 with 35 nodes. In general, class es 7 and 8 are significantly harder than classes 1 to 6, since preprocessing is less effective than in Class es 1 to 6 because of the additional structure.
Observe also that these instances are sparser for the same number of nodes.
Ta ble 2 compares the efficiency of the two approaches. It reports the computation times in CPU seconds of the MIP implementations, the constraint satisfaction algorithm with suboptimality pruning at the root node only (CSR), and the constraint satisfaction algorithm with suboptimality pruning at every node (CSF). The times are given on a Sun Spare 440Mhz processor and the average is computed over 10 instances for each class and each size. We used CPLEX 6.51 for solving the MIP, after preprocessing of the weak and strong edges.
Observe that the constraint satisfaction approach pro duces extremely dramatic speedups over the MIP ap proach. On Class 1, CSR runs about 134 times faster than the MIP on graphs with 15 nodes and about 217 times faster on graphs with 20 nodes. On Classes 7 and 8, the speed-ups are even more impressive. On graphs with 20 nodes for classes 7 and 8, CSR runs about 3500 and 200 times faster than the MIP. (Recall that these graphs are not complete). The MIP times are not given for graphs with more than 20 nodes, since they cannot be obtained in reasonable time. The results in dicate that the constraint satisfaction approach is also better at exploiting the network structure, which is likely to be fundamental in practice. Observe also that the constraint satisfaction approach is able to tackle much large instances in reasonable times.
Figures 6, 7, and 8 plot the execution times of the two constraint satisfaction algorithms. Observe also that applying suboptimality pruning at every node is not cost-effective on Classes 1 to 6. This is due to the fact that the graphs are complete and the costs are uni formly distributed in these instances. Classes 7 and 8, which add a simple additional cost structure, clearly indicate that suboptimality pruning becomes increas ingly important when the network is more heteroge neous. The benefits of suboptimality pruning clearly appears on large graphs for class 8, where CSF is about three times as fast in the average. In fact, CSF is sig- .g�: �.::-.: nifi cantly faster (e.g., 10 times faster) than CSR on some instances, while the two algorithms are similar on others. It is important to mention that systematic suboptimality pruning is useless without Theorem 1.
Indeed, the pruning benefit is often offset by the high pruning cost otherwise.
Overall, it is clear that the constraint satisfaction approach is much more effective on these problems than the MIP approach. It produces extremely dra matic speed-ups and substantially enlarge the class of instances that are amenable to effective solutions. The constraint satisfaction approach is able to solve large-scale problems (over 1,000 edges). Since net works are often organized in hierarchies, it should scale up nicely to larger real-life instances. There is still considerable room for improvement in the implementation, since incremental MST algorithms [Rauch Henzinger and King, 1997] and enhanced fea sibility pruning may decrease runtime significantly. ExeaAIOn lime ror problemS o/ cia• 8 The constraint satisfaction approach also solved large scale instances with up to 50 nodes (725 edges).
There are many open issues arising from this research.
On the one hand, it would be interesting to find an O(m log m) algorithm for detecting strong edges, to quantify the benefits of incremental MST algorithms, to investigate more sophisticated feasibility pruning, and to evaluate the approach on sparser graphs. Fi nally, it would be interesting to study whether subopti mal conditions can be derived for a wide variety of (ro bust) combinatorial optimization problems given the ubiquity of these problems in practice. In particular, robust matching and robust shortest paths have fun damental applications in computational finance and networks and are worth investigating.
