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ABSTRACT 
An easily programmed method is presented for solving N linear equations in N unknowns exactly 
for the rational answers, given that  all coefficients and constants appearing in the equations are 
rational numbers. The rational answers are deduced from floating point approximations to the 
answers obtained by any of  the standard solution algorithms. Criteria are given for determining 
for a particular set o f  equations the f loating point precision needed. 
I. INTRODUCTION 
Every so often one encounters a set of equations (1) 
where all coefficients aij, b i are rational numbers and 
it is required to obtain the exact rational number 
solutions xi, i = 1, 2,...,n. 
allX 1 +a12x 2 +... + alnX n = b 1 
a21x 1 + a22x 2 + ... ÷ a2nX n = b 2 
(1) 
anlX 1 + an2X 2 + ... + annX n = b n 
A straightforward way of achieving this on a computer 
is to maintain each rational as a pair of multiple 
precision integers p, q where p/q equals the rational. 
The four operations +, -, x, : then are performed by 
means of subroutines which compute the result 
integer pair and eliminate any common factors in 
them. This approach is applicabh to any rational 
number computation, in particular to the solution of 
(1), and was first described by Hen_rid in 1956 [5]. 
There are a number of other methods for solution of 
~his problem which employ integer arithmetic. 
Clearly, we may assume the coefficients aij, b i of (1) 
are all integers ince this can be achieved by multiply- 
ing each equation individually by an appropriate 
factor to dear all its coefficient denominators. The 
algorithms described by Rosser [8] and Luther and 
Guseman [6] may be adapted to provide methods of 
manlpuhting the equations (1), maintaining all 
coefficients as integers, until the equations assume 
the form 
ai lx  1 = b i 
a:~2x 2 = b~ 
=b" a~xn n" 
Then x i = b~/ai" i, i = 1,2 ..... n, where these fractions are 
not necessarily in reduced form. Here multiple precision 
integer arithmetic snecessary unless the system (1) is 
an especially simple one. Borosh and Fraenkel [2] 
describe an interesting method of solving a system of 
equations with integer coefficients using only:single 
precision integer arithmetic modulo a selected number 
of distinct primes; Newman [7] describes an implement- 
ation of their method. 
Here we propose amethod which differs from all the 
preceding in that floating point approximations to 
rationals are used. The rational number answers are 
"extracted" from floating point values for x~.. This 
allows the use of the usual inear equation solution 
algorithms. A complete program then would consist 
of two parts : a standard solution program and an 
appendix for the extraction of rationals. An interesting 
feature of the extraction process is that the rational 
number answers are automatically obtained in reduced 
form. 
This simplified method requires, ideally, that two 
estimates be awlhble : an estimate  of the maximum 
error in the floating point approximations to x_. and 1 . 
an estimate Q of the maximum size of the denominators 
of the rational number answers when these are in 
reduced form. To define Qmore precisely, ff r is a 
rational number let us use the notation (p/q) for r 
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when the integers p, q have no common divisor other 
than 1, and q is positive. Then if we set x i = (pi/qi), 
i = 1,2 ..... n, Q is such that qi ~< Q for all i. 
The floating point approximations to x i may be 
obtained by solving the system (1) by a reliable 
method, the coefficients aij, b i being in any convenient 
rational form. The estimate Q, however, is obtained 
easier after the equations are adjusted as described 
earlier to obtain integer coefficients. We may take Q 
then as any upper bound on the absolute value of the 
determinant of  the coefficient matrix (aij). Applying 
the Hadamard inequality [3, p. 252], we have 
[det (aij)[" j~=l (~=1 a~j)l/2 ~< j= l  ~ (nc?)l/2'J 
where q = m~xlaij[. Thus we may define Q by the 
equation 
Q=n n/21~ Cj. (2) 
j= l  
In the next section we show that the estimates e, Q 
must satisfy the inequality e < 1/2Q 2 if the rational 
answers are to be safely extracted. This implies that 
a general program for solving (1) must use floating 
point representations of  arbitrary length to accomo- 
date Q estimates of  any size. This is not surprising 
since solving a general system (1) by the other methods 
mentioned requires rational, integer, or modulo 
representations of  arbitrary length also. On the other 
hand scientific omputers routinely have double 
precision floating point as a machine representation; 
occasionally even higher precision is available. Thus a 
wide variety of  systems (1) can be solved by our 
method using only machine floating point operations. 
For these cases the basic operations +, -, x, : need not 
be redefined via complicated subroutines, and the 
programming effort and computer time expended are 
both moderate. 
2. EXTRACTION OF A RATIONAL NUMBER FROM 
A FLOATINTG POINT APPROXIMATION 
If x is the value~of a floating point number, its 
expansion as a simple continued fraction 
1 
x= ao+ '
1 a]. 4 
a 2 + 
(3) 
1 +-  
aN 
is necessarily finite since x is rational. Let us use the 
abbreviation {a 0, a I ..... ant  for this continued 
fraction expansion. The rationals r0, r I .... , 'r N where 
r k = {a 0 ..... a k ) are called convergents to x and 
satisfy the following relations [4, pp. 129-138, 153] : 
(i) I f  we set r k = (pk/qk) then the integers Pk' qk 
(which are relatively prime) can be found by the 
recursion relations : 
Pk = akPk-1 + Pk-2 
qk = akqk-1 + qk-2 
for k = 0, 1 ..... N, taking P-2 = 0, P-1 = 1, q-2 = 1, 




qk qk+l I _ 1 k = 0, 1 N-1. Moreover, qkqk+l 
x is always contained in the closed interval with 
endpoints pk/qk , Pk+l/qk+l . 
1 ..... 
I P- - x,[ < ~ then p/q must (iv) If (p/q) is such that I 
2q 2 q 
equal a convergent to x. 
There is a slight ambiguity in (iv). There always exist 
two of the expansions (3) for x since if a N > 1, a N can 
be replaced by (a N - 1) + 1/1 which increases the length 
of the continued fraction expansion: Similarly ff a N= 1, 
the expansion can be shortened by combining the last 
two terms. Of the two expansions for x the longer one, 
which terminates with a N = 1, has a convergent not 
appearing in the other, namely rN_ 1 = (PN_I/qN_I). 
However, employing (i) and (ii) we have 
[ -x  : q lqN 
1 1 
qN-1 (qN-1 + qN-2) 2q2N_1 
so in (iv) p/q could not equal this convergent. Hence 
the phrase "convergent tO x" appearing in (iv) means 
a convergent of both expansions. 
For our purposes we need the following additional 
result : 
Lemma 
Let x be a floating point approximation to the rational 
r = (p/q) for which it is known that Ix - rl < e, q g Q, 
and e < 1/2Q 2. If  x has the continued fraction expansion 
{a0, a I ..... a N ) and r k = (pk/qk), k = 0, 1 ..... K, are all 
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the convergents which satisfy the relation qk ~ Q' 
then r must equal the last of  these, rK. 
By (iv) r must equal one of these convergents. 
Suppose r = r k where k < K. Then by (iii) rk+ 1 is 
even closer to x so trk+l -x I < e. From 
Irk-xl + I x-rk+ll Irl -rk+ll ,we obtain 
Irk- x[ > Irk- rk+ll - e= ~ e by (ii), so 
qkqk+l 
1__ I rk - xl > Q2 - e > e, which is a contradiction. 
Thus, the only possibility is r = r K. 
This leads to the following process for extracting r. 
Record the sign of x, take b 0 = Ixl, P-2 = 0, P-1 = 1, 
q-2 = 1, q-1 = 0. Iterate 
a k = [bk], i.e., the greatest integer g b k 
Pk = akPk-1 ÷ Pk-2 
qk = akqk-1 + qk-2 (4) 
bk+ 1 = (b k - ak)-I 
for k = 0,1 ..... K where K is the first instance o fk  
where either qk+l > Q or bk+ 1 is undefined (b k = ak). 
Then r = (sgn x)PK/qK and there are no common 
divisors of  PK' qK" 
To verify that the above iteration process correctly 
determines a k, note that it follows from (3) (with Ix[ 
replacing x) that a 0 = [Ixl] = [b0]. Then 
a I = [(b I - a0 )-1] = [bl], and, in general, a k = [bk] 
except possibly for k = N - 1 when a N = 1. For this 
last case we see that the iteration scheme (4) favors 
the expansion of Ixl for which a N > 1. 
As an example of  the extraction process, let us suppose 
that for a particular system of  equations a Q of 1000 
has been computed. I f  the correct answer for a 
particular variable is 29/35 -" 0.828571429, then ff 
the computed value for this variable is within 
e = 1/2Q 2 = 5-10 "7 of  the above value, the correct 
rational will be extracted. Below we give the details 
of the extraction process for two hypothetical 
computed values, one greater and one less than the 
true value. 
A. Computed value 0.828571876 
k b k ak Pk qk 
0 0.828571876 0 0 1 
1 1.206895900 1 1 1 
2 4.833348558 4 4 5 
3 1.199978077 1 5 6 
4 5.000548135 5 29 35 
5 1824.368085 1824 >1000 
K = 4 and pK/qK = 29/35 
B. Computed value 0.828571018 
k b k ak Pk qk 
0 0.828571018 0 0 1 
1 1.206897150 1 1 1 
2 4.833319357" 4 4 5 
3 1.200020126 1 5 6 
4 4.999496901 4 24 29 
5 1.000503352 1 29 35 
6 1986.681289 1986 >1000 
K = 5 and pK/qK = 29/35. 
By the lemma, ff the absolute rror of x is less than 
1/2Q 2, the rational pK/qK obtained is certainly 
correct. It will be useful to estimate also the maximum 
allowable relative error of x. By (ii) we have 
Ix-  PK/qK] ~< _ 1 < 1 l /qKqK+l  
PK/qK I ]PK/qK ] IPKIqK+I ~ "  
.For the original problem, the solution of (1), [PKI cannot 
exceed the largest in absolute value of the var ious 
numerator determinants specified by Cramer's Rule. 
(Herewe are again assuming that all coefficients of  (1) 
are integers.) In the same manner as (2) was obtained 
we find 
IPKI g QB/min q ,  where B = max Ibil. 
j i 
Thus the smallest he relative error upper bound 1/IPKIQ 
can be is 0e where 
m.in Cj 
a= 1 (5) 
Q2B 
Clearly it is advisable to have sufficient bits in the 
computer's binary floating point mantissa representa- 
tion so that r~ is attainable. That is, ff m binary bits 
make up the mantissa, 2 -m should be less than ~, 
considerably less than c~ ff possible. This choice also 
will keep from being significant he errors introduced 
by using computer division rather than true division in 
obtaining the inverses required in (4). 
Although it is possible to compute an estimate of the 
maximum error e of  the floating point approximations 
to the variables xi of  (1), an accurate stimate requires 
rather extensive further computations beyond that of 
obtaining the approximations themselves. (This subject 
is discussed thoroughly by Aird and Lynch in [1]). A 
simple way of proceeding without an e estimate is to 
extract rationals from the floating point approximations 
to x i and to verify that these are correct afterward. 
Thus, ff the rational pi/qi is derived from the approxim- 
ation to x i for i .= 1,'2, ..., n, then these rationals are 
certainly correct ff they satisfy (1) or the equivalent 
set of  equations 
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n 
z aijpj(M/q j) = biM, i= i, 2, ..., n, 
j=l 
where M equals the greatest common multiple of 
ql' q2 ..... qn" 
Since M/qj is an integer, the above verif ication can be 
carried out in integer arithmetic,  using the integer 
forms of  aij, b i as in the estimates for Q, ct. 
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