Numerous Convolutional Neural Network (CNN) models have demonstrated their promising performance mostly in computer vision. The superiority of CNNs mainly relies on their complex architectures that are often manually designed with extensive human expertise. Data mining on CNN architectures can discover useful patterns and fundamental sub-comments from existing CNN architectures, providing common researchers with strong prior knowledge to design CNN architectures when they have no expertise in CNNs. There have been various stateof-the-art data mining algorithms at hand, while there is rare work that has been used for this aspect. The main reason behind this is the barrier between CNN architectures and data mining algorithms. Specifically, the current CNN architecture descriptions cannot be exactly vectorized to the input to data mining algorithms. In this paper, we propose a unified approach, named ArcTxt, to describing CNN architectures based on text. Particularly, three different units of ArcText and an order method have been elaborately designed, to uniquely describe the same architecture including the sufficient information. Also, the resulted description can also be exactly converted back to the corresponding CNN architecture. ArcText bridge the gap between CNN and data mining researchers, and has the potentiality to be utilized to wider scenarios.
I. INTRODUCTION
D IVERSE Convolutuonal Neural Network (CNN) architectures have been specifically designed for different machine learning tasks during, such as GoogleNet [1] , ResNet [2] , DenseNet [3] , to name a few. More specific, GoogleNet presented the parallel layers collectively feeding their output as the input the sole consequent layer, ResNet introduced the addition-based skip connections from one layer to its adjacent layer, and DenseNet developed the concatenationbased skip connections to another layer that receives the output of all its previous layers. They have achieved the best classification accuracies on ImageNet benchmark dataset [4] in different years.
Designing an optimal CNN architecture is often highcost, manually starting from a skeleton architecture and then refining it based on feedback from multiple trial-error ties until the satisfactory performance reaches. This manual design procedure highly depends on human expertise in CNN and domain knowledge of the task at hand, to provide guidelines to the refinement [5] . However, both requirements are not necessarily held by the end-users. In addition, the CNN architecture well-designed on one task generally cannot be directly reused when the task changes, and the manual procedure needs to perform again. Recently, the research of Neural Architecture Search (NAS) [6] has been raised, mainly aiming at reducing the expertise intervention as much as possible during CNN architecture design.
In NAS, the architecture design is modelled as an optimization problem that is often discrete, constrained, multiple conflicting objectives and computational expensive [7] . Evolutionary algorithm [8] and reinforcement learning [9] are the dominating optimizers solving NAS because of their promising characteristics in effectively addressing complex optimization problems. Unfortunately, most of existing NAS algorithms suffer from relying on extensive computational resource [10] . For example, the reinforcement learning-based NAS method [11] consumed 28 days using 800 Graphics Processing Units (GPUs), and the large-scale evolution NAS method [12] employed 250 GPUs over 11 days. Specifically, the intensive computational resource-dependent problem is caused by training CNNs from scratch that is computationally expensive, where the training time of one CNN often varies from several hours to several days on one GPU card even for median-scale datasets, such as CIFAR10 [13] . Unfortunately, sufficient computational resource for fluently running NAS algorithms is not necessarily available to each of the endusers. As a result, the low-cost CNN architecture design is still a challenging problem.
Data mining of existing CNN architectures potentially provides an alternative to the low-cost CNN architecture design. First, crucial components of CNN architectures could be discovered for a special category of tasks via the mining, and would provide a strong prior knowledge to CNN architecture design, which consequently promote the manual design even when the users are with poor expertise. Second, mining the relationship between the architectures and their performance could build an effective and efficient regress model that could be used to replace the computationally expensive training process of each architecture during NAS, and naturally addresses the intensive computational resource-dependent problem of the existing NAS algorithms. Furthermore, numerous CNN architectures are being manually designed owing to the high requirements for solving challenging machine learning tasks every day, and naturally, their training details are also available. This made the data mining of CNN architectures be ideally practicable in terms of the available data volume. However, rare work of mining CNN architectures has been reported publicly. The major reason is most likely caused by the current CNN architecture description methods. Particularly, data mining algorithms receive the numerical values as its input, while the description of CNN architectures cannot be exactly transformed to the numerical values that are fed to the data mining algorithms. Please note that the transformation is also called as vectorization.
The existing methods for describing CNN architectures can be generally classified into three different categories, i.e., the image-based description methods, the natural languagebased description methods, and the hybrid description methods. Specifically, the image-based methods employ images to describe CNN architectures via visualizing the overview of CNN architectures, while some details, such as the kernel sizes, number of feature maps, that are very important to the performance of CNN, cannot be displayed due to the limited layout. Directly using the pixel values of images is a common way to vectorize images when the images contain all the feature. Obviously, this vectorization method cannot be used for the image-based description due to the loss of the important CNN architecture information. The Natural Language (NL)based methods utilize NL to describe CNN architectures. Compared to the image-based methods, this method can provide all the details of CNN architectures. NL Processing (NLP) techniques have provided multiple commonly used algorithms to vectorize text based on the grammar rules. However, they cannot be used for the text describing CNN architectures. The main reason is that the NLP techniques are mainly designed for the words recording the events very related to people. The words commonly have a steady grammar rule that can be easily recognized between people even at different levels, while there is no a grammar rule to describe CNN architectures, and different researchers may give significantly different text description to CNN architectures, and even the same researcher may give different text description for the same CNN architecture at different occasions. The hybrid methods are based on both methods mentioned above, where the image illustrates the framework of the CNN architecture and the NL is used to compensate for the details that cannot be shown on the image. Naturally, the vectorization for the hybrid method is still challenging due to the use of NL. In addition, it also involves the feature extraction from cross-domain data, which is still an infant research topic and there is no much available solution can be used at hand.
In this paper, we proposed a unified text approach to describing CNN architectures, named as ArcText, by addressing the problems aforementioned The contributions of ArcText are listed below:
1) The propose ArcText approach can provide the unique text description for the given CNN architecture, and also the generated description can be exactly translated back to the CNN architecture. Specifically, three units are elaborately designed for the building blocks of CNN architectures. In addition, a method has also been designed to uniquely order the layers in the CNN. This provides the fundamental step for data mining on CNN architectures. 2) The proposed ArcText approach can describe almost all the CNN architectures, which provides a convenient way to economically store and exchange CNN architectures. Based on this, CNN researchers can conveniently share their CNN architectures and the corresponding information, which will provide the sufficient data samples need for the mining CNN architectures. 3) The proposed ArcText approach is based on text, Thus, the advanced NLP processing techniques can be easily used based on the descriptions generated by ArcText, which provide an economy way to mining CNN architectures by using the NLP algorithms at hand. The remainder of the paper is organized as follows. Firstly, the related work of describing CNN architectures are reviewed and commented in Section II, in addition to the justification of the proposed ArcText method. Next, the details of ArcText are documented in Section III. Followed by this, the conclusions and future work are provided in Section IV.
II. RELATED WORK
In this section, the existing methods for describing CNN architectures are reviewed, and then the proposed algorithm is justified in terms of its necessity.
A. Natural Language (NL)-Based Methods
The NL-based methods are mainly used to exchange CNNs, having more related researchers recognize the architectures. Because a CNN is often deep, varying from dozens to thousands of layers, different people may adopt completely different ways to describe the CNN architectures using the NLbased methods. For example, given a CNN, some people may describe the architecture overview first, and then supplement the details; while other people may directly start to describe the details layer by layer, or describe the architectures based on a well-known CNN, and the provide the extra information. Although there are multiple different ways to description CNN architectures based on NL, it does not affect human's understanding due to the powerful functions of human brains. However, when the resulted description is directly input to data mining algorithms, they are not able to understand because the computer programs are not as clever as human by now. This is different from the NLP techniques, where there have been multiple state-of-the-art algorithms to convert the languages into the values that data mining algorithms can process as their input. The reason is that the NL processing targets at the languages used by the daily communication, by following a basic grammar rule no mater the NL is Chinese, English or other languages. By now, there is no such rule for CNN architectures.
B. Image-Based Methods
The image-based methods are very useful to demonstrate the overview of CNN architectures. Because it is an intuitive way to help the understanding of CNNs, some deep learning libraries have provided the corresponding toolkit to generate such images, such as the TensorBoard from TensorFlow [14] . TensorBoard can automatically generate the image of the corresponding CNN architecture if the CNN is implemented by TensorFlow. The major limitation of this method is that the images of CNN architectures can only show their brief information concerning mainly on the topology, such as how many layers in the CNN and how the layers are connected. While the other information, such as the configurations of convolutional layers, pooling layers, and fully-connected layers cannot be displayed because too many details are not proper for displaying on the images. Although using the pixel values of images is the common way to vectorize images, the requirements are that the image has included sufficient features of the object shown on it. Due to the missed configurations of CNNs from the images, the pixels of CNN images cannot be used.
C. Hybrid Methods
The hybrid methods are achieved by using NL and images to describe CNN architectures, which is the most commonly used method, and many state-of-the-art works employ such a way to demonstrate their architectures [15] , [16] . Because the images could provide an overview of the CNN architecture, while the NL-based text can complement the details that cannot be shown on the images. However, due to the problem suffered from the NL-based method mentioned in Subsection II-A. The description resulted by the hybrid method still cannot be used for the CNN architecture mining. In addition, extracting the CNN architecture information from images and NL-text is a cross-domain problem, which is very challenging to the data mining community.
D. Justification of the Proposed Method
The conclusion can be drawn from the reviews on Subsections II-A-II-C that the image-based methods are not suitable to describe the complete information of CNN architectures. Although the missed information can be additionally provided to the image-based methods, several new problems will be raised. Firstly, it is hard to assign the information for generating the save pixel values. Particularly, different areas may result in different pixel values, there will be no a single result for such kind of description methods, and they are still cannot be used as the input of mining algorithms. Secondly, the images will become mass due to losing the essence of visualization techniques that aim at intuitively exchanging the information. The Hybrid methods are also not proper because of their partial use of images for the description.
Although the NL-based cannot be used as discussed above, they provide the potential to address the limitations of the above methods, by additionally providing some rules to description CNN architectures. Some recent works have taken the first step, such as the Peephole method [17] and the E2EPP method [10] . Specifically, Peeohole and E2EPP methods proposed the text-based description methods to describe CNN architectures for mining the relationship between CNN architectures and their respective performance. However, Peeohole and E2EPP can be only used to describe the CNN architectures that are generated by their used NAS algorithms, and cannot be adopted most of the existing CNN architectures. Another aspect that can be motivated from the NL-based methods is that there have been many state-of-the-art NLP algorithms, which can be conveniently used to mining CNN architectures. In addition, there also some promising algorithms for vectorizing text, such as the word2vec. However, such algorithms are designed based on the corpus. With the proposed ArcText method, collecting the sufficient corpus of CNN architectures will become easy, and some existing vectorizing algorithms can be easily used to promote the mining of CNN architectures.
III. THE PROPOSED ARCTEXT METHOD
The proposed ArcText method aims to describe CNN architectures in a unified way based on text, so that the result can show the unique description of the corresponding CNN architecture, providing the fundamental step of CNN architecture mining algorithms. We have collected as many as possible the manually-designed CNN architectures and those that can be potentially generated by NAS, with the hope that ArcText can be applied to a large proportional of CNN architectures.
A. Algorithm Overview
The proposed ArcText method is motivated by the natural language that people used for communications, where words are the basic units of sentences, and a sentence typically describes an independent event. Particularly, we designed three different types of units to describe the three types of building blocks of CNNs (i.e., convolutional layers, pooling layers and fully-connected layers). For each type of the units, we also designed a group of properties to distinct layers that are with the same building blocks. In ArcText, we collectively call the three units as ArcUnit. The properties of an ArcUnits can be classified into three types. The first contains only the identifier property indicating the position of the corresponding layer in the CNN. The second is composed of the basic properties referring to configurations of the corresponding layer. The third consist of the auxiliary properties concerning the connections of the corresponding layer. By changing the property values, the ArcUnit enables the ability to distinguish the building blocks with different configurations. When all layers of a CNN have been described, the ArcUnits are connected based on the identifier values, to form the whole description of the CNN architecture.
Generally, the proposed ArcText is composed of four steps as shown in Algorithm 1. First, the information of each layer in the given CNN C is used to set the basic property values of the corresponding ArcUnits (lines 1-6). Then, the position of each layer in C is located, and used to set the identifier value of the corresponding ArcUnit (lines 7-11). Next, the auxiliary property values of the ArcUnits are specified (line 12), which is based on the identifier values. Finally, the description of C is generated by combining the ArcUnits with increasing order of their identifier values (line 13). Noting that a CNN must be provided in advance as the input of ArcText before performing it. Furthermore, we do not concern the particular format of the provided CNN, only sufficient information is available. Here, the "sufficient information" means that the Set the values of the basic properties of u; 5 ArcU nits ← ArcU nits ∪ u; 6 end 7 for each unit u in ArcU nits do 8 l ← Find the corresponding layer of u in C; 9 i ← Locate the position of l in C; 10 Assign i as the identifier value of u; 11 end 12 Describe the auxiliary properties of each unit in ArcU nits; 13 Combine the units in ArcU nits based on the ascending order of their identifier values; 14 Return the combination.
provided CNN can be manually implemented for successful running on computers. In the following subsections, the details of the four steps are documented.
B. Set Basic Property Values of ArcUnits
As have mentioned above, ArcText provides three different types of ArcUnits. They are ConvArcUnit, PoolArcUnit, and FullArcUnit to describe the types of convolutional layers, pooling layers and fully-connected layers, respectively 1 . By setting different values to the properties of ArcUnits with the same type, the multiple layers belonging to the same building blocks are differentiated. Particularly, the ConvArcUnit, PoolArcUnit, and FullArcUnit are designed mainly motivated by the operations of convolutional layers, pooling layers, and fully-connection layers, and their topologies within the CNN. In the following, the details of three units are introduced, based on which the details of setting the property values are documented.
1) ConvArcUnit: The basic properties of ConvArcUnit are motivated by the convolutional operation, including the input size, the output size, the kernel size, the stride size of the kernel, the number of padding, the padding mode, the spacing size between kernel elements, the number of the input channels using the same feature map, the activation function, and the property indicating whether or not the bias term is used. The auxiliary properties are composed of the collection of identifiers of which the associated layers have skip connections to this layer through the addition operation and those through the concatenation operation, as well as the corresponding padding modes when those operations are invalid.
As evidenced by the promising performance of Batch Normalization (BN) [19] that is widely used along with the convolutional operation, one property indicating whether or not the BN is used for convolutional layers has also been designed for the ConvArcUnit. Given that multiple pieces of research [3] , [15] have presented the use of BN regarding the different orders between the convolutional operation and the activation function, another property is also added to the ConvArcUnit for this purpose. For example, if "C", "B", and "A" denote the convolution operation, the BN, and the activation function, respectively, this convolutional layer will firstly perform the convolutional operation, and then the activation function followed by the BN if the property value is set to "CAB". The property details of the ConvArcUnit are shown in Table I , where the first column denotes the number of the properties, the second column refers to the property names, and the remarks of the properties are shown in the third column. As can be seen from Table I, a ConvArcUnit has 17 properties. Specifically, the properties of id, in size, out size, kernel, stride, padding, pad mode, dilation, groups, add to and cat to use the integer values. The bias used and bn used adopt the Boolean values to represent their enabled or disabled status. The act f un employs the string value to denote the name of the activation function used. Noting that, the names of activation function should keep insistent with the conventions of CNN community, such as "ReLU" denoting the rectifier activation function [20] . As the properties of add mode, cat mode and ope order, their values have been specified in advance and only one can be chosen for the specification. Particularly, the predefined values of cat mode and ope mode are "zero-padding" and "1-kernel-conv", referring to using the padding methods with zeros and the convolutional operation with kernel and stride sizes of one, respectively. The value of ope order will be one the permutation in terms of "B", "A" and "C" that have been illustrated above.
2) PoolArcUnit: The PoolArcUnit is designed based on the pooling operation. Specifically, a PoolArcUnit has the basic properties of the input size, the output size, the kernel size, the stride size, the number of padding, the spacing size between the kernel elements, and the number of the input channels using the same kernel. Because there are two types of pooling operation, i.e., the max pooling and the average pooling, another basic property is also designed to denote whether it is a max pooling layer or an average pooling layer. Compared with the ConvArcUnit, the PoolArcUnit does not have the property of padding mode although it has the property indicating the number of padding. The reason is that the pooling operation employs zeros for the padding by default. Furthermore, utilizing other values for the padding is also not reasonable for pooling operation.
It has been suggested in practice that the nonlinear transformation is used upon the pooling operation. The transformation is achieved by using nonlinear activation functions, although this use is rare for the state of the arts. In order to make the proposed ArcText method upward-compatible, we also add a basic property of the PoolArcUnit to denote the activation function used for the pooling operation. The value of this property is set to be empty if such transform is not used. Considering the BN operation can contribute to the nonlinear output, another basic property indicating whether or not the BN operation is used is also added. Accordingly, the property regarding the order of activation function, BN and pooling operation is also concerned. As a result, another property indicating whether the bias term is used or not is additionally designed for PoolArcUnit because of the use of activation functions.
The skip connections have demonstrated the performance and have been widely used in CNNs. In practice, these connections are mainly used only for convolutional layers. The recent NAS algorithm [7] that the skip connections can be introduce into the pooling layers and achieve the very promising performance. Evidenced by this, the properties in terms of these connections are also designed to the PoolAr-cUnit as the auxiliary properties, including the collections of identifiers associated with the skip connections for addition and concatenation operations, and their respective padding modes if their input sizes are not matched as those of the ConvArcUnit. Table II shows the details of the properties for the PoolAr-cUnit, where the first, the second and the third columns denote the numbers, the names and the remarks of the properties, respectively. The PoolArcUnit has 16 properties, most of which employ the same value types as those of the ConvArcUnit, in addition to the type that is set from "AVG" and "MAX" referring to the average pooling operation and the max pooling operation, respectively. In addition, the value of ope order is chosen from any permutation of "B", "A", and "P", where "P" represents the pooling operation.
3) FullArcUnit:
The FullArcUnit is designed based on the fully-connected layers. Compared to the ConvArcUnit and the PoolArcUnit, the FullArcUnit has fewer properties. Particularly, we have designed the basic properties of in size, out size, drop out, and act f un to denote the input size, the output size, the rate of Dropout [21] , and the used activation function name for the FullArcUnit. Because the fullyconnected layers accepts the input only from its previous layer, no auxiliary property is designed for the FullArcUnit. The in size, out size, and act f un employ the same data types as those of the ConvArcUnit and PoolArcUnit. The reason of designing the Dropout rate is mainly considered based on its universal use for improving the network's generalization. A float number should be used for setting the value of drop out, and its value will be specified as zero if it is not employed. Table III lists 
No.
Name Remark 1 id the identifier indicating the position of the associated fully-connected layer 2 in size a two-element tuple denoting the width and the height and the number of the input data 3 out size a two-element tuple denoting the width and the height of the output data 4 dropout a number denoting the rate of the Dropout employed 5
act fun the activation function name i.e., just coping the values of the layers in the CNN to the corresponding properties of the ConvArcUnits, PoolArcUnits, and FullArcUnits. The reason for not specifying the values of identifiers and the auxiliary properties at this stage is that most of the state-of-the-art CNNs are not the linear topology instead of the graph-like. If we do not have a well-designed method to travel the CNN, the position of the layers in the CNN will be changed at the different describing times. As a result, the resulted description may be different for the same CNN, and cannot be used for the mining algorithms, which is inconsistent with the goal of the proposed algorithm. Furthermore, the setting of basic property values is mainly for specifying the identifier values, the details of which will be discussed in Subsection III-C.
C. Assign Identifier Values
As discussed above that the identifier values are the positions of the corresponding layers in the CNN. Thus, the first step of assigning the identifier values is to find the positions. Many state-of-the-art CNN architectures are like graph instead of the linear structure. If there is not a well-designed algorithm for finding the position of each layer in the CNN, a CNN may have different descriptions that will still suffer from the limitations of the NL-based description method discussed in Subsection II-A. The proposed method for finding the layer positions can address this problem, and the details are shown in Algorithm 2.
Particularly, finding the positions of n layers in the CNN is composed of three steps. The first is to construct a directed acyclic graph based on the layer's connection (line 1), i.e., there will be an edge from node a to node b if layer a has a connection pointing to layer b. The second is to mark the first layer and the last layer by calculating the indegree and outdegree of each node in the graph. Clearly, the input layer only has the outdegree of one, and the last layer has only the indegree of one. Consequently, the positions of both are set to 1 and n, respectively (lines 2-4). The third is to find the positions of the other layers (lines [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , which is achieved by finding the longest path from S to E (line 7) and then the path is deleted (line 19) after a sequential operations, until there is no path between both. If there exists the longest path, just assigning the position of each layer according its order in the path (lines [15] [16] [17] [18] , otherwise, the hash values of each path will be calculated based on their descriptions by ArcUnits, and the one having the largest hash value is as the longest path Algorithm 2: Find the Position of Each Layer Input: The layers L = {l 1 , l 2 , · · · , l n } of the CNN. Output: L = {l 1 , l 2 , · · · , l n } associed with its resective position number. 1 G ← Construct a directed acyclic graph based on the connections of the layers in L; 2 S ← Find the node of which the indegree and outdegree are 0 and 1, respectively, from G; 3 E ← Find the node of which the indegree and outdegree are 1 and 0, respectively, from G; 4 Set 1 and n as the positions of the layers associated to S and E, respectively; 5 i ← 2; 6 while there exists path between S and E do 7 path ← Find the longest path from S to E; 8 if |path| > 1 then 9 Descript the nodes of each path using ArcUnits and get their hash values; Delete the nodes in path except for S and E; 20 end 21 Return L = {l 1 , l 2 , · · · , l n }.
(lines 8-10). If there are still multiple paths having the same hash values, a random one is picked up (lines 11-13). In the following, we will provide the details of getting the hash value and reason for doing so.
As shown in Algorithm 2, the hash values are calculated based on the ArcUnits describing the corresponding layers in the path. Particularly, the layers are described one by one based on its order in the path, and then their respective ArcUnits are connected together as a string. After that, the hash values are calculated. Noting that, any hash method can be used here as long as the conflicting problem can be avoided. Before generating the string through the combination, each ArcUnit is transformed to a short string by connecting its property name and the corresponding values based on the property number using the symbol of ";". If there are multiple values for the property, these values are connected together with a predefined symbol of "-". For example, the kernel size and the stride size of a pooling layer are (2, 2) and (1, 1, 1, 1) , respectively, the string of both property-value pairs is "kernel:2-2;stride:1-1-1-1". As have mentioned above, finding the position of each layer in the CNN is to provide the identifier values of the ArcUnits, which could generate the unique description for a CNN. If multiple different descriptions are generated for the same CNN, the corresponding description method clearly cannot be used for data mining of CNN architectures. Based on the hash values, it can be guaranteed that CNN can be represented by the same description. Fig. 1 . A CNN has two branches with the same information, where "S" and "E" denote the first layer and the last layer of this CNN, C1 and C2 are the two convolutional layers with the same configuration, and P1 and P2 are the two pooling layers with the same configuration..
Noting that in Algorithm 2, there is a random operation shown in line 12, which does not change the unique nature of the description. The reason is that the layers on each path have the completely same information, i.e., the layers at the same position are the same types (i.e., convolutional layer, pooling layer or fully-connected layer), and their configurations are also the same. Thus, no matter which one among them is selected, the resulted description will be the same. To illustrate this situation, an example of CNN architecture is provided in Figure 1 where "S" and "E" denote the input layer and the output layer, "C1", "C2", "P1", and "P2" refer to the two convolutional layers and the two pooling layers, respectively. In addition, "C1'" and "C2" have the same information and result in the same descriptions by the ConvArcUnit, which is the same of those of "P1" and "P2" in addition to the descriptions generated by the PoolArcUnit. Obviously, the path of "S-C1-P1-E" has the same description as those of path "S-C2-P2-E". As a result, the random operation will give the same description to the CNN, i.e., a string containing two same parts indicating the description of "S-C1-P1-E" or 'S-C2-P2-E". When the layers' position has been confirmed, the identifier values of the ArcUnit will be set based on their corresponding layers.
D. Set Auxiliary Property Values and Combine the ArcUnits
Based on the design of the ArcUnits, the auxiliary properties are about the connection information, which is represented by the positions of the corresponding layers. Because the positions have been set as the identifier values of the ArcUnits, the setting of auxiliary property values is just to follow the connections of the corresponding layers as well as the padding modes in the CNN, by copying the corresponding identifier values.
During the stage of combining the ArcUnits, each ArcUnit is transformed to a string based on the details provided in Subsection III-C for calculating the hash values first, and then all the ArcUnits are combined based on their identifier values with increasing order. In the proposed ArcText method, the symbol of "\n" (newline) is used to combined the strings of each ArcUnit for the readability on the text description.
IV. CONCLUSION AND FUTURE WORK
The goal of this paper is to propose a unified method of describing CNN architectures, enabling abundant CNN architectures available to be applied by various data mining algorithms. Mining CNN architectures can further promote the research of CNN, such as discovering useful patterns of the deep architectures to significantly relieve the human expertise in manually designing CNN architectures, and finding the relationship between CNN architectures and their performance to address the computationally expensive problem of existing NAS algorithms. The goal has been achieved bu the proposed ArcText method. Specifically, three units have been designed in ArctEXT, to describe the detailed information of the three building blocks of CNN architectures. In addition, a novel component has also been developed to assign a unique order of layers in the CNN, ensuring the constant topology information obtained whenever the CNN is described. The proposed ArcText method can be viewed as a grammar rule of CNN architecture description based on language, thus the advanced natural language processing techniques can be easily built upon the proposed algorithm to design advanced applications. Moreover, newly generated CNN architectures can be easily shared and exchanged via the proposed method to a public repository providing sufficient data for data mining algorithms, and building the repository is put as our future work.
