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MULTIPLE SOLUTIONS TO A MAGNETIC NONLINEAR
CHOQUARD EQUATION
SILVIA CINGOLANI, MO´NICA CLAPP, AND SIMONE SECCHI
Abstract. We consider the stationary nonlinear magnetic Choquard equation
(−i∇+ A(x))2u+ V (x)u =
(
1
|x|α
∗ |u|p
)
|u|p−2u, x ∈ RN
where A is a real valued vector potential, V is a real valued scalar potential,
N ≥ 3, α ∈ (0, N) and 2− (α/N) < p < (2N − α)/(N − 2). We assume that
both A and V are compatible with the action of some group G of linear isome-
tries of RN . We establish the existence of multiple complex valued solutions
to this equation which satisfy the symmetry condition
u(gx) = τ(g)u(x) for all g ∈ G, x ∈ RN ,
where τ : G → S1 is a given group homomorphism into the unit complex
numbers.
MSC2010: 35Q55, 35Q40, 35J20, 35B06.
Keywords: Nonlinear Choquard equation, nonlocal nonlinearity, electromag-
netic potential, multiple solutions, intertwining solutions.
1. Introduction and statement of results
We consider the stationary nonlinear magnetic Choquard problem
(1.1)

(−i∇+A(x))2u+ V (x)u =
(
1
|x|α ∗ |u|p
)
|u|p−2u,
u ∈ L2(RN ,C),
∇u+ iA(x)u ∈ L2(RN ,CN),
where A : RN → RN is a C1-vector potential, V : RN → R is a bounded continuous
scalar potential with infRN V > 0, N ≥ 3, α ∈ (0, N) and p ∈ (2− αN , 2N−αN−2 ).
The special case
(1.2) −∆u + u =
(
1
|x| ∗ |u|
2
)
u, u ∈ H1(R3),
is commonly referred to as the stationary Choquard equation. It arises in an ap-
proximation to Hartree-Fock theory for a one component plasma, and has many
interesting applications in the quantum theory of large systems of non-relativistic
bosonic atoms and molecules, see e.g. [11, 12, 16] and the references therein. In
his 1977 paper [14] Lieb proved the existence and uniqueness, up to translations,
of the ground state to equation (1.2). Later, in [17], Lions showed the existence of
a sequence of radially symmetric solutions to this equation.
S. Cingolani is supported by the MIUR proyect Variational and topological methods in the
study of nonlinear phenomena (PRIN 2007).
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Equation (1.2) was also introduced by Penrose in his discussion on the self-
gravitational collapse of a quantum mechanical wave-function [25, 26, 27]. In this
context it is usually called the Schro¨dinger-Newton equation. Penrose suggested
that the solutions of (1.2), up to reparametrization, are the basic stationary states
which do not spontaneously collapse any further, within a certain time scale. It is
therefore of interest to investigate these basic solutions, as has been done e.g. in
[21, 22, 30].
The eigenvalue problem associated to problems similar to (1.1) with N = 3 and
p = 2 has been investigated by several authors, both in the magnetic and nonmag-
netic case, see e.g. [9, 11, 8] and the references therein. In [1] Ackermann considered
periodic potentials V and proved the existence of infinitely many solutions to prob-
lem (1.1) for A = 0. A problem similar to (1.2) involving a nonautonomous nonlocal
term was studied in [33].
Recently, Ma and Zhao [20] studied the generalized stationary nonlinear Choquard
problem
(1.3)
{
−∆u+ u =
(
1
|x|α ∗ |u|p
)
|u|p−2u,
u ∈ H1(RN ).
Under some assumptions on α, p and N, which include the classical case, they
showed that every positive solution to (1.3) is radially symmetric and monotone
decreasing about some point. Using this fact, they proved that the positive solution
to the Choquard equation (1.2) -and not only the ground state- is unique up to
translations. Uniqueness of positive solutions in dimensions greater than 3 is still
an open question.
Semiclassical solutions to problem (1.1) for N = 3, α = 1, p = 2, have been
recently obtained in [23, 29, 31] when A = 0, and in [4, 5] when A 6= 0.
In this paper we consider the case where both the vector and the scalar potential
have some symmetries. To be precise, we consider a closed subgroup G of the group
O(N) of linear isometries of RN and assume that A and V satisfy
(1.4) A(gx) = gA(x) and V (gx) = V (x) for all g ∈ G, x ∈ RN .
We look for solutions to problem (1.1) which satisfy
(1.5) u(gx) = τ(g)u(x) for all g ∈ G, x ∈ RN ,
where τ : G→ S1 is a given continuous group homomorphism into the unit complex
numbers S1. Solutions with this property are called intertwining. Condition (1.5)
implies that the absolute value |u| of u is G-invariant, i.e.
|u(gx)| = |u(x)| for all g ∈ G, x ∈ RN ,
whereas the phase of u(gx) is that of u(x) multiplied by τ(g).
It might happen that every function satisfying (1.5) is trivial. For example,
if G = O(N) and τ(g) is the determinant of g then for each x ∈ RN we may
choose a gx ∈ O(N) with gxx = x and τ(gx) = −1. If u : RN → C satisfies (1.5)
then u(x) = u(gxx) = −u(x). Hence u = 0. To avoid this behavior we introduce
assumption (H0) below.
First we introduce some notation. For x ∈ RN we denote by Gx := {gx : g ∈ G}
the G-orbit of x and by Gx := {g ∈ G : gx = x} its isotropy group. We write #Gx
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for the cardinality of Gx and ker τ for the kernel of τ. Set
δG(x) :=
{
inf{|gx− hx| : g, h ∈ G, gx 6= hx} if #Gx > 1,
2 |x| if #Gx = 1,
Στ := {x ∈ RN : |x| = 1, #Gx = min
y∈RNr{0}
#Gy, Gx ⊂ ker τ},
δτ :=
1
2
max
x∈Στ
δG(x).
Then, δτ ∈ [0, 1]. Note that δG(x) = 0 if #Gx =∞. Hence, if δτ > 0, some G-orbit
in Στ must be finite.
Set
Λα,p :=
[
2,
2N
N − 2
]
∩
(
p,
pN
N − α
)
∩
(
(2p− 2)N
N + 2− α,
(2p− 1)N
N + 2− α
]
∩
[
(2p− 1)N
2N − α ,∞
)
.
We prove the following results.
Theorem 1.1. Assume that #Gx = ∞ for every x ∈ RN r {0} and that the
following holds:
(H0) There exists x ∈ RN such that Gx ⊂ ker τ.
Then problem (1.1) has a sequence (un) of nontrivial solutions which satisfy (1.5)
and
(1.6) lim
n→∞
∫
RN
(
|∇un + iAun|2 + |un|2
)
=∞.
Theorem 1.2. Assume Στ 6= ∅ and the following hold:
(H1) p ∈ [2, (2N − α)/(N − 2)) and Λα,p 6= ∅.
(H2) lim|x|→∞ V (x) = V∞ and there exist c0 > 0, ̺ > 0 and κ ∈ (0, 2δτ
√
V∞) such
that
|A(x)|2 + V (x) ≤ V∞ − c0e−κ|x| for all x ∈ RN with |x| ≥ ̺.
Then problem (1.1) has at least one nontrivial solution which satisfies (1.5).
Note that, if N = 3, p = 2 and α = 1, then Λα,p = (2, 9/4] and assumption (H1)
holds.
Theorem 1.1 may be applied, in particular, to the generalized Choquard problem
(1.3). Assumption (H0) holds for every τ if G acts freely on R
N
r {0}. This is true,
for example, if N is even and G := S1 acts on RN ≡ CN/2 by complex multiplication
on each complex coordinate. If A and V satisfy (1.4) for this S1-action then, for
each m ∈ Z, taking τ(ζ) := ζm in Theorem 1.1 we obtain a sequence (um,n) of
solutions to problem (1.1) which satisfy
um,n(ζx) = ζ
mum,n(x) for all ζ ∈ S1, x ∈ RN .
Thus, the restriction of um,n to a.e. S
1-orbit in RN r {0} is a map of degree m, for
appropriately chosen orientations. It follows that the solutions um,n, m ∈ Z, n ∈ N,
are all different from one another. An example of a magnetic potential A satisfying
(1.4) for this S1-action is A(z1, ..., zN/2) = (iz1, ..., izN/2), whose associated magnetic
field B = curlA is constant.
Solutions with similar properties are given by Theorem 1.2 if A and V satisfy
assumption (1.4) for some finite subgroup of S1 only. Indeed, if G is the cyclic
group generated by e2pii/k and (H1) and (H2) hold for δτ := sin(π/k), k ≥ 2, we
obtain solutions u0, . . . , uk−1 satisfying
um(ζx) = ζ
mum(x) for all ζ ∈ G, x ∈ RN , m = 0, ..., k − 1.
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These solutions are clearly pairwise different.
Both theorems will be proved using variational methods. The main difficulty
is, as usual, the lack of compactness. We show that the variational functional
associated to problem (1.1) subject to the constraint (1.5) satisfies the Palais-Smale
condition below some energy level determined by the G-action and the value of V
at infinity. The Palais-Smale condition holds at all levels when every G-orbit in
RN r {0} is infinite. This allows us to apply the symmetric mountain pass theorem
to prove Theorem 1.1 once we show that the domain of the variational functional
is an infinite-dimensional Hilbert space. The proof of Theorem 1.2 is based on
showing that the ground state of problem (1.3) has the proper asymptotic decay.
We prove here that it does.
The paper is organized as follows: In section 2 we discuss the variational setting.
In section 3 we prove the Palais-Smale condition and Theorem 1.1. Section 4
is devoted to the proof of Theorem 1.2. The required asymptotic estimates are
established in Appendix A.
2. The variational setting
Set ∇Au := ∇u+ iAu, and consider the real Hilbert space
H1A(R
N ,C) := {u ∈ L2(RN ,C) : ∇Au ∈ L2(RN ,CN )}
with the scalar product
〈u, v〉A,V := Re
∫
RN
(∇Au · ∇Av + V (x)uv) .
We write
‖u‖A,V :=
(∫
RN
(
|∇Au|2 + V (x) |u|2
))1/2
for the associated norm, which is equivalent to the usual one, defined by taking
V ≡ 1 [15, Definition 7.20]. If u ∈ H1A(RN ,C), then |u| ∈ H1(RN ) and
(2.1) |∇ |u| (x)| ≤ |∇u(x) + iA(x)u(x)| for a.e. x ∈ RN .
This is called the diamagnetic inequality [15, Theorem 7.21]. Set
D(u) :=
∫
RN
∫
RN
|u(x)|p|u(y)|p
|x− y|α dxdy
and r := 2N/(2N − α). Note that pr ∈ (2, 2N/(N − 2)). The classical Hardy-
Littlewood-Sobolev inequality [15, Theorem 4.3] yields
(2.2)
∣∣∣∣∫
RN
∫
RN
φ(x)ψ(y)
|x− y|α dx dy
∣∣∣∣ ≤ K‖φ‖Lr(RN )‖ψ‖Lr(RN ),
for some positive constant K = K(α,N) and all φ, ψ ∈ Lr(RN ). In particular,
(2.3) D(u) ≤ K‖u‖2p
Lpr(RN )
for every u ∈ H1A(RN ,C). This shows that D is well-defined. Inequalities (2.1) and
(2.3), together with Sobolev’s inequality, yield
(2.4) D(u)1/p ≤ S∗ ‖u‖2A,1
for some positive constant S∗ = S∗(p, α,N) and every u ∈ H1A(RN ,C).
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The energy functional JA,V : H
1
A(R
N ,C) → R associated to problem (1.1),
defined by
JA,V (u) :=
1
2
‖u‖2A,V −
1
2p
D(u),
is of class C2. Its derivative is given by
J ′A,V (u)v := 〈u, v〉A,V − Re
∫
RN
(
1
|x|α ∗ |u|
p
)
|u|p−2uv.
Therefore, the solutions to problem (1.1) are the critical points of JA,V .
The action of G on H1A(R
N ,C) given by (g, u) 7→ ug, where
(ug)(x) := τ(g)u(g
−1x),
satisfies
〈ug, vg〉A,V = 〈u, v〉A,V and D(ug) = D(u)
for all g ∈ G, u, v ∈ H1A(RN ,C). Hence, JA,V is G-invariant. By the principle of
symmetric criticality [24, 32], the critical points of the restriction of JA,V to the
fixed point space of the G-action, defined as
H1A(R
N ,C)τ : = {u ∈ H1A(RN ,C) : ug = u}
= {u ∈ H1A(RN ,C) : u(gx) = τ(g)u(x) ∀x ∈ RN , g ∈ G},
are the solutions to problem (1.1) which satisfy (1.5). The nontrivial ones lie on
the Nehari manifold
N τA,V := {u ∈ H1A(RN ,C)τ : u 6= 0, ‖u‖2A,V = D(u)},
which is radially diffeomorphic to the unit sphere in H1A(R
N ,C)τ , and
EτA,V := inf
u∈N τA,V
JA,V (u) = inf
u∈H1A(RN ,C)τr{0}
max
t≥0
JA,V (u)
is the first mountain pass value of the functional JA,V : H
1
A(R
N ,C)τ → R.
3. The Palais-Smale condition
Recall that JA,V : H
1
A(R
N ,C)τ → R is said to satisfy the Palais-Smale condition
(PS)c at the level c, if every sequence (un) such that
un ∈ H1A(RN ,C)τ , JA,V (un)→ c, ∇JA,V (un)→ 0,
contains a convergent subsequence.
For λ ∈ (0,∞) we consider the problem
(3.1)
{
−∆u+ λu =
(
1
|x|α ∗ |u|p
)
|u|p−2u,
u ∈ H1(RN ),
and write Jλ : H
1(RN )→ R,
Jλ(u) :=
1
2
‖u‖2λ −
1
2p
D(u), with ‖u‖2λ :=
∫
RN
(
|∇u|2 + λu2
)
,
for its associated energy functional, and
Eλ := inf
u∈H1(RN )r{0}
max
t≥0
Jλ(tu)
for the first mountain pass value of Jλ.
We shall prove the following result.
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Proposition 3.1. The functional JA,V : H
1
A(R
N ,C)τ → R satisfies (PS)c at each
c < ( min
x∈RN\{0}
#Gx)EV∞ ,
where V∞ := lim inf |x|→∞ V (x).
The similar statement for the local nonmagnetic problem is well known and can
be traced back to Lions’ paper [19]. The local magnetic case was recently treated
in [3]. The proof of Proposition 3.1, though it follows a similar pattern, requires
different arguments at several points where the facts used in [3] are either not known
or do not carry over easily to the nonlocal case.
We start by recalling some basic facts about group actions, see [7] for details.
Let x ∈ RN . The G-orbit Gx of x is G-homeomorphic to the homogeneous space
G/Gx. Isotropy groups satisfy Ggx = gGxg
−1. Hence the set of isotropy groups of
RN includes all groups in their conjugacy classes. Note also that, if #Gx < ∞,
there is only a finite number of groups conjugate to Gx. The conjugacy class (Gx)
of an isotropy group Gx is called an isotropy class. The set of isotropy classes of
RN is finite. Conjugacy classes of subgroups of G are partially ordered as follows:
(K1) ≤ (K2)⇐⇒ there exists g ∈ G such that gK1g−1 ⊂ K2.
We set
(RN )K := {x ∈ RN : gx = x for all g ∈ K}.
Lemma 3.2. Let (yn) be a sequence in R
N . Then, after passing to a subsequence,
there exist a closed subgroup Γ of G and a sequence (ζn) in R
N such that
(a) (dist(Gyn, ζn)) is bounded,
(b) Gζn = Γ,
(c) if |G/Γ| <∞ then |gζn − g˜ζn| → ∞ for all g, g˜ ∈ G with g˜g−1 /∈ Γ,
(d) if |G/Γ| =∞, there exists a closed subgroup Γ′ of G such that Γ ⊂ Γ′, |G/Γ′| =
∞ and |gζn − g˜ζn| → ∞ for all g, g˜ ∈ G with g˜g−1 /∈ Γ′.
Proof. Set V := {x ∈ RN : |G/Gx| < ∞}. Note that V is a G-invariant linear
subspace of RN . We consider two cases.
Case 1. The sequence (dist(yn, V )) is bounded.
Let F be the set of isotropy classes (Gx) such that x ∈ V and, for some g ∈ G,
(dist(yn, (R
N )gGxg
−1
)) contains a bounded subsequence. We claim that F 6= ∅. In-
deed, if zn is the orthogonal projection of yn onto V , after passing to a subsequence
we may assume that Gzn = K for all n ∈ N. Since dist(yn, (RN )K) = |yn − zn| =
dist(yn, V ), we conclude that (K) ∈ F.
We choose Γ and a subsequence of (yn) - which we denote the same way - such that
(Γ) is a maximal element of F and
dist(yn, (R
N )Γ) ≤ c <∞ ∀n ∈ N.
Let ζn be the orthogonal projection of yn onto (R
N )Γ.
(a) is trivially satisfied since
dist(Gyn, ζn) ≤ |yn − ζn| = (dist(yn, (RN )Γ) < c ∀n ∈ N.
Passing to a subsequence we may assume that Gζn = K for all n ∈ N. Then,
dist(yn, (R
N )K) = |yn − ζn| < c ∀n ∈ N.
Therefore (K) ∈ F. Since Γ ⊂ Gζn and (Γ) is maximal, we conclude that (Gζn) =
(Γ). It follows that Gζn = Γ. This proves (b).
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Since |G/Γ| < ∞, in order to prove (c) it suffices to show that, if g /∈ Γ, then
(gζn − ζn) does not contain a bounded subsequence. Arguing by contradiction,
assume there exist gˆ /∈ Γ and a bounded subsequence of (gˆζn − ζn). Let K be
the subgroup of G generated by Γ ∪ {gˆ}, W := (RN )K and W⊥ be the orthogonal
complement of W in (RN )Γ. Write
ζn = ζ
1
n + ζ
2
n with ζ
1
n ∈ W and ζ2n ∈ W⊥.
Then gˆζ2n − ζ2n = gˆζn − ζn. Since gˆ /∈ Γ, assertion (b) implies that gˆζn 6= ζn. Hence
ζ2n 6= 0 and, passing to a subsequence, we have
ζ2n
|ζ2n|
→ ζ.
If (ζ2n) is unbounded, a subsequence satisfies∣∣∣∣ gˆζ2n|ζ2n| − ζ
2
n
|ζ2n|
∣∣∣∣ = |gˆζn − ζn||ζ2n| → 0.
Therefore ζ ∈ W, which is a contradiction. If, on the other hand, (ζ2n) is bounded
then, passing to a subsequence such that Gζ1n = K1 for all n ∈ N, we conclude that
dist(yn, (R
N )K1) =
∣∣yn − ζ1n∣∣ ≤ |yn − ζn|+ ∣∣ζ2n∣∣ ≤ c′ <∞.
Hence (K1) = (Γ), which is again a contradiction.
Case 2. The sequence (dist(yn, V )) is unbounded.
Passing to a subsequence, we may assume that dist(yn, V ) → ∞ and that there
exists an isotropy class (Γ) such that (Gyn) = (Γ) for all n ∈ N.We choose ζn ∈ Gyn
such that Gζn = Γ. Then (a) and (b) hold. Note that |G/Γ| =∞.
Let us prove (d). Let V ⊥ be the orthogonal complement of V in RN and ξn be the
orthogonal projection of ζn onto V
⊥. Passing to a subsequence, we have
ξn
|ξn| → ξ.
Set Γ′ := Gξ. Then Γ ⊂ Γ′ and |G/Γ′| =∞. If [g] , [g˜] ∈ G/Γ′ and [g] 6= [g˜] we have
that d := |gξ − g˜ξ| > 0. Let n0 ∈ N be such that
∣∣∣ ξn|ξn| − ξ∣∣∣ < d4 for n ≥ n0. Then,
d
2
≤ |gξ − g˜ξ| −
∣∣∣∣gξn|ξn| − gξ
∣∣∣∣− ∣∣∣∣ g˜ξn|ξn| − g˜ξ
∣∣∣∣ ≤ ∣∣∣∣gξn|ξn| − g˜ξn|ξn|
∣∣∣∣ ∀n ≥ n0.
Consequently,
d
2
dist(ζn, V ) =
d
2
|ξn| ≤ |gξn − g˜ξn| ≤ |gζn − g˜ζn| ∀n ≥ n0.
Since dist(ζn, V )→∞, assertion (d) holds. 
Set ΩR := {x ∈ RN : |x| > R}. We write
EGλ,R := inf
u∈H1
0
(ΩR)Gr{0}
max
t≥0
Jλ(tu)
for the first mountain pass value of the restriction of Jλ to the subspace
H10 (ΩR)
G := {u ∈ H10 (ΩR) : u(gx) = u(x) ∀g ∈ G, x ∈ ΩR}.
As usual we identify a function in H10 (ΩR) with its extension by 0 in H
1(RN ).
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Lemma 3.3. We have
lim
R→∞
EGλ,R = ( min
x∈RN\{0}
#Gx)Eλ.
Proof. It is easy to see that Eλ ≤ EGλ,R ≤ (minx∈RN\{0}#Gx)Eλ. Arguing by con-
tradiction, assume that c := supR≥0E
G
λ,R < (minx∈RN\{0}#Gx)Eλ. Then c ∈ R.
By Ekeland’s variational principle [32, Theorem 2.4], we may choose un ∈ H10 (Ωn)G
such that
(3.2) Jλ(un)→ c and ‖∇nJλ(un)‖λ → 0,
where ∇nJλ(u) denotes the orthogonal projection of ∇Jλ(u) onto H10 (Ωn)G. A
standard argument yields
p− 1
2p
‖un‖2λ → c and
p− 1
2p
D(un)→ c.
We write B(y, s) := {x ∈ RN : |x− y| < s} and set
η := lim sup
n→∞
sup
y∈RN
∫
B(y,1)
|un|2 .
Since c > 0, Lions’ lemma [32, Lemma 1.21], together with inequality (2.3), yields
that η 6= 0. We choose yn ∈ RN such that∫
B(yn,1)
|un|2 ≥ η
2
.
Next, we replace (yn) by (ζn) satisfying all conditions of Lemma 3.2, and set
vn(x) := un(x + ζn). Passing to a subsequence, we may assume that vn ⇀ v
weakly in H1(RN ), vn(x) → v(x) a.e. in RN , and vn → v strongly in L2loc(RN ).
Choosing R > 0 such that dist(Gyn, ζn) ≤ R for all n ∈ N, we obtain∫
B(0,R+1)
|vn|2 =
∫
B(ζn,R+1)
|un|2 ≥
∫
B(yn,1)
|un|2 ≥ η
2
.
Hence, v 6= 0 and |ζn| − n ≥ −(R+ 1) for n large enough.
Note that, since un ∈ H1(RN )G, we have that
(3.3) un(x) = vng
−1(x− gζn) for all g ∈ G.
Let g1, . . . , gm ∈ G be such that |gjζn − giζn| → ∞ if i 6= j. Then,
vng
−1
j −
m∑
i=j+1
vng
−1
i ( · − giζn + gjζn)⇀ vg−1j
weakly in H1(RN ). Therefore,∥∥∥∥∥vng−1j − m∑i=j+1vng−1i ( · − giζn + gjζn)
∥∥∥∥∥
2
λ
=
∥∥∥∥∥vng−1j − m∑i=jvng−1i ( · − giζn + gjζn)
∥∥∥∥∥
2
λ
+
∥∥vg−1j ∥∥2λ + o(1).
The change of variable y = x− gjζn, together with (3.3), yields∥∥∥∥∥un − m∑i=j+1vng−1i ( · − giζn)
∥∥∥∥∥
2
λ
=
∥∥∥∥∥un − m∑i=jvng−1i ( · − giζn)
∥∥∥∥∥
2
λ
+ ‖v‖2λ + o(1),
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and iterating this equality we obtain
‖un‖2λ =
∥∥∥∥un − m∑
i=1
vng
−1
i ( · − giζn)
∥∥∥∥2
λ
+m ‖v‖2λ + o(1).
Multiplying by p−12p and passing to the limit as n→∞ gives
sup
R≥0
EGλ,R = lim
n→∞
p− 1
2p
‖un‖2λ ≥
p− 1
2p
m ‖v‖2λ .
Since supR≥0E
G
λ,R < ∞, condition (d) in Lemma 3.2 implies that |G/Γ| < ∞,
where Γ = Gζn . Condition (c) allows us to take m = |G/Γ| = #Gζn. Hence,
sup
R≥0
EGλ,R ≥ ( min
x∈RN\{0}
#Gx)
p − 1
2p
‖v‖2λ .
To finish the proof we will show that p−12p ‖v‖2λ ≥ Eλ. We distinguish two cases:
Case 1. If the sequence (|ζn| − n) is unbounded, passing to a subsequence we may
assume that |ζn| − n → ∞. Then, every compact subset of RN is contained in
Ωn− ζn for n large enough. So, by (3.2), v is a nontrivial solution to problem (3.1).
Hence, Jλ(v) =
p−1
2p ‖v‖2λ ≥ Eλ.
Case 2. If (|ζn| − n) is bounded then, after passing to a subsequence, we may
assume that |ζn| − n → d in R and that ζn|ζn| → ζ0 in RN . Consider the half-space
H := {x ∈ RN : (x + dζ0) · ζ0 > 0}. Since every compact subset in the interior of
RN rH is contained in RN r(Ωn−ζn) for large enough n, we have that v ∈ H10 (H).
Moreover, since every compact subset of H is contained in Ωn− ζn for large enough
n, we have that v is a nontrivial solution of{
−∆u+ λu =
(
1
|x|α ∗ |u|p
)
|u|p−2u,
u ∈ H10 (H).
Hence, Jλ(v) =
p−1
2p ‖v‖2λ ≥ infu∈H10 (H)r{0} supt≥0 Jλ(tu) ≥ Eλ, as claimed.
We conclude that supR≥0E
G
λ,R ≥ (minx∈RN\{0}#Gx)Eλ, contradicting our as-
sumption. 
Lemma 3.4. Let (un) be a sequence in H
1
A(R
N ,C)τ such that un ⇀ 0 weakly in
H1A(R
N ,C),
JA,V (un)→ c < ( min
x∈RN\{0}
#Gx)EV∞ , and ∇JA,V (un)→ 0
strongly in H1A(R
N ,C), where V∞ := lim inf |x|→∞ V (x). Then a subsequence of (un)
converges strongly to 0 in H1A(R
N ,C).
Proof. A standard argument shows that
p− 1
2p
‖un‖2A,V → c and
p− 1
2p
D(un)→ c.
So, if c ≤ 0, then un → 0 strongly in H1A(RN ,C) and we are done.
Assume that c > 0. Fix λ < V∞ such that c < (minx∈RN\{0}#Gx)Eλ, and R0 > 0
such that V (x) ≥ λ if |x| ≥ R0. Let ε ∈ (0, 1). Since (un) is bounded in H1A(RN ,C)
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there exists Rε > R0 such that Rε → ∞ as ε → 0 and, after passing to a subse-
quence, ∫
Rε<|x|<Rε+1
(
|∇Aun|2 + V (x) |un|2
)
< ε for all n ∈ N.
We may assume that |un| → 0 strongly in Lrploc(RN ) with r := 2N/(2N − α).
Let χ ∈ C∞(RN ,R) be radial and such that χ(x) = 0 if |x| ≤ Rε, χ(x) = 1 if
|x| ≥ Rε +1, and χ(x) ∈ [0, 1] for all x ∈ RN . Set wn := χun. Then, using (2.2) we
obtain
|D(un)− D(wn)| ≤
∫
RN
∫
RN
||un(x)|p|un(y)|p − |wn(x)|p|wn(y)|p|
|x− y|α dxdy
≤ 2
∫
RN
∫
RN
|un(x)|p ||un(y)|p − |wn(y)|p|
|x− y|α dxdy
≤ 2K‖un‖pLpr(RN )‖|un(x)|p − |wn(y)|p‖Lr(RN )
≤ C ‖un‖pLrp(B(0,Rε+1)) = o(1).(3.4)
Here and in the following C denotes some positive constant independent of n, not
necessarily the same one. Similarly,∣∣∣∣∫
RN
(
1
|x|α ∗ |un|
p
)
|un|p−2 unw¯n −
∫
RN
(
1
|x|α ∗ |wn|
p
)
|wn|p−2 wnw¯n
∣∣∣∣
≤ C ‖un‖pLrp(B(0,Rε+1)) = o(1).
Therefore,∣∣J ′A,V (un)wn − J ′A,V (wn)wn∣∣ ≤ ∣∣∣〈un − wn, wn〉A,V ∣∣∣+ o(1)
≤ C
∫
Rε<|x|<Rε+1
(
|∇Aun|2 + V (x) |un|2
)
+ o(1).
Since J ′A,V (un)wn → 0 we conclude that∣∣∣‖wn‖2A,V − D(wn)∣∣∣ < Cε for n large enough.
Noting that D(wn)→ (2p/(p− 1)) c > 0 and using the diamagnetic inequality (2.1)
we obtain that
(3.5)
‖|wn|‖2λ
D(wn)1/p
≤ ‖wn‖
2
A,V
D(wn)1/p
≤ D(wn)(p−1)/p + Cε
for n large enough. Observe that
cGλ,Rε ≤ maxt≥0 JA,V (t |wn|) =
p− 1
2p
(
‖|wn|‖2λ
D(wn)1/p
)p/(p−1)
.
Together with (3.5), this inequality yields
cGλ,Rε ≤
p− 1
2p
(
D(wn)
(p−1)/p + Cε
)p/(p−1)
,
So letting first n→∞ and then ε→ 0 we conclude that
lim
R→∞
cGλ,R ≤ c < ( min
x∈RN\{0}
#Gx)Eλ.
This contradicts Lemma 3.3. Hence, c = 0 and un → 0 strongly in H1A(RN ,C). 
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Lemma 3.5. Let (un) be a sequence in H
1
A(R
N ,C)τ such that un ⇀ u weakly in
H1A(R
N ,C). The following hold:
(i) D′(un)v → D′(u)v for all v ∈ H1A(RN ,C).
(ii) After passing to a subsequence, there exists a sequence (u˜n) in H
1
A(R
N ,C)τ
such that u˜n → u strongly in H1A(RN ,C),
D(un)− D(un − u˜n)→ D(u) in R,
D
′(un)− D′(un − u˜n)→ D′(u) in
[
H1A(R
N ,C)
]∗
.
Proof. The proof is completely analogous to that of Lemma 3.5 in [1]. The function
u˜n is the product of un with a radial cut-off function, so u˜n belongs to H
1
A(R
N ,C)τ
if un does. We omit the details. 
Proof of Proposition 3.1. Let un ∈ H1A(RN ,C)τ satisfy
JA,V (un)→ c < ( min
x∈RN\{0}
#Gx)EV∞ , and ∇JA,V (un)→ 0
strongly in H1A(R
N ,C). Since (un) is bounded in H
1
A(R
N ,C) it contains a subse-
quence such that un ⇀ u weakly in H
1
A(R
N ,C)τ . By Lemma 3.5, u solves (1.1)
and, after passing to a subsequence, there exists a sequence (u˜n) in H
1
A(R
N ,C)τ
such that vn := un − u˜n ⇀ 0 weakly in H1A(RN ,C),
JA,V (un)− JA,V (vn)→ JA,V (u) in R,
∇JA,V (un)−∇JA,V (vn)→ 0 strongly in H1A(RN ,C).
Hence, JA,V (u) ≥ 0,
JA,V (vn)→ c− JA,V (u) ≤ c, and ∇JA,V (vn)→ 0
strongly in H1A(R
N ,C). By Lemma 3.4 a subsequence of (vn) converges strongly to
0 in H1A(R
N ,C). This implies that a subsequence of (un) converges strongly to u
in H1A(R
N ,C). 
There exists a unique isotropy class (P ) such that
R
N
(P ) := {x ∈ RN : (Gx) = (P )}
is open and dense in RN . (P ) is called the principal isotropy class. Any other
isotropy class satisfies (Gx) ≥ (P ), see e.g. [7, Chapter I, Theorem 5.14].
Proof of Theorem 1.1. By Proposition 3.1, if #Gx = ∞ for every x ∈
RN r {0} then JA,V : H1A(RN ,C)τ → R satisfies (PS)c for every c ∈ R. The
group S1 acts on H1A(R
N ,C)τ by complex multiplication, with 0 as its only fixed
point, and JA,V is S
1-invariant. Standard arguments, using inequality (2.4), show
that JA,V satisfies the mountain pass conditions of the S
1-symmetric mountain pass
theorem, cf. [10, Theorem 3.14] or [6, Theorem 1.5]. In order to conclude that JA,V
has an unbounded sequence of critical values we need to show that H1A(R
N ,C)τ is
infinite dimensional.
The quotient map RN(P ) → RN(P )/G onto the G-orbit space of RN(P ) is a smooth
fibre bundle with fibre G/P. Hence, the G-orbit of every x ∈ RN(P ) has a tubular
neighborhood Ux which is G-diffeomorphic to the product B×(G/P ) of an open ball
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B of dimension N − dimG/P with G/P, with the obvious G-action. Assumption
(H0) implies that P ⊂ ker τ. Hence, the function
C∞c (B,C)→ C∞c (B × (G/P ) ,C)τ ∼= C∞c (Ux,C)τ ,
given by ϕ 7→ ϕ˜ where ϕ˜(z, gP ) := τ(g)ϕ(z), is well defined and it is a linear isomor-
phism. Here the superindex τ indicates again the subspaces of functions satisfying
(1.5). Since C∞c (Ux,C)
τ ⊂ H1A(RN ,C)τ and C∞c (B,C) is infinite dimensional, it
follows that H1A(R
N ,C)τ is infinite dimensional. 
4. Proof of Theorem 1.2
Throughout this section we assume that (H1) and (H2) hold.
It is known that the first mountain pass value Eλ of the functional Jλ associated
to problem (3.1) is attained at a positive function ωλ ∈ H1(RN ). This can be
proved using Lions’ concentration compactness method [18]. Recently, Ma and
Zhao showed that, if (H1) holds, then every positive solution of (3.1) is radially
symmetric [20]. After translation, we may assume that ωλ is radially symmetric
with respect to the origin. Moreover, for every µ ∈ (0, λ),
(4.1)
ωλ(x) = O(|x|−
N−1
2 e−
√
µ|x|)
|∇ωλ(x)| = O(|x|−
N−1
2 e−
√
µ|x|)
}
as |x| → ∞.
We prove this in Appendix A. We write ω∞ := ωV∞ for V∞ := lim|x|→∞ V (x).
Let κ be as in assumption (H2). Fix µ ∈ (0, V∞) such that κ ∈ (0, 2δτ√µ). Fix
ε ∈ (0, (2δτ√µ−κ)/(2δτ√µ+κ)) and a nonincreasing cut-off function χ ∈ C∞[0,∞)
such that χ(t) = 1 if t ≤ 1−ε and χ(t) = 0 if t ≥ 1. For R ∈ (0,∞) and u ∈ H1(RN )
we write
uR(x) := χ
( |x|
R
)
u(x).
In the following C will denote some positive constant, not necessarily the same one.
Lemma 4.1. As R→∞,∫
RN
∣∣∣|∇ω∞|2 − ∣∣∇ωR∞∣∣2∣∣∣ = O(e−2√µ(1−ε)R),(4.2) ∣∣D(ω∞)− D(ωR∞)∣∣ = O(e−p√µ(1−ε)R).(4.3)
Proof. To prove (4.3) we apply (2.2) as in (3.4), and (4.1) to obtain∣∣D(ω∞)− D(ωR∞)∣∣ ≤ 2K‖ωp∞‖Lr(RN )‖ωp∞ − (ωR∞)p‖Lr(RN )
≤ C
(∫
|x|≥(1−ε)R
ωpr∞(x)dx
)1/r
≤ C
(∫ ∞
(1−ε)R
e−pr
√
µtdt
)1/r
= Ce−p
√
µ(1−ε)R,
as R→∞. The proof of (4.2) is also easy. 
For y ∈ RN set Ry :=
[
(κ+ 2δτ
√
µ)/4δτ
√
µ
]
δτ |y|. Note that Ry ∈ (0, δτ |y|).
Since δτ ∈ (0, 1] we have that |y| −Ry →∞ as |y| → ∞. For u ∈ H1(RN ) we write
uy(x) := u(x− y).
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Lemma 4.2. There exist ̺0, d0 ∈ (0,∞) such that
JA,V (t(ω
Ry∞ )y) ≤ EV∞ − d0e−κ|y| for all t ≥ 0 if |y| ≥ ̺0.
Proof. Let u ∈ H1(RN ). Observe that, since u is real-valued, |∇Au|2 = |∇u|2 +
|A|2 u2. Therefore, (H2) implies there exist positive constants C1, C2 such that
C1 ‖u‖2V∞ ≤ ‖u‖
2
A,V ≤ C2 ‖u‖2V∞ for all u ∈ H1(RN ).
Note also that
max
t≥0
JA,V (tu) = JA,V (tuu) iff tu =
(
‖u‖2A,V
D(u)
)1/(2p−2)
.
So, since ω
Ry∞ → ω∞ in H1(RN ) as |y| → ∞, there exist 0 < t1 < t2 <∞ such that
max
t≥0
JA,V (t(ω
Ry∞ )y) = max
t1≤t≤t2
JA,V (t(ω
Ry∞ )y)
for all large enough |y|.
Let t ∈ [t1, t2]. Assumption (H2) yields∫
RN
(|A|2 + V )(tωRy∞ )2y ≤ t2
∫
|x|≤Ry
(|A(x + y)|2 + V (x+ y))(ωRy∞ )2(x)dx
≤ t2
∫
|x|≤Ry
(V∞ − c0e−κ|x+y|)ω2∞(x)dx
≤
∫
RN
V∞ (tω∞)
2 −
(
c0t
2
1
∫
|x|≤1
e−κ|x|ω2∞(x)dx
)
e−κ|y|
for |y| large enough. Therefore, using Lemma 4.1, we get
JA,V (t(ω
Ry∞ )y) =
1
2
∥∥t(ωRy∞ )y∥∥2A,V − 12pD(t(ωRy∞ )y)
≤ 1
2
‖tω∞‖2V∞ −
1
2p
D(tω∞)− Ce−κ|y| +O(e−2
√
µ(1−ε)Ry )
≤ max
t≥0
JV∞(tω∞)− d0e−κ|y|
= EV∞ − d0e−κ|y|
for sufficiently large |y|, because our choices of ε and Ry guarantee that 2√µ(1 −
ε)Ry > κ |y| . 
Proof of Theorem 1.2. Choose ξ ∈ RN such that #Gξ = minx∈RNr{0}#Gx,
|ξ| = 1, Gξ ⊂ ker τ, and
min{|gξ − hξ| : g, h ∈ G, gξ 6= hξ} = 2δτ if #Gξ > 1.
Note that #Gξ <∞ because δτ > 0. Set y := ̺0ξ, with ̺0 as in Lemma 4.2, and
θ :=
∑
gy∈Gy
τ(g)(ωRy∞ )gy.
Since ω∞ is radially symmetric we have that θ(gx) = τ(g)θ(x) for every g ∈ G,
x ∈ RN . Moreover, since Ry < δτ |y| , the functions (ωRy∞ )gy and (ωRy∞ )hy have
disjoint supports if gξ 6= hξ. So applying Lemma 4.2 we obtain
JA,V (tθ) = (#Gξ)JA,V (t(ω
Ry∞ )y) < (#Gξ)EV∞
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for all t ≥ 0. This implies that EτA,V < (minx∈RNr{0}#Gx)EV∞ . By Proposition
3.1, JA,V satisfies (PS)c at c = E
τ
A,V . The classical mountain pass theorem of
Ambrosetti and Rabinowitz [2] yields a solution u of problem (1.1) which satisfies
(1.5) and JA,V (u) = E
τ
A,V . 
Appendix A. Asymptotic decay of ground states
We shall prove (4.1). Set K(x) := 1|x|α . The following lemma highlights the role
of the assumption Λα,p 6= ∅.
Lemma A.1. If (H1) holds, then every solution u ∈ H1(RN ) to problem (3.1) has
the following properties:
(i) u ∈ Lr(RN ) for every r ∈ [2,∞).
(ii) There exist p < p1 ≤ p2 and C > 0 such that
|(K ∗ |u|p) (x)| ≤ C
(
‖u‖pLp1(RN ) + ‖u‖pLp2(RN )
)
for all x ∈ RN .
(iii) K ∗ |u|p is continuous on RN and lim|x|→∞ (K ∗ |u|p) (x) = 0.
(iv) u is of class C2.
Proof. We prove (i) by a bootstrapping argument. Fix q ∈ Λα,p and set
1
t
:=
p
q
− N − α
N
.
Since q ∈ Λα,p we have that q ∈ (p, 2N/(N − 2)] and 1/t ∈ (0, 1). Hence K ∗ |u|p ∈
Lt(RN ), cf. [15, Section 4.3 (9)]. Set r0 := qN/(N + 2q) and
1
r1
:=
(p− 1)(N − 2r0)
Nr0
+
1
t
=
p− 1
q
+
1
t
.
Since q ∈ Λα,p we have that 1/r1 < 1/r0 and 1/r1 ∈ (0, 1] so, by Ho¨lder’s in-
equality, (K ∗ |u|p) |u|p−2 u ∈ Lr1(RN ). Using Lq-regularity theory we conclude
that u ∈ W 2,r1(RN ). Sobolev’s inequality then implies that u ∈ Lr(RN ) for every
r ∈ [2, Nr1/(N − 2r1)] if 2r1 < N, and u ∈ Lr(RN ) for every r ∈ [2,∞) if 2r1 ≥ N.
If 2rk < N we continue the process by setting
1
rk+1
:=
(p− 1)(N − 2rk−1)
Nrk−1
+
1
t
.
Note that
1
rk
− 1
rk+1
= (p− 1)
[
1
rk−1
− 1
rk
]
= (p− 1)k
[
1
r0
− 1
r1
]
.
Hence 1/rk ≥ 2/N for some k ≥ 1 and arguing as above we conclude that u ∈
Lr(RN ) for every r ∈ [2,∞).
To prove (ii) we fix δ ∈ (0, N − α) and set s := (N − δ)/α and t := (N + δ)/α.
Write K = K1 +K2 with K1 ∈ Ls(RN ) and K2 ∈ Lt(RN ). Since p ≥ 2, assertion
(i) implies that |u|p ∈ Lr(RN ) for every r ∈ [1,∞). So using Ho¨lder’s inequality we
obtain
|(K1 ∗ |u|p) (x)| ≤ ‖K1‖Ls(RN ) ‖u‖pLps′(RN ) ,
|(K2 ∗ |u|p) (x)| ≤ ‖K2‖Lt(RN ) ‖u‖pLpt′(RN ) ,
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which immediately yield (ii). Moreover, applying [15, Lemma 2.20] we obtain that
Kj ∗ |u|p is continuous and
lim
|x|→∞
(Kj ∗ |u|p) (x) = 0, j = 1, 2.
This proves (iii). Property (iv) follows from assertion (i), Sobolev’s embedding
theorem and Schauder theory in the usual way, cf. e.g. [28, Appendix B]. 
Our set Λα,p coincides with the set Λ defined by Ma and Zhao in [20, Remark
3], except possibly for the point 2(p− 1)N/(N + 2− α) which we have excluded to
guarantee that 1/r1 < 1/r0 in Lemma A.1 above. Note however that Λα,p 6= ∅ iff
Λ 6= ∅, because 2(p− 1)N/(N + 2− α) < 2N/(N − 2) if p < (2N − α)/(N − 2).
Proposition A.2. Assume that (H1) holds. Then every positive solution u to
problem (3.1) is radially symmetric with respect to some point and satisfies the
following:
(i) If p > 2 then
(A.1) u(x), |∇u(x)| = O(|x|−N−12 e−
√
λ|x|) as |x| → ∞.
(ii) If p = 2 then, for every ε ∈ (0, λ),
(A.2) u(x), |∇u(x)| = O(|x|−N−12 e−
√
λ−ε|x|) as |x| → ∞.
Proof. Let u be a positive solution to problem (3.1). Ma and Zhao showed that,
if (H1) holds, then u is radially symmetric and monotone decreasing with respect
to some point [20, Theorem 2]. Fix ε ∈ (0, λ). Lemma A.1(iii) implies that there
exists R1 > 0 such that
(
(K ∗ up) up−1) (x) < εu(x) for every |x| ≥ R1. It follows
that
−∆u(x) + (λ− ε)u(x) < 0 for |x| ≥ R1.
On the other hand, for R2 large enough, the function v(x) := |x|−
N−1
2 e−
√
λ−ε|x|
satisfies
−∆v(x) + (λ− ε)v(x) ≥ 0 for |x| ≥ R2.
Therefore, by the maximum principle,
u(x) ≤ |x|−N−12 e−
√
λ−ε|x| for |x| ≥ max{R1, R2}.
This proves that u satisfies (A.2). Moreover, since u(x) = O(e−
√
λ−ε|x|) for all
ε ∈ (0, λ), if p > 2 there exists β > √λ such that
(K ∗ |u|p)up−1(x) = O(e−β|x|).
The same argument given in the last part of the proof of [13, Proposition 1.4] yields
estimate (A.1) for u. Using interior estimates we obtain the decay estimates for
|∇u(x)| . 
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