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Abstract
Gelfand and Bernstein numbers are certain functionals associated with operators between
Banach spaces. The Bernstein numbers of an operator never exceed its Gelfand numbers. In
this note we compute and compare the Gelfand and Bernstein numbers in special cases.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
n-Widths (also called s-numbers) are families of functionals associated with ma-
trices or operators between Banach spaces. These numbers are notoriously difficult
to compute exactly. The interested reader can consult [2,3], and the numerous ref-
erences therein. Later references in the approximation theory and functional anal-
ysis literature concentrate on estimates. In this note we are interested in Gelfand
and Bernstein numbers, and compute them exactly for the operator I : 3p → 3q , for
some values of p and q.
2. Definitions and known results
We will restrict ourselves to finite dimensions and square matrices over R. Let
ϕ,ψ be norms on Rn. Given an n× n matrix A, its operator norm is
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‖A‖ϕψ = max
ϕ(x)=1
ψ(Ax).
For k = 1, 2, . . . , n, define the ϕψ-Gelfand numbers of A by
g
ϕψ
k (A) = mindimM=n−k+1 maxx∈M,ϕ(x)=1ψ(Ax)
and the ϕψ-Bernstein numbers of A by
b
ϕψ
k (A) = maxdimM=k minx∈M,ϕ(x)=1ψ(Ax).
Clearly, both of these sequences are decreasing and the first element in both is just
‖A‖ϕψ . Also easy to prove are the following relations between the two sequences:
for k = 1, 2, . . . , n,
g
ϕψ
k (A)  b
ϕψ
k (A)
and
b
ϕψ
k (A) =
1
g
ψϕ
n−k+1(A−1)
if A is invertible.
As is well-known, when ϕ and ψ are equal to the Euclidean norm, both sequences
coincide with the ordinary singular values.
We now restrict ourselves to the Hölder norms
‖x‖p =
(∑
|xi |p
)1/p
, 1  p ∞
and we use the abbreviated notations ‖A‖p,q , gp,qk (A) and bp,qk (A). These numbers
are exceedingly difficult to compute exactly in general. That is true already for the
operator norm, even in the case where both vector norms are the same. Of course,
there are a few easy exceptions.
We turn to diagonal matrices. If A = diag(α1, . . . , αn), with |α1|  · · ·  |αn|,
then it is not difficult to show that gp,pk (A) = bp,pk (A) = |αk| for all p and k.
For p /= q the situation is much harder. Take A = diag(α1, . . . , αn), with |α1| 
· · ·  |αn| > 0. Suppose p > q. Then [2,3]:
g
p,q
k (A) =
(|αk|r + · · · + |αn|r)1/r ,
where
1
r
= 1
q
− 1
p
.
It follows that, for p < q,
b
p,q
k (A) =
1
g
q,p
n−k+1(A−1)
= (|α1|−r + · · · + |αk|−r)−1/r ,
where now
1
r
= 1
p
− 1
q
.
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Little else is known, except for isolated results, mainly involving the identity ma-
trix and particular norms. Examples can be found in [3]. A statement conjectured
in that book (see also [1]) has been proved some years ago by E. Marques de Sá
(unpublished). The result is that
g
1,∞
3 (In) =
cos
(
π
n
)
1 + cos (π
n
) .
A natural project is to compute the (p, q) [or (q, p)] Gelfand and Bernstein num-
bers of the identity matrix In for all p, q. We carry this out for n = 3 and for some
values of p and q, and we make some remarks on other cases.
3. Gelfand and Bernstein numbers of I : 3p → 3q
For p > q, we have, as a particular case of the result quoted above for general
diagonal matrices,
g
p,q
k (In) = (n− k + 1)(1/q)−(1/p).
Analogously, for p < q, we have
b
p,q
k (In) = k(1/q)−(1/p).
Take now n = 3. Obviously the only value of k that needs to be studied is k = 2.
We are therefore interested in the quantities
g
p,q
2 (I3) = mindimM=2 maxx∈M,‖x‖p=1 ‖x‖q,
b
p,q
2 (I3) = maxdimM=2 minx∈M,‖x‖p=1 ‖x‖q,
where the M are subspaces of R3.
The following table contains what is known:
g
p,q
2 (I3) b
p,q
2 (I3)
p < q ? 2(1/q)−(1/p)
p > q 2(1/q)−(1/p) ?
Looking for optimal configurations, it is natural to consider the 2-dimensional
subspace H of R3 defined by x1 + x2 + x3 = 0.
We begin by studying the intersection of H with {x : ‖x‖p = 1}. By symme-
try, it is enough to work in the octant x1  0, x2  0, x3  0. A typical point in
the intersection of H with the octahedron {x : ‖x‖1 = 1} is 12 (s, 1 − s,−1), with
s ∈ [0, 1].
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Stretching this by a factor of
2
[sp + (1 − s)p + 1]1/p ,
we get a typical point in the intersection of H with {x : ‖x‖p = 1}. Its q-norm is
fp,q(s) = [s
q + (1 − s)q + 1]1/q
[sp + (1 − s)p + 1]1/p .
We want the extrema of fp,q(s). Since it is symmetric about 12 , it is enough to
take s in
[
0, 12
]
. Note that
fp,q(0) = 2(1/q)−(1/p), fp,q
(
1
2
)
= (2 + 2
q)1/q
(2 + 2p)1/p .
To simplify calculations, we write gp,q(s) = fp,q(s)pq . Clearly gp,q attains its
extremal values at the same points as fp,q . The simplest cases occur when gp,q(s) is
increasing or decreasing, and these are the situations we shall concentrate on.
Write r = 1 − s. Computing g′p,q(s) we get
g′p,q(s)=
(sq + rq + 1)p−1
(sp + rp + 1)q+1
× [(sp + rp + 1)(sq−1 − rq−1)− (sq + rq + 1)(sp−1 − rp−1)].
Since the fraction on the left is positive, the sign of g′p,q(s) is equal to the
sign of
(sp + rp + 1)(sq−1 − rq−1)− (sq + rq + 1)(sp−1 − rp−1).
Denote this quantity by hp,q(s).
We then have the following trivial observation:
Lemma 1
1. If hp,q(s)  0 in [0, 12 ] then
min
s∈[0, 12 ]
fp,q(s) = 2(1/q)−(1/p), max
s∈[0, 12 ]
fp,q(s) = (2 + 2
q)1/q
(2 + 2p)1/p .
2. If hp,q(s)  0 in [0, 12 ] then
min
s∈[0, 12 ]
fp,q(s) = (2 + 2
q)1/q
(2 + 2p)1/p , maxs∈[0, 12 ]
fp,q(s) = 2(1/q)−(1/p).
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Simple consequences follow:
Lemma 2
1. If p < q and hp,q(s)  0 in [0, 12 ] then
g
p,q
2 (I3) = 2(1/q)−(1/p).
2. If p > q and hp,q(s)  0 in [0, 12 ] then
b
p,q
2 (I3) = 2(1/q)−(1/p).
3. If p > q and hp,q(s)  0 in [0, 12 ] then
b
p,q
2 (I3) =
(2 + 2q)1/q
(2 + 2p)1/p .
Proof
1. We have
g
p,q
2 (I3) = mindimM=2 maxx∈M,‖x‖p=1 ‖x‖q  maxx∈H,‖x‖p=1 ‖x‖q = maxs∈[0, 12 ]
fp,q(s).
As we are assuming that hp,q(s)  0, this means that
g
p,q
2 (I3)  2
(1/q)−(1/p).
Since, for p < q, we have
b
p,q
2 (I3) = 2(1/q)−(1/p)
and bk  gk always, we obtain
g
p,q
2 (I3) = 2(1/q)−(1/p) for p < q.
2. Similar to the previous case.
3. We have
b
p,q
2 (I3) = maxdimM=2 minx∈M,‖x‖p=1 ‖x‖q  minx∈H,‖x‖p=1 ‖x‖q = mins∈[0, 12 ]
fp,q(s).
As we are assuming that hp,q(s)  0, this means that
b
p,q
2 (I3) 
(2 + 2q)1/q
(2 + 2p)1/p .
Is this the largest of the minima over 2-dimensional subspaces? We have to ana-
lyse this in more detail. We will show that, for any other 2-dimensional subspace
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M , there exists z ∈ M , with ‖z‖p = 1, closer to the origin (in the ‖ · ‖q sense)
than a x ∈ H giving rise to the above value, e.g.
x = (1 + 21−p)−1/p
(
1
2
,
1
2
,−1
)
.
Let M be an arbitrary 2-dimensional subspace of R3. By symmetry, there is no
loss of generality in assuming that M is described by an equation of the form
ux1 + vx2 + wx3 = 0 with u  v  w  0 (and u > 0).
Take
y =
(
w
u+ v ,
w
u+ v ,−1
)
and z = y‖y‖p .
Clearly z ∈ M and ‖z‖p = 1. That the ‖ · ‖q norm of z does not exceed the ‖ · ‖q
norm of the x above follows from the fact that the function of s
(1 + 2sp)−1/p(1 + 2sq)1/q,
which is the ‖ · ‖q norm of the point
1
‖(s, s,−1)‖p (s, s,−1)
is increasing on the interval [0, 1]. This is analytically straightforward and also
has a clear geometric meaning.
(Note that ‖x‖q corresponds to s = 12 and ‖z‖q corresponds to s = w/(u+ v),
which is 12 since u  w and v  w.)
Therefore,
min
x∈M,‖x‖p=1
‖x‖q  min
x∈H,‖x‖p=1
‖x‖q,
which means that
b
p,q
2 (I3) = min
x∈H,‖x‖p=1
‖x‖q = (2 + 2
q)1/q
(2 + 2p)1/p
as desired. 
We are therefore interested in the sign of
hp,q(s) = (sp + rp + 1)(sq−1 − rq−1)− (sq + rq + 1)(sp−1 − rp−1).
Note that hp,q(0) = hp,q( 12 ) = 0. In light of this, to prove that hp,q(s)  0 (resp.
0) for s ∈ [0, 12 ], it is enough to prove that hp is a concave (resp. convex) function
on [0, 12 ], that is, that h′′p(s)  0 (resp. 0) on the open interval.
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We have
h′′p,q(s)= 2(p − 1)(q − 1)(rq−2sp−2 − sq−2rp−2)
+ (p − 1)(p − 2)(sq−1rp−3 − rq−1sp−3)
+ (q − 1)(q − 2)(sq−3rp−1 − rq−3sp−1)
+ (p − 1)(p − 2)(rp−3 − sp−3)
+ (q − 1)(q − 2)(sq−3 − rq−3).
The study of the sign of this expression is hard, and we will carry it out only in
some special cases.
The first is q = 2:
Proposition
1. For 1  p  2, we have h′′p,2(s)  0 for s ∈ [0, 12 ].
2. For 2  p  4, we have h′′p,2(s)  0 for s ∈ [0, 12 ].
3. For 4  p < ∞, we have h′′p,2(s)  0 for s ∈ [0, 12 ].
Proof. We will consider the case 2  p  4, in which we want to prove that
h′′p,2(s)  0 for s ∈ [0, 12 ]. Using the expression for this second derivative we see
that the inequality to be proved is
2(rp−2 − sp−2)  (p − 2)[(2 − r)rp−3 − (2 − s)sp−3].
Since 0  p − 2  2, this will be true if
2(rp−2 − sp−2)  2[(2 − r)rp−3 − (2 − s)sp−3]
which is equivalent to
rp−3(r − 1)  sp−3(s − 1)
or
rp−3(−s)  sp−3(−r)
or, finally,
rp−4  sp−4.
As −2  p − 4  0, the function sp−4 is decreasing for s > 0. Now s  r , and
therefore that last inequality is true.
In a similar way we can prove that h′′p,2(s)  0 for s ∈ [0, 12 ] when 1  p  2
or 4  p < ∞. 
Remark. For p = 2, the function fp,2(s) is of course constant (=1). It is quite
striking that, as a simple calculation shows, fp,2(s) is also constant for p = 4. In
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Fig. 1.
other words, the unit ball for ‖.‖4 has a circular section (with radius 4
√
2) cut by the
plane H .
From Lemma 2 we immediately get:
Theorem 1
1. For 1  p  2, we have gp,22 (I3) = 2(1/2)−(1/p).
2. For 2  p  4, we have bp,22 (I3) = 2(1/2)−(1/p).
3. For 4  p < ∞, we have bp,22 (I3) =
√
6
(2 + 2p)1/p .
So the complete table for q = 2 is
g
p,2
2 (I3) b
p,2
2 (I3)
1  p  4 2(1/2)−(1/p) 2(1/2)−(1/p)
4  p < ∞ 2(1/2)−(1/p)
√
6
(2+2p)1/p
The values of gp,22 (I3) and b
p,2
2 (I3) are plotted against p in Fig. 1, showing the
“bifurcation” at p = 4.
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Remark. We can conclude that, for p > 4, the unit ball for ‖ · ‖p has no circular
section. If there were such a section, say cut by the plane G and with radius r , we
would have
b
p,2
2 (I3)  min
x∈G,‖x‖p=1
= r = max
x∈G,‖x‖p=1
‖x‖2  gp,22 (I3)
and gp,22 (I3) and b
p,2
2 (I3) would be equal.
The second special case is q = 3:
Proposition. For p  5, we have h′′p,3(s)  0 for s ∈ [0, 12 ].
Proof. We have
h′′p,3(s)= 4(p − 1)rs(sp−3 − rp−3)
+ (p − 1)(p − 2)(rs)2(rp−5 − sp−5)
+ 2(rp−1 − sp−1)
+ (p − 1)(p − 2)(rp−3 − sp−3)
= (4rs + 2 − p)(p − 1)(sp−3 − rp−3)
+ (p − 1)(p − 2)(rs)2(rp−5 − sp−5)+ 2(rp−1 − sp−1).
All summands are  0 because s  r and 4rs + 2  3 for s ∈ [0, 12 ]. 
We conjecture that h′′p,3(s)  0 also for 3  p  5. For example, it is easy to see
that h′′4,3(s)  0.
From Lemma 2 we get:
Theorem 2. For p = 4 and p  5, we have
b
p,3
2 (I3) =
(2 + 23)1/3
(2 + 2p)1/p .
Other isolated cases concern q = 4:
Proposition. h′′5,4(s)  0 and h′′6,4(s)  0 for s ∈ [0, 12 ].
Proof. We have
h′′5,4(s)= 24(r2s3 − s2r3)+ 12(s3r2 − r3s2)+ 6(sr4 − rs4)
+ 12(r2 − s2)+ 6(s − r)
= 6(r − s)[−5r2s2 + rs(r2 + s2)+ 1]
 6(r − s)(− 516 + 1)  0,
254 R.A. Martins, J.F. Queiro´ / Linear Algebra and its Applications 361 (2003) 245–255
h′′6,4(s)= 30(r2s4 − s2r4)+ 6(sr5 − rs5)+ 20(r3 − s3)+ 6(s − r)
= 6rs(r4 − s4)+ 2(r − s)[−15r2s2 + 20(r2 + rs + s2)− 3]
 2(r − s)(− 1516 + 20 34 − 3)  0. 
From Lemma 2 we get:
Theorem 3. We have
b
5,4
2 (I3) =
(2 + 24)1/4
(2 + 25)1/5 and b
6,4
2 (I3) =
(2 + 24)1/4
(2 + 26)1/6 .
We conjecture that the plane H is optimal in all cases, and that
b
p,q
2 (I3) =
(2 + 2q)1/q
(2 + 2p)1/p
in most cases for which p > q.
For n > 3, the situation is more complicated. The previous analysis may in prin-
ciple be applied to the computation of gp,qn−1(In) and b
p,q
n−1(In).
Computational experiments seem to suggest, for example, that, for q = 2, the
two numbers coincide up to a certain value of p and that this “bifurcation point”
decreases to p = 2 as n grows.
The stumbling block in this work lies of course in the study of the higher dimen-
sion analogue of the function fp,q . Other considerations carry over more easily.
For example, if we could show that, for p > q andH the hyperplane in Rn defined
by x1 + · · · + xn = 0, one has
min
x∈H,‖x‖p=1
‖x‖q = ‖x‖q,
where
x¯ = (1 + (n− 1)1−p)−1/p ( 1
n− 1 ,
1
n− 1 , . . . ,
1
n− 1 ,−1
)
,
then we would conclude that
b
p,q
n−1(In) =
(
1 + (n− 1)1−p)−1/p(1 + (n− 1)1−q)1/q .
This is done using an argument similar to the one in the proof of Lemma 2, part 3.
We use an hyperplane M defined by
∑n
i=1 uixi = 0, with u1  · · ·  un  0 and
u1 > 0. We take
y =
(
un∑n−1
i=1 ui
,
un∑n−1
i=1 ui
, . . . ,
un∑n−1
i=1 ui
,−1
)
and remark that the function of s(
1 + (n− 1)sp)−1/p(1 + (n− 1)sq)1/q
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is increasing on the interval [0, 1] for p > q. ‖x¯‖q corresponds to s = 1/(n− 1) and
‖z‖q with z = y/‖y‖p corresponds to s = un/∑n−1i=1 ui , which is 1/(n− 1) since
ui  un, i = 1, 2, . . . , n− 1.
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