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RESUME. 
Nous décrivons, dans une première partie de ce travail, 
les différentes étapes qui ont conduit à la construction d'un 
outil d'aide . à la programmation impérative. Nous présentons 
essentiellement l'identification des objets logiciels et la 
construction d'un schéma Entité/Relation mettant en évidence 
les caractéristiques de ces objets ainsi que leurs relations. 
Enfin, nous précisons les fonctionnalités principales de 
notre outil. Dans une seconde partie, nous appliquons ce même 
cadre de travail à la programmation logique. Nous pouvons 
ainsi décrire, par un modèle Entité/Relation, la méthodologie 
de développement de programme PROLOG. Nous spécifions alors 
un système de contrôle des objets évoluant en versions 
multiples. 
ABSTRACT. 
We describe, in a first part of this work, 
steps that conclude to the building of an 
programming support tool. 
different 
imperative 
We emphasize espec i ally the identification process of 
software abjects and the construction 
Entity/Association d i agram which highlights the 




clear the main functionnalities of our tool. In a second 
part, we apply this f ramework to logic programming. Thus, we 
describe, by an Entity/Association diagram too, 
methodology for systematic logic programm development. 
the 
Then, 
we specify a control system for multiple versions of objects. 
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CHAPITRE 1 
TENDANCES ACTUELLES DES MODELES DE CYCLE DE VIE, 
1.1, Introduction. 
Avec le développement des techniques apparu dès le 
début des années 60, l'informatique a vu son champ d'appli-
cation s'étendre à des problèmes de plus en plus complexes 
comme par exemple l'informatisation des procédures de 
lancement des navettes spatiales, 
industriels ... 
le contrôle de processus 
Les logiciels conçus à cet effet sont la plupart volumineux 
(on parle de 80.000.000 instructions objet pour la station de 
l'espace) et ont des spécifications complexes. Il est alors 
rapidement apparu que la demande de logiciels augmentait 
plus rapidement que notre capacité à les produire et à les 
maintenir. 
Dès la fin des années 60, une série de conférences 
furen€ organisées pour débattre de problèmes liés au dévelop-
pement de logiciels, mais qui n'ont pas varié depuis lors, à 
savoir le coüt de développement, le manque de fiabilité et 
la difficulté de maintenance d'un logiciel. Le terme de génie 
logiciel était ainsi créé. 
La terminologie du ''IEEE Standard Glossary of Software 
Engineering" définit le génie logiciel comme ... "une approche 
systématique pour le développement, l'exploitation, la 
maintenance et l'abandon d'un logiciel ... " (IEEE 83). 
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Les objectifs principaux du génie logiciel sont donc l'amé-
lioration de la qualité des logiciels produits et 
l'augmentation de la productivité. 
Avant d'introduire un certain nombre de techniques qui 
permettent d'atteindre les objectifs du génie 
nous a semblé intéressant de clarifier ces buts. 
lociciel, il 
La qualité d'un logiciel peut être regardée selon 
plusieurs approches, décrites par une série de facteurs. 
D'une part, nous pouvons dégager des facteurs de qualité 
externes, c'est-à-dire des facteurs détectés par l'utilisa-
teur final ou l'utilisateur chargé de l'achat du logiciel. 
Typiquement nous retrouverons principalement dans cette caté-
gorie la correction d'un logiciel, sa r o bustesse, son exten-
sibilité, sa réutilisabilité, sa comptabilité, mais aussi son 
efficacité, sa portabilité, s o n intégrité, sa vérifiabilité 
et sa facilité d'utilisation. 
définir des qualités internes, 
Nous pouvons, d'autre part, 
c'est-à-dire des facteurs 
perçus par les analystes / programmeurs du logiciel. 
catégorie reprend la modularité et la lisibilité. 
Cette 
La productivité peut, quant à elle, être mesurée par le 
rapport entre les sorties produites et les entrées 
c onsommées, Par "entrées", nous entendons le travail des 
développeurs et tout le matériel utilisé pour le développe-
ment d'un logiciel. Les "sorties" peuvent être calculées par 
le nombre de lignes de code source du logiciel produit. 
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Face à ces problèmes, le génie logiciel s'est attaché à 
mettre au point et à appliquer une méthodologie de dévelop-
pement de logiciel qui doit, d'une part, faire l'inventaire 
de toutes les tâches à entreprendre pour produire un logiciel 
de qualité et d'autre part, couvrir tous les aspects de 
gestion des ressources à allouer au projet logiciel. Le 
principal facteur permettant de rendre les différentes étapes 
du développement de logiciel plus efficaces réside dans 
l'application d'outils logiciels assistant et/ou automatisant 
les parties répétitives et fastidieuses de chaque étape du 
cycle de vie d'un logiciel. 
Si, en 1986, le montant mondial des coûts des logiciels 
était estimé à 140 milliards de dollars, les perpectives 
(Boehm 87), sur base d'une augmentation de 12% l'an, 
annoncent un total de 450 milliards de dollars en 1995. 
Une amélioration de la productivité de l'ordre de 20% 
pourrait faire gagner 90 milliards de dollars. Ce gain 
substantiel vaut à lui seul les efforts entrepris pour 
réaliser ces objectifs ! 
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Le plan de ce travail se décompose comme suit : 
- La suite du chapitre 1 fera le point sur des travaux 
menés dans le cadre des modèles de cycle de vie de 
logiciel . On tentera ensuite d'éclairer quelques 
caractéristiques propres à tout atelier logiciel moderne. 
- Le chapitre 2 est basé sur le travail effectué dans le 
cadre de notre stage de fin d'étude à l'Université de 
Lausanne auprès du Professeur Yves Pigneur. Il présente un 
modèle de cycle de vie simplifié pour la programmation 
impérative. 
Une modélisation selon les concepts du modèle Entité/ 
Relation de ce cycle de vie et les spécifications d'un 
outil d'aide à la programmation impératiive sont ensuite 
exposées. Enfin, une présentation de la conversion du 
3 bis 
schéma Entité/Relation en une base de données relationnelle 
et une brève présentation de l'architecture de l'outil 
précédent une conclusion de ce chapitre. 
Le chapitre 3 se fonde sur la thèse de do cto rat de Yves 
Deville, chargé de recherche à l'Institut d'Informatique, 
concernant une méthodologie de développement de logiciel en 
programmation logique. Ce chapitre expose une modélisation 
de cette méthode de construction selon les concepts du 
modèle Entité/Relation. Une dicussi o n des fonctionnalités 
d'un outil d'aide à la gestion des informations mises en 
dans le schéma Entité/Relation est ensuite lumière 
présentée. Enfin, ce c hapitre se conclut par une évolution 
du travail réalisé. Cette recherche a été réalisée dans le 
cadre du projet FOLON. 
1.2. DES MODELES DE CYCLE DE VIE. 
La fonction principale du cycle de vie d'un logiciel est 
double. 
D'une part, il doit définir et ordonner les différentes 
phases de développement et d'évolution d'un logiciel. D'autre 
part, il doit dégager les critères de transition d'une phase 
à la suivante. Un modèle de cycle de vie doit donc répondre 
aux deux questions suivantes : 
- Que devons nous faire ensuite? 
- Combien de temps devons nous le faire? 
Cette section se propose d'illustrer les réalisations 
passées ainsi que les tendances actuelles dans cet important 
domaine. 
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1. 2. 1. Le modèle "Code and Fix". 
Au début du développement de projets 
modèle suivi se résumait à deux étapes 
écrire du code, 
- corriger les problèmes du code. 
logiciels, le 
Les difficultés essentielles rencontrées avec ce genre 
de modèle sont : 
- Après plusieurs corrections, le code devient si peu struc-
turé que les modifications ultérieures sont très coûteuses. 
- Assez souvent, même un logiciel bien conçu ne correspond 
pas aux besoins de l'utilisateur, 
rejeté, soit redéveloppé. 
le logiciel est alors soit 
- Le code ne se prête ni aux tests, ni aux modifications. 
Ces quelques problèmes mettent en lumière l'utilité 
d'une phase d'analyse des besoins et d'une phase de concep-
tion avant le codage. Ils soulignent en outre la nécessité de 
préparer des tâches de tests dans les phases préliminaires. 
1.2.2. Le modèle en cascade (Waterfall Model). 
Le modèle en cascade, encore appelé dans la littérature 
le modèle conventionnel de cycle de vie, est composé de 
différentes étapes se succédant dans une séquence souvent 
immuable, avec une validation de chaque étape et une possibi-
lité de feedback entre deux étapes successives. 
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Ce modèle est présenté à la figure 1.1 suivante 
SPECIFICATION 
DES BESOINS --, 1 




FIGURE 1.1 MODELE CONVENTIONNEL" EN CASCADE,, DU CYCLE DE VIE D'UN LOGICIEL. 
Un premier modèle a été proposé par Royc e (Royce 70); 
depuis il subit de nombreuses modifications (Boehm 76 & 81). 
Mais nous pouvons mettre clairement en évidence ses princi-
pales activités et leurs résultats 
- Spécifica t ion des besoins - Elle consiste en un énoncé des 
fonctions que le logiciel doit réalise r, c'est- à -dire 
une description précise, complète et cohérente du 
comportement du logiciel, 
- Conception - Elle décrit comment le logiciel satisfait aux 
besoins, c'est-à-dire la structure interne des éléments 
qui e x écu t ent les fonctions, 
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- Codage - Elle correspond à l'implantation du résultat de 
la conception dans un langage de programmation, 
- Test - Cette activité se résume à la recherche et à la 
correction d'un maximum d'erreurs du logiciel, et à la 
validation de ce logiciel avant sa mise en service, 
- Maintenance - Cette dernière activité correspond à la re-
cherche et la correction des erreurs et à l'adaptation du 
logiciel aux nouveaux matériels et aux évolutions du sys-
tème lui-même. 
Il convient de mettre en évidence quelques inconvénients 
du modèle conventionnel. Un premier problème à souligner est 
le besoin d'une grande quantité de documents très élaborés 
lors des phases de spécialisation et de conception. 
Cette approche "dirigée par les documents" n'est pas toujours 
pertinente pour des applications interactives. 
Un second problème réside dans l'intervention tardive 
de l'utilisateur final dans le cycle de vie ou plus tôt après 
la phase de codage . Si le système n'est pas conforme à 
l'attente de l'utilisateur, un réexamen des spécifications, 
de la conception et du codage peut être coûteuse. 
Les points suivants présentent des alternatives pouvant 
surmonter ces quelques critiques. 
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1.2.3. Le prototypage. 
Le prototypage peut être défini comme un processus de 
construction d'un modèle de travail d'un logiciel ou d'une 
partie d'un logiciel (Taylor 82), (Scharer 83), Son objectif 
est de clarifier les caractéristiques et les opérations d'un 
logiciel en construisant une version de démonstration ayant 
moins de fonctionnalités ou de moins bonnes performances que 
le logiciel lui-même. 
Cet objectif mis-à-jour, l'utilité d'introduire le 
concept de prototypage dans le développement d'un logiciel 
prend tout son sens. Ainsi, le prototypage aide le 
développeur du logiciel lorsque les exigences de 
l'utilisateur ne sont pas très pécises. Cette situation, très 
courante dans la pratique est peu supportée par le modèle 
conventionnel. Le prototypage facilite donc les rapports 
entre les développeurs et les utilisateurs en se concentrant 
sur le comportement réel du logiciel et les expériences 
empiriques de l'utilisateur. 
On peut donc définir un modèle de développement tenant 
compte de ce nouveau concept. 
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FIGURE 1.2 LE PROTOTYPAGE. 8 








En partant de l'expression des besoins souv ent incom-
plets et/ou vagues de l'utilisateur, l'anal y ste détermine 
l'objectif, l'énoncé du travail à réaliser par le prototype. 
Ceci lui permettra de mieux appréhender la faisabilité de la 
conception, les q u estions de performances, les besoins de 
l'utilisateur dans un domaine particulier. 
Cet énoncé du travail du prototype sert de base au 
planning du développement de celui-ci. En effet, ce dévelop-
pement peut être coilteux et long, un planning efficace assure 
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la livra~on du prototype en temps voulu. Le projet de 
développement pourrait par exemple , maximiser l'utilisation 
de langages de très haut niveau ou d'utilitaires de gestion 
d'écran pour accél~rer le processus . 
Les itérations sur le prototype proviennent directement 
de la réponse de l'utilisateur. S ' il n'y a pas d'itération, 
l'analyste a atteint l'objectif assigné au prototype. Une 
boucle signifie qu'une révision du prototype est nécessaire 
pour obtenir l'information supplémentaire. 
Les objectifs du prototype une fois atteints, 
décider soit de le raffiner en un logiciel complet, 
on peut 
soit de 
commencer un processus de développement conventionnel bénéfi-
ciant du prototype déjà construit. Cette décision peut être 
prise en évaluant ces deux solutions selon les deux critères 
suivants 
- Combien de fonctionnalités sont déjà présentes dans le 
prototype? 
- Le prototype vaut-il la peine que l'on y investisse 
encore des efforts? 
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1.2.4. Les spécifications opérationnelles. 
Une spécification opérationnelle (Zave 84) peut être 
définie comme un modèle du logicie l qui peut être évai-ué ou 
exécuté afin de reproduire le comportement du logiciel. 
Cette spécification est développée l ors de la phase d'analyse 
des besoins; mais de par sa nature exécutable, elle diffère 
d'une spécification des besoins habituelle. 
Rappelons qu'une spécification "normale" s'intéresse aux 
fonctionnalités du système et déc r it "ce que" le logiciel 
devra faire et pas "comment" il le f ait. La conception quant 
à elle exprime la structure interne qui doit permettre de 
répondre aux fonctionnalités. Le cycle de vie conventionnel 
tient compte de la séparation de ces deux activités. Il est 
pourtant parfois difficile de les différencier. Une 
conception doit, en effet, teni r compte aussi bien de la 
décomposition en fonctions que par exemple des contraintes de 
performance de l'environnement hardware/software cible. 
De par sa nature exécutable, la construction opération-
nelle invite à une nouvelle définition de la séparation de 
ces deux activités. Cette approche essaye de séparer les 
questions liées au problème et celles liées à l'implémenta-
tion. Son but est de produire une spécification qui ne traite 
que des questions inhérentes au problème traité et de pouvoir 
exprimer cette spécification sous une forme exécutable per-
mettant de juger le comportement du logiciel. Dans ce sens, 
une spécification opérationnelle est comparable à un prototy-
page. le comportement ainsi généré ne réflète pas la réalité 
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CONSTRUCTION PERATIONNEL, TRAt--JSFORMAT. TRANSFORMEE IMPLEMENTAT. 
-----~ -------
FIGURE 1.3 LES S PECI FICA TIONS OPERAT 10 NNELLES. 
A partir des besoins du logiciel, l'analyste construit 
une spécification opérationnelle. Une fois celle-ci validée 
et/ou modifiée, l'analyste peut soit la considérer comme un 
prototype et revenir au cycle de vie en cascade en commençant 
la phase de conception (dans ce cas il perd la puissance du 
modèle), soit peut transformer les mécanismes qui généraient 
le comportement du logiciel pour les faire correspondre à 
l'environnement cible. Ce n'est qu'à ces niveaux que sont 
débattues les questions relatives à l'implémentation. 
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Une dernière phase fait correspondre les spécifications 
transformées à une implémentation de la solution dans le 
langage de programmation cible. 
Nous résumerons les avantages de ce modèle en constatant 
- la séparation entre les questions dirigées par le problème 
et celles de l'implémentation, 
- la construction d'un modèle du logicie~ clarifiant les 
besoins de l'utilisateur et pouvant être validé au début du 
développement. 
Pour le lecteur intéressé par le sujet, nous nous 
bornerons à citer quelques langages permettant l'expansion de 
spéc i fications opérationnelles : GIST (Balzer 82), Paisley 
(Zave 82). 
1.2.5. L'implémentation transformationnelle. 
Cette approche ( Partsch 83), (Balzer 81) utilise des 
supports automatisés pour appliquer une série de transforma-
tions qui changent une spécification en un système logiciel 
concret satisfaisant à cette spécification. Les différentes 
phases d'un modèle de cycle de vie intégrant ce concept sont 






FIGURE 1./. L'IMPLEMENTATION TRANSFORMATIONNELLE. 
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La première étape consiste à développer une spécifica-
tion formelle à partir des besoins du logiciel. Cette étape 
est problématique car d'une part les spécifications doivent 
être définies d'une manière précise pour permettre 
l'application de transformations. D'autre part, elles 
doivent être compréhensibles pour les utilisateurs pour 
qu'ils puissent aisément les valider par rapport à leur 
attente. 
Cette spécification formelle est la base de ce modèle 
car elle est l'objet d'une validation par rapport aux besoins 
de l'utilisateur. Elle est, ensuite, le point de départ d'une 
phase de transformation. Enfin elle est l'objet de la mainte-
nance, car une modification des fonctionnalités s'exprime par 
la modification de la spécification et non du code. 
Les transformations à appliquer peuvent correspondre, 
par exemple à la spécialisation ou à la généralisation de la 
représentation, au choix d'une structure de données, à la 
modification de la structure pour améliorer l'efficacité. 
Toutes les règles de transformation doivent préserver la 
cohérence des spécifications. 
Quelques perpectives intéressantes à l'utilisation d'un 
tel modèle vont être signalées : 
- l'automatisation de l'application des règles de trans-
formation permet de réduire le travail de l'analyste 
l'application des règles de transformation exprimables 
formellement assure la cohérence des spécifications, 
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- l'élimination d'une phase particulière de test et son 
remplacement par une validation des spécifications par 
l'utilisateur. 
1.2.6. Conclusions. 
Les trois modèles de cycle de vie qui viennent d'être 
présenté, le prototypage, les spécificatons opérationnelles 
et l'implémentation transformationnelle, peuvent être présen-
tés co mme des alternatives au modèle de cycle de vie en 
cascade. 
Nous soulignerons quelques relations évidentes entre ces 
modèles : 
- la spécification formelle (Figure 1,4) peut être vue comme 
une spécification opérationnelle, 
- l'affinage d'une spécification opérationnelle peut être 
automatisé, 
une spécification opérationnelle (Figure 1. 3) est un 
prototype. 
Ces trois modèles sont construits autour d'un même prin-
cipe, fournir une version exécutable du logiciel à 
l'utilisateur le plus rapidement possible et 
production du logiciel plus automatique. 
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rendre la 
1.3. LES ATELIERS LOGICIELS. 
Des travaux de recherche ont mis en évidence le besoin 
de formalismes et d'outils pour maîtriser les problèmes de 
la programmation. On escompte ainsi obtenir des 
accroissements substantiels en productivité et en qualité du 
logiciel déve loppé. Le but d'un atelier logiciel est de 
fournir un ensemble intégré et cohérent d'outils permettant 
d'automatiser les nombreux aspects non créatifs du dévelop-
pement et de la maintenance de l ogiciels par de multiples 
personnes et en de multiples versions. 
Nous allons tenter de dégager un certain nombre de 
propriétés qui devraient caractériser un atelier logiciel se 
voulant productif et utilisable à grande échelle. 
Certaines de ces propriétés sont discutées dans 
81) (van Lamsweerde 82 & 88). 
1.3.1. Intégration d'outils autonomes. 
(Osterweil 
L'utilisateur d'un atelier doit avoir accès à un ensemble 
cohérent d'outils compatibles, 
réalisant qu'une seule fonction. 
complémentaires et ne 
Une telle intégration ne 
peut reposer que sur l'utilisation d'une structure de 
données commune à tous les outils, les fichiers par 
exemple. Une autre approche, 
indispensable à tout atelier, 
qui devient actuellement 
est d'articuler les outils 
autour d'une base de données centralisant toutes les 
informations relatives au projet logiciel. 
15 
Nous rappelons br i èvement les caractéristiques de trois 
modèles de base de données 
1.3.1.1. le modèle relationnel. 
Le modèle re l ationnel (Codd 70) structure les infor-
mations pertinentes concernant les différentes 
étapes du cycle de vie sous forme de relations. 
Une relation est un ensemble den - uplets où n est 
appelé degré de la relation. Chaque élément d'un 
cycle, appelé attribut, est nécessairement d'un type 
prédéfini entier, réel, booléen, chaîne. Des 
contraintes peuvent aussi être exprimées sur les 
relations et les attributs, elles garantissent la 
cohérence des informations. Nous signalerons 
l'existence de langages de manpulation comme par 
exemple les langages algébriques utilisant l'union, 
l'intersection, la différence, la sélection, la 
projection et la jointure. Ils permettent d'exprimer 
des requêtes sur les relations sans se soucier de la 
manière de rechercher des informations. 
1.3.1.2. le modèle Entité /Relation . 
Le modèle Entité /Relation ~ Chen 7 6) , (Bodart 83), 
(Gallo 86), (Peneào 85 & 87), (Van Lamsweerde 86) 
introduit une séparation entre les entités. Une 
entité caractérise un objet considéré comme 
pertinent pour le cycle de vie. Une relation 
représente un lien entre entités. Ce modèle a 
introduit une distinction entre les propriétés, 
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appelé parfois attributs, d'une entité et celles 
d'une relation entre entités. 
1.3.1.3. le modèle orienté objet. 
Les modèles orientés objet (Horowit z 86), 
(Meyer 88) 
d'objets. 
considèrent l a base comme un ensemble 
Les attributs d'un objet peuvent être de 
types simples (entier, caractère, ... etc) mais aussi 
des références vers un autre objet. Plutôt que de se 
concentrer sur up une série d'objets, nous pouvons 
regrouper les objets ayant des car~ téristiques 
communes sous le concept de classe d'objets. Une 
classe décrit la structure statique d'un ensemble 
d'objets possibles. Tout objet d'une classe peut 
être appelé instance de la classe et correspond à un 
aspect dynamique. Ce modèle permet en outre de 
décrire un ensemble d'opérations qui peuvent être 
réalisées sur une instance d'une classe. Les 
relations entre objets sont exprimées au niveau des 
attributs de ces objets. Ainsi, une relation 1 - 1 
correspond au mécanisme d'héritage (relation ''is a'~ 
et une relation 1 
client/serveur. 
- N correspond au mécanisme 
Beaucoup de produits élaborés tout au long du cycle 
de vie d'un logiciel peuvent être considérés comme 
des objets structurés selon les 
lesquels ils sont décrits. Ce 
formalismes dans 
fait nous permet 
d'induire un second principe d'intégration. Il 
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consiste à représenter tout objet formel manipulé 
dans l'atelier sous la forme unique d'arbre de 
syntaxe abstraite. Les outils manipulant de tels 
objets sont alors dirigés par la syntaxe des 
lismes correspondants. 
1. 3 .2. Couverture de la totalité du cycle de vie. 
forma-
Un bon atelier devrait couvrir la totalité du cycle de vie 
d'un logiciel, aussi bien selon l'axe vertical (des 
spécifications fonctionnelles à la maintenance) que selon 
l'axe horizontal (ce dernier couvrant les activités et 
élaboration de produits, 
et de gestion de projet). 
de validation, de documentation 
Malheureusement, fort peu d'ateliers existant à ce jour 
peuvent prétendre à ce souhait. 
1.3.3. Interface agréable à l'utilisateur. 
Cette propriété nécessite des capacités d'autodocumenta-
tian, des facilités de "HELP", un langage de commande 
simple, des représentations graphiques ... etc. L'atelier 
devrait s'ajuster à la façon dont travaille habituellement 
l'utilisateur. 
1.3.4. Atelier générique. 
Il parait essentiel, devant la multitude de langages et de 
méthodologies informatiques existants, qu'un atelier 
puisse être automatiquement adaptable aux langages et 
méthodologie propres à un utilisateur particulier. Alors 
qu'il y a de plus en plus d'environnements de programma-
tion qui sont paramétrés sur les langages de programma-
18 
t ian, il n'existe qu'un nombre infime d'environnements de 
développement de logiciels qui sont paramétrés sur les 
modèles de cycle de vie sous-jacents. 
La mise en oeuvre d'un atelier logiciel est donc de 
permettre de réduire les coûts de développement et de mainte-
nance d'un logiciel et d'augmenter la qual ité du logiciel 
produit. L'efficacité d'un ate li er logicie l devrait être 
mesu r ée et évaluée . 
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CHAPITRE 2 
MODELE DE CYCLE DE VIE EN PROGRAMMATION IMPERATIVE. 
2.1. Introduction. 
Force nous est de constater que, dans le processus de 
développement d'un logiciel, l'étape de codage est générale-
ment reconnue comme étant une des activités les moins 
créatrices pour les membres d'un projet logiciel. Dans ce 
chapitre, nous allons décrire les diverses phases qui ont 
condu it à la construction d'un outil d'aide à la programma-
tion en langue procédurale VAX/Pascal. Nous permettons ainsi 
aux d éveloppeurs de projet de programmer efficacement et de 
se concentrer sur des phases plus critiques, 
tectu re logique par exemple. 
comme l'archi-
Pour cadrer aux efforts de recherche active au sujet des 
outils d'aide au développement de logiciels, nous avons voulu 
construire un outil utilisant une base d'objets. 
L'intérêt de structurer toutes les connaissances requises 
lors du développement d'un logiciel est présenté dans 
(Osterweil 81). Citons simplement qu'une telle base permet de 
maintenir les propriétés des composants du logiciel et de 
leurs relations. 




composants de différentes natures, 
leur cycle ~ vie, 
et engendrent donc 
les 
des 
produits durant ce cycle 
de vie du logiciel (Boehm 76). Ces composants sont couramment 
désignés sous le terme générique d'objet logiciel. Ces objets 
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4 
sont caractérisés par des attributs, se développent en 
versions multiples et ont des relations de différents types. 
Une identification de ces composants n'est donc possible 
que par la définition précise du cycle de vie faisant évoluer 
le logiciel. La Section 2.2. va donc présenter un modèle de 
ce cycle de vie. Celui-ci couvre le passage d'une 
architecture logicielle à une forme exécutable. 
La Section 2.3. va proposer une modélisation , par un 
schéma Entité/Relation (schéma E/R), du cycle de vie proposé. 
Elle nous permettra de mettre en évidence les caractéristi-
ques des objets ainsi que leurs relations. Nous précisons, à 
la Section 2.4. ,les fonctionnalités de notre outil. 
Après avoir examiné la nature des informations 
pertinentes dans le cycle de vie d'un logiciel et les 
fonctions d'un outil d'aide à la programmation, nous allons 
présenter à la Section 2.5. le système développé pour 
supporter la base d'objets ainsi qu'une brève description de 
l'architecture de notre outil. 
Les langages de programmation traditionnels, comme la 
plupart des Pascal, ne supportent pas directement la 
construction modulaire de programmes. Cependant, il nous 
semble intéressant de mettre en évidence le fait que le 
langage VAX/Pascal ne possède pas cette restriction. 
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Il offre, en effet, la possibilité de décomposer un programme 
en unités compilables séparément les "programs" et les 
"modules". Un "program" peut être compilé, relié et exécuté 
seul. Un "module" ne peut, quant à lui, être exécuté sans 
être relié à un "program" mais peut être par contre compilé. 
Pour permettre à des unités compilées séparément de 
communiquer, le langage de programmation VAX/Pascal dispose 
de deux mécanismes de partage des déclarations. Ceux-ci sont 
complètement décrits dans (DEC/PAS), 
des grands principes va être faite. 
seule une présentation 
Le premier mécanisme permet aux unités compilables de se 
partager uniquement des variables, des procédures ou des 
fonctions par l'intermédiaire des attributs "CGLOBALJ" et 
"(EXTERNAL]". Cette technique est la seule qui permet à des 
unités écrites dans des langages différents de se partager 
les déclarations. Cependant, le compilateur n'assure pas la 
vérification de la concordance des types des variables. 
Le principe général de ce mécanisme est maintenant 
décrit. Les variables et les routines (procédures ou 
fonctions), déclarées dans une unité de compilation, peuvent 
être référencées par une autre unité de compilation si les 
déclarations partagées de la prémière unité incluent 
l'attribut "(GLOBAL]" et si les déclarations partagées de la 
seconde incluent l'attribut "(EXTERNALJ". 
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Exemple 2.1 Mécanisme de partage des déclarations par 
attributs. 
program Calcul_Operation; 
var operandel, operande2, resultat 
(EXTERNALJ procedure Somme; 
EXTERN; 










var operandel, operande2, resultat 
(EXTERNALl procedure GRAPHIQUE; 
EXTERN; 










Le second mécanisme, mis à la disposition des program-
meurs, permet aux unités de se partager des variables, des 
procédures, des fonctions, des constantes et des types grâce 
à l'utilisation de fichiers d'environnement. Un fichier 
d'environnement, créé à partir d'une unité compilable, 
consiste dans la description sous une forme manipulable par 
un compilateur des déclarations de cette unité. 
des déclarations se fait par un héritage de 
Le partage 
fichiers 
d'environnement. L'effet de cet héritage est d'incorporer les 
déclarations de l'unité générant l'environnement directement 
dans l'unité héritant de celui-ci. 
Exemple 2.2 Mécanisme de partage des déclarations par envi-
ronnement. 
(ENVIRONNEMENT ('Déclarations')] module Decls; 
var operandel, operande2, resultat : INTEGER; 
end. 
CINHERIT ( 'Declarations' )]program Exemple; 
begin 
resultat = operandel + operande2; 
end. 
■ 
Avec cette techn~que, seules des unités écrites en 
VAX/Pascal peuvent s'échanger des déclarations, mais le 
compilateur effectue une vérification de la concordance des 
types. Pour ces quelques raisons, nous y serons dans la suite 
du travail plus particulièrement attentifs. 
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2.2. Modèle du cycle de vie. 
Le modèle du cycle de vie d'un logiciel qui va servir de 
base à la conception d'un schéma E/R va être présenté 
succ i nctement dans cette section. Il est issu du modèle de 
cycle de vie en cascade dont les grands principes ont été 
décr i ts à la Section 1.2.2. 
La première phase envisagée dans notre modèle est la 
conception d'une architecture logique. Nous avons choisi de 
structurer un projet logiciel en un certain nombre de 
modu l es. Ils 
spéc i fication, 
modification. 
sont classiquement définis comme des unités de 
de conception détaillée, de v alidation et de 
La relation entre modules est typiquement la relation 
util i sée. Un module A utilise un module B si la validité du 
module A dépend de la disponibilité d'une version correcte du 
module B. 
Cette relation est exprimée par l'intermédiaire d'un 
niveau de décomposition plus fin, l'objet. Un objet est une 
unité de décomposition élémentaire définie dans un module et 
susceptible de servir à d'autres modules. La technique de 
spécification choisie pour les objets est la spécification 
par assertions réduite à la définition des arguments, des 
résultats et de leurs types. La construction d'algorithmes 
en pseudo-code pour chaque module et objet n'a pas été prise 
en compte. 
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Exemple 2.3 Résultat de la conception de l'architecture 
d'un module. 
module : calcul résultat 
objet utilisé / 
objet défini 
calcul_ operation argument operandel 
operande2 
operateur 





Dans cet exemple, le module "calcul_resul tat" ne va utiliser 
a ucun objet défini dans d'autres modules. Il définit un seul 
objet "calcul operation " . Cet objet est spé c ifié par la liste 
des arguments, des résultats et de leurs types. 
■ 
L'utilisation du langage modulaire VAX/Pascal dans la 
phase de codage permet de considérer l'implémentation d'un 
module comme la composition de deux parties qui sont 
l'interface du module et sa réalisation au corps. 
L'interface indique toutes les ressources du module qui sont 
les procédures, les fonctions, 
vi sibles à l'extérieur du module. 
les variables et les types 
Le corps est la partie qui 
réalise les mécanismes permettant à un module de satisfaire à 
ses spécifications. Tous les détails de réalisation sont 
dans le corps et demeurent cachés aux autres modules. 
Les principaux avantages d'une séparation de l'interface 
d'un module de sa réalisation sont explicités dans 
(Belkhatir 88). Nous nous contenterons donc ici d'en donner 
une brève énumération : 
- mécanisme d'abstraction : nous pouvons définir une interfa-
ce indépendamment du corps associé. 
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- minimisation des étapes de recompilation des modules 
"clients " une recompilation n'est nécessaire que dans le 
cas de la modification de l'interface utilisée. 
- support 
données 
favorable à la définition des t ypes abstraits de 
un module peut cacher les détails de leur 
représentation. 
Déjà présente dans la phase de conception, cette 
distinction v a donc aussi se rencontrer dans la phase de 
codage de notre modèle. Elle consistera à produire deux 
textes source différents correspondant respectivement à 
l'interface et au corps. 
Exemple 2.4 Distinction entre le texte interface et le 
texte corps. 
module calcul_resultat_interface; 
procedure calcul operation (operandel, operande2 INTEGER. 
operateur : CHAR; 




Tex te interface en VAX/Pascal du module c alcul résultat. 
module calcul_résultat_corps; 











... texte de la procédure 
Texte corps en VAX/Pascal du module calcul resultat. 
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Dans un but de simplicité conc eptuelle, nous n'avons pas 
voulu envisager une phase de tests dans notre modèle. Aucune 
méthode de validation des textes source, soit par des jeux de 
test pour établir la présence d'erreurs, soit par une 
vérification {preuve) établissant l 'absence d'erreurs, soit 
par la "construction de programmes" corrects n ' a donc été 
reprise ici. 
En permettant l'application au texte source de la 
gestion de versions, nous tenons compte des diverses 
modifications que l'on peut leur apporter. Une phase de 
maintenance est, par là même, bien présente. 
La Figure 2 . 1 représente le modèle de cycle de vie 
résultant de notre approche 
CONCEPTION ... CODAGE ... MAINTENANCE r ... 
SUIVI DE 
FIGU~E 2.1 MODELE DU CYCLE DE VIE ETUDIE. 
2.3. Présentation générale du schéma E/R. 
Le schéma E/R, présenté dans cette section, va nous 
permettre de dégager tous les concepts pertinents au modèle 
décrit à la Section 2.2 ainsi que les rel a tions entre ces 
différents concepts. Nous voudrions aussi que ce schéma rende 
compte des différentes étapes qui permettent d'obtenir une 
forme exécutable des textes source en VAX/Pascal. 
28 
Nous avons dégagé trois étapes principales dans le 
processus "architecture vers une forme exécutable" qui 
chacune, donner lieu à un sous-schéma particulier. 
vont, 
- La première - étape, développée dans un 
"architecture", met en évidence la notion de 
sous-schéma 
conception 
d'une architecture, c'est-à-dire le processus de structura-
tion d'une application en divers composants et en relations 
bien définies entre ces composants. 
- Une deuxième étape, donnant lieu à un sous-schéma "source", 
exprime l'organisation, les modifications et le stockage 
des textes source associés aux compo sants mis en évidence 
dans l'architecture logique. Cette étape intègre donc les 
notions développées dans les phases de codage et de mainte-
nance de notre modèle. 
- Enfin, une troisième étape, développée dans un sous-schéma 
"objet", exprime l'organisation et le stockage des éléments 
objet obtenus à partir des éléments source corespondants. 
Ces trois sous-schémas vont maintenant être présentés. 
2.3.1. Le sous-schéma "architecture". 
Tout projet logiciel peut être structuré, selon la 
démarche présentée à la Section 2.2 , en un certain nombre 
de composants appelés modules. Un module est caractérisé par 
son nom et l'objectif qui lui est assigné. De plus, un module 
peut soit définir ou soit utiliser des objets. Un ob,jet est 
une unité de décompostion élémentaire d'un module réalisant 
un traitement ou définissant une structure de données. Il 
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n'est défini que par un et un seul module mais peut être bien 
évidemment utilisé par plusieurs modules. 
Face à cette distinction, nous pouvons spécialiser le 
concept d'objet par l'introduction de deux "sous-concepts" 
les procédures-fonctions correspondant aux traitements et les 
types de données correspondant aux structures de données. Une 
procédure-fonction est caractérisée par son nom ainsi que 
le type de valeur qu'elle peut prendre; un~ de données 
est caractérisé quant à lui par les propriétés inhérentes à 
sa structure. 
Une procédure-fonction peut posséder dans sa déclara-
tion des paramètres arguments ou résultats. Un paramètre est 
défini comme tout unité d'information pouvant être échangée 
avec des procédures ou des fonctions. Un paramètre peut être 
caractértisé par son nom ainsi que par le type de valeur 
qu'il prend; un paramètre peut appartenir à plusieurs procé-
dures ou foncti ons. 
Le résultat unique de la transformation d'un module en 
vue de son exécution par une machine particulière dans un 
certain langage procédural est appelé implantation de ce 
module. Cette définition quoique très vague nous semblait 
pertinente à introduire 
suivantes de la réflexion. 
ici pour expliquer les étapes 
Une implantation est de par sa 
définition, dédicacée à un seul module. 
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Une implantation est toujours décomposée en deux parties 
qui sont l'interface et le corps. L'interface indique toutes 
les ressources du module visibles à l'extérieur du module. Le 
corps est la partie qui réalise les objectifs d'un module. 
Nous ferons remarquer que meme si un module ne définit aucun 
objet le concept d'interface e xiste toujours pour ce module 
mais ne contient aucune indication de ressource, 
qu'elle est vide. 
nous dirons 
La Figure 2.2 qui suit représente l'affinement E/R de la 
structure décrite dans cette section. 
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1 MPLANTATI ON 
est décomposée 
transforme 
1 , 1 
est t ransformé 
0 , 1 
MODULE 
nom module 





1 , 1 
~FIN~st défini par 
1 , 1 
st 
décompose_c 







TYPE DE DONNEES PROCEDURE-FONCTION 
propriété_type object if_procedure-fonct ion 
type_procedure-fonction 











2.3.2. Le sous-schéma "source". 
Les concepts d'interface et de corps d'un module de 
l'architecture sont respectivement représentés dans un 
langage de programmation sous forme d'un ou plusieurs textes 
codés dans ce langage. 
Nous les noterons respectivement p a r texte interface et texte 
corps. De plus, nous remarquerons qu'une interface vide n'est 
pas représentée par aucun texte source. 
Un problème bien connu en gestion de configurations est 
celui de la double maintenance. Il résulte de la difficulté 
de garder identiques les multiples copies d'un même logiciel. 
Une solution à cette problématique est bien évidemment 
d'éviter les copies multiples. 
Pour répondre à cette exigence, nous allons regrouper 
les définitions d'objets communes à un texte d'interface et 
au texte corps lui correspondant, dans un troisième, le texte 
partagé. 
Pour être complet, le texte interface et le texte corps 
devant, en utilisant le mécanisme d'"include" de fichiers 
fournis par le langage VAX/Pascal, insérer ce texte partagé. 
Un texte corps ne correspondant à aucun texte interface 
n'insère bien évidemment pas de texte partagé. 
33 
Ex emple 2.5 Utilisation d'un texte partagé. 
procedure calcul_operation (operandel, operande2 : INTEGER; 
operateur : CHAR; var resultat : INTEGER); 
forward; /* convention propre au langage VAX/Pascal 
permettant une défintion ultérieure des procédures -
fonctions*/ 
Texte partagé en VAX/Pascal du module calcul resultat . 
• module calcul_résultat_interface; 





Texte interface en VAX/Pascal du module calcul résultat . 
• module calcul_résultat_corps 
... insertion du texte partagé ... 
procedure calcul_operation; 
begin 
... texte de la procédure .. . 
end; 
end. 
Texte corps en VAX/Pascal du module calcul résultat. 
■ 
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Les trois textes que nous venons de mettre en évidence 
possèdent tous les mêmes caractéristiques à savoir un nom, le 
langage 
texte 
de programmation dans lequel ils sont décrits et le 
correspondant. Cette remarque nous a donc amené à 
considérer un objet générique de plus haut niveau, l'élément 
source. Un élément source est donc défini comme étant tout 
texte séquentiel manipulable sous un format ASCII. 
Nous allons tenir compte de l'évolution dans le temps 
de ces éléments source en développant les concepts de 
révision et d'alternative qui exprimeront les informations 
retraçant cette évolution . Cette distinction nous permet de 
tenir compte d'un des buts 
configurations qui est le 
apportées à un logiciel. 
principaux de 
contrôle des 
la gestion de 
modifications 
Aucun élément source n'existe en une seule version mais 
évolue en de multiples versions. Nous distinguerons deux 
types d'évolutions, les révisions et les alternatives, faites 
en pratique. 
Le concept de révision correspond à différentes formes 
d'évolution d'un élément source durant le développement et la 
maintenance comme par exemple le raffinement successif et les 
corrections d'erreur. 
Une révision est souvent considérée comme une 
version destinée à remplacer l'ancienne. Les 
apparaissent dans un ordre linéaire, relatif à la 












source gérés en 
des alternatives 
fonctionnelles ou d'implémentation, soit à des développements 
parallèles indépendants. Une alternatîve peut évidemment 
évoluer séquentiellement en révisions. 
Enfin, nous allons envisager qu'un élément source est 
contenu dans une ou plusieurs librairies source. Une 
librairie source correspond à un lieu physique sur un 
dispositif informatique existant et indépendant, oü il est 
possible de stocker des textes sous la forme ASCII. 
La Figure 2.3 présente l'affinement E/R 














0 , 1 
révise 
1 , 1 
représente_i 
1 , 1 
st 








est révisé par 
0 , 1 
représente_c 
1 , 1 
st 




















2.3.3. Le sous-schéma "objet". 
Les éléments source, mis en évidence dans la description 
du sous-schéma "source" peuvent être compilés à l'aide d'un 
compilateur approprié au langage de programmation dans lequel 
été décrits. Cette compilation génère, si elle ils ont 
réussit, un seul élément objet pour chaque élément source. 
Il est donc clair que, pour un élément objet, il ne 
correspond qu'un élément source. 
Un élément source est défini comme étant un texte 
manipulable dans un format résultant d'une compilation. Il 
est caractérisé par un nom. 
En particulier, un texte interface générera un environnement 
et un texte corps générera un élément relogeable, 
Remarquons que nous retrouvons au niveau des éléments objet 
la même notion de généralisation/spécialisation mise en 
évidence pour les éléments source. 
Suite à la technique de partage des déclarations entre 
untés compilables déjà évoquée à la Section 2.1 , un texte 
corps peut hériter de plusieurs environnements créés par 
l'interface d'autres modules de l'architecture, selon que ce 
texte corps utilise ou non des objets définis dans d'autres 
modules. Un environnement peut être hérité par plusieurs 
textes source. 
Un élément objet·est reçu dans un ou plusieurs supports 
informatiques de nom générique pool objet permettant ainsi sa 
conservation. 
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Un pool objet est caractérisé par un nom et possède une exis-
tence propre, qu'il stocke ou non des éléments objets. 




0 , 1 ~-----
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est généré i 
1 , 1 
ENU I RONNEMENT 
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génère_c 












2.4. Spécification fonctionnelle de l'outil. 
L'intérêt de cette section est de présenter 
spécifications d'un outil logiciel intégré à une 
les 
base 
d'objets et permettant une automatisation du début de la 
phase de codage de notre modèle (Section ~.2). 
Plus précisément, notre programme utilitaire va, par la 
gestion (consultation et mise à jour) des informations de la 
base d'objet, générer, pour chaque module, les textes sources 
lui étant associés. Le texte interface sera dans sa version 
définitive tandis que le texte source sera dans une forme 
squelette formée des entêtes des procédures ou des fonctions, 
ou des définitions des types de données. 
Les arguments et les résultats. 
Le programme demande en arguments :' 
- les données issues des spécifications de tous les modules 
de l'architecture. 
Les préconditions sur ces arguments sont 
- les données, provenant de l'architecture doivent être corn-
plètes et cohérentes. 
Le programme produit comme résul t ats : 
- pour chaque module, le nom et le code correspondant aux 
textes source, corps et partagé, 
- des informations permettant de gérer d'une part la trans-
formation d'un module en plusieurs textes 
d'autre part les éléments source en t re eux. 
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source et 
Les postconditions sur ces résul t ats sont 
- Les textes source sont syntaxiquement corrects par rapport 
au langage VAX/Pascal, 
- les informations de gestion sont complètes et cohérentes. 
Exemple 2.6 Production automatique des textes VAX/Pascal 
source correspondant au module calcul-opération. 
procedure calcul_ operation 
( operande_l INTEGER; 
operande_2 INTEGER; 
operateur CHAR; 
var resultat INTEGER 
) ; 
forward; 
Texte partagé . 
• 
module calcul_resultat_interface; 





Texte interface . 
• 
module calcul_resultat_corps; 









Cette section va présenter, dans un premier temps, le 
processus de conversion des informations du schéma conceptuel 
décrit à la Section 2.3. en un ensemb l e de tables gérées par 
le Système de Gestion de Bases de Données (SGBD) 
support à la base d'objets. 
RTI/INGRES, 
Dans un second temps, nous présenterons l'architecture 
de l'outil envisagé à la Section 2.4. 
2.5.1.Mise en oeuvre de la structure de données. 
La démarche, retenue dans notre travail, 
de façon systématique une base de données qui 
pour produire 
respecte la 
spécification conceptuelle est complètement explicitée dans 
(Hainaut 86). Nous n'en rappellerons donc ici que les grands 
principes. 
Le schéma E/R a tout d'abord, été transformé, selon les 
concepts du Modèle d'Accès Généralisé (MAG), en un schéma MAG 
des accès possibles. Ce dernier schéma, produit systématique-
ment, peut être trouvé en Annexe 1. 
Un schéma MAG est dit conforme à un SGBD, si les 
constructions de ce schéma obéissent à la spécification du 
SGBD. Nous a v ons donc rendu le schéma MAG conforme au modèle 
relationnel. Il est présenté en Annexe 2. 
Pour ce faire, chaque type d'entité est normalement 
transformé en une table du modèle relationnel. Les types 
d'attribut deviennent des types d'item et l'identifiant du 
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type d'entité devient l'identifiant de la table. 
A chaque type d'association au moins binaire sans 
attribut, à chaque type d'association avec attribut et à 
chaque type d'association binaire sans attribu~ plusieurs-à-
plusieurs (N-M) correspond une table dans la structure de 
données relationnelle. Les types d'association ayant des 
types d'attribut deviennent des types d'item de la table 
correspondante. De plus, les rôles des types d'entité en 
relation deviennent des types d'item. 
Un type d'association un-à-un ( 1-1) 
(1-N) disparaît dans le modèle relationnel. 
ou un-à-plusieurs 
L'identifiant du 
type d'entité du côté "l" est incorporé à la table issue de 
l'autre type d'entité. 
Pour nous permettre de générer les noms des textes 
source plus aisément, nous avons ad j oint au type d'article 
"module" 
interne". 
un second identifiant désigné par l'item "nom 
Ce nom doit être introduit par le membre du projet 
chargé de la gestion de la structure d e données. 
Nous avons, 
"implantation", 
de plus, regroupé les types d'entité 
"corps", et "interface" dans une seule table 
"transformer" où un item genre permet de distinguer entre une 
interface et un corps. 
Seules les tables couvrant le sous-schéma "architecture" 
et les tables couvrant le sous-schéma "source" ont été 
implémentées. Le format des colonnes d'une table ne relève 
pas d'une analyse précise et, par là même, est donc purement 
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arbitraire. Le choix de la structure de stockage des lignes 
d'une table ne fait pas non plus l'objet d'une réflexion 
particulière; est donc utilisé la structure heap, par défaut 
pour INGRES. 
Tous les accès à la base de données seront réalisés 
grâce à un des deux langages d'interrogation supportés par le 
logiciel INGRES, le Structured Query Language (SQL) - le 
second étant QUEL. Sa description complète est présentée dans 
(INGRES/SQL). Les requêtes SQL permettent de trouver, de 
gérer et de modifier les données ex i stantes dans une base de 
données relationnelle. 
2.5.2.Brève description de l'architecture. 
Dans son état de développement actuel, l'outil se 
compose de trois programmmes écrits en langage PASCAL le 
programme partagé, 
corps. 
le programme interface et le programme 
Une requête SQL permettant l'accès aux données de la 
base INGES peut être englobée dans un programme d'application 
en langage PASCAL par l'intermédiaire du Embedded SQL 
PASCAL. 
Embedded 
Une description complète des principes généraux du 
SQL (ESQL) dans un langage de programmation 
procédural se trouve dans (INGRES/ESQL). Plus particulière-
ment, le ESQL PASCAL est décrit dans (INGRES/PASCAL). 
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---------------- ------------------ -------------------
Le programme partagé construit les textes ayant pour 
suffixe "_ ins.pas". Le programme interface construit quant à 
lui les textes ayant pour suffixe" int.pas". Enfin, le 
corps construit les textes ayant' pour programme 
suffi xe" imp.pas''. Ces programmes mettent à jour la base de 
donné es. Les programmes interface et corps utilisant de 
l'information créée par le programme partagé, 
donc être exécuté en premier lieu. 
2.6. Evaluation de l'outil présenté. 
celui-ci doit 
Nous tenons à signaler l'aide appréciable qu'un outil 
tel que celui qui vient d'être présenté dans ce chapitre 
peut apporter dans l'élaboration des premières versions des 
textes source. Il permet d'une part de soulager une partie du 
travail des programmeurs. D'autre part, il facilite 
d'éventuelles modifications de ces textes source. 
Le principal désavantage de cet outil est qu'il est dé-
dicac é à un langage partculier, le Pascal et meme très 
spécialement, le VAX/Pascal. Ceci réflète, nous semble-t-il, 
dans le troisième sous-schéma (Section 2.3.3.) qui a été 
conçu selon les particularités du VAX/Pascal (la technique du 
partage des déclarations plus particuli è rement). Les deux 
premiers sous-schémas (Section 2. 3 .1. & 2.3.2J nous semblent 
par contre adéquats pour tout langage de programmation 
modulaire (ADA, Modula2). 
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De nombreuses critiques, nous en sommes conscients, 
peuvent encore être faites sur la démarche de construction 
elle-même. Elles sont principalement dues au cadre volontai-
rement restreint de notre étude. Nous en signalerons 
quelques-unes, elles pourraient toutes faire l'objet d'évo-
lutions ultérieures : 
- étude approfondie des choix techniques de 
des informations de la base de données, 
représentation 
- introduction de la notion de version d'objet dans l'outil. 
Enfin, nous noterons que l'outil ne couvre qu'une phase 
particulière (le codage) du cycle de vie d'un logiciel. Il 
pourrait cependant servir dans la conception d'un atelier 
logiciel plus complet. 
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CHAPITRE 3 : 
MODELE DE CYCLE DE VIE EN PROGRAMMATION LOGIQUE. 
3. 1. Introduction. 
Comme pour la programmation impérative, la conception de 
programme logique a demandé la mise en oeuvre de méthodologie 
de développement. (Deville 89) propose une telle démarche. 
La Section 3.2. de ce chap i tre va proposer une 
modélisation selon les concepts d'En t ité/Relation de cette 
méthodologie. Nous avons ajouté à ce modèle les notions 
permettant de prendre en compte une phase de maintenance et 
une phase de test. 
La gestion de configurations peut être vue comme 
l'organisation, la documentation et le suivi de 
configurations de systèmes. Par sys t ème, nous entendons un 
objet qui consiste en de nombreuses parties, ce qui implique 
aussi bien les parties mécaniques et leurs assemblages, les 
systèmes électriques et leurs composants, 
logiciels et leurs modules. 
Pour chacun des types de système 
que les systèmes 
ci-dessus, la 
définition de gestion de configura t ions n'a pas beaucoup 
changé depuis ces vingt dernières années. Les seuls 
changements se retrouvent dans les applications de la gestion 
de configurations et dans les supports automatisés fournis. 
48 
Une des plus vieilles et des meilleures définitions de 
configurations peut être trouvée dans le Standard Militaire 
du département de la défense américain (le DOD) publié en 
1968 (DOD 68). Le standard définit la gestion de 
configuration comme '' une procédure de gesti on qui inclut 
les composants suivants 
- Identification : l'identification des composants qui 
forment une version particulière du 
système, 
- Contrôle toutes les modifications du système 
doivent être contrôlées et identi-
fiées, 
- Statut des informations explicitant toutes 
les mod ifications doivent être 
signalées et enregistrées, 
- Vérification le système doit être vérifié pour 
êt re conforme à la documentation de 
configuration". 
Ce thème, considéré comme essentiel en ingéniérie 
matérielle, est bien défini en ingéniérie logicielle mais y 
est encore largement ignoré en pratique. La Section 3.3. 
essayera de spécifier un système de gestion de 
configurations des objets mis en évidence à la Section 3.2. 
3.2. Modélisation du développement de programmes logiques. 
3.2.1. Présentation générale de la méthodologie. 
Nous allons donner tout d'abord un aperçu de la 
méthodologie de développement en programmation logique 
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présentée dans (Deville 89). Rappe l ons que le cadre de 
travail "logique" doit tenir compte de la puissance du 
langage de programmation cible, le PROLOG. 
Le développement d'un programme PROLOG est ~écomposé en 
trois étapes significatives. 
- La première étape requiert l'élaboration d'une 
spécification du problème à résoudre. Pour ce faire, aucun 
langage de spécification particulier n'est recommandé, une 
spécification peut être ainsi écrite en langage naturel. Elle 
contient en particulier une description de relation. 
- La seconde étape consiste à construire une description 
logique sur base d'une spécification. Une description logique 
est une formule de la logique des prédicats du premier ordre. 
Dans ce sens, nous pouvons affirmer qu'elle est indépendante 
de toute sémantique procédurale, donc de tout langage de 
programmation. Nous signalons qu'une description logique peut 
subir certaines transformations afin de permettre la 
plus dérivation 
efficaces. 
(voir étape prochaine) de procédures 
- La troisième étape permet de dériver, à partir d'une 
description logique, un programme logique (en PROLOG). Dans 
un premier temps, 
forme de clauses, 
une description logique est traduite sous 
la procédure logique pure. Cette procédure 
est, dans un second temps, optimisée pour produire un code 
PROLOG efficace. 
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La Figure 3.1 suivante exprime les relations entre les 
étapes que nous venons de décrire brièvement. 
ELABORA Tl ON 
,. 
SPECIFICATION LANGAGE NATUREL 




DESCRIPTION LOGIQUE LOGIQUE DU PREMIER ORDRE 







































FIGURE 3.1 METHODOLOGIE DE DEVELOPPEMENT EN PROGRAMMATION LOGIQUE . 
Nous voudrions évidemment que la modélisation de cette 
méthodologie s'articule autour de ces trois étapes 
principales. Aussi, nous est-il paru clair de représenter le 
résultat de chaque étape par un type d'entité et le processus 


























sée en -------------optimise 
1- N 1 -1 
FIGURE 3.2 SCHEMA ARTICULANT LES ETAPES PRINCIPALES DE LA METHODOLOGIE PROLOG 
CODE 
PROLOG 
Une spécification peut donner l ieu à la construction 
d'une description logique. 
procédé n'est pas unique. 
Nous fe r ons remarquer que ce 
Afin de pe r mettre une dérivation 
d'un programme plus efficace, une description logique peut 
être transformée en une autre descr i ption . Le procédé de 
traduction étant déterministe ne produit donc à partir d'une 
description logique qu'une seule procédure logique pure. 
Une procédure est toujours optimisée en code PROLOG mais peut 
en fournir plusieurs selon la technique d'optimisation 
utilisée. 
3.2.2. Raffinement de l'étape 11 spécif i cation de procédure". 
La première étape du développement de programmes en 
PROLOG consiste donc dans l'élaborat i on de la spécification 
du problème. Comme nous l'avions déjà fait remarquer, aucun 
langage de spécification n'est imposé. Nous entendons par 
spécification, non pas l'énoncé des fonctions que le 
logiciel doit réaliser, ce qui correspond à la spécification 
des besoins, mais la spécification d ' une procédure résolvant 
le problème, c'est-à-dire la phase de conception. 
Nous avons dégagé comme caractéristiques pour une 
spécification de procédure 
- un nom identifiant la procédure, 
- le nombre de paramètre de la procédure, c'est-à-dire son 
arité, 
- une description des relations qui peuvent exister entre 
certains paramètres avant l'exécution de 
appelées restrictions sur les paramètres, 
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la procédure 
- une description de la relation qui 
paramètres, appelée simplement relation, 
existe entre les 
- une description des utilisations possibles de la procédure, 
appelée la directionnalité de la procédure, 
- une description des préconditions qui doivent être satis-
faites par l'environnement de la procédure avant son 
e x écution, 
- une description des effets de bord (entrées-sorties, ... ) 
Typiquement, chacune de ces caractéristiques peut être 
considérée comme un type d'attribut du type d'entité 
"spécification de procédure~ Il conv ient pourtant de nuancer 
cette première idée en discut a nt plusieurs de ces caractéris-
tiques. 
Conformément à la logique, nous allons identifier une 
spécification de procédure par son n o m mais aussi par le 
nombre de paramètres de cette 






A chaque paramètre de la procédure est assigné un type 
de valeurs. Nous pourrions gérer ces informations comme un 
type d'attribut décomposable et répétitif. Au vu de la 
méthodolog i e de développement de programme PROLOG, il nous a 
semblé plus pertinent de définir deux nouveaux types 
d'entité, à savoir; "paramètre" et " type". 
Nous a v ons donc qu'une spécification de procédure 
possède un certain nombre de paramètres formels, égal à 
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l'arité de la spécification. Il est aussi clair qu'un 
paramètre peut appartenir à un nombre quelconque de 
spécifications. 
3.3 suivante. 
Cette situation est modélisée par la Figure 
SPECIFICATION DE 
PROCEDURE 
possède paramètre est paramètre de 
FIGURE 3.3 LES PARAMETRES D
1
UNE SPECIFICATION DE PROCEDURE. 
Contrainte 
- la cardinalité maximale du rôle "possède paramètre" 
PARAMETRE 
FORMEL 
est égale à l'arité de la spécification de procédure cor-
respondante . 
• Comme caractéristiques pour un paramètre formel, nous 
trouvons 
- le nom du paramètre formel, 
la place que le paramètre occupe dans la liste des paramè-
tres d'une procédure, appelée la position du paramètre. 
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Nous prendrons comme identifiant d'un paramètre, 
l'identifiant de la spécification de procédure. 
son nom et 
Les caracté-







FIGURE 3.4. PARAMETRE FORMEL, 
- la valeur de l'attribut "position_paramètre" est inférieure 
ou égale à l'arité de la spécification de procédure . 
• Un paramètre formel a un et un seul type. Un type est 
carctérisé par : 
- un nom identifiant le type. 
Pour être complet par rapport à la méthodologie, nous avons 





FIGURE 3.5. LE TYPAGE. 








Pour des raisons méthodologiques qui seront e x plicitées 
à la Section 3.2.3. nous dirons ~u' u un type de paramètre 
définit un certain nombre de relatio n s bien fondées. Une 
relation bien fondée est considérée par un nom permett a nt de 
l'identifier, ces quelques remarques donnent le 
de la Figure 3.6 
RELATION BIEN 
FONDEE 
norn_re lat ion 
est défini par 
1, N 





Les relations entre certains paramètres et la relation 
unissant tous les paramètres d'une spé c ification de procédure 
sont des textes en langage naturel. 
Ces carctéristiques seront donc gérée s , au ni veau de 
notre modèle, comme des types d'attribu t. 
La parti e décri v ant les dire c tionnali t é s d'une 
spécification correspond à la description des utili s ations 
possibles de la procédure. Une direc tionnalité décrit la 
forme des paramètres réels avant et après l'ex écution de la 
procédure. Pour chaque paramètre, trois formes ont été 
retenues : instancié, variable, ni instanci é , ni v ari~a ble. 
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Une directionnalité est notée 
in (ml, m2, ... , mn) : out (Ml, M2, ... , Mn) 
où n correspond à l'arité de la procédure, 
mi, Mi ~ { instancié, variable, ni instancié ni variable} 
La directionnalité d'une procédure est donc une liste non 
vide de Nd directionnalités. 
Disposant d'un type d'entité "paramètre", il nous est 
possible de considérer les directionnalités d'une procédure 
autrement que comme un simple type d'attribut de type texte. 
En effet, 
partie "in" 
un paramètre participe une seule fois dans la 
et dans la partie "out" d'une directionnalité. 






Il est clair qu'un tel schéma peut être fusionné favora-











- la cardinalité maximale du rôle "participe à'' est égale au 
nombre de directionnalités de la spécification de procédure 
correspondante. 
• 
la cardinalité minimale du rôle "fait participer" sont éga-
les à l'arité de la procédure correspondante . 
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Bien qu'il soit redondant pour le schéma, nous avons 
voulu gérer plus explicitement le lien existant entre une 
procédure et sa liste de directionnalités. 





de la Figure 3.8 
,-...... ==--..._._.. ____ ;;;....~est directionnalité de 
1,N 
FIGURE 3.8. LA DIRECTIONNALITE D1UNE SPECIFICATION DE PROCEDURE . 
A chaque directionnalité sont attachées 




multiplicité c'est-à-dire sur le nombre de substitutions 
résultant d'un appel à une procédure. Min et Max sont 
respectivement la borne inférieure et la borne supérieure du 
nombre de substitutions pour une directionnalité. nous 
pouvons considérer ces informations comme les caractéristi-
ques d'une directionnalité. 
Figure 3.9 suivante. 
Ce qui donne une modélisation la 
DIRECTIONNALI TE 
multiplicité_ minimale 
m ulti pli c i té_ maximale 
FIGURE 3. 9 Dl RECTfON NALI TE. 
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Les descriptions des préconditions et des effets de bord 
sont, eux aussi, des textes en langage naturel et seront donc 
considérés comme de simples types d'attribut du type d'entité 
"spécification de procédure". Enfin, nous avons ajouté un 
type d'attribut "primitive" qui indique si la procédure 
spécifiée doit être considérée comme une procédure logique 
primitive ou non. Son intérêt devrait être mis en lumière 
dans les évolutions futures de la méthodologie. La Figure 
3.10 résume les types d'attribut retenus pour le type 
d'entité "spécificati on de procédure". 




res tric lion_ porcmèfre 
précondi li on_ environnement 
effei_de_ bord 
primiiive 
FIGURE 3.10 SPECIF ICATION DE PROCEDURE. 
3.2.3 . Raffinement de l'étape "description logique". 
La deuxième étape de la méthodologie proposée par le 
développement de programmes en PROLOG est la construction 
d'une description logique à partir d'une spécification de 
procédure. Le procédé de construction est basé uniquement 
sur la sémantique déclarative de la logique et est 
complètement indépendant de la logique sémantique procédurale 
et du langage de programmation cible. Pour la construction, 
il n'est utilisé que les types des paramètres et les 
relations. 
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Une description logique est une formule bien fermée de 
la forme 
ou 
('v'X1 ... 'v'Xn) (p(X1, ... ,Xn) 4==f> (3Y1 ... 3Ym)F) 
n, m ~ 0, 
Fest une formule de la logique du premier ordre 
sans quantificateur, 
Xl .. Xn sont des variables, 
Yl .. Ym sont des variables, 
p est un symbole de prédicat. 
Les deux seules caractéristiques identifiées pour une 
description logique sont donc : 
- un nom identifiant la description logique, 
le texte de la formule logique correspondant à la 
description logique, appelé le code de description. 
Ces deux caractéristiques ne faisant l'objet d'aucune 
discussion, vont être considérées comme des types d'attribut 





FIGURE 3 .11 DESCRIPTION LOGIQUE. 
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La construction d'une description logique est 
certainement une des tâches les p l us difficiles de la 
méthodologie proposée. Il n'existe pas de recette miracle 





méthode de construction 





solution récursive, est basée sur les principes 
structurelle et de généralisation. Le principe 
d'induction 
d'induction 
structurelle correspond à une induction sur la structure des 
paramètres. Les autres problèmmes vont être résolus de 
manière directe. 
L'objectif du processus de développement est d'obtenir, 
à partir d'une spécification de procédure, une description 
logique correcte. il peut être résumé par les 4 étapes 
suivantes 
- choisir un paramètre, appelé le paramètre d'induction, 
- choisir une relation bi e n fondée sur le t y pe du paramètre 
d'induction, 
- construire les formes structurelles du paramètre 
d'induction, c'est-à-dire les cas posibles, dont le cas 
minimal du paramètre d'induction, 
- construire les cas structurels, un cas structurel satisfait 
l a relation pour une forme structurelle du paramètre 
duction. 




sur E. Une séquence x1 , ... 1 xi , ... d'éléments 
ce décroissante ssi x1 > ... > Xi >,., 
de E est dite une sequen.-
63 
On dit que la relation binaire est bien fondée sur un 
ensemble E encore que (E, < ) est un ensemb le bien fondé si il 
n'existe pas de séquence décroissante infinie d'éléments de 
E. 
Exemple Relation bien fondée. 
■ 
La relation "plus petit que " est une relation bien fon-
dée sur ~ l'ensemble des entiers positifs mais pas sur 
l'ensemble des entiers positifs et négatifs. 
Enfin, un élément e de E est un élément minimal de E ( E, <) 
si il n'existe pas de e'de Etel que e'< e 
L'aspect créatif est le plus important de la cons truc-
tion d'une descri pt ion réside clairemen t dans le choix du 
paramètre d'induction et de la relation bien fondée. Les deux 
dernières étapes sont directement déterminées par les deux 
choix précédents. 
Nous retiendrons donc ces deux choix comme caractéristiques 
principales du processus de construction. Elles deviendront, 
dans la modélisation en cours, des types d'attribut du type 









- le nom du paramètre d'induction doit être dans l'ensemble 
des noms des paramètres formels de la spéciification de 
procédure correspondant à cette description, 
- la relation bien formée doit être dans l'ensemble des 
relations bien fondées définies par le type du paramètre 
d'induction choisi . 
• Une fois une description logique construite, elle peut 
être transformée tout en préservant sa correction, en une 
autre description. 
Une telle approche a de nombreux avantages. Elle permet de 
concentrer les efforts de l'analyste uniquement sur la cons-
truction d'une description logique correcte. Il est plus 
simple d'optimiser une description correcte que de corriger 
une description optimisée. Il existe plusieurs mécanismes de 
transformation,tous déterministes. 
Nous n'avons pas relevé de caractéristique pertinente à une 
transformation. 
En raison d'une évolution possible de la méthodologie, 
il nous a été demandé d'envisager la possibilité du proto-
typage d'une description logique. Nous aurons comme cactéris-
tiques pour un prototype 
- un nom identifiant le prototype, 
- le texte du prototype, appelé le code du prototype. 
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Ces informations sont modélisées dans le schéma de 





a pour prototype 
O,N 
___ .....,_ ___ ......., _____ est le prototype de nom_prototype 
1, 1 code_prototype 
FIGURE 3.13. LE PROTOTYPAGE 
Lorsque, 
bien fondée, 
pour un paramètre d'induction et une relation 
il n'est pas possible de construire une 
description de procédure à partir d'une spécification, nous 
pouvons généraliser cette spécificat ion. Une spécification 
généralisée peut être plus simple à considérer dans le 
processus de construction. 
Deux stratégies de généralisation d'une spécification de 
procédure sont présentées dans la méthodologie de 
programmation PROLOG. La première st r a tégie consiste à géné-
raliser la structure d'un paramètre, elle est appelée la 
généralisation structurelle. En parti c ulier, la géné ralisa-
tion sur un para mètre de type liste est appelée la générali-
sation tupling. La seconde stratégi e caractérise un état 
général de calcul en déterminant ce q i déjà été fait et ce 
qui reste à faire, Cette stratégie, la généralisation de 
calcul, distingue la généralisation asc endante et decendante. 
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Une discussion avec le concepte r de la méthodologie 
nous a permis de mettre en évidence les caractéristiques des 
. 
généralisations. Pour de plus amples informations, le lecteur 
se référera à (Deville 89). Pour chaque type de généralisa-
tion, nous avons le choix d'un paramètre d'induction. De 
plus, pour une généralisation struct relle, nous avons une 
information sur le type de paramètre d'induction appelé 
structure. Une généralisation ascendante est aussi caractéri-
sé par des informations de typage, notée type_info_préf. 
Enfin, une généralisation descendante est caractérisé par un 
opérateur de composition. 
Ces trois types de généralisation peuvent donner lieu à 





fusionnés comme le montre la Figure 
est énéralisée ar 
o, 1 
énéralise 
FIGURE 3.14. GENERALISATION O1UNE PROCEDURE O,N 
3.2.4. Raffinement de l'étape "procédure logique pure". 
3.14 
La troisième étape de la méthodologie proposée est la 
traduction d'une description logique en une procédure pure. 
Cette étape tient compte de la sémantique procédurale du 
langage de programmation cible. Les conditions d'application, 
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comme par exemple les directionnalités doi vent être prises en 
compte. 
cible. 
Le PROLOG est choisi comme langage de programmation 
La traduction qui peut être a uto matis ée , correspond à 
une simple réécriture de la description logique sous forme de 
clauses logiques · pures. Pour cette raison, nous n'avons 
relevé aucune caractéristique propre à la traduction. En ce 
qui concerne la procédure logique pure, elle est carctérisée 
par 
- un nom identifiant la procédure logique pure, 
le texte de la séquence de clauses logiques correspondant à 
la procédure logique encore appelé le code de la procédure. 
Nous trouvons la modélisation de ces caractéristiques 
sous forme de types d'attribut à la Figure 3.15 suivante. 
PROCEDURE LOGIQUE PURE 
nom_procédure 
code_procédure 
FIGURE 3.15. PROCEDURE LOGIQUE PURE. 
Afin de satisfaire à un maximum de directionnalités 
définies dans la spécification de pro c édure correspondante, 
on peut dériver une procédure logique en une autre. 
Le processus de dérivation correspond par exemple à la 
permutation entre clauses, à la permutation dans le corps des 
clauses, à l'ajout de littéraux effectuant des vérifications 
de type et de littéraux réalisant les entrées/sorties. 
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Dans le processus de dérivation, nous n'avons pas non 
plus 
fer ons 
relevé des caractéristiques propres au processus. Nous 
simplement remarquer deux choses, 
directionnalités satisfaites par une procédure 
le nombre de 
logique est 
inférieur ou égal au nombre Nd de directionnalités définies 
dans la spécification correspondant à cette procédure. La 
méthodologie montre, qu'au maximum, Nd sont nécessaires 
pour que toutes les directionnalités soient satisfaites par 
au moins une procédure logique dérivée. 
Les quelques constatations que no u s venons de mettre en 
évidence sont modélisées par la Figure 3.16. suivante. 
PROCEDURE LOGIQUE PURE 
est dérivée de 
O, N 




FIGURE 3.16. DE RtVATION O1 UNE PROCEDURE LOGIQUE PURE 
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Contraintes 
- la cardinalité maximale du rôle "dérive" est inférieure ou 
égale au nombre de directionnalités de la spécification de 
procédure correspondante , 
- la cardinalité maximale du rôle "est satisfaite par" est 
inférieure ou égale au nombre de directionnalités de la 
spécification de procédu r e correspondante. 
- la dérivation s'effectue toujours sur une procédure logique 
qui n'a pas été dérivée . 
• 
3.2.5. Raffinement de l'étape "code PROLOG". 
La dernière étape du développeme n t de programme logique 
est l'optimisation d'une procédure logique en un code PROLOG 
efficace. Le processus d'optimisation, par l'introduction de 
prédicats méta-logiques tels que eut et 
contrôle de l'exécution de la procédure. 
fail, assure un 
Nous avons identifié comme caractéristiques pour un code 
PROLOG 
- le nom permettant d'identifier un co d e PROLOG 
- le texte du code PROLOG 
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Nous retrouvons ces caractéristiques comme types 
d'attribut du type d'entité "code PROLOG" comme le montre la 
Figure 3.17 
Fi GURE 3:)7 CODE PRO LOG 




Outre le modèle E/R de la méthodologie de développement, 
le but de la Section 3.2. est d'une part d'introduire les 
concepts permettant de gérer les objets enversions multiples. 
D'autre part, nous étendrons la méthodologie avec la prise en 
compte dans notre modèle E/R de la notion de test permettant 
d'établir la présence d'erreurs dans une procédure. 
3.2.6.1. Extension aux versions. 
Nou rappelons que par version d'objet, nous entendons 
sa révision et son alternative. Une révision correspond à 
différentes formes d'évolution de l'objet; une alternative 
correspond à des développements parallèles indépendants d'un 
objet. Cette distinction peut être vue comme l'introduction 
dans la méthodologie d'une phase de maintenance. 
Une première réflexion avec les utilisateurs nous a 
conduit à identifier les objets susceptibles de nécessiter 
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les versions. Ils sont au nombre de quatre à savoir la 
spécification de procédure, la description logique, la 
procédure logique pure et enfin le code PROLOG. 
Nous obtenons donc qu'un objet peut être révisé par un 
autre et qu'un objet peut être alterné par plusieurs autres. 
Nous développerons dans les Sections 3.3.1. & 3.3.3. les 
caractéristiques d'une version, 
signaler ici : 
nous ne ferons que les 
- une représentation des différences entre objets, 
deltas, 
appelés 
- un texte explicitant les modifications effectuées sur 
l'objet, appelé la raison. 




0,1 o, 1 
OBJET 
est révisé est alierné 
0, 1 
FIGURE 3.19. SC HE MA DE GEST ION DES VERSIONS D1 UN OBJET. 
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3.2.6.2. Extension aux jeux de test. 
Nous voudrions introduire dans notre modèle E/R de la 
méthodologie la notion de test, Pour cela, la première chose 
est de se demander quel objet doit être te~té. dans la 
réalité, ce sont les programmes qui subissent les tests, dans 
notre étude les codes PROLOG donc. Cependant, chronologique-
ment, les jeux de test sont conçus à partir de 
De plus, nous soulignerons que, pour une spécifications. 
signification, peut correspondre plusieurs programmes. Il 
s'en suit donc que le seul objet réquérant une phase de test 
est la spécification de procédure. 
Donc une spécification peut posséder un certain nombre 
de jeux de tests. de par la définition de la directionnalité 
d'une procédure, il est aussi évident qu'un jeu de test doit 
satisfaire à au moins une directionnalité. Un jeu de test est 
caractérisé par 
- un nom identifiant le test, 
- un exemple de valeur de test. 
Ceci se retrouve dans la Figure 3.19 suivante 
SPECIFICATION JEUX DE TEST IRECTl~N.:\LI-DE PROCEDURE TE possède e:;t 
nom_jeu est SJtis-
test test de satis bit faite i:or 
O,N 1,N valeur _test 1, N 1,N 
FIGURE 3.19 LES JEUX DE TEST. 
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Contraintes 
- la cardinalité maximale du rôle "satisfait" est plus 
petite ou égale au nombre de directionnalités de la 
spécification de procédure correspondante . 
• 
Le schéma complet du modèle E/R de la méthodologie est 
présenté dans les pages suivantes. 
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O,N :-Q,ous-TYPE9:: O,N 
sous-t e ,._ ___ -:_-:._:_:_-:_:_-:_:_:.-~ est sous-typé par 
RELATION BIEN estdéfinie ___ 'fin' 
1--_F_O_N_D_E_E_~ pl~ N --QEF IN 1 ~\, ~t 
































est test de 










est directionnalité de 
1, N 
est satisfaite par 
DI RECTI ONNAL ITE 
multiplicité_m inimale 
multiplicité_maximale 
est transformée en transforme 
0, N-"'--_________ _.,__ 0 , 1 
0,1 
est révisée dl par 
~NSTRUl~est . 
, constnute de 





a pour prototype 
l,N 
1,1 







est alternée dl par 
0,1 
est révisée pl par 
alterne pl 
0,1 






est alternée pl par 
est dériv~~ ?e-CoER I urny~:~ ___ ....1 
1 
0,N 
est satisfaite par 
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,-----------révise cp alterne cp 
0,1 0, 1 a_delta_cp 
0,1 0,N 
est révisé cp par est alterné cp par 
est CODE PROLOG 
optimisée nom code 
_ ~~ N ~TIMIS:)-"J;_~_se __ --1 texte_code 
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3.3. Spécification d'un système de gestion de configurations. 
Nous étudierons successivement dans cette section des 
procédures permettant l'identification des objets et leurs 
sélections et des procédures de contrôle des versions d'un 
objet. Cette étude permettra donc d'aborder une série de 
questions que pose tout système de gestion de configurations. 
3.3.1. Le problème de l'identification des versions. 
nous 
Notre volonté de gérer les versions multiples d'un objet 
impose de définir un système d'identification de ces 
versions. La majorité des environnements actuels utilisent un 
schéma d'identification des alternatives et des 
décrit par un triplet : 
révisions 
où 
(nom_de_l'_objet, alternative, révision) 
nom_de_l'_objet correspond au nom usuel d'un objet, 
. alternative 
des objets, 
sélectionne un membre de l'ensemble 
. révision sélectionne une des révisions d'une 
alternative. 
Nous allons présenter maintenant quelques techniques 
d'identification les plus couramment utilisées 
- Les versions sont identifiées par un nom et une estampille 
correspondant à la date de création de l'objet. Il n'y a 
pas d'autres caractéristiques pour décrire les alternatives 
et les révisions. De ce fa i t, cette technique qui ne permet 
d'ailleurs pas de distinguer révision et alternative nous 
semble quelque peu pauvre d'utilisation ! 
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- On peut désigner l'alternative par un identificateur et les 
révisions par un nombre attribué séquentiellement par le 
système de gestion de version. 





01 ---- > 
01 ----> 
01 ----> 
02 ----- > 03 ---- > 04 
02 ----> 03 
02 ----> 03 
- On peut, enfin, désigner les alternatives et les 
révisions par une numérotation hiérarchique. Les 
révisions sont organisées en arbre où les branches sont 
les alternatives. Une révision est identifiée par deux 
nombres : le "release number" et le "level number". Une 
alternative est identifiée par le numéro de la révision 
commune, un chiffre pour l'alternative et un chiffre pour 
la révision de cette alternative, Par révision commune, 
nous entendons la révision qui donne lieu à une 
alternative . 
Exemple 3.2 Désignation par une numérotation hiérarchique. 
1. 1 










--1. 2-:- 2. 1 
1 1 1.2.1.2 1.4 1.2!1.2 
■ 
Ce mode de désignation, permettant de se retrouver rapi-
dement dans l'arbre des versions peut s'avérer très com-
plexe lorsqu'un objet tend à évoluer en de nombreuses 
alternatives (on peut ainsi atteindre 8 à 10 chiffres ! ) 
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Notre système d'identification des objets est défini 
suivant la syntaxe 
<nom_ objet > 
<t y pe > 
= <objet>/ <type > (: <alternative > . <révision >] 
= 
<révision> = 
sp I dl 
1 ... 999 
pl I cp 
où <objet> et <alternative> sont des identificateurs, cette 
notion va être précisée dans la suite. 
t ype = sp désigne un objet spécification de procédure, 
type = dl désigne un objet procédure logique, 
type = pl désigne un objet procédure logique pure, 
type = cp désigne un objet code p r olog. 
Ex emple 3. 3 










révision 15 de 
l'objet description 
Nous allons gérer les alternati v es sous 
parallèles de révisions. 
forme de suites 
La numérotation séquentielle des r évisions est maintenue 
automatiquement par le système de gestion de configurations. 
La révision originale possède le numéro 1 et les révisions 
successives sont numérotées 2,3 ... et c . La désignation d'un 
ob j et ou d ' une alternative peut être soit l a issée sous la 
responsabilité de l'utilisateur, 
ment par le système. 
soit réalisée automatique-
Nous allons détailler notre stratégie de désignation. 
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le cas d'une désignation manuelle, un identificateur Dans 
d'objet ainsi qu'un indentificateur d'alternative doit être une 
suite de 
1
caractères parmi {A . . z, a .. z, O •• 9, _} • Dans le cas de 
l'identification automatique d'un objet, le système lui attribuera 
la suite de caractères "OBJ" suivie d'un numéro comptabilisant le 
nombre d'objets déjà créés automatiquement. 
De la meme façon, une alternative d'un objet sera identifié par la 
suite de caractères "ALT suivie d'un numéro comptabilisant 
nombre d'alternatives créés automatiquement. 
Nous permettons en outre l'utilisation de deux méta-
caractères, notés "*" et "'?" dans les identificateurs 
d'objets et d'alternatives. Le méta-caractère"*" correspond 
à une suite quelconque de carctères parmi rA •• Z a z O 9 } 
'- ' . . ' . . ' -
tandis que le méta-caractère"?" correspond à un caractère 
parmi cet ensemble. 
Exemple 3.4 Désignation d'un objet avec les méta-caractères. 
■ 
compress * / dl desc 015 désigne 1~ révision 15 de 
l'alternative desc des objets descriptions 
logiques ayant compress comme préfixe et un 
suffixe formé d'un nombre quelconque de 
caractère. 
compress ?/dl desc 015 désigne la révision 15 de 
l'alternative desc des objets descriptions 
logiques ayant compress comme préfixe et un 
suffixe formé d'un carctère. 
En ce qui concerne le type d'objet, il peut a ussi être 
généré manuellement ou automatiquement lors de la conserva-
tian de l'objet. Dans le premier cas, une vérification de 
cohérence doit être réalisée entre le type et le lieu de 
conservation dans la base. Dans le second cas, il est ajouté 
par le système selon l'endroit de la base d'objet où l'on 
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le 
v eut conserver cet objet. 
3.3.2. Mécanisme de sélection de versions. 
Après avoir précisé notre méthode d'identification des 
versions, nous voudrions décrire un mécanisme de sélection 
des versions. Nous allons identifier trois manières de 
sélectionner une version : 
- sélec tion en extension, 
- sélection par défaut 
- sélec tion en intention. 
Nous remarquerons que, quelque soit le mécanisme de 
sélection choisi, l'utilisa~ion de méta-caractères dans les 
identifiants permet de sélectionner un ensemble d'objets. 
3.3.2.1 Sélection en extension. 
C'est la solution la plus évidente. Elle consiste à énumérer 
complètement la version de l'objet que l'on veut obtenir. 
Exemple 3.5 Sélection en extension. 
sélection de compress / dl : desc 15 
revient à sélectionner la révision 15 de l'alternative desc 
de l'objet description logique. 
■ 
3.3.2.2. Sélection par défaut. 
Pour un objet, la règle de sélection par défaut consiste a 
sélectionner la dernière révision de la première alternative 
de cet objet. Pour les alternatives, le choix par défaut de 
la première, qui correspond dans la désignation hiérarchique 
à l'évolution linéaire, nous semblait la plus pertinente. 
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Dans le cas où le type de l'objet n'est pas spécifié, la 
sélection se fait d'abord parmi les spécifications de procé-
dure. Si elle ne réussit pas, la sélection se fera parmi les 
descriptions logiques et ainsi de suite pour les procédures 
logiques pures et les codes PROLOG. 
Règles de sélection par défaut 
1. sélection de objet/type_objet co rrespond à sélection 
objet/type_objet : altl. dernière rev. 
2. sélection de objet/type_objet alt correspond à sélection de 
objet/type_objet : alt . dernière rev 
3. sélection de objet/type_objet : rev correspond a sélection de 
objet/type_objet : altl. rev 
4, sélection de objet alt rev c or respond à sélection de 
objet/type_objet : alt.rev 
où type_objet prend successivement tant 
sélection ne réussit pas les valeurs sp, 
5. sélection de objet : alt correspond à sélection de 
objet/type_objet alt.dernière rev 
qu'une 
dl, pl, cp 
où type_objet prend succesivement tant qu'une sélecti on ne 
ne réussit pas les valeurs sp, dl, pl, cp 
6. sélection de objet. rev correspond à sélection de 
objet/type_objet: altl. rev 
où type_objet prend successivement tant qu'une sélection 
ne réussit pas les valeurs sp, dl, pl, cp 
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Défintion en intention. 
Rappelons tout d'abord que chaque objet est caractérisé par 
un ensemble d'attributs, c'est-à-dire un ensemble de proprié-
tés qualifiant cet objet. Un attribut est défini par un 
nom et un ensemble de valeurs. Une version d'un objet peut 
être sélectionnée selon les conditions sur les valeurs de ces 
attributs par un langage comparable à un langage de requête à 
une base de données. Pour cela, il faut que les attributs 
aient des valeurs bien déterminées, ce qui n'est pas le cas 
dans notre modèle. Nous laisserons donc cette sélection pour 
un développement ultérieur. 
3.3.3. Le contrôle des versions. 
La fonction de contrôle de versions crée pour chaque 
modification une nouvelle version d'un objet. Les services 
identifiés et automatisés pour le contrôle de versions sont : 
l'optimisation du stockage du contenu des versions, l'enre-
gistrement de l'historique d'évolution, le contrôle de 
l'accès aux versions et la fusion des versions. Nous allons 
faire le point sur l'état de développement de chacun des 
services. 
3.3.3.1. La gestion de l'espace d'archivage 
le mécanisme des deltas. 
Un des nombreux problèmes que nous pose la gestion de 
versions est celui de la conservation des versions (révisions 
et alternatives) d'un objet sous la forme d'un texte source. 
Une première solution est d'enregistrer chaque version de cet 
objet. 
Cette solution, d'une simplicité 
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de réalisation, possède 
l'énorme désavantage de consommer beaucoup d'espace de stockage 
Nous nous tournerons vers une seconde solution de stockage, 
le mécanisme de delta (Rochkind 75), ( Tichy 85). Son principe est 
d'enregistrer une seule fois une version complète d'un objet et 
de représenter les autres versions par leurs différences à partir 
de cette version complète. Le mécanisme de delta est généralement 
basé sur la ligne, cela signifie que les différences entre deux 
versions correspondent a l'insertion ou à la suppression de 
plusieurs lignes. 
Exemple 3.6 





Delta entre deux tex t es source. 
while not eof do Tex t e B = 1 
2 
read ( f, car) ; 3 
write(car); 4 
end; 5 
while not eof do 
begin 
read ( f, car) ; 
writeln(car) 
end; 
le delta du texte du texte A au texte B supprimer la ligne 2 
insérer à la ligne 2, la 
ligne : begin 
■ 
supprimer la ligne 4 
insérer à la ligne 4, la 
ligne : writeln(car) 
L'application du mécanisme du delta conduit à un conflit 
entre l'espace de stockage et le temps d'accès. En effet, s'il 
est prouvé que les deltas réduisent considérablement l'espace 
de conservation des multiples versions d'un objet, ils peuvent 
aussi augmenter le temps d'accès aux versions. Car pour 
obtenir une version, il faut reprendre la première version 
complète et lui appliquer les deltas successivement. 
Cependant, avec les méthodes actuelles (Tichy 85), le temps 
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d'accès à une version est de l'ordre du temps d'accès direct 
a la version. 
Nous allons mettre en évidence dans la suite différentes 
techniques d'application des deltas. 
- les deltas avant. 
Avec cette technique, nous disposons de la plus ancienne 
version dans sa forme complète. Les deltas représentent les 
transformations de la version I à la version I + 1. En 
fonction des fréquences d'accès aux dernières versions, 
cette technique peut s'avérer peu efficace car il faut 
appliquer une série souvent longue de deltas pour obtenir ces 





Del tas avant. 
DEL TA 1 DELTA 2 DEL TA 3 
Un objet O.S. a été modifié trois fois mais c'est 
l'original qui est conservé intégralement. 
■ 
- les deltas arrière . 
Disposant de la version la plus récente, les deltas 
représentent les transformations de la version I à la version 
I - 1. Si l'on accède souvent aux dernières versions, cette 
technique optimise le temps d'accès. Elle correspond en effet 
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à une simple opération de copie. L'ajout d'une nouvelle 
version ne demande le calcul que d'un seul delta. 
Exemple 3.8 Deltas arrière 
DEL TA 1 DELTA 2 
----O.S. 
DEL TA 3 VERSION 
COMPLETE 
Un objet O.S. a été modifié trois fois mais c'est le 
dernier qui est conservé intégralement. 
■ 
- les deltas interfoliés. 
Chaque objet est enregistré dans un seul fichier séquentiel. 
Ce fichier est constitué d'une part d'enregistrements de 
texte, un par ligne, contenant le code source inséré par les 
deltas et d'autre part d'enregistrements de contrôle qui 
spécifient les effets de chaque delta. 
types d'enregistrement de contrôle 
E(ffacement) et F(in) sui v is d'un 
Il y a ainsi trois 
I ( nsertion), 
identificateur de 
version. Une version particulière est générée de la façon 
suivante le fichier est parcouru séquentiellement, 
enregistrement par enregistrement; lorsqu'on rencontre du 
texte, il est soit retenu, soit sauté selon que l'enregistre-
ment de contrôle satisfait à la version en cours. N'importe 
quell e version d'un texte est ainsi reconstruite en une 
passe. Le temps de reconstruction est identique quelque soit 









Exemple 3.9 Deltas interfoliés. 
versi on 1.1 version 1.2 version 1. 3 version 1. 4 
I. 1. 1 
I. 1.4 b texte 1. 1 b texte 1. 1 b texte 1. 1 a texte 1. 4 
-
texte 1. 4 C texte 1.2 d texte 1.2 d texte 1.2 b texte 1. 1 
- - -
texte 1 . 1 f texte 1.1 e texte 1.2 g_ texte 1.1 d texte 1. 2 
-
E 1. 2 g_ texte 1 . 1 f texte 1 . 1 g_ texte 1. 1 
texte 1.1 g_ texte 1.1 
F 1.2 
texte 1. 2 
E 1. 3 
texte 1.2 
F 1. 2 
texte 1.1 
F 1. 3 
texte 1.1 
F.1.1 
■ Nous choisirons, en raison de sa rapidité d'accès aux 
dernières versions une technique de gestion des deltas 
semblable à cel le du Revision Control System (RCS) (Tichy 
85). 
L'utilisation de RCS sur une période de 13 mois a montré, 
qu'en moyenne, 1,02 deltas sont appliqués par accès à une 
version. Les opérations demandant le calcul d'un delta ne 
représentaient que 5% des opérations globales. Cela veut donc 
dire que dans 95% des cas, 
est demandé. 
un accès à la dernière révision 
Les alternatives demandent une réflexion un peu 
différente. La première idée voudrait que l'on conserve 
aussi intacte la dernière alternative. 
Cette approche gaspille l'espace de stockage. En effet, lest 
clair qu'une alternative peut être calculée à partir de sa 
révision commune. Cette révision est donc considérée comme la 
version complète de l'alternative et la technique des deltas 
avant peut être appliquée sur les alternatives. 
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Enfin, pour obtenir un gain d'espace de stockage supplé-
mentaire, nous combinerons la gestion des deltas avec 
technique de comparaison des blancs. 
Exemple 3.10 Gestion des versions par deltas RCS. 
DEL TA POUR DELTA POl.Xl 
REVISION 1 REVISION 2 
■ 
DEL TA POJR DEL TA POJR REVISION 5 
RE VISION 3 RE VISION 4 





Al TERNATIVE 1 
REVISION 2 
une 
Les mesures effectuées montrent qu'un fichier de deltas 
dont la taille est celle du code source peut contenir en 
moyenne de 50 à 100 (parfois 200) révisions du code source 
( Leblang 88). 
3.3.3.2. La gestion d'historique. 
Nous voudrions, pour tout objet évoluant en versions, 
tenir à jour un historique d'évolution. Il peut être créé et 
maintenu automatiquement par l'environnement lors de 
l'enregistrement de la nouvelle version. 
~1 
Un historique conserve une trace des transformations 
successives effectuées sur un objet. Il est constitué d'un 
ensemble 
exemple 
d'informations précises et pertinentes comme par 
- le nom de la personne responsable des modifications, 
- la date et l'heure de l'enregistrement des modifica-
tions, 
l'objet qui a subi les modifications, 





avons prévu d'extraire 
les 
pour 
modifications ont été 
un objet, · soit son 
historique complet, soit l'historique de la dernière modifi-
cation. Une autre fonction doit permettre d'incorporer le 
dernier historique à une version d'un objet, 
commentaires. 
sous forme de 
3.3.3.3 Les modifications concurrentes d'un objet. 
Un des premiers principes de la gestion de 
configurations est d'éviter les copies multiples d'un même 
objet. En effet, dans le monde réel d'un projet de 
programmation en équipe, rien ne peut garantir que deux 
copies identiques le resteront toujours. Les copies multiples 
divergent inévitablement. 
Cette situation inacceptable est aisément évitée si l'on 
conserve en un seul endroit la base 








dans un espace privé afin de 
classiques de traitement. 







déplaçant les données depuis ou vers leur espace de travail. 
Un problème survient dès lors que deux développeurs 
effectuent des mises-à-jour sur même objet dans leur espace 
de travail, une des deux modifications sera inévitablement 
perdue si des précautions ne sont pas prises. Ce problème, 
devenu classique, a été posé et bien résolu dans RCS (Tichy 
85). 
La solution consiste à ne permettre 
de copier un objet pour une mise-à-jour, 
qu'à un analyste 
tout en permettant 
aux autres développeurs de consult e r cet objet. En copiant un 
objet de la base pour une mise-à-jour, l'analyste place 
un verrou en écriture sur cet objet par une commande de 
réservation. Lorsqu'il recopie l'objet modifié de son espace 
de travail dans la base, une nouvelle version est créée dans 
la base et le verro u est alors libéré. 
Deux commandes, "réserver" et "libérer", permettent le 
développement sans interférence d'actions concurrentes de 
manipulation de la base. Un objet ne peut être modifié que 
par l'usager qui l'a réservé. 
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3.3.3,4 Le mécanisme de fusion~ 
Lorsqu'un objet est déjà réservé et qu'un autre membre 
du projet tente de le réserver, notre système le 
Cependant, il peut y avoir des raisons à ce que 
prévient. 
plusieurs 
personnes travaillent concurremment sur le même élément. Par 
exemple pour des contraintes des temps, les changements sont 
opérés en parallèle alors que logiquement, ils se suivent. 
Une fois que des alternatives existent, nous voudrions 
qu'il soit possible de fusionner ces variantes en une seule 
branche. Ainsi, le travail fait séparément peut être mis en 
commun. L'automatisation de la fusion des changements 
effectués en parallèle n'a pas de solution générale. Il n'est 
possible d'assister la fusion que dans des cas 
e xemple la conformité par rapport à la syntaxe. 
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simples, par 
3.2. Evaluation du travail 
La majeure partie de ce trava i l a consisté en une 
présentation incrémentale d'un modèle Entité/Relation de la 
méthodologie de développement en programmation logique. Nous 
nous sommes efforcés de réflèter le plus fidèlement possible 
dans cette modélisation les principaux concepts présentés et 
e x plicités dans cette méthodolog i e. 
Des e x tensions possibles pou r raient entre autre 
s'intéresser à 
- exprimer dans le schéma les relations qui peuvent exister 
entre certains paramètres, 
- exprimer les formes structurelles génériques définies par 
chaque type de paramètres. 
Les choix, effectués dans la spécification de notre 
système de gestion de configurations, ont essayé de tenir 
compte des solutions les plus pe r formantes parmi les 
tendances actuelles en la matière. Cependant, il nous 
semble que d'autres solutions pourraient être envisagées avec 
autant de réussite. 
Nous sommes conscients de n'avoir pas spécifié toutes 
les fonctionnalités d'un gestionnaire de configuration. 
laissés, par exemple, à d~s développements ultérieurs : 
Sont 
- l'étude approfondie des mécanismes de sélection de versions 
- l'étude de technique de fusion de ve r sions, 
- l'étude d'un gestionnaire des dépendances permettant de 
déterminer les objectifs atteints par la propagation des 
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changements et les actions à réaliser sur ces objets. Plus 
particulièrement, la définition d'un langage de description 
des dépendances nous semble importante à envisager. 
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CONCLUSION ET PERSPECTIVES. 
En guise de conclusion, nous décrivons les aspects 
abordés dans cette étude puis nous situons notre contribution 
au travail réalisé. Enfin, nous présentons les perspectives 
et les nouveaux thèmes de développement et de 
possibles. 
1. Aspects abordés. 
recherche 
Nous avons présenté un modèle simplifié de cycle de vie 
en programmation 
programmation. 
impérative ainsi qu'un outil d'aide à la 
Fort de cette e x périence, nous avons ensuite présenté un 
modèle de cycle de vie en programmation logique et les 
principales fonctionnalités d'un système de gestion de 
configurations. 
Les aspects étudiés dans ces travaux sont liés à 
l'identification des objets logiciels, à l a représentation de 
cet ensemble d'objets dépendants les uns des autres et à la 
définition de mécanismes permettant de contrôler 
en ve rsions multiples de ces objets. 
2. Contributions personnelles. 
l' évolution 
Le modèle simplifié du cycle de vie et l'outil d'aide à 
la programmation résulte de mon travail de stage à Lausanne. 
La méthodologie de développement de programme logique 
sur laquelle se base ma modélisation Entité/Relation est 
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présentée dans la thèse de doctorat de Yves Deville (Deville 
89). 
Les choix qui m'ont conduit à spécifier un s ystème de 
gestion de configurations proviennent de nombreuses sources 
(Belkhatir 88), (Leblang 88), (Rockhind 75), (Tichy 85). 
3. Perspectives 
A partir de cette étude, des activités de développement 
et de recherche peuvent être envisagées. 
Une couverture plus générale du cycle de vie en 
programmation impérative devrait être prise en compte dans 
notre modèle. 
inclure : 
Des améliorations de l'outil proposé peuvent 
- son indépendance vis-à-vis d'un langage de programmation 
particulier, 
- son intégration dans un atelier logiciel. 
Des e x tensions au modèle de cycle de vie en 
programmation logique pourraient s'intéresser à 
l'introduction explicite de relations entre certains objets 
logiciels. 
Enfin, des améliorations et e x tensions sont à apporter 
au système de gestion de configurations sur 
- les mécanismes de sélection d'objets, 
la fusion de version d'objets, 
- les mécanismes nécessaires pour apprécier et gérer les 
impacts d'une modiî i cation d'un objet. 
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ANNEXE 1 
SCHEMA DU MODELE D'ACCES GEN~RALISE . 
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DE R 
MODULE t-----+1TYPE DE DONNEES 
NOM OBJECTIF NOM PROPRIÉTÉ 
MODULE t--__ D_E~~NI_R_----r1PROCEDURE FONCTION PARAMETRE 




MODULE -------IMPLANTATION INTERFACE CORPS 
DECOMPOSER 
UTILISER 
11YPE DE DONNEES 1 MODULE [><] 
1 PROCEDURE 1 
1 
UTILISER 
MODULE [><] FONCTION 
1 INTERFACE 
REPRESENTER_! 
11 ELEMENT SOURCE! <] 
REPRESENTER_C 
CORPS 11 
















ELEMENT OBJET 1 
CONTENIR 
LIBRAIRIE SOURCE .,__ __ --1 t---t~ELEMENTSOURCE 
NOM NOM LANGAGE TEXTE GENRE 
ELEMENT SOURCE ELEMENT SOURCE 
NOM NOM 
VARIER REVISER 
NOM_ VARIER RAISON NOM-REVISER RAISON 





SCHEMA CONFORME AU MODELE RELATIONNEL. 
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MODULE 
NOM INTERNE.MODULE NOM.MODULE OBJECTIF.MODULE 
TYPE DE DONNEES 
NOM.MODULE NOM.TYPE PROPRIETE.TYPE 
DE DONNEES DE DONNEES 
PROCEDURE-
FONCTION 
NOM.MODULE NOM.PROCEDURE- TYPE.PROCEDURE- OBJECTIF.PROCEDURE-
FONCTION FONCTION FONCTION 
UTILISER_ TD 





NOM.MODULE NOM.PROCEDURE- NOM.PARAMETRE TYPE.PARAMETRE 
FONCTION 
AVOIR 
NOM.MODULE NOM.PROCEDURE- NOM.PARAMETRE GENRE.A VOIR 
FONCTION 
ELEMENT SOURCE 
NOM.ELEMENT LANGAGE.ELEMENT GENRE.ELEMENT 
SOURCE SOURCE SOURCE 
TRANSFORMER 
NOM.MODULE NOM.ELEMENT GENRE.ELEMENT SOURCE 
SOURCE 
CONTENIR 
NOM.LIBRAIRIE SOURCE NOM.ELEMENT 
SOURCE 
VARIER 
NOM_ VARIER.ELEMENT NOM.ELEMENT RAISON 
SOURCE SOURCE 
REVISER 
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Plan de l'eHposé 
1. Situation du trauail réalisé 
2. Présentation d'un sujet original 
3. Eualuation du trauail 
1. Situation du trauail réalisé 
Framework identique : 
- présentation d'une méthodologie de 
programmation, 
- modélisation, 
- spécification d'outil. 
2. Présentation d'un sujet original 
2 . 1 . D é finitions 
- Définition générale 
- Définition affinée 
2.2. Présentation de quelques fonctionnalités 
- 1 dentification des objets 
- Sélection des objets 
- Contrôle des objets 
Gestion de l'espace d'archiuage 
Gestion d'historique 
Gestion des modifications concurrentes 
Fusion d'objets 
2.1. Définitions 
- Définition générale 
La gestion de configuration : 
. l'organisation, 
. la documentation, 
. le suivi 
des objets d'un système logiciel. 
Un objet d'un système logiciel : 
un des composants produits durant le cycle 
de uie d'un sytème logiciel . 
.. . ~~ ...... '•: ........ ·--· - ·· ·- • .. -- -~.~- ' ~ ... . . . . . . 
2. 1 . D é finitions 

























2.2. Présentation de quelques fonctionnalités 
- 1 dentification des objets 
- Notion de réuision d'un objet : 




- Notion d'alternatiue d'un objet : 





- Système d'identification : 
(nom_objet, alternatiue, réuision) 
eHemple : 
fusion_liste /pas : turbo .15 
2.2. Présentation de quelques fonctionnalités 
- Sélection des objets 
- sélection en eHtension : 
énumération complète de la version. 
eHemple : 
fusion_liste /pas : turbo .1 S 
- sélection par défaut : 
choiH implicite pour des champs omis. 
eHemple : 
fusion_liste /pas 
- sélection en intention : 
sélection selon des valeurs 
d'attributs des objets. 
2.2. Présentation de quelques fonctionnalités 
- Contrôle des objets 
Gestion de l'espace d'archivage : 
le mécanisme des deltas 




DEL TA 1 
Les deltas arrière : 
Deltas arrière 
DEL TA 1 DELTA 2 
DEL TA 2 DEL TA 3 
1------..-c O.S . 




Les deltas interfoliés : 
un seul fichier séquentiel constitué : 
-- blocs de teHte, 
- blocs de contrôle. 
Solution choisie : 
DEL TA POUR DEL TA POL.n DEL TA POJR DELTA POJR REVISION 5 
REVISION 1 REVISION 2 REVISION 3 REVISION l. 
1,.--- O.S .. 





AL TERNAT IVE 1 
REVISION 2 
• - , · - , ,,r , .. .. •~c • .. • • 
2.2. Présentation de quelques fonctionnalités 
- Contrôle des objets 
Gestion d'historique : 
enregistrement d'informations 
concernant les modifications. 
eHemples: 
- nom du responsable 
- date et heure 
- commentaires 
" • •• - - ••• • .. , ... ,.~ - • .. ~.~";t" r ... • • _ ._ 
1 ~ . 
2.2. Présentation de quelques fonctionnalités 
- Contrôle des objets 
Gestion des modifications concurrentes : 
mécanismes de 
- réseruation d'objet, 
- libération d'objet. 
• .. -~ -- . ..... - - ;j," . 
2.2. Présentation de quelques fonctionnalités 
- Contrôle des objets 
Fusion d'objets : 
fusion des modifications effectuées en 
parallèle ... 
--> pas de solution générale ! 
3. Evaluation du travail 
. - intégration des outils dans un environnement 
complet, 
- choiH d'implémentation de la BD, 
- construction des outils de gestion de uersion, 
- développement de la gestion des 
dépendances. 
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