Abstract-In order to overcome the weakness that particle swarm optimization algorithm is likely to fall into local minimum when the complex optimization problems are solved, a new adaptive dynamic particle swarm optimization algorithm is proposed. The paper introduces the evaluation index of particle swarm premature convergence to judge the state of particle swarm in the population space, for the sake of investigates the timing of taking effect of influence function. The influence function is adaptively adopted for the aberrance and renovation of the population space when algorithm is trapped into local optimization, so as to efficiently exert the mechanism of "double evolving and promoting" in cultural particle swarm optimization algorithm. According to the premature convergence degree of population space to adaptively adjust the inertia weight of particle, it makes the population can maintain diversity of the inertia weight during evolution and keep the balance between the global convergence property and the convergence speed. Finally, the test on four benchmark functions shows that the proposed algorithm not only has strong search capability, but also convergence speed and precision of the algorithm is improved effectively.
INTRODUCTION
Since 90's in 20 centuries, simulating the phenomena of nature to solve computation problems is becoming a hot research topic, and a new academic framework based on swarm intelligence is formed accordingly, and makes important breakthroughs in some practical applications. The typical implementation methods for swarm intelligence, i.e. the ant colony optimization for simulating the ant communities defacto foraging and particle swarm optimization for simulating bird behaviour in searching for food in natural world, have been paid a lot of attention in academy.
The particle swarm optimization (PSO) was first proposed by Kennedy and Eberhart [1] in 1985, is a human-simulating intelligent computational method based on simulating bird behaviour in searching for food in natural world, and is also a novel stochastic optimization technique based on swarm intelligence. Through moving toward the global optimal individual and individual best position to realize individual evolution, the particle swarm algorithm can keep the balance between the searching and convergence. In order to overcome the drawback of PSO algorithm and improve the capacity of local optimization, some improved methods are presented by domestic and overseas scholars, aiming at the inertia weight of the particle. The linear-decayed inertia weight method is adopted in the past studies, but the method can not adapt complicated nonlinear optimization problem. At present, there are relatively more studies for the particle swarm optimization based on inertia weight method. The strategy of nonlinear decreasing inertia weight is proposed based on the idea of linear-decayed inertia weight method in literature [2] , in which three strategies for nonlinear decreasing inertia weight are adopted. The literatures [3, 4] propose to adaptively and dynamically adjust inertia weights. Inertia weight is changed according to an exponential function in literature [5] , while literature [6] proposes a stochastic inertia weigh strategy. Compared with the standard PSO algorithm, these algorithms can improve the convergence speed and accuracy. The PSO is similar with the genetic algorithm, which accomplishes search of the best results in complex space by individual cooperative and competitive and is an evolutionary computation technology based on swarm intelligence. However, the PSO algorithm does not take the idea of crossover and mutation from the genetic algorithm, while particle swarm optimization searches the best solution of a problem by following the excellent particle in solution space. Consequently, the predominance of the PSO algorithm is that the technique is simple, easy to be realized, and it doesn't need adjust many parameters. The improved algorithm only achieve inertia weight optimization, by which it is possible to traps into local optima. According to the above problems, a novel dynamic particle swarm optimization algorithm is proposed based on adaptive culture algorithm. The algorithm combines the the global optimization ability of PSO algorithm with the two level evolution mechanism of culture algorithm to construct a cultural particle swarm optimization algorithm.
In the literature [7] [8] [9] [10] about the cultural particle swarm optimization algorithm, the influence function always perform the treatment of particle in population spatial. Due to the influence of the influence function, the particle of parent generation is replaced by the mutation particle, in order to maintain diversity of population and enhance the local searching ability of particle swarm. However, the influence function has a uncertain guidance to population spatial. The mutation operation easily causes the structural failure and non-convergence of the algorithm, when particle swarm optimization algorithm is in the state of global searching. Aiming at this problem, the paper introduces the evaluation index of premature convergence of particle swarm to judge the state of particle swarm in the population space, for the sake of investigate the timing of taking effect of influence function, which increases the searching rate of cultural particle swarm optimization algorithm. Simulation experimental results show this algorithm cannot only effectively escape from local minimum, but also the convergence speed and accuracy is far superior to that of the single PSO algorithm, in order to especially resolve the complex multiple extrema problems.
II. AD-PSO OPTIMIZATION

A. Dynamic Particle Swarm Optimization Algorithm
The PSO algorithm, used to resolve the optimization problem, is inspired from the behavior characteristic of the biological population. In the PSO algorithm, each possible solution of optimization problem can be thought as a point in N dimension searching space, which can be called "particle" and each of which owns a fitness value decided by the targeting function. Every particle has a speed to decide their flying direction and distance, and then the particles can search the solutions in the space after the present best particle.
The primary thought of the PSO algorithm is that each individual can be considered as a particle only with its speed and location but without volume and quality. Each individual has a fitness value decided by optimization function, whose advantage and disadvantage can be evaluated by the particle's fitness value in the searching space. The particle's location indicates the solution of the problem to be optimized and the flying speed of each particle can change its location. The targeting function fitness value can be calculated to compare the performance of each particle in order to get the present optimal solution of both the particle itself and the group and then get the optimal solution by iterative search. In a D dimension searching space, N is the population size of the particle swarm, among of which, the present location
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At each iteration of the algorithm, the particle's speed and location can be updated by tracking two extreme values, one of which, called as the individual extreme value p i , is the particle's present optimal solution up to now , and the other of which, called as the global extreme value g P , is the species group's present optimal solution up to now. When the particle i is updated to the t generation, the equations of the updated speed and location in the d(d=1,2, ,D) dimension subspace is as the following:
In above formula, t is the present iteration time, and w is the weighted coefficient. r1, r2 are two random numbers which distribute evenly in [0, 1]. c1 and c2 are called acceleration factors, whose value range is 0~2. At the iteration, in case that the particle rushes out of the searching space because of the too high speed, the particle's speed and location should be defined. If The prerequisite of algorithm's effective operation is to keep the diversity of evolution population. The higher the particle swarm's diversity is, the more excellent offspring individual [11] can be generated possibly. Solution procedure of the particle swarm algorithm will make the particle swarm lose their diversity gradually. Once the species group loses the diversity, the individual in the swarm will lead to the same characteristic among each other, and then convergence happens. When a certain particle in the swarm finds a present optimal location, this particle will attract other particles towards its location; however, if it is a local optimal solution found by a particle in the swarm, the whole swarm can not search again which will lead into the premature convergence. Generally, different particles have different fitness in swarm space. The degree of particle's diversity can be represented by the discrete degree of particle's fitness distribution. When the PSO algorithm is at the premature convergence or the global convergence, the particles will gather in certain or several certain places, which is mainly decided by the chosen fitness function. Therefore, by the research on changes of the particle's fitness value in the swarm space, the state of the particle swarm can be evaluated so as to judge whether the algorithm is in convergence.
The evaluation index of the particle swarm's premature convergence degree, which is proposed in the cited literature [11] , is used in this article. It is defined as the following. Suppose the particle swarm's size is n, and the fitness value of the particle i in the k times iteration is k i f , and the optimal particle's fitness value is k m f . The average fitness value of the particle swarm is k avg f . 
where, ρ can be used to evaluate the particle swarm algorithm's convergence degree. The smaller is ρ, the more convergence the particle swarm has.
B. Dynamic Adjustment of Inertia Weight
The standard particle swarm algorithm uses the linearly decreasing inertia weight. However, there are still two disadvantages, one of which is that the complicated nonlinear behaviors of the particle swarm cannot be effectively reflected in the real searching procedure and then the convergence speed and accuracy is not satisfying enough; And the second advantage is that the slope of the linear decreasing inertia weight is relied on the concrete problem and there's no changing slope [12] which applies to all the optimal problems. Since the change of the linearly decreasing inertia weight is too single and the searching procedure of the particle swarm algorithm is quite complicated and nonlinear, therefore, its adaptability and adjustment ability on the complicated problem are both limited. In view of the above question, this article proposes a strategy of dynamic adjustment of inertia weight, which connects the changes of inertia weight with the index of the particle swarm's premature convergence degree. When p becomes smaller, the inertia weight value gets increased, otherwise decreased, which is the basic thought. The adjustment formula of the inertia weight is as the following:
From the above formula, the inertia weight value of the particle changes in (0, 1).
() i wt describes how the i particle's inertia in the t generation influence the speed, whose value can adjust the global and local optimal ability. Bigger value of () i wt means the strong global optimal ability and the weak local searching ability, otherwise means the weak global optimal ability and the strong local searching ability. The proper inertia weight value can improve the algorithm performance and the optimization ability and decrease the iteration times. When PSO algorithm is at convergence, it needs a large inertia weight to increase the searching step length in order to improve the PSO's global optimization ability. When PSO is at global searching state, it needs a little inertia weight to decrease the searching step length to improve the PSO's local optimization ability.
When the evaluation index of the particle swarm's premature convergence degree becomes smaller, the () i wt will increase correspondingly to improve the global searching ability. On the contrary, when ρ gets increased, the () i wt will decrease correspondingly to improve the local searching ability.
The convergence of particle limits the search scope of particle. If the search scope gets increased, the particle quantity should be increased or the particle's pursuit of the present searching global optimization should be weakened. However, increasing the particle quantity will make the algorithm computing more complicated, and weakening the particle's pursuit of the present searching global optimization has the disadvantages of small algorithm and easy convergence.
For the basic PSO algorithm depends on the cooperation and competition among swarm and the particle itself does not have the mutation mechanism, then the single particle once limited by a certain local extreme value will has difficulty to get rid of the limit of the local extreme value. In this situation, it need to use the success of others particle. In fact, the optimization ability of the PSO algorithm comes from the interaction and influence between each other. If the interaction and influence between each other are removed from the algorithm, the optimization ability of the PSO algorithm will be quite limited.
The experiment points out that, in the beginning period of the algorithm running, the convergence speed is relatively fast, and the movement trajectory presents the sine wave form. However, after running for some time, the speed starts to slow or even stagnate [3] [4] . When the speeds of all particles are almost 0, the particle swarm loses the ability to get further evolution, which can be thought that the algorithm has been at convergence. While in most situations for example the complicated multi-peak function optimization, the algorithm does not have convergence to the global extreme value, or even does not have convergence to the local extreme value, which is called premature convergence and stagnation. When the phenomenon happens, the particle swarm is of high density, has a serious shortage of diversity and will not get out of the gathering point for a long period of time or never. Accordingly, many improvements on the particle swarm optimization algorithm focus on the increase of the particle swarm's diversity so as to keep the further optimal ability of particle swarm in the whole iteration procedure.
III. ADAPTIVE DYNAMIC PSO ALGORITHM
A. Algorithm Framework
The algorithm framework of dynamic PSO consists of population space and belief space. The population space is based on the evolution of PSO algorithm, and the belief space is based on the evolution of experience and knowledge. The belief space is two relative independent evolution procedures, which connect with each other through a certain communication protocol and realize the evolution of the population together. The communication protocol here refers to the acceptance function and influence function. The individual in the population space develops its individual experience in the evolution procedure, then transfer it to the belief space by the receptive function, which can become the culture individual in the belief space. The population experience can be updated in the belief space by comparing the culture individual's application effect in the population space. On the contrary, the belief space changes the individual behavior rules of the population space by the influence function so as to improve the evolution efficiency of the particle individual space. In the population space, a new generation of population will be generated by performance evaluation and evolution rule. The algorithm framework is showed in the following 
B. Adaptive Operation of Influence Function
In the past research on the culture particle swarm algorithm by the scholars, the influence function is used to act on the population space. When the particle swarm algorithm in the population space is at the global searching state, the influence function will carry out the mutation operation on the particle in the population space which is easy to disturb the particle swarm algorithm structure and does not make it easy to be at convergence. This operation will make a slow convergence speed of the culture particle swarm algorithm and decrease the algorithm efficiency. In fact, when the particle swarm algorithm is at the global searching state, the influence function doesn't need to carry out the mutation operation on the particle in the population space, which can make the algorithm mostly close to the global solution and improve the algorithm convergence speed. While the particle swarm algorithm is at the convergence, the influence function is used to carry out the mutation operation on the individual of the population space to improve the solution's local searching ability. Hence, in order to balance the effect time of the influence function on the particle swarm of the population space, a method to judge the particle swarm algorithm is at convergence or not in the population space, must be proposed.
The research on the changes of particle fitness value in the population space can help to judge the particle swarm state and further judge whether the algorithm is at convergence. Therefore, the evaluation index p of the particle swarm's premature convergence degree, which is referred above, can judge the convergence degree of the population space algorithm. The smaller index p indicates the population tends to the convergence state, otherwise tends to the random searching. In this article, it adopts the value of p is less than a certain setting threshold value C to judge the convergence. C is the evolution ability threshold value of the population. When ρ>C, it means the PSO algorithm is in global searching state and the influence function doesn't work at this time; when ρ<C, it means the PSO algorithm tends to convergence. The influence function carries out the mutation operation on the population space individual to improve the local searching ability of the solution and get a new offspring individual. The cycle will not stop until the algorithm gets the global optimal solution.
C. Improved Algorithm Procedure
According to the basic principle above, the primary procedure of the algorithm in this article is as the following:
Step 1: The parameter setting is initialized. The quantity of the particle swarm in the population space is N, and the evolution ability threshold value of the given population swarm is C. The particle variable dimension is n, and the biggest iteration time is I. The searching space is fixed in   max max , xx  and max v denotes the largest speed.
Step 2: The population space and belief space are initialized. Then the location x and the speed v of the particle are also initialized.
Step 3: The fitness value of the particle in the population space is computed. The optimal location p id of the particle itself is supposed as its present location and the global optimal location p g is thought as the location of the optimal particle in the initialized population.
Step 4: According to formula (4), the inertia weight value is updated; according to formula (1), the new speed of each particle is updated; according formula (2), each particle's new location is updated. The new speed and location of each particle should be operated in limited range. If f i is better than the fitness value of p id , the new fitness value will replace the last round optimal location of the particle itself; if f i is better than the fitness value of p g , then p g is updated to the present location of i. According to formula (3), p, the evaluation index of the particle swarm's premature convergence degree, is computed. If the computed value is smaller than the given threshold value C and the present optimal adaptive value f best of the population is larger than the theoretical optimal adaptive value f d , the influence function will update the location of the particle in the population space. Otherwise, turn to Step 6.
Step 5: According to the acceptance function, the particle with the best fitness value in the population space will replace the particle with the worst fitness value. Then turn to Step4.
Step 6: Judge whether a given maximum number of iteration has been reached. If not, turn to Step4, otherwise carry out Step 7.
Step 7: The value of g p and best f is output result, and the algorithm running is finished.
IV. SIMULATION EXPERIMENT
In order to verify the effect of algorithm in this paper, the following equations offer the definition of the function, the value range and the global optimal solution.
Sphere Function: 
In the equation, 100 100
, the dimension is 30
and the optimal solution is
where the minimum value is f (x*)=0.
Rastrigrin Function: where the minimum value is f (x*)=0.
Among these above equations, the Sphere Function and the Rosenbrock Function are both multimodal high dimension functions; the Rastrigrin Function is a multimodal function which has many local extreme values points with sine apophysis and each variable is independent among each other. Both the Rosenbrock Function and the Rastrigrin Fuction have a single global minimum point, whose function value is 0 and which are often used to evaluate the convergence speed [13] of the particle swarm algorithm.
A. Test on Two Improved Strategies
In order to analyze the global searching ability and convergence speed of the algorithm in this paper, based on the basic PSO algorithm, namely, the PSO algorithm with the linearly decreasing inertia weight strategy, this paper makes comparison experiments among the basic PSO algorithm, the culture particle swarm optimization algorithm (CPSO) which only adopts the influence function and is adaptive guidance and AG-CPSO, and records the result. These experiment results are compared with the proposed AD-CPSO algorithm in this paper. In the experiment, the total quantity of the particle is N=30, the largest iteration time is I=3000, the accelerating factor is c1=c2=2. The inertia weight of the basic PSO algorithm linearly decreases from 0.9 to 0.4 and the evolution ability threshold value C in the AD-CPSO algorithm is 0.05. Since the algorithm performance is possible to be influenced by the interior random operation, 30 times experiments are carried out to avoid the influence as much as possible. The experiment result is showed in the following table 1: Table 1 shows the average optimum fitness values after 30 times experiment computing. The two improved strategies in this paper are better than the PSO, CPSO and AG-CPSO algorithms. That's because the influence function is used in the belief space in the algorithm of this article to offer adaptive guidance to the particle swarm algorithm in the population space, increase the diversity of the particle swarm in the population space, and adjust the strategies with dynamic inertia weight which makes an adaptive adjustment according to the population's convergence degree and makes the algorithm has a relatively strong global optimal ability.
AG-CPSO algorithm adopts the population fitness variance to judge the convergence state of the population space. When the population space algorithm is at convergence, the influence function carries out the mutation operation on the population space particle, which improves the algorithm convergence speed and accuracy. However, the particle swarm algorithm in the population space adopts the linear decreasing inertia weight that is too single and the searching procedure of the particle swarm algorithm is quite complicated and nonlinear; therefore, its adaptive ability and adjustment on the complicated problems are both quite limited. As a result, compared with the proposed algorithm in this paper, the accuracy of AG-CPSO algorithm decreases in some way.
As for the culture particle swarm algorithm (CPSO), because the influence function operates throughout the whole procedure on the population space and does not judge the particle state in the population space, the influence function brings about blindness in guidance of population space. When the particle swarm algorithm in the population space is in global searching, the mutation operation of the influence function easily leads to the structure imbalance of particle swarm algorithm and be difficult to make convergence. So the accuracy of CPSO algorithm decreases, compared with the proposed algorithm in this paper, even with the AG-CPSO and PSO algorithm.
B. Comparison with other Algorithms
To validate the efficiency of comprehensive improved strategies, the algorithm in this paper is compared with the high speed convergence PSO algorithm proposed in literature [15] and the basic algorithm from literature [1] . The parameters are set as the following. The total quantity of particles is N=30; the largest iteration time is I=3000; the accelerating factor is c1=c2=2. The inertia weight of the basic PSO algorithm linearly decreases from 0.9 to 0.4 and the evolution ability threshold value C in the AD-CPSO algorithm is 0.05. Since the algorithm performance is possible to be influenced by the intrinsic random operation, 30 times of experiment are carried out in 3 algorithms to also avoid the influence as much as possible. The convergence curves on the relevant test function of the 3 algorithms are showed from figure 2 to figure 5.
From the above figures, we can see that the convergence speed of AD-CPSO algorithm in the paper is obviously faster than the other two algorithms, and gets a quite high accuracy value of the objective function. That's because the proposed algorithm in this paper effectively balances the optimal characteristic of the particle swarm algorithm (PSO) itself in the population space and the effective guidance of the influence function on the population space, increases the diversity of the particle swarm in the population space, in order to keep the algorithm the relative fast convergence speed. The algorithm also proposes the dynamic inertia weight strategies, which connects the changes of inertia weight with the evaluation index of the particle swarm's premature convergence degree. According to the adaptive adjustment of the population's convergence degree, the algorithm effectively adjusts the global and local optimal ability which makes each searching step length is changed every time along with the particle's convergence degree. As a result, the convergence speed of this algorithm in the article is stronger than high speed convergence PSO algorithm and the basic PSO algorithm. Restringing function, as a multimodal function, is a classic function to test the global searching performance. The PSO algorithm and high speed convergence PSO algorithm showed in figure 4 are both easy to fall into the local optimal in the final searching stage. However, the adaptive guidance of the influence function and the dynamic change of inertia weight in the algorithm of this paper help the AD-CPSO algorithm to effectively get out of the local minimum point and search the global minimum point. Due to the disadvantage that PSO algorithm is easy to fall into premature state, this paper adds the particle swarm algorithm into culture algorithm framework and proposes a new adaptive dynamic culture particle swarm optimal algorithm. The paper puts forward the evaluation index of the particle swarm premature convergence degree. By computing the index, the state of the population space can be judged to determine the effect time of the influence function, in order to improve the optimal efficiency of the culture particle swarm algorithm. The algorithm also connects the changes of inertia weight with the evaluation index of the particle swarm premature convergence degree to keep the diversity of inertia weight throughout the whole evolution procedure and effectively adjust the global and local optimal ability which makes each searching step length is changed every time along with the particle convergence degree. The result of simulation experiment demonstrates that this algorithm can effectively overcome premature convergence and get a better optimization effect.
