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ABSTRACT 
In this paper we make a contribution to the theory of necessary conditions for optimization pro- 
blems. Tikhomirov has given in [T] a unified necessary condition for mixed (smooth-convex) pro- 
blems. In this paper we develop the smooth case, one of the two building blocks. We offer a new, 
geometrical construction giving a necessary condition under minimal assumptions. 
1. INTRODUCTION 
Tikhomirov has given in [T] the principle of Lagrange for mixed (smooth- 
convex) problems. This unifies most of the known necessary conditions for fi- 
nite dimensional optimization problems (the multiplier rule, the Karush-Kuhn- 
Tucker conditions), the calculus of variations (the equation of Euler, trans- 
versality conditions, the equation of Euler-Lagrange, etc.) and optimal control 
(Pontrijagin’s maximum principle). For some recent, interesting applications 
of this principle we refer to [M-T]. There are two basic special cases: the convex 
case and the smooth case. For most concrete problems one has to mix them. 
Therefore the main interest of these two cases lies in the fact that they are the 
building blocks for the theory of mixed problems. It seems of interest to give an 
exhaustive development of the principle of Lagrange in the following spirit. 
One should consider an arbitrary optimization problem and an arbitrary per- 
turbation of it. That is, the problem should be embedded in a family of opti- 
mization problems. Then one should construct a suitable geometrical condi- 
tion for candidate optima in terms of the perturbation. Finally one should 
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prove that this condition is necessary for optimality under minimal assump- 
tions on the perturbation and on the candidate optimum. This plan was carried 
out in [Bl], [B2] for the convex case. In the present paper we treat the smooth 
case. These are preparations for the general mixed case which is considered in 
lB31. 
Now we sketch the main result. The perturbation function F is a real valued 
function defined on a subset of the product X x Y of two Banach spaces X and 
Y. Let a vector i in X be given. We make suitable smoothness assumptions on 
F. Let j? E X be a stationary point of the problem to minimize F(x, 0). The re- 
sult is that there exists a closed hyperplane of the product space X x Y x R 
through the origin which contains the following two linear subspaces, 
X x 0 x 0 and the tangent space at the graph of F in the point on this graph 
above ($0). The slope of such a hyperplane in the Y-direction is a general- 
ization of the usual Lagrange multiplier. 
2. STATEMENT OF THE RESULT 
In this section we give a precise formulation of the result of this paper. We shall 
begin by giving the set-up: a minimization problem embedded in a family of 
minimization problems or, in other words, a minimization problem depending 
on parameters. Then we make three assumptions on this set-up and we for- 
mulate the Principle of Lagrange -or generalized Lagrange multiplier rule- for 
the given set-up. 
We consider the problem (P) to minimize a given real-valued function f on a 
subset A of a Banach space X. Let Y be also a Banach space. Let for each y E Y 
a subset A, of X and a real-valued function& on A, be given and let (Py) be the 
problem to minimizef, on A,. We assume that (P) is embedded in the family 
(Pv), as follows: for y = 0 one has A0 = A andfo =f and so (PO) = (P). The 
family (Py), is called a perturbation of the problem (P) or an -abstract- opti- 
mization problem depending on parameters. The data of the perturbation can 
be summarized conveniently in terms of the following function F from the 
product space X x Y to < -00, oo] = IR U {co}. 
f’(x,y) = 
f,(x) if x E A, 
00 otherwise 
This function F will be called the perturbation function. Any function F from 
X x Y to < -00, oe] arises of course in this way for a suitable choice of (Py), 
and (P). Finally let a point Z? E A be given. It will play the role of a candidate 
solution for (P). We let F,v be the finite part of the graph of F, that is, it is the set 
of triplets (x, y, z) E X x Y x Iw such that z = F(x,y) or equivalently, such that 
x E A, and z =fy(x). 
Definition 2.1. Let V, W be Banach spaces, let v E V, let U be an open subset 
of V containing ‘u and let g be a map from U to W. Then g is said to be strictly 
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differentiable in v if there is a continuous linear map A from V to W such that 
I/g(s) - g(t) - A(s - 1)11 = o( [Is - tll) for s + u and t + v. Then A is uniquely 
determined. It is called the strict derivative of g at v and it is denoted by g’(v). 
In practice one verifies the strict differentiability of a concrete map g by 
proving the existence of the Gateaux derivative -a weaker type of derivative- of 
g in a neighbourhood of u and by verifying its continuity in V; this guarantees 
the strict differentiability in v (see [A-T-F], Chapter 2, Corollary 2). 
The first assumption below says, roughly speaking that TF is, locally at the 
point (a, O,f(i)), the zero set of a strictly differentiable map. 
Assumption 2.2. There is a Banach space Z and an open subset U of Xx Y x R 
containing the point (&O,f(a)) and there is a map g from U to Z which is 
strictly differentiable in (3, O,f@)) such that PF n U = {u E Ulg(u) = 0). 
From now on let such a Z,.U and g be chosen. 
Assumption 2.3. The linear map g’(f, O,f(a)) is surjective. 
Assumption 2.4. The image of the kernel of g’(&O,f(-12)) under the natural 
projection 7r from X x Y x R to Y is a closed subspace of Y. 
For each Banach space Z the set Z* of real-valued continuous linear functions 
on Z forms a linear space, called the conjugate space or the dual space of Z. For 
each Banach space Z and for each .< E Z* - (0) the set of z E Z with c(z) = 0 is 
called a closed hyperplane in Z through 0. A closed hyperplane ‘H through 0 
- that is, a closed linear subspace of codimension 1 - of the product space 
X x Y x Iw containing X x 0 x 0 equals the set of all (x, y, z) in X x Y x R such 
that q(y) + 7702 = 0 for some fixed (7,710) E (Y * x R) \ (0). If v0 = 0 we say 
that 1-I is vertical. 
Let Z be a Banach space and let M be a subset of Z. Let m E M. A vector 
z E Z is said to be a twosided tangent vector to the set M in the point m if there 
exists a map Y from the interval [ - 1, l] to Z such that 
m + Xz + r(X) E A4 v’x E [-1, l] 
and Ilr(x)II = 0(1X1) for X -+ 0. Let T,M denote the set of all tangent vectors to 
M in m; it is called the tangent space to A4 in m. The point f is said to be sta- 
tionary for (P) if the tangent space to the finite part rf of the graph off in the 
point (2, f(a)) is contained in the subspace X x 0 of X x R. Now we come to 
the main result. It is a preparation for the principle of Lagrange in the tech- 
nically more complicated mixed case. 
Theorem 2.5. Principle of Lagrange in the smooth case. Let an extremalproblem 
(P). an embedding of it in afamiIy of extremalproblems (PY), and a vector 1 E A 
be given as above. Let assumptions (2.2), (2.3) and (2.4) hold, 
(i) Theorem of Fermat. If i is a solution of(P), then it is a stationary point. 
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(ii) i’%e multiplier rule in geometricform. If 1 is a stationary point of(P), then 
there exists a closed hyperplane 3-1 of X x Y x R through the origin which con- 
tains both X x 0 x 0 and T(i,o,~(a~,(I’~), the tangent space in thepoint (a, 0, f (2)) 
to FF, thefinite part of the graph of the perturbation function F. 
(iii) The multiplier rule in algebraic form. If x is a stationary point of(P), then 
there exists 77 E Y * and ~0 E [w, not both zero, such that rt( y) + ~OZ = 0 for all 
vectors (x, y, z) in the kernel of the linear map g’(l, 0, f(a)). 
(iv) In (ii) (resp. (iii)) the converse implication holds provided the hyperplane 
7-i is not vertical (resp. r]0 # 0). 
(v) Regularity condition. If we replace assumption (2.4) by the stronger one 
that the image of Ker g’(x, O,f(lz)) un d er r equals Y, then the hyperplane 7t in (ii) 
is not vertical and the number ~0 in (iii) is not zero. 
Statement (i) of the theorem is of course well-known. It is included here for 
completeness ake, as well as its proof in section 4. 
As an illustration of theorem (2.5) we derive now the main statement of the 
usual multiplier rule for finite and infinite dimensional optimization problems 
under equality constraints with respect to the standard perturbation. 
Corollary 2.6. The multiplier rule for optimization under equality constraints. 
Let X and Y be Banach spaces, let ;i- E X, let k be a function from X to Iw and let 1 
be a map from X to Y such that I(_?) = 0. Assume that k and 1 are strictly difler- 
entiable in f and that the image of the linear map l’(x) is a closed subspace of Y. 
Then for each solution i of the problem to minimize k(x) under the constraint 
l(x) = 0 there exists 77 E Y * and ~0 E Iw, not both zero, such that 
qok’(x) - rj o l’(a) = 0. 
Proof. We define the perturbation function F from X x Y to < -00, m] by 
F(x,Y) = 
k(x) if l(x) + y = 0 
CC otherwise. 
Now we verify the assumptions (2.2), (2.3) and (2.4). We define the function g 
from X x Y x R to R x Y by g(x,y,z) = (z - k(x), l(x) + y) for all (x, y,z) E 
X x Y x R!. Then for all (x, y, z) E X x Y x R one has g(x, y, z) = 0 if and only 
if z = F(x, y). Moreover g is strictly differentiable in (a, 0,f (a)). It follows that 
assumption (2.2) holds. The linear map g’(f, 0,f (a)) sends (x, y, z) to 
(-k/(x)x + z, l/(x)x + y) f or all (x, y, z) E X x Y x R. This map is clearly sur- 
jective, so assumption (2.3) holds. It follows that the kernel of g’(x,O,f (a)) is 
{(x, -I’(f)x, k’(i)xlx E X}. Th ere fore, taking into account that l’(x) has closed 
image, it follows that assumption (2.4) holds. Therefore the conclusions of 
theorem (2.5)(i) and (iii) become available. This proves the corollary by the 
description of the kernel of g’($O,f(a)). Cl 
Remark 2.7. The generality gained by theorem (2.5) over the well-known spe- 
cial case treated in (2.6) lies in the greater flexibility it allows. For example it 
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can be applied to the following family of problems depending on parameters. 
Let X, Y and Z be Banach spaces, let k : X x Y -+ R and I : X x Y --) 2 be 
maps. For each y E Y we let (Py) be the problem to minimize k(x, y) where x 
runs over vectors in X with 1(x, y) = 0. It is routine to work out the details; we 
shall not display them here. 
3. AUXILIARY RESULTS 
In this section we recall some well-known results which we will need in the 
proof of theorem (2.5). 
Lemma 3.1. ([A-T-FJp.79). Let L be aproper closed linear subspace of a Banach 
space X. Then there is a non- zero vector < E X’ with <(I) = Ofor ail I E L. 
Lemma 3.2. ([A-T-F] p. 80). Let X, Y, Z be Banach spaces and let A : X + Y 
and B : X -+ Z be continuous linear maps. Let a continuous linear map from X to 
Y x Z be defined by Cx = (Ax, Bx) for all x E X. Zf the subspace ZmA is closed in 
Y and the subspace B(Ker A) is closed in Z, then the subspace ZmC is closed in 
Y x z. 
Theorem 3.3. ([A-T-F] p. 109). Let X and Y be Banach spaces, let x0 E X, let U 
be an open neighbourhood of x0 in X and let F be a map from U to Z with 
F(xo) = 0. Assume that F is strictly differentiable in the point x0 and that the iin-, 
ear map F’(xo) is surjective. Then M = {x E UIF(x) = 0}, the zero set of F, has 
as tangent space in the point x0 the kernel of F’(xo). 
4. PROOF OF THE MAIN RESULT 
Now we are ready to prove theorem (2.5). 
Proof. Assume that i is a solution of (P). Let (x, t) E T(ff(a))r’. To establish 
(2.5)(i) it suffices to prove t = 0. By definition there exists a map r = (rl,rz) 
from [-1, 11 to X x R such that the following holds: 
(a, f(2)) +X. (x, t) + r(X) E rf for all X E [-1, I] and IJr(X)(I = 0(1X1) for 
x -+ 0. 
Therefore we get f (i + Xx + rl (X)) = f (a) + Xt + c!(A) VA E [-1, 11 and SO, as 
iis a solution of(P), it follows that At + rz(X) 2 0 VA E [-1, 11. Dividing by 1x1, 
if X # 0, taking the limits X 10 and X t 0 and using l/r(A)II = 0(1X(), it follows 
that t = 0, as required. 0 
We need a lemma. 
Definition 4.1. Let h be the continuous linear map from U to Z x Y which is 
defined by h(x,y, 4 = (&, y, 4,y) f or all (x, y, z) E X x Y x R. Observe that 
h’(%O,f($)(x,y,z) = (g’(%O,f($)(x,y,z),u) for all (x,v,z) E X x Y x R. 
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Let the map i : X x iF4 --f X x ,Y x BB be defined by i(x,z) = (x,O,z) V(x,z) E 
x x R. 
Lemma 4.2. (i) Assume that h’(& O,f( i )) is surjective. Then the image under i 
of the tangent space T(i,f(a)) r e uals the intersection of the tangent space f q 
TC~,o,fCall~F with X x 0 x R. 
(ii) Assume that h'(2, 0,f (a)) is not surjective. Then there exists < E Z’ and 
r) E Y *\{O} such that 
50 (g’(~,O,f(~))(w>z)) +rl(y) =0 
foralZ(x,y,z) E X x Y x R. 
Proof of (4.2.) (i) Assume that h’(a,O,f (2)) is surjective. Then by theorem 
(3.3), applied to the map h, it follows that the subset {(x, 0, z) E Ulg(x, 0, z) = 0) 
of X x Y x R has as tangent space in the point (a, 0,f (a)) the kernel of 
h’(i, 0,f (i)). By the definition of h this equals the intersection of the kernel 
of g’(_?, 0,f (a)) with X x 0 x R. Apply again theorem (3.3), but now to the 
map g; this is allowed by assumption (2.3). The result is that the subset 
{(X,Y, z) E ~M-%Y, 4 = 01 of X x Y x R has as tangent space in the point 
(?,O,f (2)) the kernel of g’(f, 0,f (a)). Comparing the expressions for the two 
tangent spaces, we obtain statement (i). 
(ii) Assume that h’(& 0,f (i)) is not surjective. We want to show to begin 
with that the image of h’(l, 0, f ( i )) is a closed subspace of Z x Y. To prove this 
we use lemma (3.2) in an obvious way. We have to verify the assumptions of 
lemma (3.2) in the given situation. The subspace Im A = Im g’(f, 0,f (i)) is 
closed in Z, in fact it equals 2 by assumption (2.3). The subspace BKer A = 
4Ker g’(% 0,f (3)) is closed in Y by assumption (2.4). Therefore the as- 
sumptions of lemma (3.2) hold and so the conclusion becomes available: the 
image of h’(i, 0,f (2)) is closed in Z x Y. Now we can use lemma (3.1). It fol- 
lows that there exists a vector (C, 17) E (Z’ x Y*)\(O) such that the following 
formula holds 
(1) W(f, 0,f (4)(4Y> z)) + V(Y) = 0 
for all (x, y, z) E X x Y x R. It remains to prove that r] cannot be zero. We ar- 
gue by contradiction. Suppose 77 = 0, then 5 # 0, as (C, r]) # 0. Choose w E Z 
with c(w) # 0. By assumption (2.3) there exists a vector (x, y, z) E X x Y x IF8 
with g’(z?, 0,f (.?))(x,y,z) = w. Substituting such a vector in formula (4.1) gives 
c(w) = 0. This contradicts c(w) # 0. This finishes the proof that q # 0 and 
therefore it finishes the proof of lemma (4.2). 0 
Now we return to the proof of theorem (2.5). 
Proof of (2.5). (ii) We distinguish cases as in lemma (4.2). 
Case 1: h’(i, 0, f(a)) is surjective. By lemma (4.2)(i) and the stationarity off 
in 2 the intersection of T(i,O,~(i))(P~) and X x 0 x R is contained in X x 0 x 0. 
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It follows that the subspace W of X x Y x [w spanned by Tc,Q,~(~))(~F) and 
X x 0 x 0 is proper. To prove that it is closed it clearly suffices to prove that its 
image under the natural projection from X x Y x R onto Y x Iw is closed. To 
this end we use lemma (3.2). The projection of Won Y is closed by assumption 
(2.4) and by the fact that the tangent space T(~,,-,J(.c))(~F) equals the kernel of 
g’($ O,~“(J?)); moreover each subspace of Iw is closed, obviously. Therefore by 
lemma (3.2) we are through: W is a proper closed subspace of X x Y x R. Fi- 
nally, using lemma (3. l), we conclude that this subspace is contained in a closed 
hyperplane of X x Y x Iw through 0. Thus statement (2S)(ii) is established in 
the present case. 
Case 2: h’(f, O,f(.lz)) is not surjective. By lemma (4.2) there exists 
7 E Y*\(O) such that r](y) = 0 for all (x,y,z) in Ker g’(_?,O,f(n)) = 
Tc~,~,J(~JJ (r~). This finishes the proof of statement (25)(ii) in this case. 0 
Proof of (2.5). (iii) Again we distinguish cases as in lemma (4.2). 
Case 1: h’(a,O,f( 1 )) is surjective. Let ‘FI be as in (2S)(ii). Say ‘FI is the set of 
all (x,v,z) E X x Y x R with q(y) + nez = 0 for some (7, ~0) E (Y* x R)\(O). 
We have already seen that T~QJ(~-)J(~F) equals Ker g’(.lz,O,f(a)); it follows 
therefore from (2.5)(ii) that n(y) + ~OZ = 0 for all (x,y, z) E Ker g’(i, 0$(a)) 
as required. This finishes the proof of (2.5)(iii). 
Case 2: h’(.?, O,S(i)) is not surjective. Then by lemma (4.2) there exists 
[ E Z’ and 7 E Y*\(O) such that 
c 0 (g’(% w(4)>(x>Y>4 +7?(Y) = 0 
for all (x, y, z) E X x Y x R. Therefore for all (x, y, z) E Ker g’(& O,f(i)) one 
has v(y) + 0. z = 0; as n # 0 one has (q,O) E (Y * x R)\(O) and so (2.5)(iii) is 
also established in this case. This finishes the proof of (2.5)(iii). 0 
Proof of (2.5). (iv) We begin by proving the converse implication of (2.5)(ii). 
Let ‘F1 be a non-vertical hyperplane of X x Y x R through the origin which 
contains X x 0 x 0 and Tc~,~,J(~)(~F). Let n E Y * be such that 3-1 is the set of all 
(x, y, z) in X x Y x R with n(y) + z = 0. Then for each (x, z) in Tccs(;))(r’) the 
vector (x, 0, z) lies in T~R,~,~(~)J(~F) asf(x) = F(x, 0) for all x E X and so in ‘FI, 
that is, by the choice of n, z = 0. We have proved that T(a,~(;))(rf) is contained 
in X x 0, that is - by definition - 2 is a stationary point of (P). This finishes the 
proof of the converse implication of (2.5)(ii). 
Now we prove the converse implication of (2.5)(iii). Let n E Y * be such that 
l?(y) + z = 0 for all (x, y, z) in the kernel of g’(& O,f(a)). Then for each 
(x, z) E %~(a)) ( f) r the vector (x, 0, z) lies in Tc~,o,J(~JJ(~F), which equals the 
kernel of g’(.?, O,f(?)) by theorem (3.3). By the choice of 17 it follows that z = 0 
and so we see as above that 2 is a stationary point of (P). This finishes the proof 
of the converse implication of (2.5)(iii). Thus we have established (2.5)(iv). 
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Proof of (2.5). (v) We make the strong regularity assumption. We begin by 
proving the statement about (2.5)(ii). Assume, contrary to what we want to 
prove, that ‘H is vertical, that is, it is the set of all (x, y, z) in X x Y x 0% with 
q(v) = 0 for some n E Y *\{O}. For each y E Y there is by the strong regularity 
assumption an element (x, z) C X x lR such that (x, y, z) lies in the kernel of 
g’(& O,~(J?)); therefore, by theorem (3.3), the element (x, y, z) lies in the tangent 
space T(R,o,~(a)) (r~). Therefore, by the choice of ‘H, it follows that (x, y, z) E 3-1, 
that is, 701) = 0. As y is arbitrary it follows that 7 = 0. This is the desired con- 
tradiction. So 1-I can never be vertical. 
Now we prove the statement about (2.5)(iii). Assume, contrary to what we 
want to prove that 770 = 0. Then we can choose for each y E Y a vector 
(x, z) E X x R such that (x, y, z) lies in the kernel of g’(i, O,f(zZ)). It follows that 
q(v) = 0. Therefore, as y is arbitrary, it follows that q = 0. This is the desired 
contradiction. 
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