Abstract. Following Ekhad and Zeilberger (The Personal Journal of Shalosh B. Ekhad and Doron Zeilberger, Dec 5 2014; see also arXiv:1412.2035), we study the asymptotics for large n of the number A d,r (n) of words of length rn having r letters i for i = 1..n, and having no increasing subsequence of length d. We prove an asymptotic formula conjectured by these authors, and we give explicitly the multiplicative constant appearing in the result, answering a question they asked. These two results should make the OEIS richer by 100+25=125 dollars.
Introduction
Fix integers r ≥ 1, d ≥ 3. For n ≥ 1, we let A d,r (n) be the number of words of length nr over the alphabet {1, 2, . . . , n} * , such that each letter i ∈ {1, 2, . . . , n} appears exactly r times, and having no increasing subsequence of length d. This quantity was introduced in [EZ14] . Our main result is the following theorem, conjectured in [EZ14] (for aesthetic reasons we prefer to state the result for A d+1,r (n) rather than for A d,r (n)). Theorem 1. For fixed d ≥ 2 and r ≥ 1, the number of words of length nr over {1, 2, . . . , n} * in which each letter appears exactly r times, and having no increasing subsequence of length d + 1, satisfies when n tends to infinity: This formula was conjectured in [EZ14] , apart from the explicit value of the constant C d+1,r that was only conjectured for small values of d and r.
Our first step in the proof of Theorem 1 is the following remark, already made by the authors of [EZ14] . By the RSK correspondence (see for example [Sta99] ), we can express A d+1,r (n) as a sum over partitions of rn having at most d parts 1 A d+1,r (n) = λ⊢rn ℓ(λ)≤d
where f λ is the number of standard Young tableaux of shape λ, and where g (r) λ is the number of semi-standard Young tableaux of shape λ having content 1 r 2 r . . . n r . In other words, g (r) λ is the Kotska number K λ,r n . Note that in the case r = 1, one has f λ = g (r)
λ . In this case, Regev [Reg81] (see also [Mat08, Nov11] ) analysed the sum (1) by studying precisely the asymptotics of the numbers f λ . In particular, he showed that for r = 1, the sum (1) is dominated by tableaux whose shape is "close" to the rectangular shape (n/d, n/d, . . . , n/d), up to deviations of order √ n. In the rest of this paper we are going to apply the same program for general r.
Estimates for the Kostka numbers K λ,r n
We refer to [Sta99] for background on symmetric functions and for the terminology and notation we use here. Let λ = (λ 1 , λ 2 , . . . , λ d ) be a partition of rn having at most d parts (we complete λ with zeros if ℓ(λ) < d). The Schur function s λ ≡ s λ (x 1 , x 2 , . . . , x n ) can be expressed via the Jacobi-Trudi identity:
where h k is zero if k < 0, and h k is the complete symmetric function of the x i otherwise, i.e.:
Note that (2) is a determinant of fixed sized d, even when n tends to infinity (this will be crucial for us). Now recall that the Kostka number K λ,r n = g (r) λ is equal to the coefficient of the monomial symmetric function m 1 r 2 r ...n r in s λ :
Combining this equation with (2), we will obtain what will be the starting point of our asymptotic estimates:
Lemma 2. The Kostka number g (r) λ = K λ,r n is given by the following formula:
where the d contour integrals are taken along contours encircling 0, and where the function V is defined by:
1 note that this equation is slightly wrong in [EZ14] (the inequality sign isn't correct). Note that the "nice property" in the last lemma is that the number of integrals is d, and does not depend on n. So the last formula is maybe not as nice as, say, a hook-length formula, but it is not too bad. The "less nice property" is that because of the Vandermonde, the integrand is not a series with positive coefficients (which will make the asymptotics more delicate).
Proof. This lemma may be already known, and we don't know if it has already been used elsewhere. We are going to prove it with the Jacobi Trudi formula. First, combining the Jacobi-Trudi formula (2) and Equation (3), we have:
Now, for integers k 1 , k 2 , . . . , k d of total sum rn, we have:
Indeed it is easy to see combinatorially that both sides count the number of ways of distibuting r undistinguishable copies of each letter in {1, 2, . . . n} in d urns of respective sizes k 1 , k 2 , . . . , k d . Using Cauchy's integral formula, we have:
The lemma follows by evaluating the Vandermonde determinant.
We now note that, since h r is homogeneous, we can reduce the integral to a (d − 1)-dimensional integral. An obvious way to do that would be to write:
However we prefer not to break the (anti)symmetry of the formula, for reasons that will be clear later, so we will proceed as follows. Let (
. We have from the previous lemma:
where the integral is taken over [−π, π] d . Now we make the change of variables
where we use the notation
. Using that h r is homogeneous of degree r, the last integral is equal to:
where the integral is over (ν 0 , ν 1 , . . . ,
, and where the factor 1/(d − 1) comes from the Jacobian of the change of variables. We observe that, since λ is a partition of rn, the integrand is independent of ν 0 , so that we can integrate with respect to ν 0 . We get, changing back the name of our variables from "ν" to "θ":
where the (d − 1)-dimensional integral is over (θ 1 , . . . , θ d ) under the projection dθ of the Lebesgue measure on the "hyperplane"
More precisely dθ := dθ 1 dθ 2 . . . dθ d−1 , although this way of writing it hides the fact that it is fully symmetric in the d coordinates. Now, note that in the last integral, because h r is homogeneous, the integrand remains unchanged if we simultaneously shift all θ i by λ = K λ,r n is given by the following formula:
Now we start the asymptotic work. We are going to use the last formula and the saddle point method to obtain precise asymptotic estimates of g
λ when λ is "close" or "moderately close" to be a rectangular shape -large deviation estimates saying that g (r) λ is small (in comparison) if λ is "far" from a rectangular shape will be obtained later by more elementary means.
2.1. Saddle-point estimates. We decompose R d as the direct sum R d = R 0 ⊕R ⊥ , where R 0 is the set of vectors of sum zero, and R ⊥ is the complex line generated by (1, 1, . . . , 1). In R d we will also consider the affine hyperplane R r consisting of vectors whose coordinates add up to r:
Let us fix y = (y 1 , y 2 , . . . ,
In order to study the last integral, we introduce the saddle-point system, in the "unknown"
We note by an explicit computation that (6) is equivalent to:
Note that since h r is homogeneous of degree r, we have:
hence the assumption we made, that y ∈ R r , is necessary for this system to have a solution.
is a solution of the saddle-point equations (7). Moreover, there exists a vicinity V of (r/d, r/d, . . . , r/d) in R r such that for y ∈ V , the saddle-point system (7) has a unique solution
Proof. First, for x = (1, 1, . . . , 1) one has h r (x) = To prove the remaining assertion, we use the implicit function theorem (or more precisely the constant rank theorem since here we are actually in a (d − 1)-dimensional situation inside a d-dimensional space). Consider the mapping φ :
∂xj , where U is a neighborhood of (1, 1, . . . , 1) in R d . Note that φ(U ) ⊂ R r . Moreover, the saddle-point equations (7) say that y = φ(x 0 ). Now the Jacobian matrix of φ is given by:
where functions are evaluated at x and exponents of h r indicate partial derivatives, for example h 
Therefore J(1, 1, . . . , 1) = (α − β)id + βN where N is the all-one matrix of size d. Therefore the eigenvalues of J(1, 1, . . . , 1) are α − β = 0 (d − 1 times) and α + (d − 1)β = 0 (once). The two corresponding eigenspaces are respectively R 0 and R ⊥ . From the constant rank theorem, it follows that the mapping φ is a locally analytic, invertible map, between a neighborhood of (1, 1, . . . 
Assume that z is such that λ is an integer partition (of rn). Then when n tends to infinity, we have:
where
, and where the little-o is uniform for z ∈ L γ .
Proof. In the following proof, we say that a constant is uniform if for each γ that constant can be chosen uniformly for z ∈ L γ .
We first let y = (y 1 , y 2 , . . . , y d ) with
, so that n · y i = λ i . We note that y converges, uniformly, to (r/d, r/d, . . . , r/d), so by the previous lemma for n large enough there is a unique x 0 solution of (7). We can then choose the coordinates of x 0 as the radii of integration in formula (5), to express g
λ as:
where we use the notation x 0 ⊗ e iθ := (x According to usual saddle-point heuristic we are going to partition Θ into three subsets A, B, C, on which the contributions will be studied separately. We use the notation I(y) = I A (y) + I B (y) + I C (y) to distinguish the three contributions to the integral of the three contours A, B, C.
• Computation of second derivatives. We first evaluate the entries of the Hessian matrix from the explicit expression of
, where x 0 is related to y by (7). We find:
with the same notation as in the previous proof. Moreover, for y = (r/d, r/d, . . . , r/d) and x = (1, 1, . . . , 1) we find the explicit expressions:
with α, β as above. It follows that the eigenvalues of G at y = (r/d, r/d, . . . , r/d) are (α − β) = 0 (d − 1 times) and (α + (d − 1)β) = 0 (once). The eigenspace for the nonzero eigenvalue is R 0 , and for the zero eigenvalue it is R ⊥ .
• Local expansion of x 0 . First note that when n tends to infinity, with the hypotheses of the proposition, y tends to (r/n, r/n, . . . , r/n) uniformly in the sense above. More precisely we have | Jacobian matrix J(1, 1, . . . , 1) given by (8) acts as the scalar α − β = r(d+r) d(d+1) on its eigenspace R 0 . Therefore we have:
r(d+r) , and where the big-O is uniform.
• First contour of integration ("large arguments"). For ǫ > 0 we let Θ ǫ ⊂ Θ be defined by
From the definition of g and from the fact that x 0 ∈ R d >0 there exists ǫ > 0 such that for all x ∈ Θ \ Θ ǫ , one has |g(x)| ≤ c ′ < g(x 0 ) for some constant c ′ uniform for y in a small enough neighbourhood (r/d, r/d, . . . , r/d) in R r (to see that, by the strict triangle inequality, it is enough to show that if θ ∈ Θ is nonzero, at least one monomial in the expansion of h r (x 0 ⊗ e iθ ) has a non-zero argument; but for the contrary to be true, all the e iθj have to be equal to a common r-th root of unity; in particular the θ j have to be all equal, and since they must sum to 0 mod 2π, we must have θ j = 2kπ d for some k; but from the restriction on θ 1 in the definition of Θ this forces k = 0). We pick such an ǫ, and we define our first contour of integration we as A := Θ \ Θ ǫ . Now let y be as in the statement of the proposition. For n large enough, uniformly for z ∈ L γ , y is in that neighborhood. Moreover, |V (x)| is bounded, so we obtain:
n for uniform constants c 2 and c 4 < 1. It follows that
• Second contour of integration ("moderate arguments"). We now consider the contour C := Θ n −2/5 with the same notation as above, and we define our second contour of integration as B := Θ ǫ \ C. The contour B corresponds to points of T whose arguments are "moderate" (smaller than ǫ, but not all smaller than n −2/5 ) 2 . Recalling that the partial derivatives vanish at the saddle point x 0 , we have for x ∈ T ǫ :
where the big-O is uniform for y in a neighborhood of (r/d, r/d, . . . , r/d). Moreover, up to reducing, if necessary, the value of ǫ picked in the previous step (which does not modify its conclusions), the maximum of the function |g(x)| on B is at most equal to g(x 0 )(1 − c ′ n −4/5 ) for some uniform constant c ′ > 0.
for uniform constants c, c ′ > 0. Noting as before that |V (x)| is bounded we find that
where again all constants are uniform.
2 Classically in saddle-point methods, the choice of the exponent −2/5 is motivated by the fact that (n −2/5 ) 2 · n → ∞ but (n −2/5 ) 3 · n → 0.
• The dominating contour ("small arguments"). We now look at the contour C, which as we will see is the only one to contribute to the result. First, for x⊗e iθ ∈ C, we have the local expansion, recalling that the first partial derivatives vanish at x 0 :
Now, since the entries of the matrix G = (g i,j ) 1≤i,j<d depend analytically on x 0 , we have:
Note that, since θ ∈ Θ, we have θN = 0 and therefore g(
with Q(z) as in the statement of the proposition. Therefore, we have
with a uniform little-o. Recalling that g(1, 1, . . . , 1) = d+r−1 d−1 , the contribution of the contour C to the integral can thus be rewritten:
Therefore, making the change of variables θ j = ν i / √ n, the last integral is equal to:
Now note that we have the uniform estimate
We are going to inject this estimate in the integral (and justify the validity of this operation in the next paragraph). The quantity (12) becomes, up to a (1 + o(1)) factor:
Here we see the explanation for the choice of the exponent n 1/8 for the bound on max i |z i |.
More generally, if we had imposed max i |z i | < n κ , the term O(n −9/8 ) would have become O(n
) ), and we see that for this term to be a o(n −1 ), we need κ < which up to exponentially small terms, is equal to:
If we view (x d−1 , and, by integrating the Gaussian density, it is equal to
2 (1+o(1)), where the
comes from the projection of the Lebesgue measure from R d−1 to R 0 . Therefore the last quantity is equal to:
which from the local expansion of x 0 is equal, up to a uniform (1 + o(1)) factor, to:
which is the result announced in the statement of the proposition. It remains to justify that the approximations we have made were correct. Consider the integral in Formula (12). This formula was obtained from the definition of I C (y) by replacing g(x 0 ⊗ e iθ ) n by its first order approximation inside the integral. It is not obvious that the final result of this operation gives an equivalent of I C (y), since in the course of the computation, the Vandermonde j<k (x 0 k − x 0 j ) contributed to a (very small) factor of O(n −d(d−1)/4 ) to (13). The problem is that, a priori, a small correction term in the expansion of g(x 0 ⊗ e iθ ) n could lead to a higher contribution in the end, if this term was not driven down by a Vandermonde or some other small factor. However, let us prove now that this is not the case. The idea is that the antisymmetry property that we have used is valid, in an approximate sense, to all orders.
More precisely, note that g(x 0 ⊗ e iθ ), viewed as a function of θ for x 0 fixed is analytic at θ = 0. By composition, the same is true for ln
g(x 0 ) . Therefore, since θ ∈ C converge at controlled speed to 0 (namely, at speed n −2/5 ) we can write a Taylor expansion of ln g(x 0 ⊗ e iθ ) with a remainder term which is as small as we want. That is, for any L ≥ 1, we can get an expansion of the form:
where P k (θ, x) is a homogeneous polynomial of degree k in θ, whose coordinates depend analytically on x 0 , where G = G(x 0 ) is the Hessian, and where the constant in the big-O is absolute (i.e. independant of x 0 in a neighborhood of (1, 1, . . . , 1)). Note that we have used that first derivatives vanish at x 0 , by (7). Thererefore,
We can thus substitute this in the definition of I C (y) and get:
for some polynomials Q k in ν whose entries depend analytically on x 0 in a neighbourhood of (1, 1, . . . , 1), and where in the second equality we have also replaced the Vandermonde by its Taylor expansion in θ. We can thus complete the Gaussian tails and get:
where E(n) is an exponentially decreasing term. Integrating the Gaussian density term by term (and recalling that the big-O is absolute), we obtain:
for quantities R k (x 0 ) that depend analytically on x 0 . Now, the quantities g(x 0 ) and √ det G also depend analytically on x 0 near (1, 1, . . . , 1). We can thus replace each of these quantities by a Taylor expansion up to a large order, and we can ensure that the error term is at most O(n −L ), uniformly. We prefer to write this Taylor expansion in terms of y tending to (r/d, r/d, . . . r/d). We thus obtain an expression of the form:
where δy = (y 1 − Now, tracking the computations, we see that the term corresponding to k = 0, that consists in selecting the first order term in all the successive expansions, is precisely the term that we have considered when deriving (13), and gives a contribution of 1≤j<k≤d (z k − z j )n −d(d−1)/4 times a constant factor. Therefore it is strictly larger than all other terms in the expansion, and since for z ∈ L γ the product 1≤j<k≤d (z k − z j ) is bounded away from 0, it is also strictly larger than the remainder O(n −L ) provided we chose L large enough. We thereby obtain a full proof that (13) is indeed a valid approximation of I(y). Proof. We split the integral I(y) = I A (y) + I B (y) + I C (y) as in the proof of the previous proposition. The fact that when n tends to infinity y i tends to (r/n, r/n, . . . , r/n) is still valid uniformly, so all the local estimates we used in the proof are still uniformly valid. Now, the estimates of I A (y) and I B (y) remain valid. As for I C (y), the last argument of the proof does not work, since the Vandermonde can be arbitrarily small. However, the same proof shows that we can get an upper bound on I C (y) by replacing the quantity 1≤j≤k≤d (z k − z j ) in the result by
). The modulus of this quantity is clearly polynomially bounded in z.
Contribution to the sum
We can now analyse the wanted sum. Recall that we have λ .
