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Using a resistive generalization of the Frieman-Rotenberg formalism
for Lagrangian magnetohydrodynamic stability with equilibrium velocity, the
leading-order effects of velocity shear and rotation on linear tearing layer sta-
bility are studied for tokamak equilibria. The separation-of-time-scales formal-
ism needed for a proper formulation of ideal and resistive stability calculations
is presented. Using this formalism, a dispersion relation is first obtained for
marginal ideal modes in plane-symmetric equilibria. It is demonstrated how
resistive modes arise as a natural continuation of marginal ideal modes. The
dispersion relation for resistive modes in slab geometry is derived and used
to demonstrate the resistive stability boundary. The widely misrepresented
constant-Ψ limit is explained in detail, and used to obtain a dispersion rela-
tion for tearing modes. Nyquist techniques are used to compare the Glasser
effect in slab and cylindrical models. The resistive layer equations are also
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obtained in cylindrical geometry, allowing direct verification of the limited va-
lidity of gravity-curvature equivalence heuristic for resistive modes. Numerical
complications that arise from velocity shear are discussed. Layer equations are
also derived in the constant-Ψ limit. The constant-Ψ dispersion relation is ob-
tained for cylindrical equilibria, and used to study the leading-order effects
of rotation and velocity shear on the critical value of ∆′ required for tearing
instability. It is found that rotation and velocity shear can couple with the
parallel current and the current gradient in the layer to reduce ∆′crit. If paral-
lel currents are sufficiently weak to compete with second-order effects, velocity
shear can be stabilizing, while rotation is found to have a destabilizing effect.
Second-order coupling of velocity shear and rotation can have either sign, and
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The fundamental requirement of thermonuclear-fusion-power genera-
tion is to develop an apparatus which will reliably confine a high-temperature,
high-density Hydrogen plasma for long enough to allow a significant amount
of Helium to be produced from the fusion of Hydrogen nuclei. Each atom
of Helium produced yields roughly an MeV of excess thermal energy which
can be used to power a furnace in an (otherwise) conventional power plant.
For a given temperature, the rate of Helium production is proportional to the
square of the plasma density. Plasma pressure, and therefore density, is limited
by reactor force-balance requirements, leading to an optimal particle density
of roughly 1014 cm3, and plasma temperatures approaching 10 keV, or 100
million degrees Kelvin, which is far too hot for direct contact with a solid con-
tainment vessel. Magnetic confinement devices address this issue by imposing
strong magnetic fields which constrain the motion of the constituent (charged)
plasma particles, thus minimizing contact with the terrestrial environment.
A magnetic field B restricts the motion of the charged plasma particles
via the Lorentz force F = ev ×B, where v is the particle’s velocity, and e is
the charge. This confinement force is perpendicular to B, leading to confined
1
circular motion perpendicular to the magnetic field, and free translation along
the field lines. In tokamak devices, the magnetic field lines are confined within
a toroidal chamber, thereby opening up the possibility for confined particle
orbits in spite of particles freely streaming along B.
Magnetized plasmas exhibit large-scale coherent motion which can-
not be reduced to the aggregate effect of individually-confined, free-streaming
charged particles in an external magnetic field. Instead, the trajectory of each
particle is determined by the self-consistent electromagnetic field produced
by every other charged particle in the plasma together with the externally
produced magnetic field. These collective effects drive the system to thermal
equilibrium, where the temperature and density are constant. In a tokamak,
the inner boundary of the toroidal chamber must be well below the material’s
melting temperature while the peak temperature near the core exceeds 100
million degrees Kelvin. Meanwhile, the plasma density varies by three orders
of magnitude as one moves from the edge of the chamber to the core. A toka-
mak plasma is thus a strongly non-equilibrium system which will naturally act
to reduce the externally-imposed temperature and density gradients.
The idealization of an electrically-conducting fluid has been an excep-
tionally effective continuum model for understanding a wide variety of large-
scale coherent dynamics observed in magnetized plasmas. This model is known
as magnetohydrodynamics (MHD). In order for a magnetic confinement fusion
device to successfully confine a plasma, it is essential that the MHD model pre-
dicts that the energy-confining configuration will relax slowly compared to the
2
Hydrogen burn rate.
A magnetohydrodynamic fluid relaxes to a state of thermal equilib-
rium via dissipative energy and momentum transport facilitated by resistivity,
viscosity, and thermal conductivity. In a high-temperature tokamak plasma,
these kinetic coefficients are numerically very small, which means thermal
relaxation proceeds slowly. For example, the global resistive-decay time is
τσ = L
2σ/c2 where L is a characteristic gradient length scale, σ is the elec-
trical conductivity of the plasma, and c is the speed of light.1 The plasma




sec−1 ≈ 1018 sec−1 (1.1)
where2 Λ = 23.4−1.15 log(n)+3.45 log(TeV). Inserting the characteristic value
L ≈ 100 cm, we find τσ ≈ 100 seconds. A significant fraction of the Hydrogen
nuclei will fuse into Helium within about a minute, so dissipative relaxation
of a magnetized plasma is slow enough to generate substantial thermonuclear
energy before the confinement profile is significantly degraded.
Unfortunately, plasmas which relax on this slow dissipative time scale
are usually unstable with respect to instabilities which grow on a time scale
which is more or less independent of the values of the kinetic coefficients.
These ideal MHD instabilities grow on an Alfven time scale τA = L/VA, where
VA = B/
√
4πρ is the Alfven velocity, and ρ is the mass density. In tokamak
1In this dissertation, Gaussian units will be used throughout.
2For reference, the conductivity of Copper at room temperature is 5× 1017 sec−1.
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plasmas, B ≈ 1 Tesla, ρ ≈ 10−10 g/cm3, so that τA ≈ 10−6 seconds. Clearly,
Alfvenic instabilities must be avoided in order for appreciable fusion to occur.
Preventing rapidly-growing MHD instabilities is a fundamental challenge in
magnetic confinement fusion.
Ideal-MHD instabilities tend to be global and violent, in addition to
rapidly-evolving. Fortunately, there has been a great deal of progress made
by the fusion research community [2, 12, 25] in understanding ideal-MHD in-
stabilities which can potentially occur in tokamaks. By limiting the plasma
pressure and the toroidally-flowing current, ideal instabilities can largely be
avoided.
The azimuthally-symmetric tokamak equilibrium profiles which evolve
on the slow dissipative time scale have magnetic field lines which ergodically
cover two-dimensional toroidal surfaces [21]. These magnetic surfaces nest
inside one another to foliate the three-dimensional toroidal volume. Because
the plasma particles move rapidly along the magnetic field lines but only very
slowly across them, the transport of energy and particles across the magnetic
surfaces proceeds slowly.
There is a second category of instabilities which affect the confinement
of tokamak plasmas by altering the topology of the magnetic field lines to form
a chain of magnetic islands embedded in one or more magnetic surfaces. These
islands produce a local rapid-transport region within the plasma [20], and thus
degrade overall energy and particle confinement. In ideal-MHD instabilities,
the magnetic field lines are frozen into the fluid [12], thereby preventing island
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formation. One can show [14] that the ideal frozen-in-field-line constraint is
removed if electrical resistivity plays a dominant role in the instability. These
so-called resistive instabilities grow on a hybrid time scale τ ∼ τασ τ 1−αA where
0 < α < 1. In practice, resistive instabilities grow rapidly compared to the
burn time. Magnetic islands are regularly observed in tokamak plasmas, but
island formation and growth proceeds too quickly to be seen experimentally.
Though resistive instabilities are less catastrophic than ideal modes,
they are much more difficult to avoid. It has been shown [16] that resistive
stability in tokamaks is largely determined by the average normal curvature of
the equilibrium magnetic field lines at so called rational surfaces. A rational
surface is a magnetic surface for which the magnetic field lines form finite-
length closed loops after several toroidal windings, rather than densely filling
the surface, which requires an infinitely long surface-filling curve. If the aver-
age normal curvature of a rational-surface field line is negative (the sign of the
curvature is defined to be positive if it is in the same direction as the pressure
gradient), then the forces in the plasma are locally stabilizing with respect to
resistive instabilities. This potentially stabilizing influence of rational-surface
magnetic curvature is known as the Glasser effect. However, forces away from
the vicinity of the rational surface may still be sufficiently large to overpower
the locally stabilizing rational-surface magnetic curvature, resulting in a re-
sistive instability known as a tearing mode. In a tearing mode, the toroidal
plasma current sheet at the rational surface tears into helical filaments which
eventually become concentrated at the core of the resulting magnetic islands.
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Most theoretical results in linear tearing mode theory neglect the equi-
librium velocity of the plasma. As a first iteration, this is justified, because the
magnetic field dominates the dynamics in tokamak plasmas. However, toka-
mak plasmas are externally heated by beams of high-energy neutral particles,
and this creates a strongly-sheared toroidal velocity profile. There is exper-
imental evidence [7] that these sheared profiles result in reduced occurrence
of magnetic islands. This favorable effect is in conflict with the theoretical
predictions which exist in the literature [7, 30, 31, 34].
In this dissertation, it will be shown that the main consequence of
velocity shear near a rational surface is an amplification of the effect of the
surface’s field-line curvature. If the magnetic curvature is negative (and thus
locally stabilizing against tearing modes), then velocity shear increases the
instability threshold; rational surfaces with net positive magnetic curvature are
rendered more unstable by velocity shear. This qualitative effect explains the
conflict between experimental results and the conclusions based on theoretical
predictions in the literature. All of the previous studies were carried out in
either slab or cylindrical geometry, which have either no curvature or positive
curvature, leading to a destabilizing prediction. In addition, by knowing how
the rational-surface velocity profile affects layer stability, neutral beams in
future experiments can be directed in a manner which optimizes the stability
of the equilibrium profile while heating the plasma.
A careful formulation of the separation of time scales needed for MHD
stability analysis is presented in Chapter 2. In Chapter 3, we consider the
6
stability of a gravitating slab. This geometry simplifies the calculations, and
allows explicit demonstration of the gravity-curvature equivalence heuristic.
The connections between marginal ideal and resistive modes are also demon-
strated. In Chapter 4, we discuss the tearing ordering in detail, and emphasize
the relation to localized resistive interchange modes studied in the previous
chapter. The constant-Ψ dispersion relation is obtained in the incompressible
limit without velocity shear. Nyquist techniques are used to explicitly demon-
strate the Glasser effect. In Chapter 5, the equations governing the asymp-
totic behavior of resistive modes in cylindrical geometry are derived. Finally,
in Chapter 6, a dispersion relation is derived for a ”straight tokamak”, with
cylindrical geometry, toroidal topology, and toroidal curvature corrections in-
cluded, along with the effects of velocity shear and rotation. The dispersion





2.1 Magnetohydrodynamic Description of Fusion Plasma
Magnetically-confined fusion plasmas have large spatial gradients in
both energy density and particle density, making them non-equilibrium sys-
tems. The constituent electrons, ions, and electromagnetic field collectively
conspire to drive the system toward a spatially-homogeneous equilibrium pro-
file with statistical certainty. In a fluid description, the particles and electro-
magnetic field are spatially and temporally coarse-grained so that the parti-
cle, momentum, and energy densities of all species are smooth functions of
space and time. Moreover, the velocity profiles are assumed to be locally
Maxwellian, i.e. locally in the most probable distribution for given energy and
particle densities at each point in the fluid. This makes it possible to define
the temperature at each point in space.
The magnetohydrodynamic model treats the plasma as a single quasineu-
tral conducting fluid. The self-consistent equations governing the fluid and the








































|J |2 + κ∇2T. (2.3)
∇ ·B = 0, (2.4)











V ×B = σJ, (2.7)
where ρ is the mass density; V is the fluid velocity; s is the specific entropy;
T is the temperature; p is the pressure; B is the magnetic field; and E is the
electric field. In addition, ν, ζ, σ, and κ denote the kinematic viscosity, sec-
ond viscosity, electrical conductivity, and thermal conductivity of the plasma,
respectively. In general, a magnetized plasma is an anisotropic medium so the
kinetic coefficients are not necessarily scalars, but we neglect this refinement
here. Eqs. (2.1)–(2.3) express conservation of mass, momentum, and energy
of the plasma, and reduce to the equations of ordinary fluid mechanics when
B → 0. The equations (2.1)–(2.7) also govern the behavior of conducting
liquids. A plasma is distinguished from other conducting fluids by its distinct
values of σ, κ, ν, and ζ as well as its thermodynamic equation of state. It turns
out [33] that tokamak plasma behaves as an ideal gas with constant specific
9
heats1 cv = 3/2, cp = 5/2 to a high degree of approximation:
p = ρT/m (2.8)
where m is the average particle mass, which is roughly equal to half the average
ion mass for tokamak plasma.
By modeling the plasma as a fluid, we neglect the nonlocal effects
of Landau damping and (nonthermal) energetic-particle-driven instabilities
which arise from deviations from local thermal equilibrium. Including the
effects of wave-particle interaction requires abandoning a fluid model in fa-
vor of a kinetic description. By beginning from the more fundamental kinetic
description, one can obtain fluid equations in the short-mean-free-path limit
[4]. In tokamak plasma, the effective mean free path is very long compared
to characteristic gradient length scales, so use of a fluid model is difficult to
justify theoretically. Nonetheless, the MHD model has historically been an
extremely useful framework for understanding a wide variety of instabilities
found in tokamak plasmas. One plausible explanation of this fact is that
MHD is obtained from kinetic theory in a singular limit, and thus is to be in-
terpreted asymptotically. The leading behavior of an asymptotic series often
yields a very accurate approximation far away from the singular limit [1], in
contrast to a convergent series. In particular, MHD has been successfully used
to understand a wide variety of phenomena associated with the formation and
evolution of magnetic islands in tokamaks. In this dissertation, MHD will be
1These are specific heats per particle, where both ions and electrons are counted
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postulated as an appropriate model to understand the effects of velocity shear
on magnetic island formation in tokamak experiments.
The system of equations (2.1)–(2.7) can be simplified by using Eqs.
(2.6), (2.7) to eliminate E and J, and using the local thermodynamic relations
to eliminate s. The result is
∂ρ
∂t










+ ρν∇2V + ζ∇(∇ ·V), (2.10)
∂p
∂t















+ (ζ − 2νρ/3)(∇ ·V)2
)
, (2.11)
∇ ·B = 0, (2.12)
∂B
∂t
=∇× (V ×B) + η∇2B, (2.13)
where we have defined the resistivity η = c2/(4πσ), and Γ = cp/cv.
2.2 Separation of Time Scales
A straightforward implementation of the MHD model for studying equi-
librium profiles would consist in dropping all time derivatives in the system
(2.9)–(2.13). One can readily show that the resulting time-independent equi-
libria do not have the large gradients in temperature and density required to
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produce an appreciable-sized region with fusion conditions. Indeed, large gra-
dients imply the system will evolve in time toward a homogeneous thermal
equilibrium profile.
Fortunately, the sufficiently small values of electrical resistivity, thermal
conductivity2, and viscosity lead to profiles which evolve sufficiently slowly
to sustain large-gradient confinement profiles for times commensurate with
appreciable fusion.
To find the system of equations governing these “dissipative” equilibria,
we insert an ordering parameter, ε, in front of η, ν, ζ, and κ, and require that
all time derivatives be O(ε) as ε→ 0+. This in turn implies t = t0/ε where t0
2Note that we are considering electrical conductivity to be large, and thermal conduc-
tivity to be small. This may not seem reasonable from a physics perspective. However, we
are really trying to capture the effects of electrical resistivity apart from the complicating
influence of thermal conductivity, so we formally send it to zero. The other option would be
to send κ to infinity, but this would not allow for temperature gradients in the equilibrium
profiles. Here again, we see the advantage of adding ordering parameters, since it is easy to
construct special limits in parameter space which highlight particular phenomena. More-
over, because we are constructing singular limits, there is a good chance that the expansion
about κ = 0 will yield a good approximation for (say) κ ≈ 30, when numerical values are
inserted into the appropriate dimensionless parameters.
12




























The fields become functions of ε, and can be expanded in a series about
ε = 0. The leading-order behavior will satisfy
∇ · (ρ0V0) ≈ 0, (2.18)




∇× (V0 ×B0) ≈ 0, (2.20)
(V0 · ∇)p0 + Γp0(∇ ·V0) ≈ 0. (2.21)
as ε→ 0+. That is, the dominant behavior of the slowly-evolving confinement
profiles must satisfy the equilibrium conditions of ideal MHD, in the small-ε
limit.
The above procedure of increasing the number of parameters in the
problem by introducing ε is merely a convenient way of expressing an order-
ing assumption, namely that the terms multiplied by ε are relatively small.
An alternative approach would be to reduce the number of parameters in
13
the problem by defining dimensionless variables using scales which are in-
trinsic to the problem, and then considering limiting values of the resulting
dimensionless constants. Both approaches are ultimately justified by the self-
consistency of the results they lead to—terms which are assumed to be small
need to be small. From a formal asymptotic-expansion perspective, the intrin-
sic dimensionless parameter approach appears to be superior, since it involves
physically-meaningful limits, such as the ratio of two length scales. However,
in the problems being considered in this dissertation, there are a large num-
ber of possible normalizations, leading to an equally large number of possible
dimensionless parameters which can be used in an expansion. In this case,
dimensional analysis is of little value as a guide for which limits to consider.
This dissertation will follow the convention of introducing an extra parameter
ε, taking the small ε limit, setting ε = 1 in the final result, and verifying the
ordering.
2.3 Linear Stability of Slowly-Evolving MHD Profiles
2.3.1 Ideal Stability
In order for a formal solution of Eqs. (2.18)–(2.21) to have a possibility
of being realized in practice, it must be stable with respect to noise-induced
infinitesimal disturbances. Recall that the equilibria evolve on a dissipative
time scale. A given equilibrium profile is ideal-MHD unstable if an arbitrarily
small perturbation can be superposed which causes the system to grow at a
rate which is independent of ε in the small-ε limit. We are thus led to consider
14


















The governing equations are
∂δρ
∂t
=−∇ · (δρV0 − ρ0δV) + O(λ, ε), (2.23)
∂δV
∂t







(∇×B0)× δB + O(λ, ε), (2.24)
∂δB
∂t
=∇× (δV ×B0) +∇× (V0 × δB) + O(λ, ε), (2.25)
∂δp
∂t
=− (V0 · ∇)δp− (δV · ∇)p0 − Γ [δp(∇ ·V0)− p0(∇ · δV)] + O(λ, ε).
(2.26)
where λ is a second ordering parameter, and ρ0, p0,V0,B0 satisfy Eqs. (2.18)–
(2.21). Here we emphasize that we are considering leading-order in both ε and
λ. In particular, to lowest order in ε, the equilibrium quantities do not depend
on time.
We can determine the time evolution of an arbitrary perturbation, δf ,
by considering solutions with exponential time dependence:
δf ∝ eγt. (2.27)
where γ tends to a finite limit as ε→ 0+.
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This leads to an eigenvalue problem for the normal modes:
γδρ ≈−∇ · (δρV0 − ρ0δV), (2.28)








γδB ≈∇× (δV ×B0) +∇× (V0 × δB), (2.30)






 (x, γ) (2.32)
satisfies homogeneous boundary conditions which depend on the geometry of
the original problem. The system is ideal-MHD stable if the real part γ is
negative for all γ in the spectrum. Note that, just like the equilibrium equa-
tions (2.18)–(2.21), the system of equations governing the time-dependence
of the perturbation is formally identical to what would be obtained from the
ideal-MHD model, where the kinetic coefficients are dropped from the outset.
The ideal-MHD model has several notable features which simplify the
analysis of the stability problem. In particular, the magnetic field lines are
frozen into the fluid so that time evolution of the fluid induces the evolution of
the magnetic field. Thus, when considering stability with respect infinitesimal
perturbations, one only needs to consider initial profiles which are dynamically
accessible from the equilibrium of interest. It turns out that the perturbed fluid
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displacement induces the perturbed magnetic field, density, and pressure. This
dynamically-constrained motion is most easily formulated using Lagrangian
fluid variables. This is done in appendix A. The reduction in the degrees of
freedom, due to dynamical constraints, reduces the system of equations (2.28)–









+ (V ·∇)[(V ·∇)ξ]− (ξ ·∇)[(V ·∇)V]
]
− δρ(V ·∇)V −∇δp+ 1
4π




where all of the perturbed quantities are expressed in terms of the displacement
vector ξ:
δρ = −∇ · (ρξ), (2.34)




+ (V ·∇)ξ − (ξ ·∇)V, (2.36)
δB = ∇× (ξ ×B). (2.37)
2.3.2 Resistive Instabilities
In the previous section, we assumed that the growth rate tended to a
nonzero limit as ε → 0. Even if a given equilibrium is stable with respect to
ideal modes, it may still be linearly unstable; we can only conclude that the
growth rates of all perturbations vanish in the (ideal) limit ε→ 0. Of course,
if the growth rate of a perturbation vanishes at a rate proportional to ε as
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ε → 0+, then it cannot be distinguished from the dissipative time evolution
of the equilibrium profile. Hence we must next consider instabilities for which
ε γ  1, (2.38)
as ε → 0. In particular, we consider instabilities which vanish as a fractional
power of ε:
γ = O(εα) (2.39)
in the small-ε limit, where 0 < α < 1. Note that ideal instabilities correspond
to α = 0. These instabilities are called dissipation-driven, since they rely
on nonzero values of the energy-dissipating kinetic coefficients. In particular,
instabilities which vanish as a fractional power of the resistivity are called
resistive instabilities, and play an important role in magnetically-confined fu-
sion plasmas. Nonzero resistivity breaks the magnetic-flux-freezing constraint
of ideal MHD, effectively decoupling the fluid motion from the magnetic field.
In this dissertation we will restrict our consideration to dissipation-driven in-
stabilities which depend only on the electrical resistivity, to leading order.
These instabilities are only worth considering for equilibria which are
ideal-MHD stable. After all, in our assumed ordering where terms multiplied
by ε are small, an ideal mode would grow rapidly, altering the background
equilibrium profile before the resistive mode has had a chance to develop.





=−∇ · (δρV0 − ρ0δV) + O(λ, ε), (2.40)
∂δV
∂t







(∇×B0)× δB + O(λ, ε), (2.41)
∂δB
∂t
=∇× (δV ×B0) +∇× (V0 × δB) + η∇2δB + O(λ, ε), (2.42)
∂δp
∂t
=− (V0 · ∇)δp− (δV · ∇)p0 − Γ [δp(∇ ·V0)− p0(∇ · δV)]
+ (Γ− 1) η
2π
∇×B · ∇ × δB + O(λ, ε). (2.43)





+ (V · ∇)ξ − (ξ · ∇)V, (2.44)
δρ =−∇ · (ρξ), (2.45)
δp =− ξ ·∇p− Γp∇ · ξ, (2.46)
∇ · b =0, (2.47)
η∇2b = ∂
∂t








+ (V ·∇)[(V ·∇)ξ]− (ξ ·∇)[(V ·∇)V]
]
− δρ(V ·∇)V −∇δp+ 1
4π
(∇×B)× b + 1
4π
(∇× b)×B. (2.49)
where we have redefined δB→ b, in order to avoid δ’s in the final formulae3.
The derivation of the linearized equations is provided in Appendix A.1. In the
3The fields δρ, δp can be eliminated, leaving no δ’s in the resulting equations
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limit of vanishing resistivity, all perturbed quantities are parameterized by ξ,
and the ideal Frieman-Rotenberg equation [13] is recovered.
20
Chapter 3
Localized Instabilities in Slab Geometry
3.1 Gravity-Curvature Analogy
In the limit of arbitrarily large magnetic field strength, a single charged
particle executes a circular orbit in the plane perpendicular to B with (van-
ishing) radius ρ = mv⊥c/(eB), where m is the particle’s mass, e is the charge,
and v⊥ is the magnitude of the velocity perpendicular to the magnetic field.
Meanwhile, the particle translates freely along the field lines. The first-order
correction in the large-|B| expansion accounts for the finite radius of the cir-
cular orbit, which in turn leads to variations in ρ over the orbital period. For
example, an external force, F, perpendicular to B causes v⊥ to increase for
one half of the orbit and decrease during the other half. The variation in the
radius of curvature causes the particle to execute a drift at constant velocity
vd perpendicular to B.
A straightforward calculation [23] leads to the following expression for





Curved magnetic field lines also lead to a drift of the guiding center,
and this drift can be understood in terms of Eq. (3.1). To lowest-order, the
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particle moves with constant velocity v‖ along the curved field lines. The










implies that the particle’s guiding center is accelerating, and this acceleration
can be replaced by an inertial force
F = mv2‖κB, (3.3)
in the particle’s frame of reference.







which is correct [23].
Thus, as a heuristic principle, viewing field-line curvature and an ex-
ternal gravitational field as equivalent correctly predicts guiding-center drift
motion of charged particles in a strong magnetic field. We will directly verify
that this principle also holds, to a limited extent, for fluid behavior. This cor-
respondence greatly facilitates the analysis and interpretation of instabilities
in toroidal equilibria.
3.2 Stability of a Gravitating Slab
As a first iteration, we consider instabilities in plane geometry with an
external gravitational field. According to the previously mentioned heuristic,
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this model should be equivalent to studying equilibrium profiles with constant
curvature, i.e. cylindrical equilibria. This will be verified below. By first carry-
ing out the analysis in plane geometry, we are able to clearly demonstrate the
mathematical structure of resistive instabilities without the additional com-
plications of toroidal coordinates.
We choose the z-axis along the line of the gravitational field so that
g = −gez. In order to make the problem more closely correspond to a cylin-
der, we impose periodicity along the x-axis, with period a. Additionally, we
require periodicity in y, with period L, so that our problem is topologically
toroidal. Finally, we assume that our fluid is confined by two perfectly con-
ducting walls at z = ±Z. We will find that the particular choice of model
boundary conditions is not terribly important in our final result.
3.3 Ideal Stability
Before considering resistive instabilities, we must verify that the pro-
file is ideal-MHD stable. Moreover, the formalism for resistive modes is a
straightforward extension of the ideal-stability calculation, so ideal stability is
a natural starting point.
From Eqs. (2.18)–(2.21) governing the η-independent component of the
equilibrium profile, we find the most general plane-invariant equilibrium has
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the form
p = p(z), (3.5)
ρ = ρ(z), (3.6)
B = Bx(z)ex +By(z)ey, (3.7)
V = Vx(z)ex + Vy(z)ey, (3.8)
with






Because the background equilibrium profile is independent of x, y, and
t, we look for perturbations with irreducible dependence [15] in these variables:
δf(x, y, z, t) ∝ f(z)ekxx+kyy+γt. (3.10)
where the allowed wavenumbers are constrained to kx = m/a, ky = n/L by
the toroidal topology.
It is convenient to redefine γ at the outset by subtracting off a Doppler-
shift-induced real frequency due to the equilibrium velocity at a particular
(not yet specified) height z0. All perturbed quantities, δf , then have the time
dependence
δf ∝ e[γ−ik·V(z0)]t. (3.11)
This redefinition is equivalent1 to computing the growth rate after boosting
into the frame moving with the background velocity at z = z0.
1Mathematically, we have merely shifted the origin of the complex γ-plane, which implies
no loss of generality.
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The linearized equations (2.45)–(2.49) for slab equilibria become:
ργ̃2ξ =F(ξ,b)− g∇ · (ρξ), (3.12)
b−∇× (ξ ×B) =O(η/γ̃), (3.13)
∇ · b = 0, (3.14)
with
F(ξ,b) =(1/4π) [(∇× b)×B + (∇×B)× b] + ∇(ξrp′ + Γp∇ · ξ), (3.15)
γ̃(z) =γ + iΩ . (3.16)
where Ω = k · [V(z)−V(z0)].
The boundary conditions are
ξz(z = ±Z) = 0. (3.17)
It is convenient to expand the perturbed magnetic field and displace-
ment vector field in a field-line projection2:














By substituting these expansions into Eqs. (3.12)-(3.14), and projecting these
equations along ez, B, and ez × B, we will obtain a system of equations
2This basis makes the comparison with calculations in toroidal geometry more straight-
forward.
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which determine the spectrum of γ’s (and the associated eigenfunctions) for
the particular equilibrium configuration.
The divergence-free condition on b gives
d bz
d z
+ iFbB − iGb⊥ = 0, (3.20)
where we have defined F = k ·B, and G = ez · k×B. Similarly, we have
(∇ · ξ) = d ξz
d z
+ iFξB − iGξ⊥. (3.21)
Dotting Eq. (3.13) with ez and B yields
bz − iFξz =0, (3.22)
bB − iFξB +B2(∇ · ξ) +
[
4π (p′ + ρg) + (B2)′
]
ξz =0, (3.23)
respectively. Eq. (3.13) implies Eq. (3.14), which is information we have
used above. Thus dotting Eq. (3.13) with ez × B will not yield independent
information.
The remaining equations are obtaining by taking scalar products with
the perturbed equation of motion. By dotting Eq. (3.12) with B, ez ×B, and
ez, we find



































− ξzp′ − Γp(∇ · ξ)
]
− gρ(∇ · ξ)− gξzρ′. (3.26)
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Eqs. (3.20)–(3.25) can be used to express the components of b along
with ξB, ξ⊥, and (∇ · ξ) in terms of ξz and ξ′z. After a fair amount of algebra,





















2 + ω2S(z)], (3.28)
D =[γ̃2 + ω2s0(z)][γ̃
2 + ω2f0(z)], (3.29)
C =ρ′g − ρ[γ̃2 + F 2/(4πρ)] + k2ρg2 γ̃
































In summary, to determine the stability of a particular equilibrium
profile–characterized by the five functions p(z), Vx(z), Vy(z), Bx(z), and By(z),
which are related through Eq. (3.9)–we find the spectrum of eigenvalues of
Eq. (3.27), with boundary conditions (3.17). The equilibrium is ideal-MHD
unstable if there exists an eigenvalue γ such that Re[γ] > 0.
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3.3.1 Marginal Ideal-MHD Stability
In principle, we have outlined a procedure for determining profile sta-
bility, but the program is not immediately useful because of the general an-
alytical intractability of the eigenvalue equation (3.27). Moreover, we would
like a general criterion, such as3
V ′′x (z) 6= 0 ∀z ∈ (−Z,Z), (3.34)
which is independent of any particular functional form one might choose for
the equilibrium.
Fortunately, a general stability criterion can be obtained by assuming
the equilibrium profile is near a stable-unstable boundary (in equilibrium pro-
file space), and then looking for eigenfunctions with arbitrarily small growth
rate. More concretely, consider an N -parameter family of equilibrium profiles,
and assume that the parameter space has both a stable and an unstable re-
gion. As an arbitrary trajectory in parameter space approaches the stability
threshold, the growth rate of the most unstable mode vanishes. To obtain a
stability criterion, we therefore consider modes with the smallest growth rates,
and look for a property of the equilibrium profile which requires γ to have a
definite sign.
We thus adopt the ordering
γ → εγ, (3.35)
3This is Rayleigh’s inflection-point criterion [9] for stability of sheared flows.
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and study the behavior of the eigenvalues and eigenfunctions in the limit ε→ 0.
3.3.1.1 Outer Limit













+ C(z; γ = 0)ξ
(0)
z,Out ≈ 0, (3.37)





 C(z, γ = 0)ξ(0)z,Out, (3.38)
as ε→ 0+. Below, we will show that this ordering is valid everywhere outside
of a thin boundary layer, which forms at a point, z0, in the domain where
ωA(z0) = 0. (3.39)
Anticipating the boundary-layer analysis, we follow the convention of Ref. [1]
and refer to this ordering of Eq. (3.27) as the outer limit.











∼ −C(z; γ = 0)ξz, (3.36)
as ε→ 0+. If this is the case, then the solution ξ(0)z,Out of the differential equation obtained
by replacing the ′ ∼′ of Eq. (3.36) with an ′ =′ will be asymptotic to ξz(z; ε) as η → 0+.
Note, we were careful not to put Eq. (3.36) in the form F (ξ′′z , ξ
′
z, ξz) ∼ 0, since the only thing
asymptotic to zero is zero. In Eq. (3.36), the left and right sides of the relation can differ
by (nonzero) subdominant functions. We try to remind the reader of all of these implicit
assumptions by using the ′ ≈′ symbol. This technicality in the procedure of generating
asymptotic solutions of differential equations, discussed in Ref.[1], will be important in
Chapter 4.
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Assuming there is a point z0 ∈ (−Z,Z) where the Alfven frequency
vanishes, one can readily verify that Eq. (3.37) will have a singularity at that
point5.
In addition to Eq. (3.38) becoming singular, the surface z = z0 has
the notable property that the equilibrium magnetic field lines return to their
original value (i.e. close) after m windings in y, and n windings in x. In fact,
if we were to rescale x and y so that the system was periodic in both directions
with period one, then the slope of the magnetic field lines at z0 would be a
rational number m/n. These special surfaces are called rational surfaces. At
z = z0 the field lines have the same periodicity as the perturbation, and B(z0)
is perpendicular to k, so the field lines at this surface are not bent by the
perturbation.
Letting LOut denote the gradient length scale of the equilibrium quan-


























where we have defined a normalized independent variable x = (z − z0)/LOut,
5Had we not subtracted the Doppler shift due to the velocity at z0 in Eq. (3.11), we
would have had to consider the ordering γ → ik ·V(z0) + εγ, instead of Eq. (3.35). This, in
turn, is justified by a fairly involved argument, given in [18], which proves that as the most
unstable ideal mode transitions to instability, crossing into the unstable half of the γ-plane,























































as |x| → 0±. Using Eq. (3.46), it is easy to verify that the outer ordering
(3.38) breaks down for |z − z0| ≈ εLOut. Thus, the mode develops an internal
boundary layer at z0.
3.3.1.2 Inertial Layer
In order to obtain a uniformly valid asymptotic representation of ξz, we
must find the local behavior for |z − z0| ≈ εLOut, then asymptotically match
the two solutions.
Standard boundary layer theory [1] instructs us to seek a local solution
in the form













Figure 3.1: The outer and layer solutions near z0.
as ε→ 0+, keeping X fixed, with δ(ε) chosen to satisfy the regularity condition
at z0. This will come from the highest derivative (locally) contributing to
leading order, which implies δ = O(ε). By substituting z − z0 = δX, the
dominant terms in Eq. (3.27) will only depend on the equilibrium values at
z = z0.




















as ε→ 0+, where δ = ε
√
4πργ/F ′(z0).
The appropriate boundary conditions for Eq. (3.48) are determined by
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considering the behavior of ξz in an intermediate limit :
ε→ 0+, (3.49)




X = s/ε, (3.51)
x = εs. (3.52)
where ε =
√
δ/LOut. Thus, the intermediate limit is simultaneously the large-
|X| limit and the small-|x| limit. We therefore have
ξz(z = z0 + s
√
δLOut) ∼ ξ(0)z,Out(x = εs) ∼ Ξ(X = s/ε), (3.53)
for all s as ε→ 0+.
The large-|X| asymptotic behavior of Ξ is easily found to be

















as X → ±∞. Comparing this to Eq. (3.46), we see that the matching criterion
(3.53) can be achieved.





1 (ε|s|)ν + a
(±)






























1,2 come from solving Eq. (3.37) outside the inertial layer,
subject to the boundary conditions (3.17). An expression for the growth rate
is obtained by solving the inertial layer equation (3.48), and imposing the
conditions (3.57)–(3.58) at large |X|.
The matching conditions (3.57)–(3.58) also relate the arbitrary overall
scales of the eigenfunction in the two outer ideal regions. For example, the
constants a
(+)
1,2 are obtained by setting
ξ
(0)





(+Z) = α(+), (3.60)
where α(+) is arbitrary, and integrating Eq. (3.37) from z = Z down to the
singularity z0. The asymptotic behavior of ξ
(0)
z,Out will have the form (3.46), and
the constants a
(+)
1,2 will be linear functions of α
(+). Similarly, the values a
(−)
1,2
depend linearly on a second arbitrary scale α(−) from the initial condition at
z = −Z. The constants α(±), and the overall scale of the layer eigenfunction,
Ξ, are all related through Eqs. (3.57)–(3.58).
3.3.2 Marginal Ideal-MHD Dispersion Relation
We can obtain a closed-form analytic expression for γ in the limit βΓ→
∞. This limit physically corresponds to incompressibility. In this case, Eq.
34
(3.48) can be transformed to Legendre’s differential equation. The general
solution is
Ξ(X) = APν(−iX[1− κ2‖]) +BQν(−iX[1− κ2‖]). (3.61)
























Qν(−z) = −e−iνπQν(z), (3.65)


















































































3.3.2.1 Analysis of Dispersion Relation
There is a great deal of information contained in the dispersion relation
(3.70). For example, we see by that modifying the equilibrium profile away
from z0, or, by changing the nature of the boundary conditions, the growth
rate is only affected through the single parameter ∆′. The quantity ∆′ is a
linear functional of the profile outside of the layer, and a linear function of the
boundary conditions, and thus is insensitive to small changes at any one point.
In contrast, we will show that most of the important physics is contained in
u, which depends only on the characteristics of the equilibrium at z = z0.
If 4Dg > (1 − κ2‖), then u is purely imaginary. Substituting u = i|u|









where n is an arbitrary integer, which emerges from taking the logarithm of i,
and Φ is an unspecified function. We thus have an infinite sequence of unstable
modes, which accumulate at γ∞ = 0. The allowed values of n are limited from
below by the requirement that γn be small, which is our beginning assumption.
For stability, it is clearly necessary that 4Dg < (1 − κ2‖). To see what
happens near the boundary of this inequality, we look at the small-u limit of








Taking the logarithm of both sides, we get




Thus, u = 0, or 4Dg = (1 − κ2‖), is the ideal stability boundary. We have
only considered the analytically-tractable large-βΓ limit, but we have found a
special case of a general result [32]: The equilibrium is stable if and only if the
exponents of the asymptotic behavior (3.46) are real.
3.4 Resistive Interchange Modes
In the modes considered in the previous section, the width of the inertial
layer is δ = O(γ). In considering ideal modes, we have neglected the resistivity,
η, in the induction equation (2.48), which requires
|η∇2b|  |γb|. (3.76)
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Outside of the inertial layer, this inequality is satisfied. However, within the
resistive layer, |∇2b| ≈ |b/δ2|. We showed that γ → 0 at the ideal stability
boundary, so for sufficiently small γ, it is no longer justified to neglect η within
the layer. The two terms in Eq. (3.76) are of the same order of magnitude in
the inertial layer when γ ≈ η1/3.
These considerations lead us to adopt the ordering
γ → εγ, η → ε3η, δ → εδ. (3.77)
The width δ of the boundary layer scales with γ, which is the same as in the
ideal modes considered previously. What is new is the resistive diffusion term
in Eq. (2.48) will now be competitive with the inertial term within the layer.
The equations governing the mode outside the layer are obtained by dropping
γ and η, which again leads to Eq. (3.37).
A second way of arriving at the ordering (3.77) is to look for unstable
modes whose growth rates vanish in the ideal limit η → 0. From Chapter 2,
we know that such modes are only interesting if η  γ as η → 0, so that one
looks for growth rates which vanish as a fractional power of η:
γ ∝ ηα. (3.78)
The width of the inertial layer and the exponent, α, are simultaneously deter-
mined [1] in a distinguished limit, where the highest derivatives and the inertia
are all assumed to contribute to leading order6. The ordering (3.77) therefore
6This is an example of the heuristic principle of maximal complication, which instructs
us [26] to keep as many terms as possible when it isn’t clear a priori whether they are small.
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the natural starting point for studying resistive modes.
3.4.1 Outer Limit
By dropping the resistivity and inertia in each of the component equa-
tions, which we have assumed are small in our ordering, we again obtain Eq.
(3.37) as our dominant balance in the outer limit. The outer limit breaks
down near z = z0, where Eq. (3.37) is singular, and the asymptotic behavior
of ξ
(0)
z,Out near the singularity is given by Eq. (3.46) as x→ 0±.
3.4.2 Resistive Layer Equations
To find the behavior of the mode near z0, we again introduce layer
variables:
ξz(z0 + εx) ∼
(












b(z0 + εx) ∼
(












(∇ · ξ)(z0 + εx) ∼ε(∇ · ξ)(1)(x). (3.81)
as ε→ 0+. The explanation for how we determined the relative ordering of the
various components goes as follows: In the outer region, ξB, ξ⊥, (∇· ξ), bz, bB,
and b⊥ can all be expressed in terms of ξz and ξ
′
z through Eqs. (3.20)–(3.25).
For example,
bz,Out = iF (z)ξz,Out. (3.82)
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In an intermediate limit, where the outer and layer solutions should match,
the outer-limit relation (3.82) gives
bz,Out ≈ iF ′(z0)(z − z0)ξz,Out, (3.83)
which tells us |bz| ∝ δξz in the intermediate region. In order to have a match,
this ordering must also hold in the intermediate region for the layer variables,
which tells us bz/ξz = O(ε) throughout the layer. Carrying out this reasoning
for each of the other components, one finds the ordering (3.79)–(3.81).
The differential equations determining the layer variables are found by
projecting the linearized resistive-MHD equations7
ργ̃2ξ =F(ξ,b)− g∇ · (ρξ), (3.84)
η∇2b = ∂
∂t
[b−∇× (ξ ×B)]−∇× (V × [b−∇× (ξ ×B)]) , (3.85)
∇ · b =0, (3.86)
onto ez, B, and ez ×B, taking the layer limit ε→ 0+, (z − z0)/δ = constant
and dropping all manifestly subdominant terms.
The ez and B projections of Eq. (3.85) give
ηb(2)z
′′











2(∇ · ξ)(1) + [4π(p′ + ρg) +B2′]ξ(1)z )
− (b(2)z − iF ′xξ(1)z )M, (3.88)
7In the ordering (3.77), the resistivity does not contribute to Eq. (2.46) to leading order.
The thermal conductivity would if κ = O(ε), but we limit our consideration to resistive
modes which are independent of thermal conductivity (and the viscosities) to leading order.
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respectively, where M = ez ·B× (∇×V), and all equilibrium quantities are
evaluated at z0.























′ + ρg)b(1)z + iF
′x[ξ(1)z p
′ + Γp(∇ · ξ)(1)]. (3.91)
Finally, the ez and ez ×B components of Eq. (3.84) both give







Something interesting has happened: we have more unknowns than
equations because both of the components of the equation of motion per-
pendicular to B give the same information, leading to an underdetermined
system. One possible solution would be to keep higher-order terms in the ez
and ez ×B components of Eq. (3.84), then attempt to algebraically eliminate
the dominant information. A second approach, outlined in Ref. [26] is to
find a scalar-valued operator which identically annihilates the terms which are
dominating in the limit.
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Looking at Eq. (3.92), we see that the dominant physics perpendicular
to B is (magnetosonic) force balance. Indeed, if the terms in Eq. (3.92)
were competitive with inertia to leading order, then they would dominate
the motion, and the resistivity would merely introduce a small correction.
To annihilate the magnetosonic forces, we apply the operator ∇ · (B/B2 ×
· · · ), introduced in Ref [8] to the perturbed equation of motion (3.84). To













where we have used ∇ · J = 0. We see that the annihilator extracts the force
density due to parallel currents, i.e. the kink force [12]. In our problem,
Eq. (3.92) tells us that, in the plane perpendicular to B, the force due to
the current perpendicular to the magnetic field is balanced by the pressure
gradient, leaving the kink force to drive the mode.
































































































where x = (z − z0), and all equilibrium quantities are evaluated at z0. Note





B , yielding the ideal inertial layer equation (3.48) considered previously.





be eliminated from Eqs. (3.95)–(3.97), but the resulting equation for ξ
(1)
z is
sixth order. We prefer not to do this since the decoupled equation remains
intractable, and the physical meaning of the various terms is less apparent.
Before normalizing these equations, we must incorporate the equilib-
rium relation (3.9):
(B2)′ = −8π(p′ + ρg), (3.98)
and the Alfven resonance condition (3.39), which gives
(m/a)Bx + (n/L)By = 0. (3.99)
43
































































′(z0)Υ, Q̃ = [γ + iΩ
′(z0)x]/γη,





This sixth-order system has six linearly independent solutions which can be


















































































1− κ2‖ − 2κ2‖/(βΓ)
. (3.108)
3.4.3 Asymptotic Matching
The solution of Eqs. (3.100)–(3.102) must be asymptotically matched
to ξ
(0)
z,Out, which implies that the power-law solutions must dominate at large









6 = 0. (3.109)














We can verify that we now have a well-posed problem determining the
leading-order asymptotic behavior of γ and ξz, inside and outside of the resis-




z,Out from the boundary conditions at z = ±Z, and the general solution to the
sixth-order system (3.100)–(3.102) contains six arbitrary constants, for a total
of eight constants, not including the γ. One of these constants corresponds to
an arbitrary overall (nonzero) scale of the eigenfunction. The seven remaining
constants, together with γ, are determined by the eight matching conditions
(3.109)–(3.111).
3.4.4 Remarks
3.4.4.1 Utility of the Asymptotic Approach
Unfortunately, after all of this work, we still have a system of equations
we cannot solve. One may wonder whether all of the approximations which
were made in obtaining Eqs. (3.100)–(3.102) were worth the trouble if we have
to numerically solve the problem anyway.
For starters, we have already learned that most of the important physics
is contained in the resistive layer. Moreover, within the layer, the important
dimensionless quantities are Ds, κ‖, Dρ, Dp′ , and βΓ. By numerically solving





one can quickly map out the stability trends. Without using asymptotics to
split the eigenvalue problem into a boundary layer and outer ideal region, one
would be forced to numerically solve a rather complicated sixth-order system of
ODEs, and try to spot trends while exploring the vast space of arbitrary equi-
librium profiles. Our singular limit ε → 0+ highlights–or even exaggerates–
contextually relevant features, providing an easily interpretable caricature of
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the important physics. In the present case, the context is instabilities which
persist within the ideal stability boundary.
There are also practical difficulties associated with direct numerical
solution to the general eigenvalue problem when the background profile is close
to the stability boundary. In Section 3.2, we saw that the width of the inertial
layer is O(γ). Thus a numerical routine will have to self-consistently determine
the appropriate highly-nonuniform grid spacing required to capture the salient
features of the eigenfunction near z = z0, where the Alfven frequency vanishes.
3.4.4.2 Higher-Order Boundary Layer Theory
Suppose we were able to generate an analytic solution to Eqs. (3.100)–
(3.102), and use it to obtain a dispersion relation of the form





This would allow us to find the region of parameter space for which the
equilibrium is stable with respect to modes whose growth rates vanish like
γ = O(η1/3). This does not mean we have finished with the resistive stabil-
ity analysis, since we have only computed the leading-order behavior of the
growth rate. In general, the growth rate has an asymptotic power series in η.
For example, the expansion for γ might be of the form8:
γ ∼ γ1η1/3 + γ2η2/5 · · ·+ γnη. (3.113)
8In this example, we can truncate the expansion at the n− 1 term, since the correction
γnη is indistinguishable from the resistive diffusion of the background.
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Of course, we don’t know the exponents of the remaining terms a priori, but
it is possible that the second term in the series has an exponent less than one,
meaning it is still fast compared to the background resistive diffusion. Within
the formalism of asymptotics, the second term in the series is infinitesimally
small compared to the first. However, we are using an asymptotic expansion
about η = 0 to generate a numerical approximation for nonzero η. As an
approximation, small |γ1| can make the leading behavior competitive with the
next term in the series. Similarly, when γ2 happens to be numerically large,
the second term in the series can lead to net instability.
The equations governing the next term in the asymptotic series for γ
and ξz will have the same form as Eqs. (3.95)–(3.97) within the layer, and Eq.
(3.37) in the outer region, only they will have inhomogeneous source terms
involving the lowest order quantities, and new constants, involving higher
derivatives of the equilibrium quantities at z0. For example, Eq. (3.92) will
become
















where all of the terms on the right-hand side are known from the leading-order
solution.
In principle, we would like to have all of the terms in the series which
lead to corrections in the growth rate which are o(η). In general, the higher-
order terms in the asymptotic series for the eigenfunction will also have a
boundary layer at z0, and the width of the width of the layer will tend to
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increase.
An alternative approach to carrying out the series to higher order would
be to impose an auxiliary ordering from the start. If we had some way of know-
ing that the series for γ had the form given in Eq. (3.113), and additionally,
we are able to arrange the ε dependence so that γ1 = O(ε
1/15) (perhaps by or-
dering g), then the first two terms of Eq. (3.113) would both be generated in
the leading-order calculation. This approach will be implemented in Chapter
4.
Finally, we note that as we study progressively slower instabilities, the
equations which need to be solved tend to get more complicated, because a
larger number of terms contribute. In the next section we will find a very
interesting exception to this rule.
3.4.5 Dispersion Relation in the Static, Incompressible Limit
It is worthwhile to study the solution to the resistive layer equations in
the limit κ‖ = 0, and βΓ → ∞. In this case, Eqs. (3.100)-(3.101) become a
fourth-order autonomous subsystem:


























with ν = −1/2 +
√
1/4−Dg.
The resulting dispersion relation is
Q3/2 =
Dg




Here n is a positive integer, and it has been assumed that Dg > 0. This infinite
sequence of unstable modes is analogous to behavior of the ideal dispersion
relation (3.73) when Dg > 1/4. Thus we conclude that the resistive stability
boundary is Dg > 0.
Examining the small-µ behavior of ζ given in Eq. (3.118), we find
ζ ∼ α0µν . (3.120)





Γ(1 + ν)eiπ/2(ν+1)|X|−1−ν , (3.121)
as X → ±∞. Comparing with Eq. (3.104), we see that the solutions we have














Γ(1 + ν)eiπ(1+ν)/2. (3.123)
.
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1 , which are determined by the equilibrium



















In the limit η → 0, Eq. (3.124) reduces to Eq. (3.122). Thus, when the




1 -dependence vanishes, and the general
dispersion relation reduces to Eq. (3.119).
Though we are not able to solve Eqs. (3.115)–(3.116) for arbitrary
matching conditions (3.124), the special solutions we have found possess sev-
eral interesting features. For one thing, the growth rate is completely inde-
pendent of the equilibrium profile outside of the layer. This is in contrast to
the expression (3.70) for the ideal instabilities considered previously, where





Second, the boundary conditions (3.123) are even in Ξ, and the layer
equations (3.115)–(3.116) conserve parity, implying the solutions we have found
must be even in configuration space. Looking back to Eqs. (3.95)–(3.97), we
see that with velocity shear included, the layer equations no longer possess
parity-invariant solutions. From an analytical perspective, this loss of parity
symmetry makes the layer equations much more difficult to solve. For ex-




Tearing Modes in Slab Geometry
In the last chapter, we were able to find a family of special solutions to
the incompressible, static resistive layer equations (3.115)–(3.116) correspond-





2 = 0. (4.1)
We showed that this special case of boundary conditions can be interpreted
as the limiting behavior1 η → 0, or, for nonzero η, a(±)1 /a
(±)
2 → 0. Finally, we
noted that these particular solutions were even in Ξ. In this chapter, we will




2 , and we will find that these modes
have odd parity in Ξ.
Treating η as a small parameter,
η → εη (4.2)
1We also noted that the ordering leading to Eqs. (3.115)–(3.116) is equivalent to con-
sidering the small-η limit of linear resistive instabilities, so taking the small-η limit of the
boundary conditions (3.124) is consistent with our practice of only keeping leading-order





2 6= 0, another good reason for excluding these terms is they are expected to be
small in comparison to the Dg-dependent terms given in Eq. (3.116), which produce an
instability for Dg > 0.
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we find that the effects of the equilibrium profile outside the layer produce
a higher-order effect on the growth rate than the interchange parameter Dg.





2 is significant only when the destabilizing forces within the layer are
small enough to be competitive with the boundary conditions in determining





2 contribute to leading order.
4.1 Boundary Layer Within a Boundary Layer
We wish to consider the small-Dg limiting behavior of the solution to
Eqs. (3.115)–(3.116), with boundary conditions
Ξ ∼A(±)2


















as X → ±∞. According to Eq. (3.119), we must also take Q to be small
so that Dg → 0, Q → 0, while Dg/Q3/2 = constant. We thus consider the
auxiliary ordering
Dg → ε̂3Dg, Q→ ε̂2Q. (4.5)






−1/3)–but this would require a solution to Eqs. (3.115)–(3.116) with
inhomogeneous boundary conditions, which does not appear to be analytically tractable.
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With the ordering (4.5), Eqs. (3.115)–(3.116) become











The matching solution will have the asymptotic behavior
Ξ ∼A(±)2



















as X → ±∞. Thus, the eigenfunctions and growth rates are functions of both
ε and ε̂, and we will look for an asymptotic solution in the limit ε → 0+,
ε̂→ 0+.








































Comparing this to Eqs. (4.8)–(4.9), we find the matching conditions
A
(±)



















By dropping the term ε̂2Ξ′′ in Eq. (4.7), the order of the equation is
reduced, and we therefore expect a boundary layer to be produced in the limit.
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This is analogous to the boundary layer that was produced in Section 3.3.1
by considering the limit of marginal stability. Here we have a boundary-layer
structure emerge within a boundary layer. This makes the matching more
complicated, while simplifying the equations.
With the auxiliary ordering (4.5), self-consistency requires us to keep an
additional term in the annihilated equation of motion. In the incompressible,



















This leads to an additional constant in the normalized layer equations:



























The limit ε̂→ 0+ still produces a boundary layer at X = 0, but the ordering
is now self-consistent3.
3With the auxiliary ordering, an additional term proportional to Jp must also be kept in




4.1.1 Outer Limit of Resistive Layer Equations
The outer limit of Eqs. (4.14)–(4.15) is










which contains a one-term dominant balance. This is only self-consistent if
Eq. (4.17) is interpreted as an equation, which is more restrictive than an
asymptotic relation.4
The general solution to Eqs. (4.17)–(4.18) is
ΨOut = Ψ0 + Ψ1X, (4.19)

































where, in the auxiliary limit considered,
A
(±)
1 = Ψ1, (4.23)
A
(±)
2 = ±Ψ0. (4.24)
4This means that there cannot be Stokes wedges; Ψ must have the same asymptotic
behavior as X →∞ from any direction.
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To leading order in ε̂, the boundary conditions (4.22) give
Ψ1/Ψ0 = 0. (4.25)
This tells us that to leading order, Ψ is a constant in the outer layer. Since
Ψ does not develop a boundary layer in the auxiliary limit, Ψ is a constant
across the layer:
Ψ = Ψ0 + o(ε̂
2Dg) (4.26)
With this result, the auxiliary ordering (4.5) is usually referred to as the
constant-Ψ approximation.
4.1.2 Layer Limit of Resistive Layer Equations
The ordering assumption which led to Eqs. (4.17)–(4.18) is valid as
long as
ε̂2Ξ′′  X2Ξ/Q. (4.27)
Using the outer solution (4.20), one can verify that this ordering breaks down










5The stretched variable ξ is not to be confused with the displacement vector ξ.
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The layer equations (4.6)–(4.7) become
Ψ′′ = ε̂3Q3/2Ψ0(1− ξΦ), (4.30)









Note that Eq. (4.31) has also become an autonomous subsystem in
the limit. We can obtain a dispersion relation by solving Eq. (4.31) for Φ,
substituting the solution into Eq. (4.30), and then integrating this equation
from −∞ to ∞, which gives
∆̄′ = ∆, (4.32)




(1− ξΦ) dξ, (4.33)
∆̄′ = lim
|ξ|→∞
[Ψ′(ξ = |ξ|)−Ψ′(ξ = −|ξ|)] /Ψ0. (4.34)


























































This ordering and subsequent calculation has many interesting features.
First, in the outer limit, Eq. (4.17) became a trivial autonomous subsystem.
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This allowed us to solve for Ψ, and treat it as a known source in Eq. (4.18).
A second interesting feature is the leading order behavior of Ψ does not de-
velop a boundary layer, while, in the auxiliary limit, both Ξ and Ψ − Ψ0 do.
Once the known Ψ = Ψ0 is substituted into Eq. (4.18), we can solve for Ξ
directly, without having to separately solve inner and outer equations, and
asymptotically matching the solutions.
Being able to solve Eq. (4.31) also allowed us to avoid resolving the
relative size of ε1/2ε̂−5/2; maximal complication instructs us to keep it (if pos-
sible), which is equivalent to assuming this term is order unity. In fact, had
we assumed ε̂5 = ε from the start, we would obtain Eqs. (4.30)–(4.31) directly,
rather than Eqs. (3.115)–(3.116). We will employ this more complicated or-
dering in Chapter 6.
In general, analysis of slower fluid motions is more complicated, pri-
marily because more terms in the governing equations contribute substantially.
For example, we saw in the previous chapter that the ideal-MHD inertial layer
equation was much simpler than the resistive layer equations. By considering
even slower motions in this chapter, the limit is complicated but the resulting
equations are simple.
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4.2 Dispersion Relation in the Incompressible Static
Limit
Note that Eq. (4.31) is an inhomogeneous quantum harmonic oscillator






The solution breaks into even and odd parts
Φ = Φ(+) + Φ(−), (4.39)
with Φ(+) ∝ Jp. However, only Φ(−) contributes to ∆, so the dispersion relation
is independent of Jp. In Chapter 6, we will see that by including velocity
shear—which breaks the parity symmetry of the equations—both the even
and odd components of Φ will contribute to the dispersion relation. In the
present case, Jp alters the shape of the mode without affecting the growth
rate.
The details of the calculation follow the same procedure employed in
Appendix B to solve a more complicated version of the same equations. The



















4.2.1 Analysis of Dispersion Relation
Before using Eq. (4.40) to study the effects of ∆′, we look at the special
case ∆′ = 0. The right side of Eq. (4.40) will be zero when the denominator
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goes to infinity. The function Γ(z) has simple poles at z = 0,−1, · · · , leading
to an infinite set of roots
1
4
(1−Dg/Q3/2n ) = −n, (4.41)
for n ∈ N. Comparing Eq. (4.41) to the small-Dg limiting behavior of Eq.
(3.119), we see that we have recovered the modes considered in Section 3.4.5.
Looking back at the integral ∆, we again see that these modes must be even
in Ξ.
A second simple case to consider is Dg = 0, i.e. no gravity. In this


















Eq. (4.32) tells us that the associated mode must be odd. This instability
is called a tearing mode, and was first considered in Ref. [14]. This mode is
driven by forces outside of the layer, and we see that, without gravity, the
tearing stability criterion is ∆′ < 0. For this reason, ∆′ is called the tearing
stability index. Returning to dimensioned variables, Eq. (4.43) implies that
γ = O(η3/5).
A third interesting case to consider is an equilibrium which is locally
gravitationally stable with destabilizing forces outside the layer. We follow
the approach of Ref. [16] and employ a Nyquist plot, using Eq. (4.40) as a
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Figure 4.1: The contour CQ in the complex Q plane.
conformal map from the Q plane to the ∆′ plane. In particular, we define the
contour CQ, shown in Figure 4.2.1, which encircles the unstable half of the
Q-plane. The image of CQ under the map (4.40) is shown in Fig. 4.2.1, for
the case Dg < 0. From Figure 4.2.1, we see that for Dg < 0, the critical value
∆′crit. = 0 is again sufficient for instability.
In contrast, when the analogous interchange parameter is negative in
cylindrical geometry, there is a stabilizing effect. Jumping ahead, we show the
Nyquist plot for the constant-Ψ dispersion relation in cylindrical geometry in
Figure 4.2.1. The analogous interchange parameter, Ds, is negative, meaning
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HD 'Lcrit = 0







Figure 4.2: The image of the contour CQ in the complex ∆











Figure 4.3: The image of the contour CQ in the complex ∆
′ plane for cylindrical
geometry with Ds = −5.
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the equilibrium is locally stabilizing with respect to interchange modes. In this
case, there is a positive threshold value, ∆′crit, of the tearing stability index
required for instability. The stabilizing effect near the rational surface is called
the Glasser effect. From the Nyquist plot, we see that there are two values
Qcrit.1,2 on the contour CQ which cross at ∆
′
crit., and for Dg < 0, these growth
rates are purely imaginary complex conjugates. We will use this fact in Section
6.1.3 to find an expression for ∆′crit.
Roughly speaking, the Glasser effect expresses the fact that the mag-
netic curvature is locally stabilizing with respect to the tearing mode, and
must be compensated for by a sufficiently large gain in free energy outside of
the layer. Interestingly, this effect is not present in the slab model.
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Chapter 5
Localized Instabilities in Straight Tokamak
Geometry
In the previous chapters, we have demonstrated the techniques used
in the analysis of marginal ideal and resistive modes. We now upgrade our
model to cylindrical equilibria with periodicity along the axis of symmetry.
We will find that gravity plays the same role as curvature in the ideal stability
calculation, though as we saw previously, the Glasser effect is not present in
the slab model. Our primary objective is to study the effect of velocity shear
and rotation on the stability of tearing modes. This will be taken up in the
next chapter. Here, we will derive the general resistive layer equations. With
shear and rotation included, the resistive interchange layer equations will help
us determine the proper auxiliary ordering for the constant-Ψ approximation.
For cylindrical equilibria parameterized with standard (r, θ, z) cylin-
drical coordinates, the profile is specified by six scalar functions
ρ =ρ(r), (5.1)
p =p(r), (5.2)
V =Vθ(r)eθ + Vz(r)ez, (5.3)
B =Bθ(r)eθ +Bz(r)ez, (5.4)
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For all perturbations away from equilibrium, we impose periodicity
along z with period L, making our model problem topologically toroidal.
With the background equilibrium profile independent of θ, z, and t, we
express all perturbed quantities in the form
δf ∝ exp (i k · r + [γ − i k ·V(a)]t) , (5.6)
where k = (m/r)eθ + (n/L)ez. The integers m and n are the poloidal and
toroidal mode numbers, respectively. The linearized equations (2.45)–(2.49)
for cylindrical equilibria become:
ργ̃2ξ =F (ξ,b)− 2i γ̃(Vθ/r)ez × ξ
−
[
(ρV 2θ /r)∇ · ξ + rξr(ρV 2θ /r2)′
]
er, (5.7)
γ̃[b−∇× (ξ ×B)] =([b−∇× (ξ ×B)] ·∇)V + η∇2b, (5.8)
∇ · b = 0, (5.9)
with
F(ξ,b) =(1/4π) [(∇× b)×B + (∇×B)× b] + ∇(ξrp′ + Γp∇ · ξ),
γ̃(r) =γ + i Ω(r), (5.10)
Ω(r) =k · [V(r)−V(a)]. (5.11)




Over most of the domain, resistivity and inertia can be neglected, so
that the leading-order behavior of a resistive mode satisfies the linearized,
marginally-stable, ideal-MHD equations. These equations reduce to a single








+ C(r)(rξr) = 0, (5.12)
where
A(r) ∝ (k ·B)4. (5.13)
This equation has a singularity at r = a where F = k ·B = 0. The assumed
ordering of the resistive and inertial terms breaks down in a neighborhood of
this point, and an internal boundary layer is formed in the η → 0, γ → 0 limit.
As r → a±, the solution to Eq. (5.12) has the asymptotic behavior






1− 4Dv − 1
]
. (5.15)
The limiting expressions for each component of b and ξ (in a field-line
projection basis) can be expressed in terms of ξr:
er · b ∝ (r − a)ξr, B · b ∝ ξr, (er ×B) · b ∝ [(r − a)ξr]′,
(∇ · ξ) ∝ ξr, B · ξ ∝ ξr/(r − a), (er ×B) · ξ ∝ ξ′r.
(5.16)
as r → a±. The relations (5.16) together with Eq. (5.14) can be used to find
the relative ordering of the layer variables by demanding consistency in the
intermediate region.
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, κg = κs + κθ
(




As in Section 3.3.2, when the exponents in Eq. (5.14) are complex,
there are localized unstable modes.
5.1.0.1 Small Velocity Limit
The parameter Dv depends on Vθ, V
′
θ , and V
′
z through the dimensionless
quantities κs, κθ, κ‖, and κ⊥. These parameters are small when the charac-
teristic velocities are well below the sound speed, which is certainly the case














We are primarily interested in the case where Ds is negative. In a true
cylinder, this only occurs when the pressure increases with r, but when toroidal
corrections are taken into account [29], corrections resulting from favorable
magnetic curvature can result in negative Ds with radially decreasing pressure.
69
From Eq. (5.19), we see that the velocity shear perpendicular to the
magnetic field, κ‖, can enhance the stabilizing properties of the magnetic cur-
vature. Conversely, when Ds is positive, κ‖ enhances the destabilizing effect.
At high pressure, rotation always has a destabilizing effect, but at low pressure
rotation can also amplify the stabilizing effect of the field line curvature. The
κs term is associated with equilibrium entropy gradients, and can be stabiliz-
ing or destabilizing, depending on the sign. Finally, the last term in Eq. (5.19)
arises from κg, and is a Coriolis force that can have either sign.
In the following, we find that all of these qualitative effects are the same
for resistive instabilities, but there are new destabilizing effects that arise from
the parallel current and the current gradient within the layer.
5.1.0.2 Nonrotating Limit
We can verify the gravity-curvature equivalence by looking at the ideal
inertial layer equation in the non-rotating, incompressible limit Vθ → 0, βΓ→















Ξ = 0. (5.20)
where X = (r − a)
√
4πρ/γ. This equation has a similar form to Eq. (3.48),
and reduces to it in the limit S → 0. The quantity S is a stabilizing parameter
which goes to zero in the plane limit. The quantity Ds is proportional to the
product∇p·κB, so at least in a qualitative sense, magnetic curvature is playing
a similar role to gravity.
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Another interesting correspondence is the non-rotating, low-pressure









+DsΞ = 0. (5.21)
This is exactly the same as Eq. (3.48) with Dg → Ds. Thus we see that, with
rotation neglected, gravity can play the same role as magnetic curvature in
determining ideal stability.
5.2 Resistive Interchange Ordering
Assuming the equilibrium to be ideally stable, we consider the ordering
η → εη, and assume γ → 0 as η → 0. Taking the outer limit, we find that
the leading-order behavior of the modes must satisfy Eq. (5.12) everywhere
except in the immediate vicinity of r = a. To construct a uniformly valid
asymptotic expression, we must also find the leading-order solution in the
inner limit η → 0, δ(η)→ 0, with x = (r − a)/δ held constant.
We can determine δ(ε) by looking for modes that match the limiting
form of Eq. (5.12) in an intermediate region. Using Eqs. (5.14) and (5.16),
we find leading-order components in the layer have the relative ordering
ξ(r = a+ δx, η) ∝
[












b(r = a+ δx, η) ∝
[












∇ · ξ(r = a+ δx, η) ∝ δ(∇ · ξ)(1)(x), (5.24)
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as ε → 0. In order to retain all of the highest derivatives the layer, the
resistivity and growth rate must contribute to leading order, which implies γ
and δ vanish like η1/3.
From (5.22)–(5.24), we see that the leading-order components of both

















where G = er · k × B. The relations (5.25), (5.26) are used to eliminate ξ(0)⊥
and b
(1)
⊥ in the subsequent equations.




















while both components of Eq. (5.7) perpendicular to B give
ξ(1)r p










to Eq. (5.7) to obtain


















































The projections of Eq. (5.8) along er and B give
γ̃
(


















2(∇ · ξ)(1) + ξ(1)r
((
B2 + 4πp





b(2)r − iF ′xξ(1)r
)
[(V ·B)′ + er · [(∇×B)×V]] ,
(5.31)
respectively. Equations (5.31) and (5.28) can be used to eliminate (∇ · ξ)(1)
and ξ
(0)
B . The quantities m and B
′
z can be eliminated using the equilibrium






Bθ = 0. (5.32)
The resulting system of equations is




























































































X = x/Lη, Q = γ/γη,
κ‖ = Ω
′Lη/γη, κψ = κ⊥ − S2κθ,
















The appropriate boundary conditions for these equations are deter-
mined by matching them to the outer equations, which requires finding the
asymptotic behavior of Eqs. (5.33)–(5.35) as X → ±∞. The general solution
has the leading-order behavior given in Eq. (3.104), where Dv is now given by
Eq. (5.17).
5.2.2 Matching Conditions





The inner limit of the outer solution has the asymptotic behavior




Once the exponentially growing solutions have been eliminated, the
large-|X| asymptotic behavior of the layer equations is
Ψ ∼ A(±)1 |X|1+h + A
(±)
2 |X|−h. (5.39)




2 up to an
overall multiplicative constant. This will be done in the following subsection.










6 = 0. (5.40)
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5.2.2.1 Intermediate Limit
Define s = r−a√
Lηa
and recall X = r−a
Lη








. The limit η → 0, with s held constant, is an intermediate limit
in which the outer solution and the layer solution should match. The actual




























η → 0, S = ±|s|. In this same intermediate limit,














Because both the outer and layer equations are linear, the overall constants
in front of Ψ and br are freely chosen. The matching parameter is the ratio of



























Thus, the leading-order behavior of the growth rate, Q, and the perturbed
fields near the rational surface, are determined by finding the solution to
the sixth-order system of equations (5.33)–(5.35), with the six homogeneous
boundary conditions (5.40) and (5.44).
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5.2.3 Discussion
In the static limit, the layer equations (5.33)–(5.35) are invariant under
the transformation X → −X, and there is no explicit i-dependence. With
equilibrium velocity shear and rotation, the layer equations (5.33)–(5.35) are
no longer parity conserving, and now contain both real and imaginary parts.
These two facts appear to be related, since an ansatz of the form
Ψ = Ψr + i Ψi, (5.45)
Ξ = Ξr + i Ξi, (5.46)
Υ = Υr + i Υi, (5.47)
leads to a system of six second-order real equations which do happen to con-
serve parity.
Even when rotation and velocity shear are dropped, finding modes and
growth rates requires numerical solution. Many effective routines have been
developed [17] for problems of this type, but the implementation is complicated
by the fact that the equations (5.33)–(5.35) do not conserve parity. Another
difficulty results from the Doppler shift contribution to the growth rate, which
turns Q to Q̃. In Fourier space, these terms—which are proportional to X—
become derivatives, and the order of the equations is not reduced.
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Chapter 6
Tearing Modes in Straight Tokamak Geometry
The boundary conditions for the layer equations (5.33)–(5.35) are ho-
mogeneous, so the growth rates can only depend on the characteristics of the
equilibrium at the rational surface. The interaction between the layer and
the rest of the perturbation is a higher-order effect. If η is treated as the only
small parameter, then computing the effect of the equilibrium outside the layer
requires solving the problem to second order in η.
As discussed in Chapter 4, we really only care about the interaction
between the profile outside the layer and the perturbation in the layer when
the interaction effects are significant. This occurs when first-order effects are
numerically small. Thus we consider a more complicated limit where Ds, κs,
κθ, κ⊥, and κ‖ are all sufficiently small, which in turn implies we are studying
the small-|Q| limiting behavior of Eqs. (5.33)–(5.35).
In Chapter4, we had the leading-order dispersion relation (3.119), which
instructed us that we must order Dg along with Q. Here, we must use Eqs.
(5.33)–(5.35) to determine the ordering. By temporarily dropping the κ’s, and
taking the large βΓ limit, we again find Q ∝ D2/3. This tells us p, p′ = O(Q3/2).
The velocity shear, κ‖ will dominate Q for all ξ (in the layer within the layer)
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unless Q ∝ κ4/3‖ , so that V, V ′ = O(Q3/4). In dimensioned variables, we have
η → ε5η, γ → ε3γ, δ → ε2δ,
p→ ε2p, p′ → ε2p′, V → εV, V ′ → εV ′. (6.1)
Looking at the equilibrium force balance relation (5.5), we see that we
are considering the limit of a locally force-free field.
Finally, we note that V , V ′, and p′ must be ordered at least as small
as Eq. (6.1). If they are smaller, then they don’t contribute to leading order,
but they cannot be larger without abandoning self-consistency. So really, we
have p′ ≤ O(ε2), V ≤ O(ε), V ′ ≤ O(ε). On the other hand, p must be at no
smaller than O(ε2). If we don’t order p, then we retain self-consistency, and
get the incompressible limit of the maximally ordered equations below. This
justifies the incompressible limit for tearing modes.
The lowest-order components of the perturbed fields have the asymp-
totic behavior
ξ(r = a+ ε2x, ε) ∝
[
































(∇ · ξ)(r = a+ ε2x, ε) ∝ε2(∇ · ξ)(2)(x), (6.4)
as ε → 0, with x = constant. Following the same procedure used to obtain
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Eqs. (5.33)–(5.35), we find


























































































, X = x/(lLη),





































which has the solution
b(4)r = b
(4)
r,0 + Ax. (6.10)
By examining the matching conditions (5.43) in the limit (6.1), the constant
A is seen to be higher order in ε than b
(4)
r,0 . It therefore does not affect the
leading-order behavior of the tearing layer equations.
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Without rotation and shear, the constant-Ψ dispersion relation can be
obtained directly from the resistive interchange equations by taking the small-
|Q| limit. This limit is singular, and a boundary layer structure is formed
within the interchange boundary layer. With rotation or velocity shear, it is
necessary to either start from the original equations (5.7)–(5.8), and use the
tearing ordering, or keep a few higher-order terms in the resistive interchange
ordering, which turn out to contribute to leading order in the more complicated
tearing limit. These additional terms give rise to J and Jp.
We can reduce the number of parameters by defining ξ = X
Q1/4
, Ξ̄ =
Q1/4Ξ/Ψ0, Ῡ = l
6Q1/4Υ/Ψ0, D̄s = Ds/(l
6Q3/2), J̄ = J/Q5/4, J̄p = Jp/Q
5/4,
β̄ = β/(l6Q3/2), κ̄‖ = κ‖/(l
3Q3/4), κ̄⊥ = κ⊥/(l




In “bar” variables, Eq. (6.5) becomes
Ψ′′
Ψ0
= Q3/2(1 + i κ̄‖ξ)(1− ξ Ξ̄). (6.11)
Substituting “bar” variables in Eqs. (6.6), (6.7) is equivalent to setting Q̃ →
1 + i κ̄‖ξ and l→ 1.






























(1 + i κ̄‖ξ)(1− ξ Ξ̄(ξ))d ξ. (6.13)
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(1−ξ Ξ̄(−))d ξ−i κ̄‖
∫ ∞
−∞
ξ2 Ξ̄(+)d ξ, (6.14)





















comes from solving the linearized equations outside the layer.
6.0.4 Small Velocity Ordering
By taking the small-|Q| limit of the resistive interchange ordering, the
sixth-order system (5.33)–(5.35) has been reduced to the fourth-order au-
tonomous subsystem (6.6)–(6.7). In the small-velocity limit, these equations
can be solved exactly. We are unable to solve Eqs. (6.6)–(6.7) for general
κθ, κ‖, κ⊥, but as noted previously, these parameters are typically small for
magnetically confined fusion plasmas. We therefore calculate leading-order
corrections.
Setting
κ̄θ, κ̄‖, κ̄⊥, J̄ , J̄p = O(λ), (6.16)
we evaluate the dispersion relation to leading order as λ → 0. This is done
in Appendix B.2. Had we only scaled the κ̄’s, we would find that the leading-
order corrections are proportional to a linear combination of J̄ and J̄p, so we
have also ordered J̄ and J̄p to pick up the next correction when J̄ and J̄p
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are small. The calculations can be carried out for arbitrary κ̄s, so we do not
immediately restrict our calculation to small κ̄s.


































































Eq. (6.18) agrees with the result obtained in Ref. [8] when κs is dropped.
6.0.4.1 Incompressible Limit
The general expressions for the perturbation expansions of the a’s and
b’s in Eq. (6.17) are extremely complicated. Here we present the λ expansion
in the incompressible limit (β̄Γ → ∞). The details of the calculation are














We have dropped κ̄s, whose effects to all orders with arbitrary pressure can be
found from Eq. (6.17).
The first-order term is
∆(1) = C0(S)
[













where α, β run over the indices θ, ‖, and ⊥. The F ’s and H’s are given in
Appendix B.2 along with C0.
By substituting back the Q and l dependence suppressed in the bar





































6.1 Analysis of Dispersion Relation
6.1.1 Plane Incompressible Limit
In the plane incompressible limit κθ → 0, κ⊥ → 0, Ds → 0, and S → 0,





















































This expression agrees with results found in Refs. [7, 30] using a somewhat
different approach.
6.1.2 Equilibrium Current-Driven Modes
In Ref. [8], it was observed that the small-|Q| limit of the resistive
interchange dispersion relation is recovered by setting ∆′ = 0 in the constant-Ψ
dispersion relation, and the same should be true here. The dispersion relation
obtained from Eqs. (6.5)–(6.7) can be used to study the limiting behavior
of interchange modes with equilibrium flow. Unfortunately, our truncated
expansion in λ is not helpful in this respect, since there are no self-consistent
roots of (6.26) with the second-order terms dominant. Recovering the limiting
behavior of interchange modes driven by rotation or velocity shear appears to
require an exact solution of the fourth-order system (6.6), (6.7).
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We also find roots which would require extending the calculation in
Section 5.2 to the next order in η. By considering the case where the terms
in Eq. (6.26) involving ∆′, Ds, and f2 are all relatively small, we find modes
driven by the equilibrium current and/or current gradient in the layer:
Q2 ≈ i f1
l3f0
. (6.31)
These (dimensioned) growth rates scale like η1/2. In Refs. [7, 30], these modes
were obtained using the constant-Ψ approximation and referred to as “large
shear” modes. Following our convention where the fundamental small parame-
ter is η, the ordering is “large Jα”; truly large shear would drive an interchange
mode with γ ∝ η1/3, which is not consistent with the constant-Ψ approxima-
tion.
6.1.3 Effect of Rotation and Shear on ∆′crit
For negative Ds, there is a threshold value ∆
′
crit of the tearing stability
index required for instability [8, 16]. Following Ref. [16], we look for roots of
(6.26) which correspond to overstable modes at marginal stability:
Q = exp(±i π/2)Q0. (6.32)
By setting Im[∆(Qc)] = 0, we can solve for Qc, which is used to compute ∆
′
at the stability boundary. We find
∆crit = ∆
(0)







































sin(π/8)[tan(π/8) + (1/5)cot(π/8)]. (6.36)
Numerically, N+ ≈ 1.21 and N− ≈ 0.64, and C0(S) is defined in Appendix
B.2.
From Eq. (6.33) we see that first-order terms are always destabilizing.
At first glance this is surprising, since the coefficient f1 is a linear combination
of κ’s and, thus, can have either sign. It turns out that there are two overstable
modes at marginal stability, and the sign of the coefficient f1 only determines
which of the two modes gets destabilized by the κ-J coupling.
It is interesting to compare the effects of J and Jp here versus the static
case [8]. In the static limit, the dispersion relation depends only on Ξ(−), and
the J ’s give rise to Ξ(+) without affecting Ξ(−), thus altering the shape of the
mode without modifying the growth rate. With velocity shear and rotation,
J and Jp contribute to both Ξ
(+) and Ξ(−), and moreover, both the even and
odd parts of Ξ contribute to the dispersion relation. The J ’s give rise to layer
asymmetry, which can only be seen by going to higher order in the resistive
interchange ordering. In the tearing ordering, the layer width is slightly larger
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than for resistive interchange, so asymmetry of the equilibrium about r = a
affects the physics in the layer.
There are six second-order terms, which we separate into the positive
definite κ2α and the cross terms κακβ. The cross terms have a real coefficient,
and κακβ can have either sign, so they can potentially increase or decrease
∆crit. The second-order pure rotation term is negative so in the incompressible
limit, pure rotation is always destabilizing. See Fig. 6.1.3.
By evaluating Fαα, Hαα in Eq. (6.33) with α equal to ‖ or ⊥, we find
that each of the positive-definite velocity shear terms is stabilizing. This is
also seen in Fig. 6.1.3. Thus when velocity shear is sufficiently large that the
second-order terms exceed the first-order coupling to the J ’s, the overall effect
of velocity shear can be stabilizing.
For given values of Ds, J , Jp, and S, there is a critical value κcrit, above
which shear has a stabilizing effect. From Eq. (6.33), we find
κcrit ∝ l5Jα/|Ds|1/3. (6.37)
Thus, as Ds gets small, a larger value of velocity shear is required in order to
have a stabilizing effect. This explains the purely destabilizing effect of shear
in a slab, where Ds → 0.
Finally we note that effects of κ⊥ are numerically small in comparison
to κ‖ and κθ. This can be seen in Figs. 6.1.3–6.1.3. It thus appears that shear
of the velocity perpendicular to the field lines is likely to provide the dominant
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stabilizing effect. This observation is consistent with the ideal stability crite-
rion (5.19), where κ⊥ only enters in the cross terms, and thus has no effect on
its own.
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Figure 6.1: ∆′crit first-order terms versus S for J = 1, Jp = 0, Ds = −1,
κα = l


























Figure 6.2: ∆′crit second-order positive-definite terms versus S for J = 1,
Jp = 0, Ds = −1, Bθ/Bz = 0.1, and κα = l3. The solid, dash, and dash-dotted
























Figure 6.3: ∆′crit second-order cross terms versus S for J = 1, Jp = 0, Ds = −1,
Bθ/Bz = 0.1, and κα = l











We have shown how to introduce a displacement vector for resistive
instabilities with flow. Our formulation reduces to the Frieman-Rotenberg
equation in the ideal limit, and the matching is therefore straightforward when
the Frieman-Rotenberg equation is used in the outer ideal region.
The general resistive layer equations are effectively twelfth order. Cal-
culating growth rates for arbitrary equilibrium parameters requires a numerical
solution, just as in the non-rotating case. The numerical problem is similar in
character, but the order of the equations is doubled for routines which utilize
parity symmety, and the exponentially growing solutions—which need to be
eliminated—have an oscillatory behavior.
Analytical results can be obtained in the constant-Ψ limit, with velocity
treated as a small parameter. In the incompressible limit, the leading-order
effects of rotation and both components of velocity shear reduce the threshold
value ∆′crit required for instability. The first-order coefficients are a linear
combination of J and Jp, which both give rise to parity asymmetry of the
equilibrium profile in the resistive layer. This effect, like ∆′, is not present in
the general resistive layer equations unless one is able to carry out the analysis
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to the next order in η. Indeed, to leading order in η, the criterion (6.37)
becomes κα > 0, where α corresponds to either shear component.
If J and Jp are small, both components of velocity shear are found to be
stabilizing. Moreover, the increase in ∆′crit due to the gradient of the velocity
perpendicular to the field lines is several orders of magnitude greater than the
increase due to shear of the parallel component. The negligible contribution
of κ⊥ is also seen in the ideal stability boundary. In the incompressible limit,
pure rotation continues to reduce ∆′crit in second order.
All of the previously mentioned effects on ∆′crit were found by taking Ds
to be negative, which is the case of primary interest. If Ds is positive, then the
system is unstable with respect to rapidly growing resistive interchange modes,
and ∆′ ∼ 1 merely introduces a small correction. For cylindrical equilibria,
setting Ds < 0 means considering profiles with p
′ > 0, and thus is rather
artificial–similar to requiring periodicity in z. When toroidal corrections are
included, Ds is proportional to the average geodesic curvature of the field lines,
and can be negative for systems with p′ < 0.
If we ignore the coupling to the J ’s, then all of the qualitative effects
of rotation and shear are consistent with the effects on the ideal stability
boundary Dv < 1/4. In this much simpler analytic expression, one can readily
see that velocity shear is stabilizing for Ds < 0 and destabilizing for Ds > 0.
For resistive instabilities, we showed that the second-order stabilizing effects of
shear will dominate the first-order coupling to the Js when |Ds| is sufficiently
large (and negative.) It thus appears that velocity shear tends to amplify the
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stabilizing properties of good magnetic curvature.
Interestingly, while gravity plays the role of magnetic curvature for ideal
instabilities, the Glasser effect is not present in the gravitating slab model.
Since the Glasser effect amplification leads to the stabilizing effect of velocity
shear, we conclude that the slab model lacks the essential physics to understand





Eulerian Friemen-Rotenberg Formulation with
Dissipation
A.1 Linearized Resistive MHD with Frieman-Rotenberg
Displacement Vector
Let1 V0 be the unperturbed stationary flow, and V be the exact velocity
field which includes the time-dependent perturbation. We define correspond-
ing Lagrangian variables
q(a, t) = q0(a, t) + q1(a, t), (A.1)
via
V0(q0(a, t)) = q̇0(a, t), (A.2)
V(q(a, t), t) = q̇(a, t), (A.3)
and
q0(a, 0) = q(a, 0) = a. (A.4)
Geometrically, the vectors q(a, t) and q0(a, t) give the position of a fluid ele-
ment at time t which was previously located at a at time t = 0 in the exact
















































a = q0(a, 0)
q0(a, t)
q(a, t)
Figure A.1: Geometric definition of ξ
and unperturbed flow, respectively. This is consistent with the geometric for-
mulation in Ref. [13], reproduced in Fig. A.1.
Following Ref. [13], we define an Eulerian displacement vector ξ via
ξ(q0(a, t), t) = q1(a, t). (A.5)
Taking a time derivative of Eq. (A.1) and using the definitions (A.2), (A.3),
and (A.5), we find
q̇(a, t) = q̇0(a, t) + q̇1(a, t), (A.6)
or, using Eqs. (A.2)–(A.3):






(q0(a, t), t). (A.7)
In order to re-express the functional relationship (A.7) using a common Eule-
rian independent variable, let x0 = q0(a, t) and
x = x0 + ξ(x0, t). (A.8)
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Equation (A.8) determines x0 implicitly in terms of x and ξ. This relationship
can be put in recursive form:
x0 = x− ξ(x− ξ(· · · ), t). (A.9)








(x0 = x− ξ(x− ξ(· · · ), t)), t)
=V0(x, t)− (ξ ·∇)V0(x, t) +
∂ξ
∂t
(x, t) + (V0 ·∇)ξ(x, t) + O(ξ2)
=V0(x, t) + [V0, ξ](x, t) +
∂ξ
∂t
(x, t) + O(ξ2), (A.10)
where [A,B] = (A · ∇)B− (B · ∇)A. It follows that




We can follow the same procedure used in the derivation of Eq. (A.10)
to obtain the first-order expression for the acceleration in terms of ξ. We begin
with the acceleration in the Lagrangian description:
q̈ = q̈0 + q̈1. (A.12)
Taking a time derivatives of Eqs. (A.2)–(A.5) and substituting the expressions










































Taking the first-order components of both sides of Eq. (A.14) gives
∂v
∂t










− (ξ ·∇) [(V0 ·∇)V0] . (A.15)
We now substitute the expressions (A.11) and (A.14) into the linearized
equations (2.40)–(2.43) to obtain the resistive Frieman-Rotenberg equations.
The subscript zero will be suppressed for subsequent calculations.
A.1.0.1 Continuity Equation
By substituting Eq. (A.11) into Eq. (2.40), we find
∂
∂t
(δρ+ ∇ · (ρξ)) + ∇ · (δρV + ρ[V, ξ]) = 0. (A.16)
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Note
∇ · (ρ[V, ξ]) =∇ · (ρ(V ·∇)ξ − ρ(ξ ·∇)V)
=(∂j(ρVi∂iξj)) + (∂j(ρξi∂iVj))
=(∂j∂i(ρViξj)− ∂j(ξj∇ · (ρV))) + (∂j(∂i(ρξiVj))− Vj∂iρξi)
=∂i∂j(ρViξj − ρVjξi) + ∂j(Vj∂i(ρξi))
=−∇ · (V(∇ · ρV)), (A.17)
where we have used Eq. (2.18). Using this result in Eq. (2.40), we find
∂
∂t
[δρ+ ∇ · (ρξ)] + ∇ · ([δρ+ ∇ · (ρξ)]V) = 0, (A.18)
which implies
δρ = −∇ · ρξ, (A.19)
as long as we choose Eq. (A.19) to hold at t = 0.
A.1.0.2 Induction Equation
In order to express the induction equation in terms of ξ, we substitute














After a considerable amount of algebra, this equation can be put in the form
∂
∂t
[b−∇× ξ ×B]−∇× (V × [b−∇× ξ ×B]) = η∇2B. (A.21)
In obtaining Eq. (A.21), we have made use of the Jacobi identity
[B0, [V0, ξ]] + [ξ, [B0,V0]] + [V0, [ξ,B0]] = 0. (A.22)
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and the equilibrium relation (2.20).
In the ideal limit, Eq. (A.21) implies
b = ∇× (ξ ×B), (A.23)
which is the expression used in Ref. [13].
A.1.0.3 Equation of Motion
The expression for the perturbed equation of motion follows directly







+ (V ·∇)[(V ·∇)ξ]− (ξ ·∇)[(V ·∇)V]
]
=
−δρ(V ·∇)V −∇δp+ 1
4π
[(∇×B)× b + (∇× b)×B] . (A.24)
This expression reduces to the Frieman-Rotenberg equation when the ideal-
MHD relations for δρ, δp, and b are used.
A.1.0.4 Equation of Heat Transport





δp+ ξ ·∇p+ Γp∇ · ξ
)
= (Γ− 1) η
2π
∇×B0 ·∇×b. (A.25)
Just as in the case without equilibrium flow [8], the Ohmic heating term can
be neglected for the instabilities with boundary-layer thickness δ  η/γ as
η → 0. Thus the ideal-MHD relation
δp = −ξ ·∇p− Γp∇ · ξ, (A.26)




B.1 Calculation of ∆
B.2 Evaluation of ∆
With the ordering (6.16), our solution becomes a function of λ and we























The functions φ(k), υ(k) satisfy aligns of the form
φ(k)
′′ − 2ξφ(k)′ − (1− κ̄s)φ(k) + D̄sυ(k) = S(k)1 eξ
2/2, (B.3)
υ(k)




















































solving Eqs. (B.3)–(B.4) reduces to expanding S
(k)
i in Hermite polynomials.





















































(16m2 + 8m+ 3)H2m(ξ)
4mm!
. (B.11)
The expansions (B.7), (B.8) are derived in Ref. [24], and the rest can be
obtained using recursion relations for the Hm’s.
The inhomogeneous terms S
(k)

































































which are derived using the recursion relations




H ′n(ξ) = 2nHn(ξ). (B.17)
Finally, the formulae (B.13)–(B.14) can be viewed as operators acting on the
sequences of coefficients {A(k)m (±)}. Using this perspective, we apply the op-































The Hermite coefficients of all inhomogeneous terms are readily computed
using a combination of the “operators” provided.
B.2.0.5 Zeroth Order
Using Eqs. (6.16) and (B.1), the Eqs. (B.3)–(B.4) give
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φ(0)
′′ − 2ξφ(0)′ − (1− κs)φ(0) +Dsυ(0) = −ξeξ
2/2, (B.19)
υ(0)














φ(0) = −ξeξ2/2. (B.20)










4m+ 3 + 2
β̄Γ
)


















4m+ 3 + 2
β̄Γ
)








A(0)m (+) = B
(0)
m (+) = 0. (B.23)













Evaluating the dispersion relation to kth order in λ requires I(−) to kth


























































































































with x± defined in Eq. (6.18).
Each of these series is in the form of a hypergeometric series summed
in Ref. [14]. The result is Eq. (6.17).
As in previous work [8], the Gamma functions in the dispersion relation
can be expressed in terms of hyperbolic functions in the incompressible limit.
This simplifies the calculation of ∆′crit, where the real and imaginary parts
















f = 2 Re[G(3/2− iS/2)] (B.32)
g = 2 Im[G(3/2− iS/2)], (B.33)
Cα = C0[Fα(S) + D̄sHα(S)], (B.34)
F⊥ = 1/16, (B.35)












3(9 + S2)(2 + 5S2)− 24rS(37 + 4S2)tanh(πS/4)
]
, (B.38)














64rS − 8πS(1 + S2)sech(πS/2)







4g(1 + S2)− 3S[9 + 4/(4 + S2)]







rS2(604 + 130S2 + 7S4)
(9 + S2)2
+
S(128 + 1007S2 + 165S4 + 6S6)tanh(πS/4)
32(9 + S2)(16 + S2)
+








29808 + 39192S2 + 8257S4 + 563S6 + 10S8
32(4 + S2)(9 + S2)(36 + S2)
+
rS(442 + 94S2 + 5S4)tanh(πS/4)
(9 + S2)2
+





























48 + 74S2 + 29S4 − 32R(4 + S2)
32(4 + S2)
+















[g(1 + S2) +−f tanh(πS/4) + 8tanh(πS/4)
S







16 + 46S2 − 3gS(1 + S2))tanh(πS/4)







22S + 3(1 + S2)(ftanh(πS/4)− g)− 24
]
. (B.50)
The function G(z) is defined in Ref. [10].
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