Abstract. We study the Cauchy problem for the semilinear nonautonomous parabolic equation
Introduction
This paper is devoted to the basic theory of a class of semilinear nonautonomous parabolic problems with non standard linear part. We consider Cauchy problems such as    D t u(t, x) = (A(t)u)(t, x) + ψ(t, u(t, x)), t > s,
where the elliptic operators
have unbounded coefficients q ij , b i in I × R d , I being a right halfline or the whole R, D i = ∂/∂x i , D ij = ∂ 2 /∂x i ∂x j . To our knowledge, no result for this type of problems is available in the literature.
We make suitable assumptions on the coefficients in order that the linear part generates a Markov evolution operator G(t, s) in C b (R d ), the space of the bounded and continuous functions from R d to R. The coefficients of A(t) are smooth enough, namely locally C α/2,α for some α ∈ (0, 1), the matrices Q(t, x) = [q ij (t, for some positive constants a and c. Such assumption allows to use maximum principle arguments both in linear and in nonlinear equations; see e.g. the proof of Theorem 4.5. The evolution operator G(t, s) is a contraction in C b (R d ), namely
G(t, r)ψ(r, u(r, ·))dr, s ≤ t ≤ τ.
If f ∈ C b (R d ), the usual arguments for parabolic equations with standard linear part (e.g. [8, 10] ) are adapted to the present situation and lead to existence and uniqueness of a local mild solution, which is shown to be a classical solution under reasonable assumptions. To this aim we prove regularity and asymptotic behavior results for mild solutions of linear nonhomogeneous Cauchy problems, u(t, ·) = G(t, s)f + t s G(t, r)g(r, ·)dr, s ≤ t ≤ τ.
While the case g ≡ 0 was thoroughly studied in [6, 3] , the nonhomogeneous case was neglected. Here we prove local and global regularity results in Section 2 and an asymptotic behavior result in Section 4, that are used as tools in the nonlinear case.
The case of L p initial data is more difficult. Even in the linear autonomous case A(t) ≡ A, the Cauchy problem may be not well posed in L p (R d , dx) if the coefficients of A are unbounded, unless the coefficients satisfy very restrictive growth assumptions. The only way to work in L p spaces is to replace the Lebesgue measure dx by another measure, possibly a weighted measure ρ(x)dx. The best situation in the autonomous case is when there exists an invariant measure µ, namely a Borel probability measure such that
where T (t) is the Markov semigroup associated to A in C b (R d ). Under reasonable assumptions, a unique invariant measure exists, it is absolutely continuous with respect to the Lebesgue measure, and it is related to the asymptotic behavior of T (t), since
Moreover, the operators T (t) are easily extended to contractions in the spaces L p (R d , µ) for every p ∈ [1, +∞). The nonautonomous case is more complex. In general, a measure µ such that
does not exist. What plays the role of invariant measures are the evolution systems of measures, namely families of Borel probability measures {µ t : t ∈ I} such that
f dµ s , s ∈ I, t > s, f ∈ C b (R d ).
In this case, G(t, s) can be extended to a contraction from L p (R d , µ s ) to L p (R d , µ t ) for t > s, for every p ∈ [1, +∞). However, in contrast to the autonomous case, where the invariant measure is unique under very weak assumptions, evolution systems of measures are not unique. Among all evolution systems of measures, the one related to the asymptotic behavior of G(t, s) is the (unique) tight (1) evolution system of measures. See [6, 3] .
In the paper [6] a tight evolution system of measures {µ t : t ∈ I} was proved to exist. Here we set our nonlinear problem in the spaces L p (R d , µ t ) where {µ t : t ∈ I} is such a tight evolution system of measures. As usual, to work in a L p context the nonlinearity is assumed to be Lipschitz continuous with respect to u. We introduce the measure ν in I × Note that (1.1) cannot be seen as an evolution equation in a fixed L p space, because our spaces L p (R d , µ t ) may depend explicitly on p. In Section 5 we turn to global estimates, asymptotic behavior and summability improving results. Assuming that ψ(t, 0) = 0 for every t, we prove a nonautonomous version of the principle of linearized stability in the space C b (R d ). In addition, under a dissipativity assumption on ψ, ξ ψ(t, ξ) ≤ ψ 0 ξ 2 , t ∈ I, ξ ∈ R, with ψ 0 ∈ R, we prove that for every f ∈ C b (R d ), the solution u to (1.1) satisfies
So, the null solution is globally stable if ψ 0 = 0, exponentially globally stable if ψ 0 < 0. The same assumption, together with some technical assumptions on the growth of the coefficients as |x| → ∞, allows to prove a similar result in our L
If the measures µ t satisfy a uniform logarithmic Sobolev type inequality with constant K,
for any r ∈ I, g ∈ C 1 b (R d ) and γ ∈ (1, +∞), then estimate (1.3) can be improved as follows, 5) where p(t) := e η0K −1 (t−s) (p − 1) + 1, η 0 being the ellipticity constant. So, we get a hypercontractivity property that is similar to the linear case ( [3] ) if ψ 0 = 0, hypercontractivity plus exponential decay if ψ 0 < 0.
Note that estimates (1.2), (1.3) and (1.5) are significant also if ψ 0 > 0. Several examples of operators A(t) that satisfy our assumptions are in the papers [6, 3] to which we refer for detailed proofs. In particular, we allow for time dependent Ornstein-Uhlenbeck operators
1 A set of Borel measures {µt : t ∈ I} in R d is tight if for every ε > 0 there exists ρ > 0 such that µt(R d \ B(0, ρ)) ≤ ε, for every t ∈ I.
with bounded and locally Hölder continuous q ij , b i , f i and uniformly elliptic diffusion part. In this case, we can take ϕ(x) = |x| 2 if the matrices [b ij (t)] i,j=1,...,d are uniformly negative definite; the tight evolution system of measures is explicit and it consists of suitable Gaussian measures depending on t. See [7] , where the evolution operator G(t, s) for nonautonomous Ornstein-Uhlenbeck equations and the associated evolution systems of measures were studied under weaker assumptions than the present ones. This is the only nontrivial case such that the measures µ t are explicitly known. In the other cases, several properties of the measures µ t were proved in the above mentioned papers [6, 3] and in [12] , that dealt with the time periodic case q ij (t + T, x) = q ij (t, x), b i (t + T, x) = b i (t, x). In that case, the tight evolution system of measures is also T -periodic. Sufficient conditions for the occurrence of the logarithmic Sobolev inequalities (1.4) are in [3] .
we mean the space of the functions in C k (R d ) which are bounded together with all their derivatives up to the [k]-th order.
where · ∞ and [k] denote respectively the sup-norm and the integer part of k. When k / ∈ N, we use the subscript "loc" to denote the space 
) denotes the usual parabolic Hölder space and the subscript "loc" has the same meaning as above.
All these functional spaces are also used when The integral over R d of a function f with respect to a measure µ will be denoted
Assumptions and preliminary results
Let I be either an open right-halfline, or I = R. Let A(t) be a family of linear second order differential operators defined by
Our standing assumptions on the coefficients of the operators A(t) are listed below.
] ij is symmetric and uniformly positive definite, i.e.,
with nonnegative values such that
for some positive constants a and c.
Under Hypothesis 2.1 it is possible to define a Markov evolution operator {G(t, s) : [6] . Here we recall its main properties. For every f ∈ C b (R d ) and any s ∈ I, the function
and it is the unique bounded classical solution of the the Cauchy problem
We have
2) and for any s ∈ I, t > s and every x ∈ R d there exists a unique Borel probability measure p(t, s, x, ·) such that
Moreover for each bounded interval J ⊂ I and for any r > 0 the family of the measures {p(t, s, x, dy) : t, s ∈ J, t > s, x ∈ B r } is tight, i.e., for any ε > 0 there exists ρ > 0 such that p(t, s, x, R d \ B ρ ) ≤ ε for any t > s ∈ J, x ∈ B r ([6, Lemma 3.5]). By [6, Thm 5.4] , there exists an evolution system of measures {µ t : t ∈ I} for G(t, s), i.e., for any t ∈ I, µ t is a Borel probability measure and
The Lyapunov function ϕ of Hypothesis 2.1 belongs to L 1 (R d , µ t ) for any t ∈ I and there exists a positive constant M ϕ such that
The measures µ t enjoy the following weak continuity property,
The proof given in [12, Cor. 2.3] , that deals with the time periodic case, works as well in this general case.
The invariance property of the measures {µ t }, the integral representation formula (2.3) and the density of 
is continuous and bounded.
Proof. Boundedness follows immediately from (2.2). We shall prove continuity in the set Λ R := {(t, r) : a ≤ r ≤ t ≤ b} × B R , for every R > 0.
Fix ε > 0. By the tightness property of the measures p(t, r, x, dy) there exists ρ > 0 such that
Moreover there exists δ 0 > 0 such that for r 1 , r 2 ∈ [a, b] with |r 1 − r 2 | ≤ δ 0 and for every y ∈ B ρ we have |g(r 1 , y) − g(r 2 , y)| ≤ ε. Fix (t, r, x), (t 0 , r 0 , x 0 ) ∈ Λ R , such that t 0 > r 0 . For t > r (which is not restrictive, since we will let t → t 0 and r → r 0 ) we have
Let us estimate the first addendum. We have
Moreover, by [6, Thm. 3.7] , the function (t, r,
For t 0 = r 0 , we have G(t 0 , r 0 ) = I. If also t = r we have G(t, r) = I and the statement is reduced to the continuity of g at (r 0 , x 0 ). If t > r we argue as above.
Let us prove that it is continuous. For a ≤ t 0 ≤ t ≤ b and x, x 0 ∈ R d we have
By (2.2), the first integral does not exceed (t
. By the Dominated Convergence Theorem, the second integral vanishes as (t,
Arguing similarly in the case t ≤ t 0 we get the claim.
As in Proposition 2.4, throughout the paper we shall deal with functions be-
, as well as t → h(t, ·) ∞ . However, the latter function is measurable, as the next lemma shows.
Lemma 2.5. Let J ⊂ R be an interval. Then, for any continuous and bounded function h :
Proof. First we notice that for any r > 0, the function t → h(t, ·) L ∞ (Br ) is continuous in J. Indeed, for any t, t 0 ∈ J, we have
and the right hand side of (2.6) vanishes as t → t 0 , by the uniform continuity of h on compact sets. On the other hand, since
and the supremum of continuous functions is measurable, then t → h(t, ·) ∞ is measurable.
Lemma 2.5 will be used to apply an L ∞ version of the Gronwall Lemma to h(t) := u(t, ·) ∞ , where u is the mild solution to (1.1). In fact, we will use two variants of the Gronwall Lemma.
be a nonnegative function, and let h, k ≥ 0 be such that
(ii) Let w ∈ C([a, b]) be a nonnegative function, and let h ≤ 0 be such that
In the following we will need that the local mild solution of the problem (1.1) with f ∈ C b (R d ), is actually classical. To this aim we shall use local estimates for the derivatives of G(t, s)f . Proposition 2.7. Let Hypothesis 2.1 hold. Then for every a ∈ I, b > a, R > 0 and 0 < η ≤ 2 + α there is
(2.7)
that is locally θ-Hölder continuous we have
To prove (2.8) we use similar estimates for parabolic equations in balls, and a standard localization procedure. We fix R > 0 and we denote by U (t, s) the evolution operator associated to the family A(t), with homogeneous Dirichlet boundary condition,
for every ϕ ∈ C β (B R+1 ) that vanishes at ∂B R+1 . Such estimates should be well known; to be complete we give a proof in the Appendix.
For
and therefore it is given by
where
, it vanishes at (r, x) with x ∈ ∂B R+1 , and for fixed σ ∈ (0, 1) by estimates (2.7) there exists C 4 > 0 independent of f such that
Estimate (2.9) with γ = η, β = θ gives
with C 5 independent of f . Now we fix σ ∈ (0, 1) ∩ (η − 2, η); estimates (2.11) and (2.9) with γ = η, β = σ yield
with C 6 independent of f . Recalling (2.10), we obtain
for some C 7 independent of f , and since (G(t, s)f )(x) = u 1 (t, x) for x ∈ B R the statement follows.
Taking η = 1, (2.7) gives local gradient estimates for G(t, s)f . Adding the following assumptions to the basic Hypothesis 2.1 global gradient estimates are available.
Hypothesis 2.8. (i)
The first order spatial derivatives of the coefficients q ij and
The following gradient estimates were proved in [6, Thm. 4.11].
Proposition 2.9. Assume that Hypotheses 2.1 and 2.8 hold. Then, for any a ∈ I, b > a, there are
Global estimates of the second and third order space derivatives of G(t, s)f are available under stronger assumptions, arguing as in the autonomous case (e.g., [13, 4, 11] ). However, they are not needed here. To prove that mild solutions are in fact classical, local smoothing properties of G(t, s) are enough.
is Hölder continuous in every ball, uniformly with re-
Proof. (i) Estimate (2.7) with η = 1 allows to differentiate v with respect to x j , to obtain that D j v(t, ·) is continuous and
(ii) If g(t, ·) ∈ C θ (B R ) uniformly with respect to t ∈ [a, b] for every R > 0, estimate (2.8) with η = 2 allows to differentiate continuously v(t, ·) twice with respect to the space variables, and to get
. Continuity in time of the space derivatives is readily obtained by interpolation. Indeed, taking η ∈ (2, min{α+2, θ+2}) in (2.8) we get v(t, ·) ∈ C η (B R ) and sup a≤t≤b v(t, ·) C η (BR) < ∞. Applying the interpolation inequality 
Then lim
Let us estimate |f t,x (h, r)|. Let K > 0 be such that
Then, using (2.8) with η = 2 and (2.7) with η = 1 we obtain
for some positive constant C = C(a, b, R, θ). Hence, by the Dominated Convergence Theorem,
Concerning the second term in the right hand side of (2.14), by Lemma 2.3 the function r → (G(t + h, r)g(r, ·))(x) is continuous in [t, t + h]. Therefore there exists r h ∈ (t, t + h) such that
Still by Lemma 2.3, the function (t, r) → (G(t, r)g(r, ·))(x) is continuous for any
Since R is arbitrary,
and arguing as before we get (2.15), with lim h→0
If also Hypothesis 2.8 holds, estimate (2.12) allows to differentiate v with respect to x j and to obtain that D j v(t, ·) is continuous and satisfies
Semilinear problems
Fixed s ∈ I, we consider the semilinear parabolic problem
, and ψ : I × R → R is a given function.
for any t ∈ [s, τ ] and a.e. x ∈ R d .
3.1.
Local Existence and Uniqueness of a mild solution.
This subsection is devoted to prove existence and uniqueness of a mild solution of (3.1) when the initial datum f belongs to
To this aim we require that the function ψ : I × R → R satisfies the following assumptions.
Hypothesis 3.2. ψ(t, ·) is Lipschitz continuous, uniformly with respect to t in bounded subintervals of I, i.e. for any s ∈ I and τ > s there exists L > 0 such that
In the sequel we will consider the measure
Proof. We look for a mild solution in the space
We consider the nonlinear operator Γ defined on Y by
and we look for a fixed point of Γ. To this aim we prove that Γ maps Y into itself and it is a contraction provided Y is endowed with the norm
with suitable ω > 0. Note that Y is a Banach space with the norm · Y , and Y is continuously embedded in
where L is the Lipschitz constant in Hypothesis 3.2. Since G(t, r) is a contraction from
Therefore, Γ is a 1/2-contraction if ω ≥ 2L. To prove that the range of Γ is contained in Y it is enough to check that Γ(0) ∈ Y . This is true since
and therefore
which yields (3.3). Last, we prove uniqueness of the mild solution in
We use the same trick as above, namely we endow
Here we prove existence and uniqueness of a local mild solution to (3.1) when f ∈ C b (R d ). In this setting, we weaken a part of Hypothesis 3.2 requiring just local Lipschitz continuity of the nonlinearity.
Hypothesis 3.4. The function ψ is continuous and ψ(t, ·) is locally Lipschitz continuous, uniformly with respect to t on bounded subintervals of I, i.e., for any s ∈ I and R > 0 there exists L R > 0 such that
Theorem 3.5. Under Hypotheses 2.1 and 3.4, for any s ∈ I and any f ∈ C b (R d ) there are r, δ > 0 such that if f − f ∞ ≤ r then there exists a unique mild solution
We look for a local mild solution in the space
where δ ∈ (0, 1] has to be determined. We consider the nonlinear operator Γ defined on Y R by (3.4) and we prove that Γ is a contraction which maps Y R into itself, if δ is small enough. First of all, for every v ∈ Y R the function (r,
where L R denotes the Lipschitz constant in (3.5). (Note that the functions r → G(t, r)[ψ(r, v 1 (r, ·)) − ψ(r, v 2 (r, ·))] ∞ and r → ψ(r, v 1 (r, ·)) − ψ(r, v 2 (r, ·)) ∞ are measurable in (s, t) and in (s, s + δ) respectively, by Lemma 2.5). Then, choosing To get uniqueness of the mild solution in
we argue by contradiction. Let us assume that u 1 , u 2 ∈ C b ([s, s + δ] × R d ) be two mild solutions of (3.1) and set R ′ = max{ u 1 ∞ , u 2 ∞ }. For any t ∈ [s, s + δ], recalling that the functions r → ψ(r, u 1 (r, ·)) − ψ(r, u 2 (r, ·)) ∞ and r → u 1 (r, ·) − u 2 (r, ·) ∞ are measurable in (s, t) by Lemma 2.5, we have s+ δ) ), we can apply the Gronwall Lemma 2.6(i), to deduce that u 1 (t, x) = u 2 (t, x) for a.e. t ∈ [s, s + δ] and for every x ∈ R d . Since u 1 and u 2 are continuous, then u 1 (t, x) = u 2 (t, x) for every t ∈ [s, s + δ], x ∈ R d . To conclude we prove (3.6). Let f , g ∈ B(f , r) ⊂ C b (R d ). Then u f and u g belong to Y R and
Since Γ is a
Regularity and Global existence
This section is devoted to the regularity of the mild solution given by Theorem 3.5 and to its existence in large. Further regularity properties will be proved under Hypothesis 2.8. First, we show that for every f ∈ C b (R d ) the local mild solution of problem (3.1) is actually a classical solution. 
is a classical solution. If in addition Hypothesis 2.8 holds, then
and sup
Proof. We split the proof in two steps. In the first step we assume that f ∈ C
In the second step we complete the proof.
Step
For any t ∈ (s, τ ] and x ∈ R d we set g(t, x) := ψ(t, u f (t, x)) and we define v as in (2.5). Thus, u f (t, x) = (G(t, s)f )( By (2.7) with η = 1 (if only Hypothesis 2.1 holds) and by (2.13) (if also Hypothesis 2.8 holds) G(t, s)f enjoys the same properties, and so does u f . Therefore, (4.2) holds if both Hypotheses 2.1 and 2.8 hold, and it is replaced by
if only Hypothesis 2.1 holds. In both cases, g(t, ·) is Lipschitz continuous (hence, θ-Hölder continuous) in each ball B R uniformly with respect to t ∈ [s, τ ]. In fact, for any x, y ∈ B R , Step 2. Now, let f ∈ C b (R d ). As before, v(t, ·) ∈ C 1 (R d ) for every t ∈ [s, τ ], and sup s≤t≤τ |∇ x v(t, ·)| L ∞ (BR) < +∞ for every R > 0. By (2.7), G(t, s)f enjoys the same properties, and (4.1) follows.
Fix ε ∈ (0, τ − s). Since the mild bounded solution in [s + ε, τ ] is unique, then 
The maximal interval of existence of a mild solution to (3.1) is
and the maximally defined solution u f :
Moreover we set τ f := sup I(f ). Thanks to Proposition 2.4, the standard procedure to show that either I(f ) = [s, +∞) or u f (t, ·) ∞ blows up as t → τ f works as well in our situation. For the sake of completeness we write down a proof. 
Proof. Assume by contradiction that u f (t, ·) ∞ is bounded. Then the function
indeed it is continuous and
and the right-hand side of (4.3) is bounded in I(f ). Using Lemma 2.4 we extend the mild solution u f by continuity at t = τ f . By Theorem 3.5 there exists δ > 0 such that the problem
is a mild solution of (3.1) belonging to
, contradicting the definition of τ f . Hence the claim is proved. 
Proof. Assume by contradiction that τ f < +∞, and take τ = τ f in (4.4). By Lemma 2.5 the function r → u f (r, ·) ∞ is measurable in I(f ), and using (4.4) we get
Hence, Lemmas 2.5 and 2.6 yield
for some positive constant c independent of f . So, u f is bounded, contradicting Lemma 4.3.
As in the case of bounded coefficients, condition (4.4) may be considerably weakened (namely, replaced by a one-sided condition) if the mild solution is classical. The key assumption here is Hypothesis 2.1(iii), that allows to extend the usual maximum principle arguments (e.g., [8, Thm. 2.9, Ch. 1]) to our situation. 
(4.5)
Proof. Assume that τ f is finite, and let k be the constant in (4.5) with τ = τ f . In view of Lemma 4.3, it suffices to prove that t → u f (t) ∞ is bounded in I(f ). First we prove that u f is bounded from above. To this aim, we fix b ∈ (0, τ f − s) and λ > k, and we set
Then,
for s < t ≤ s + b, x ∈ R d . Since u f is bounded and lim |x|→∞ ϕ(x) = +∞, then v n has a maximum point (t n , x n ). If v n (t n , x n ) ≤ 0 for every n, then u f (t, x) ≤ 0 for
n ) ≥ 0 so that, multiplying both sides of (4.7) at (t n , x n ) by v n (t n , x n ) + ϕ(x n )/n > 0 and using Hypohesis 2.1(iii) and (4.5), we get
Therefore, v n (t n , x n ) + ϕ(x n )/n ≤ ξ n , where ξ n is the positive solution to (λ − k)ξ 2 − aξ/n = k. So, we get
and letting n → ∞,
which is an upper bound for u f , independent of b. The same procedure, with v n replaced by e −λ(t−s) u f (t, x)+ϕ(x)/n, gives a similar lower bound. Since b is arbitrary, we get u f C b ([s,τ (f ))×R d ) < +∞, and the claim is so proved by contradiction.
Stability of the null solution
In this section we assume that ψ(t, 0) = 0 for every t ∈ I, and we study the stability of the null solution to
. The definition of stability, instability and asymptotic stability in C b (R d ) is the usual one; the definition of stability in our time dependent L p spaces is less standard.
Definition 5.1. Let I(f ) = [s, +∞). We say that the trivial solution u(t) ≡ 0 of the equation
Remark 5.2. It is clear that each sufficient condition which guarantees that the trivial solution of the ordinary differential equation u ′ = ψ(t, u) is unstable, also guarantees that the trivial solution of the partial differential equation D t u = A(t)u+ ψ(t, u) is unstable.
In next Theorems 5.5 and 5.9 we shall give sufficient conditions for the stability of the trivial solution
respectively. To this aim we will consider the following assumptions. 
We denote by G B (t, s) the evolution operator associated to the family of oper-
It is easy to show that G B (t, s) can be written in terms of G(t, s) as
As usual, it will be useful to consider exponentially weighted C b spaces. For any ω ∈ R and s ∈ I we define C ω ([s, +∞) × R d ) as the set of the continuous functions
Proposition 5.4. Let Hypotheses 2.1 and
, let z be the unique mild solution of the problem
Proof. The function v(t, x) := e ω(t−s) z(t, x) is the unique mild solution of the problem
so that it is given by the variation of constants formula
where g ω (r, x) = e ω(r−s) g(r, x) for any s < r < t and x ∈ R d . Since
for any t ∈ [s, +∞). Taking the supremum with respect to t ∈ [s, +∞), (5.4) follows.
Proposition 5.4 is used to prove a nonautonomous version of the principle of linearized stability, in the spirit of [10] .
Theorem 5.5. Let Hypotheses 2.1, 3.4, 5.3 hold. Fix s ∈ I and assume in addition that the function ∂ ξ ψ(t, ·) be continuous in a neighborhood U 0 of 0 uniformly with respect to t ≥ s. Then, for any ω ∈ [0, ω 0 ) there exists r ω > 0 such that if f ∈ C b (R d ) and f ∞ ≤ r ω then τ (f ) = +∞ and the unique mild solution u f of problem (3.1) satisfies
In particular, the trivial solution is asymptotically stable in
Proof. First of all we claim that the function
where Φ is defined in (5.2), goes to 0 as ρ → 0 + uniformly with respect to t ∈ [s, +∞). Indeed, Φ(t, ·) is continuously differentiable in a neighborhood of 0 and
for any t ∈ [s, +∞), ρ > 0. The right hand side in (5.6) goes to 0 as ρ → 0 + , and the claim follows. Now we show that if f ∞ is small enough, the solution u f of (3.1) is also the unique fixed point of the operator Γ defined on
(See the notation after Hypothesis 5.3). Lemma 2.4 and formula (5.3) imply that
Choosing ρ > 0 small enough such that for any t ∈ [s, +∞),
and f ∞ ≤ r ω := ρ/2, we obtain Γv ∈ Y ρ . Moreover, for any v 1 , v 2 ∈ Y ρ we have
hence, by (5.4),
On the other hand, if v ∈ Y ρ then sup t∈[s,+∞) v(t, ·) ∞ ≤ ρ, so that
Hence Γ is a 1 2 -contraction on Y ρ , and it admits a unique fixed point v ∈ Y ρ that is a mild solution of (3.1), and therefore it coincides with u f . In particular u f ∈ Y ρ , and using (5.7) and (5.8) we get
Remark 5.6. Looking at the proof of Theorem 5.5, we see that if ∂ ξ ψ(t, ·) is continuous in a neighborhood U 0 of 0 uniformly with respect to t ∈ I, then r ω does not depend on s.
If we strenghten condition (4.5), replacing it by
we obtain better estimates, that yield a global stability result if ψ 0 ≤ 0. 
Proof. For every s ∈ I and τ > s, (4.5) is satisfied, and therefore, by Theorem 4.5,
. To obtain estimate (5.10) we modify the proof of Theorem 4.5. We define v n by (4.6) taking now λ > ψ 0 and b = +∞. Since u f is bounded and lim |x|→∞ ϕ(x) = +∞, then v n has a maximum point (t n , x n ). If v n (t n , x n ) ≤ 0 for every n, then u f (t, x) ≤ 0 for every (t,
n ) ≥ 0 so that, multiplying both sides of (4.7) at (t n , x n ) by v n (t n , x n ) + ϕ(x n )/n > 0 and using Hypohesis 2.1(iii) and (5.9), we get
Coming back to u f we get
Letting n → ∞, we obtain
and letting λ → ψ 0 ,
Arguing similarly, with v n defined now by e −λ(t−s) u f (t, x) + ϕ(x)/n, we obtain
and (5.10) follows.
Condition (5.9) allows to obtain global estimates also in the context of our L p spaces. We would like to follow the standard method to get L p estimates of classical solutions for a fixed measure, together with the heuristic formula
that would give (with u = u f )
and the statement would follow. However, (5.11) was proved only for C 2 functions that are constant outside a compact set ([3, Lemma 3.1]), and there is no reason for u f (t, ·) be constant outside a compact set. So, we multiply by a sequence of cutoff functions that are equal to 1 in B n and vanish outside B 2n . In this way we introduce extra terms; the further assumptions (5.12) will be used to get rid of such extra terms as n → ∞. We state below the version of (5.11) that we need here.
Proof. The statement was proved in [3, Lemma 3.1] , in the case of diffusion coefficients q ij depending only on t. But the proof relies on general properties of G(t, s) that do not require this restrictive assumption, and can be followed word by word in our general context.
Theorem 5.9. Let Hypotheses 2.1, 2.8, and 3.2 hold. In addition, we assume that for any s ∈ I and τ > s there exist three positive constants 
for any t ∈ (s, τ ]. Now, by Theorem 4.1 , ∇ x u(t, ·) ∞ ≤ c 1 and
−1/2 for any t ∈ (s, τ ], R > 0 and some positive constants c 1 , c 2 independent of t. Using such estimates and recalling that θ n has compact support in R d , assumption (5.12) yields that for any t ∈ (s, τ ], any n ∈ N, the functions v
Hence we can integrate (5.17) with respect to µ t in R d to get 
and since 
(5.21) Now we claim that there exists K > 0 such that 
for any s ≤ t 1 ≤ t 2 ≤ τ . Hence, taking (5.22) into account and letting n → ∞, we get
Letting ε → 0 in (5.24) yields
for any s ≤ t 1 ≤ t 2 ≤ τ , and from the Gronwall Lemma, estimate (5.13) follows. It remains to prove (5.22). We have
, where
Let us compute A(t)θ n . For any t ∈ I and x ∈ R d \ {0}, we have
and
Recalling that the supports of ζ ′ and ζ ′′ are contained in [1, 2] and that ζ ′ ≤ 0, (5.12) yields
where C is a positive constant depending only on C 0 , C 1 , C 2 , ζ ′ ∞ and ζ ′′ ∞ . Therefore, there is K ≥ 0 such that A(t)θ n ≥ −Kϕ(x)/n, that implies
where M ϕ is the constant defined in (2.4). In a similar way we estimate
Since Hypothesis 2.8 holds, ∇ x u(t, ·) ∞ is bounded in [s, τ ] by Theorem 4.1, and
and (5.22) follows.
Step 1 yields
Moreover, by estimate (3.3) there is a constant K, depending only on s and τ , such that
Consequently,
By the arbitrariness of τ > s we conclude that u f satisfies (5.13).
Now we turn to hypercontractivity in problem (3.1). As in the linear case, we need some logarithmic Sobolev inequalities with respect to the measures µ t .
Hypothesis 5.10. There exists a positive constant K such that
Theorem 5.11. Let the assumptions of Theorem 5.9 be satisfied, and assume in addition that Hypothesis 5.10 holds. For any s ∈ I, p > 1 set
where η 0 is the ellipticity constant of Hypothesis 2.1(ii), and K is the constant in
Proof. We follow the proof of Theorem 5.9 and we use the notation introduced there; to shorten formulae we denote the norm · L p(t) (R d ,µt) by · p(t) . As in Theorem 5.9, in the first step we prove that (5.26) holds for f ∈ C 1 b (R d ) and in the second step we consider any f ∈ L p (R d , µ s ).
The functions defined in (5.14) are replaced here by β n,ε (t) := v n,ε (t, ·) L p(t) (R d ,µt) , t ≥ s.
Arguing as in Theorem 5.9 we see that β n,ε is continuous in [s, +∞). Lemma 5.8 yields that the function t → R d v p(t) n,ε dµ t is differentiable in (s, +∞), for any n ∈ N, ε > 0, and using (5.20) we get
n,ε log v n,ε dµ t +p(t) and letting n → ∞ we obtain u f (t, ·) L p(t) (R d ,µt) ≤ e ψ0(t−s) f L p (R d ,µs) for any t ∈ [s, τ ], which yields (5.26) since τ is arbitrary.
Remark 5.12. Assumptions (5.12) are not very restrictive, because in explicit examples we can play with the choice of ϕ. For instance, let A(t) be as in (2. 
Appendix A. Linear parabolic equations in balls
This Appendix is devoted to the proof of estimates (2.9). Since R is arbitrary, everywhere we replace R + 1 by R. Our tools are the general results of [1, 2] and interpolation arguments.
We choose X = C(B R ). The realizations A(t) : D(A(t)) = {f ∈ ∩ p>1 W 2,p (B R ) : f |∂BR = 0, A(t)f ∈ X} of A(t) in X are sectorial operators by the Stewart's Theorem ( [14] ). Their domains depend on t, but the interpolation spaces (X, D(A(t))) θ,∞ are independent of t. Indeed, we have 3) Taking β = η/2 and µ = 0, (2.9) follows for η < 2, η = 1 from the characterizations (A.1). For η = 1 such arguments give an estimate only for G(t, s)f C 1 (BR) ; however the estimate in the C 1 norm is readily recovered from the estimates for η = 1 by interpolation, using e.g. the interpolatory estimate
, ϕ ∈ C 3/2 (B R ).
So, (2.9) holds for 0 < η < 2. Now we prove (2.9) for η ∈ (2, 2 + α]. By [2, Thm. 6.4], for every µ ∈ (0, 1) and for every β ≤ α/2 there exist C 3 = C 3 (µ) and C 4 = C 4 (µ, β) > 0 such that for every f ∈ (X, D(A(0))) µ,∞ (t − s) Taking into account (A.2), such estimates (with µ = θ/2, β = (η − 2)/2) yield (t − s) (η−θ)/2 G(t, s)f C η (BR) ≤ C 5 f C θ (BR) , a ≤ s < t ≤ b, and (2.9) is proved for η ∈ (2, 2 + α].
As in the case η = 1, a direct use of (A.3) with µ = θ/2, β = 1, does not give an estimate for G(t, s)f C 2 (BR) since the graph norm of each A(t) is weaker than the C 2 norm. However, as before we recover the C 2 estimate using the interpolatory estimate
, ϕ ∈ C 2+ε (B R ), and (2.9) with η = 2 − ε, η = 2 + ε, ε ∈ (0, α).
