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The use of multiple-input multiple-output (MIMO) techniques in wireless communication 
systems has led to substantial improvements in spectral efficiency and reliability. However, 
challenges such as inter-antenna synchronization, inter-channel interference, and 
computational/hardware complexity remains. 
 
In recent times, innovative MIMO systems based on transmit antenna index modulation, 
such as spatial modulation (SM), quadrature SM (QSM), space shift keying (SSK) and Bi-
SSK, have been proposed. These schemes address the abovementioned challenges of MIMO; 
hence, rendering them as promising schemes for integration into the next generation of 
wireless communication systems. 
 
In this dissertation, the error performances of these transmit antenna index modulation-
based schemes are firstly investigated. It is evident that the schemes are able to achieve a 
good combination of high spectral efficiencies/improved reliability and relatively low 
hardware complexities.  
 
In practice, channel coding would be employed with the above mentioned transmit 
antenna index modulation-based schemes. However, the available detectors for SSK/Bi-SSK 
and QSM are hard-decision and will not exploit the coding gains achievable with soft-
decision detection combined with soft-input channel decoding. 
 
On this note, in this dissertation, soft-output maximum-likelihood detectors (SOMLD) for 
the above schemes are formulated. Monte Carlo simulation results demonstrate the 
substantial improvements in error performance that can be achieved in comparison to the 










For example, at a BER of 10−6, coded SOMLD for 6 bits/s/Hz SSK system achieves an 
SNR gain of 4.3 dB over the coded HDMLD. At the same BER and spectral efficiency, the 
coded Bi-SSK-SOMLD system performs better than its coded HDMLD counterpart by 4.2 
dB SNR gain. For coded QSM system, the receiver with SOMLD achieve 5.1 dB gains over 
HDMLD, at 6 b/s/Hz spectral efficiency and a BER of 10−6. It was clear that further 
improvements in error performance are observed in coded SOMLD systems over uncoded 
conventional HDMLD systems. Finally, the SOMLD is shown to impose no additional 
computational complexity at the receiver; and without channel coding, the proposed detector 
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1.1. Digital Communication Systems 
 
Digital communication has to do with transmitting a sequence of binary digits from a source 
to one or more destinations. Achieving this involves a number of processes as depicted in 
Figure 1.1, which clearly illustrates the basic constituent elements of a typical digital 
communication system. The source output (i.e. message) can further be compressed into a 
digital information sequence (i.e. binary digits) by source encoder and, in turn, passed into 
the channel encoder so that redundancy is introduced in a controlled manner to overcome the 
effects of interferences and noise that will be encountered in the process of transmitting the 
information through a physical channel. At the output of the channel encoder is a digital 
modulator that is capable of mapping the channel coded sequence into signal waveforms 
which are interfaced with the communication channel. Through the channel, the signal 
travels from the transmitter (i.e. source) to the receiver (i.e. destination) along the line, gets 
corrupted in a random manner due to its nature. The received signal is fed into a digital 
demodulator which reduces it to an estimate of the channel coded data. At this point, a 
channel decoder is used to reconstruct the transmitted information sequence from the 
foreknowledge of the introduced redundancy and characteristics of the channel encoder. A 
source decoder is employed to obtain the desired output [1].  
 
A general problem of sending information through channels is the additive noise. 
Components, such as resistors, as well as other solid-state devices used in the construction of 
communication systems, are majorly responsible for this. Interferences and noise can also 

























Output transducer and 
output signal 
multipath distortions are responsible for degradations encountered in digital communication 
systems. Noise effects may, therefore, be minimized by increasing the signal transmit power. 
However, the power level in transmission is usually limited by equipment and other practical 
constraints. The limited channel bandwidth available and the electronic components used in 
the construction of transceivers are other rampant constraints in communication systems. 
Signal transmission is made through wireline  and wireless channels; such as free space, 
fibre-optic, storage, and underwater acoustic [2]. 
 
This dissertation is interested in wireless communication systems, where electromagnetic 
energy is united to the propagation medium by the radiating antenna(s). To the content and 
context of this dissertation, the “channel encoding/decoding” and “digital 
modulation/demodulation” elements of the communication system remain very important. In 
this section, therefore, we will take a broader look into channel encoding and decoding 
techniques that are used in this research and leave the digital modulation and demodulation 











Figure 1.1: Basic elements of a digital communication system [1] 
 
1.1.1. Channel Encoding and Decoding   
 
Generally, coding techniques are a major feature of digital data transmission with an aim to 
protect the original information being transmitted over the channel [1]. Additional protection 
is thus given to digital information sequences by the introduction of extra bits in a 
meticulous manner which translates to more reliable transmission, even in the presence of 








to detect and/or correct errors in transmission. In turn, this improves the quality of 
transmission in terms of the bit errors. Simply put, coding can be employed to improve the 
effective SNR and, thus, enhance the performance of the digital communication system. In 
[1], coding is said to have improved the performance of a practical digital communication 
systems by up to 9 dB depending on the application and the type of the code employed.  
 
Codes can be simple - such as block codes and convolutional codes, or derived - such as 
concatenated codes, turbo codes and product codes. In this section, we discuss, briefly, the 
two simple encoding standards available for applications based on the transmission mode 
involved in the communication system. These, again, are block codes and convolutional 
codes. In block codes, each block of 𝑘 input bits is mapped into a block of length 𝑛 of output 
bits by a rule defined by the code and regardless of the previous inputs to the encoder. 
Convolutional codes are different from block codes by the existence of memory in the 
encoding scheme. In convolutional codes, each block of 𝑘 bits is again mapped into a block 
of 𝑛 bits to be transmitted over the channel, but these 𝑛 bits are not only determined by the 
present 𝑘-information bits but also by the previous information bits. This dependence on the 
previous information bits causes the encoder to be a finite state machine [1].  
 
In telecommunication, a convolutional code is a type of error-correcting code that 
generates parity symbols via the sliding application of a Boolean polynomial function to a 
data stream. The sliding application represents the ‘convolution’ of the encoder over the 
data, which gives rise to the term ‘convolutional coding’. The sliding nature of the 
convolutional codes facilitates trellis decoding using a time-invariant trellis which allows it 
to be maximum-likelihood soft-decision decoded with reasonable complexity. Thus, the 
convolutional codes are of major interest in this dissertation, due to its ability to perform 
economical maximum-likelihood soft-decision decoding. Their block length and code rate 
flexibility have also made them very popular for digital communications [1]. It is therefore 
considered necessary, in the next sub-section, to briefly look into the structures of encoders 
and decoders of convolutional codes. 
 
1.1.1.1.    Convolutional Encoder 
 
The major aim of the channel coding is to reduce the probability of erroneous transmission 








a linear sequential circuit that requires a block of 𝑘 bits as input and outputs a block of 𝑛 
bits, with or without feedback. Consequently, convolutional encoders are described with a 
ratio of 𝑘/𝑛, known as ‘rate’. For example, a 1/2 rate encoder, shown in Figure 1.2, 
generates two output bits for every input bit. Meanwhile, each output (𝑣𝑛) of the 
convolutional encoder simply depends not only on the present input bit (𝑢𝑘), but also on the 













Figure 1.2: A three-tuple (2,1,2) convolutional encoder [4] 
 
Usually, the encoder memory 𝑚 is limited to 𝐾 bits, which is the number of input bits 
required for the processing of encoded output bits. 𝐾 = 𝑘(𝑚 − 1) is otherwise known as the 
‘constraint length’ of the encoder. It determines how complex and powerful the code would 
be. In simple terms, convolutional codes are denoted by a three-tuple (𝑛, 𝑘, 𝐾), which 
corresponds to an encoder for which 𝑘 input bits generates 𝑛 output bits and for which the 
current n output bits are linear combinations of the present 𝑘 input bits and the previous 𝑘 ×
𝐾 input bits. [1, 4]. 
 
In Figure 1.2., the 𝑘/𝑛 convolutional encoder has a sequence of 𝑢 of 𝑘-tuples and the 
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𝑣𝑛 = (1110010101) 
 































𝑛;… ) (1.4) 
 
Again, these can also be represented by (1.5) and (1.6) using the delay elements D, as 
operators; 
 
𝒖(𝐷) = (𝑢0 + 𝐷𝑢1 + 𝐷
2𝑢2 +⋯) (1.5) 
𝒗(𝐷) = (𝑣0 + 𝐷𝑣1 + 𝐷
2𝑣2 +⋯) (1.6) 
 
In representing convolutional codes, the following terms are also involved and 
accordingly, they are briefly discussed [5]: 
 
Generator Matrix: the generator matrix is used to define a convolutional code. It is 
regarded as being semi-indefinite because its outputs are semi-indefinite in length, and so it 
is not an easy way of representing a convolutional code. 
Generator Polynomial: for each of the 𝑛 modulo-2 adders used in convolutional coding, 
a set of 𝑛 vectors is specified; such that the connection of the encoder to that modulo-2 adder 
is indicated by each of the 2𝑘 dimension vectors. For example, a ‘0’ in the 𝑖𝑡ℎ position of the 
vector indicates that the corresponding shift register is not connected while a ‘1’ indicates 
connection. 
Logic Table: this is a table built to show the outputs of the convolutional encoder as well 
as the states of the encoder for all input sequences present in the shift register. 
State Diagram: this is being used to represent the encoding process; as the output of the 
encoder is determined by the input and the current state of the encoder. The state diagram is 
simply a graph of the possible states of the encoder and the possible transitions from one 
state to another. 
Tree Diagram: with the tree diagram, the structure of the encoder is shown in the form of 
a tree with branches to represent the various states and outputs of the coder. 
Trellis Diagram: once the number of stages is greater than the constraint length, the tree 
is observed to repeat itself. A closer observation reveals that all branches emanating from 
two nodes and also having the same state are identical as they generate identical output 








throughout the tree diagram gives rise to a new and more compact diagram which is called 
the trellis diagram.  
 
1.1.1.2.     Decoding of Convolutional Codes 
 
Decoding of forward error correcting (FEC) codes like convolutional codes can be carried 
out with either of two decision methods: hard decision and soft decision. The input to a hard-
decision decoder consists of a single level of the binary bits 0 and 1. The low complexity but 
high maturity of hard decision decoding makes it widely used in a variety of scenarios. On 
the other hand, the input to a soft-decision decoder is a multilevel quantization signal. While 
offering the same coding rate as hard decision, soft-decision provides a higher coding gain, 
albeit with a greatly increased processing complexity. A hard-decision decoder receives data 
streams consisting only of the binary digits 0 and 1. Hard-decision decoding will normally be 
performed based on the algebraic code format. With this decoding mode, statistical 
characteristics of channel interference in a signal are lost [5].  
 
Soft decision decoding scheme is often realized using Viterbi decoders. Such decoders 
utilize soft output Viterbi Algorithm (VA) which takes into account the priori probabilities of 
the input symbols producing a soft output indicating the reliability of the decision. [6]. The 
VA provides maximum-likelihood decoding for convolutional codes. However, the 
complexity of the algorithm is proportional to the number of states in the trellis diagram. 
This means that the complexity of the algorithm increases exponentially with the constraint 
length of the convolutional code. For higher constraint-length codes, other sub-optimal 
decoding schemes have been proposed. These include the Fano’s sequential algorithm [7], 
the Stack algorithm [8] and the feedback decoding algorithm [9].  
 
Although VA suffers from a high decoding complexity with long constraint lengths of 
convolutional codes, this is addressable in practice by applying it to codes with constraint 
lengths that are less than or equal to nine [1, 5]. In [13], VA is identified to be an optimal 
maximum-likelihood (ML) procedure for decoding convolutional codes. It can be said, in 
other words, that the use of VA decoders on the received message enables error correction in 
the sense of ML [3, 4, 6, 10, 14]. VA, perhaps, remains the most popular decoding algorithm 
deployed in practice, due to the fact that its computational complexity is reduced by using 








which the choice of the VA technique is made for decoding; thus a brief discussion of it is 
hereby made in the following paragraphs. 
 
The VA can be used to perform convolutional decoding, where every user data in the bit 
sequence is logically explored [6]. After receiving coded transmitted signals, a typical VA 
will use the trellis tree to perform branch metric calculation, path metric calculation, the 
traceback calculation and then, output a decoded bit stream. Meanwhile, calculation of the 
branch metrics for hard decision decoding is quite different from that of soft-decision 
decoding, but the major task is to find the path through the trellis which has a minimum 
distance from a given sequence. In soft-decision decoding, the minimum distance is called 
Euclidean distance, while it is called Hamming distance in hard-decision decoding [6, 10]. 
 
Add-Compare-Select (ACS) is a 3-in-1 procedure for calculating the path metrics. For 
every encoder state, the three processes are repeated. For the “Add” process; there are 
always two known states on the previous step which can move to this state and the output bit 
pairs that correspond to these transitions. To calculate new path metrics, the previous path 
metrics is added to the corresponding branch metrics, thereby making two paths available 
and both will end in a given state. To carry out the “compare” and “select” processes; the 
available path with greater metric is dropped. Because there are two encoder states, we 
usually have 2 survivor paths at any given time. The difference between two survivor path 
metrics must be made to be less than or equal to δ log (𝐾 − 1), where δ is the difference 
between minimum and maximum possible branch metrics [1, 11].  
 
At this point, some survivor paths are left behind; and merging them together after 
decoding a sufficiently large block of data will make them differ only in their endings and 
have the common beginning as shown in Figure 1.3. If a continuous stream of data is 
decoded, and when some part of the path at the beginning of the graph belongs to every 
survivor path, the decoded bits corresponding to this part can be sent out as output. For 
quality and reasonable decoding, an important parameter called decoding depth, 𝐷 is 
required, which should be made considerably large (usually not less than 5 × 𝐾). An 
increase in 𝐷 increases latency but decreases the probability of a decoding error. Another 
important parameter is the number of bits sent to the output after each traceback; this can be 








but the decoder traces the whole tree every step, which is computationally considered 
















Figure 1.3: Trellis diagram showing survivor paths 
 
 
Summarily, decoding of convolutional codes can be performed according to the following 
Steps:  
 
1. Locate the survivor paths for 𝑁 +𝐷 input pairs of bits. 
2. Trace back from the end of any survivor paths to the beginning. 
3. Send 𝑁 bits to the output. 
4. Find the survivor paths for another 𝑁 pairs of input bits. 
5. Repeat Step 2 to 4 in 𝐷 times. 
6.  Stop. 
 
However, under certain channel conditions, the number of errors may be small or nearly 
equal to zero when the VA is employed in decoding convolutional codes. In such a case, 
simpler techniques should be sufficient to produce similar results [6, 14]. Accordingly, a new 



























al. [15]. The approach presented a soft decoding technique, where the VA is applied to 
identify the error vector rather than the information message. In the scheme, the exhaustive 
computation of a vast majority of state to state iterations is not necessary. This new system is 
shown to have achieved a performance close to the optimum, in addition to reduction in 
complexity. 
 
1.2.      MIMO Systems 
 
Over the years, the desire to reliably communicate at higher data rates across wireless 
communication links has been on the increase. It has since resulted in the need for improved 
spectral efficiency as an important quality required in the next generation cellular 
communication systems. A conventional approach to enhance data rates is the use of high 
order modulation schemes. Doing this, however, has a disadvantage of poor reliability with 
an increase in the modulation order. That is, at a particular transmit power, high order 
modulation schemes yield performances that are inferior to that of the lower order 
modulation schemes. An effective way to achieve reliability is ‘diversity’, where the 
transmitter/receiver provides/is provided with independently faded copies of the transmitted 
signal, with the expectation that at least one of these replicas is received correctly [16]. 
Multiple-input multiple-output (MIMO) is, thus, a new ‘spatial diversity’ technique that 
consists of point-to-point communication links with multiple antennas at both the transmitter 
and receiver. Goldsmith [2] pointed out that the use of MIMO techniques provides improved 
performance over diversity systems, where either the transmitter or receiver, but not both, 
have multiple antennas. 
 
A typical model for a MIMO system is shown in Figure 1.4. It consists of 𝑚 transmit and 
𝑛 receive antennas and a channel such that each and every antenna receives direct 
components intended for it and also the indirect components intended for the other antennas. 
On the assumption of a time-independent, narrowband channel, the direct connection from 
transmit antenna 1 to receive antenna 1 is specified with ℎ11, and that from transmit antenna 
2 to receive antenna 2 is specified with ℎ22, etc. On the other hand, the indirect connection 
from transmit antenna 1 to receive antenna 2 is identified as cross-component ℎ21, etc [17]. 
Assuming that 𝑚 ranges from 1 to 𝑁𝑡 and 𝑛 from 1 to 𝑁𝑟, then a channel matrix 𝑯 with the 
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Figure 1.4: General MIMO system model 
 
A transmit vector 𝒙, which is to be transmitted over the 𝑁𝑟 × 𝑁𝑡  wireless channel usually 
contains an encoded sequence of random and independent information bits 𝒃, and will 
experience a 𝑁𝑟-dim additive white Gaussian noise (AWGN), w. The transmission through 
the channel 𝑯 results in a receive signal vector 𝒚, which is modelled as: 
 
𝒚 = √𝜌𝑯𝒙 +𝒘 (1.8) 
 
where 𝑯  and 𝒘 are complex, distributed as CN(0, 1) and are assumed to be independent and 
identically distributed (i.i.d.). 𝜌 is the average signal-to-noise ratio (SNR) at each receive 
antenna and a power constraint of unity is assumed (i.e. 𝐸𝒙[𝒙
𝐻𝒙] =  1). The received signal 
is accordingly decoded in order to estimate the transmitted bits as ?̂?.  
 
In the last decade, MIMO techniques have consistently continued to receive interest from 
research industries and academia because of its promising high data transmission rate, more 
channel capacity, and superior error performance. It has therefore become one of the most 
important models for deployment in the existing and emerging wireless communication 
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systems [18]. Recent standards such as the Wireless Local Area Network (WLAN), Long 
Term Evolution (LTE), IEEE 802.11n and the Worldwide Interoperability for Microwave 
Access (WiMAX) have witnessed the presence and importance of MIMO in their various 
designs. At present, standards such as LTE-Advanced, WiMAX 802.16m, and 1×EV-DO 
Rev.C are being worked on with MIMO. It is expected that future standards will continue to 
use MIMO technologies [16]. It is currently being considered for the IEEE 802.20 and 
802.22 standards. IEEE 802.20 standard aims to put in place mobile broadband wireless 
access specifications internet protocol (IP)-based services, while the IEEE 802.22 standards 
aim at utilizing the white spaces within the already allocated television (TV) frequency 
spectrum to construct wireless regional area networks (WRAN). 
 
It is to be noted that synchronisation is a critical aspect for wireless communication. In 
time-division multiple access (TDMA) systems, data frame and symbol need to be accurately 
synchronised; in code-division multiple access (CDMA) systems, code-timing need to be 
performed in asynchronous multi-user detectors; while carrier frequency synchronisation is 
most important in multi-carrier communication systems. The deployment of MIMO, which 
has been considered a promising scheme to increase system capacity and link reliability over 
fading channels, has effectively addressed the synchronisation by implementing space-time 
coding to utilize diversity sufficiently [1].         
 
In digital communication systems, the objective of signal detection is to retrieve the 
transmitted signal from the noise corrupted received waveforms. The detection process 
begins from receiving a transmitted signal, processing it based on the statistical properties of 
the waveforms received, and ends at making decisions in order to recover the transmitted 
signal with minimum error probability. It must be added that all these take place at the 
receiver, and decision making can be hard or soft in nature [19].  
 
The hard detection has to do with making a firm decision at the receiver based on the 
incoming signal, and provides a single bit of information (1 or 0) to the decoder. When a 
signal is received, it compares it to a threshold and anything above the threshold is made “1” 
otherwise it is a “0.” On the other hand, a soft-detection uses additional data bits to provide a 
finer, more granular indication of the incoming signal. In other words, the decoder not only 
determines whether the incoming signal is a “1” or a “0” based on the threshold, but also 
provides a “confidence” factor in the decision [1]. This provides an indication of how far the 








“probability” bits are exploited by the soft-decision decoder, along with an FEC coding 
algorithms, to provide a net coding gain [16]. 
 
As earlier mentioned in sub-section 1.1.1.2., the input to a hard-decision decoder consists 
of a single level of the binary bits 0 and 1. The low complexity but high maturity of hard 
decision decoding makes it widely used in a variety of scenarios. On the other hand, the 
input to a soft-decision decoder is a multilevel quantization signal. While offering the same 
coding rate as hard decision, soft-decision provides a higher coding gain, albeit with a 
greatly increased processing complexity. A hard-decision decoder receives data streams 
consisting only of the binary digits 0 and 1. Hard-decision decoding will normally be 
performed based on the algebraic code format. With this decoding mode, statistical 
characteristics of channel interference in a signal are lost [5].  
 
To fully utilize the information in a received waveform and improve the decision 
accuracy of the decoder, sampling and quantization can be performed for the received signal. 
When the information is sampled, the decoder provides higher decoding accuracy and 
therefore greatly improves system performance. When working at the same rate, soft-
decision provides a higher net coding gain than hard-decision. However, the soft-decision 
algorithm is very complex because it must consider the changes in noise probability 
distribution caused by channel performance deterioration. Fortunately, the rapid 
development of integrated circuits has made commercial use of soft-decision a reality. 
 
Summarily, the difference between hard and soft decision decoder is that: in hard 
decision decoding, the received codeword is compared with the all possible codewords and 
the codeword which gives the minimum Hamming distance is selected, while in Soft 
decision decoding, the received codeword is compared with the all possible codewords and 
the codeword which gives the minimum Euclidean distance is selected. Thus the soft 
decision decoding improves the decision making process by supplying additional reliability 
information (calculated Euclidean distance or calculated log-likelihood ratio). Because of the 
techniques involved in soft decision decoding, its combination with FEC schemes like 
convolution codes helps in recovering data more effectively. We can understand that the soft 
decision decoders uses all of the information in the process of decision making whereas the 









In MIMO systems, there are a wide variety of algorithms to obtain an estimate of the 
transmitted message from the received signal, which includes but are not limited to: 
maximum-likelihood (ML) detection, maximal ratio combining (MRC) detection, minimum 
mean square error (MMSE), and the log-likelihood (LLR) or soft-output detection [1], [16], 
[19]. 
 
1.3.     Transmit Antenna Index Modulations 
 
Without a corresponding increase in transmit power, modulation order or bandwidth, 
research has shown that MIMO techniques can considerably increase the data rates of 
wireless communication systems but majorly at the expense of the cost of deploying multiple 
antennas, space and spacing required for the multiple antennas, synchronization needed for 
transmit antennas, complexity in multi-dimensional signal processing and inter-channel 
interference (ICI) at the receiver [20-23]. A number of schemes have since been proposed to 
address these seeming problems to make sure that the advantages presented by MIMO are 
fully taken and deployed into the existing and emerging wireless communication systems.  
 
To solve the problem of ICI at the receiver, multiplexing MIMO systems called the Bell 
Laboratory layered space-time architecture (BLAST) [24] and vertical-BLAST (V-BLAST) 
[25] were proposed. The V-BLAST scheme separates multiple transmitted spatial data 
streams and detects them successively using a combination of array processing and 
interference cancellations. Research results illustrated that better spectral efficiency can be 
achieved by the V-BLAST algorithm assuming a practical SNR range [25]. The ICI at the 
receiver can be avoided totally when a block of 𝑁𝑡 (number of transmitting antennas) 
symbols is compressed into a single symbol before transmission so that an algorithm that 
maps the single symbol to just one of the 𝑁𝑡  antennas can be used to retain the information. 
The receiver detects the antenna number from which the symbol is transmitted after it must 
have first estimated the symbol itself. Although the task of the receiver is doubled, it is able 
to retrieve the entire block of 𝑁𝑡  symbols by combining both information, and carrying out 
the inverse of information encoding, while achieving multiplexing gain and avoiding ICI in 
the MIMO system [26, 27].  
 
It is obvious from literature that the schemes discussed above are able to address some of 








the use of parity symbols and when compared with V-BLAST suffered from degradation in 
spectral efficiency, even though it avoided ICI at the receiver. 
 
Recently, schemes, which we have termed as “transmit antenna index modulation-based 
schemes” for the purpose of this dissertation, were beginning to spring up in research, and 
within the shortest possible period, different versions have been proposed. The general idea 
in them is to use the transmit antenna number as an additional means of transmitting 
information. This points out that all members of “transmit antenna index modulation-based 
schemes” are based on the golden idea of the spatial modulation (SM). First among these 
SM-based or transmit antenna index modulation-based schemes is the conventional SM 
itself. Others are generalised SM (GSM), space shift keying (SSK) modulation, bi-space shift 
keying (Bi-SSK) modulation and the quadrature SM (QSM). The following sub-sections are 
designated to look into the major works that have been done on each and every technique 
identified to be a member of the ‘transmit antenna index modulation-based schemes’. 
 
1.3.1. Conventional Spatial Modulation 
 
Mesleh et. al. [28] proposed the pioneer SM, which achieved an increased spectral efficiency 
compared to V-BLAST, while, at the same time, improved on the achievable error 
performance as compared to the previous MIMO systems. The SM scheme makes use of the 
amplitude/phase modulation (APM) present in the conventional MIMO systems in a novel 
manner, by extending the available two-dimensional plane to a third one. Each symbol was 
made to represent a constellation point in the two-dimensional signal plane, while a third 
dimension, known as the spatial dimension is included. At any given time, only one transmit 
antenna is made to be active and its index is used as an additional source of information, 
which is added to the transmitted bit stream.  
 
It should be noted that the inactive antennas transmit zero power during each and every 
transmission. This clearly gives the SM scheme the ability to completely avoid ICI at the 
receiver. In turn, it results in a relatively low receiver complexity. In addition to this, the 
ability of SM to operate on one active antenna results in no need for inter-antenna 
synchronization (IAS) between transmit antennas. It also ensures that only one radio 
frequency (RF) chain is required at the transmitter. Apart from a relatively high spectral 








BLAST. With these merits, the SM scheme has therefore been proven to be a good candidate 
for deployment in wireless communication systems [28-31]. 
 
On the other hand, the SM scheme has drawbacks such as: inability to exploit transmit 
diversity because of its single active transmit antenna [28, 29]; limited spectral efficiency by 
base-two logarithm of the number of transmit antennas and which can only be increased in 
proportion of same [29]; and relatively high receiver/hardware complexity. The point is that 
an optimal performance in error is achieved in SM only with the maximum-likelihood (ML) 
algorithm at the receiver and this increases its detection complexity linearly with respect to 
𝑁𝑡. This is unlike alternative MIMO systems whose complexity increases exponentially with 
𝑁𝑡. It, therefore, means that the ML-based SM detector is relatively low in complexity 
compared to the ML detection of other MIMO systems; but despite this, the complexity of 
optimal SM detection remains considerably high [28-32]. These drawbacks have actually 
disallowed the scheme from achieving its full potential. They form the platform on which the 
SM scheme is being criticized.  
 
An immediate work that attempted to enhance the overall efficiency of SM was reported 
in [33] as GSM, where a group of transmit antennas are considered as a spatial constellation 
point and activated simultaneously. However, slight performance degradation of this system 
as compared with its SM counterpart is reported. Meanwhile, several other works have been 
done to improve on the above-discussed drawbacks of SM. 
 
1.3.2. Other Transmit Antenna Index Modulation-based Schemes 
 
All other SM-based schemes possess similar advantages to the conventional SM, in addition 
to making improvements on one or two of its drawbacks. It must be noted that the use of 
transmit antenna number as an additional means of transmitting information form the basis 
on which we have grouped them all into the same family of ‘transmit antenna index 
modulation-based schemes’. The previous section has discussed the SM as the pioneer 
member of the family, with its advantages, as well as drawbacks, clearly stated. In this sub-
section, other SM-based schemes (i.e. SSK, Bi-SSK, and QSM) are briefly surveyed. 
  
SSK modulation is a special case of SM that was proposed in [34], where only the spatial 








strengths and advantages over its SM counterpart; such as lowered detection complexity, less 
stringent transceiver requirements, and simplicity. The Bi-SSK modulation [35], like SSK, 
employs only spatial domains to relay information. But, unlike SSK, it uses two set of 
antenna indices that are respectively associated with real and imaginary numbers to carry 
information at once. It possesses the same benefits as SSK in addition to doubling the 
transmission rate of SSK.  
 
The QSM scheme, proposed in [36], also has its roots based on conventional SM. It sets 
out to enhance the overall throughput of conventional SM system, while still retaining 
almost all its advantages by extending the SM idea to in-phase and quadrature-phase 
dimensions. This was done by using an extra spatial dimension on the conventional SM. The 
QSM system activates one or two transmit antennas at a time as spatial constellation points, 
and utilizes them to carry information, in addition to the APM present in SM, so as to boost 
the overall spectral efficiency of SM. It, therefore, means that, in QSM, an additional base-
two logarithm of the number of transmit antennas bit can be transmitted.  
 
Table 1.1: Advantages and disadvantages of Transmit Antenna Index Modulation-based 
Schemes 
Advantages  - Simple and flexible design of the transceiver  
- High throughput 
- Robustness to phase noise 
- No need for synchronization at the transmitter 
- Simple receiver design 
- High and reasonable spectral efficiency 
- High energy efficiency 
- Avoidance of ICI at the receiver 
- No need for IAS between transmit antennas 
- Only one RF chain in required 
- Lowered detection complexity 
Disadvantages  - High cost of antenna array design  
- Inability to exploit transmit diversity 
- Spectral efficiency is limited by logarithm base of transmit 
antennas 









In Table 1.1, we give a summary of the advantages and disadvantages of the SM-based 
schemes which are studied and called Transmit Antenna Index Modulation-based Schemes, 
in this dissertation. On a general note, research results have shown that each and every 
member of the transmit antenna index modulation-based family outperforms the previously 
proposed techniques of MIMO transmissions. This set of schemes formed a major 
breakthrough in the quest of researchers to overcome the key challenges – such as cost of 
deploying multiple antennas, spacing for the multiple antennas, synchronization for transmit 
antennas, complexity in multi-dimensional signal processing, limited spectral efficiency, and 
ICI at the receiver – encountered in MIMO systems. 
 
1.4. Research Objectives and Motivations 
 
With the aim of further improving the error performances of member of the transmit antenna 
index modulation-based schemes, the objectives of this research, therefore, are: 
 
i. to detect the received signals from different transmit antenna index modulation-
based schemes by using developed soft-output decision-based ML demodulators 
(i.e. SOMLDs), 
ii. to numerically evaluate the error performances of the uniquely formulated 
SOMLDs on each member of the transmit antenna index modulation-based 
schemes, 
iii. to investigate the computational complexities of the developed/formulated 
SOMLDs. 
 
The application of the developed demodulators in the next generation wireless 
communication systems promises to provide users with the same data rates achievable from 
each and every members of the transmit antenna index modulation-based schemes, in 
addition to ensuring higher reliability and effective power efficiency. In actualising these, the 
target is to effectively reduce errors, induced by noise and unreliable channels. This is 
achieved by employing the FEC techniques for channel coding at the transmission end, and 
then process the received signals by developed soft-output ML detectors (SOMLDs) coupled 









The motivational bases of this research includes the fact that transmit antenna index 
modulation-based MIMO schemes are able to avoid ICI at the receiver in a novel fashion. 
This has been well established in the conclusion of the previous section. As such, the 
schemes do not require any synchronization between the transmit antennas. Furthermore, 
transmit antenna index modulation-based schemes retain MIMO advantages of high spectral 
efficiency and reliability without a corresponding increase in transmit power, modulation 
order or bandwidth. It is also notable that the complexity of multi-dimensional signal 
processing of MIMO systems is lowered in these schemes and space requirement for the 
multiple antennas is reduced to a minor challenge. More importantly, only one RF chain is 
required at the transmitter, thereby resulting in reduced cost of deploying transmit antennas. 
We are also motivated by the fact that MIMO transmission technique becomes more 
realizable when transmit antenna index modulation-based schemes are deployed in it. These 
qualities that have definitely put the schemes at the forefront as reliable candidates of choice 
in the next generation cellular communication systems.  
 
1.5. Research Contributions 
 
Summarized below are the major contributions of this dissertation: 
 
1. Development of a soft-output ML detector (SOMLD) for SSK modulation scheme 
(i.e. SSK-SOMLD)  
2. Numerical evaluation of the error performance of the formulated SSK-SOMLD 
detector for coded and uncoded channels. 
3. Investigation of the computational complexity of the proposed SSK-SOMLD. 
4. Development of a SOMLD for Bi-SSK modulation scheme  
5. Numerical evaluation of the error performance of the formulated Bi-SSK-SOMLD 
detector for coded and uncoded channels. 
6. Investigation of the computational complexity of the proposed Bi-SSK-SOMLD. 
7. Development of a SOMLD for the QSM modulation scheme  
8. Numerical evaluation of the error performance of the formulated QSM-SOMLD 
detector for coded and uncoded channels. 










1.6. Contributions to the Literature  
 
1. A. A. Tijani, N. Pillay, H. Xu, “Soft-Output Decision Based Detectors for SSK, Bi-
SSK, and QSM Modulations” International Journal of Communication Systems 
(IJCS-16-0569) [under review]. 
 
2. A. A. Tijani, N. Pillay, H. Xu, “Soft-Output Detection for Bi-Space Shift Keying 
Modulation” in Proceedings of the Southern Africa Telecommunications Network 
and Applications Conference (SATNAC), Sep. 2016 [under review]. 
 
1.7. Overview of Dissertation Structure 
 
In the previous sections of Chapter 1, we had a brief look into the digital communication 
systems, MIMO system structure and its various detection schemes. Discussion was made of 
convolutional encoder and decoders that are useful in this dissertation. It has also been noted 
that this entire work is focused on a particular set of MIMO system called “transmit antenna 
index modulation-based schemes”, where only the selected transmit antennas are employed 
for transmission instead of all available transmit antennas. Our research motivations, as well 
as target objectives, have been clearly stated while the contributions of our work are itemized 
in Section 1.5. Section 1.6 stated the contributions we have made to the body of knowledge.  
 
Having discussed the above, the rest of the dissertation is outlined such that in Chapter 2, 
we present some preliminary background knowledge of SM, which includes; SM 
transmission process, various SM detection schemes, and performance analyses. We also 
refreshed our memory of the soft-output detection algorithm for SM that is available in 
existing literatures. Simulation results are provided to support our discussion at the end of 
the chapter.  
 
Chapter 3 discusses space shift keying (SSK) and Bi-SSK modulation schemes, while 
Chapter 4 is dedicated to the QSM scheme. In both chapters, we discuss the models and 
transmission processes for the respective schemes. Their conventional detection techniques, 
computational complexities, as well as performance analyses are presented for discussion. 








ML-detectors also are presented to support the outcome of our investigations in each chapter. 
These are later compared to the performances obtained for SM in Chapter 2.   
 
In Chapter 5, we propose soft-output ML-based detectors (SOMLD) for SSK and Bi-
SSK. Mathematical models for the proposed detectors are derived. Simulation results are 
thereafter presented to show what the SM-SOMLD is able to achieve, under coded and 
uncoded channel conditions.  Similarly, in Chapter 6, we propose a soft-output ML-based 
detector for QSM and a clear mathematical model of it is shown. Results from Mote Carlo 
simulations are used to show the error performances of the QSM-SOMLD in coded and 
uncoded channels. Finally, Chapter 7 summarizes the achievements of our research and 








































SM is a novel transmission technique that is capable of avoiding ICI as well as inter-antenna 
synchronization (IAS) in MIMO systems. At an instance of time, it uses an amplitude and or 
phase modulation (APM) signal constellation together with an index-based active antenna to 
convey information. Only one antenna is made active in the process thereby reducing the 
amount of power needed for transmission. This is because zero power is needed by other 
non-active antennas. SM creates a transmission scenario that is contrary to the case of V-
BLAST, where all antennas are active for simultaneous transmission, while it maintains a 
high data rate by carrying information through both the active antenna and the symbol 
constellation. In addition to these, the scheme requires only one RF chain at the transmitter 
[28, 29, 38]. Basically, this chapter serves to provide as an overview of the SM scheme. 
Further explanations of the SM system model, transmission technique, detection schemes 
and analytical performance can be found in the succeeding subsections. 
 
2.2. System Model and Transmission of SM 
 
The key idea in SM is to use the index of the transmit antenna as an additional means to 
convey information. It involves dividing the original information bits, which is meant for 
transmission, into two blocks. The first part is mapped to a chosen symbol from the APM 
signal constellation, while the remaining part determines the transmit antenna index that is to 
be used for transmission. This approach was demonstrated as a simple and flexible 
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receiver complexity. It is noteworthy that the type of modulation used in SM determines the 
number of bits per symbol in one transmission instance. Antenna indexing/selection in SM, 
therefore, depends on the incoming data stream and should not be confused with the concept 
of antenna selection in conventional MIMO systems, which has to do with the received 










Figure 2.1: System model for SM  
 
In SM, a group of 𝑚 = log2(𝑁𝑡) + log2(𝑀)  data bits is transmitted at once. For a 
MIMO configuration with 𝑁𝑟 receive antennas and 𝑁𝑡 transmit antennas, using the well-
known 𝑀QAM modulation, one of the transmit antennas is made active and one of the 
complex symbol constellation points (𝝌) is selected by log2(𝑁𝑡) and log2(𝑀) bits, 
respectively. That is, the vector of the 𝑚 data bits is grouped and mapped to form a 
constellation vector 𝒙𝑞ℓ of size 𝑁𝑡 × 1, where 𝑞 and ℓ represent the selected signal 
constellation and active transmit antenna, respectively, and written as: 
 
𝒙𝑞ℓ  ≜  [ 0  . . . 𝒙𝑞
ℓ𝑡ℎ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛




where 𝑞 ∈ [1:𝑀] and ℓ ∈ [1:𝑁𝑡], such that only the ℓ
𝑡ℎ number of the resulting vector is 
non-zero.  
 
The ℓ𝑡ℎ antenna, therefore, transmits the selected complex symbol constellation. The 
received signal from the transmission of an M-ary symbol, 𝒙𝑞, on the ℓ
𝑡ℎ antenna over a 








𝒚 = √𝜌𝑯𝒙𝑞ℓ  + 𝒘 (2.2) 
 
where 𝑯  and 𝒘 are complex and assumed to be i.i.d as CN(𝜇 = 0, 𝜎2 = 1). 𝜌 is the average 
SNR at each receive antenna and 𝒙𝑞ℓ represents the chosen complex M-ary symbol 𝒙𝑞 , 
transmitted via the ℓ𝑡ℎ antenna. 
  
It is to be noted that the transmit antenna number ℓ, used at a time, may change at the 















Figure 2.2: Constellation diagram for 4QAM with Gray coding 
 

















SM signal vector 
 𝒙ℓ𝑞 
[1  1  0  0] 1  1 4 -1-j 0  0 1 [-1-j  0     0    0]T 
[1  0  0  1] 1  0 3 +1-j 0  1 2 [  0  +1-j  0    0]T 
[0  1  1  0] 0  1 2 -1+j   1  0 3 [  0   0   -1+j  0]T 
[1  0  1  1] 1  0 3 +1-j 1  1 4 [  0   0   0  +1-j]T 
[0  0  1  0] 0  0 1 +1+j 1  0 3 [  0   0  +1+j  0]T 
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An example of the grouping and mapping processes in SM is tabulated in Table 2.1, 
where we assume that 4QAM complex symbols (i.e. M = 4) and 4 transmit antennas (i.e. 𝑁𝑡 
= 4) are used for transmission. As earlier discussed, a total of log2(𝑁𝑡) + log2(M) 
information bits are transmitted in SM. In this example, 4 bits (i.e. b3b2b1b0) will be 
transmitted because log2(𝑁𝑡) = 2 and log2(M) = 2. The mapping rule therefore stipulates that 
log2(M) group (i.e. b3b2) is mapped to select one of the 4 symbols of 4QAM and log2(𝑁𝑡) 
group (i.e. b1b0) selects only one of the 4 transmit antennas. In Figure 2.2., the constellation 
diagram showing the symbols 𝒙𝑞 for 4QAM in the example is given. 
 
2.3. SM Detection Schemes 
 
In literature, a good number of algorithms have been proposed for the detection of SM 
signals. In this section, we survey the notable ones. Later, three of these detectors, which are 
important to the context of this dissertation, are presented for more elaborate discussion in 
Sub-sections 2.3.1, 2.3.2, and 2.3.3, respectively.   
 
Mesleh et al. [28] proposed the SM scheme and based its detection on the iterative-
maximum ratio combining (i-MRC) algorithm. The detector estimates the active transmit 
antenna index by iteratively computing the product of the channel gain and received signal 
vectors. The estimated active transmit antenna index is then used to estimate the modulated 
symbol. However, the i-MRC-based detection for SM was seen in [30] to be sub-optimal and 
applicable only to constrained channels. On this note, SM optimal detection (SM-OD) 
scheme was proposed. The new detector which is based on the ML detection principle, 
performs a joint detection of the active transmit antenna index and transmit symbol. SM-OD 
is shown to achieve a better error performance compared to the i-MRC, as well as the MIMO 
V-BLAST architecture [30].  
 
In addition, SM-OD possesses a reduced computational complexity, which increases 
linearly with respect to 𝑁𝑡, 𝑁𝑟 and the modulation order M, compared to ML-based detectors 
for other spatial multiplexing MIMO schemes. Despite this, its computational complexity 
would still be considered relatively high, when high spectral efficiencies (i.e. 𝑀𝑁𝑡 is large) 
and diversity gains are required (i.e. 𝑁𝑟 is large) [30]. A modified sub-optimal SM detector 
was proposed in [42], and was termed ‘normalized  maximum ratio combining (NMRC)’. As 








and then estimates the active transmit antenna index before the MRC-based algorithm is 
finally applied to obtain the symbol estimate. NMRC advantage lies in its application to 
unconstrained/conventional channels, as compared to the i-MRC. 
 
In [30], the sub-optimal detectors (i.e. i-MRC and NMRC) are confirmed to be 
inadequate in providing a good performance-complexity trade-off. Note also that the 
computational complexity of SM-OD is still being considered relatively high. Therefore, 
developing novel low-complexity detection schemes for SM formed the primary focus of 
recent literature works. 
 
Younis et al. [43], [44], presented three sphere decoding (SD) algorithms for low-
complexity SM detection. The detectors are based on three search structures referred to as 
receiver-centric (Rx-SD) [43], transmitter-centric (Tx-SD) [44] and combined-SD (C-SD) 
[44], respectively. They all show significant reduction in receiver complexity, while 
achieving system error performances which closely match that of SM-OD. We note that 
these detectors reduce transmit/receiver search spaces before applying the ML principle. 
Thus, Rx-SD reduces the receiver search-space, Tx-SD reduces the transmit search-space 
and C-SD reduces both the receiver and transmitter search-spaces [44]. It was demonstrated 
that no specific SD detector is superior to others: rather, the MIMO configuration employed 
in the SM system determines the optimal SD algorithm for a detection process. Rx-SD 
therefore was shown to be suitable for SM systems with large 𝑁𝑟; Tx-SD can appropriately 
be deployed for use when either or both 𝑁𝑡 and M are large, while C-SD is applicable when 
either 𝑁𝑟 is low or M is high.       
 
A novel low-complexity detection that combines the operations of the sub-optimal and 
optimal SM detectors was presented in [31] by Naidoo et al. This was called a multi-stage 
(MS) detection scheme for SM. The detector inherits the desirable characteristics of sub-
optimal detectors to obtain 𝑁𝑠 most probable estimates of the active transmit antenna index, 
where 𝑁𝑠 < 𝑁𝑡, thus reducing the search-space from 𝑀𝑁𝑡 to 𝑀𝑁𝑠. It further employs the 
optimal SM detector to search over the reduced space to obtain the final estimates of the 
active transmit antenna index and transmit symbol. This detector achieves a substantial 
reduction in receiver complexity for signal constellations with large modulation orders (i.e. 









In [45], Xu proposed a simplified ML-based detection scheme for MQAM SM. In 
contrast to the conventional SM-OD, which searches over all possible 𝑀𝑁𝑡 pairs for the 
active transmit antenna index and transmit symbol estimate, the proposed scheme searches 
through a partitioned signal sets for the ML estimates, starting at the most probable signal 
set. This scheme is shown to achieve near ML-performance at significantly reduced, 
complexity relative to the conventional SM-OD. In addition, this idea is extended to MS 
detection [31] and a further reduction in receiver complexity was demonstrated. In the same 
vein, a signal vector based detection (SVD) scheme [46], searches for the smallest angle 
between the channel gain vectors and the received signal vector in order to obtain the 
estimate of the active transmit antenna index. The estimate of the transmitted symbol is then 
obtained by applying the ML detection principle.  
 
In addition, Wang et al. [46] noted that the SVD scheme is able to achieve near-ML 
performance, while significantly reducing receiver complexity, such that the receiver 
complexity is independent of the modulation order. However, Pillay et al., in [47], 
demonstrated that the performance of the SVD scheme is unable to match that of the optimal 
SM-OD, especially for moderate to high SNR values. A list of variant SVD scheme was, 
therefore, proposed in [48]. The List SVD selects a list of candidate transmit antennae by 
searching for L smallest angles between the channel gain vectors and received signal vector. 
ML detection principle is thereafter applied to this list of candidate antennae to obtain the 
final estimates of the active transmit antenna index and transmit symbol. List SVD has been 
shown to outperform the SVD scheme, while approaching near-ML performance. However, 
the improved performance is achieved at the expense of an increased complexity relative to 
SVD scheme. 
 
The complexity of the ML-based detector can become independent of the modulation 
order as long as a square-QAM or a rectangular-QAM signal constellation is employed. This 
was proposed and demonstrated by Rajashekar et al. in [49]. In addition to this, two novel 
SD detectors were presented, and are shown to achieve the optimal performance of SM-OD, 
while imposing a lower computational complexity compared to existing SD detectors and 
SM-OD. The authors concluded that SD detectors only become essential for low-complexity 
SM detection when 𝑁𝑡 is large and not necessarily when 𝑀 is large.  
 
A low-complexity SM detection scheme that separately detects the active transmit 








sub-optimal detector, decoupling the estimation processes for active transmit antenna index 
and transmitted symbol can result in a substantial performance loss since both fade together. 
The proposed scheme is, therefore, able to achieve near-ML performance by taking into 
account the correlation between the transmit antenna index and transmit symbol. Although 
the receiver complexity is reduced relative to the optimal SM-OD, it remains a function of 
the modulation order and therefore imposes high complexity when large signal constellations 
are used. 
 
To further reduce receiver complexity, Tang et al. [51] proposed a distance-based ordered 
detection (DBD) scheme for SM system. The key idea is to first equalize the symbol from 
each transmit antenna element in the antenna array and then use the output of the equalizer to 
determine the corresponding transmit symbol estimate. The estimates are compared with the 
received signal vector and the closest is used to jointly determine the final estimates for 
active transmit antenna index and transmit symbol. Contrary to the SM-OD, which performs 
the ML search over M constellation points for each transmit antenna element, in DBD there 
is only a single constellation point for each antenna element. This reduces the ML search-
space from 𝑀𝑁𝑡 to 𝑁𝑡 and consequently, the receiver complexity is significantly reduced. 
 
Finally, a soft output ML detection (SOMLD) scheme was formulated for SM systems in 
[37]. In coded channels, the SOMLD was shown to outperform the hard decision ML 
detector (HDMLD) for SM or SM-OD. However, the proposed soft-output ML detector 
results in high computational complexity due to the application of ML principle. Motivated 
by the need to reduce the computational complexity of the soft-output detection for SM, the 
authors of [51] presented a soft-output low-complexity detector, which employs a distance-
based ordered detection algorithm. The low-complexity soft-output detector is shown to 
achieve near-ML performance while achieving a substantial reduction in computational 
complexity.           
 
On this note, three of the above discussed SM detection algorithms are selected for 
further background discussion, due to their importance to the context of this dissertation. 
These are sub-optimal (i-MRC) detection for SM [28], optimal ML detection for SM (SM-










2.3.1. Sub-Optimal Detection 
 
The MRC-based sub-optimal detection, is used to demodulate SM received signals in [28]. 
We note that MRC scheme is traditionally being used for SIMO channels with a diversity of 
𝐿𝑡ℎ order. Taking a brief look into this,  𝑚 = log2(𝑀) bits are mapped to select a symbol 
𝒙𝑞, from the APM constellation points. The channel output is given by [28]: 
 
𝒚 = √𝜌𝒉ℓ𝒙𝑞ℓ  + 𝒘 (2.3) 
 
where 𝒉ℓ is the ℓ
𝑡ℎ column of the 𝑯 matrix that represents the wireless channel, and the 
symbol is estimated by the rule [29]: 
 
𝒙?̂? = arg max
𝒙𝑞









The MRC rule is therefore given by [28]: 
 
𝒙?̂? = arg max
𝒙𝑞





















such that the transmit antenna and transmitted symbol index, respectively, are estimated with 
MRC as ℓ̂ and ?̂?; 
 
ℓ̂ =  arg max
ℓ








?̂? =  𝑆 (𝒛ℓ) (2.9) 
 
where 𝑆 is the constellation demodulator or the slicing function [28].  
 
De-mapping is done in a similar one-to-one manner of the mapper by taking ℓ̂ and ?̂? as 
inputs of the de-mapper in order to obtain an estimate of the transmitted bits. However, the 
MRC based detector suffers from some restrictions, which does not allow the SM scheme to 
attain the expected full potential proposed for it. It was pointed out in [34, 52] that 








2  should be less 
than unity if the correct antenna index must be detected, but the MRC based detector 
provided no means to ensure this; and as such, if a conventional MIMO channel is assumed, 
the simulation results of the MRC detection method in [28] could not be constructed. 
 
2.3.2. Spatial Modulation with Optimal Detection (SM-OD) 
  
To solve the problem encountered in the sub-optimal MRC-based detection of SM, we have 




2  is less than unity. A simple way to do this is to normalize the channels 
before transmission [52]; that is, ‖𝒉ℓ‖𝐹
2  is made constant for all ℓ. Consequently, a new 
optimal detector based on ML was proposed to jointly detect the transmitting antenna and 
the symbol using the ML principles [30], [52].  
 
The probability density function (PDF) of 𝒚, given by (2.10) is conditioned on 𝒙𝑞ℓ and 𝑯 as 
[52]: 
 
𝑝𝑌(𝒚 |𝒙𝑞ℓ, 𝑯) =  𝜋






Therefore,  𝑙 and  ?̂? are estimated as [30]: 
 
[ ℓ̂ , ?̂? ] =  arg max
ℓ,𝑞
 𝑝𝑌(𝒚 │𝒙𝑞ℓ, 𝑯) (2.11) 
[ ℓ̂ , ?̂? ] =  arg min
ℓ,𝑞













Suppose that 𝒈ℓ𝑞 = 𝒉ℓ 𝒙𝑞 such that 1 ≤ ℓ ≤ 𝑁𝑡 and1 ≤ 𝑞 ≤ 𝑀, the optimal detector for 
SM scheme can be modelled as [30]:   
 








SM requires that the number of transmit antennas be a power of 2. Consequently, the 
logarithmic increase in spectral efficiency unnecessarily requires a large number of antennas. 
This constraint was noted in [33], and overcome by the introduction of generalized SM 
(GSM). GSM, like the SM, maps the block of source information bits to a constellation 
symbol and a spatial symbol. The difference is that; instead of activating only one antenna 
(as in the case of SM), a combination (or pair) of transmit antenna is activated to transmit the 
same constellation symbol simultaneously. Therefore, the overall spectral efficiency of SM 
is increased by base-two logarithm of the number of antenna pairs. GSM scheme would 
obtain the same spectral efficiency as SM while reducing the number of transmit antennas 
needed in SM by more than half. Complete avoidance of ICI at the receiver is maintained in 
GSM by transmitting the same data symbol from more than one antenna at once; hence, the 
major advantage of SM is retained. However, ISI must be avoided by synchronizing the 
activated transmit antennas [33] 
 
2.3.3. Soft-Output Detection for SM 
 
Soft-decision technology for SM is developed in [51], [37], where the authors saw a room to 
improve the performances of SM receivers and thus derived a soft-output maximum-
likelihood (ML) detector to recover the signal (data bit and antenna index) by soft decision 
approach, when coding is employed. The developed soft-output detector, which practically 
marries SM to coded systems, computes the a-posteriori log-likelihood ratio (LLR) for the 
𝑎𝑡ℎ antenna bit and 𝑏𝑡ℎ modulated bit on the assumption of 𝑁𝑡 transmit antennas and M-ary 














From (2.2), the estimate of the 𝑎𝑡ℎantenna bit is expressed as [37]:    
 






























In the same vein, the 𝑏𝑡ℎ symbol bit is estimated as: 
 






























where 𝜎2 is the variance of the AWGN while ℓ1
𝑎 and ℓ0
𝑎 are the vectors of the antenna 
indices with ‘1’ and ‘0’ at the 𝑎𝑡ℎ antenna bit, respectively, while 𝑥1
𝑏and 𝑥0
𝑏 are the vectors 
of the data symbols with ‘1’ and ‘0’ at the 𝑏𝑡ℎ symbol bit, respectively. 
 
2.4. Analytical Performance Bounds for SM 
 
An analytical union bounding technique was employed to derive the performance analysis 
for MQAM SM with sub-optimal detection [28] in Rayleigh fading channels, as presented by 
Mesleh et al. [29], [53]. The same approach was adopted to derive the performance analysis 
for BPSK SM-OD by Jeganathan et al. in [52]. However, as against the assumption of joint 
detection in [29], [52] and [53], the estimation of the transmit antenna index and transmit 
symbol are assumed by Naidoo et al. [31] to be independent processes. It was believed that 
this assumption yields the best achievable performance (i.e. lower bound performance).  
 
The approach presented in [29], [53] was followed in [31] to derive a performance bound 
for MQAM SM-OD, where the overall average bit error probability (BEP) is bounded as: 
 










In (2.16), 𝑃𝑎 and 𝑃𝑑 denote the bit error probability due to the incorrect estimation of the 
transmit antenna index and transmit symbol, respectively.  
 
Then, the analytical BER of transmitted symbol estimation was done based on the 
assumption that the active transmit antenna index is perfectly detected. Consequently, the 









where 𝑚 = log2𝑀 and 𝑆𝐸𝑅(𝜌) is the symbol error rate (SER) of MQAM with MRC 
detection over i.i.d Rayleigh flat fading channel and is given in [54] as: 
 
















































, 𝑆𝑖 = 2sin
2𝜃𝑖, 𝑎 = (1 −
1
√𝑀





To derive the analytical BER for the estimated transmit antenna index, 𝑃𝑎 was formulated 
using the union bound technique of [1] in a similar way to [30], [34]. Therefore, 𝑃𝑎 is 



































, while the number of bits in error 
between the transmit antenna index 𝑟 and the estimated transmit antenna index ?̂? is 











2.5. Computational Complexity of SM-OD Receiver 
 
The number of complex multiplications required in the detection process was used as a 
metric for determining the computational complexities (CC) of SM-OD receiver. This was 
written in [52] as:  
 
𝐶𝐶SM−OD = 2𝑁𝑟𝑁𝑡 + 𝑁𝑡𝑀+𝑀 (2.20) 
 
where 𝑁𝑟, 𝑁𝑡, 𝑀 are number of receive antennas, number of transmit antennas, and 
modulation order, respectively. 
 
2.6. Simulation Results and Discussion 
 
In this section, simulation results for SM scheme are presented. We validate the results with 
the performance analysis presented in Section 2.4. Furthermore, an attempt was made to 
compare SM scheme to V-BLAST architecture. In all our simulations, we assume flat-fading 
MIMO channels with i.i.d. entries distributed according to CN(0,1), in the presence of 
AWGN. We perform Monte Carlo simulations that are terminated at a bit error rate (BER) of 
10−6. The results presented herein are therefore in terms of the BER as a function of the 
SNR. Simulations have been carried out using MATLAB and the parameters used are shown 
in Table 2.2. 
 
Table 2.2: Simulation parameters for SM and V-BLAST systems 
 SM V-BLAST 
Antenna configuration 
(𝑁𝑡 × 𝑁𝑟) 
4×4  16×4  2×4  4×4  4×4  
Modulations order  4QAM 4QAM BPSK 16QAM 4QAM 
Simulation Tool used MATLAB 
Iterations 1,000,000 
Spectral efficiency  4 b/s/Hz 6 b/s/Hz 2 b/s/Hz 6 b/s/Hz 8 b/s/Hz 
Channel model Uncoded Rayleigh, coded Rayleigh with  1/2 rate convolutional 
encoder (constraint length 9 [𝑔1, 𝑔2] =  [(561)𝑜, (753)𝑜]) 
Decoding algorithms HDMLD, SOMLD (using the Viterbi) 








Before the discussion of results obtained, it is equally important to give an elaborate 
picture of the steps/processes that have been followed in arriving at the results for SM 
schemes; hence a generic flowchart of the MATLAB processes involved in our simulations 































Figure 2.3: A flowchart depicting the MATLAB simulation process of SM system 
Compare the estimated bits 
with the original source bits 
(m) to obtain the errors of 
the transmission 
Decode the demodulated signal to obtain an 
estimate of the transmitted bits 
Demodulate the received signal 
Map log2(𝑁𝑡) to one of the 
available antennas; activate 
an antenna. 
Map log2(𝑀) to one of the 
MQAM symbols; select a 
symbol 
Source bits (m) are split into spatial bits 
[log2(𝑁𝑡)] and signal bits [log2(𝑀)] 
Channel coding is 
introduced where necessary 
Source bits (m) are 
randomly generated to 
represent signal of the 
message to be transmitted 
Transmit the selected MQAM symbol via the 
activated antenna over the wireless Rayleigh 








In Figure 2.4, the results shown are the error performances of two different SM systems 
configured with 𝑁𝑡 = 4 and 𝑁𝑡 = 16, while M = 4 and  𝑁𝑟 = 4 are kept constant in both 
setups. This demonstrates the effect of increase in the number of transmit antenna in SM 
system. Our simulation results, which has been validated with the theoretical analysis of 
Section 2.4, show that spectral efficiency of SM systems can be enhanced by increasing 𝑁𝑡. 
For example, the 16×4 4QAM system has a spectral efficiency of 6 b/s/Hz while the 4×4 
4QAM system achieves 4 b/s/Hz. We note also that achieving higher spectral efficiency in 
SM results in hardware complexity at the transmitter. Nevertheless, the 4 bits SM system has 
a better performance in terms of BER compared to the 6 bits SM. For instance, at a BER of 
10−6, the 4 bits SM system has an SNR gain of approximately 1.9 dB over its 6 bits SM 




Figure 2.4: BER performance of SM (simulation and theory) for 4 b/s/Hz and 6 b/s/Hz  
(M = 4, 𝑁𝑟 = 4) 
 
Figure 2.5, shows a 4×4 4QAM V-BLAST system with spectral efficiency of 8 b/s/Hz, 
16×4 16QAM SM with spectral efficiency of 8 b/s/Hz and a 4×4 4QAM SM with spectral 
efficiency of 4 b/s/Hz. Considering systems with 4×4 antenna configurations, we observe 
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V-BLAST 4x4 4QAM (8 b/s/Hz)
SM 16x4 16QAM Theory (8 b/s/Hz)
SM 16x4 16QAM Simulation (8 b/s/Hz)
SM 4x4 4QAM Theory (4 b/s/Hz)
SM 4x4 4QAM Simulation (4 b/s/Hz)
that the SM-OD has a major SNR gain over the MMSE V-BLAST system. It is shown that, 
at a BER of 10−6, an impressive performance improvement of approximately 14.0 dB can be 
achieved in SM-OD over the V-BLAST system. Meanwhile, it is worthy of note that the V-
BLAST system transmitted twice the data of the SM system under this transceiver 
configurations. 
 
Figure 2.5 still compares the SM to V-BLAST system under the same spectral efficiency 
of 8 b/s/Hz. We realised that the SM still performs better. At 10−6 BER, approximately 7.0 
dB SNR gain is achieved over V-BLAST, even though the systems’ performances are 
closely matching at lower SNR until around 16.0 dB. Meanwhile, it is evident that SM 
shows a significant reduction in receiver complexity compared to V-BLAST. To the SM 
advantage, only one RF chain is required and one antenna is active at any transmission time, 


















Figure 2.5: Comparison of BER performances of SM and V-BLAST systems  










In Figure 2.6, we employ different transmit antenna number together with M-ary symbol 
constellation to achieve different spectral efficiencies in SM, while the number of receive 
antenna is kept constant at 𝑁𝑟 = 4. From the figure, we observe that higher spectral 
efficiency can be achieve by increasing either 𝑁𝑡 or M. It can also be inferred that the higher 
the spectral efficiency of SM systems, the lower it error performance becomes. However, a 
special case to be noted is that of the 4×4 16QAM and 16×4 4QAM systems both of which 
has the same spectral efficiencies but different error performances. We observe that the 
16×4 4QAM SM system has a superior error performance of approximately 3.5 dB over the 
4×4 16QAM. This is however achieved at the expense of increased number of transmit 
antennas from 𝑁𝑡 = 4 to 𝑁𝑡 = 16. 
 
 
Figure 2.6: Comparison of BER performances of SM systems for 2, 4, 6 and 8 b/s/Hz 
using varying 𝑁𝑡 and 𝑀 
 
The error performances of the SM-HDMLD (2.13) and SM-SOMLD detectors (2.14) - 
(2.15) are evaluated for uncoded and coded channels and the results are presented in Figure 
2.7. The simulation results show that the SOMLD schemes matches closely with the 
HDMLD in uncoded channels. However, the coded SM-SOMLD yields significant SNR 
gains over coded and uncoded SM-HDMLD. For example, at a BER of 10−6, approximately 
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6.5 dB SNR gain is achieved by the coded SOMLD over the coded HDMLD while it 
achieved 8.8 dB SNR gain against the uncoded HDMLD. 
 
 
Figure 2.7: Comparison of BER performances of SM systems in coded and uncoded 
channels for a 6 b/s/Hz using 4×4 16QAM MIMO configurations 
 
Note that, for channel coding, we consider a rate 1/2 convolutional encoder with 
constraint length 9 and code generating matrices [𝑔1, 𝑔2] =  [(561)𝑜, (753)𝑜], where ‘𝑜’ 
represents an octal number. 
 
In [55], a look-up table (LUT) based method [56] was used to compute the logarithm 
function present in the SOMLD-SM detector given in (2.14) - (2.15). According to the LUT, 
the logarithm function was found to have imposed no additional complexity on the detection 
process of the SOMLD-SM; therefore its CC is given similar to (2.20) as 𝐶𝐶SM−SOMLD = 
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In this chapter, we have investigated the error performances of SM scheme and our 
simulation results are validated using the analytical performance bounds presented in Section 
2.4. It was confirmed that an increase in 𝑁𝑡 leads to enhanced spectral efficiency. 
Furthermore, SM systems are compared to the V-BLAST and the former was found to be 
better than the latter, both in error performance and spectral efficiency. We also investigated 
SM system, operated by SOMLD, in coded and uncoded channels. Results presented confirm 
that coded SM-SOMLD have a superior error performance compared to coded and uncoded 








































In [34] and [35], SSK and Bi-SSK modulations schemes are introduced, respectively. In both 
schemes, only spatial domains are employed for transmission with no APM symbols. That is; 
only antenna indices are used to transmit information. Findings show that system hardware 
complexity is reduced, in both schemes, as a result of APM removal from the transmission. 
Although, this is at the expense of some degradation in the spectral efficiency of the system, 
as compared to the SM scheme; but SKK and Bi-SSK modulations, aside having the 
advantages of SM, possess other advantages such as lesser transceiver hardware 
requirements, lowered detection complexities and simple structures. No doubt, these are very 
much desired in the next generation communication systems.  
 
In this chapter, therefore, we take a detailed look at the SSK and Bi-SSK schemes as two 
important members of the transmit antenna index modulation-based schemes which are 
being investigated in this dissertation. For both schemes, the succeeding subsections of the 
chapter, give further explanations of the system models, transmission techniques, detection 
schemes and detailed analytical performance analyses, for SSK and Bi-SSK schemes, 
respectively. Results obtained from our investigations of the two schemes are presented and 












3.2. Space Shift Keying Modulation 
 
3.2.1. System Model for SSK Modulation 
 
SSK exhibits the fundamental advantages of SM, in addition to; lesser transceiver hardware 
requirements, lowered detection complexity for identical performance to SM and a simple 
structure that provides easy integration with communication systems. The SSK system 
model is presented in Figure 3.1. We recall that SM discussed in Chapter 2, relays 
information by means of antenna index and an APM data symbol. Meanwhile, the system 
model for SSK clearly shows that the APM data symbols have been removed [34, 52]. 
  
Instead of splitting the incoming information bits into two (as in the case of SM for 
selecting one APM symbol and an antenna index, respectively), they are used for selecting 
only an antenna index. Information is therefore relayed in SSK by means of antenna indices 
only, which makes it a subclass of SM. Remarkable advantages and differences have 
therefore been observed between SM and SSK due to the absence of APM [34]. However, 
high order SSK correspondingly requires a large number of transmit antenna. On this note, a 
more flexible form of SSK called generalized SSK (GSSK) has been proposed to bypass this 
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𝑥ℓ = 1 
Tx index bits  
ℓ = log2(𝑁𝑡) 
Source bits 









3.2.2. SSK Transmission and Detection 
 
To form a symbol of SSK, a set of  𝑚 = log2(𝑁𝑡) bits are mapped into a column vector, 𝒙ℓ; 
where ℓ = 1, 2 . . .  𝑁𝑡 in 𝒙ℓ is nonzero and 𝒙ℓ = 1 for all ℓ. This means that only one of the 
transmit antennas (ℓ𝑡ℎ antenna) is active during transmission. It is noted that even though the 
symbol itself does not contain any information, its location does and so it might be designed 
for optimal transmission [34]. A typical SSK symbol can be written as:  
 
𝒙ℓ  ≜  [ 0 0 . . . 𝒙ℓ = 1⏟  
ℓ𝑡ℎ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛
    0 . . . 0]𝑇 (3.1) 
 
The channel output, in the presence of noise, is given as:  
 
𝒚 = √𝜌𝑯𝒙ℓ +𝒘 = √𝜌𝒉ℓ  + 𝒘 (3.2) 
 
where 𝑯 and 𝒘 are complex and assumed to be i.i.d as CN(𝜇 = 0, 𝜎2 = 1). 𝜌 is the average 
SNR at each receive antenna and 𝒙ℓ = 1represents the chosen SSK symbol that is 
transmitted via the ℓ𝑡ℎ antenna.  
 
From (3.2), it is observable that the effective constellations of SSK are contained in the 
scaled version of the columns of 𝑯 (i.e. 𝒉ℓ). That is, the column indices of 𝑯 are used as 
sources of information. We note that in SSK transmission, the effective constellations are 
contained in scaled versions of the vector 𝒉𝒙ℓ; simply put, 𝒙ℓ = 1 is fixed, while 𝒉ℓ changes 
according to the incoming bit streams. Whereas, 𝒙ℓ changes, and 𝒉ℓ remains constant in 
APM. Basically, the changing channel columns 𝒉ℓ act as SSK random constellation points. 
If both the antenna index, 𝒉ℓ and the transmit symbol, 𝒙ℓ, are made to convey information, 
the modulation is neither APM nor SSK, but SM. An illustration of SSK modulation 














Table 3.1: Mapping illustration for SSK modulation 




SSK signal vector 
 𝒙ℓ 
Effective constellation 
(𝒉ℓ = 𝑯𝒙ℓ) 
[ 1  1 ] 4 [ 0  0   0   1 ]T 𝒉4 
[ 1  0 ] 3 [ 0  0   1   0 ]T 𝒉3 
[ 0  1 ] 2 [ 0  1   0   0 ]T 𝒉2 
[ 0  0 ] 1 [ 1  0   0   0 ]T 𝒉1 
 
In [34, 52], the optimal hard decision-based maximum-likelihood (ML) detector 
(HDMLD) for SSK obtains the antenna index that was used at the transmitter, which is given 
as: 
 
ℓ̂  =  arg max
ℓ
(𝒚 │ 𝒙ℓ, 𝑯) (3.3) 















where 𝑝𝑌(𝒚 |𝒙ℓ, 𝑯) =  𝜋
−𝑁𝑟exp (−‖𝒚 −√𝜌 𝒉𝒙ℓ‖𝐹
2
), and ℓ̂ is the estimated antenna for 1 ≤
ℓ ≤ 𝑁𝑡 . 
 
3.3. Performance Analysis of SSK 
 
The analytical error performance of the SSK is derived using the union bounding technique 
[1] employed to derive the performance analysis of the SM in [29] and [52]. The average 
BER is bounded in [34] as:  
 
𝑃𝑒,𝑏𝑖𝑡
𝑆𝑆𝐾 ≤ 𝐸𝑥 [∑𝑁𝑆𝑆𝐾 (ℓ, ℓ̂)
ℓ̂ ≠ℓ


































 and 𝑑ℓ = 2𝔎 {𝒚
𝐻𝒈ℓ𝑞}.  
 













such that 𝛼𝑆𝑆𝐾(𝑛)~𝒩(0, 𝛼𝑆𝑆𝐾




. Therefore, 𝑘𝑆𝑆𝐾 is a random variable of the 
chi-squared distribution with 2𝑁𝑟 degrees of freedom, and its PDF is given as:  
 
















, 𝑣 > 0 . 
 
In a closed form expression, PEP is given as: 
 
𝑃(𝒙ℓ → 𝒙ℓ̂) =  𝛾𝑆𝑆𝐾
𝑁𝑟 ∑ (
𝑁𝑟 − 1 + 𝑘
𝑘















2 ).  
 











𝑁𝑟 − 1 + 𝑘
𝑘








3.4. Computational Complexity of SSK 
 
In [34], the complexity of SSK was quantified by the number of complex multiplications 
required in the detection process. Similar to [28], (3.5) was analysed to obtain the complexity 













In [34], the complexity of SSK was compared to that of SM-OD, and it was noted that a 
straightforward comparison of complexities of both detectors cannot be made at first glance. 
However, SSK was shown to have lower complexity by more than 50% complex 
multiplications, for practical values of 𝑁𝑡, 𝑁𝑟 and M.  
 
The numerical results and discussion of performances of SSK systems, in terms of bit 
error rate, are presented in Section 3.8. These are also compared to SM and Bi-SSK systems 
for various transceiver configurations. 
 
3.5. Bi-Space Shift Keying Modulation 
 
3.5.1. System Model for Bi-SSK Modulation 
 
The SSK scheme was found to be lacking in good spectral efficiency when compared to SM, 
as would later be seen in the presentation of our results. Achieving higher efficiency in SSK 
can only be made possible by employing high order SSK, which means that large number of 
transmit antennas would have to be employed unnecessarily [57]. On this note, as an 
extension to SSK, Bi-SSK was proposed in [35] to employ dual antenna indices to convey 
information from the source to destination. One of these antennas is associated with a real 
number and the other with an imaginary number. This arrangement results in twice the 
achievable data rate of SSK in addition to preserving the advantages of SSK. We note that 
Bi-SSK modulation, like SSK, is done without the inclusion of APM required in the 
transmission and detection components of schemes such as SM and other conventional 
MIMO systems.  
 
Meanwhile, Bi-SSK scheme exhibits no IAI, even though two antennas are active at the 
same time. This is done by activating two different or similar, but orthogonal, antennas to 
carry the information. It also solves the problem of ICI, while creating no need for IAS. 
However, it requires double the amount of power needed for SSK transmission [35]. Figure 
3.2 illustrates the system model for Bi-SSK equipped with 𝑁𝑡 transmit antennas and 𝑁𝑟 




















Figure 3.2: System model for Bi-SSK modulation 
 
 
3.5.2. Bi-SSK Transmission and Detection  
 
From Figure 3.2, the key idea of Bi-SSK transmission involves dividing the set of 𝑚 
information bits into two equal blocks of length log2(𝑁𝑡) bits. Each of the blocks are then 
mapped into an SSK transmit vector, and are represented as 𝒙ℓ𝔎 and 𝒙ℓ𝔗, where 𝒙ℓ = 1 for 
both real and imaginary ℓ. The corresponding transmit antennas are then activated to 
transmit the vectors 𝒙ℓ𝔎 and 𝒙ℓ𝔗. It is noted that even though the symbols do not contain any 
information on both the real and imaginary antennas, their locations do and so they might be 
designed for optimal transmission [35]. An example of the mapping process for Bi-SSK 
modulation with 𝑁𝑡 = 4  is tabulated in Table 3.2. 
 
























 (𝒙ℓ𝔎 + 𝑗𝒙ℓ𝔗) 
[1 1 0 0] 1  1 0  0 4 [0 0 0 1]T 1 [1 0 0 0]T [ j   0   0   1]T 
[1 0 0 1] 1  0 0  1 3 [0 0 1 0]T 2 [0 1 0 0]T [0    j   1   0]T 
[0 0 1 0] 0  0 1  0 1 [1 0 0 0]T 3 [0 0 1 0]T [1   0    j   0]T 
[0 1 1 1] 0  1 1  1 2 [0 1 0 0]T 4 [0 0 0 1]T [0   1   0    j]T 
[0 0 0 0] 0  0 0  0 1 [1 0 0 0]T 1 [1 0 0 0]T [1+j 0  0  0 ]T 
 
 














 𝑁𝑡                          𝑁𝑟 
 
    
  Sink  
 
Real SSK Symbol 
𝑥ℓ𝔎 = 1 
 
1st antenna index 
ℓ𝔎 = log2(𝑁𝑡) 
Source bits 
𝑚 =  2 × log2(𝑁𝑡) 
 Imag SSK Symbol 
𝑥ℓ𝔗 = 1 
 
2nd antenna index 





























In the example, the total number of transmitted information bits in one time slot can be 
calculated as 𝑚 = 2 × log2(𝑁𝑡) = 2 × log2(4)= 4 bits. In accordance with the mapping 
rules of Bi-SSK; the set of 4 bits (i.e. b3 b2 b1 b0) are equally grouped into two (i.e. b3 b2 and b1 
b0) and each group is used to select one of the 𝑁𝑡 = 4 transmit antennas that are available for 
transmission: one for the real and the other for the imaginary number. In other words, it can 
be said that each group is used to modulate separate SSK symbols, which are added together 
in a complex manner to form the Bi-SSK symbol. Hence, only two of 𝒙ℓ,   ℓ = 1, 2 . . . 𝑁𝑡 in 
𝒙ℓBi−SSK  are nonzero. 
 
Hence, a set of 𝑚 = 2 × log2(𝑁𝑡) bits, is mapped into a Bi-SSK transmit vector 𝒙ℓBi−SSK , 
ℓ = 1,⋯ ,𝑁𝑡, defined as: 
 
𝒙ℓBi−SSK = 𝒙ℓ𝔎 + 𝑗𝒙ℓ𝔗 (3.13) 
 
where ℓ𝔎 represents the active real transmit antenna and ℓ𝔗 represents the active imaginary 
transmit antenna.  
 
The received signal vector for Bi-SSK transmission may then be defined as [35]: 
 
𝒚 = √𝜌 𝜇⁄ 𝑯𝒙ℓBi−SSK +𝒘 
(3.14) 
 
where 𝑯  and 𝒘 are complex and assumed to be i.i.d as CN(𝜇 = 0, 𝜎2 = 1). 𝜇 is a scaling 
factor for the average SNR, 𝜌 at each receive antenna and 𝒙ℓBi−SSK  represents the Bi-SSK 
signal vector of size 𝑁𝑡 × 1. 
 
For example, when the indices result in a single transmit antenna 𝜇 = 1, and when the 
indices result in two antennas we employ 𝜇 = 2. Since 𝒙ℓ = 1 for both real and imaginary ℓ, 
(3.14) can further be simplified to yield: 
  
𝒚 = √𝜌 𝜇⁄ (𝒉ℓ𝔎 + 𝑗𝒉ℓ𝔗) + 𝒘 (3.15) 
 
where 𝒉ℓ𝔎 is the channel gain vector associated with the transmission of 𝒙ℓ𝔎 and 𝒉ℓ𝔗 is the 








From Table 3.2 and (3.14) - (3.15), it observable that the effective constellations of Bi-
SSK are contained in the scaled version of the columns of 𝑯 selected by the real and 
imaginary antenna indices, respectively. That is, the column indices of 𝑯 are used as sources 
of information, i.e. both the real 𝒙ℓ and the imaginary 𝒙ℓ are fixed and equal to 1, while the 
real 𝒉ℓ and imaginary 𝒉ℓ change according to the incoming bit streams. Basically, the 
changing columns of the channel 𝑯, act as the Bi-SSK random constellation points.  
 
The optimal hard-decision maximum-likelihood detector/detection (HDMLD) for the Bi-
SSK system is obtained and written in [35] as: 
 
[ ℓ̂𝔎,  ℓ̂𝔗]  =  argmin
 ℓ𝔎,ℓ𝔗∈[1:𝑁𝑡]




3.6. Performance Analysis of Bi-SSK 
 
The analysis of error performance of the Bi-SSK system was given in [35]. The union bond 
technique was applied to the PEP of deciding 𝑥ℓ𝔎 given that 𝑥ℓ𝔗 is transmitted considering a 
Bi-SSK modulation system with ML detection at the receiver. The SER for Bi-SSK is 
derived from the total average of all possible transmitted symbols by separating all possible 
errors into non-overlapping subsets. According to [35], the SER is approximated as: 
 
𝑃𝑠𝑦𝑚 = 𝔼𝒙ℓ𝔎 [⋃𝑃(𝒙ℓ𝔎 → 𝒙ℓ𝔗)
𝒙ℓ𝔗













=  ∑ 𝑃(𝒙ℓ𝔎 → 𝒙ℓ𝔗)
𝒙ℓ𝔎∈ 𝑘1















𝑘2 = {𝒙ℓ𝔎  ∈  𝒙ℓBi−SSK ∖ 𝒙ℓ𝔎│(𝑐 ≠ 𝑑, 𝑎 ≠ 𝑏)} 
 
are the non-overlapping subsets of all possible errors such that 𝑎 and 𝑏  represent the antenna 
indices associated with real numbers and c and d represent the antenna indices associated 
with imaginary numbers. 
 
In [34], the PEP conditioned on 𝑯 was derived as: 
 
𝑃(𝒙ℓ𝔎 → 𝒙ℓ𝔗|𝑯)  
= 𝑃 ( ‖𝒚 − √𝜌𝑯𝒙ℓ𝔎‖
2











= 𝑄(√𝜇) (3.20) 
  


















Note that H is of Gaussian distribution and as a result, 2𝑁𝑟 independent random variables 
can be summed up to 𝜇 and expressed as:  
 



















2  for 𝒙ℓ𝔗 ∈ 𝑘2; 
hence the PDF of 𝜇 can be obtained since it is chi-squared distributed with 2N degrees of 
freedom.  
 


















The closed form of (3.23) is given in [58] as: 
 
𝑃(𝒙ℓ𝔎 → 𝒙ℓ𝔗) =   𝛾𝛼
𝑁𝑟 ∑ (
𝑁𝑟 − 1 + 𝑘
𝑘

















It is notable that the subsets │𝑘1│ and │𝑘2│ have the cardinalities of 2(𝑁𝑡 − 1) and 
(𝑁𝑡 − 1)
2. By using these cardinalities and replacing the two PEP in (3.17) and (3.24), the 
SER for Bi-SSK is obtained as:  
 
𝑃𝑠𝑦𝑚  ≤  2(𝑁𝑡 − 1)𝛾𝛼1
𝑁𝑟 ∑ (
𝑁𝑟 − 1 + 𝑘
𝑘




+ (𝑁𝑡 − 1)
2𝛾𝛼2
𝑁𝑟 ∑ (
𝑁𝑟 − 1 + 𝑘
𝑘














2 1 + 𝜎𝛼1




2 1 + 𝜎𝛼2
2⁄ ) . 
 
3.7. Computational Complexity of Bi-SSK 
 
In this section, the number of complex multiplications required in the detection process of 
Bi-SSK is used to quantify the computational complexity involved. The Bi-SSK optimal 
detector, given in (3.16), shows that the number of multiplications involved are twice of 
what is obtainable in the Section 3.4 for SSK optimal detector. Without any loss of 
generality, the total computational complexity imposed by the optimal Bi-SSK detector, in 
terms of complex multiplications, can be given as:    








𝐶𝐶Bi−SSK = 2𝑁𝑟𝑁𝑡 (3.26) 
 
3.8. Simulation Results and Discussion 
 
We present here, the simulation results of the error performances of SSK and Bi-SSK 
schemes and compare them to SM. For all simulations, we have considered a flat-fading 
MIMO channel with i.i.d. entries distributed according to CN(0,1), in the presence of 
AWGN. The results are obtained in terms of the BER as a function of the SNR. Different 
number of transmit antennas are employed to obtain different spectral efficiencies of 2, 4 and 
6 bits/s/Hz. We also terminate all simulations at a BER of 10−6. 
 
 
Figure 3.3: Comparison of BER performances of SSK and SM systems  
with 4×4 transceiver configurations 
 
In Figure 3.3, the error performances of SM and SSK systems are evaluated using the 
optimal HDMLD given in (2.13) and (3.5) respectively. Under 4×4 transceiver 
configuration, a 4-ary SSK system is being compared to that of BPSK and 4QAM SM 
systems. The choice of BPSK and 4QAM modulation orders was to make a comparison in 
terms of the same antenna configurations. Even though the 4×4 BPSK and 4×4 4QAM SM 





















SM 4x4 4QAM(4 b/s/Hz)
SM 4x4 BPSK(3 b/s/Hz)
SSK 4x4(2 b/s/Hz)








systems will give 3 and 4 b/s/Hz transmission rates respectively, they are still the least 
possible obtainable for 4×4 transceiver configuration. Meanwhile, we observe that the SSK 
outperforms SM systems in error performance. For example, at a BER of 10−6, 
approximately 1.1 dB SNR gain is achieved by the SSK system compared to 4QAM SM 
system while the gain is reduced to about 0.5 dB in the case of BPSK SM system. 
 
Under the same configuration as presented above, we note that SSK system has the least 
spectral efficiency of 2 b/s/Hz, followed by the BPSK SM with 3 b/s/Hz, while the 4QAM 
SM system possesses 4 b/s/Hz. On this note, the superiority of the SSK system to SM in 
terms of BER may be regarded as being insignificant, coupled with the fact that the dB gains 
appear small. Nevertheless, the advantage of the SSK lies in the lower complexity it 
possesses at the receiver. We recall that the task of SM receivers is doubled due to the 
detection of both the symbol and the antenna indices, but the SSK receiver estimates only the 
antenna index as no symbol was transmitted in the first instance. 
 
 
Figure 3.4: Comparison of BER performances of SSK and SM systems  
with spectral efficiencies of 4 and 6 b/s/Hz 
 





















SM 4x4 16QAM (6 b/s/Hz)
SSK 64x4 (6 b/s/Hz)
SM 4x4 4QAM (4 b/s/Hz)








Furthermore, Figure 3.4 shows the error performances of SM and SSK systems with the 
same spectral efficiency of 4 b/s/Hz and 6 b/s/Hz, respectively. Considering the 4 bit spectral 
efficient systems, both the 16×4 16-ary SSK and the 4×4 4QAM SM are almost matching 
each other in error performance showing insignificant or negligible difference. At a BER of 
10−6, both require approximately 17.6 dB SNR. Meanwhile, the 6 bits SSK system 
outperforms its SM counterpart by approximately 3.1 dB SNR gain, at a BER of 10−6. 
Generally, we infer that SSK system truly outperforms the SM system in terms of error 
performance, especially at higher spectral efficiency; however, this is achieved at the 
expense of an exponentially increased number of transmit antennas. 
 
 
Figure 3.5: Comparison of BER performances of Bi-SSK and SM systems  
with spectral efficiencies of 4 and 6 b/s/Hz 
 
The error performances of 4 bit/s/Hz and 6 bit/s/Hz transmissions for Bi-SSK and SM 
systems are presented in Figure 3.5. The same result also presents the error performance of 
Bi-SSK and SM systems being compared under similar antenna configuration. It is evident 
that the SM systems have better error performances compared to their Bi-SSK counterparts 
for lower spectral efficient transmission. For example, at a BER of 10−6, the SM systems 
yield SNR gains of 2.1 dB over Bi-SSK systems for 4 b/s/Hz. Whereas, higher spectral 
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Bi-SSK 8x4 Theory(6 b/s/Hz)
Bi-SSK 8x4(6 b/s/Hz)
Bi-SSK 4x4 Theory(4 b/s/Hz)
Bi-SSK 4x4(4 b/s/Hz)








efficiency like 6 b/s/Hz Bi-SSK performs better by approximately 2.5 dB SNR gain over the 
SM at the same BER. Nonetheless, this is achieved at the expense of unnecessary 
requirement of large number of transmit antennas. 
 
Meanwhile, another SM system configuration that achieves 6 bits spectral efficiency is 
16×4 4QAM, apart from the 4×4 16QAM transceiver configuration. These two SM systems 
are compared to each other, and to SSK and Bi-SSK systems under the same spectral 
efficiencies. The results presented in Figure 3.6 show that the 16×4 4QAM SM system 
achieves an error performance that closely matches that of the SSK system. What makes this 
SM system better than the SSK is the reduced number of antennas employed in its 
transmitter. It also yields significant SNR gain compared to the Bi-SSK system. For 
example, at a BER of 10−6, approximately 1.0 dB is its SNR gain over the Bi-SSK system.  
 
 
Figure 3.6: Comparison of BER performances of SM, SSK and Bi-SSK systems with 
spectral efficiency of 6 b/s/Hz 
 
Meanwhile, with approximately 3.4 dB SNR gains possessed by the 16×4 4QAM SM 
system over the 4×4 16QAM, at a BER of 10−6; it is evident that the lower M-ary order  SM 
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system performs better than its higher M-ary order  counterpart. We note, however, that this 
is done at the expense of an increased number of transmit antennas. 
 
 
Figure 3.7: Comparison of BER performances of Bi-SSK and SSK systems 
 
Figure 3.7 shows the results obtained for error performances of Bi-SSK and SSK systems 
for similar spectral efficiencies as well as similar antenna arrays. Considering the 4×4 
transceiver configuration, it is evident that Bi-SSK system has twice the spectral efficiency 
of SSK system, but the latter is better in error performance. In one time slot, the Bi-SSK 
system transmits 4 bits while 2 bits is transmitted in SSK system. A degradation of 2.7 dB 
SNR is, however, observed in Bi-SSK with respect to SSK, under 4×4 transceiver 
configuration. For the fact that Bi-SSK transmit twice as much as the data of SSK, such error 
degradation may be considered insignificant. Again, the Bi-SSK scheme trades off error 
performance for fewer antenna requirement (low hardware complexity) when the same 
spectral efficiency is considered for both systems. For example, at a BER of 10−6, 
approximately 2.1 dB SNR gain is achieved by SSK over the Bi-SSK; however, the Bi-SSK 
system requires 𝑁𝑡= 2 while 𝑁𝑡= 4 is required for SSK. 
 
 































The summary of performances of SSK, Bi-SSK and SM are tabulated in Table 3.3. We 
observe that at a BER of 10−6 and 𝑁𝑡= 4, the SNR required is greatest in Bi-SSK with 19.2 
dB, followed by SM with 17.6 dB and it is least in SSK with 16.4 dB. However, the spectral 
efficiencies involved are 4 b/s/Hz, 4 b/s/Hz and 2 b/s/Hz for Bi-SSK, SM and SSK systems, 
respectively. Given a target spectral efficiency of 6 b/s/Hz, Bi-SSK requires 8 𝑁𝑡 (and 20.1 
dB SNR at 10−6), SM requires 16 𝑁𝑡 (and 19.1 dB SNR at 10
−6) while 64 𝑁𝑡 (and 19.2 dB 
SNR at 10−6) will be needed for SSK.  
 
Table 3.3: Summary of performances of SM, SSK and Bi-SSK systems with 𝑁𝑟 = 4 
 Transmit Antennas (𝑵𝒕 = 4) Spectral efficiency = 6 b/s/Hz 








SSK 16.5 dB 2 b/s/Hz 19.2 dB 64 
Bi-SSK 19.2 dB 4 b/s/Hz 20.1 dB 8 




Generally, it can be concluded that: Bi-SSK is better in terms of reduced hardware 
complexity at the transceiver compared to SM and SSK for the same transmission rate, SSK 
is better in terms of power required for transmission but at the expense of a large array of 
antennas and reduced spectral efficiency compared to the SM and Bi-SSK system, and SM is 























Quadrature Spatial Modulation 
 
4.1. Introduction  
 
Users of wireless communication systems continue to desire and demand higher data rates. 
The SM scheme, discussed in Chapter 2, demonstrates a simple and flexible transmission 
mechanism that achieves a high spectral efficiency as well as a relatively low receiver 
complexity [28], [30]. SM is such an indispensable scheme useful for integration in the next 
generation wireless communication systems. Nonetheless, its spectral efficiency is found to 
be proportional to base-two logarithm of the number of transmit antennas [36]. This forms a 
major criticism of the system because exponentially large number of transmit antennas 
would be needed if the promised higher spectral efficiency must be effectively realized. 
Motivated by this, a MIMO technique called quadrature spatial modulation (QSM) [36] was 
proposed. QSM aims at enhancing the overall spectral efficiency of the SM technique, while 
preserving its inherent advantages.   
 
It must be noted that the novel idea of SM remains the basis for the proposed QSM. 
Basically, two major modifications are applied to the conventional SM to achieve QSM. We 
recall that, in SM, the combination of a spatial and signal constellation domain is employed 
for transmission; and clearly, only one spatial dimension (one antenna index) is used to 
convey one constellation symbol that contains both the real and imaginary parts. In QSM, 
the spatial domain is expanded to contain in-phase and quadrature-phase spatial dimensions. 
In addition to this, the complex constellation symbol of SM is further decomposed into its 








are orthogonal cosine and sine carrier signals and are used, in a novel manner, for conveying 
the real and imaginary parts of the symbol, respectively, during transmission [36].  
  
The advantages of QSM include that fact that the overall throughput of the SM system is 
enhanced by additional base-two logarithm of the number of transmit antennas bits. This is 
made possible, innovatively; by using the extra spatial dimension such that two transmit 
antennas are activated simultaneously. As noted earlier, other SM advantages, such as the 
usage of single RF chain at the transmitting end, avoidance of ICI, and low complexity 
receiver, are still well-preserved in the QSM scheme. The QSM system activates two 
transmit antennas at a time as spatial constellation points, and utilizes them to carry 
information, while still avoiding ICI. However, the complexity in the detection process if 
one disadvantage of QSM system. 
 
Reported results of QSM demonstrate that the system requires 3 dB less signal power for 
the same error performance and spectral efficiency compared to its SM counterpart [36]. In 
this chapter, therefore, we present a detailed discussion of the QSM model, transmission and 
detection technique, its performance analysis as well a brief note on the computational 
complexity of its receiver. Simulation results, presented at the end of the chapter, are used to 
evaluate the QSM error performances compared to the SM system.    
 
4.2. System Model and Transmission of QSM Signals 
 
The rule governing the total number of information bits that can be transmitted in QSM 
stipulates that a group of 𝑚 = log2(𝑁𝑡
2𝑀) data bits can be transmitted at once [36]. From 
this, it is evident that the choice of 𝑁𝑡 and 𝑀 determines 𝑚. Therefore, the vector of 𝑚 data 
bits is grouped and mapped to form a constellation vector 𝒙QSM of size 𝑁𝑡. A model of the 
QSM system is depicted in Figure 4.1, considering a MIMO configuration with 𝑁𝑟 receive 
antennas and 𝑁𝑡 transmit antennas using well-known M-ary modulation order.  
 
The source information bit sequence, 𝑚, is partitioned such that the first log2(𝑁𝑡) bits is 
used to select the real antenna index (ℓ𝔎), and the second log2(𝑁𝑡) bits is used to select the 
imaginary antenna index (ℓ𝔗) where ℓ𝔎, ℓ𝔗 ∈ [1, 2, … ,𝑁𝑡]. The remaining log2(𝑀) bits is 
used to select a constellation symbol 𝒙𝑞 where 𝑞 ∈ [1, 2, … ,𝑀]. The selected symbol of the 








These can be identified as 𝒙𝑞𝔎 and 𝒙𝑞𝔗, respectively. We note that the vector 𝒙QSM, which 
represents the QSM signal can also be written as 𝒙ℓ
𝑞
, such that 𝑞 denotes the index of the 















Figure 4.1: System model for QSM modulation 
 
Table 4.1: Mapping rules for QSM modulation 
Information  
Bits 
Symbol bits (b1b0) 
𝑥𝑞 = log2(𝑀) 
Transmit Antenna Pairs 
(b5b4)              (b3b2) 
QSM signal  
vector 
(b5 b4 b3 b2 b1 b0) 𝑞 (b1 b0) 𝑥





[ 1  0  1  1  0  0 ] 1 +1 + j 3 4 [  0      0    +1    +j ]T 
[ 0  0  1  0  0  1 ] 2 –1 + j 1 3 [–1      0    +j     0 ]T 
[ 1  1  0  0  1  0 ] 3 +1 – j  4 1 [– j      0     0    +1]T 
[ 0  1  1  0  1  1 ] 4 –1 – j 2 3 [  0     –1   – j     0 ]T 
[ 0  1  0  0  1  0 ] 3 +1 – j 2 1 [– j    +1     0     0 ]T 
[ 0  0  1  1  0  1 ] 2 –1 + j 1 4 [–1      0      0   +j ]T 
[ 1  1  0  1  1  1 ] 4 –1 – j 4 2 [  0    – j     0    –1]T 
[ 1  0  1  0  0  0 ] 1 +1+ j 3 3 [  0      0   +1+j    0 ]T 


















 𝑁𝑡                          𝑁𝑟 
 




1st antenna index 













2nd antenna index 
























Table 4.1 illustrates a typical mapper for the 6 b/s/Hz QSM transmission with 𝑁𝑡 = 4 and 
M = 4 or 4QAM (whose constellation diagram is shown in Figure (2.2)). The log2(𝑀) bits 
are mapped to one of the MQAM Gray code complex constellation symbol 𝒙𝑞 selected by 𝑞 
according (b1 b0). The complex form of 𝑥𝑞 can be represented as: 
 
𝒙𝑞 = 𝔎[𝒙𝑞𝑒−𝑗2𝜋𝑓𝑐𝑡] (4.1) 
 
According to [36], a single RF chain can be used to decompose the complex symbol (4.1) to 
yield:  
 
𝒙𝑞 = 𝒙𝑞𝔎 cos(2πfct) + 𝒙
𝑞𝔗sin(2πfct) (4.2) 
𝒙𝑞 = 𝒙𝑞𝔎 + 𝑗𝒙𝑞𝔗 (4.3) 
 
Hence, 𝒙𝑞𝔎 is associated with the cosine carrier (i.e. active real transmit antenna ℓ𝔎) and 𝒙
𝑞𝔗 
is associated with the sine carrier (i.e. active imaginary transmit antenna ℓ𝔗). Thus, the 










At the output of the channel, the received signal vector for QSM transmission may then 
be defined as [36]: 
 
𝒚 = √𝜌 𝜇⁄ 𝑯𝒙QSM +𝒘 = √𝜌 𝜇⁄ 𝑯𝒙ℓ
𝑞
 + 𝒘 (4.5) 
 
where 𝑯  and 𝒘 are complex and assumed to be i.i.d as CN(𝜇 = 0, 𝜎2 = 1), 𝜇 is the scaling 
factor for the average SNR, 𝜌, at each receive antenna. For example when ℓ𝔎 = ℓ𝔗, 𝜇 = 1, 
and when ℓ𝔎 ≠ ℓ𝔗, 𝜇 = 2. 𝒙QSM represents the complex signal of the ttransmitted QSM 
vector.  
 
Substituting (4.4) in (4.5) yields: 
 













This can further be simplified as: 
 




) + 𝒘 (4.7) 
 
where 𝒉ℓ𝔎 represents the ℓ𝔎
𝑡ℎ
 column of H, i.e 𝒉ℓ𝔎 = [𝒉1,ℓ𝔎 , . . . 𝒉𝑁𝑟,ℓ𝔎]
𝑇 and 𝒉ℓ𝔗 represents 
the ℓ𝔗
𝑡ℎ





 represent the decomposed 
symbol of 𝑞 index on real and imaginary antennas respectively.  
 
4.3. QSM Detection Scheme 
 
Assuming a perfect knowledge of the channel at the receiver, the received signals are 
processed by the optimum ML detector derived for QSM given in [59]. The detector does 
this by searching through all the available antennas as well as through all the possible data 
symbols. Joint estimation of  ℓ̂𝔎, ℓ̂𝔗 (i.e. detected antenna indices for real and imaginary 
components) and 𝒙𝑞𝔎, 𝒙𝑞𝔗 (i.e. detected data symbols for real and imaginary components) 
are used to recover the original message. This is given in [59] as: 
 
[ℓ̂𝔎, ℓ̂𝔗, 𝑥
𝑞𝔎, 𝑥𝑞𝔗] =  argmin
ℓ𝔎,ℓ𝔗,𝑥
𝑞𝔎,𝑥𝑞𝔗



















then, expanding the Frobenious norm will simplify (4.8) to yield: 
 
[ℓ̂𝔎, ℓ̂𝔗, ?̂?




2 − 2𝔎{𝒚𝐻𝒈} (4.10) 
 












4.4. Performance Analysis of QSM  
 
A detailed analysis error performance for the QSM system has been given in [36, 59]. The 
analysis is computed with an upper bound approach following a tight union bound. The case 
of 𝑁𝑟 = 1 is presented to make it simple and can be generalized for an arbitrary number of 
receive antennas. From (4.9) and (4.10) then:  
 
𝑃𝑄𝑆𝑀(𝒈 →  ?̂? │𝑯) (4.11) 
𝑃𝑄𝑆𝑀(𝑑𝑔 → 𝑑?̂? │𝑯) = 𝑄( √𝜁 ) (4.12) 
  











2 −  2𝔎{𝒚𝐻𝒈 } (4.13) 
 










𝐴 = √𝜌  [ 𝔎(𝒉ℓ𝔎?̂?𝔎) − 𝔗(𝒉ℓ𝔗?̂?𝔗) −  𝔎(?̂?ℓ𝔎?̂?𝔎) + 𝔗(?̂?ℓ𝔗?̂?𝔗) ] 
 
𝐵 = √𝜌  [ 𝔗(𝒉ℓ𝔎?̂?𝔎) + 𝔎(𝒉ℓ𝔗?̂?𝔗) −  𝔗(?̂?ℓ𝔎?̂?𝔎) − 𝔎(?̂?ℓ𝔗?̂?𝔗) ] 
 
 





|𝐴 + 𝑗𝐵|2 
(4.15) 
 
Therefore, the average PEP for just one receive antenna (𝑁𝑟 = 1) is written as [59]: 
 




















To evaluate the average bit error probability (ABEP) of the QSM system, the asymptotic 
tight union bound given in (4.17) is used on assumption that 𝑒𝑛,𝑘 is the number of bit errors 

































For 𝑁𝑟 receive antennas, the instantaneous PEP is given by [59]: 
 















The average PEP can be written as [59]: 
 
𝑃𝑒(𝒈𝑛 → ?̂?𝑘) =  𝛾𝜆
𝑁𝑟 ∑ (
𝑁𝑟 − 1 + 𝑘
𝑘








where  𝛾𝜆 is equivalent to ?̅?𝑒(𝒈𝑛 → ?̂?𝑛) in (4.16). 
 
Ignoring the higher order terms of the Taylor series of (4.20) will give the asymptotic 
average PEP of the QSM system from which diversity gain of 𝑁𝑟 is clearly obvious; and 
from this, we arrive at [59]: 
 




















4.5. Computational Analysis of QSM Receiver 
 
The computational complexity of the QSM can be formulated in terms of complex 
multiplications involved in the detection process. To formulate the computational complexity 
of the QSM optimal detector, the complexity imposed by jointly detecting ℓ̂𝔎, ℓ̂𝔗, ?̂?
𝑞𝔎 and 
?̂?𝑞𝔗 is analysed. Upon inspection, (4.9) can further be simplified and expressed as 𝑮, given 
in (4.22) as: 
 
𝑮 = √𝜌 𝜇⁄ ((𝒉ℓ𝔎𝒙ℓ𝔎
𝑞𝔎





putting (4.22) in (4.10) yields: 
 
[ℓ̂𝔎, ℓ̂𝔗, 𝑥




2 − 2𝔎{𝒚𝐻𝑮} (4.23) 
 
Such that ‖𝑮‖𝐹
2  in (4.23) can be expanded to yield: 
 
‖𝑮‖𝐹















Putting (2.22) and (2.24) back in (2.23), we obtain; 
 
[ℓ̂𝔎, ℓ̂𝔗, 𝑥

























The computational complexity of the QSM detector is evaluated based on (4.25) as the 
total complexities imposed by the joint detection of ℓ̂𝔎, ℓ̂𝔗, 𝑥
𝑞𝔎 and 𝑥𝑞𝔗, in terms of complex 
multiplications and the overall computational complexity is estimated and given as: 
 








We note that in [36], the estimation of the overall number of real multiplications and 
divisions needed for the joint detection of  ℓ̂𝔎, ℓ̂𝔗, 𝑥
𝑞𝔎 and 𝑥𝑞𝔗 in QSM was given as  
𝐶𝐶QSM = 8𝑁𝑟2
𝑚. It was thereafter noted that the receiver complexity of QSM is equivalent 
to that of SM as presented in [29], [33] and [43]. The improvements observed in QSM in 
terms of spectral efficiency and error performance are therefore achieved at almost no cost.  
 
4.6. Simulation Results and Discussion 
 
Simulation results of the error performances of QSM are presented in this section. 
Comparisons of its error performances are made with SM system, under the same/different 
spectral efficiencies and similar/different antenna configurations. For all results, simulations 
have been made under a Rayleigh flat-fading MIMO channels with i.i.d. entries distributed 
according to CN(0,1), and in the presence of AWGN. The results are therefore presented in 
terms of BER as a function of the SNR. While all simulations are terminated at a BER of 
10−6, we have carefully employed 2 and 4 antennas at the receiver and different numbers of 
transmit antennas are used to obtain different spectral efficiencies of 6 and 8 bits/s/Hz.  
 
Figure 4.2: Comparison of BER performance of QSM systems with spectral  
efficiencies of 6 and 8 b/s/Hz using 4×4 MIMO configurations 
 





















4x4 16QAM Theory (8 b/s/Hz)
4x4 16QAM Simulation (8 b/s/Hz)
4x4 4QAM Theory (6 b/s/Hz)








In Figure 4.2., we present the simulation results for error performance of QSM systems 
with spectral efficiencies of 6 and 8 b/s/Hz together with their theoretical/analytical results. 
It was confirmed that a 4×4 4QAM and 4×4 16QAM QSM system configurations would 
transmit 6 and 8 b/s/Hz, respectively. This is in accordance with the QSM mapping rule 
given in Section 4.2. The computed upper bound approach of the performance analysis 
presented in Section 4.4 was used to validate the simulation results of the QSM system 
which shows little variations at lower SNR. 
 
Figure 4.3.: Comparison of BER performances of QSM and SM systems with 4×4 
transceiver using M = 4 and M = 16, using 4×4 MIMO configurations 
 
Figure 4.3 aims to compare the error performances of QSM and SM using 4×4 
transceiver configurations with the modulation order M = 4 and M = 16. In both cases, the 
SM systems outperform their QSM counterparts, with approximately 2.6 dB and 3.5 dB SNR 
gains for M = 4 and M = 16, respectively, at a BER of 10−6. However, it is evident that these 
SM systems lack good spectral efficiencies compared to their QSM counterparts, when the 
same hardware configurations are employed. For example, with 4×4 16QAM configurations, 
QSM system has a spectral efficiency of 8 b/s/Hz as against 6 b/s/Hz that is achievable in 
SM system. In a similar way, QSM system achieves a spectral efficiency of 6 b/s/Hz, while 
SM system has a spectral efficiency of 4 b/s/Hz with 4×4 4QAM configurations. It therefore 





















QSM 4x4 16QAM (8 b/s/Hz)
SM  4x4 16QAM (6 b/s/Hz)
QSM 4x4 4QAM (6 b/s/Hz)








means that, given the same hardware/antenna configuration, the QSM scheme enhances the 
spectral efficiency of SM system, while the SM is superior in error performance. 
 
Meanwhile, a second look at Figure 4.3 shows that, with 4×4 transceiver configuration, 
and at a target transmission rate of 6 b/s/Hz, the QSM system is better than the SM in error 
performance. For example, at a BER 10−6, the 4×4 4QAM QSM achieves approximately 
2.3 dB SNR gain over the 4×4 16QAM SM system. In addition, the modulation order 
involved in the SM is higher than in QSM, resulting in relatively higher complexity at the 
SM receiver. It is therefore appropriate to say that, under the conditions of the same spectral 
efficiencies and same transceiver configurations, the QSM is better than the SM system both 
in error performance and receiver complexity. 
 
Figure 4.4: Comparison of BER performances of QSM and SM systems with 4×2 
transceiver using M = 4 and M = 16 
 
Again, we present the error performances of SM and QSM systems in Figure 4.4. Like 
what we obtained in Figure 4.3., 4QAM and 16QAM are employed, but this time with 𝑁𝑟 = 
2. Under these configurations, once again, the SM systems outperform the QSM systems. At 
a BER of 10−6, the 6 bits SM system achieved the 4.0 dB over 8 bits QSM system. 
Furthermore, the 4 bits SM achieved 0.5 dB compared to the 6 bits QSM system at the same 





















QSM 4x2 16QAM (8 b/s/Hz)
SM  4x2 16QAM (6 b/s/Hz)
QSM 4x2 4QAM (6 b/s/Hz)








BER. We infer therefore that, given the same antenna configuration, the QSM scheme has 
improved spectral efficiency compared to SM system. Meanwhile, with 𝑁𝑟 = 2, both systems 
show worse error performances compared to 𝑁𝑟 = 4 (as obtained in Figure 4.3). 
 
Figure 4.5: Comparison of BER performances of 6 b/s/Hz systems  
for QSM and SM with M = 4 using 𝑁𝑟 = 2 and 𝑁𝑟 = 4 
 
In Figure 4.5., we target a 6 b/s/Hz transmission rate using 4QAM for both QSM and SM 
systems with 𝑁𝑟 = 2 and 𝑁𝑟 = 4. With 𝑁𝑟 = 4, the error superiority of SM over QSM system 
is about 1.0 dB SNR gain at a BER of 10−6. However, the SM system would require 𝑁𝑡= 16 
to achieve an SNR gain that is as small as 1.0 dB over the QSM system that requires 𝑁𝑡= 4. 
When 𝑁𝑟 = 2, QSM system outperforms the SM system with approximately 3.0 dB SNR 
gain at a BER of 10−6, even though the SM system still required 𝑁𝑡= 16 as against 𝑁𝑡= 4 in 
QSM. It, therefore, means that SM systems would require exponentially large number of 
transmit and receive antennas in order to compete with QSM system for the same error 
performances and spectral efficiencies. 
 
Finally, the error performances of 4 b/s/Hz SM, SSK and Bi-SSK systems are compared 
to that of QAM system of the same spectral efficiency. Note that all of the systems are 
configured to employ 𝑁𝑟 = 4 at the receiver. With the same spectral efficiency of 4 b/s/Hz, 
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QSM 4x2 4QAM(6 b/s/Hz)
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the SM system outperformed the rest; requiring 17.6 dB SNR at a BER of 10−6. This is just 
0.2 dB better than the error performance of the SSK system. Again, the SM system 
outperform the QSM by approximately 1.6 dB SNR while it also has approximately 1.8 dB 
SNR gain over the Bi-SSK system. However, the QSM system would 2 transmit antennas, 
which happens to be the least required among the four systems. Both the SM and Bi-SSK 
system require 4 transmit antennas, while 16 antennas are required by the SSK system at the 
transmitter. Provided that all these systems are subjected to the same condition of 
transmitting at the rate of 4 b/s/Hz, we can conclude that the QSM system is economically 
more effective with the lowest cost of deploying transmit antenna array; while the SM and 
Bi-SSK systems will be suitable in terms of link reliability.   
 
 
Figure 4.6: Comparison of BER performances of 4 b/s/Hz SM, SSK, Bi-SSK  














4.7. Conclusion  
 
The QSM is able to improve on the overall spectral efficiency of the SM scheme. In 
addition, the QSM is better than the SM system both in error performance as well as in 
receiver complexity, under the conditions of the same spectral efficiencies. Meanwhile, to 
match the spectral efficiency of the QSM, SM system would need multiples of 𝑁𝑡 required in 
QSM. It is noteworthy that these qualities are achieved in QSM at no additional 










































It is desired that the next generation communication systems provide users with high data 
rates, in addition to ensuring reliability and power efficiency. This is achievable, but with 
error control as a major challenge in the course of reproducing the transmitted information at 
the receiver [60]. Shannon provided a solution to this by properly encoding the information 
bits prior to transmission. Transmissions that strictly obey Shannon’s Law can effectively 
reduce errors, induced by noise and unreliable channels, without any sacrifice of the 
transmission rate [10]. In practice, therefore, the majority of communication systems employ 
coding. Following the ground-breaking work of Shannon in [60], a number of encoding and 







Figure 5.1: Basic block diagram of a typical coded system [10] 
 
FEC codes, such as block codes and convolutional codes, are popular techniques used for 
channel coding. A typical coded system is illustrated in Figure 5.1. In this chapter of the 
dissertation, one of the objectives is to extend the FEC codes (as discussed in Sub-section 




























SSK) with an aim to achieve coding gains, in terms of error performance. However, 
achieving larger SNR gains would require a soft-output detector to be coupled with a soft-
input decoder, for processing the signals at the receiver. Hence, another objective of this 
chapter is to develop receiver configurations for SSK and Bi-SSK that will perform soft-
output ML detection (SOMLD).  
 
Few authors, in literature, have employed the use of SOMLD in their works, over the 
years. One of the available ones (i.e SM-SOMLD scheme proposed in [37]) has already been 
studied in Chapter 2. In [55], SOMLD was extended to demodulate an hybrid system of SM 
and space-time block coding, STBC [61], called STBC-SM [62] that takes advantage of the 
benefits of both while avoiding their drawbacks. The SOMLD-STBC-SM [55], yields a 
significant improvement over the conventional STBC-SM [62]. Currently, there has been no 
literature which documents the SOMLD scheme for the SSK and Bi-SSK systems. 
Motivated by the good error performance of SM-SOMLD [37] under coded channel 
conditions and the superior performance of SOMLD-STBC-SM [55], we therefore extend 
the concept of SOMLD to SSK and Bi-SSK schemes.  
 
5.2. Soft-Output ML Detection for SSK 
 
In this section, we propose a SOMLD detector for SSK. It should be recalled that SSK 
scheme is discussed comprehensively in Chapter 3. Its key idea of transmission involves 
using the spatial dimension to convey information in the absence of an APM symbol. It was 
evidently confirmed that SSK exhibits the fundamental advantages of SM in addition to; 
lowered detection complexity for identical performance to SM, a simpler structure that 
provides easier integration with communication systems, and reduced hardware complexity. 
These qualities add to the motivation behind our proposal of a soft-output detector for SSK 
(i.e. SSK-SOMLD).  
 
We employ a 1/2 rate convolutional encoder with constraint length 9 and code generator 
matrixes [ 𝑔1 = (561)𝑜;  𝑔2 = (753)𝑜], to encode the information bits. This is done to allow 
the proposed SSK-SMOLD obtain an improved error performance. The channel encoder is 
placed next to the source (refer to Figure 3.1) such that it accepts information bits from the 
source and gives codewords as output. The coded sequence is transmitted by SSK 








𝒚 = √𝜌𝑯𝒙ℓ +𝒘 = √𝜌𝒉ℓ +𝒘 (5.1) 
 
where 𝑯 and 𝒘 are as defined earlier; and 𝜌 is the transmitted signal energy for each code 
bit. 
 
The soft output detection is based on (5.1), by computing the a-posteriori log-likelihood 
ratio (LLR) for the transmit antenna index which we define as the logarithm of the joint 
probability of the received signal 𝒚, conditioned on the transmitted bit sequences 𝒙ℓ (of 
paths with ‘1’ and ‘0’ bits respectively). The essence of making a decision between the two 
(‘1’ and ‘0’) paths is to select the one with larger metric. This maximizes the probability of a 
correct decision, or, equivalently, minimizes the probability of error for the sequence of 
information bits. 
 
The presence of (i) an uncorrelated and equally likely antenna indices (ii) an equally 
likely set of antenna bits, and (iii) 𝑁𝑡 transmit antenna elements at the transmitter; are 
generally assumed. Hence, the a-posteriori LLR for the ath transmit antenna bit can be 
expressed as:  
 






= log [  
∑ 𝑃(𝒚│ℓ =  ℓ̂)ℓ̂∈ ℓ1𝑎 
∑ 𝑃(𝒚│ℓ =  ℓ̂)ℓ̂∈ ℓ0𝑎






𝑎 are vectors of the antenna indices with ‘1’ and ‘0’ at the ath antenna bit, 
respectively.  
 
On application of the Bayes’ theorem, the demodulator output in (5.3) can be described 
statistically by the PDF, such that the ath transmit antenna bit is expressed as: 
 




































where 𝜎2 is the variance of the AWGN, w.  
 
As the name suggests, the outputs of the proposed detector are real (soft) numbers; unlike 
the optimal ML detector for SSK whose outputs are integers (1’s and 0’s). For the proposed 
detector to achieve the target improvement in error performance, it was earlier motivated 
that; in addition to channel coding, the proposed soft-output detector would require a soft-
input decoder for processing the signals at the receiver. On this note, the soft output of our 
proposed demodulator, given in (5.4), is fed into a soft-input Viterbi channel decoder and an 
estimate of the transmitted message is obtained.  
 
5.3. Computational Complexity of SSK-SOMLD 
 
The computational complexity of the SSK-SOMLD may be formulated in terms of complex 
multiplications involved in the detection processes. Importantly, the computation of the 
logarithm functions present in the LLRs of the proposed soft-output detectors must be 
considered so as to determine their contributions to the total complexities of the detectors. In 
this dissertation, we assume that the computation of the logarithm functions are 
approximated via the use of LUT based method presented in [56], and therefore impose no 
additional complexity.   
 
To formulate the computational complexity of the SSK-SOMLD, the complexity imposed 
by detecting the ath real antenna bit is analysed. Upon inspection, (5.4) can further be 
expressed as: 
 























The computation of ‖𝒉ℓ‖𝐹
2  is equivalent to 𝒉ℓ
𝐻𝒉ℓ and requires 𝑁𝑟 complex 
multiplications for each ℓ̂. Considering the numerator of (5.5), ‖𝒉ℓ‖𝐹
2  for ℓ̂ 𝜖 ℓ1




) complex multiplications. It is evident that ‖𝒉ℓ‖𝐹




complex multiplications at the denominator of (5.5) for ℓ̂ 𝜖 ℓ0
𝑎. As mentioned earlier, the 








detectors can be ignored since a LUT-based method [56] has been assumed to approximate 
the functions. We also assume that computational results can be stored and reused in order to 
avoid redundancy.  
 
On this note, the summation of complex multiplications at both numerator and 
denominator gives the total computational complexity of the SSK-SOMLD, which can be 
evaluated and expressed as: 
 
𝐶𝐶SSK−SOMLD =  𝑁𝑟𝑁𝑡   (5.6) 
 
By inspection, the computational complexity of the SSK-SOMLD given is (5.6) is similar 
to that of the SSK-HDMLD given in (3.12), as 𝑁𝑡 = 𝑀 in the SSK scheme. On this note, we 
conclude that the proposed SSK-SOMLD detector imposes no additional complexity 
compared to the conventional SSK-HDMLD. In Section 5.6, we present the numerical 
evaluation and discussion of the error performance of the SSK-SOMLD detector in 
comparison to the SSK-HDMLD. 
 
5.4. Soft-Output ML Detection for Bi-SSK 
 
Bi-SSK, like the SSK, has been discussed in Chapter 3. It is an extension of the SSK, where 
dual antenna indices are employed to convey information from the source to destination. The 
Bi-SSK technique results in twice the achievable data rate of SSK, in addition to preserving 
major advantages of SSK. It must be recalled that the Bi-SSK modulation is also done 
without any APM symbol, and so, the task of the receiver is to detect only the two antenna 
indices. The numerous advantages of Bi-SSK as a modulation scheme add to our motivation 
of proposing a soft-output detector for it.  
 
The source information stream is fed into a 1/2 rate convolutional encoder with 
constraint length 9 and code generator matrixes 𝑔1 = (561)𝑜;  𝑔2 = (753)𝑜. This is done to 
allow the proposed Bi-SSK-SOMLD obtain an improved error performance. The channel 
encoder is placed next to the source (refer to Figure 3.2) and gives encoded bits as output. 










𝒚 = √𝜌 𝜇⁄ 𝒙Bi−SSK +𝒘 = √𝜌 𝜇⁄ (𝒉ℓ𝔎 + 𝑗𝒉ℓ𝔗) + 𝒘 
(5.7) 
 
where 𝑯 and 𝒘 are as defined earlier; and 𝜌 𝜇⁄  is the transmitted signal energy for each code 
bit. 
 
At the receiver, the proposed demodulator independently calculates the LLR for the real 
and imaginary antenna indices bits using the received coded Bi-SSK signal of (5.7). The a-
posteriori log-likelihood ratio (LLR), defined as the logarithm of the joint probability of the 
received signal 𝒚, conditioned on the transmitted bit sequences 𝒙Bi−SSK (of paths with ‘1’ 
and ‘0’ bits, respectively), is computed independently for ath real transmit antenna bits and 
ath imaginary transmit antenna bits. The reason for making the decision between two (‘1’ 
and ‘0’) paths is to select the one with larger metric so as to maximize the probability of a 
correct decision, or, equivalently, minimize the probability of error for the sequence of 
information bits.  
 
The presence of (i) an uncorrelated and equally likely antenna indices that consist of real 
and imaginary antenna bits (ii) an equally likely set of real antenna bits, and (iii) 𝑁𝑡 transmit 
antenna elements at the transmitter, are generally assumed. Therefore, the a-posteriori LLR 
for the ath real transmit antenna bit can be expressed mathematically as:  
 
𝐿𝐿𝑅(ℓ𝔎









∑ 𝑃(𝑦 │ℓ𝔎 = ℓ̂𝔎, ℓ𝔗 = ℓ̂𝔗)𝑃(ℓ𝔎 = ℓ̂𝔎)ℓ̂𝔎∈ℓ1𝑎𝔎
ℓ̂𝔗∈ℓ












are vectors of the real antenna indices with ‘0’ and ‘1’ at the ath antenna 
bits, respectively. 
 
On application of the Bayes’ theorem, the demodulator output in (5.9) can be described 





















 such that  𝜎2 is the variance of the AWGN w. 
In the same vein, the a-posteriori LLR for the ath imaginary transmit antenna bit can be 
expressed mathematically as: 
 
𝐿𝐿𝑅(ℓ𝔗










∑ 𝑃(𝒚 |ℓ𝔎 = ℓ̂𝔎, ℓ𝔗 = ℓ̂𝔗)𝑃(ℓ𝔗 = ℓ̂𝔗)ℓ̂𝔗∈ℓ1𝑎𝔗
ℓ̂𝔎∈ℓ



















are vectors of the imaginary antenna indices with ‘0’ and ‘1’ at the 𝑎𝑡ℎ 
antenna bits, respectively.  
 
In is noted that the outputs of (5.10) and (5.13) are real (soft) numbers; unlike the optimal 
ML detector for SSK (3.5) whose outputs are integers (1’s and 0’s). Again, detection is 
performed by our proposed Bi-SSK-SOMLD for one bit at a time as against the joint 
detection employed (3.5). It was motivated earlier that; in addition to channel coding, larger 
SNR gain is possible if a soft-input decoder is coupled with our soft-output detector for 
processing the signals at the receiver. Consequently, to achieve the target improvement in 
error performance, the outputs of our proposed demodulator (5.10) and (5.13) are fed into a 
soft-input Viterbi channel decoder and an estimate of the transmitted message is obtained. 
 
5.5. Computational Complexity of Bi-SSK-SOMLD 
 
We formulate the computational complexity of the Bi-SSK-SOMLD in terms of complex 
multiplications involved in the detection processes. We note that the computation of the 








to have no addition complexities on the total complexities of the proposed detector. This is in 
line with the use of LUT based method presented in [56].  
 
To formulate the computational complexity of the Bi-SSK-SOMLD, the individual 
complexity imposed by each of the two detection processes of detecting the ath real antenna 
bits, and ath imaginary antenna bits are analysed. It is evident that (5.10) and (5.13) can be 
written, on expansion of the Frobenious norms, and expressed as:   
 
𝐿𝐿𝑅(ℓ𝔎














where 𝐶 = 𝐷 =
√𝜌 𝜇⁄ ‖𝒉ℓ𝔎‖𝐹
2







Based on (5.14) and (5.15), we evaluate the complexity imposed by the B-SSK-SOMLD 
on assumption that results can be stored for reuse in future, so as to avoid redundant 
computations. Considering the numerator of (5.14), the computation of the first term 
‖𝒉ℓ𝔎‖𝐹
2
, is equivalent to 𝒉ℓ𝔎
𝐻𝒉ℓ𝔎 and requires 𝑁𝑟 complex multiplications for each ℓ̂, such 
that ‖𝒉ℓ𝔎‖𝐹
2
 for ℓ̂ 𝜖 ℓ1
𝑎  requires a total of 𝑁𝑟
𝑁𝑡
2
 complex multiplications.  
 
The second term would also require 𝑁𝑟
𝑁𝑡
2
. Since this has already been computed for the 
first term, we assume that the second term imposes no additional complexity and the result 




multiplications for ℓ̂ 𝜖 ℓ1




. The summation of these gives the total computational complexity imposed 
by the computation of the numerator of (5.14), which is expressed as 𝛿𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟 = 2𝑁𝑟𝑁𝑡. 
A proper observation of the denominator of (5.14) reveals that the denominator would 
impose a total complexity of 2𝑁𝑟𝑁𝑡 complex multiplication which can be ignored because it 








real antenna bit, as given in (5.14), imposes a total complexity of 2𝑁𝑟𝑁𝑡 complex 
multiplications on the SSK-SOMLD receiver.  
 
Using a similar approach, it can be shown that the computational complexity imposed by 
the estimation of the ath imaginary antenna bit (ℓ𝔗
𝑎), in (5.17) will not impose any further 
complexities as stored results can be reused in order to avoid redundant computations. As 
mentioned earlier, the computation of the logarithm functions can be ignored since a LUT-
based method [56] has been assumed for approximating the functions. Consequently, the 
total computation complexity of our proposed Bi-SSK-SOMLD detector is given as:  
 
𝐶𝐶Bi−SSK−SOMLD =  2𝑁𝑟𝑁𝑡 (5.16) 
 
By inspection, (5.18) is similar to (3.26); we conclude, therefore, that the proposed QSM-
SOMLD detector imposes no additional complexity compared to the conventional QSM-
HDMLD.  
 
5.6. Simulation Results and Discussion 
 
Results of investigation of the error performances of the proposed soft-output detectors for 
SSK and Bi-SSK schemes are presented in this section. These detectors have been 
investigated under coded and uncoded channel conditions different configurations of SSK 
and Bi-SSK systems. For all simulations, Rayleigh flat-fading MIMO channels with i.i.d. 
entries distributed according 𝐶𝑁(0,1) are assumed. The presence of AWGN is also assumed, 
and simulations are terminated at a bit error rate (BER) of 10−6. The results obtained are in 
terms of the BER as a function of the SNR. In both systems, different transmit antenna 
configurations are employed to obtain spectral efficiencies of 2, 4 and 6 b/s/Hz. 
 
In Figure 5.2, the error performances of the SSK-HDMLD and our proposed SSK-
SOMLD detectors are evaluated in uncoded channel conditions. The closely matching 
curves, in pairs, show the HDMLD and the proposed SOMLD for all configurations 
considered. This no gain scenario is much expected and hence, we affirm that the soft-output 
detector has no effect, unless coupled with a soft-input decoder at the receiver, when channel 










Figure 5.2: Comparison of BER performances of 2, 4 and 6 b/s/Hz SSK systems in uncoded 
channels using the proposed SOMLD and HDMLD (𝑁𝑟 = 4) 
 
Figure 5.3: Comparison of BER performances for 6 b/s/Hz SSK system 
in coded and uncoded channels using 64×4 MIMO configuration  






























































The error performances of a 6 bits/s/Hz 64×4 SSK systems with HDMLD and the 
proposed SOMLD detectors are depicted in Figure 5.3. We note quickly that, the SSK 
system with conventional HDMLD has been shown in Figure 5.2 to be closely matching the 
proposed SOMLD, in uncoded channels. Meanwhile, in coded channels, the proposed 
SOMLD for the 6 bits SSK system performs better than the HDMLD. For example at a BER 
of 10−6, an SNR gain of approximately 4.3 dB is evident. Furthermore, the proposed coded 
SOMLD achieves 8.0 dB SNR gain over the uncoded conventional HDMLD scheme, at the 
same BER. 
 
In Figure 5.4, we present the error performances for SSK of spectral efficiency of 4 
b/s/Hz employing 16×4. It is evident that the coded SOMLD detector yields significant SNR 
gain. For example, at a BER of 10−6, approximately  6.3 dB SNR gain is achieved by coded 
SOMLD compared to coded HDMLD. Furthermore, the coded SOMLD achieves 8.2 dB 
SNR gain over the uncoded HDMLD scheme, at the same BER. 
 
 
Figure 5.4: Comparison of BER performances for 4 b/s/Hz SSK system 
in coded and uncoded channels using 16×4 MIMO configuration  
 
 
































For Bi-SSK systems, the error performances of the HDMLD and SOMLD detectors are 
evaluated for uncoded channels, as depicted in Figure 5.5. As expected, the simulation 
results show that the proposed SOMLD scheme matches closely with the HDMLD for all the 
considered configurations. This means that the SOMLD has no effect under uncoded 
channel. Therefore, to achieve the target improvement, the soft-output detector, has to be 




Figure 5.5: Comparison of BER performance of 2, 4 and 6 b/s/Hz Bi-SSK systems in 
uncoded channels using the proposed SOMLD and HDMLD (𝑁𝑟 = 4) 
 
In Figure 5.6, the error performances of a 6 bits/s/Hz 8×4 Bi-SSK system with HDMLD 
and the proposed SOMLD schemes in uncoded and coded channels, are depicted. In coded 
channels, the SOMLD for Bi-SSK system performs better than the coded HDMLD. For 
example, at a BER of 10−6, an SNR gain of approximately 4.2 dB is evident. Furthermore, 
the proposed SOMLD in coded channel achieves an SNR gain of 10.4 dB over the uncoded 
conventional HDMLD scheme, at the same BER. 
 
 































































Figure 5.6: Comparison of BER performances for 6 b/s/Hz Bi-SSK system 
















             Figure 5.7: Comparison of BER performances for 4 b/s/Hz Bi-SSK system in  
               coded and uncoded channels using 4×4 MIMO configuration 
































In Figure 5.7, we present the error performances for a spectral efficiency of 4 b/s/Hz 
employing 4×4, 4-ary Bi-SSK in coded and uncoded channels, using the proposed SOMLD 
and the HDMLD schemes. It is shown that the SOMLD detector yields significant SNR gain  
in coded channel by achieving approximately 4 dB SNR gain over HDMLD, at a BER of 
10−6. Furthermore, the proposed SOMLD in coded channel achieves an SNR gain of 9.2 dB 
over the uncoded HDMLD scheme, at a BER of 10−6. 
 
To summarize the improvements in error performances achieved by the proposed 
SOMLD detectors for SSK and Bi-SSK schemes, the SNRs gains for 4 and 6 b/s/Hz are 
tabulated in Table 5.1. 
 
Table 5.1.: Summary of SNR gains of SOMLD compared to HDMLD for SSK and Bi-SSK 
schemes in coded channels  
Detection Scheme SNR gains (at BER ≈ 10−6) 
 4 bits/s/Hz 6 bits/s/Hz 
Coded SSK-HDMLD 2.0 dB 4.3 dB 




In this chapter, we have proposed a SOMLD for SSK and Bi-SSK systems. For uncoded 
channels, the proposed detectors yield identical error performances as their respective 
HDMLD counterparts. However, when channel coding is employed, such that the soft-output 
detector is coupled with a soft-input channel decoder, significant SNR gains are achieved. 
The proposed soft-output detectors impose no additional computational complexity 
























The QSM scheme has indeed demonstrated that high data transmission is achievable in 
wireless communication systems. It can be concluded, therefore, that QSM would be suitable 
for integration in the next generation communication systems. In addition to high data rate 
potential of QSM, the next generation communication systems aim at providing users with 
reliability and power efficiency. Research has shown that this is also achievable if errors, 
induced by noise and unreliable channels, can be controlled in the course of reproducing the 
transmitted information at the receiver [60]. To achieve this, in practice, the majority of 
communication systems employ channel coding. The basic block diagram of a typical coded 
system has been given in Figure 5.1. 
 
In addition to channel coding, achieving larger SNR gain would require a soft-output 
detector coupled with a soft-input decoder, for processing the signals at the receiver. Such 
receivers have been identified in Chapter 5 as SOMLD. With an aim to achieve coding gains, 
in terms of error performance, the objectives of this chapter, therefore, are to extend the FEC 
codes (as discussed in Sub-section 1.1.1.) to QSM schemes as a member of the transmit 
antenna index modulation-based schemes, and also, develop a receiver configuration that 
will perform soft-output ML detection (SOMLD) on the coded QSM signal.  
 
Few authors, [10], [37], and [55], have employed the use of SOMLD in their works, over 
the years. Currently, there has been no literature which documents the SOMLD scheme for 








coded channel conditions and the superior performance of SOMLD-STBC-SM [55], we 
hereby propose a soft-output ML detector (SOMLD) for the high spectral efficient QSM 
system (QSM-SOMLD).  
 
6.2. Soft-Output ML Detection for QSM 
 
QSM enhanced the overall throughput of SM, while the fundamental advantages of SM are 
retained. A detailed discussion of QSM has been presented in Chapter 4. In this section, we 
present a SOMLD for QSM. Before the QSM modulation, convolutional channel encoder, 
with constraint length 9 and code generator matrices 𝑔1 = (561)𝑜;  𝑔2 = (753)𝑜, is 
employed to encode the source information bits at the transmitter. The encoder is placed next 
to the source (refer to Figure 4.1) such that it accepts the source information bits as input and 
yields encoded bits as output, in accordance with the 1/2 rate of the encoder. The encoded 
bits are then mapped for QSM modulation before transmission occurs over the wireless 
channel 𝑯, whose entries are assumed to be i.i.d. with CN(0, 1) in the presence of AWGN w. 
 
This forms the input to our soft-output detector, which can be represented similar to (4.5) as: 
 








where 𝑯 and 𝒘 are as defined earlier; and 𝜌 𝜇⁄  is the transmitted signal energy for each code 
bit. 
 
At the receiver, the proposed demodulator independently calculates the LLR for the ath 
real antenna bit (i.e. ℓ𝔎
𝑎), ath imaginary antenna bit (i.e. ℓ𝔗
𝑎), bth real symbol bit (i.e. 𝑥𝔎
𝑏), and 
bth imaginary symbol bit (i.e. 𝑥𝔗
𝑏), from the received coded QSM signals given in (6.1). The 
a-posteriori log-likelihood ratio (LLR) is defined as the as the logarithm of the joint 
probability of the received signal 𝒚, conditioned on the transmitted bit sequences 𝒙QSM (of 





𝑏, respectively. The reason for making the decision between two (‘1’ and ‘0’) paths is to 
select the one with larger metric, which results in maximizing the probability of a correct 









Generally, the presence of (i) an uncorrelated and equally likely antenna indices that 
consist of real and imaginary antenna bits, (ii) an independent and uncorrelated data symbols 
that consist of real and imaginary data bits, and (iii) 𝑁𝑡 transmit antenna elements at the 
transmitter, are assumed. Based on (6.1), the a-posteriori LLR for the ath real transmit 













































are vectors of the real antenna indices with ‘0’ and ‘1’ at the 𝑎𝑡ℎ antenna 
bits, respectively. 
 
On application of the Bayes’ theorem, the demodulator output in (6.3) can be described 
statistically by the PDF, such that the ath real transmit antenna bit is expressed as: 
 
𝐿𝐿𝑅(ℓ𝔎
𝑎) = log [
∑ ∑ exp(𝐸)?̂?𝔎 ,?̂?𝔗 𝜖 𝜒ℓ̂𝔎∈ℓ1𝑎𝔎,ℓ̂𝔗∈ℓ
 















 such that 𝜎2 is the variance of the AWGN 𝒘. 
 
In the same vein, the ath imaginary antenna bit is computed, and expressed as: 
 
𝐿𝐿𝑅(ℓ𝔗




































𝑎) = log [
∑ ∑ exp(𝐸)?̂?𝔎 ,?̂?𝔗 𝜖 𝜒ℓ̂𝔗∈ℓ1𝑎𝔗,ℓ̂𝔎∈ℓ
 


















are vectors of the imaginary antenna indices with ‘0’ and ‘1’ at the 𝑎𝑡ℎ 
antenna bits, respectively.  
 
Furthermore, the bth real symbol bit is computed and expressed mathematically as: 
 
𝐿𝐿𝑅(𝑥𝔎





































𝑏) = log [
∑ ∑ exp(𝐸)ℓ̂𝔎,ℓ̂𝔗∈ℓ?̂?𝔎 𝜖 𝑥1
𝑎
𝔎
,?̂?𝔗 𝜖 𝜒  














 are vectors of the real data symbols with ‘0’ and ‘1’ at the 𝑏𝑡ℎ data bit, 
respectively. 
 
Finally, the bth imaginary symbol bit is can be written as: 
  
𝐿𝐿𝑅(𝑥𝔗





































𝑏) = log [
∑ ∑ exp(𝐸)ℓ̂𝔎,ℓ̂𝔗∈ℓ?̂?𝔗 𝜖 𝑥1
𝑎
𝔗
,?̂?𝔎 𝜖 𝜒  











 are vectors of the imaginary data symbols with ‘0’ and ‘1’ at the 𝑏𝑡ℎ 
data bit, respectively. 
 
It is important to note that detection of the QSM signal with our proposed demodulator is 




𝑏) as against the joint detection of the 








the proposed detector are real (soft) numbers; unlike the optimal ML detector whose outputs 
are integers (1’s and 0’s).  
 
It was earlier motivated that; in addition to channel coding, achieving larger SNR gain 
with a soft-output detector would require a soft-input decoder for processing the signals at 
the receiver. On this note, the proposed detector would achieve the target improvement in 
error performance, as soft outputs from the proposed demodulator, given in (6.7), (6.10), 
(6.13) and (6.16), are fed into a soft-input Viterbi channel decoder and an estimate of the 
transmitted message is obtained.  
 
6.3. Computational Complexity of QSM-SOMLD 
 
The computational complexity of the proposed QSM-SOMLD detector is formulated in 
terms of complex multiplications involved in the detection processes. Importantly, the 
computation of the logarithm functions present in the LLRs of the proposed soft-output 
detector must be considered so as to determine their contributions to the total complexity of 
the detector. In this dissertation, we assume that the computation of the logarithm functions 
are approximated via the use of LUT based method presented in [56], and therefore impose 
no additional complexity.   
 
To formulate the computational complexity of the QSM-SOMLD, the individual 
complexity imposed by each of the four detection processes of detecting the ath real antenna 
bit, ath imaginary antenna bit, bth real symbol bit and bth imaginary symbol bit, is analysed. 
On a general note, the Frobenious norm of the numerator of 𝐸 and 𝐹 can be expanded to 
yield:   
































𝐻𝒉ℓ𝔗 = 0. Hence; 
 





































Hence, by putting (6.19) in (6.7), (6.10), (6.13) and (6.16), the proposed QSM-SOMLD 
detectors can be re-expressed, respectively, as: 
 
𝐿𝐿𝑅(ℓ𝔎
𝑎) = log [
∑ ∑ exp(𝐸1)?̂?𝔎 ,?̂?𝔗 𝜖 𝜒ℓ̂𝔎∈ℓ1𝑎𝔎,ℓ̂𝔗∈ℓ
 






𝑎) = log [
∑ ∑ exp(𝐸1)?̂?𝔎 ,?̂?𝔗 𝜖 𝜒ℓ̂𝔗∈ℓ1𝑎𝔗,ℓ̂𝔎∈ℓ
 






𝑏) = log [
∑ ∑ exp(𝐸1)ℓ̂𝔎,ℓ̂𝔗∈ℓ𝑥𝔎 𝜖 𝑥1
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𝑏) = log [
∑ ∑ exp(𝐸1)ℓ̂𝔎,ℓ̂𝔗∈ℓ𝑥𝔗 𝜖 𝑥1
𝑎
𝔗
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In this dissertation, the total computational complexity of the proposed QSM-SOMLD is 
evaluated by calculating the complex multiplications imposed by the computation of (6.15), 
(6.16), (6.17) and (6.18), respectively, in terms of complex multiplications. To avoid 
redundant computations, it is assumed that results can be stored and reused in future 
computations. Therefore, the computation complexity of the proposed QSM-SOMLD is 
calculated as follows:  
 
Considering the first term of the numerator of (6.20), ‖𝒉ℓ𝔎‖𝐹
2
 is equivalent to 𝒉ℓ𝔎
𝐻𝒉ℓ𝔎 
and requires 2𝑁𝑟 complex multiplications for each ℓ̂𝔎.Thus, computing ‖𝒉ℓ𝔎‖𝐹
2











 requires only 
𝑀 complex multiplications. Therefore, the computational complexity imposed by the first 
term is given by 2𝑁𝑟 (
𝑐
2





, therefore, we ignore the computation of ‖𝒉ℓ𝔗‖𝐹
2



















which is given by 𝑀.  
 
The computation of the third term 2𝔎{𝒚𝐻𝒉ℓ𝔎𝒙ℓ𝔎
𝑞𝔎
} requires 2𝑁𝑟 complex multiplications 
for 𝒚𝐻𝒉ℓ𝔎 and a further 𝑀 complex multiplications for 𝒙ℓ𝔎
𝑞𝔎




combinations; making a total of (2𝑁𝑟 +𝑀)(
𝑐
2
). Obviously, the computation of the forth 
term will be equivalent to (2𝑁𝑟 +𝑀)(
𝑐
2
). Hence, the computational complexity imposed by 
the numerator is the sum of: (2𝑁𝑟 (
𝑐
2
) + 𝑀) +𝑀 + (2𝑁𝑟 +𝑀) (
𝑐
2




equivalent to: (𝑐)(3𝑁𝑟 +𝑀) + 2𝑀.  
 
𝛿𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟 = (𝑐)(3𝑁𝑟 +𝑀) + 2𝑀 (6.19) 
 
Next, we consider the denominator of (6.20). It is evident that the computation of the first 
term depends only on ‖𝒉ℓ𝔎‖𝐹
2
 for ℓ̂𝔎 ∈ ℓ0
𝑎
𝔎
 which requires 2𝑁𝑟(
𝑐
2
) complex multiplications. 
This is in line with the assumption that results can be stored and reused in future 
computations so as to avoid redundant computations. For the same reason, the second term 








multiplications. Therefore, the computational complexity of the denominator is given by:  
 
𝛿𝑑𝑒𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑜𝑟 = (𝑐)(3𝑁𝑟 +𝑀) (6.20) 
 
As mentioned earlier, no additional complexity is imposed by the computation of the 
logarithm functions. On this note, the computational complexity imposed by estimating the 
ath real antenna bit (ℓ𝔎
𝑎) in (6.15) is given by the addition of (6.19) and (6.20) as:  
 
𝛿ℓ𝔎
𝑎 =  𝑐(6𝑁𝑟 + 2𝑀) + 2𝑀 (6.21) 
 
Using a similar approach, it can be shown that the computational complexity imposed by 
the estimation of the ath imaginary antenna bit (ℓ𝔗
𝑎), bth real symbol bit (𝑥𝔎








imaginary symbol bit (𝑥𝔗
𝑏) will not impose any further complexities as stored results can 
reused in order to avoid redundant computations. Hence, the computation complexity of our 
proposed detector, in terms of complex multiplications, can be written, similar to (4.26), as 
given in (6.21). It can be concluded that the proposed QSM-SOMLD detector, despite its 
impressive performances, imposes no additional complexity compared to the conventional 
QSM-HDMLD. 
 
6.4. Simulation Results and Discussion 
 
In this section, we present the error performances of the proposed soft-output detector for 
QSM and are compared to the existing HDMLD detector. For all results presented in this 
section, simulations have been made under a Rayleigh flat-fading MIMO channels with i.i.d. 
entries distributed according to CN(0,1), and in the presence of AWGN. All simulations are 
terminated at a BER of 10−6, and results are presented in terms of BER as a function of the 
SNR. It should be noted different numbers of transmit antennas are used to obtain different 
spectral efficiencies of 4, 6 and 8 b/s/Hz.  
 
Figure 6.1: Comparison of BER performances for 4, 6 and 8 b/s/Hz QSM systems in 
uncoded channels using the proposed SOMLD and HDMLD (𝑁𝑟 = 4, M = 4) 
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In Figure 6.1, the error performances of the HDMLD and SOMLD detectors are 
evaluated for uncoded channel conditions. As expected, the simulation results show that the 
proposed SOMLD scheme is closely matching the HDMLD for all the configurations 
considered. Again, the BER performances of the respective QSM system configurations are 
validated by the theoretical performance bounds for MQAM QSM. Hence, the soft-output 
detector has no effect, unless coupled with a soft-input decoder at the receiver, in the 
presence of coded channels. 
 
 
Figure 6.2: Comparison of BER performances for 8 b/s/Hz 16QAM QSM system  
in coded and uncoded channels using 4×4 MIMO configuration  
 
 
In Figure 6.2, we present the error performances of 8 b/s/Hz 4×4 16QAM QSM system 
using the proposed SOMLD and the HDMLD detection schemes. It is evident that the coded 
SOMLD detector yields significant SNR gains over the coded and uncoded HDMLD 
detectors. For example, at a BER of 10−6, it achieves approximately 6.5 dB SNR gain 
compared to coded HDMLD. Furthermore, the proposed SOMLD in coded channel achieves 
an SNR gain of 11 dB over the uncoded conventional HDMLD scheme, at the same BER. 
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Results of error performances for 6 bits 4×4 4QAM QSM system is presented in Figure 
6.3. Recall that the QSM system with conventional HDMLD has been shown in Figure 6.1 to 
be matching closely with the proposed SOMLD, in uncoded channels. Meanwhile, in coded 
channels, the proposed QSM-SOMLD performs better than the coded HDMLD. For example 
at a BER of 10−6, an SNR gain of approximately 5.1 dB is evidently achieved by the 
SOMLD over HDMLD. Furthermore, the proposed SOMLD in coded channel achieves an 




Figure 6.3: Comparison of BER performances of 6 b/s/Hz 4QAM QSM  
in coded and uncoded channels using 4×4 MIMO configuration 
 
 
In Figure 6.4, a similar trend in error performance is observed for the 4 b/s/Hz 2×4 
4QAM QSM system. At a BER of 10−6, SOMLD achieves approximately 4 dB SNR gain 
over HDMLD in coded channels, while almost 6.5 dB SNR gain is achieved by the coded 
SOMLD over uncoded HDMLD, at the same BER. 
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Figure 6.4: Comparison of BER performances of 4 b/s/Hz 4QAM QSM in coded and 




In this chapter, we have proposed a SOMLD detector for the QSM modulation scheme with 
the aim of further improving its error performances. Monte Carlo simulations are used to 
investigate the performance of the new detector in uncoded and coded channels. Results 
obtained from this demonstrate that the proposed SOMLD is able to match the performance 
of the existing optimal HDMLD detector for uncoded channels; while the coded SOMLD 
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7.1. Research Achievements 
 
This dissertation presented the soft detection techniques for transmit antenna index 
modulation-based schemes. First, the SM scheme was investigated as a fundamental on 
which others are based. Simulation results were presented as output of the investigation 
made into the error performances of SM, and its other inherent advantages were ascertained 
as well. As a way of verifying the simulated results, the evaluated analytical performance 
bounds were plotted, and found to closely match the error performance of optimal SM-OD. 
Secondly, it was verified that the soft-output ML detector (SM-SOMLD) closely matched 
the SM-HDMLD under uncoded channel conditions. However, the SM-SOMLD 
significantly outperformed the SM-HDMLD under coded channels as presented in Table 7.1.  
 
Table 7.1: BER performance comparison of SM-HDMLD and SM-SOMLD under coded and 
uncoded channel conditions 
MIMO 
configuration 




SNR of coded 
SM-SOMLD at 













4, 4, 4 4 10.2 dB 17.5 dB 7.3 dB 14.1 dB 3.9 dB 
4, 4, 16 6 13.7 dB 22.5 dB 8.8 dB 20.0 dB 6.3 dB 
16, 4, 16 8 11.2 dB 25.0 dB 13.8 dB 15.4 dB 4.2 dB 
 
 









Furthermore, investigations into the error performances for SSK, Bi-SSK and QSM 
schemes were conducted using Monte Carlo simulations. The analytical performance bounds 
of the respective schemes were evaluated and plotted to validate the simulation results. 
These systems were compared to SM in terms of error performances, spectral efficiencies 
and transceiver configurations. In this regard, the outcomes of the findings are presented in 
Table 7.2. 
 
Table 7.2.: BER performances of SM, SSK, Bi-SSK and QSM with optimal HDMLD 
 Transmit Antenna (𝑵𝒕 = 4 ) Spectral efficiency = 6 b/s/Hz 




SNR at 𝟏𝟎−𝟔 
BER 
𝑵𝒕  
SM 4QAM 17.6 dB 4 b/s/Hz 19.1 dB 16 
SSK 16.5 dB 2 b/s/Hz 19.2 dB 64 
Bi-SSK 19.2 dB 4 b/s/Hz 20.1 dB 8 
QSM 4QAM 20.5 dB 6 b/s/Hz 20.5 dB 4 
 
In line with the primary focus of this dissertation, the concept of soft-output detection 
was extended to SSK, Bi-SSK and QSM modulation schemes and consequently a soft-output 
ML demodulator each was proposed the systems. The error performances of the proposed 
SOMLD detectors were investigated and found to closely match the conventional HDMLD 
in uncoded channels. However, when channel coding was introduced, in the presence of a 
soft-input decoder at the receiver, the proposed SOMLD detectors achieved significant 
improvements in error performances as compared to HDMLD detectors of SSK, Bi-SSK and 
QSM systems. These improvements were noted and the corresponding SNR gains (in dB) 
are illustrated in Tables 7.3, 7.4 and 7.5 for SSK, Bi-SSK and QSM systems, respectively. 
 
Table 7.3: BER performance comparison of SSK-HDMLD and SSK-SOMLD under coded 
and uncoded channel conditions 
MIMO 
configuration 




SNR of coded 
SSK-SOMLD at 













4, 4, 4 2 10.2 dB 16.7 dB 6.5 dB 15.3 dB 5.1 dB 
16, 4, 16 4 9.6 dB 17.8 dB 8.2 dB 15.9 dB 6.3 dB 
64, 4, 64 6 11.4 dB 19.4 dB 8.0 dB 15.7 dB 4.3 dB 









Table 7.4: BER performance comparison of Bi-SSK-HDMLD and Bi-SSK-SOMLD under 
coded and uncoded channel conditions 
MIMO 
configuration 




SNR of coded 
Bi-SSK-
SOMLD at 













2, 4, 2 2 12.0 dB 18.2 dB 6.2 dB 13.9 dB 1.9 dB 
4, 4, 4  4 10.0 dB 19.2 dB 9.2 dB 14.1 dB 4.1 dB 
8, 4, 8 6 9.7 dB 20.1 dB 10.4 dB 14.0 dB 4.3 dB 
 
Table 7.5: BER performance comparison of QSM-HDMLD and QSM-SOMLD under coded 
and uncoded channel conditions 
MIMO 
configuration 



















2, 4, 4 4 12.7 dB 19.2 dB 6.5 dB 15.4 dB 2.7 dB 
4, 4, 4 6 11.4 dB 20.5 dB 9.1 dB 15.6 dB 4.2 dB 
4, 4, 16 8 15.0 dB 26.0 dB 11.0 dB 19.6 dB 4.6 dB 
 
7.2. Future Work 
 
The transmit antenna index modulation-based schemes have come with enticing properties 
such as improved BER performance, reduced hardware complexity and higher spectral 
efficiencies. In this dissertation, soft-output detections have been proposed and investigated 
for the SSK, Bi-SSK and QSM schemes. Motivated by the good performance of the soft-
output detectors for SSK, Bi-SSK and QSM under convolutional coded channels, it may be 
beneficial to investigate the concept of soft-output detection under more robust codes, such 








SNR and gains of Bi-SSK-HDMLD at 𝟏𝟎−𝟔 BER 
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