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We develop a theory for non-degenerate parametric resonance in a tunable superconducting cav-
ity. We focus on nonlinear effects that are caused by nonlinear Josephson elements connected to
the cavity. We analyze parametric amplification in a strong nonlinear regime at the parametric
instability threshold, and calculate maximum gain values. Above the threshold, in the parametric
oscillator regime the linear cavity response diverges at the oscillator frequency at all pump strengths.
We show that this divergence is related to the continuous degeneracy of the free oscillator state with
respect to the phase. Applying on-resonance input lifts the degeneracy and removes the divergence.
We also investigate the quantum noise squeezing. It is shown that in the strong amplification regime
the noise undergoes four-mode squeezing, and that in this regime the output signal to noise ratio
can significantly exceed the input value. We also analyze the intermode frequency conversion and
identify parameters at which full conversion is achieved.
PACS numbers: 85.25.-j, 84.30.Le, 84.40.Dc, 42.50.Lc, 42.65.Yj
I. INTRODUCTION
Quantum parametric resonance in superconducting
Josephson circuits finds numerous applications in circuit-
QED technology. A novel generation of quantum lim-
ited parametric amplifiers1–9 makes possible single shot
readout and continuous monitoring of states of supercon-
ducting qubits10–14. Noise squeezing under parametric
down-conversion15 is used to enhance the qubit coher-
ence time16,17. Among other applications are efficient
generation of entangled microwave photons18–22 and in-
termode frequency conversion23,24.
A detailed theory of degenerate parametric resonance
in a tunable superconducting cavity was developed in
Ref.25. In this paper we extend this theory to the regime
of non-degenerate resonance, when two cavity modes
with frequencies ωn and ωm are coupled by parametric
pumping with frequency Ω ≈ ωn±ωm. A tunable super-
conducting cavity is a resonator integrated with a super-
conducting quantum interferometer device (SQUID) that
serves as a variable inductance controlled by magnetic
flux.26,27. Variation of the SQUID inductance changes
the cavity resonance frequencies, and the parametric res-
onance is excited by rapid modulation of the SQUID
inductance with appropriate frequency (parametric flux
pumping).
As it was discussed in Ref.25 a high gain amplifica-
tion regime in the vicinity of the parametric instability
threshold is strongly nonlinear. This nonlinearity limits
the gain and squeezing at the threshold, and moreover
it saturates the parametric instability and establishes
a stationary oscillator regime above the threshold28.
In contrast to optical parametric amplifiers and oscil-
lators where nonlinearity is typically related to pump
depletion29,30, the nonlinearity of the tunable cavity is
introduced by the nonlinear inductance of the SQUID.
In a small amplitude limit this is a cubic, Duffing type
nonlinearity of the Josephson current-phase dependence,
which plays the role of the Kerr effect for the cavity field.
The non-degenerate parametric amplification possesses
interesting new features compared to the degenerate case.
Amplification of weak input follows a well known two-
mode squeezing scenario of the linear parametric am-
plification theory31–33. However, the cavity linear re-
sponse under the presence of strong on-resonance intra-
cavity field generated, e.g. by amplified coherent signal
or self-sustained parametric oscillation, exhibits a four-
mode squeezing. This effect is explained by the intra-
cavity field acting as a secondary, “current” pump that
excites additional idlers via four-mode mixing. As we
will show, the signal to noise ratio in this regime can be
significantly enhanced compared to the input.
Furthermore, the cavity linear response in the para-
metric oscillator regime diverges at the oscillation fre-
quency at all pump strengths. This phenomenon is anal-
ogous to the one in the optical parametric oscillators,
which attracted great deal of attentions29,34–36 (for more
recent discussions see e.g. Ref.38,39). This divergence is
closely related to the continuous degeneracy of the free
oscillator state with respect to the oscillation phase, and
it is lifted by applying an on-resonance input.
The structure of the paper is the following. In Section
II we briefly outline the description of the tunable cavity
developed in paper25, and introduce dynamical equations
for the non-degenerate parametric resonance. Next Sec-
tion III is devoted to the parametric amplification regime.
First we consider the parametric instability and paramet-
ric oscillation. Then we proceed with a classical theory of
nonlinear amplification across the parametric threshold.
Sections III D and E are devoted to the detailed study of
the linear response of the empty cavity, relevant for the
noise squeezing, and the multimode response of the filled
cavity using the framework of supermodes42,43. Here we
discuss the effect of continuous degeneracy of paramet-
ric oscillation and phase locking by means of weak signal
injection. In Section IV we study the quantum noise
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2squeezing; here we compute quadrature correlation func-
tions and analyze the signal to noise ratio for linear and
nonlinear amplification regimes. In the end of the section
we present explicit equations for squeezed vacuum below
parametric threshold. In Section V we derive the scat-
tering matrix for the parametric frequency conversion.
II. TUNABLE CAVITY
The tunable cavity we study in this paper is a λ/4
superconducting resonator connected at one end to a
SQUID, and at the other end to a transmission line, see
Fig. 1. The parametric effect is achieved by rapid tem-
poral modulation of a magnetic flux through the SQUID,
which results in the variation of the boundary condition
at the cavity edge that shifts the cavity resonance fre-
quencies.
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FIG. 1. Sketch of tunable cavity. an(t) is the complex
amplitude of n-th cavity eigen mode, b(t) and c(t) are in-
put and output field amplitudes, respectively; the cavity
eigen frequencies ωn are controlled by magnetic flux f(t) =
F + δf cos Ωt.
In this paper, we consider the non-degenerate para-
metric resonance, which corresponds to the modulation
with frequency close to the sum, or difference, of the
cavity eigenmode frequencies, Ω ≈ ω2 ± ω1. Our present
study is built on the detailed analysis of this device in
the context of the degenerate parametric regime25. Here
we briefly outline the results of that analysis.
The quantum Hamiltonian of the tunable cavity de-
rived in Ref.25 has the form,
Hcav(an) =
∑
n
~ωna†nan + V (an, t) , (1)
V (an, t) = −(EJ sinF )(δf cos Ωt)φ2d −
EJ cosF
12
φ4d .
This Hamiltonian describes the field inside the cavity,
φ(x, t), in terms of the cavity eigen modes,
φ(x, t) =
√
(2e)2
~Ccav
∞∑
n=1
cos(knx)√
ωn
(an(t) + a
†
n(t)) . (2)
In these equations, EJ is the Josephson energy of the
SQUID junction, F is the constant magnetic flux bias,
δf is the amplitude of the flux temporal modulation;
φd(t) refers to the field boundary value at the cavity
edge, x = d, connected to the SQUID; Ccav is the cav-
ity capacitance, and kn = ωn/v is the mode eigenvector,
v = d/
√
CcavLcav is the electromagnetic wave velocity;
an(t) are the mode annihilation operators, which satisfy
the bosonic commutation relations, [an , a
†
m ] = δnm.
The cavity mode spectrum is defined by the equation,
(knd) tan knd =
2EJ cosF
EL,cav
=
1
γ
, (3)
where γ is a participation ratio of the inductive energies
of the cavity, EL,cav = (~/2e)2(1/Lcav), and the SQUID.
The participation ratio is small, γ  1, for magnetic flux
bias not too close to pi/2. A weak effect of the Joseph-
son junction capacitance, which is small compared to
the cavity capacitance Ccav, is neglected here. The non-
equidistant character of the cavity spectrum allows the
selective parametric excitation of only two cavity modes.
Important constraints under which the Hamiltonian
(1) is valid concern small values of the amplitudes of the
parametric modulation and the field at the cavity edge,
δf, φd  1 . (4)
A. Equation of motion
The quantum dynamics of the field in the cavity is
described by the set of Langevin equations associated
with the Hamiltonian (1),
ia˙n − ωnan − 1~ [an , V (an, t)] + iΓnan
=
√
2Γn0 b(t) . (5)
These equations take into account external losses related
to the coupling to the transmission line25,
Γn0 = ωn
(
Cc
Ccav
)2
knd , (6)
where Cc is the coupling capacitance, Γn refers to the
total losses. The operator b(t) indicates an input field
defined through the mode operators of the transmission
line, ak(t)
40,41,
b(t) =
√
v
2pi
∫ ∞
0
dk ak(t0)e
−iωk(t−t0) . (7)
The output field operator cn(t) is related to the input
operator via the relation40,
cn(t) = b(t)− i
√
2Γn0 an(t) . (8)
B. Resonance approximation
The non-degenerate parametric resonance has two
qualitatively different regimes. The first, amplification
3or down-conversion regime corresponds to the pump fre-
quency close to the sum of the frequencies of the two
selected modes,
Ω = ω2 + ω1 + 2δ, δ  ωn . (9)
For the amplification regime a natural reference frame is
a rotating frame with frequencies ω1,2 + δ. In this frame
the mode operators undergo the transformations,
an → e−i(ωn+δ)tan . (10)
The corresponding transformation of the cavity Hamil-
tonian is produced by a unitary operator,
U = exp[−i(ω1 + δ)a†1a1 − i(ω2 + δ)a†2a2] (11)
Hcav → Hcav − i~U˙U† = Hcav − ~
∑
n
(ωn + δ)a
†
nan.
Averaging over rapid oscillation results in the reduced
Hamiltonian of the resonance approximation,
Hcav = −
∑
n=1,2
[
~δa†nan +
~αn
2
(
a†nan +
1
2
)2]
(12)
−2~α
(
a†1a1 +
1
2
)(
a†2a2 +
1
2
)
− ~
(
a1a2 + a
†
1a
†
2
)
.
Here we have defined mode-specific nonlinearity param-
eters,
αn =
~
2γEL,cav
(√
ωn cos knd
knd
)4
, (13)
α =
√
α1α2 , (14)
and a pump strength
 =
δf tanF
2γ
(√
ω1 cos k1d
k1d
)(√
ω2 cos k2d
k2d
)
. (15)
The resonance approximation for the Langevin equa-
tions yields two coupled equations,
ia˙n + δan + iΓnan + a
†
m + αn
(
a†nan + 1
)
an
+ 2α
(
a†mam +
1
2
)
an =
√
2Γn0 bn(t) , (16)
where m 6= n, and the input fields, bn(t), are written
in the respective rotating frames, ωn + δ. The input-
output relations in Eq. (8) retain their form in the rotat-
ing frame.
The alternative regime of parametric frequency conver-
sion or up-conversion corresponds to the pump frequency
close to the difference of the frequencies of two selected
modes,
Ω = ω2 − ω1 + 2δ, ω2 > ω1 . (17)
In this case no amplification occurs while the resonant
modes are hybridized, and the energy is transferred from
the one mode to the other. For this regime a natural
reference frame is a rotating frame with frequencies, ω1−
δ, ω2 + δ, i.e.
a1 → e−i(ω1−δ)ta1, a2 → e−i(ω2+δ)ta2 . (18)
The corresponding unitary operator is,
U = exp[−i(ω1 − δ)a†1a1 − i(ω2 + δ)a†2a2] . (19)
The resonant Langevin equations in the rotating frame
take the form,
ia˙n ∓ δan + iΓnan + am + αn
(
a†nan + 1
)
an
+ 2α
(
a†mam +
1
2
)
an =
√
2Γn0 bn(t) , (20)
where the upper and lower signs refer to mode 1 and
mode 2, respectively.
The resonance approximation implies a slow resonance
dynamics on the time scale set by the cavity eigen fre-
quencies,
δ, , αn|An|2, Γn  ωn (21)
(here An indicates a quasiclassical intracavity field).
Bearing in mind that for small γ the estimate, cos knd ∼
γ  1, holds for low frequency modes and bias flux F
not particularly close to pi/2, and using Eqs. (2), (15),
and (13), we are able to obtain relations,

ωn
∼ γ δf tanF  1, αn|An|
2
ωn
∼ γφ2d  1 . (22)
These inequalities respect constraints in Eq. (21), and
they are automatically fulfilled by virtue of the con-
straints in Eq. (4). Furthermore, relations Eq. (21) pro-
vide a room for the validity of the theory well above the
parametric oscillation threshold for a high quality cavity,
Γn   ∼ ωnγ δf tanF  ωn ,
Γn  αn|An|2 ∼ ωnγφ2d  ωn . (23)
III. PARAMETRIC AMPLIFICATION
We start our study with the classical amplification
regime. By denoting classical fields with capital letters,
An, we write a classical version of Eq. (16) in the form,
iA˙1 + (ζ1 + iΓ1)A1 + A
∗
2 =
√
2Γ10B1(t) (24)
−iA˙∗2 + (ζ2 − iΓ2)A∗2 + A1 =
√
2Γ20B
∗
2(t) ,
where
ζ1 = δ + α1|A1|2 + 2α|A2|2
ζ2 = δ + α2|A2|2 + 2α|A1|2 . (25)
These terms describe the nonlinear self-Kerr effect pro-
portional to αn, and the cross-Kerr effect proportional to
α.
4A. Parametric instability and oscillation
First we consider the dynamics of the closed cavity.
The empty cavity state, An = 0, always exists but looses
stability within a certain region of the pump strengths
and detunings. To perform the stability analysis we eval-
uate the eigen frequency spectrum of the linearized equa-
tion (24). Assuming ζn = δ, and A1(t), A
∗
2(t) ∝ e−i∆t,
we compute the determinant of the dynamical matrix,
Det = (∆ + δ + iΓ1)(−∆ + δ − iΓ2)− 2 = 0 . (26)
Within the stability region the solution to this equa-
tion must have a negative imaginary part, Im ∆ ≤ 0,
and therefore the condition, Im ∆ = 0, must define the
boundary of this region, i.e. the instability threshold. Us-
ing this argument we solve Eq. (26) separately for the real
and imaginary parts and find the threshold,
2 = Γ1Γ2 + δ
2
[
1−
(
Γ1 − Γ2
Γ1 + Γ2
)2]
(27)
∆ =
Γ1 − Γ2
Γ1 + Γ2
δ . (28)
As one sees from these equations, the instability occurs
at frequencies generally deviating from the cavity reso-
nances. The instability threshold has a minimum value
at the zero pump detuning δ, where it is defined by the
damping,  =
√
Γ1Γ2; the threshold grows with the pump
detuning, as illustrated in Fig. 2(a).
In terms of the pump detuning, the cavity ground state
is unstable within the interval,
δ2 < δ2th =
(Γ1 + Γ2)
2
4Γ1Γ2
(2 − Γ1Γ2) . (29)
For modes with equal dampings, Γ1 = Γ2, the thresh-
old value becomes identical to the one of the degenerate
case25, and the deviation of the critical fluctuation fre-
quency turns to zero, ∆ = 0.
The instability leads to the emergence of a self-
sustained parametric oscillation above the threshold, and
it is described with a nonlinear solution of homogeneous
Eq. (24). This regime is manifested by spontaneous radi-
ation from the cavity at two frequencies shifted from the
cavity resonances, ω1 + δ + ∆0 and ω2 + δ −∆0. This is
different from the degenerate case, where the paramet-
ric radiation frequency coincides with half of the pump
frequency, Ω/2, and coincides with the cavity mode fre-
quency at zero pump detuning, δ = 0.
The oscillation frequency shift is derived in Ap-
pendix A,
∆0 =
Γ1ζ2 − Γ2ζ1
Γ1 + Γ2
. (30)
It grows with increasing pump intensity, and vanishes
only if the modes have identical characteristics, Γ1 = Γ2
and α1 = α2. Following terminology of Ref.
34 we will
call such modes balanced.
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FIG. 2. (a) Region of parametric oscillation in (− δ) plane
(yellow), and coexistence region of parametric oscillation and
empty cavity states (blue). (b) Quadratures Qn0 = (An0 +
A∗n0)/2 and Pn0 = (An0 −A∗n0)/(2i) of parametric oscillation
state forming circles, with radii determined by Eqs. (31)–(32),
and phases constrained by Eq. (34); indicated are the state
pairs (Qn, Pn) for two specific values of phase difference, ψ =
−pi/2 (circles) and ψ = pi (squares), the phase sum Θ = 5pi/6
remains invariant. ( = 2
√
Γ1Γ2, δ = 0, Γ2 = 3Γ1, α2 =
3α1 = 3
√
Γ1Γ2/100)
The oscillation is characterized by complex amplitudes,
An0 = |An0|eiθn , whose moduli are related,
|A20|2
|A10|2 =
Γ1
Γ2
, (31)
as it is found in Appendix A, and
|A10|2 = 2(−δ ∓ δth)Γ2
α1Γ2 + α2Γ1 + 2α(Γ1 + Γ2)
. (32)
Similar to the degenerate case, Eq. (32) describes unsta-
ble (upper sign) and stable (lower sign) oscillator states.
The stable state exists at all δ < δth, and it coexists with
the stable trivial state at δ < −δth (see Fig. 2a); in the
latter region both the excited and trivial stable states are
separated by an unstable state. For the balanced modes
Eq. (32) reduces to the one for a degenerate oscillator
(Eq. (45) in Ref.25),
|A0|2 = −δ ∓
√
2 − Γ2
3α
, (33)
with rescaling, α → 3α, that stems from the cross-Kerr
effect.
The properties of the oscillation phases θn are qualita-
tively different from the degenerate case: there the phase
takes two values differing by pi, implying double degen-
eracy of the oscillator state. Here the oscillator state
has a continuous degeneracy with respect to the differ-
ence, ψ = θ1 − θ2, of the mode phases. The sum of the
phases is fixed and for the stable state reads, according
to Eqs. (A3), (A8),
sin Θ =
√
Γ1Γ2

, cos Θ = −
√
2 − Γ1Γ2

, (34)
Θ = θ1 + θ2 ∈ (pi/2, pi) .
5The output radiation is connected to the intracavity
field via relation,
Cn0 = |Cn0|eiθCn = −i
√
2Γn0An0, (35)
then the output radiation phases are related,
θC1 + θC2 = Θ− pi , (36)
as well as the radiation intensities,
|C20|2
|C10|2 =
Γ1Γ20
Γ2Γ10
. (37)
In the ideal cavity, Γn = Γn0, the radiation intensities
are equal in both modes.
B. Nonlinear gains
Now we switch on an input in Eq. (24), and suppose a
harmonic input in the first mode, B1(t) = B1(∆)e
−i∆t,
slightly detuned, by ∆, from the reference frame, ω1 + δ,
and having a complex amplitude, B1(∆). Below the
parametric threshold, this signal would generate an in-
tracavity field consisting of two harmonics, the signal,
A1(t) = A1(∆)e
−i∆t, and the idler, A2(t) = A2(−∆)ei∆t.
The idler is detuned by −∆ from its reference frequency,
ω2 + δ. The same harmonic components will be present
in the output field, C1(t) = C1(∆)e
−i∆t and C2(t) =
C2(−∆)ei∆t.
This arrangement may also include a second input sig-
nal at the idler frequency, B2(t) = B2(−∆)ei∆t. Then
Eq. (24) reduces to a static equation for intracavity field
amplitudes,
(∆ + ζ1 + iΓ1)A1(∆) + A
∗
2(−∆) =
√
2Γ10B1(∆)
(−∆ + ζ2 − iΓ2)A∗2(−∆) + A1(∆) =
√
2Γ20B
∗
2(−∆) .
(38)
Inverting these equations yields explicitly the intracavity
field, (
A1(∆)
A∗2(−∆)
)
= A(∆)
( √
2Γ10B1(∆)√
2Γ20B
∗
2(−∆)
)
, (39)
where
A(∆) = 1
Det
( −∆ + ζ2 − iΓ2 −
− ∆ + ζ1 + iΓ1
)
Det(∆) = (∆ + ζ1 + iΓ1)(−∆ + ζ2 − iΓ2)− 2 . (40)
This formal solution for the intracavity field together
with Eq. (8) allows us to formulate the input-output re-
lation, the Bogoliubov transformation,(
C1(∆)
C∗2 (−∆)
)
= V(∆)
(
B1(∆)
B∗2(−∆)
)
. (41)
The input-output matrix elements are,
V11(∆) = 1− 2iΓ10(−∆− iΓ2 + ζ2)
Det(∆)
V22(∆) = 1 + 2iΓ20(∆ + iΓ1 + ζ1)
Det(∆)
(42)
V12(∆) = 2i
√
Γ10Γ20
Det(∆)
= −V21(∆) .
One can straightforwardly check that matrix V(∆) pos-
sesses the properties,
|V11|2−|V12|2 = 1, |V22| = |V11|, |V12| = |V21| , (43)
in the absence of internal losses, Γn = Γn0.
Amplification of a single mode input, B1(∆), is char-
acterized by the gains,
G11(∆) =
∣∣∣∣C1(∆)B1(∆)
∣∣∣∣2 = |V11(∆)|2,
G12(−∆) =
∣∣∣∣C2(−∆)B1(∆)
∣∣∣∣2 = |V21(∆)|2. (44)
These gains are nonlinear functions of the input due to
dependence on the intracavity field entering the Kerr
terms, ζn(A1, A2) in Eq. (42). Nevertheless, the non-
linear gains respect the relations,
G11(∆) = 1 +G12(−∆) (45)
G11(∆) = G22(−∆), G21(∆) = G12(−∆) ,
following from Eq. (43), which are the same as the ones
known from theory of linear amplifiers31,33.
As we will see later in this section, the cavity response
becomes increasingly nonlinear while approaching the in-
stability threshold, where amplification of even a single
photon input becomes strongly nonlinear.
The application of the nonlinear Eq. (38) above the
parametric threshold requires certain care. In this re-
gion the stationary response is only possible for an input
whose frequency coincides with the frequency of paramet-
ric oscillation, ∆ = ∆0. For detuned inputs the nonlinear
response is non-stationary due to the mixing of the input
and oscillation fields by the Kerr effect. If the input is so
weak that its contribution to the nonlinear terms can be
neglected, the linearized response is stationary.
C. Amplification of on-resonance signal
In this section we analyze the nonlinear amplification
of a single on-resonance input signal to get a general
picture of the nonlinear amplification during transition
through the parametric oscillation threshold. The results
in this section are presented for relatively weak input
power, |B1|2 .
√
Γ1Γ2, and neglecting intrinsic losses,
Γn = Γn0.
60
100
|C1|2
|B1|2
ǫ
Γ
= 0.95
(a)
0
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ǫ
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FIG. 3. Nonlinear gains for signal and idler, |C1,2|2 (upper
and lower panels, respectively) for undetuned, ∆ = 0 input
signal B1, following from Eqs. (39), (8) for balanced modes,
Γ1 = Γ2, and α1 = α2, as functions of pump detuning δ for
different values of the pump strength : (a) below thresh-
old /Γ = 0.95, and (b) above threshold /Γ = 1.5. Solid
(dashed) lines indicate (in)stable states; thin dotted lines in-
dicate radiation amplitudes from stable and unstable para-
metric oscillator states. (|B1|2 = 2Γ, θB = 0, α = Γ/100,
Γ = Γ0.)
1. Balanced modes
We first investigate numerically a simpler case of bal-
anced modes, (αn = α, and Γn = Γ). In this case the
parametric oscillation has zero detuning, ∆0 = 0, and
we explore amplification of the on-resonance signal with
∆ = 0, both below and above the threshold.
In Fig. 3 the computed cavity responses of both modes,
|C1,2|2, are presented as functions of the pump detuning
δ below and above the parametric threshold. The charac-
teristic responses of both modes are qualitatively similar
and resemble the response of the degenerate parametric
amplifier (cf. Fig. 5 and discussion in Ref.25).
For  smaller than the minimum parametric threshold,
 < Γ, the response curves |C1,2|2(δ) in Fig. 3(a) es-
sentially describe a Duffing resonance. When approach-
ing the threshold,  . Γ, the maxima of |C1,2|2(δ) are
strongly enhanced, while the resonance width decreases
owing to the reduced effective damping, Γ2 → Γ2 − 2.
The similarity to the degenerate resonance case is how-
ever illusive and does not reflect the fact that the in-
tracavity dynamics here occurs in a higher-dimensional
phase space and is more complicated. We attribute this
similarity to the fact that the cavity steady state here re-
mains close to the manifold characterized by |A1| = |A2|,
which amounts to a projection to the degenerate sub-
space. This is a rather special situation which stems
from the mode symmetry.
When  > Γ, Fig. 3(b), the resonance splits in two
branches, each branch consisting of a pair of steady
states. The lower amplitude pair is formed close to the
amplitude of the unstable parametric oscillation state
(dotted line) and both states of this pair are unstable
as well. The higher amplitude pair is formed close to the
amplitude of the stable parametric oscillation state (dot-
ted line), but only one of its two components is stable.
This is in constrast to the degenerate parametric ampli-
fier where both components of the higher amplitude pair
are stable, (Fig. 5(c-d) in Ref.25).
The difference can be understood from the underlying
parametric oscillation states, from which the branches
emerge: the degenerate parametric oscillator has two
degenerate stable oscillation states which are pi-shifted
in phase. When a small external signal is applied each
of these states remains stable being only shifted in the
quadrature plane. In contrast, the non-degenerate para-
metric oscillator has infinitely many stable oscillation
states which are degenerate with respect to both |A1|2
and |A2|2, but differ by an arbitrary phase difference
θ1 − θ2. A small external signal breaks this rotational
symmetry since θ1 − θ2 acquires a fixed, B-dependent
value according to Eq. (39) (see Eq. (55) below, and fur-
ther analytical details in Sec. III F 1).
2. Unbalanced modes
In this section we consider the more realistic case of
unbalanced modes with non-identical parameters. The
mode parameters are specified by Eqs. (6) and (13), and
in the limit, γ  1, they have the scaling,
Γn0
Γm0
=
αn
αm
≈
(
2n− 1
2m− 1
)2
. (46)
To explore this more complex case we will have to take
into account the nonzero detuning of the parametric os-
cillator frequency ∆0, and therefore consider input that
is on-resonance with the oscillator, ∆ = ∆0(δ), above the
threshold, while keeping for consistency the finite detun-
ing, ∆ = ∆0(δth), below the threshold.
The most important implication of the mode asymme-
try is that the internal cavity dynamics is no longer con-
fined to the vicinity of the manifold |A1| = |A2| in phase
space. This has consequences for the cavity response
already below threshold, as demonstrated in Fig. 4(a).
Here the effectively reduced damping at strong pumping,
2 ∼ Γ1Γ2 in Eq. (40), does not result in a strongly en-
hanced Duffing resonance. Therefore the cavity does not
automatically enter a regime of multistability, as it does
in case of the degenerate parametric amplifier at small
input. This is related to the fact that the internal cavity
amplitudes |A1,2|2 differ strongly although the illustrated
output amplitudes |C1,2|2 are practically identical.
Above threshold, Fig. 4(b), we still observe a stable
high amplitude cavity state extending far at red detun-
ing, δ < δth, but the unstable branch is confined to a
small window of red-detuned δ, Fig. 4(b).
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FIG. 4. Nonlinear gains for signal and idler, |C1,2|2 (up-
per and lower panels, respectively) for unbalanced modes,
Γ2 = 3Γ1, α2 = 3α1, as functions of pump detuning δ for
different values of the pump strength : (a) below threshold
/
√
Γ1Γ2 = 0.95, and (b) above threshold /
√
Γ1Γ2 = 1.5.
In (b) the input is detuned, ∆ = ∆0(δ), to be on resonance
with the parametric radiation. Thin dotted lines indicate ra-
diation amplitudes from stable and unstable parametric os-
cillator states. (|B1|2 = 2
√
Γ1Γ2, θB = 0, α1 =
√
Γ1Γ2/100,
Γn = Γn0.)
3. Nonlinear amplification close to threshold
Some analytical results can be obtained for the regime
of strong nonlinear amplification in close vicinity of the
threshold. In this regime the width of the resonance is
determined by the nonlinear frequency shifts, αn|An|2,
while these terms can still be relatively small,∣∣∣∣1− 2Γ1Γ2
∣∣∣∣ αn|An|2Γn  1 . (47)
This regime starts below the threshold, and it persists
across the threshold as long as the contribution of the
input to the Kerr terms dominates over the one of the
emerging parametric oscillation. In principle this regime
is relevant for any value of pump and input detunings,
but we focus, for the sake of simplicity, on the case, δ =
∆ = 0, and neglect the internal losses, Γn = Γn0.
Then the solution for the intracavity field, Eq. (40),
takes an approximate form (for a single input B1(0)),
A1 =
−iΓ2
Det
√
2Γ1B1, A
∗
2 =
−
Det
√
2Γ1B1
Det = ζ1ζ2 + i(Γ1ζ2 − Γ2ζ1) . (48)
From these equation we deduce,∣∣∣∣A2A1
∣∣∣∣2 = 2Γ22 ≈ Γ1Γ2 . (49)
Using this relation we compute the second term in the
determinant in Eq. (48),
i(Γ1ζ2 − Γ2ζ1) = i |A1|
2
Γ2
(α2Γ
2
1 − α1Γ22) . (50)
For unbalanced modes this term dominates over the prod-
uct, ζ1ζ2, by virtue of Eq. (47), and we get the solution,
using the scaling of Eq. (46),
|A1|6 = 2
(1− Γ1/Γ2)2
(
Γ1
α1
)2 |B1|2
Γ1
. (51)
Using this result, we are able to evaluate the magnitudes
of the gains, Eqs. (42)–(44) at the threshold, 2 = Γ1Γ2,
G11 ≈ G12 =
∣∣∣∣2Γ1Γ2Det
∣∣∣∣2 = 2|A1|2 Γ1|B1|2 . (52)
Combining equations, Eqs. (47) and (51), we identify
the conditions for the nonlinear regime to occur in terms
of input power and pump strength,
1− 
2
Γ1Γ2

[
α1
Γ1
|B1|2
Γ1
]1/3
 1. (53)
The window for the nonlinear regime is controlled by pa-
rameter Γ1/α1. The left inequality defines the nonlinear
regime, and it is convenient to rewrite it as a lower bound
on the input intensity,(
1− 
2
Γ1Γ2
)3
Γ1
α1
 |B1|
2
Γ1
. (54)
The nonlinear amplification regime may start rather far
from the threshold, for instance, for a single photon
input, |B1|2/Γ1 = 1, and Γ1/α1 = 10, it starts at
 > 0.77
√
Γ1Γ2. The right constraint in Eq. (53) al-
lows sufficient room for the theory to be valid well above
the single photon input, 1  |B1|2/Γ1  Γ1/α1, when
Γ1/α1  1.
The balanced mode case presents particular interest
for the further discussion in the next sections. In this
case, the intracavity fields have equal absolute values,
|A1| = |A2| = |A|, according to Eq. (49), which confirms
our numerical observation in Fig. 3. The determinant,
Eq. (48), is given by the first term, Det = (3α|A|2)2,
since the second term disappears, and then
A1 = |A|e−ipi/2+iθB , A2 = |A|eipi−iθB ,
|A|5 =
√
2Γ2
(3α)2
|B1|√
Γ
. (55)
The nonlinear gains for the balanced modes are deter-
mined by this equation together with Eq. (52).
D. Two-mode linear amplification
Amplification of arbitrary detuned input signals can
be analyzed in great detail, both analytically and numer-
ically, in the linear amplification regime. The results of
this analysis are also relevant for evaluation of quantum
noise and will be used later in Sec. IV.
In the linear regime the intracavity fields generated
by the weak input are assumed to be small, αn|An|2 
8Γn,
√
Γ1Γ2 − 2, and the Kerr effect is neglected, ζn ≈
δ. Then the linearized Bogoliubov transformation of
Eqs. (41) and (42), can be written in the form,
Cn(∆) = un(∆)Bn(∆) + vn(∆)B
†
m(−∆) (56)
(m 6= n), where the coefficients, u1(∆) = V11(∆) and
v1(∆) = V12(∆), for the first mode have the explicit form,
u1(∆) =
(δ + ∆ + i(Γ1 − 2Γ10)) (δ −∆− iΓ2)− 2
(δ + ∆ + iΓ1) (δ −∆− iΓ2)− 2
v1(∆) =
2i
√
Γ10Γ20 
(δ + ∆ + iΓ1) (δ −∆− iΓ2)− 2 . (57)
For the second mode the coefficients are obtained by per-
mutation, 1↔ 2.
The coefficients satisfy the same relation as in Eq. (43)
|un(∆)|2 − |vn(∆)|2 = 1
u1(∆)v2(−∆)− v1(∆)u2(−∆) = 0 . (58)
These relations not only relate the signal and idler gains,
G11(∆) − G12(−∆) = 1, but also guarantee preserva-
tion of the bosonic commutation relations in the quan-
tum regime31.
The linear gains diverge at the parametric instability
threshold, Eqs. (27), (28), as is to be expected.
The linear gain spectra for signal, G11(∆) = |u1(∆)|2,
and idler, G12(−∆) = |v2(−∆)|2, determined by
Eq. (57), are illustrated in Fig. 5. To facilitate a com-
parison with the experiment, we plot the spectra as
functions of the input signal detuning δ1 from the cav-
ity mode, ωs = ω1 + δ1 rather than the detuning ∆
which is more convenient for analytics. Their relation
is, δ1 = δ + ∆. The idler gain is also plotted vs input
signal detuning δ1, although the idler is detected at fre-
quency, ωi = ω2 + δ −∆ = ω2 + 2δ − δ1. Here we keep
finite internal losses, Γn 6= Γn0.
For a pump far detuned from the resonance, |δ| >√
Γ1Γ2, the signal gain in Fig. 5(a) shows a dip centered
at δ1 = 0 due to the presence of internal losses (green
curve on the lower panel); the dip disappears when the
signal is detuned away from the resonance, δ1 >
√
Γ1Γ2,
and the scattering is elastic, G11 = 1.
At zero pump detuning, δ = 0, the parametric ampli-
fication dominates over internal losses, giving rise to a
strong gain peak, G11(δ1 ≈ 0)  1 (blue curve). In the
intermediate region of δ there is a competition between
the two effects. Since the amplification resonance occurs
along a tilted line in the (δ1, δ)–plane, it shifts the inter-
nal loss resonance away from δ1 = 0 which therefore fea-
tures an “avoided crossing” around (δ1, δ) = 0. Within
the avoided crossing both internal loss resonance and am-
plification resonance can coexist in the gain G11(δ1), at
slightly shifted values of δ1 (red curve).
The parametric amplification resonance itself is better
resolved in the gain spectrum of the idler, G12, Fig. 5(b).
Since the idler frequency is out of resonance from the
input at ω1 + δ1, it is not affected by the internal loss
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FIG. 5. Linear gain spectra for signal and idler for detuned
input below threshold. (a) Signal gain G11(∆), and (b) idler
gain G12(−∆) as functions of pump detuning, δ, and the sig-
nal detuning, δ1 = δ + ∆; horizontal dashed lines in color
plots indicate cuts presented in lower panels, thin grey lines
in (b) indicate positions of resonant peaks. ( = 0.95
√
Γ1Γ2,
Γ20 = 3Γ10, Γ1 = 1.8Γ10, Γ2 = 4Γ10 = (4/3)Γ20, α2 = 3α1,
α1 =
√
Γ10Γ20/100.)
resonance, and the G12-spectrum is therefore character-
ized by the parametric amplification alone. The paramet-
ric amplification resonances are determined by the local
minima of the denominator in Eq. (57). For small pump
detunings, |δ| < √Γ1Γ2, a single resonance exists approx-
imately on the tilted line δ1 = δ + δ(Γ1 − Γ2)/(Γ1 + Γ2)
(blue curve on the lower panel)). For larger values of |δ|
this resonance approaches the line δ1 = 0 again while at
the same time the spectrum develops a shoulder into the
blue-detuned (red-detuned) region for δ > 0 (δ < 0) (red
curve), from which eventually a second resonance peak
arises (green curve). For balanced modes, Γ1 = Γ2 = Γ,
the resonances would be identical to those found for the
degenerate parametric amplifier,25 namely a single reso-
nance at δ1 = δ [∆ = 0] for |δ| ≤
√
2 + Γ2, and two split
resonances, δ1 = δ ±
√
δ2 − 2 − Γ2, at δ > √2 + Γ2.
9E. Four-mode linear amplification
Now we turn to the linear response in the presence of
a strong intracavity field. Such a field can be generated
either by an input signal with another frequency or by
parametric oscillation. In this case the amplification pic-
ture changes qualitatively. The strong microwave field
in the cavity acts as an additional parametric pump that
generates additional idlers, and the picture becomes mul-
timode.
We will first discuss a general situation, and then de-
rive the Bogoliubov transformation coefficients within
the balanced mode model. The results will directly ap-
ply to amplification of noise in the threshold region in
the presence of a strong tone. The case of developed
parametric oscillation is special, and it will be analyzed
separately.
Suppose the input signal has the form,
B1(t) = (B1 + b1(t))e
−i∆St , (59)
i.e. in addition to a stronger signal B1 with detuning ∆S
from ω1 + δ, a weaker classical signal b1(t) is applied.
Amplification of the strong component is described by
Eqs. (38)–(42) (with ∆S replacing ∆).
The presence of a weak input component will generate
an addition to the intracavity field, (An + an(t))e
∓i∆St,
an  An, which will be described with the linearized
equations,
ia˙1 + ∆Sa1 + ζ1a1 + iΓ1a1 + a
∗
2
+2αA1A
∗
2a2 + α1A
2
1a
∗
1 =
√
2Γ10 b1(t)
ia˙2 −∆Sa2 + ζ2a2 + iΓ2a2 + a∗1
+2αA∗1A2a1 + α2A
2
2a
∗
2 =
√
2Γ20 b2(t) . (60)
Here we introduced the renormalized ζ-coefficients,
ζ1 = δ + 2α1|A1|2 + 2α|A2|2
ζ2 = δ + 2α2|A2|2 + 2α|A1|2 , (61)
and the renormalized pump strength,
 = + 2αA1A2 . (62)
A weak input in the second mode, b2(t), is added for
completeness.
In these equations we see a new feature: the ampli-
tude, a1, of the first mode hybridizes not only with the
conjugated amplitude, a∗2, of the second mode as it is
in the empty cavity, but also with the second mode am-
plitude, a2, as well as with its own conjugate, a
∗
1. This
can be understood as the result of the parametric effect
generated by the strong intracavity field with frequencies
ω1,2 + δ: due to the self-Kerr effect the second harmonics
are generated, 2ω1,2 + 2δ, which act as two additional,
“current” pumps producing a degenerate parametric res-
onance within each mode15. Furthermore, the cross-Kerr
effect generates yet two current pumps with the com-
bination frequencies, ω2 − ω1 and ω2 + ω1, the former
producing parametric frequency conversion, and the lat-
ter generates parametric amplification in addition to the
generic flux pump.
The spectrum of the cavity response is illustrated in
Fig. 6: the weak signal (S) detuned by ∆ from the strong
field of the first mode generates a “primary” idler (I1)
detuned by −∆ from the strong field of the second mode
as well as two “secondary” idlers (I2, I3) detuned by ∓∆
from the strong field of respective modes.
ω1" ω2 Ω/2 
S I1"I2" I3"
ω1+δ ω2+δ 
FIG. 6. Four-mode structure of the amplified output field for
the detuned signal. Black color indicates cavity resonances,
red color marks parametrically coupled strong field modes (for
∆S = 0); solid blue lines indicate signal (S) and primary idler
(I1) with frequencies, ω1 + δ + ∆ and ω2 + δ − ∆; dashed
blue lines indicate secondary idlers (I2,3) with frequencies,
ω1 + δ −∆ and ω2 + δ + ∆.
In accord with the structure of Eq. (60) we consider a
general form of the input field,
bn(t) = bn(∆)e
−i∆t + bn(−∆)ei∆t , (63)
and corresponding form of the intracavity field,
an(t) = an(∆)e
−i∆t + an(−∆)ei∆t . (64)
The output field, cn(t), will have the same structure.
It is convenient to write the resulting equations for
static amplitudes in matrix form, introducing the two-
component vectors
a(∆) =
(
a1(∆)
a2(∆)
)
, b(∆) =
(
b1(∆)
b2(∆)
)
, (65)
T (∆)a(∆) + Ea∗(−∆) = diag(
√
2Γn0) b(∆) (66)
T ∗(−∆)a∗(−∆) + E∗a(∆) = diag(
√
2Γn0) b
∗(−∆) ,
where
T (∆) =
(
∆ + ∆S + ζ¯1 + iΓ1 2α|A1A2|eiψ
2α|A1A2|e−iψ ∆−∆S + ζ¯2 + iΓ2
)
,
(67)
and
E =
(
α1|A1|2e2iθ1 
 α2|A2|2e2iθ2
)
, (68)
θ1,2, and ψ = θ1 − θ2, are the phases of the strong intra-
cavity field. The matrix T here describes the hybridiza-
tion of the resonant modes a1 and a2, while the matrix E
provides the amplification type coupling to the conjugate
pair (a∗1, a
∗
2).
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Inverting Eq. (66) we find the intracavity fields and
formulate, using the input-output relation, Eq. (8), the
Bogoliubov transformation with the matrix coefficients,
c(∆) = Uˆ(∆)b(∆) + Vˆ (∆)b∗(−∆) . (69)
These coefficients define the gains for the signal,
G11(∆) = |U11(∆)|2, and primary idler, G12(−∆) =
|V21(−∆)|2, as well as the gains for secondary idlers,
G11(−∆) = |c1(−∆)/b1(∆)|2 = |V11(−∆)|2,
G12(∆) = |c2(∆)/b1(∆)|2 = |U21(∆)|2 . (70)
1. Balanced mode model
To further analyze the multimode amplification pro-
cess and explicitly evaluate the Bogoliubov coeffi-
cients, we apply the methods of multimode squeezing
theory42,43. This theory operates with a set of “super-
modes” that diagonalize the matrix Bogoliubov transfor-
mation, Eq. (69).
To do this one needs to diagonalize matrices T and E
in Eq. (66), and this can be relatively simply done for the
balanced modes. In this case the intracavity field ampli-
tudes are approximately equal for strong on-resonance in-
put (∆S = 0), close to the threshold, Eq. (49), |An| = |A|
hence ζn = ζ. In the parametric oscillation regime the
intracavity field amplitudes are also equal, Eq. (31), and
the frequency shift is absent, ∆0 = 0.
With these approximations, the matrix T (∆) is diag-
onalized by a unitary rotation,
U =
1√
2
(
eiψ/2 eiψ/2
e−iψ/2 −e−iψ/2
)
, (71)
U†T (∆)U = diag (∆ + ζ+ + iΓ, ∆ + ζ− + iΓ) ,
ζ± = ζ ± 2α|A|2 = δ + (4α± 2α)|A|2 . (72)
Matrix T ∗(−∆) is diagonalized with the same rotation.
Moreover, matrix E is also diagonalized with the same
rotation,
U†E U∗ = diag (+, −) ,
± = ±+ α|A|2eiΘ . (73)
In the supermode basis the field amplitudes take the
form, aσ(∆) = U
†
σnan(∆), σ = ±, and similar for the
input and output fields, bσ and cσ.
As the result, Eq. (66) splits in the supermode basis in
two independent blocks,
(ζσ + ∆ + iΓ)aσ(∆) + σa
∗
σ(−∆) =
√
2Γ bσ(∆)
(ζσ −∆− iΓ)a∗σ(−∆) + ∗σaσ(∆) =
√
2Γ b∗σ(−∆).(74)
Here Γn = Γn0 is assumed, neglecting internal losses.
Equations (74) are similar to the linearized Eq. (38) for
amplification below threshold, which allows us to readily
get the diagonal, two-mode Bogoliubov transformation,
cσ(∆) = uσ(∆)bσ(∆) + vσ(∆)b
∗
σ(−∆) , (75)
with the Bogoliubov coefficients,
uσ(∆) =
(ζσ + ∆− iΓ)(ζσ −∆− iΓ)− |σ|2
(ζσ + ∆ + iΓ)(ζσ −∆− iΓ)− |σ|2
vσ(∆) =
2iΓσ
(ζσ + ∆ + iΓ)(ζσ −∆− iΓ)− |σ|2 . (76)
These coefficients satisfy relations similar to Eq. (58),
|uσ(∆)|2 − |vσ(∆)|2 = 1
uσ(∆)vσ(−∆)− vσ(∆)uσ(−∆) = 0 . (77)
Rotating back to the initial basis, we get the matrix
Bogoliubov transformation for the fields of the original
modes, Eq. (69), where Uˆ = Udiag (u+, u−)U†,
Uˆ(∆) =
1
2
(
(u+ + u−) (u+ − u−)eiψ
(u+ − u−)e−iψ (u+ + u−)
)
, (78)
and Vˆ = Udiag (v+, v−)UT ,
Vˆ (∆) =
1
2
(
(v+ + v−)eiψ (v+ − v−)
(v+ − v−) (v+ + v−)e−iψ
)
. (79)
These equations define amplification gains for all four
modes involved. For the signal and primary idler we have
gains,
G11(∆) = |U11(∆)|2 = 1
4
|u+(∆) + u−(∆)|2
G12(−∆) = |V21(−∆)|2 = 1
4
|v+(−∆)− v−(−∆)|2,(80)
and for the secondary idlers,
G11(−∆) = |V11(−∆)|2 = 1
4
|v+(−∆) + v−(−∆)|2
G12(∆) = |U21(∆)|2 = 1
4
|u+(∆)− u−(∆)|2 . (81)
Analyzing these equations with help of Eq. (76), one can
find that the secondary gains are directly proportional to
the intracavity field intensity, |A|2, while the gains (80)
persist in the limit, |A|2 = 0.
Applying the obtained formulas to the case of strong
input close to the parametric threshold, Eqs. (48), (55),
we find the Bogoliubov coefficients of supermodes (for
δ = 0),
uσ(∆) ≈ −2Γ
2 + ς2σ −∆2
ς2σ −∆2 − 2iΓ∆
vσ(∆) ≈ 2iσΓ
2
ς2σ −∆2 − 2iΓ∆
, (82)
with ς+ =
√
3ζ, and ς− = ζ/
√
3, ζ = 3α|A|2. These
equations show that amplification of the “−” supermode
is more efficient, as illustrated in Fig. 7(b).
The linear gain spectra for a detuned input tone b1(∆)
in presence of a dominant on-resonance inputB1 are illus-
trated in Fig. 7(c). The amplitudes |A1,2|2 of the cavity
field generated by B1 are shown in Fig. 7(a) and used
in Eqs. (66)–(69) to compute the linear gains. Around
the threshold,  ≈ Γ, the cavity amplitudes are approx-
imately equal, |A1|2 ≈ |A2|2, and fulfil the conditions of
Eq. (47).
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FIG. 7. Linear gain spectra for balanced modes obtained
from Eqs. (66)–(69) in presence of strong on-resonance in-
put tone |B1|2 = 2Γ, θB = 0. (a) Cavity field amplitudes
|A1,2|2 generated by B1 vs. pump strength . (b) Bogoli-
ubov coefficients |uσ|2, |vσ|2 of supermodes vs. detuning ∆
for  = 0.95Γ, computed from Eq. (76) using approximation,
|A|2 = (|A1|2 + |A2|2)/2. (c) Linear gains G11(∆), G12(−∆),
G11(−∆), G12(∆) vs. input signal detuning ∆ and pump
strength , for additional weak signal b1(∆) detuned by ∆
from ω1. (δ = 0, Γ2 = Γ1, α2 = α1 =
√
Γ1Γ2/100, Γn = Γn0.)
F. Four-mode linear amplification in oscillator
regime
Quite a different situation occurs in the parametric os-
cillator regime above the threshold. Given equations for
the oscillation intensity and phase, Eqs. (31)–(34), we
compute the determinant of equation (74) for the super-
modes,
Det+(∆) = 4(
2 − δ
√
2 − Γ2 − Γ2)−∆(∆ + 2iΓ) ,
Det−(∆) = −∆(∆ + 2iΓ) . (83)
Here we see that while Det+(∆) is finite everywhere ex-
cept of the threshold point, Det−(∆ = 0) turns to zero for
all pump strengths above the threshold. Consequently,
the Bogoliubov coefficients of the “−” supermode are sin-
gular at the oscillation frequency, ∆ = 0. Furthermore,
they grow with increasing pump strength,
u−(∆) ≈ v−(∆) ≈ (4/3)iΓ
∆(∆ + 2iΓ)
,  Γ . (84)
At the same time the regular coefficients for the “+”
supermode behave qualitatively similar to the degenerate
resonance case25,
u+ ≈ 1, v+ ≈ − Γ
2
22
,  Γ . (85)
The anomalous behavior of the “−” supermode implies
that it solely defines all the gains close to the oscillation
frequency, and well above the threshold at all frequencies.
In the latter region all the four gains have approximately
the same asymptotic scaling,
G11(±∆) ≈ G12(±∆) ≈ (4/9)Γ
22
∆2(∆2 + 4Γ2)
,  Γ . (86)
In Figs. 8 and 9 the linear gain spectra above the
threshold are shown for different pump and input signal
detunings. The plots are made using general equations
(66)–(69) to illustrate the behavior of unbalanced modes
and in presence of internal damping. We remind that ∆
in the parametric oscillation regime, δ < δth, refers to
the deviation from the frequency of the oscillation, ∆0,
Eq. (30). For the signal detuning we again use notation,
δ1 = ωs − ω1 rather than ∆.
Fig. 8 illustrates the linear gain spectra of the signal,
G11(∆), and the primary idler, G12(−∆). Outside the
parametric oscillation region, δ > δth = 1.9
√
Γ1Γ2, the
cavity is empty and the detuning ∆ here refers to the
reference frequency ω1 + δ, corresponding to the input
detuning, δ1 = δ + ∆. The primary idler has the fre-
quency, ω2 + 2δ − δ1.
The spectrum has similarities with that discussed and
shown in Fig. 5, where now δth plays the role of δ = 0 in
the latter. For δ > δth, the spectrum G12(−∆) has two
resonance peaks (green curve in lower panel of Fig. 5(b)).
One of these is accompanied by a dip in G11(∆) stem-
ming from the internal losses. When approaching δth this
dip gradually becomes shallower due to the proximity of
the parametric oscillation threshold, while one of the res-
onance peaks of G12(−∆) disappears.
For balanced modes, where ∆0 = 0, these resonance
positions are similar to the degenerate resonance25: a
single resonance at δ1 = δ, i.e. ∆ = 0, for δth ≤ δ ≤√
2 + Γ2, which splits into δ1 = δ ±
√
δ2 − 2 − Γ2 at
δ =
√
2 + Γ2.
At δ = δth the parametric resonance lies at δ1 =
δth(1 + (Γ1 − Γ2)/(Γ1 + Γ2)), which coincides there with
the parametric oscillation detuning at threshold, δ1 =
δth + ∆0(δth). Due to the proximity to the parametric
oscillation state the resonance is very strong.
Within the parametric oscillation region, δ < δth, the
reference frequencies shift to, ω1 +δ+∆0 and ω2 +δ−∆0,
respectively. Therefore the relation of the input detun-
ing δ1 and ∆ becomes, δ1 = δ + ∆0 + ∆, and the idler
frequency is, ω2 + 2δ − δ1. The gains of signal and
idler show strong resonance where the input frequency
coincides with the frequency of parametric oscillation,
δ1 = δ + ∆0(δ), in the whole parametric oscillation re-
gion. This agrees with the analytical result derived for
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FIG. 8. Linear gain spectra for signal and primary idler
above threshold, obtained from Eqs. (66)–(69). (a) Signal
gain G11(∆) and (b) primary idler gain G12(−∆) vs. input
signal detuning δ1 and pump detuning δ; horizontal dashed
lines in color plots indicate cuts presented in lower panels,
thin grey lines in (b) indicate positions of resonant peaks.
Bright region indicates resonant peak at the radiation fre-
quency, ∆0(δ). Blue strip outside parametric oscillation re-
gion, δ > δth ≈ 2
√
Γ1Γ2, in (a) is due to internal losses, blue
strip within parametric oscillation region in (b) is due to en-
ergy transfer to secondary idlers, see Fig. 9. ( = 2
√
Γ1Γ2,
Γ20 = 3Γ10, Γ1 = 1.8Γ10, Γ2 = 4Γ10 = (4/3)Γ20, α2 = 3α1,
α1 =
√
Γ10Γ20/100.)
the balanced modes, Eq. (86). Such behavior is drasti-
cally different from the degenerate case where the linear
gain diverges only at the threshold.
The behavior of the secondary idler gains, G11(−∆)
and G12(∆), are illustrated in Fig. 9. These idlers
are measured at frequencies, ω1 + 2δ − δ1 + 2∆0, and
ω2 + δ1 − 2∆0, respectively. Due to the distribution of
the input power over the four output modes, the spectral
characteristics for each of the idlers become more com-
plicated than for the conventional two-mode amplifica-
tion below threshold, such as non-monotonous behaviour
away from the resonance, compare e.g. G12(−∆) at δ = 0
(blue curve) in Fig. 8.
Fig. 10 illustrates the linear gain spectrum of the pri-
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FIG. 9. Linear gain spectra for secondary idlers above
threshold, (a) G11(−∆), and (b) G12(∆); these idlers appear
at δ < δth ≈ 2
√
Γ1Γ2, in addition to the signal and primary
idler presented in Fig. 8. The parameters are the same as in
Fig. 8.
mary idler, G12(−∆), as function of the pump strength 
and input detuning. It is calculated from Eqs. (66)–(69),
where the parametric oscillation amplitudes A10 and A20
are taken into account above threshold,  >
√
Γ1Γ2,
while below threshold, with An = 0, the linear gains are
identical to those from Eqs. (56)–(57). Above thresh-
old the gain diverges when the input is in resonance
with the parametric oscillation for all pump strengths,
δ1 = δ + ∆0(), in accord with Figs. 8 and 9. Another
interesting feature is that the gain does not decrease to
zero with increasing pump strength, as it is in the degen-
erate case. In fact all the gains increase with growing ,
in agreement with Eq. (86).
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FIG. 10. Linear idler gain G12(−∆) vs. input signal de-
tuning ∆ and pump strength , obtained from Eqs. (66)–
(69). Gain divergence above threshold occurs when input is
in resonance with the parametric oscillation, ∆ = 0. The left
panel shows cuts indicated by dashed lines on the right panel.
(δ = 0, Γ2 = 3Γ1, α2 = 3α1 = 3
√
Γ1Γ2/100, Γn = Γn0.) For
a comparison, the idler gain G12(−∆) for a degenerate ampli-
fier is presented with dotted lines (parameters α = 3
√
α1α2,
Γ =
√
Γ1Γ2).
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1. Phase locking and regularization of gain divergence
The divergence of the linear response in the oscilla-
tion regime found in Eqs. (83)–(84) is a hallmark of non-
degenerate parametric resonance29,34–36. The divergence
is related to the degeneracy of the free oscillation state
with respect to the mode relative phase. Indeed, the di-
vergence is caused by the zero value of the determinant
of the supermode dynamical matrix, which implies that
this matrix has at least one zero eigenvalue. On the other
hand, the zero eigenvalue of the linearized dynamical ma-
trix indicates an indifferent equilibrium of the oscillator
state.
To eliminate the divergence one needs to go beyond the
linear approximation, which can be done for on-resonance
input at ∆ = 0 (we remind that the nonlinear response
at finite detuning is non-stationary).
Our strategy will be to first transform the original non-
linear equations, (38), to the supermode basis, and then
linearize the equations with respect to a+ while keeping
nonlinear terms in a−.
In terms of the supermode amplitudes for balanced
modes, Eq. (38) takes the form,[
3α
2
|Aσ|2 + α|A−σ|2 + iΓ
]
Aσ + (σ− α
2
A2−σ)A
∗
σ
=
√
2Γ bσ , (87)
where we introduced notation, bσ = U
†
σnBn, and assumed
for simplicity δ = 0 and Γ = Γ0.
The free solution is nontrivial only for the “+” super-
mode,
A+0 =
√
2 |A0|eiΘ0/2, A−0 = 0 . (88)
By separating the free solution, Aσ = Aσ0 + aσ, and
linearizing the equation for σ = + we reproduce the first
equation in Eq. (74). Linearization of the equation for
σ = − with respect to a+ yields a nonlinear extension of
the second equation in Eq. (74),[
3α
2
|a−|2 + ζ− + iΓ
]
a− + −a∗− =
√
2Γ b− . (89)
It is convenient to introduce for brevity the quantity,
Q = ζ− + iΓ =
2
3
√
2 − Γ2 + iΓ , (90)
and variables a¯− = a−e−iΘ0/2 and b¯− = b−e−iΘ0/2, then
the equation takes the form,
3α
2
|a¯−|2a¯− +Qa¯− +Qa¯∗− =
√
2Γ b¯− . (91)
Following the standard way of inverting this equation and
substituting the solution into the input-output relation,
we obtain the nonlinear Bogoliubov transformation,
c¯− =
(
3α
2 |a¯−|2 +Q∗
)2 − |Q|2
Det
b¯− +
2iΓQ
Det
b¯∗− (92)
= u¯−b¯− + v¯−b¯∗−
Det =
3α
2
|a−|2
(
3α
2
|a−|2 +Q+Q∗
)
. (93)
One can straightforwardly check that the relation be-
tween the nonlinear Bogoliubov coefficients, |u¯−|2 −
|v¯−|2 = 1, still holds.
Here we see that even in the limit a¯− → 0 the deter-
minant remains finite for  > Γ, in contrast to the de-
terminant of Eq. (74) for the “−” supermode at ∆ = 0.
Only at the threshold, where Q = iΓ, the determinant
can turn to zero. Summarizing, a more accurate calcula-
tion which includes the nonlinearity results in a regular
response to the on-resonance input.
This result however imposes a problem. The “in-
put” amplitude, b¯− = (e−iψ/2b1 − eiψ/2b2)e−iΘ0/2/
√
2,
in Eq. (92) contains the uncertain phase ψ, which is
also present in the Bogoliubov coefficients for the orig-
inal modes, Eq. (78). This phase was treated so far as
a free parameter, but in fact it is locked in the driven
oscillator as it was mentioned in Section III C 1.
To reveal the locking effect we make a polar decompo-
sition of the total intracavity fields, A1,2 = r1,2e
i(Θ±ψ)/2,
then the supermode amplitudes read,
A± =
r1 ± r2√
2
eiΘ/2 . (94)
Using this representation we are able to formulate the
constraint, Im (A−/A+) = 0, which reads for a¯−,
Im
a¯−√
2|A0|+ a¯+
= 0 , (95)
with a¯+ = a+e
−iΘ0/2, or
√
2|A0| Im a¯− + Im (a¯−a¯∗+) = 0 . (96)
This nonlinear equation establishes a missing relation be-
tween the oscillation relative phase and the on-resonance
input amplitudes.
Having in hand Eq. (96) we are now able to construct
a consistent solution to Eq. (91) in the linear approxima-
tion. In this limit Eq. (96) reduces to Im a¯− = 0, which
yields the linearized solution,
a¯− = Re a¯− =
√
Γ
2
b¯−
Q
, (97)
and the constraint on the source, Im (Q∗b¯−) = 0, or
Q∗b− = QeiΘ0b∗− . (98)
One can explicitely extract the phase factor from this
equation, and express it through the mode inputs, e.g. for
the single mode input, B2 = 0,
eiψ = e−iΘ0
Q∗
Q
B1
B∗1
. (99)
Thus the uncertain relative phase of the free oscillator is
locked by the on-resonant input and defined by the phase
of this input.
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Due to the phase-locking effect, the on-resonance out-
put field becomes regular,
c− =
Q+Q∗
2Q
b− , (100)
in the linear approximation.
In fact the phase locking can also be used to eliminate
the divergence of the linear response to a detuned input
at ∆→ 0. To this end we note that the singular gains in
Eq. (86) were defined for a single harmonic input, b−(∆),
at detuning ∆, while b∗−(−∆) at detuning −∆ is assumed
zero (cf. gain definitions at finite detuning, e.g. Eqs. (80),
(81)). However, at zero detuning a regular Bogoliubov
transformation results from the interference of the input
amplitudes, b−(0), and b∗−(0).
Taking this remark into account, we consider a slightly
broadened input, whose spectrum contains contributions
of both positive and negative ∆-harmonics. Expressing
the Bogoliubov transformation in Eqs. (75)–(76) through
Q,
c−(∆) =
2iΓ [Q∗b−(∆)−QeiΘ0b∗−(−∆)] + ∆2b−(∆)
∆(∆ + 2iΓ)
,
we insert Eq. (98) into the square brackets to get,
Q∗(b−(∆)− b−(0))−QeiΘ0(b∗−(−∆)− b∗−(0)) .
Assuming a spectrally smooth input, b−(∆) − b−(0) ≈
b′−(0)∆, we arrive at the output field,
c−(∆) ≈
2iΓ[Q∗b′−(0) +Qe
iΘb′∗−(0)] + ∆ b−(∆)
2iΓ + ∆
,
that is regular at ∆ = 0.
IV. QUANTUM FLUCTUATIONS
In this section we consider quantum fluctuations of the
output field of the non-degenerate parametric amplifier.
We will use the results of the classical analysis in Sec-
tion III to compute the noise spectral densities and eval-
uate the effect of the noise squeezing and output signal
to noise ratio.
The amplifier output consists of the sum of the classi-
cal signals studied so far, Cn(t), and the quantum noise
represented by the bosonic operators, cn(t), in both para-
metrically coupled modes. The output is concentrated
around the frequencies of respective modes, ωn+δ, within
bandwidths, Γn. The measurement of the output mi-
crowave signals are performed via homodyne detection41,
when the output fields are mixed with the fields of two lo-
cal oscillators, ALOe
i(ωn+δ)t+iθn+c.c., and low frequency
envelopes are filtered out yielding quadratures,
X(t) =
∑
n=1,2
[Xθnn (t) + x
θn
n (t)]
=
∑
n
[(Cn(t) + cn(t)) e
−iθn + h.c.] (101)
(in this section we use the notation, θ1,2, for the local
oscillator phases rather than the phases of the classical
oscillator amplitudes, which will not be discussed here).
The spectral power for the obtained quadratures is de-
fined as,
P (∆) = lim
T→∞
1
2T
∣∣∣∣∣
∫ T
−T
dtX(t)ei∆t
∣∣∣∣∣
2
= P0(∆) + S(∆) ,
(102)
where P0(∆) refers to the coherent signal component,
and reads for a single input tone with frequency, ω1 + δ,
P0(∆) = 2piδ(∆)
[∑
n
(
Cne
−iθn + C∗ne
iθn
)]2
. (103)
The second term in Eq. (102) refers to the noise com-
ponent and is commonly quantified with the squeezing
spectral density44,
S(∆) =
∫ ∞
−∞
dt ei∆t〈x(t)x(0)〉 =
∑
nm
Sθnθmnm (∆).(104)
Noise squeezing is manifested in the anisotropy of the
quadrature spectral density with respect to the local os-
cillator phases, which results from the interference be-
tween the signal and idler. Noise squeezing in a single
mode is not possible in the two-mode linear amplification
regime. On the other hand, under the four-mode non-
linear amplification noise squeezing becomes detectable
even in the single mode measurement.
A. Squeezing spectral density
The partial components of the squeezing spectral den-
sity in Eq. (104) can be expressed through Fourier har-
monics of the noise quadratures,
Sθnθmnm (∆) =
∫ ∞
−∞
d∆′ 〈xθnn (∆)xθmm (∆′)〉 = Sθmθnmn (∆).
(105)
where
xθn(∆) =
∫ ∞
−∞
dt√
2pi
ei∆txθn(t) = cn(∆)e
−iθ + c†n(−∆)eiθ.
(106)
In what follows the averaging is assumed over the input
vacuum state.
To compute the correlation functions in Eq. (105) we
will use the linearized Bogoliubov transformation either
in the form of Eqs. (56)–(57), for the two-mode squeez-
ing, or in the form, Eqs. (69), (78)–(79), for the four-
mode squeezing of balanced modes. In the general case
of unbalanced modes, Eqs. (66)–(69) have to be used.
Due to the linear form of the Bogoliubov transforma-
tion it is readily extended to the quantum case by re-
placing classical amplitudes with the bosonic operators.
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It is important that the Bogoliubov transformation pre-
serves the canonical commutation relations, i.e. the out-
put operators are bosonic provided the input operators
are bosonic31,
[cn(∆) , c
†
m(∆
′)] = [bn(∆) , b†m(∆
′)] = δnmδ(∆−∆′) .
This property is fulfilled in the absence of internal losses
(otherwise one should add additional input noise chan-
nels), and in the two-mode case it follows from the prop-
erties of the u − v coefficients in Eq. (58). In the four-
mode case, the supermode operators respect the commu-
tation relation due to similar relations between the u− v
coefficents, Eq. (77), and since the supermodes are con-
nected to the original modes via unitary rotation, the
commutation relations hold also for the mode operators
(cf. Ref.42).
The latter argument does not, however, apply to the
parametric oscillator regime. In this case, the Bogoli-
ubov coefficients in Eqs. (78)–(79) depend on the free
oscillation phase ψ. As we found from the classical anal-
ysis, this phase is defined by the input, and therefore it
is susceptible to the input noise. Therefore, this phase
undergoes quantum fluctuation, which is correlated with
the input quantum noise. As a result, the structure of the
output noise correlation functions must be qualitatively
different from the ones in the sub-threshold region, and
from conventional two-mode squeezing for the degener-
ate oscillator25. This topic requires separate treatment,
which goes beyond the scope of this paper.
B. Weak signal, two-mode noise squeezing
First we analyse Eqs. (104)–(105) in the case of two-
mode squeezing for amplification of a weak signal be-
low threshold. In this case, the input-output rela-
tion, Eq. (56), with linearized Bogoliubov coefficients,
Eq. (57), apply independently to both signal and noise.
For equal local oscillator phases, θ1 = θ2 = θ, we get,
Sθn(∆) = |un(∆)|2 + |vn(−∆)|2 ,
Sθ12(∆) = u1(∆)v2(−∆)e−2iθ + u∗2(∆)v∗1(−∆)e2iθ .
= [Sθ21(∆)]
∗ . (107)
The full spectral density can be transformed, after re-
grouping using the symmetry properties of the u− v co-
efficients, to the form,
Sθ(∆) (108)
=
∑
±
[
e−2r(±∆) + 2 sinh 2r(±∆) cos2
(
χ(±∆)
2
− θ
)]
,
where we introduced the squeezing parameter, r(∆),
through the relation,
|v1(∆)| = |v2(−∆)| = sinh r(∆), (109)
and the phase,
χ(∆) = arg [u1(∆)v2(−∆)] . (110)
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FIG. 11. Linear squeezing spectra S
pi/4
1 (∆) and S
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vs. input detuning ∆ for two-mode squeezing in empty cav-
ity. Individual mode spectral density S
pi/4
1 (∆) from Eq. (107)
(red). Full two-mode spectral density Spi/4(∆) = (S
pi/4
1 +
S
pi/4
2 + S
pi/4
12 + S
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21 )(∆) from Eq. (107) (blue). The grey
shaded area marks the region |∆| < √Γ1Γ2 − . The local
oscillator phase is chosen in maximum squeezing direction,
θ = pi/4, Eq. (112), using χ(0) = −pi/2. ( = 0.95√Γ1Γ2,
δ = 0, Γ2 = 3Γ1, α2 = 3α1 = 3
√
Γ1Γ2/100, Γn = Γn0.)
As one can see from Eq. (107) the output noise mixed
with only one local oscillator, S1(∆), does not contain
θ-dependent interference terms, implying that the noise
of a single mode is not squeezed but just amplified. This
results from the large difference in the signal and idler
frequencies. In the limit of strong (but still linear) am-
plification, G11 ≈ G12  1, close to the threshold,√
Γ1Γ2 −   Γn (δ = 0), the spectral density is pro-
portional to the gain,
S1(∆) ≈ 2|u1(∆)|2 = 2G11(∆) , (111)
and has a sharp peak localized at small |∆| . √Γ1Γ2 −
 Γn, shown in Fig. 11.
In order to achieve noise squeezing, one needs to em-
ploy two local oscillators, in which case the full noise,
Eq. (108), includes the interference term, and the ampli-
fication effect described by this term can be cancelled by
appropriate choice of the local oscillator phase θ,
θ =
pi
2
+
χ(0)
2
. (112)
In this maximum squeezing direction the spectral density
has a sharp dip, as illustrated in Fig. 11, with a min-
imum value, Smin(0) ≈ 1/(2G11(0)), while in the pi/2-
shifted maximum amplification direction it has a sharp
peak with maximum value, Smax(0) ≈ 8G11(0).
1. Signal to noise ratio
The efficiency of amplification of the signal with re-
spect to the noise is quantified with the signal to noise
ratio,
SNR =
maxP θ0
Sθ
, (113)
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where bar indicates integration over some bandwidth,
(−∆¯/2, ∆¯/2).
In the case of the homodyne detection with one local
oscillator the signal output amplitude is, C1 = u1(0)B1 =
−√G11(0)B1. This gives according to Eq. (103),
P θ0 = 8piG11(0) cos
2(θB − θ)|B1|2 . (114)
Integrating the noise over a small bandwidth, ∆¯/2 √
Γ1Γ2 − , we get, S1 ≈ 2G11(0)∆¯, and
SNR = 4pi
|B1|2
∆¯
. (115)
This is half of the input SNR value. The factor 1/2 re-
flects the noise added by the idler.
Homodyne detection with two local oscillators adds
the idler contribution also to the signal output, C2 =
v2(0)B
∗
1 , which results in the spectral power,
P θ0 = 32piG11(0) cos
2
(
θB +
pi
4
)
× cos2
(
χ(0)
2
− θ
)
|B1|2 . (116)
Comparing this result with Eq. (108) we find that the
maximum squeezing direction for the noise and the signal
coincide. For the maximum amplification direction the
signal to noise ratio,
SNR = 8pi
|B1|2
∆¯
, (117)
is equal to the input SNR.
The absence of improvement of the signal to noise ratio
in the linear amplification regime is explained by the fact
that the coefficients of the Bogoliubov transformation are
the same for the noise and for the signal.
C. Strong signal, four-mode noise squeezing
The situation is different for the nonlinear amplifica-
tion discussed in Section III C 3, when the nonlinear fre-
quency shifts define the height and the width of the res-
onance, αn|An|2 
√|Γ1Γ2 − 2|. We remind that this
regime is valid across the threshold region including the
oscillator region as long as the intracavity field of the
signal dominates over the oscillation field.
In this case, the components of the noise spectral den-
sity are expressed through the matrix Bogoliubov coeffi-
cients in Eqs. (78)–(79), and have the form,
Sθnm(∆) = Unk(∆)U
∗
mk(∆) + V
∗
nk(−∆)Vmk(−∆)
+Unk(∆)Vmk(−∆)e−2iθ + V ∗nk(−∆)U∗mk(∆)e2iθ .
(118)
Because of the presence of the secondary idlers one
would expect that already the noise of one mode can be
squeezed. Using the balanced mode model, we compute
the diagonal component, S11, in Eq. (118),
Sθ11(∆) =
1
2
∑
σ=±
{
(|uσ(∆)| − |vσ(−∆)|)2 (119)
+ 2|uσ(∆)vσ(−∆)| [1 + cos(ψ + χσ(∆)− 2θ)]} .
This component consists of independent contributions of
both supermodes, where each contains an interference
term similar to Eq. (108).
The optimum squeezing direction for each supermode
is defined by the phase, χσ(∆) = arg [uσ(∆)vσ(−∆)],
and these phases are different for different supermodes,
χσ(0) = −σpi/2, as it follows from Eq. (82). Together
with the value, ψ = 2θB+pi/2, that follows from Eq. (55),
this gives the interference terms in Eq. (119), propor-
tional to [1 + σ cos 2(θB − θ)]. Therefore both noise su-
permodes cannot be squeezed simultaneously.
The spectral power of the coherent signal has the
form similar to Eq. (114), with the nonlinear gain (cf.
Eqs. (52),(48)),
G11(0) ≈
(
2Γ2
ζ2
)2
, (120)
and maximum amplification direction, θ = θB . Compar-
ing this with the noise squeezing directions we find that
it coincides with the squeezing direction of the “−” su-
permode, while the contribution of the “+” supermode
is amplified. The noise spectral density of the latter
component has a sharp peak confined to the interval,
|∆| . ς2+/Γ, according to Eq. (82), and has the peak
value,
SθB11 (0) ≈ 2
(
2Γ2
3ζ2
)2
=
2
9
G11(0) . (121)
This leads to the output SNR,
SNR = 36pi
|B1|2
∆¯
, (122)
which is nine time larger than the linear result, Eq. (117).
This enhancement of the signal to noise ratio results from
the difference between the differential gain, which charac-
terizes the noise, and the nonlinear gain of the signal; the
former is always smaller for the nonlinear amplification.
A detailed numerical study confirms the validity of the
adopted approximations for the absolute values of the in-
tracavity fields, and the Bogoliubov coefficients that lead
to Eq. (122). However, the numerically evaluated phases
of these quantities deviate from the analytical values indi-
cating high sensitivity of the phases to the approximation
made. This deviation leads to drastic further enhance-
ment of the SNR.
The result of the numerical study is illustrated in
Fig. 12 for the representative case of signal input, |B1|2 =
0.1Γ, at the threshold,  = Γ. In panel (a) we show
the noise spectral density Sθ11(∆) versus ∆ and θ, and
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FIG. 12. Output noise squeezing in presence of strong
on-resonance input B1, mixed with single local oscillator at
frequency ω1 and phase θ: (a) Noise squeezing spectrum
Sθ11(∆), Eq. (118), using linearized matrix Bogoliubov co-
efficients from Eq. (66)–(69). (b) Noise Sθ11(0) vs. θ (red
solid line) and its decomposition in supermode contributions,
Eq. (119) (blue dashed line and light blue dotted line); clas-
sical quadrature response P0, Eq. (103) , with amplitude C1
calculated from Eqs. (39)–(41) is shown with green dashed
line. ( = Γ, δ = 0, |B1|2 = 0.1Γ, θB = 0,Γ1 = Γ2, α1 = α2 =
Γ/100, Γn = Γn0.)
in panel (b) compare Sθ11(0) (red line) with the spec-
tral power of the signal P θ0 (green dashed line). As ex-
pected, the squeezing direction of the “−” supermode
(light blue dotted line) approximately coincides with the
maximum signal amplification. However, the spectrum of
the “+” supermode (dark blue dotted line) is shifted by
less than pi/2 from the “−” supermode spectrum. This
results in stronger suppression of the overall noise in the
direction of the maximum signal amplification. The max-
imum SNR value is achieved at θ = θB + 0.06pi, where
P 0 ≈ 1820pi|B1|2 and S11(0) ≈ 14.5, giving,
SNR ≈ 125pi |B1|
2
∆¯
. (123)
This is about 30 times larger than the linear result, and
15 times larger than the input value.
We conclude this section with a discussion of the noise
squeezing in a homodyne detection with two local oscilla-
tors. To this end we compute the cross mode correlation
function,
Sθ12(∆) =
1
2
∑
σ=±
σ {|uσ(∆)|2eiψ + |vσ(−∆)|2e−iψ
+
[
uσ(∆)vσ(−∆)e−2iθ + c.c.
]} = [Sθ21(∆)]∗ , (124)
and collect all the correlation function components to
obtain after some algebra,
Sθ(∆) =
2{e−2r+ + sinh 2r+[1 + cos(χ+ − 2θ)]} cos2 ψ
2
+
2{e−2r− + sinh 2r−[1− cos(χ− − 2θ)]} sin2 ψ
2
, (125)
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FIG. 13. Output noise in presence of strong on-resonance
input B1, mixed with two local oscillators, at frequencies ω1
and ω2: (a) Noise squeezing spectrum S
θ(∆) from sum over
components in Eq. (118). (b) Noise Sθ(0) vs. θ (red solid
line) and classical quadrature response P0, Eq. (103) (green
dashed line), blue dashed and light blue dotted lines indicates
the supermode contributions. Parameters are as in Fig. 12.
here |vσ(∆)| = sinh rσ(∆).
Given the relation, χσ(0) = −σpi/2, we find that the
optimum squeezing is achieved at θ = pi/4 regardless of
ψ value, when both terms in the square brackets turn to
zero. Therefore the full squeezing of noise is possible. At
the same time, the spectral power of the strong coherent
signal in this case is given by Eq. (116), with χ(0) =
−pi/2, and the signal turns to zero for the noise squeezing
direction, θ = pi/4.
A more accurate numerical computation of the non-
linear gain and squeezing spectral density supports our
conclusion based on analytics about coinciding directions
of the signal and total noise squeezing, although numer-
ical value for this direction deviates from the analytical
one, θ ≈ 0.36pi, as illustrated in Fig. 13.
D. Squeezed vacuum
In this section we discuss the properties of the squeezed
vacuum noise under non-degenerate parametric reso-
nance.
In the case of two-mode squeezing, the Bogoliubov
transformation, Eq. (56), can be written through the
squeezing operator similar to the degenerate resonance44,
cn(∆) = e
iηn(∆)Sbn(∆)S
†, (126)
S = exp
[∫ ∞
−∞
d∆′ξ(∆′)b†1(∆
′)b†2(−∆′)− h.c.
]
,
where ξ(∆) = r(∆)eiρ(∆), and ρ = arg (v/u) + pi, and
ηn = arg un (ρ(∆) and r(∆) are identical for both modes
by virtue of the second property in Eq. (58)). Then the
squeezed vacuum wave function has the form,
|Ψ〉 = S|0〉, (127)
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and can be written explicitly using the decomposition
formula45,46 and skipping the phase prefactor,
|Ψ〉 =
∏
∆
∞∑
n=0
gn(∆)
cosh r(∆)
|n(1,∆)〉 |n(2,−∆)〉 , (128)
here g(∆) = tanh r(∆)eiρ(∆), and |n(j,∆)〉 is the n-
photon state at the frequency ωj + δ with detuning ∆.
In other words, squeezed vacuum consists of an uncorre-
lated set of states, each being formed by correlated pho-
ton pairs of conjugated modes, (1,∆), (2,−∆).
For the four-mode squeezing, we start with the Bogoli-
ubov transformation in the supermode basis, and present
equations (75) on the form,
cσ(∆) = Sbσ(∆)S
† , (129)
S = exp
[∑
σ
∫ ∞
0
d∆′ξσ(∆′)b†σ(∆
′)b†σ(−∆′)− h.c.
]
,
where ξσ(∆) = rσ(∆)e
iρσ(∆), ρσ = arg( vσ/uσ) + pi, and
where we have omitted a phase prefactor. Since the
operator S is a scalar in the mode space, the Bogoli-
ubov transformation for the original modes can be writ-
ten through the same operator,
cn(∆) = Sbn(∆)S
† , (130)
and the exponent of S expressed in the original mode
basis reads,∑
σ,kl
∫ ∞
0
d∆′ξσ(∆′)UTσkU
T
σlb
†
k(∆
′)b†l (−∆′)− h.c. .
The four-mode squeezed vacuum wave function has the
form,
|Ψ〉 =
∏
∆>0
1
cosh r+(∆) cosh r−(∆)
× exp
[
g+ + g−
2
(
eiψb†1(∆)b
†
1(−∆) + e−iψb†2(∆)b†2(−∆)
)]
× exp
[
g+ − g−
2
(
b†1(∆)b
†
2(−∆) + b†2(∆)b†1(−∆)
)]
|0〉 ,
with gσ = tanh rσe
iρσ . This four-mode vacuum consists
of a set of independent correlated photon pairs that be-
long to all possible combinations of the state quartet,
(1,±∆), (2,±∆). It is worth noting that the admix-
ture of the pairs from the same mode (second line in the
equation) is controlled by the intracavity field, An, and
sensitive to the phase of the strong field ψ, while the ad-
mixture of the pairs that belong to the different modes
(third line) is predominantly controlled by the flux pump-
ing, .
V. FREQUENCY CONVERSION
In this last section we will consider the frequency
conversion regime. In this regime the pump frequency
is chosen close to difference of the cavity resonances,
Ω = ω2 − ω1 + 2δ, ω2 > ω1, and the dynamics of the
system is described by Eq. (20) in the rotating frame,
ω1 − δ and ω2 + δ.
Consider a nonlinear response to an input consist-
ing of equally detuned signals in each mode, Bn(t) =
Bn(∆)e
−i∆t. The classical dynamical equations for the
intracavity field amplitudes, An(t) = An(∆)e
−i∆t, read,
(∆ + ζ1 + iΓ1)A1(∆) + A2(∆) =
√
2Γ10B1(∆)
(∆ + ζ2 + iΓ2)A2(∆) + A1(∆) =
√
2Γ20B2(∆).(131)
Here ζn are defined slightly differently compared to the
amplification case,
ζ1 = −δ + α1|A1|2 + 2α|A2|2
ζ2 = δ + α2|A2|2 + 2α|A1|2 . (132)
Solving for An we derive the input-output relation,(
C1
C2
)
= V(∆)
(
B1
B2
)
, (133)
where V(∆) is the intermode scattering matrix with ma-
trix elements,
V11(∆) = 1− 2iΓ10(∆ + iΓ2 + ζ2)
D(∆)
V22(∆) = 1− 2iΓ20(∆ + iΓ1 + ζ1)
D(∆)
(134)
V12(∆) = 2i
√
Γ10Γ20
D(∆)
= V21(∆)
D(∆) = (∆ + iΓ1 + ζ1)(∆ + iΓ2 + ζ2)− 2 .
In the absence of internal damping, Γn = Γn0, this
matrix is unitary,
VV† = V†V = 1, |V22| = |V11|, |V12| = |V21| , (135)
which ensures preservation of the photon number during
the conversion.
We note that the unitary property of the scattering
matrix is to be considered with care since the transfor-
mation, Eqs. (133)–(134), is not a linear operation. It
implicitly depends on the input via the intracavity Kerr
effect, Eq. (132). Thus this transformation cannot be
automatically extended to the quantum regime.
The denominator in Eq. (134) never turns to zero, thus
no intrinsic instability occurs, and a sufficiently small in-
put induces a small intracavity field. In this case a linear
approximation is appropriate, ζ1,2 ≈ ∓δ, and Eqs. (133)–
(134) apply to the quantum regime.
In Fig. 14 we show the linear reflection (a), and conver-
sion (b) spectra, |V11(δ1)|2, and |V12(δ1)|2, of the para-
metric conversion process for the input signal, B1(δ1),
versus input and pump detunings.
For pump detuned far away from the resonance, |δ| √
Γ1Γ2, the spectrum is dominated by a loss resonance
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FIG. 14. Linear frequency conversion as function of input
signal detuning δ1 and pump detuning δ. (a) Reflection co-
efficient |V11(δ1)|2 quantifies response in the input mode, it
exhibits an avoided crossing of a loss resonance; solid color
lines on lower panel correspond to respective cuts at different
δ on upper panel indicated with dashed lines. (b) Conversion
coefficient |V12(δ1)|2 quantifies response in the second mode
emerging at detuning, δ2 = 2δ + δ1; white markers indicate
points of maximum conversion. Observe different color codes
on main panels in (a) and (b). (Γ20 = 3Γ10, Γ1 = 1.8Γ10,
Γ2 = 4Γ10 = 4/3Γ20, α2 = 3α1, α1 =
√
Γ10Γ20/100).
centred at δ1 = 0 (green dashed line and green curve).
Close to the parametric resonance, δ <
√
Γ1Γ2, the inter-
mode coupling appears as an avoided crossing (red and
blue dashed lines and curves on panel (a)) that is accom-
panied by the emergence of the converted signal, panel
(b). The points of maximum conversion are indicated
with white markers.
A full reciprocal conversion between the modes is pos-
sible in the absence of internal losses. The criterion is
given by the zero reflection coefficient, |V11|2 = 0. The
corresponding conditions read, for the linear regime,
2 = Γ1Γ2
(
1 +
4δ2
(Γ2 − Γ1)2
)
, ∆ =
Γ1 + Γ2
Γ2 − Γ1 δ .
It is instructive to compare these equations to the ones
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FIG. 15. Efficiency of the (linear) parametric conversion vs
pump strength  (green lines), characterized with conversion
(dashed), and reflection (solid) coefficients. This is compared
with the gains in the parametric amplification (red lines) of
a signal (solid), and idler (dashed). (δ = 0, δ1 = 0, Γ2 = 3Γ1,
α2 = 3α1 = 3
√
Γ1Γ2/100).
for the parametric instability in the amplification regime,
Eqs. (27)–(28): both criteria coincide at the zero pump
detuning, δ = 0. At finite pump detuning full conversion
is still possible, but in this case the input must be detuned
accordingly. The efficiency of the frequency conversion at
different pump strengths is illustrated in Fig. 15.
VI. CONCLUSION
In conclusion, we have studied non-degenerate para-
metric resonance in a tunable superconducting mi-
crowave cavity. The main focus was put on the nonlinear
properties of the resonance, stemming from the nonlinear
current-phase dependence of the SQUID controlling the
cavity. We analyzed nonlinear gains in the strong amplifi-
cation regime at the parametric oscillation threshold, and
evaluated the maximum values of the gains. We showed
that the linear response of empty cavity has the property
of two-mode squeezing, while the response of the cavity
filled with radiation has a four-mode structure. We iden-
tified the parametric oscillation regime and showed that
the oscillation frequencies deviate from the cavity reso-
nances, the deviations growing with the strength of the
pump. A continuous degeneracy of the oscillator state
with respect to the oscillation phase causes divergence
of the linear response at the oscillation frequencies for
all pump strengths above the threshold. We found that
injection of a weak on-resonance signal locks the oscil-
lation phase and makes the response regular. We also
calculated noise squeezing spectral densities in the two-
mode and four-mode regimes, and found that the output
signal to noise ratio in the four-mode regime can signif-
icantly exceed the input value. Finally, we investigated
the parametric frequency conversion and identified the
conditions for full and reversible conversion.
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Appendix A: Parametric oscillation state
To find solutions of Eq. (24) for a self-sustained oscil-
lation above the parametric threshold, we consider the
ansatz, A1,2(t) = r1,2e
iθ1,2e∓i∆0t, and substitute it into
the homogeneous equation,
(∆0 + ζ1 + iΓ1)r1 + r2e
−iΘ = 0
(−∆0 + ζ2 + iΓ2)r2 + r1e−iΘ = 0 , (A1)
where Θ = θ1 +θ2. Then we separate real and imaginary
parts of the equations.
The imaginary parts read,
Γ1r1 − r2 sin Θ = 0
Γ2r2 − r1 sin Θ = 0 , (A2)
and yield,
r1
r2
=
√
Γ2
Γ1
, sin Θ =
√
Γ1Γ2

> 0 . (A3)
The real parts read,
(∆0 + ζ1)r1 + r2 cos Θ = 0
(−∆0 + ζ2)r2 + r1 cos Θ = 0 , (A4)
from which we extract the relation,
∆0 + ζ1
−∆0 + ζ2 =
r22
r21
=
Γ1
Γ2
, (A5)
that defines the detuning ∆0,
∆0 =
ζ2Γ1 − ζ1Γ2
Γ1 + Γ2
. (A6)
Using this equation we compute,
∆0 + ζ1 =
(ζ1 + ζ2)Γ1
Γ1 + Γ2
, (A7)
and substituting in Eq. (A4) we derive an equation for
cos Θ,
cos Θ = − ζ1 + ζ2

√
Γ1Γ2
Γ1 + Γ2
= ±
√
− Γ1Γ2

. (A8)
Writing explicitly ζn through rn in this equation and ex-
cluding r2 using Eq. (A3), we finally get,
r21 =
2(−δ ∓ δth)Γ2
α1Γ2 + α1Γ2 + 2α(Γ1 + Γ2)
, (A9)
where we also used Eq. (29). The upper (lower) sign in
Eqs. (A8) and (A9) corresponds to the unstable (stable)
solution.
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