Systems that are driven out of thermal equilibrium typically dissipate random quantities of energy on microscopic scales. Crooks fluctuation theorem relates the distribution of these random work costs with the corresponding distribution for the reverse process. By an analysis that explicitly incorporates the energy reservoir that donates the energy, and the control system that implements the dynamic, we here obtain a quantum generalization of Crooks theorem that not only includes the energy changes on the reservoir, but the full description of its evolution, including coherences. This approach moreover opens up for generalizations of the concept of fluctuation relations. Here we introduce 'conditional' fluctuation relations that are applicable to non-equilibrium systems, as well as approximate fluctuation relations that allow for the analysis of autonomous evolution generated by global time-independent Hamiltonians.
I. INTRODUCTION
Imagine a physical system with a Hamiltonian H S (x) that depends on some external parameter x, e.g., electric or magnetic fields that we can vary at will. By changing x we can push the system out of thermal equilibrium. This would typically require work that may be dissipated due to interactions with the surrounding heat bath. The latter may also make the dissipation random, in the sense that the work cost w is different each time we implement the same change of the Hamiltonian [1] [2] [3] [4] [5] [6] . (Think of a spoon pushed through syrup. On microscopic scales the friction resolves into random molecular collisions.) These fluctuations can be described via a probability distribution P + (w). Crooks theorem [7] shows that there is a surprisingly simple relation between P + and the corresponding distribution P − obtained for the process run in reverse (i.e., where the time-schedule for the change of x is mirrored) namely Z(H i S )P + (w) = Z(H f S )e βw P − (−w),
where H i S and H f S are the initial and final Hamiltonians, respectively, and Z(H) is the partition function, which in the quantum case takes the form Z(H) = Tre −βH . Moreover, β = 1/(kT ), with k Boltzmann's constant, and where T is the absolute temperature of the heat bath. In this investigation we only consider a single heat bath with a fixed temperature T .
Crooks theorem was originally derived in a classical setting [7] (for reviews on classical fluctuation theorems, see [1] [2] [3] [4] [5] [6] ) but there has accumulated a considerable body of quantum fluctuation relations (for reviews see [8] [9] [10] ). However, the latter do often include measurements, and in particular energy measurements (see e.g. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] ) that typically destroy coherences and quantum correlations.
Here we avoid such auxiliary components, and obtain * Electronic address: johan.aberg@uni-koeln.de fluctuation relations that retain all quantum aspects of the evolution.
The key is to explicitly model all degrees of freedom involved in the process. This includes the control mechanism that implements the change of the external parameter, i.e. x in H S (x), as well as the 'energy reservoir', e.g., a battery or an excited atom, which donates the energy for the work w. Since work corresponds to a change of energy in this reservoir, it follows that the reservoir itself is forced to evolve as it fuels the dynamics. The general theme of this investigation is to formulate fluctuation relations in terms of this induced evolution. To make this more concrete, let us briefly display the first of the fluctuation theorems that we will derive. The roles of the probability distributions P + and P − are here taken over by the channels F + and F − that are induced on the energy reservoir by the forward and reverse processes, respectively. As we shall see, these channels can, under suitable conditions, be related by the following quantum Crooks relation
where H E denotes the Hamiltonian of the energy reservoir E. The combined application of J βH E and J −1 βH E , where J βH E (Q) = e −βH E /2 Qe −βH E /2 , can be viewed as a counterpart to the term e βw in (1) . The mapping from F − to F − (to be described in detail later) is related to time-reversals, and can in some sense be regarded as a generalization of the transformation of P − (w) to P − (−w) at the right hand side of (1) .
In the following section we derive (2) and moreover show that it can be decomposed into diagonal and offdiagonal Crooks relations, thus yielding fluctuation relations for coherences. We also derive quantum Jarzynski equalities, as well as a bound on the average work cost. In section II H we regain the classical Crooks relation (1) from (2) via the additional assumption of energy translation invariance. We next turn to generalizations of (2) , where section III introduces conditional fluctuation relations, and section VI approximate versions.
II. A QUANTUM FLUCTUATION THEOREM

A. The model
To derive the quantum Crooks relation in (2) we employ a general class of models that previously has been used in the context of quantum thermodynamics to analyze, e.g., work extraction, information erasure, and coherence [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] . The main idea is that we include all the relevant degrees of freedom (which in our case consist of four subsystems, see Fig. 1 ) and assign a global timeindependent Hamiltonian H to account for energy. On this joint system we are allowed to act with any unitary operation V that conserves energy, which is formalized by the condition that V commutes with the total Hamiltonian [H, V ] = 0. (See [44] for an alternative notion of energy conservation.)
At first sight it may be difficult to see how such a manifestly time-independent Hamiltonian can be used to describe the evolving Hamiltonians in Crooks theorem. For this purpose we introduce a control system C such that the Hamiltonian of S = SB depends on the state of C. As an illustration, suppose that we wish to describe a transition from an initial Hamiltonian H i S to a final Hamiltonian H f S . One possibility would be to define a joint Hamiltonian of the form H S C = H f S ⊗ |c f c f | + H i S ⊗ |c i c i |, where |c f and |c i are two normalized and orthogonal states of the control system C. If the evolution would change the control from |c i to |c f , then this would effectively change the Hamiltonian of S from H i S to H f S . However, this change can in general not be achieved by an energy conserving unitary operation on S C alone, since the transition from H i S to H f S typically will involve a change of energy. The role of the energy reservoir E is to make these transitions possible by donating or absorbing the necessary energy. With a suitable choice of Hamiltonian H E of the energy reservoir, the global Hamiltonian H = H S C ⊗1 E +1 S C ⊗ H E allows for non-trivial energy conserving unitary operators V .
In this investigation the energy reservoir does not only serve as a source or sink for energy, but also acts as a probe of the dynamics of the system. Instead of using auxiliary measurements, which inevitably would introduce additional interactions that potentially may disturb the dynamics, we here let the energy reservoir take over this role. We do, so to speak, make an additional use of a component that anyway has to be included. A further benefit of using an explicit quantum probe is that we not only capture the flow of energy, but also the change in coherence and correlations. Needless to say, standard macroscopic energy reservoirs would be of little use for the latter purposes, due to the levels of decoherence that they are exposed to. However, our notion of energy reservoirs includes nano-systems like, e.g., single atoms or spins.
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FIG. 1:
The systems. The model explicitly includes the 'system' S on which we operate, the heat bath B, the control C that implements the change of the Hamiltonian on SB, and the energy reservoir E that donates or accepts the energy required to drive the processes. Most of our fluctuation relations are expressed in terms of the dynamics induced on the energy reservoir E.
For the main part of this investigation (Secs. II and III) we assume that the total system is described by a time-independent Hamiltonian that is non-interacting between SBC and E, i.e., is of the form H = HSBC ⊗1E +1SBC ⊗ HE. We moreover model the evolution by energy conserving unitary operators V , i.e., [H, V ] = 0. (We go beyond these assumptions when we consider approximate fluctuation relations in section VI.) For most of the derivations it is not necessary to make any distinction between S and B, and for this reason we will often bundle them together into an extended system S = SB. This 'rationalization' can be taken one step further toS = S C = SBC when we turn to the conditional fluctuation theorems in section III.
B. An intermediate version
In this section we derive a simplified version of our fluctuation theorem. This serves as a convenient intermediate step, and illustrates why time-reversal symmetry is useful.
We wish to determine the channel induced on the energy reservoir by a non-equilibrium process a la Crooks, where the system initially is in equilibrium, and is forced out of it. To model this we let the control system initially be in state |c i , and we let the combined system and heat bath S be in the Gibbs state G(H i S ), where G(H) = e −βH /Z(H). Moreover, we let the reservoir E be in an arbitrary state σ. Hence, the joint system is initially in the state G(H i S ) ⊗ |c i c i | ⊗ σ. After a global energy-conserving unitary operation V , the state of the energy reservoir is consequently given by the channel
To obtain a Crooks-like relation we should somehow relate this forward process with a 'reversed' process, where the system instead is initiated in the Gibbs state of the final Hamiltonian, i.e., the global system should be in the joint state G(H transformed into |c f with certainty. More precisely, we demand that the unitary operator V should satisfy the condition
One can verify (see Appendix A) that this assumption implies the following relation between the channels F and R
Z(H
Here R * denotes the conjugate [45] of the channel R. If the channel has Kraus representation R(ρ) = j V j ρV † j , then the conjugate can be written R * (ρ) = j V † j ρV j [45] .
As the reader may have noticed, we have written Z(H One may observe that the right hand side of (6) is similar to Crooks' quantum operation time reversal [46] (not to be confused with the time reversals T or the mapping discussed in the next section) and closely related to Petz recovery channel [47] [48] [49] [50] , where a relation to work extraction was identified recently [40] . For further comments, see Appendix A 8.
The approach of this investigation can be compared with another construction that also focuses on quantum channels [51, 52] , where the starting point is to assume a property of a channel (unitality) and derive fluctuation relations for the resulting probability distribution for suitable classes of initial and final measurements that sandwich the channel (see also the generalization in [53] ).
Although (6) indeed can be regarded as a kind of quantum Crooks relation, it does suffer from an inherent flaw. The swap between V and V † means that we invert the entire evolution of all involved systems, including the heat bath. Apart from assuming an immense level of control, this assumption does not quite fit with the spirit of Crooks relation. The latter only assumes a reversal of the time-schedule of the control parameters, not a reversal of the entire evolution. In the following we will resolve this issue by invoking time-reversal symmetry.
C. Time-reversals and time-reversal symmetry
In standard textbooks on quantum mechanics (see e.g. [54] ) time-reversals are often introduced on the level of Hilbert spaces via complex conjugation of wavefunctions (also applied in the context of quantum fluctuation relations, see e.g. [9, 14, 22, 24, 55] ). Here we instead regard time-reversals as acting on operators (cf. [56, 57] ). Moreover, our time-reversals have the flavor of transpose Our quantum Crooks theorem is based on the idealized idea of a perfect control mechanism. This assumes that the energy conserving unitary evolution V on the joint system S CE turns the control state |ci into |c f with certainty, thus implementing the change of the Hamiltonian H i S to H f S perfectly. To model the forward process of the Crooks relation we assume that S C starts in the 'conditional' equilibrium state G(H i S ) ⊗ |ci ci|. The subsequent evolution under V induces a channel F on the energy reservoir E. As an intermediate step towards the quantum Crooks relation (2) we assume that the reverse process is given by the globally reversed evolution V † . With S C in the initial state G(H f S ) ⊗ |c f c f |, this results in a channel R on E. The preliminary Crooks relation in Eq. (6) relates the channels F and R. This result does not rely on any additional assumptions on how V comes about, or on the nature of the dynamics at intermediate times. However, if one so wishes, it is possible to explicitly model the path H(x) in the space of Hamiltonians. This path can be discretized as H l for l = 0, . . . , L with H0 = H jugate is given by F * (σ) = j V † j σV j . By the properties of T mentioned above it thus follow that F (σ) = j T (V j )σT (V j ) † , i.e., we time-reverse the operators in the Kraus representation.
In the finite-dimensional case each time-reversal can be implemented by a transpose with respect to some orthonormal basis, followed by a special class of unitary operations. (Hence, our time-reversals do strictly speaking include a bit larger set of operations than proper transposes, see Appendix B.) Since the transpose is a positive but not completely positive map (as is illustrated by the effect of the partial transpose on entangled states [58, 59] ) we can conclude that time-reversals generally are not physical operations. Hence, one should not be tempted to think of time-reversals as something that we actually apply to a system. However, given a description of a state ρ, there is nothing that in principle prevents us from preparing the time reversed state T (ρ), which is sufficient for our purposes.
D. Deriving the quantum Crooks relation
Similar to our intermediate version in section II B we here assume a non-interacting global Hamiltonian H = H S C ⊗1 E +1 S C ⊗H E , and a global energy conserving unitary evolution [V, H] = 0. As a substitute for the global inversion of the evolution we assume time-reversal symmetry in terms of a suitably chosen time-reversal of the the form T = T S C ⊗ T E , i.e., the global time reversal is composed of local reversals on S C and on E. We impose the time reversal symmetry by assuming that T (V ) = V , T S C (H S C ) = H S C , and T E (H E ) = H E .
Another novel component compared to the intermediate version is that we associate pairs of control states to the Hamiltonians on S . We assign the pair |c i+ , |c i− for the initial Hamiltonian H i S , and the pair |c f + , |c f − for the final Hamiltonian H f S . The general idea is that the members of these pairs correspond to the forward and reverse evolution of the control system. One way to formalize this notion is via the following relations
Hence, the time-reversal swaps the two control states into each other. Note that if V transforms |c i+ to |c f + perfectly, then V also transforms |c f − to |c i− perfectly. In the latter case one should keep in mind the reverse ordering of i and f ; the state |c f − is the initial control state of the reverse process (see Fig. 3 ). Let us assume that the unitary operator V and the initial and final control states |c i+ , |c f + satisfy the conditions of the intermediate fluctuation relation. The channels F + and R + , obtained by substituting |c i with |c i+ , and |c f with |c f + in equations (3) and (4), respectively, are according to (6) related by [3] [4] [5] [6] [8] [9] [10] . In our case, time-reversal symmetry enables us to in effect let the evolution run 'backwards' by swapping the control states from a 'forward track' to a 'reverse track'. By this we amend for the over-ambitious global reversal of the evolution that we employed for the intermediate fluctuation relation, and obtain a quantum counterpart to the reversal of the control parameter in the classical Crooks relation. Analogous to the setup in Fig. 2 , the initial control state |ci+ yields an evolution where the initial Hamiltonian H i S is transformed to the final Hamiltonian H f S when the control state |c f + is reached. This process induces a channel F+ on the energy reservoir E. To each of these control states there exists a time-reversed partner starting with |c f − and ending with |ci− thus bringing the Hamiltonian H f S back to H i S . This process induces a channel F− on the reservoir. By assuming time-reversal symmetry, the channels F+ and F− can be related via the quantum Crooks relation in (2) .
For the reverse process we obtain the channels F − and R − , where |c i this time is substituted by |c f − , and |c f with |c i− . By using the the properties of the timereversal one can show (for details, see Appendix C) that R + T E = T E F − . By applying this equality to (9) our desired quantum Crooks relation (2) follows immediately. Note that both F + and F − correspond to the 'forward' evolution, i.e. we no longer need to impose a global inversion of the dynamics.
After having established (2) an immediate question is how to interpret it physically. The classical Crooks relation (1) can be phrased as a comparison between two experiments, one for the forward path of control parameters, and one for the reversed. For each of these two setups we repeat the experiment in order to obtain good statistical estimates of the probability distributions P + and P − . The claim, so to speak, of Crooks theorem is that these two probability distributions are related as in (1) . Our quantum fluctuation relation in (2) can be interpreted in a similar manner. Here the channels F + and F − induced by the forward and reverse process can in principle be determined by process tomography (see e.g. [60] [61] [62] [63] and Sec. 8.4.2 in [64] for an overview). Analogous to the classical Crooks relation, our quantum fluc-tuation theorem tells us that these two channels should be related as in (2) . One may note that the mapping
in this setup is something that we calculate given an experimental estimate of the channel F − , analogous to how we would calculate the function e βw P − (−w) from the estimated distribution P − (w). In section IV we consider a reformulation of (2) that is associated with a scenario that does not require such a post-processing.
As the reader may have noticed, our quantum Crooks relation (2) does, in contrast to the classical Crooks relation (1), not contain any explicit reference to 'work'. Hence, we do in essence circumvent the issue of how to translate the classical notion of work into the quantum setting; a question that has been discussed rather extensively in relation to fluctuation theorems [11, 12, 15, [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] . We can nevertheless in some sense associate work with the loss of energy in the reservoir, which we employ in section II H where we regain the classical Crooks relation (1).
E. Diagonal and off-diagonal Crooks relations
Here we take a closer look at the nature of the induced channels F ± and on the structure of the quantum Crooks relation (2).
The energy conservation and the diagonal initial state with respect to the Hamiltonian of SBC conspire to decouple the dynamics on E with respect to the 'modes of coherence' [34] (which in turn is a part of the wider context of symmetry preserving operations [79] ). To make this more concrete, assume that H E has a complete set of energy eigenstates |n with corresponding non-degenerate energies E n . Let us also assume that T E acts as the transposition with respect to this energy eigenbasis. The decoupling does in this case mean that the channels F ± can map an element |n n | to |m m | only if E n −E n = E m −E m (see Appendix D for further details). Hence, each mode of coherence is characterized by an 'offset' δ = E n − E n from the main diagonal (see Fig. 4 ).
In particular, the main diagonal is given by the offset δ = 0. The dynamics of the diagonal elements under the forward process can be described via a conditional probability distribution
(10) The application of (2) yields
which thus can be regarded as a diagonal Crooks relation.
In section II H we shall see how this in turn can be used to re-derive (1) via the additional assumption of energy translation invariance.
For each permissible value of δ (which depend on the spectrum of H E ) we can characterize the dynamics of the Due to energy conservation in combination with the particular class of initial states, it turns out that the dynamics of the energy reservoir decouples along the modes of coherence [34] . One can think of these as as the collection of diagonals (main and off-diagonals) of the density operator represented in an energy eigenbasis. Due to the decoupling it follows that the quantum fluctuation relation Eq. (2) can be separated into individual Crooks relations for each mode of coherence. As an example, suppose that the spectrum of the reservoir would include the energy levels E1 = 0, E2 = s, E3 = 3s, E4 = 4s for some s > 0. The dynamics on the main diagonal, δ = 0, satisfies the relation in (11) . Each of the diagonals with offsets δ = ±s, ±2s, ±3s, ±4s satisfies a Crooks relation as in (12) .
corresponding off-diagonal mode by
where the assumption of non-degeneracy implies that n is uniquely determined by n, δ, and similarly m by m, δ. We obtain an off-diagonal analogue of (11) in the form of
In other words, the functional form of the relations for the main diagonal and all the off-diagonals are identical. However, one should keep in mind that the numbers q δ ± (m|n) in general are complex, and thus cannot be interpreted as conditional probability distributions.
The conditional distributions p ± (m|n) and all q δ ± (m|n) can be regarded as representing different aspects of the channels F ± . However, one can also give more direct physical interpretations to these quantities. To this end one should keep in mind that the energy reservoir can be viewed as being part of our experimental equipment, and we thus in principle are free to prepare and measure the reservoir it in any way that we wish. The conditional distribution p ± (m|n) can be interpreted as the probability to measure the energy E m in the reservoir after the the experiment has been completed, given that we prepared the reservoir in energy E n before we connected it to the system. Equivalently, we could replace the initial preparation with an energy measurement, thus approaching the 'two-time' or 'two-point' measurements that play a central role in several investigations on quantum fluctuation relations (see e.g. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] , and for overviews see [8, 9] ), although we here apply these measurements to the energy reservoir, rather than on the system. An obvious issue with sequential measurements is that the first measurement typically perturbs the statistics of the second measurement. However, in our case the decoupling comes to our aid. If we measure the energy in the reservoir after the process, then the statistics of this measurement is not affected if we would insert an additional energy measurement before the process, irrespective of how off-diagonal the initial state may be. The decoupling thus justifies the use of a two-point measurement on the energy reservoir, if our purpose is to determine p ± . However, the very same argument also implies that if we wish to determine q δ ± we have to use non-diagonal initial states, as well as non-diagonal measurements. For an example of such a setup, see Appendix D 3.
F. Jarzynski equalities
From the classical Crooks relation one can directly derive the Jarzynski equality e −βW = Z(H f )/Z(H i ) [6, 80] . As mentioned above, it is not clear how to translate the random variable W into the quantum setting, and consequently it is also not evident how to translate the expectation value e −βW (which yields a variety of approaches to the quantum Jarzynski equality, see overviews in [8] [9] [10] ). Like for the Crooks relation, we do not attempt a direct translation, but rather focus on the general dynamics in the energy reservoir.
By applying (2) to an initial state σ of the reservoir and take the expectation value of the operator e βH E , it follows that
Although this equality has the flavor of a Jarzynski equality, we can bring it one step further by additionally assuming that R + (1) =1, or equivalently F − (1) =1, i.e., that these channels are unital. This assumption yields
This relation has a clear physical interpretation in terms of an experiment where we measure the expectation value of e βH E on the input state of the reservoir (e.g, from the statistics of energy measurements), and in a separate experiment measure the same observable on the evolved state F + (σ).
In a similar fashion one can derive a whole family of Jarzynski-like equalities (with as well as without the assumption R + (1) =1, see Appendix E) and another member of this family is
This equality does not have a quite as direct physical interpretation as (14) , but one can resort two-point energy measurements, resulting in fluctuation relations akin to e.g. [11-13, 76, 77] . To see this, assume that H E has a point spectrum, then equation (15) 
, where we have made use of the decoupling of the diagonal mode of coherence. This can alternatively be obtained directly from the diagonal Crooks relation (11) , where the unitality of F − implies that p − is not only stochastic, but doubly stochastic.
G. Bound on the work cost
As mentioned above, the classical Jarzynski equality follows directly from Crooks relation. It is therefore perhaps a bit surprising that the condition of unitality of the channel R + emerges in the derivations of our Jarzynski equalities. To explore this further, let us consider the expected work cost of these processes. For a process that starts in equilibrium we would expect (e.g as a special case of more general bounds on work costs [81] [82] [83] [84] ) that the average work cost should satisfy the bound
e., the work cost is at least equal to the difference in (equilibrium) free energy between the final and initial Hamiltonian (where equality typically is reached in the limit of quasi-static processes). In the classical case, this bound follows from Jarzynski's equality by using the convexity of the exponential function [80] .
In our setting one can use the diagonal Crooks relation (11) to show that
(As a technical remark, we do for this derivation additionally assume that H E has a pure non-degenerate point spectrum. For details see Appendix F.) If we identify the decrease in average energy of the reservoir, Tr(H E σ) − Tr H E F + (σ) with the average work cost W , we thus regain the standard bound if R + is unital. Hence, the unitality of R + appear again, this time to guarantee the standard work bound.
The inequality (16) does not necessarily mean that the standard bound is violated. However, one can construct an explicit example where the work cost is smaller than the standard bound for a process with a non-unital R + (see Appendix F 2). At first this may seem a bit alarming since it would appear to suggest violations of basic thermodynamics. However, one has to keep in mind that we here include the energy reservoir as a physical system, and that we cannot expect to regain standard bounds if we allow ourselves to use the energy reservoir per se as a resource (cf. discussions in [44] ), and one may suspect that the unitality of R + is related to this issue. A further indication in this direction is that the energy translation invariance, which is the topic of the next section, not only allows us to re-derive the classical Crooks relation (1), but also guarantees that the channel R + is unital (see Appendix G).
H. Energy translation invariance: A bridge to standard fluctuation relations
Let us for a moment reconsider the classical Crooks relation in equation (1) . As formulated, it makes no explicit reference to any energy reservoir. Moreover, the distributions P ± are typically phrased as functions only of the work w, and thus only functions of the change of energy in the implicit reservoir (although it is difficult to see that anything in principle would prevent P ± from depending on additional parameters, like the actual energy level of the reservoir). One could even argue that for a well designed experiment P ± should not depend on how much energy there is in the reservoir (as long as there is enough), since this in some sense is a property of the experimental equipment rather than a property of the system under study. This is in contrast with our more general formulation in terms of channels on the reservoir, which very explicitly allows for the possibility that the exact choice of initial state of the reservoir (and thus the energy) can make a difference. In order to formalize the idea that the experiment should be independent of the amount of energy in the reservoir, we do in this section assume energy translation invariance. This enables us to derive the classical Crooks relation (1) from the quantum relation (2) .
The technique for implementing energy translation invariance has previously been used to study work extraction and coherence [31, 44] . Here we use a model where the spectrum of H E forms an equi-spaced doubly infinite energy ladder [31] (see also the continuum version in [44] ), i.e., the energy eigenstates |n correspond to energies E n = sn for some fixed number s > 0 and n ∈ Z. We impose the energy translation invariance by assuming that the unitary operators V should commute with energy translations along the energy-ladder, [V, ∆] = 0, where ∆ = n |n + 1 n|. (Technically, we also assume that the eigenvalues of H i S and H f S are multiples of s.) As a consequence, the channels F ± also become energytranslation invariant in the sense that
for all j, k ∈ Z (see Appendix G). A consequence is that the diagonal transition probabilities p ± , defined in (10), inherit the translation invariance
Moreover, the translation invariance (17) conspires with the decoupling of the diagonals decribed in section II E such that we can rewrite F ± as
Hence, the channels F ± are completely determined by the transition probabilities p ± (k|0) from |0 0| to the other energy eigenstates. Alternatively, one may say that the dynamics is identical along all of the diagonals (which does not imply that the collection of diagonals of the density matrix are identical). Our primary goal in this section is to regain (1) from (2). However, we face an immediate obstacle in that (1) very explicitly refers to 'work', while we in our constructions deliberately have avoided to specify what the quantum version of work exactly is supposed to be. A way to test Crooks theorem in a macroscopic setting would be to measure the energy content in the energy source before and after the experiment, in order to see how much energy that has been spent. This macroscopic type of twopoint measurements makes sense since we can expect a macroscopic source to be in states that would not be significantly disturbed by energy measurements (e.g. in the sense of pointer states and quantum Darwinism [85] [86] [87] ). Recalling the discussion in section II E, the decoupling of the diagonal and off-diagonal modes of coherence can be regarded as yielding a weaker form of stability. In this case all coherences are blatantly annihilated, but the evolution of the diagonal distribution is unaffected by repeated energy measurements. Since our aim is to regain the classical Crooks relation, this appears as an acceptable form of stability, and it also seems reasonable to identify work with the energy loss in the reservoir, w = E n − E m = s(n − m), for the initial measurement outcome E n and the final outcome E m . For these twopoint measurements, the probability P ± (w) is obtained by summing over all possible transitions that result in the work w for the given initial state σ, and thus
To be able to treat the energy reservoir as an implicit object, as it is in the standard classical case, the distributions P ± should not be functions of the initial state σ. Here, the energy translation invariance comes into play. By combining (20) with (18) we find that P ± (w) = p ± (−w/s|0) = p ± (0|w/s), which thus removes the dependence on the reservoir. In the final step we combine the last equality with the diagonal Crooks relation (11) and obtain the classical Crooks relation (1).
III. CONDITIONAL FLUCTUATION THEOREMS
There are several reasons for why it is useful to generalize the type of quantum fluctuation theorems that we have considered so far. First of all, the fluctuation relation (2) and its accompanying setup is in many ways an idealization. For example, the requirement of perfect control together with energy conservation is a strong assumption that easily leads to an energy reservoir that has to have an energy spectrum that is unbounded from both above and below (see Appendix C 4) and a bottomless spectrum is certainly not very reasonable from a physical point of view. A further consequence of the idealization, which may not be apparent unless one dives into the technicalities in the appendices, is that (2) is based on rather elaborate assumptions. Apart from resolving these issues, the conditional fluctuation theorems naturally incorporate non-equilibrium initial states. (There exist previous generalizations to non-canonical initial states. See e.g. [88] for a classical case, and [18, 25, 78, 89] for the quantum case.)
To see how the conditional fluctuation relations can come about, let us again consider the perfect control mechanism, i.e., that the evolution transforms the initial control state into the final with certainty. Imagine now that we abandon this assumption, and instead include a measurement that checks whether the control system succeeds to reach the final control state or not. The idea is that we only accept the particular run of the experiment if the control measurement is successful. Analogous to our previous fluctuation relations, the conditional fluctuation theorem relates the induced dynamics of the forward and reverse processes, but which now are conditioned on successful control measurements (see Fig. 5 ).
It is useful to keep in mind that one should be cautious when interpreting post-selected dynamics, as it easily can end up in seemingly spectacular results. The conditional dynamics can for example create states with off-diagonal elements from globally diagonal states (see Appendix H 7 b for an explicit example). However, this should not viewed as a mysterious creation of coherence, but simply as the result of a post selection with respect to a non-diagonal measurement operator.
In the introduction it was pointed out that an advantage with fluctuation theorem (2) is that it does not rely on any auxiliary measurements. It may thus appear a bit contradictory that we here re-introduce measurements as a fundamental component in the formalism. However, these only serve as control measurements upon which we condition the quantum evolution in the energy reservoir. This is in contrast to approaches where the purpose of the measurements is to generate classical outcomes (as for two-point energy measurements [8, [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] ) and where the quantum fluctuation relations are based on the resulting probability distributions, much in the spirit of classical fluctuation relations.
As a final general remark one should note that it turns out to be unnecessary to restrict the control measurements to the control system; we can let them act on the joint systemS = S C = SBC in any manner that we wish, resulting in a conditional evolution on E. 
) is the initial state, and Q
i− S
gives the control measurement. The CPMsF± are related via the conditional fluctuation theorem in (25) . We are free to choose the measurement operators in any way we wish, and in the finite-dimensional case we can obtain arbitrary initial states. Hence, we are not restricted to initial equilibrium states. The price that we pay for this additional freedom is that non-equilibrium initial states are translated to non-trivial control measurements in the reverse process.
A. The Gibbs map and the partition map
Each control measurement has the two possible outcomes 'yes' or 'no', and can be described via measurement operators 0 ≤ Q ≤1, where Tr(Qρ) is the probability of a 'yes' when measured on a state ρ. Similarly Tr[(1 − Q)ρ] is the probability of the outcome 'no'. In other words, {Q,1 − Q} is a binary positive operator valued measure (POVM) [45, 90, 91] . These measurement operators do in our formalism serve a dual purpose; not only describing control measurements, but also parameterizing initial states. The latter is done via what we here refer to as the 'Gibbs map' G βH and the 'partition map' Z βH defined by
(21) For finite-dimensional Hilbert spaces all density operators can be reached via G βH for suitable choices of Q. These mappings are generalizations of the Gibbs state and the partition function in the sense that G βH (1) = G(H) and Z βH (1) = Z(H).
B. A conditional fluctuation relation
As before, we assume a global non-interacting Hamiltonian of the form
We furthermore assume time-reversals T S and T E such that T S (H S ) = H S , and T E (H E ) = H E . We also assume that the global evolution preserves energy [V, H] = 0, and that it is time-reversal symmetric, T (V ) = V , with respect to T = T S ⊗ T E . The forward process is characterized by a pair of measurement operators on system S, where Q . The resulting completely positive map (CPM) on E is given byF
That we generically get a CPM rather than a channel corresponds to the fact that the control measurement may fail. The quantity TrF + (σ) is the probability that the control measurement succeeds.
To obtain the reversed process we define the operators Q to characterize the final measurement. In other words, we not only timereverse the measurement operators, but also swap their roles. The resulting CPM on E for the reversed process thus becomes
With the above assumptions one can show (see Appendix H) that the CPMsF ± are related by the following 'conditional' fluctuation theorem
where we use the notation
) and
). The conditional fluctuation relation (25) allows (up to infinite-dimensional technicalities) for arbitrary initial states on S, and thus in particular arbitrary coherences. We only need to choose the appropriate initial measurement operator Q i+ S that generates the desired initial state via the Gibbs map.
The quantum fluctuation relation in (2) can be regained from (25) , and as a first step we choose the measurement operators to be Q i± S =1 S ⊗ |c i± c i± | and
For the appropriate Hamiltonian H S , the Gibbs map gives the conditional equilibrium states
Due to the additional assumption of perfect control, the evolution V is such that we can replace the final measurement operators with identity operators, i.e., we do not have to perform any measurements at the end of the processes.
This sketchy re-derivation indicates that we can abolish the assumption of perfect control if we instead keep the measurements at the end of the protocol. Hence, these control measurements may fail, e.g., if the energy reservoir does not contain sufficient energy, which thus allows us to avoid an energy spectrum that is unbounded from below. (For an explicit example, see Appendix H 7 a.)
As opposed to (2) there is for (25) in general no decomposition into different off-diagonal Crooks relations. However, in the special case that the measurement operators Q i+ S and Q f + S are diagonal with respect to an eigenbasis of H S one can obtain (see Appendix H 6) diagonal conditional versions. In particular, one can impose the energy translation invariance and obtain (Appendix H 6) a conditional version of the classical Crooks relation.
IV. AN ALTERNATIVE FORMULATION
So far we have formulated our fluctuation relations solely in terms of channels and CPMs induced on the energy reservoir. Here we consider a reformulation that highlights two elementary properties on which our fluctuation relations in some sense are based.
Given some channel or CPM F, a pair of measurement operators Q i and Q f , and a Hamiltonian H, we define the 'transition probability' from
Hence, P
is the probability that we would detect Q i after we have evolved the initial state G βH (Q i ) under the map F. The Gibbs map thus again appears as a method to parametrize the set of initial states.
The quantum Crooks relation (2) can be rephrased in terms of these transition probabilities as (27) where Q i+ E , Q f + E are measurement operators on the energy reservoir (not on S), and where, as one may expect,
In section II D we noted the possibility to interpret the quantum Crooks theorem (2) in terms of process tomography of the two induced channels F ± . In that interpretation the mapping
is something that we implement 'by hand' on the experimentally determined description of the channel F − . The reformulation (27) suggests a different interpretation where the fluctuation relation can be tested more directly via the estimated transition probabilities. The mappings J βH E and are in some sense put in by hand also in this scenario, but they enter in the parametrization of the initial states and the measurement operators, rather than via a post processing of the measurement data.
It is no coincidence that the measurement operators Q 
. The global relation (28) can alternatively be phrased as the invariance of the quantity Tr
All our fluctuation relations do in some sense express this basic invariance in different guises.
One can indeed re-derive (2) and (25) from (28) . However, when doing so one quickly realizes that this hinges on another property (that we have used repeatedly without comments). Namely, if the global Hamiltonian H is non-interacting over two subsystems, i.e. H = H 1 ⊗1 2 +1 1 ⊗ H 2 , then the mapping J satisfies the factorization property
Although elementary, it is in some sense this property (in conjunction with product time-reversals T = T 1 ⊗ T 2 ) that makes it possible to formulate fluctuation relations solely in terms of the dynamics of the energy reservoir, and also to eliminate unaccessible degrees of freedom (see Appendix I for further details). The central role of this property may become more apparent when we abandon it in section VI . As a side-remark one can note that if one attempts to formulate quantum fluctuation relations for nonGibbsian generalizations of equilibrium distributions, then the lack of a factorization property for nonexponential functions makes the generalization problematic (see Appendix I 4).
V. CORRELATED INITIAL STATES
The conditional relations extend the notion of fluctuation theorems to non-equilibrium initials states on S. An obvious question is if also entanglement and general precorrelations can be included. (One could even argue that in order to deserve the label 'fully quantum' our fluctuation relations must include quantum correlations.) The global fluctuation relation (28) already provides an affirmative answer to this question, in the sense that we can generate arbitrary global initial states via suitable choices of measurement operators (including quantum correlations to external reference systems). However, (28) is not the only option for how to describe such scenarios, and here we highlight three special cases that focus on descriptions via channels or CPMs.
A. Correlations between E and an external reference
Imagine that the energy reservoir not only carries energy and coherences, but also carries entanglement and correlations with an external reference R (not included in SBCE). One option for obtaining a fluctuation relation that incorporates this scenario would be to regard ER as a new extended energy reservoir, with a Hamiltonian H ER and a new time-reversal T ER , with T ER (H ER ) = H ER . Both the quantum fluctuation relation (2) and the conditional fluctuation relation (25) are applicable to this scenario. In the latter case, the induced CPMs F ± on the new energy reservoir ER satisfies the corresponding quantum Crooks relation
B. Correlations between S and an external reference
An obvious alternative to the energy reservoir carrying correlations with an external reference is that S carries these correlations. We can analogously incorporate R into S, with the joint Hamiltonian H SR and an extended time-reversal T SR such that T SR (H SR ) = H SR . The requirements for the conditional fluctuation theorem (25) are satisfied for this extended system, thus resulting in the relation
C. Pre-correlated S and E
The two previous examples can both be regarded as variations of the conditional fluctuation relation, and do in this sense not add anything essentially new to the general picture. A maybe more interesting case is if we allow for pre-correlations between S and E. (It is not difficult to imagine cases where the energy reservoir E interacts repeatedly with S, and thus may build up correlations.) Apart from the global fluctuation relation (28) this case does not fit very well with our previous scenarios. However, it is straightforward to adapt our general formalism to find a fluctuation relation for the evolution on the joint system SE.
For the sake of illustration we consider one particular case related to the setup in section II D, but where we allow for initial correlations between S and E. In essence (for details on the setup, see Appendix J) we have an initial Hamiltonian H i SE and a final Hamiltonian H f SE and assume perfect control that transfers one into the other, resulting in the induced channels
on the combined system SE. For these channels one can derive the fluctuation relation
The partition maps on the left and right hand side cancel due to the identical initial and final Hamiltonian for a heat bath that starts in the Gibbs state. Note also that the two applications of the J -map may potentially involve an initial Hamiltonian H i SE that is different from the final Hamiltonian H f SE .
VI. APPROXIMATE FLUCTUATION RELATIONS
The global Hamiltonian H has so far in this investigation only characterized the notion of energy conservation, while the dynamics has been modeled by a unitary operator V , with the only restriction that H and V should commute. In view of standard textbook quantum mechanics it would be very reasonable to demand a much more tight connection, where the global Hamiltonian H induces the evolution according to Schrödinger's equation, thus yielding V = e −itH/ . An additional benefit with the latter arrangement would be that it does not require any further interventions beyond the preparation of the initial state, the measurement of the final state, and the time-keeping for when to do the measurement (which may require non-trivial resources). In other words, once we have started the global system it evolves autonomously. (For discussions on autonomous and clock controlled thermal machines in the quantum regime, see [92, 93] .) This should be compared with the models that we have employed so far, where one in principle should analyze the mechanism that implements the evolution V .
The problem is that if we would impose the condition V = e −itH/ for non-interacting Hamiltonians as in (22) , the resulting dynamics on the energy reservoir One way to 'quantize' the control parameter x of the classical Crooks relation would be to regard it as the position of a quantum particle. The propagation of the particle would approximately implement the time dependent Hamiltonian for suitable wave packets. A particularly clean example is obtained if E and S only interact when the control particle is in an 'interaction region' [xi, x f ] (cf. the construction in [92] ). Since the global Hamiltonian contains interactions between E and S it does not fit with our previous classes of models, and in particular, it does not satisfy the factorization property (29) . However, for suitable choices of measurement operators Q i+ C and Q f + C that are localized outside the interaction region, the systems becomes approximately non-interacting, and the the factorization property (29) is approximately satisfied. This makes it possible to derive an approximate conditional fluctuation relation on the energy reservoir.
would become trivial. If we on the other hand would abandon the non-interacting Hamiltonians, then we also have to abandon the factorization property (29) , which, as pointed out in section IV, plays an important role in our derivations. The main observation in this section is that we can obtain approximate fluctuation relations as long as the factorization holds approximately, which also is enough to obtain a non-trivial evolution. In the following section we shall illustrate the general ideas with two special cases. (For a more general version that includes both of them, see Appendix K.)
A. Approximate conditional fluctuation relations
There is an additional reason for why it is useful to go beyond our previous settings. Namely that there exist rather evident ways to 'quantize' the classical control mechanism in Crooks relation that do not fit particularly well within the machinery that we have employed so far. These quantized control mechanisms moreover provide a good starting point for introducing approximate fluctuation relations.
Imagine a particle whose position x determines the parameter in the family of Hamiltonians H S E (x). More precisely, assume a joint Hamiltonian of the form
where M C is the mass, andX C ,P C are the canonical position and momentum operators of the control particle. If the control particle is reasonably well localized in both space and momentum, one can imagine that its propagation approximately implements the evolving control parameter x in the family of Hamiltonians H S E (x). For the sake of simplicity, let us assume that the control particle only affects the other systems in an 'interaction region' (see Fig. 6 .) corresponding to an interval [x i , x f ], while outside of this region it is the case that
Although the systems thus are non-interacting outside the interaction region [x i , x f ] one should keep in mind that the kinetic energy termK =P 2 C /(2M C ) in (31) does not commute with X C , and thus prohibits a factorization as in (29) . In some sense it is thus the kinetic operator K that causes the failure of the factorization property. On the other hand, it is also the kinetic operator that yields a non-trivial evolution of the control mechanism. It is this tension that we strive to handle via the approximate fluctuation relations. The basic idea is that if the measurement operators Q 
For time-reversal symmetric systems one can show that this leads to the approximate fluctuation relation
This can be turned into a quantitative statement where the size of the error in (34) is bounded by the errors in (33), see Appendix K 2.
B. Joint control system and energy reservoir
Compared to the control particle in Fig. 6 there exists an even simpler setup where the control particle simultaneously serves as the energy reservoir (see Fig. 7 ). This A control particle that also serves as energy reservoir. An alternative to the setup in Fig. 6 is a particle that simultaneously serves as both control system and energy reservoir. Hence, it is the kinetic energy of the control particle that drives the non-equilibrium process (if the other systems would start in equilibrium). This is another example of a system that would generally not satisfy the factorization property (29) , but for measurement operators Q 
corresponds to the global Hamiltonian
again with an interaction region
with a non-trivial dependence on x inside [x i , x f ]. As opposed to the previous setting, we here perform the control measurement on the energy reservoir itself. This situation is conveniently described in terms of the transition probabilities discussed in section IV, resulting in the approximate fluctuation relation
where for the particular choice of Hamiltonian (35) we have
. This approximate relation can also be made quantitative, see Appendix K 3. For a numerical evaluation of the errors in a concrete model, see Appendix K 3 c.
VII. CONCLUSIONS AND OUTLOOK
We have generalized Crooks fluctuation theorem to a genuine quantum regime that incorporates the full quantum dynamics. This leads to a decomposition into diagonal and off-diagonal Crook's relations, one for each mode of coherence. We have also derived Jarzynski equalities, and re-derived a standard bound on the average work cost under an additional assumption of unitality of a certain induced channel. We have furthermore shown that the classical Crooks relation can be regained under the additional assumption of energy translation invariant dynamics on the energy reservoir. The general approach moreover leads to the concept of conditional fluctuation relations, where a pair of measurement operators characterizes the initial state and the final measurement, and where the transformation from the forward to the reverse process corresponds to a transformation of the pair of measurement operators. This generalization allows for non-equilibrium initial states, and can also be extended to include correlations. Finally we have demonstrated that by allowing for errors in the fluctuation relation, we can incorporate the 'natural' setting where the global dynamics is determined by a single time-independent Hamiltonian.
One can speculate if it would be possible to use the latter global Hamiltonian as a starting point to obtain approximate fluctuation relations for master equations by reduction of the heat bath along the lines of standard derivations (see e.g. [94] ). This may yield models that would be more amenable to numerical modeling. In this context one should note previous approaches to fluctuation relations for master equations [95, 96] , unravellings [97] , and Brownian motion models [98] .
Classical fluctuation relations have been subject to several experimental tests [99] [100] [101] [102] [103] [104] . Various setups have been suggested for the quantum case [105] [106] [107] [108] [109] [110] [111] , with recent experimental implementations in NMR [112] , as well as in a trapped ion systems [113] . See also [114] for an experiment on a relation for non-thermal noise. The conditional fluctuation theorems, and in particular the approximate version, allows for a considerable flexibility, which suggest that experimental tests may be feasible. Since the quantum fluctuation relation (2) and the conditional version (25) are phrased in therms of channels and CPMs, and one may be tempted to conclude that every test of these relations would necessarily require a full process tomography, which generally is very demanding. However, the global fluctuation relation (28) suggests 'milder' tests based on small sets of suitable chosen measurement operators (corresponding to a partial process tomography).
One could also consider the possibility to experimentally verify cases of Jarzynski equalities with and without the condition of unitality of the channel R + , such as in (13) and (14) . It would also be desirable to get a better theoretical understanding of the role of the unitality of the channel R + , which one may suspect is related to the energy reservoir regarded as a resource. In this context one may also ask for the general conditions for the nonviolation of standard bounds, and how this relates to the energy translation invariance (cf. discussions in [44] ).
In this investigation we have tacitly assumed that the heat bath can be taken as initially being in the Gibbs state. It would be desirable to let go of this assumption, e.g. via typicality [115, 116] (see further discussions in Appendix L).
On a more technical note one may observe that whenever we actively have referred to the properties of the spectrum of the Hamiltonian of the reservoir, we have always assumed that it is a pure point spectrum. An analysis that explicitly investigates the effects of reservoir spectra that contains a continuum could potentially be useful.
One can imagine several generalizations of the results in this investigation. It does for example seem plausible with a grand canonical version, thus not only including energy flows, but also the flow of particles. (For a previous grand canonical fluctuation relation see [117] .)
Another potential generalization concerns a classical version of the conditional fluctuation relations. We have already obtained a particular class of classical conditional fluctuation theorems (Appendix H 6 a). However, these are classical in the sense of being diagonal with respect to a fixed energy eigenbasis, which should not be confused with a classical phase space setting. It seems reasonable that the structure of pairs of measurement operators, translated to functions over phase space, with classical counterparts for the Gibbs and partition maps, could combine with phase space flows to yield classical conditional fluctuation theorems. It may also be possible to bridge such a classical phase space approach to the quantum setting via Wigner functions and other phase space representations of quantum states.
The intermediate fluctuation relation (6) can be rephrased in terms of Petz recovery channel [47] [48] [49] [50] , which reminds of the recent finding in [40] that relates Petz recovery channel with work extraction. One may wonder if these results hint at a deeper relation. See further comments in Appendix A 8.
Several recent contributions to quantum thermodynamics has focused on resource theories, single-shot statistical mechanics, and coherence [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [120] [121] [122] [123] [124] [125] [126] [127] [128] [129] [130] [131] [132] . (For general overviews on later developments in quantum thermodynamics, see [137, 138] .) The fluctuation relations in this investigation are at their core statements about dynamics, rather than about resources. Nevertheless, one could consider to formulate quantitative characterizations of the evolution of resources in the spirit of Crooks theorem, and our fluctuation relations may serve as a starting point for such an analysis. In this context one should note recent efforts to link single-shot quantities and fluctuation theorems [133] [134] [135] [136] . The fact that the present investigation is based on energy conserving dynamics and thus brings the notion of fluctuation theorems under the same umbrella as previous investigations on quantum thermodynamics and coherence [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] may further facilitate the merging of these subjects. The standard classical Crooks theorem compares the probability distributions of the random work costs of a forward and reverse process where the system is driven by external fields. Often this external field is taken as a parameter x in a Hamilton function. The system is usually imagined to additionally interact with a heat bath of a given temperature. The time-schedule of the parameter x is implemented as a function x t of time t, which runs from t = 0 to t = T . At t = 0 we assume that the initial system is in equilibrium with the heat bath. For the reverse process, the external parameter evolves as x t := x T −t for t = 0 to t = T . In other words, the time-schedule of the parameter is run in reverse. Again we assume that the system initially is in equilibrium with the heat bath, but now for the parameter value x 0 = x T . It is useful to keep in mind that these initial equilibrium distributions are conditioned on the value of the control parameter. The aim of the following sections is to make a quantum version of this classical setup.
The model consists of four components, the 'system' S, the heat bath B, the control C, and the energy reservoir E. Assumptions 1 below does not mention the system S or the heath bath B. The reason for this is that the main part of the derivations does not require any distinction between these subsystems, so they can be regarded as one single system S := SB.
For a Hamiltonian H and β = 1/(kT ), for Boltzmann's constant k and the absolute temperature T , we denote the partition function by Z β (H) = Tre −βH , and (assuming that Z β (H) is finite) we denote the Gibbs state by G β (H) = e −βH /Z β (H). Since we here only consider heat baths with one single temperature, we will often suppress the subscript and write G(H) and Z(H). Assumptions 1. Let H S , H C , and H E be complex Hilbert spaces. Let |c i , |c f ∈ H C be normalized and orthogonal to each other, and define the projector P
and define
• V is a unitary operator on H S ⊗ H C ⊗ H E such that [V, H] = 0, and
In the following we briefly discuss the rationale behind these assumptions.
The Hamiltonian H S C describes how the state of the control system C changes the Hamiltonian of S (see Fig. 8 Fig. 8 ). The global Hamiltonian is the sum of H S C and the Hamiltonian H E of the energy reservoir, which thus by construction are non-interacting.
The global evolution is given by unitary operations that conserve energy, which here is modeled via unitary operators V on S CE such that [H, V ] = 0. (For an alternative notion of energy conservation, see [44] .) In addition to being energy conserving, we also require V to satisfy (A1). In other words, V should rotate the subspace H S E ⊗ Sp{|c i } to the subspace H S E ⊗ Sp{|c f }. This models the idealization of a perfect control mechanism, meaning that the evolution with certainty will bring the initial control state |c i to the final control state |c f , and thus with certainty will transform the initial Hamiltonian H i S to the final Hamiltonian H f S . In section G 3 a we demonstrate that there exist setups that satisfy all conditions in Assumptions 1.
As mentioned above, we do not need to make a distinction between the system S and the heat bath B in most of these derivations. However, to obtain fluctuation relations where the partition functions only refer to system S, we can additionally assume that the initial and final Hamiltonians of the system and the heat bath are non-interacting. More precisely, we would assume that there exist Hermitian operators H i S and H f S on H S and a Hermitian operator H B on H B such that
and such that Z β (H i S ), Z β (H f S ), and Z β (H B ) are finite.
Global Hamiltonian H and global evolution V
In typical textbook quantum mechanics the Hamiltonian defines the notion of energy and energy conservation, as well as being the generator of time-evolution. Here we do in some sense separate these two roles, since we let the time evolution be given by V with the only restriction that it commutes with H, without demanding that V = e −itH/ . This separation is very convenient since it gives tractable models (compared to introducing an interaction term in the Hamiltonian and try to analyze the resulting evolution via Schrödinger's equation) and has successfully been employed in several previous studies [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] . It is maybe worth emphasizing that when we in this investigation refer to two systems as being 'noninteracting', this only means that the energy observable is of the form H = H 1 ⊗1 2 +1 1 ⊗ H 2 . It does not imply that the evolution is of a trivial product form V 1 ⊗ V 2 , since (depending on the combination of the spectra of H 1 and H 2 ) there may be non-trivial unitary operators V that commute with H.
One way to understand the separation of roles between H and V is to imagine that the global evolution is generated by a Hamiltonian H evol , i.e., that V = e −itH evol / , where we let H evol = H + H , [H, H ] = 0. A possible justification would be if H is 'small', thus leaving H as the dominant contribution to the energy. It should be emphasized that the derivations of our fluctuation relations do not require us to know how V comes about, or what happens at intermediate times when the system evolves from the initial to the final state. We only need to know that V commutes with H.
Although the above reasoning may serve as a possible justification, one may nevertheless wonder how to incorporate more 'standard' assumption that V = e −itH/ . This topic is discussed in section K.
The initial states
In the typical derivation of Crooks theorem one assumes that the system initially is at equilibrium with respect to the initial value of the control parameter. In other words, for x = x i , the system should start in state G β H S (x i ) . When one considers a more explicit model that includes the degrees of freedom of the control system it becomes clear that the initial state of the system and control combined cannot be in a global equilibrium. For example, in our case the global equilibrium state would be
where
. Hence, the global equilibrium is a weighted average over all the control states and the corresponding conditional equilibrium states in S . We rather have to think of system S as being in a 'conditional' equilibrium
The conditional equilibrium corresponds to a projection (and subsequent normalization) of the global equilibrium onto an eigenspace of H S C .
The initial state of the forward process is the conditional equilibrium state of S C and an arbitrary state σ of the reservoir, i.e.,
In an analogous fashion, the reverse process should start in a conditional equilibrium with respect to the final Hamiltonian, thus corresponding to the global state
The fact that we here assume that E and S C initially are uncorrelated makes it possible to formulate our quantum fluctuation theorems in terms of quantum channels on the energy reservoir alone.
Induced channels on the energy reservoir
For the standard formulations of Crooks theorem, the change of the external control parameters would typically push the system out of equilibrium at the expense of work. In our quantum treatment we wish to describe all aspects of how the state of the energy reservoir changes, which conveniently can be captured by the channels (trace preserving completely positive maps [45] ) induced on the reservoir.
More precisely, we wish to describe how the state of the energy reservoir evolves under the action of a global energy conserving unitary operation V that additionally exhibits perfect control (A1). We furthermore assume that S starts in the conditional equilibrium with respect to the initial control state |c i as described in the previous section. The state of the reservoir after the evolution can thus be written
Hence, F describes the change of state induced on the energy reservoir E due to the global dynamics V for this particular class of initial states.
For this intermediate version we reverse the entire evolution on the global system. More precisely, we replace V · V † with V † · V . For a V generated by Hamiltonian evolution V = e −itH evol / , this corresponds to a replacement of t with −t. The reverse process starts in the local equilibrium with respect to the final Hamiltonian H f S , which results in the channel
Although this indeed guarantees that the evolution is reversed in a very concrete sense, one can argue that it does not quite correspond to the spirit of Crooks relation, which only requires a reversal of the control parameters. In Sec. C we will remove this idealization. The purpose of the following sections is to establish a relation (Proposition 1) between the 'forward' channel F and the 'reverse' channel R.
Conjugate CPMs
The conjugate map φ * of a completely positive map (CPM) φ can be defined via Tr Y φ(σ) = Tr φ * (Y )σ , where Y are arbitrary (bounded) Hermitian operators, and σ arbitrary density operators. A convenient alternative characterization is via Kraus representations [45] 
For the derivations it will be convenient to keep in mind the following observation. Suppose that a CPM φ is defined via a unitary V :
where Q a (bounded) and η a (trace class) are positive operators on an ancillary Hilbert space H a . It follows that the conjugate CPM φ * can be written
6. The mapping J
For an operator A we define the mapping
The reason for why we here choose the exponent to be −A/2, rather than say A, is only to make it more directly related to Gibbs states in the special case that A := βH and Q :=1, and thus
The mapping J A is a CPM, but is in general not trace preserving.
The mapping J βH does often occur together with its inverse J −1
βH , in such a way that J βH • φ • J −1 βH for some CPM φ (see e.g. Proposition 1). This combination can in some sense be viewed as a quantum version of the term e βw in the classical Crooks relation in (1) . To see this, let us consider the special case that H E has a pure point spectrum, i.e., there exists an orthonormal basis of eigenvector |n with corresponding eigenvalues E n . For mappings from diagonal elements to diagonal elements we would get m|J βH φ J −1 βH (|n n|) |m = e β(En−Em) m|φ |n n| |m .
The term E n − E m is the decrease of energy in the reservoir, and by identifying this loss with the work performed, the analogy becomes evident.
For the general transition between arbitrary matrix elements, the corresponding expression reads m|J βH φ J −1 βH (|n n |) |m = e β(En−Em)/2 e β(E n −E m )/2 m|φ |n n | |m . The fact that the off-diagonal case is governed by two energy differences, rather than one, corresponds to the evolution of the coherences in the energy reservoir. 
Proof. We only prove the first equality, since the proof of the second is analogous. First note that e
Note that these summands commute with each other. Moreover, H f S ⊗ |c f c f | ⊗ 1 E and H ⊥ ⊗1 E have orthogonal supports compared tô 1 S ⊗ |c i c i | ⊗1 E . By these observations it follows that we can write
where we in the second equality have used [H, V ] = 0, and the fact that1 S ⊗ |c i c i | ⊗1 E commutes with e −α1 S C ⊗H E , as well as orthogonality of various terms. Next we use the assumed property of perfect control in
α1 S C ⊗H E survive. This leads to the first equality. The proof of the second equality is analogous.
Proposition 1 (An intermediate quantum Crooks relation).
With the definitions as in 1, the channels F and R defined in (A4) and (A5) are related as
With the separation of S into system S and the heat bath B as in equation (A2) we thus get
Proof. By comparing the definition (A5) of channel R, with Eqs. (A6) and (A7) in section A 5 we can conclude that
This can be rewritten as (A9).
With the additional assumption in equation (A2)
. From this observation we obtain (A10) from (A9). Equation (A10) in Proposition 1 already has the flavor of a Crooks relation. However, as has been mentioned already, it relies on a too ambitious notion of reversal, where we invert the entire evolution. In the section C we shall remove this idealization, and assume that both the forward and reverse evolution is governed by the same 'direction of time', i.e., in both cases the global evolution is given by applying the map Q → V QV † .
Remarks concerning Crooks operation time reversal and Petz recovery channel
The notion of 'operation time reversals' was introduced in [46] as a quantum generalization of time-reversals of classical Markov chains. Given a channel Φ with fix-point density operator ρ, i.e., Φ(ρ) = ρ, the operation time reversal of Φ is defined by the mapping σ → √ ρΦ
Let us now compare this with the right hand side of (A9). By construction R is a channel. However, one can confirm that it is the case that
Hence
, which would be the case for a cyclic process, i.e., if
There exists a more general construction introduced in information theory, namely Petz recovery channel [47] [48] [49] [50] . Given a channel Φ and a reference state ρ (that does not have to be a fix point of the channel Φ) Petz recovery channel is defined as
Hence, Crooks time reversal emerges as a special case when ρ is a fix point of Φ. If we take e −βH E as the reference operator, it is straightforward to confirm that the intermediate fluctuation relation (A9) can be rephrased as F = R, i.e., that the forward channel is equal to the Petz-transformation (A12) of the reverse channel.
In [40] it was shown that the work gain in work extraction can be bounded by how well the initial state can be reconstructed via Petz recovery channel. One can in particular note the similarity between our channel R and the recovery channel R ρ→σ defined in [40] , although the latter is a proper thermal operation, while the definition of R in addition contains the control system that is subject to perfect control. In view of these structural similarities it is tempting to speculate on deeper relations between these results. Fluctuation relations can be viewed as statistical manifestations of the second law [6] ; an observation that makes the connection to work extraction more plausible. Moreover, there are investigations that hint or elaborate on connections. One example is the generalized Jarzynski relations for feedback control [103, 118, 119, 139] . Moreover, in [31] a classical Crook's relation was used as a component in a proof about singleshot work extraction, and recent investigations [133] [134] [135] [136] have focused on exploring links between single-shot concepts and fluctuation theorems. On a similar note one may wonder whether there exist a more operational characterization of fluctuation relations. Although intriguing questions, we will not consider them further in this investigation.
Appendix B: Time reversal and time reversal symmetry
Here we introduce the notion of time-reversals that we use to define our quantum Crooks relation. As mentioned in the main text, our time-reversals are primarily related to transposes rather than to complex conjugates (cf. the discussions on time-reversals in [56, 57] ). Before we proceed with the definition we do in the following subsection compare complex conjugation and transposes regarded as time-reversals.
Complex conjugation vs transpose
In standard textbooks on quantum mechanics (see e.g. section 4.4 in [54] ) time reversal is often expressed on the level of Hilbert spaces as complex conjugation ψ * (x) of wave functions ψ(x), or via an orthonormal basis as |ψ * = n |n n|ψ * . On the level of operators, this translates to Q * = x|Q|x * |x x |dxdx , or Q * = nn n|Q|n * |n n |. In comparison, the transpose acts as Q
Hence, complex conjugation inverts the evolution operator, while the transpose leaves it intact. At first sight it might thus seem a bit odd that the transpose can implement any form of time-reversal. To understand this we should consider the manner in which these mappings act on products of operators, namely
In other words, complex conjugation leaves the operator ordering intact, while the transpose reverses the ordering. In some sense, (B1) and (B2) complement each other when it comes to the reversal of the evolution. To see this, assume that an initial state ρ i is evolved into the state ρ f = e −itH evol / ρ i e itH evol / . For the complex conjugate we get
and hence ρ *
and consequently ρ
Hence, we do again obtain the effective reversal of the evolution. One can see that for the complex conjugation the reversal this is due to to the fact that the complex conjugation inverts the time evolution operator, while for the transpose it is due to the inversion of the operator ordering.
What we require from time-reversals
Instead of directly defining time-reversals in terms of transposes we here rather define it via a 'wish-list' of properties. By inspection one can see that transposes satisfy these conditions, although the latter allow for a slightly larger class of operations (see Proposition 2). One can also see that this definition immediately excludes the complex conjugation (due to the assumed linearity). Hence, one should not take this list as the ultimate and most general definition of what a time-reversal possibly could be, but rather as convenient set of assumptions that is sufficient for our purposes and makes the book-keeping in the proofs simple. It may potentially be the case that a more general notion of time-reversals could extend the resulting family of quantum Crooks relations. Although an interesting question, it will not be pursued further in this investigation.
Definition 1. A linear map T is called a time-reversal if
As a bit of a technical remark, in the infinitedimensional case one may additionally require that T maps bounded operators to bounded operators, and trace class operators to trace class operators. If one restricts to bounded A, B in (B3a) it follows that T (A), T (B), and T (AB) are bounded. By demanding that A in (B3b) is bounded we make sure that the Hilbert adjoint A † is well defined and bounded (see Theorem 3.9-2 in [140] ). By the requirement that T maps bounded operators to bounded operators we know that T (A) is bounded, and thus T (A)
† is also well defined. If one restricts σ to be trace class in (B3c) it follows that Tr(σ) is well defined, and if T maps trace class operators to trace class operators, Tr[T (σ)] is also well defined. Although this is a reasonable collection of assumptions, one should keep in mind that we here tend to apply these maps also to unbounded operators.
The -transformation
For a CPM φ we define φ as
where T is a given time-reversal, and where φ * is the conjugation, as discussed in section A 5. It is a straightforward application of the properties of the time-reversal T to show the following alternative definition
It is also straightforward to confirm the following lemma.
Lemma
In other words, if {V k } k is a Kraus representation of φ, then {T (V k )} k is a Kraus representation of φ . Hence, if φ is a CPM, then φ is a CPM. If φ is a channel (trace preserving CPM), then φ is not necessarily a channel. However, if φ is a unital channel (φ(1) =1), then φ is a channel, and moreover a unital channel.
Characterization of T in finite dimensions
The purpose of this section is to make more precise what kind of mappings that the list of properties in Definition 1 specifies, how they relate to transposes, as well as deriving some further properties that will be useful for the subsequent derivations. Throughout this section we assume that the underlying Hilbert space is finite-dimensional, although some of the results would be straightforward to extend to the infinite-dimensional case.
For a finite-dimensional Hilbert space H, we do in the following let L(H) denote the set of linear operators on H. Our first general observation is that if T 1 and T 2 are time-reversals on two different finite-dimensional Hilbert spaces, then T 1 ⊗ T 2 is also a time-reversal. It turns out that each single property in Definition 1 is separately preserved under the tensor product. The proof can be obtained via decompositions Q = mn Q 
, where the second equality follows by (B3a), and the third by (B3b). Hence, T (Q) ≥ 0.
Lemma 5. Let T be a linear map.
• If T satisfies (B3a) and (B3b), then T maps projectors to projectors. Furthermore, pairwise orthogonal projectors get mapped to pairwise orthogonal projectors.
• If T satisfies (B3a), (B3b), and (B3c), then T preserves the dimension of the projected subspaces. In particular T preserves purity, i.e. if |ψ ∈ H is normalized, then there exists a normalized |χ ψ ∈ H such that T (|ψ ψ|) = |χ ψ χ ψ |.
• If T satisfies (B3a), (B3b), (B3c), and if the underlying Hilbert space is finite-dimensional, then T (1) =1.
For the third item it is necessary to restrict to finite dimensions. As an example, let {|n } n∈N be a complete orthonormal basis, and let T (|n n |) = |2n 2n|. This satisfies (B3a), (B3b) and (B3c), but T (1) =1.
Proof. A linear operator P is a projector if and only if P 2 = P and P † = P (and P is bounded in the infinitedimensional case). Assuming that P is a projector it follow by properties (B3a) and (B3b) that T (P ) is a also a projectors. (If T preserves boundedness, then the boundedness of T (P ) is guaranteed.) Two projectors are orthogonal if and only if P 1 P 2 = 0. Thus by property (B3a) it follows that T (P 2 )T (P 1 ) = T (P 1 P 2 ) = 0. The dimension of the subspace onto which a projector P projects is given by Tr(P ). By assumption (B3c) it follows that Tr(T (P )) = Tr(P ). Hence, the dimension is preserved. In the case that the Hilbert space is finitedimensional, then TrT (1) = Tr1 is the dimension of the Hilbert space. Hence T (1) is a projector with the dimension of the Hilbert space, and thus T (1) =1.
In the following we denote the standard operator norm by Q := sup ψ:|ψ =1 Q|ψ , and the trace norm by Q 1 := Tr QQ † = Tr Q † Q (where the last equality follows by the singular value decomposition of Q in the finite-dimensional case).
Lemma 6. Let T be a time-reversal as in Definition 1, then
.g., Theorem 3.9-2 in [140] ) it thus follows that T (Q) ≤ Q . By substituting Q with T (Q) in the above reasoning, and use T 2 = I one obtains Q ≤ T (Q) . Hence, T (Q) = Q .
Next we make the observation that
. By Lemma 4 we know that T maps positive operators to positive operators. Hence, T (Q † Q) is a positive operator, and thus T (Q † Q) is well defined and positive (see e.g. section 9.4 in [140] ). By Lemma 4 we know that
. By the reasoning above we thus know that both T (Q † Q) and T ( Q † Q) are positive square roots of T (Q † Q). However, the positive square root of a positive operator is unique (Proposition 9.4-2 in [140] ), and thus
Lemma 7. On a finite-dimensional complex Hilbert space, let H be Hermitian with an orthogonal family of eigenprojectors {P m } m and corresponding eigenvalues h m , such that h m = h m whenever m = m , and H = m h m P m . If T is a time reversal such that T (H) = H, then T (P m ) = P m . Hence, T preserves the eigenspaces.
Proof. By Lemma 5 we know that each T (P m ) is a projector, and that it projects on a subspace of the same dimension as P m . Next one can confirm that HT (P m ) = T (H)T (P m ) = T (P m H) = h m T (P m ). Hence, T (P m ) must be an eigenprojector corresponding to eigenvalue h m . Since T (P m ) and P m projects on spaces of the same dimension, we must have T (P m ) = P m .
Given an orthonormal basis {|k } K k=1 of a finitedimensional Hilbert space H, we define the transpose with respect to this basis as
Since the transpose is dependent of the choice of basis, an obvious question is what happens when we make a change of basis. The following lemma, which we state without proof (it is straightforward to verify) specifies how one can express the new transpose in terms of the old. 
Similarly, the old transpose t old can be expressed in terms of the new basis as
The following Lemma is a special case of AutonneTakagi's decomposition, see e.g. Corollary 4.4.4 in [141] .
Lemma 9 (Special case of Autonne-Takagi's decomposition). Let H be finite-dimensional complex Hilbert space. Let U be a unitary operator on H. Then U t = U (with respect to a given orthonormal basis of H) if and only if there exists a unitary operator W on H such that U = W W t .
By combining Lemma 9 with Lemma 8 we can conclude that transformations of transposes are characterized by complex symmetric unitary operators. Proposition 2. Let H be a finite-dimensional complex Hilbert space, and let B := {|k } K k=1 be an orthonormal basis of H. Let t denote the transpose with respect to the basis B. Let T be a linear map on L(H).
T satisfies (B3a), (B3b), and (B3c) if and only if
there exists a unitary operator U on H such that
or equivalently
Moreover, U is uniquely determined by T and {|k } k up to a global phase factor.
2. If T satisfies (B3a), (B3b), and (B3c), then the following are equivalent:
• T satisfies (B3d).
• The unitary operator U in (B10) satisfies U t = ±U , i.e., U is complex symmetric or complex skew-symmetric.
(The choice of global phase factor in U does not affect the property of being symmetric or skewsymmetric.) 3. If T satisfies (B3a), (B3b), and (B3c), then the following are equivalent:
• There exists an orthonormal basis {|ξ k } k of H such that
• The unitary operator U in (B10) satisfies U t = U , i.e., if U is complex symmetric.
As a further remark one may note that (B11) directly implies that T is a positive but not completely positive map, since it is a composition of a unitary operation and a transpose, and the transpose is not completely positive [58, 59] .
Proof of Proposition 2. We start by proving that properties (B3a), (B3b), (B3c) implies equation (B10). From Lemma 5 we know that {T (|k k|)} k is a set of pairwise orthogonal projectors onto one-dimensional subspaces. This means that there exists a unitary operator U such that T (|k k|) =Ũ |k k|Ũ † . Moreover, by (B3a) it follows that T (|k k |) = T (|k k||k k ||k k |) = z kk Ũ |k k|Ũ † , where z kk := k |Ũ † T (|k k |)Ũ |k . By (B3b) it follows that z * kk = z k k By using T (|k k|) =Ũ |k k|Ũ † and (B3a) it follows that z k k z kk = k |Ũ † T (|k k |)T (|k k|)T (|k k|)Ũ |k = z k k . One can realize that these two last conditions together imply that z k k = z 1k z * 1k , and next that |z 1k | = 1. Hence, there exist real numbers θ k such that z k k = e i(θ k −θ k ) . By putting U :=Ũ k e −iθ k |k k|, we find that (B10) holds. For the opposite implication, assume that there exists a unitary U such that (B11) holds. It is straightforward to confirm that each of the properties (B3a), (B3b), (B3c) are satisfied.
For uniqueness, suppose that that there exist two unitary operators U 1 , U 2 that both satisfy (B11). Consequently,
for all Q ∈ L(H), from which it follows that U 1 = e iχ U 2 for some χ ∈ R Next, we turn to the second item of the proposition. Assume that (B3a), (B3b), and (B3c) are satisfied. We know that there exists a unitary operator U such that equation (B11) holds. If we use this observation twice we find
This implies that T 2 = I if and only if U t = e iθ U for some real number θ. By the definition of the transpose it follows that k |U |k = e iθ k|U |k for all k, k . If this equality is iterated we obtain k |U |k = e iθ k|U |k = e 2iθ k |U |k , and thus (1 − e 2iθ ) k |U |k = 0, for all k, k . Hence, either 1 − e 2iθ = 0, or k |U |k = 0 for all k, k . However, the latter is not possible since U is unitary. We can conclude that e 2iθ = 1, and thus e iθ = ±1. This combined with U t = e iθ U yields U t = ±U . Finally we turn to the third item of the proposition. Let t denote the transpose with respect to {|ξ k } k . Then (B12) is the same as saying that T (Q) = Q t . By Lemma 8 we know that we can express the transpose t in terms of the transpose t (with respect to the basis {|k } k ) as
† , for a unitary operator W such that |ξ k = W |k . In terms of the original basis {|k } k we know that
† , and thus U = W W t e iχ for some χ ∈ R. Hence, we can conclude that the unitary operator U satisfies U t = U and thus is complex symmetric.
To derive the opposite implication, assume that there exists a unitary operator U such that U t = U and (B10) holds. By Lemma 9 we know that there exist a unitary operator W on H such that U = W W t . Define |ξ l := W |l for all l. Since W is unitary it follows that {|ξ l } l is an orthonormal basis of H. One can verify that (B12) holds.
Appendix C: A quantum fluctuation theorem
Re-setting the stage
Here we construct a new set of assumptions that includes time reversal symmetry (see Fig. 9 ). Assumptions 2. Let H S , H C , and H E be complex Hilbert spaces. Let |c i+ , |c i− , |c f + , |c f − ∈ H C be normalized and such that the linear span H Let P i C and P f C denote the projectors onto these two subspaces, and define P
• H 
and H := H S C ⊗1 E +1 S C ⊗ H E .
• T S C and T E are time-reversals, and T := T S C ⊗ T E . We assume
and
• V is unitary operator on
In sections G 3 c and G 3 d it is demonstrated that there exist setups that satisfy all conditions in Assumptions 2.
These assumptions are constructed in such a way that the unitary V , the initial state |c i := |c i+ , and the final state |c f := |c f + satisfy Assumptions 1. This translation only mounts to redefining the projector P ⊥ C and the Hamiltonian H ⊥ . More precisely, starting with Assumptions 2 we can define the projectors P ci+ := P Note that in this case |c f − is the initial state of the effectively reversed evolution.
One should note that one can consider several variations on Assumptions 2. One could for example imagine an alternative to (C2) where we instead assume a product time-reversal T S C = T S ⊗ T C , and demand T C (|c i+ c i+ |) = |c i− c i− |, T C (|c f + c f + |) = |c f − c f − |. However, the assumption in (C2) is more general, and provides a rather useful flexibility. C is spanned by |c f + and |c f − . The global evolution V is such that it brings control state |ci+ into |c f + , while it brings |c f − into |ci− , thus implementing both the forward and the reverse process.
One should keep in mind that we do not assume that |c i+ necessarily is orthogonal to |c i− . (However, we do assume that Sp{|c i+ , |c i− } is orthogonal to Sp{|c f + , |c f − }.)
Due to the time-reversal symmetry, a perfect transition from |c i+ to |c f + implies a perfect transition of |c f − to |c i− . More precisely, by combining (C3) with the properties T (AB) = T (B)T (A), T E (1 E ) =1 E , as well as the assumptions T (V ) = V and (C2), one obtains
As the reader may have noticed, a considerable part of Assumptions 2 deals with the control system, which is due to the rather strong idealization that perfect control entails. In section H we will abandon this idealization, and as a bonus we also obtain a more lean set of assumptions (cf. Assumptions 4).
Lemma 10. With Assumptions 2 it is the case that
One may wonder why we do not directly assume (C5) in Assumptions 2 rather than (C2). The reason is partially that the latter choice defines the action of the time reversal on the control states in a more clean manner, but also because it aligns with the more general set of assumptions that we will use in section H 3.
Proof. We first note that T S C (H S C ) = H S C and T S C (1 S C ) =1 S C implies T S C (e αH S C ) = e αH S C for all α ∈ C. Moreover, due to the orthogonal supports of
, and H ⊥ we can conclude that
We examplify the rest of the derivation with the transformation of
[By property (B3a) and
The other identities can be derived in an analogous manner.
The induced channels
Given the initial state |c i+ and final state |c f + we define the channels
For the initial state |c f − and the final state |c i− we similarly define the channels
Deriving a quantum Crooks relation
Lemma 11. Given Assumptions 2, then the channels R + , F − , as defined in Eqs. (C7) and (C8) are related as
and thus
Hence, under the assumption of time-reversal symmetry we can in effect simulate the reversed time evolution (i.e., the replacement of V with V † ) via the 'forward' evolution V . By applying the property T 2 E = I to (C9) one can also show R + T E = T E F − and R + = T E F − T E .
Proof of Lemma 11. We use the definition of R + in Eq. (C7) and the general relation Tr
By multiplying (C9) from the left with T and using the relation T 2 = I and the the alternative definition of in (B5) we obtain (C10).
Proposition 3 (Quantum Crooks relation).
With Assumptions 2, the channels F ± as defined in Eqs. (C7) and (C8) satisfy
Proof. The triple V , |c i := |c i+ , |c f := |c f + from Assumptions 2 satisfies Assumptions 1. It follows that we can apply Proposition 1 on the pair of channels F + and R + and thus obtain Z(
Next, we use Eq. (C10) to obtain Eq. (C12). With the additional assumption in equation (A2) we get Z(H
. From this follows that (C12) yields (C13).
Unbounded HE
The requirement of perfect control, i.e., that V satisfies (C3) puts rather stringent conditions on the properties of H E . To see this, let us assume that H E has a pure point spectrum corresponding to the complete orthonormal basis {|n } n with corresponding energy eigenvalues E n . Let us furthermore assume that H S is finitedimensional. Here we shall see that for generic choices of initial and final Hamiltonians H i S and H f S , the perfect control implies that the spectrum of H E must be unbounded from both above and below.
Due to the assumption of energy conservation, the energy reservoir has to compensate for any change in energy in the transition from the initial to the final state. Let h . Suppose that the spectrum of H E would be bounded from below, i.e., E lower = inf n E n > −∞. This means that there exists some state |k of the reservoir such that all transitions downwards in energy (if any available) would be smaller than q. In other words, if the energy reservoir would start in state |k , then it cannot donate the energy q, and the transition cannot occur. For a reservoir with a spectrum bounded from below, the only way to avoid this would be if all transitions in S always would go downwards in energy. Generic choices of H i S to H f S would involve both increases and decreases in energy, and thus the spectrum of H E must be unbounded from both above and below. The key point behind the unboundedness is the demand that the control system always should succeed in its task irrespective of the state of the system and the energy reservoir. It would be reasonable with a control system fails in some cases, e.g., if the energy in the reservoir is too low (i.e. too close to the ground state). In section H we introduce conditional fluctuation relations that allows for failing control systems. (For an explicit example, see section H 7 a.) Appendix D: Diagonal and off-diagonal Crooks relations
Decoupling of diagonals
We here demonstrate the useful fact that the dynamics under the induced channels F ± and R ± decouples along different diagonals or modes of coherence [34] . We first show that the channels F ± and R ± commute with the commutator with respect to H E . Lemma 12. With Assumptions 2, the channels F ± and R ± as defined in Eqs. (C7) and (C8), satisfy
Proof. Here we only show the relation [
. By the definition of the Hamiltonian H in Assumptions 2 it follows that1
. By combining this observation with the perfect control (C3) one can show that
where the last term becomes zero due to the cyclic property of the partial trace Tr S C with respect to H f S ⊗ |c f + c f + | ⊗1 E . By the definition of the global Hamiltonian H in Assumptions 2
By combining this with [H, V ] = 0 in (D2) the lemma follows.
Corollary 1.
Suppose that H E has a pure point spectrum, i.e., there exists a complete orthonormal basis {|n } n of eigenvectors of H E with corresponding eigenvalues E n . Then
The analogous statement holds for R ± .
Proof. By Lemma 12
If H E is non-degenerate (i.e. E n = E n if and only if n = n ) then it follows by Corollary 1 that m|F ± (Q)|m = n m|F ± |n n|Q|n n| |m .
Hence, F ± cannot 'create' off-diagonal elements with respect to the energy eigenbasis. Moreover, if we are only interested in the diagonal elements of the output, we only need to consider the diagonal elements of the input. Another way to put it is that the statistics of an energy measurement on the output is unaffected by an additional energy measurement on the input.
Diagonal Crooks relations
Let us assume that H E has a pure non-degenerate point spectrum with eigenenergies E n corresponding to the complete orthonormal eigenbasis {|n } n . We furthermore assume that T E (|n n|) = |n n|.
Imagine now that we represent the density operator of the energy reservoir as a matrix with respect to the basis {|n } n . Since F ± are channels it follows that the numbers
can be interpreted as conditional probability distributions.
Proposition 4. With Assumptions 2, a non-degenerate H E with pure point spectrum, and a time-reversal T E acting as the transpose with respect to the eigenbasis {|n } n , the conditional distributions p + (m|n) and p − (n|m) defined in (D4) satisfy
The existence of the diagonal Crooks relation (H12) does strictly speaking not rely on the decoupling of the diagonals (cf. section H 5 where we do obtain a diagonal Crooks relation in a setting where there is no decoupling along the diagonals).
Proof. If we apply both sides of equation (C13) on the operator |n n|, and operate on both sides of the resulting equality with m| · |m we obtain
With the invariance of |n n| under the time-reversal, we find m|F − (|n n|)|m = n|F − (|m m|)|n . With the identifications in (D4) the proposition follows.
In section G 1 we shall use the additional assumption of energy translation invariance on the energy reservoir to show how (H12) leads to the standard classical Crooks relation.
Off-diagonal Crooks relations
Like in section D 2 we here assume a discrete nondegenerate spectrum of H E , with corresponding orthonormal eigenbasis {|n } n and energy eigenvalues E n . We also assume that T E is the transpose with respect to this basis, and thus T E (|n n |) = |n n|.
As discussed in section D 1, the channel F + can only induce transitions between |n n | and |m m | if E n − E n = E m − E m . For each δ we can thus define a corresponding set of operators {|n n |} n,n :En−E n =δ . (This set would be empty for many values of δ.) For each such δ, we will construct a Crooks relation, analogous to what we did for the diagonal case.
As the generalization of p + (m|n) and p − (n|m) we define
where q 0 ± = p ± . The reason for why it is enough to write 'q δ ± (m|n)' rather than 'q δ ± (mm |nn )' is that m and n are uniquely determined by δ, m, and n, due to the assumption that H E is non-degenerate.
The set of numbers q δ ± (m|n) represent the channels F ± in the sense that
Proposition 5. With Assumptions 2, a non-degenerate H E with pure point spectrum, and a time-reversal T E acting as the transpose with respect to the eigenbasis {|n } n , the q δ ± (m|n) defined in (D6) satisfy
Proof. Let n, n and m, m be such that E n −E n = E m − E m = δ. If we apply both sides of equation (C13) on the operator |n n |, and operate on both sides of the resulting equality with m| · |m we obtain
where we have made use of E n = E n − δ and E m = E m − δ. With the assumption that T E is the transpose with respect to {|n } n , together with the identifications in equation (D6), we obtain the proposition.
As mentioned in the main text we need to use offdiagonal initial states as well as off-diagonal measurement operators in order to determine the numbers q δ ± (m|n) in a 'prepare and measure'-experiment. There are many possible arrangements, but let us here construct a setup that determines these numbers via interference. Let n, n and m, m be such that δ = E n − E n = E m − E m . Define the POVM element A := (|m + |m )( m| + m |)/2 and the family of initial states |ψ θ := (|n + e iθ |n )/ √ 2. Then the probability of measuring A on the evolved state is
where we have made use of the decoupling. Hence, both the magnitude and phase of q δ (m|n) can be determined via the amplitude and phase-shift in the interference pattern with respect to the phase shift θ.
Appendix E: Jarzynski equalities
Jarzynski's equality [80] can be formulated as
. This is often written in the more elegant form e 
for r ∈ R and z ∈ C.
The condition
The relations (14) and (15) in the main text are obtained as special cases of (E2).
Strictly speaking, the traces in the above expressions are not necessarily well defined and finite for all operators ρ. However, we here proceed under the assumption that ρ are chosen such that the traces are well defined.
Proof. By Assumptions 2 it follows that Proposition 3 is applicable, and thus the channels F ± as defined in Eqs. (C7) and (C8) satisfy equation (C12). By applying (C12) to the operator e (−β+r+z)H E /2 ρe (−β+r−z)H E /2 , multiplying both sides of the resulting equality with e βH E , and take the trace, and divide by Z(H i S ), one obtains
[By Eq. (C10) and the definition of ' * ']
With the definition of the commutator
we can write e −zC H E /2 R + (1) = e −zH E /2 R + (1)e zH E /2 . Combined with the fact from Lemma 12, that C H E and R + commute, we thus get e −zH E /2 R + (1)e zH E /2 = R + (1). This proves (E1). That F − (1) =1 if and only in R + (1) =1, follows from Lemma 11 together with the properties T E (1) =1 (Lemma 3) and T 2 E = I.
One may get the impression that the members in the family of equalities in Proposition 6 are independent. However, at least in the finite-dimensional case one can transform them into each other, and in this sense they should maybe rather be regarded as the same equality in different guises. To see this, start with assuming that (E1) is true for all operators ρ on a finite-dimensional Hilbert space. We wish to show that this implies that (E1) is also true for r and z substituted with arbitrary r and z . Let r = r + ∆r and z = z + ∆z in (E1) and define ρ := e ∆rH E /2 ρe ∆rH E /2 . This yields the equality Tr e βH E F + e (−β+r +z +∆z)H E /2 ρ e
We can now use the fact (Lemma 12) that the commutator C H E (σ) := [H E , σ] commutes with F + , to show that F + e (−β+r +z +∆z)H E /2 ρ e
. From this is follows that (E1) remains valid with r, z, ρ substituted by r , z , ρ . In the finite-dimensional case it is also clear that the mapping ρ → ρ = e ∆rH E /2 ρe
for Hermitian H E and real ∆r is a bijection on the space of linear operators. Hence, (E1) with r , z holds for all operators ρ.
Appendix F: Bound on the work cost
For processes that start in equilibrium one would expect that the work cost should be bounded from below by the equilibrium free energy difference of the final and initial Hamiltonian of the system W ≥ F (H f )−F (H i ). Here we derive a similar expression in our setting, under the assumption R + is unital, and that H E has a pure non-degenerate point spectrum, i.e., that there exists a complete orthonormal basis {|n } n of eigenvectors to H E corresponding to distinct eigenvalues E n . (The latter assumptions may not necessarily be essential.)
1. Bound on the average energy loss in the reservoir Proposition 7. Let H E have a pure non-degenerate point spectrum. Assume that the initial state is G(H i S )⊗ σ, with σ a density operator on H E . Then
Hence, if we identify the loss of average energy in the energy reservoir, Tr(H E σ) − Tr H E F + (σ) , with W , equation (F2) thus gives the standard bound.
Proof. Let E n and |n be eigenvalues and corresponding orthonormal eigenvectors to H E such that {|n } n is a complete orthonormal basis to H E . Define p n,m := n|σ|n m|F + (|n n|)|m .
By the fact that F + is trace preserving it follows that {p n,m } n,m is a probability distribution. Corollary 1 and the non-degeneracy of H E yield
[By Corollary 1, and non-degenerate
where the inequality follows by the convexity of the exponential function. By combining this inequality with the quantum Jarzynski equality (E1) in Proposition 6 for r = 0 and z = 0, one obtains
Since the logarithm is monotonically increasing, and thus preserves the inequality, we thus obtain (F1), where we use F (H) = −kT ln Z(H).
An example
One should keep in mind that the inequality (F1) does not per se imply that the standard work bound W ≥ F (H f ) − F (H i ) necessarily is violated when R + is not unital; it only allows for the possibility. However, here we construct an explicit example where one indeed gets a violation.
With the setting as in Assumptions 2 we define the average energy loss D(V, σ) in the energy reservoir
By energy conservation, the assumption of prefect control, and the general relation
one can show that
The strategy will be to construct a model with a Hamiltonian and a particular class of energy conserving operators V that is simple enough that we can determine the corresponding minimum of D(V, σ).
Let us now additionally assume that H E = s j∈Z j|j j|, for an orthonormal basis {|j } j∈Z . (We use the very same Hamiltonian in section G.) We moreover assume that H S is finite-dimensional and that the eigenvalues of H ] m,n are unitary for each fixed j. By construction, V is energy conserving. (The class of energy translation invariant unitaries that we consider in section G is obtained if we additionally assume that these matrices are independent of j.)
Next we define time-reversals on S C and E. First de-
We use this in turn to define
, where t denotes the transpose with respect to the orthonormal basis B := {|χ
If this would have been a finite-dimensional case, we could have used Proposition 2 to conclude that T S C is a time-reversal. However, it is straightforward to directly check the properties in Definition 1.
Let T E be the transpose with respect to the basis {|j } j∈Z of H E , and define T := T S C ⊗ T E . With this definition one can confirm that T (V ) = V if and only
In order to minimize (F5) over the time-reversal symmetric operators V in our designated family (F6) it is sufficient to minimize over the collection of unitary matrices U 
and where λ ↓ n (Q) denotes the n:th eigenvalue of Q, ordered non-increasingly. The minimum in (F8) can be obtained by noting that [|U
Hence, according to Birkhoff's theorem [142] it can be regarded as a convex combination of permutation matrices. Since every permutation matrix results from a unitary matrix, we know that the maximum of (F7) is given by a permutation. (Alternatively, one can define
, see e.g. Theorem 4.3.53 in [141] , it follows that (F8) holds.)
Assume that the energy reservoir starts in the specific energy eigenstate σ := |0 0|. By the definition of r j in (F9) this assumption, together with the assumed nondegeneracy of H i S and thus of z i n , leads to
By combining this observation with (F8) we get min
In other words, we get a violation of the standard bound whenever S G(
For an explicit example where this is the case, let
In this particular case we find
1 − e −sβ(K+1) .
In the limit of large K this approaches sβe
. Hence, with the identification between D(V, σ) and W we do get a violation of the standard bound.
Appendix G: Energy translation invariance
We have in this investigation allowed for the possibility that the processes depends non-trivially on the amount of energy in the energy reservoir. Here we consider a further restriction that implements the idea that the setup does not depend on this energy level. This model has previously been used in [31] to analyze coherence and work extraction. Here we only describe the most essential aspects of this model. For a more detailed description, see [31] . First of all, imagine the Hamiltonian H E of the energy reservoir as a doubly infinite ladder of energy levels
with energy spacing s > 0. (See also the continuum version in [44] .) As one can see, this Hamiltonian has a bottomless spectrum (which echoes the discussions in Sec. C 4). Although this is not the most physically satisfying assumption, one can view it as an idealization of the assumption that the energy content of the 'battery' is much higher than the characteristic scale of energy costs in the experiment. We furthermore assume that the Hamiltonian H S of system S (which includes all systems that are not E, i.e., in our case, system S, the heath bath B, and the control C) is such that all its eigenvalues (we assume a finite-dimensional Hilbert space H S with dimension N ) are integer multiples of the energy spacing s. (Due to this assumption it becomes easy to construct non-trivial energy conserving unitary operations.) In other words, we assume that H S has an eigenbasis {|ψ n } N n=1 with corresponding eigenvalues sz n where z n ∈ Z for each n. Note that we allow H S to be degenerate, in which case {|ψ n } n is an eigenbasis of our choice.
In this section we not only demand that the global unitary operations are energy conserving, [H, V ] = 0, but also that they are energy translation invariant. To define what we mean by this, we introduce the energy translation operator ∆ = j |j + 1 j| on the energy reservoir. We say that a unitary operator V on H S ⊗ H E is energy translation invariant if [1 S ⊗ ∆ a , V ] = 0 for all a ∈ Z. It turns out [31] that that all energy conserving and energy translation invariant unitary operators in this model can be written in the following way
where U is an arbitrary unitary operator on H S . If there are degeneracies in the Hamiltonian H S then V (U ) is independent of the choice of energy eigenbasis {|ψ n } n .
In particular, if {P m } m is a collection of eigenprojectors of H S , then one can alternatively write
A useful property of V (U ) is that it preserves products
(In contrast to the timereversals T , there is no swap of the ordering.) We also need to incorporate time-reversals (an aspect not included in [31] ).
Lemma 13. Let T E be defined as the transpose with respect to the orthonormal basis {|j } j∈Z . Let H S be finitedimensional and let T S be such that T S (H S ) = H S . Then
The proof is a direct application of the properties of time-reversals combined with Lemma 7 and (G3).
The following lemma shows that all actions on the energy reservoir in this model automatically satisfy the condition for unitality of the induced channels R ± and F ± that emerged in the considerations on Jarzynski relations and work bounds in sections E and F, respectively. (The unitality of this type of induced channels was previously observed in section II.C in the Supplementary Material of [31] .) Lemma 14. For the channels F ± and R ± defined in equations (C7) and (C8), with V := V (U ) as in (G2), it is the case that
The proof is obtained by inserting the definition (G2) of V (U ) into the definitions of F ± and R ± in equations (C7) and (C8), and apply these to the identity operator.
Lemma 15. With F ± and R ± as defined in equations (C7) and (C8), with V := V (U ) as in (G2), it is the case that
Proof. Here we only show the equality for F + . The others are obtained analogously. The proof is based on the fact that V (U ) commutes with1 S ⊗ ∆ j . With the notation η S C := G(H i S ) ⊗ |c i+ c i+ | we can write
We can regard m|F ± (|n n |)|m as the matrix elements in a matrix representation of the linear maps F ± . It turns out that the translation invariance in Lemma 15 in conjunction with the decoupling between the coherence modes described in section D 1 reduces the number of independent parameters in this representation. More precisely,
G6) where p ± (m|n) = m|F ± (|n n|)|m is the diagonal transition probabilities as defined in (D4). The mapping F ± is thus determined by the probabilities by which |0 0| is mapped to the other eigenstates of H E . Equivalently, this can be expressed as
The expression in (G7) can be compared with the more general case in (D7). In section D 3 it was demonstrated that the off-diagonal modes of coherence satisfy Crooks relations that are structurally identical to the one along the diagonal. Equations (G6) and (G7) implies a stronger statement for the special case of the energy translation invariant model. Namely, that the dynamical map along each the off-diagonal modes is identical to the one along the main diagonal. (This does not imply that the elements of the density matrix along the different diagonals are the same.)
Regaining the standard Crooks and Jarzynski relations
The standard Crooks relation can be written
where P ± (w) := P (W ± = w), W + and W − being the work costs the the forward and reverse processes regarded as random variables. In the following we shall see how one can regain (G8) from the diagonal Crooks relation (H12) in section D 2 by additionally assuming energy translation invariance in the energy ladder model. If we identify the loss of energy in the reservoir with the work done, then a change from energy E j to E j in the reservoir corresponds to the work w = E n − E m (cf. [9] ). The probability P ± (w) is obtained by summing up the probabilities of all the transitions that have the work cost w. More precisely,
where p ± (m|n) are the conditional probability distributions, defined in (D4), that describe the transitions among the diagonal elements.
The energy-ladder model yields E n = sn. Hence, n − m = w/s. By (G6) it follows that
A direct consequence is that the probability distribution P ± (w), defined in (G9), becomes independent of the initial σ,
These observations can be used to regain the classical Crooks relation (G8).
Z(H
where the second inequality is due to the diagonal Crooks relation in (H12). Here w means that we sum over the set of possible energy changes, which for this particular model is sZ.
Since we have re-derived the classical Crooks relation we more or less automatically also obtain the classical Jarzynski equality e [80] . This can be obtained via the 'standard' derivation
, where the second equality is due to the Crooks relation (G12). One can alternatively use the fact that Lemma 14) and use the quantum Jarzynski equality (E2) to derive the classical Jarzynski relation, by again making use of the energy translation invariance.
F− → F − as a generalization of P−(w) → P−(−w)
In the main text it is claimed that the mapping F − → F − can be regarded as a generalization of the map P − (w) → P − (−w). This generalization becomes evident for the the energy translation invariant model. Let T E be the transpose with respect to {|n } n . By the translation invariance in Lemma G5 it follows that
(G13) Let us now identify the work loss w = s(n − m) and the offset δ = s(n − n ). By Lemma 1 it follows that the non-zero elements m|F ± (|n n |)|m can be written 0|F ± (|w/s w/s + δ/s|)|δ/s . By (G13) it follows that the non-zero coefficients satisfy
Hence, both the work parameter w and the offset δ get reflected by the operation. For the diagonal, δ = 0, we can thus conclude that P ± [F ± ](w) = 0|F ± (|w/s w/s|)|0 = 0|F ± (| − w/s −w/s|)|0 = P ± [F ± ](−w). Hence for the diagonal elements, the mapping implements the transformation P − (w) → P − (−w).
Examples
The main purpose of these examples is to show that there exist setups of Hamiltonians, states, and unitary operations that satisfy Assumptions 1 and Assumptions 2. We also take the opportunity to construct discretizations of paths of Hamiltonian within these models. The reason for why these demonstrations have been postponed until this section is that the energy-translation invariant systems have properties that make them convenient for constructing explicit examples. These examples are only sketched, and the details of the straightforward but sometimes rather long-winding confirmations are left to the reader.
a. A minimal example without time-reversal
Here we demonstrate a 'minimal' setup that satisfies the conditions in Assumptions 1. Let H i S and H f S be Hamiltonians on H S for which the eigenvalues are multiples of s, i.e., sz i n and sz f n for z i n , z f n ∈ Z, and let H E := s j j|j j| be the energy ladder. Let |c i , |c f ∈ H C be two orthonormal states, and let
and H ⊥ = 0. Let U S be an arbitrary unitary operator on H S and define U := U S ⊗ |c f c i | + U S ⊗ |c i c f |. (The unitary operator U S plays no direct role in the protocol, but is there to make U unitary.) As one can see,
The operators1 S ⊗|c i c i | and1 S ⊗|c f c f | are blockdiagonal with respect to the energy eigenspaces of H S C . Due to this one can confirm that
By combining this observation with the general property V (A)V (B) = V (AB) and the perfect control of U , it follows that V (U ) [ 
. Hence, the fact that U satisfies perfect control implies that V := V (U ) also satisfies the condition for perfect control, and we can conclude that this setup satisfies all conditions of Assumptions 1. [31] .) We let {|c l } L l=0 be a set of orthonormal elements spanning the Hilbert space H C of the control system C, and define
for the energy ladder H E . To compare with Assumptions 1 we have
In the following we shall define a unitary operator U on S C that generates one single step along the discretization. The propagation along the path is obtained by iterating U such that the entire evolution along the Lstep discretization is generated by U L . Let U 1 , . . . , U L be arbitrary unitary operators on H S and define U :=
L satisfies the conditions in Assumptions 1.
c. A minimal example with time-reversal
Here we consider a setup that satisfies the conditions in Assumptions 2. With H i S , H f S as in section G 3 a, and H E the energy-ladder, let {|c i+ , |c i− , |c f + , |c f − } be orthonormal elements spanning the Hilbert space H C of the control system C. Let
We next turn to the time-reversals. On H C we define
As one can see, Y is a unitary operator on H C . Define the basis
where {|χ i n } n is an orthonormal eigenbasis of H i S and {|χ f n } n is an orthonormal eigenbasis of H f S . Define
, where t denotes the transpose with respect to the basis B. Note that1 S ⊗Y is complex symmetric with respect to the basis B (and the space H S C on which it operates is finite-dimensional). Hence, according to Proposition 2 it follows that T S C is a time-reversal (and is moreover the transpose with respect to some basis). One can verify that T S C (H S C ) = H S C , and furthermore
We moreover define the time-reversal T E on the energy reservoir as the transpose with respect to the basis {|j } j∈Z , and thus it is the case that T E (H E ) = H E . We define the global time-reversal as T := T S C ⊗ T E . Let U + and U + be arbitrary unitary operators on H S , and
U − , and U are unitary, and thus V (U ) is an energy conserving unitary operator. One can moreover confirm that T S C (U ) = U . Since T S C (H S C ) = H S C (and since H S C is finite-dimensional) we know by Lemma 13 that T (V (U )) = V (T S C (U )) = V (U ). Hence, the dynamics is time-reversal symmetric. With a reasoning analogous to section G 3 a, one can also show that
Hence, all the conditions of Assumptions 2 are satisfied.
d. Discretized paths of Hamiltonians with time-reversal
Here we modify the setup of section G 3 b such that it incorporates time-reversal, and satisfies the conditions in Assumptions 2.
We let {|c
be a set of orthonormal elements spanning the Hilbert space H C of the control system C.
For the family of Hermitian operators (
To compare with Assumptions 2 we have
We next turn to the time-reversals. On
One can confirm that Y is a unitary operator. Note that B := {|χ
, where t denotes the transpose with respect to the basis B. One can show that T S C (H S C ) = H S C and
The time-reversal T E is defined as the transpose with respect to the basis {|j } j∈Z of the energy-ladder. Let U + 0 , . . . , U + L be arbitrary unitary operators on H S , and define
as well as the unitary operator
One can confirm that U is invariant with respect to T S C . By an analogous reasoning as in section G 3 c one can show that the energy conserving unitary operator V (U ) satisfies T (V (U )) = V (U ). By the general properties of time-reversals it thus follows that the opera-
L is an energy conserving, time-reversal symmetric, and unitary operator. The proof that V also satisfies perfect control This extension may at first sight seem rather radical. However, our quantum fluctuation relation in Proposition 3 strictly speaking already requires initial nonequilibrium states, due to the control system, as discussed in section A 3.
As we have seen in section C 4, the assumption of perfect control is a rather strong condition, and typically requires an energy reservoir spectrum that is unbounded from below (as well as above). The conditional fluctuation relations allow us to abolish the perfect control (see section H 7 a). Not only can we avoid unbounded spectra, but we can also base the conditional fluctuation relations on finite-dimensional Hilbert spaces (see section H 7 b for an explicit example).
The Gibbs map and the partition map
For a given operator A we define the Gibbs map G A and the partition map Z A by
By construction, G A (Q) is a density operator whenever Q is a positive operator (modulo the existence of Z A (Q)). In the special case that A = βH for β ≥ 0, then
An immediate question is what class of density operators that can be reached by the Gibbs map. If H is a bounded Hermitian operator, then e ±βH is a also bounded, and thus J −βH (ρ) < +∞, where Q := sup ψ Q|ψ denotes the standard operator norm. For an arbitrary density operator ρ (which by virtue of being trace class also is bounded, see e.g. [90] ) let Q := J −βH (ρ)/ J −βH (ρ) . By construction 0 ≤ Q ≤ 1, and one can confirm that that G βH (Q) = ρ. Hence, for bounded Hermitian operators H, one can reach all density operators via the Gibbs map (and thus in particular if the Hilbert space is finite-dimensional). The issue becomes more complicated if H is unbounded, since we have to take into account the domain of definition of H and of e ±H . More generally it may be the case that the Gibbs map does not generate the entire set of density operators. Although we do use the Gibbs map for unbounded H, we will nevertheless not consider this question further in this investigation.
One can further note that G βH is a many-to-one map from the set of POVM elements, although in a relatively mild sense. If Q is a POVM element, then rQ for 0 < r < 1 is also a valid POVM element. The Gibbs map G βH maps both Q and rQ to the same density operator.
Without time-reversal
As mentioned above, the fact that we drop the assumption of perfect control implies a simpler structure. The first simplification is that we here only need to consider two subsystems: the energy reservoir E and the rest S. For the general theory there is no need for any further partitioning into subsystems, but to relate to the results in previous sections we would let S = S C = SBC.
Assumptions 3. Let H S and H E be complex Hilbert spaces
• Let H S and H E be Hermitian operators on H S and H E , respectively, and let
• Let V be a unitary operator on
• Let Q gives the initial state, and Q i S the measurement. We define the completely positive maps
The following is the counterpart of Lemma 1, and is left without proof.
Lemma 16. With V , H S , and H E as in Assumptions 3, it is the case that for every α ∈ C
Proposition 8. With Assumptions 3, the CPMsF and R as defined in (H1) satisfy
Proof. By comparing the definition of the CPMR with Eqs. (A6) and (A7) in section A 5, we can conclude that
By multiplying from the left with J βH E and from the right with J −1 βH E we obtain Eq. (H3).
With time-reversal
Assumptions 4. Let H S and H E be complex Hilbert spaces. Let T S and T E be time-reversals on S and E, respectively, and let T := T S ⊗ T E .
• Let Q i+ S and Q f + S be an operator on H S such that 
Define the CPMs
The CPMsF ± andR ± describe the unnormalized mapping from the input to the output conditioned on the successful control measurement. The corresponding success probabilities are given by the traces. (In section H 6 b we shall consider these success probabilities in the special case of energy translation invariance.) Analogous to Lemma 11 one can prove the following.
Lemma 18. With Assumptions 4, the CPMsR + and F − as defined in Eq. (H7) are related as
and thusR * + =F − .
The proof is obtained by combining the definition of R + in Eq. (H7) with the general fact that T 1 Tr 2 (ρ) = Tr 2 [T 1 ⊗ T 2 ](ρ) , and the time-reversal symmetry.
Proposition 9 (Conditional quantum fluctuation relation). With Assumptions 4, the CPMsF + andF − as defined in Eq. (H7), are related as
(H10)
Here we use the notation
Proof. The triple V , Q . Hence, Proposition 8 is applicable and yields
The application of Lemma 18 to the above equation results in equation (H10).
Note that Proposition 9 only makes a statement concerning pairs of measurement operators. It does not make any assumptions on to POVMs that these measurement operators may be members of. 
Generally no decoupling of diagonals
In section D 1 we showed that the channels F ± induced on the reservoir are such that the dynamics of the modes of coherence decouples, thus yielding a separation into several off-diagonal Crooks relations. The reader may wonder whether something similar is true for the conditional CPMsF ± . In section D 1 the starting point was Lemma 12, which shows that F ± and R ± commute with the commutator with respect to H E . The following Lemma shows that this is generally not true for the conditional CPMsF ± andR ± , and thus we cannot expect to have a separation in to diagonal and off-diagonal fluctuation relations in this more general case. (For an explicit example of such 'mixing' of diagonal and off-diagonal elements, see section H 7 b.) Lemma 19. With Assumptions 4, the CPMF + defined in Eq. (H7) satisfies the following relation
Analogous statements hold forF − andR ± .
The proof is a straightforward verification, much analogous to the reasoning in the proof of Lemma 12.
Nevertheless a diagonal conditional fluctuation relation
Since there is generally no decoupling between the modes of coherence, it may at first sight seem like there is no separation into diagonal and off-diagonal Crooks relations. However, it turns out that the diagonal fluctuation relation exists generally.
In section D 2 we described the evolution of the diagonal elements with respect to the basis {|n } n in terms of the conditional probabilities p ± (m|n). We here define the analogous objectsp ± (m|n) := m|F ± (|n n|)|m . One can interpretp ± (m|n) as the probability that we would measure the energy reservoir in state m in addition to obtaining a successful outcome of the control measurement, given that the reservoir initially is in state n.
With Assumptions 4 and otherwise the setup of Proposition 4 we get
(H12) The proof is more or less identical to the proof of Proposition 4, but with Proposition 9 as the starting point.
One should note that although (H12) is very similar to Proposition 4, the relation (H12) should be interpreted with care since there is no decoupling between the different diagonal modes of coherence. Hence, the probability m|F ± (σ)|m to detect a specific final energy eigenstate m not only depends on the diagonal elements n|σ|n of the input state, but also on the off-diagonal elements. We can thus no longer claim that an initial energy measurement would not perturb a final energy measurement. 
Analogously to how we obtained Corollary 1 from Lemma 12, and with analogous assumptions, we also regain the decoupling of the different off-diagonal modes of coherence, i.e., m |F ± (|n n|)|m = 0, if E m − E n = E m − E n . It follows that much of the arguments in section G can be reiterated. Due to the decoupling it is again meaningful to define the transitions among the elements of a diagonal with a specified offset δ,q δ ± (m|n) := m|F ± (|n n |)|m . As the counterpart of Proposition 5 we obtain a Crooks relation for each δ,
a. A classical conditional Crooks relation
By additionally assuming the energy translation invariant model as in section G one regains the energy translation invariance of the induced CPMs ∆ jF
Analogous to section G 1 we can also defineP
P ± (w) can be interpreted as the probability that the energy reservoir looses the energy w and that the control measurement is successful. The decoupling again guarantees the stability of the transition probabilities under repeated energy measurements. We obtain the classical conditional Crooks relation
in a manner very similar to what we did in section G 1.
b. A classical conditional Jarzynski relation
The control measurements do not succeed with unit probability. However, for the energy translation symmetric case, with diagonal measurement operators, the success probabilities TrF ± (σ) and TrR ± (σ) become independent of the state σ of the energy reservoir. To see this, we first define the following transition probabilities that do not involve the energy reservoir.
In words f + is the probability that we would obtain the 'successful' outcome when we measure the POVM {Q
One should keep in mind that since Q f ± S and Q i± S commute with H S , it follows that the above expressions do not involve coherences with respect to the energy egienbases.
For example, if H S is non-degenerate with eigenstates |ψ n then f + =
One can confirm that the CPMsF ± andR ± in (H7) with V := V (U ) as in (G2), and [
, H S ] = 0, satisfy the following relations TrF ± (σ) = f ± Tr(σ), TrR ± (σ) = r ± Tr(σ), (H16)
Hence, the success probabilities of the control measurements are independent of the state of the energy reservoir. It is instructive to write the expression for F + in (H16) in full
Hence, in terms of the success probability, the experiment involving the energy reservoir behaves as if it was a simpler experiment not including the reservoir, where the unitary V (U ) is replaced by U (but one should keep in mind that this relies on the assumptions that Q
commutes with H S , and thus block-diagonalizes with respect to the energy eigenspaces of H S ).
By the classical conditional Crooks relation (H14) it follows that Z βH S (Q i S
) wP (−w). As opposed to the unconditional case, wP (−w) is generally not equal to 1, but equates to the success probability of the reverse process, i.e.,
Given that the control measurement succeeds, we can define the conditional probability for the work cost w as P + (w|Q f + S ) :=P + (w)/ w P + (w ) =P + (w)/f + . By using this we can rewrite (H18) into the more symmetric form
where we use the notation e −βW |Q f + S := w e −βw P + (w|Q
). The conditional Jarzynski relation in (H19) does remind of the Jarzynski equality under feedback control [103, 118, 119] , and it may be worthwhile to investigate this potential link further. However, we will not do so in this investigation.
Examples a. Abolishing perfect control
As discussed in section (C 4) the perfect control (see equations (A1) or (C3) and (C4)) can lead to an energy reservoir that has an unbounded spectrum from both above and below. From a physical point of view a spectrum that is unbounded from below is a somewhat uncomfortable. With the conditional fluctuation relations we no longer need to assume perfectly functioning control systems. We could for example let the transition from initial to final control state fail if the energy reservoir runs out of energy, so to speak. Here we demonstrate this in the case of a harmonic oscillator as the energy reservoir.
We make use of a model that was introduced in quite a detail in section IV in the Supplemental Material of [31] . Due to this we will here only give the most brief description. The main point is that one can construct a family of unitary operators V + (U ) that act identically to V (U ) as long as the energy in the energy reservoir is high enough. (We do not employ of the 'injection' of energy that was used in [31] , but instead allow the procedure to fail.)
Apart from the Hamiltonian for the energy reservoir, H 
For all l ≥ z max this simplifies as P (l) + = n=1...N |ψ n ψ n | ⊗ |l − z n l − z n |. Let us define the following map
For each unitary operator U on H S C it follows that V + (U ) is unitary on H S CE . We let T E be the transpose with respect to {|j } j≥0 , and let T S be such that T S C (H S C ) = H S C . (Note Lemma 7.) From this it follows that T := T S C ⊗ T E is such that T V + (U ) = V + T S C (U ) .
One can also confirm that V + (U )|ψ |j = V (U )|ψ |j for all |ψ ∈ H S C and all j ≥ z max − z min , where V (U ) is defined in G2.
More generally, in terms of the eigenprojectors P (l) + of the total Hamiltonian H, it is the case that V + (U )P
One can say that V + 'censors' our choice of U in the sense that if U entails an energy change that we cannot afford, then V + (U ) avoids to perform the too expensive parts of the operation.
Define the projector P ≥zmax−zmin := j≥zmax−zmin |j j|. The condition P ≥zmax−zmin σP ≥zmax−zmin = σ guarantees that the action of V + (U ) and V (U ) are identical.
As an example, let us modify the setup in section G 3 c such that we replace V (U ) with V + (U ). For the sake of illustration we consider an extreme case where
For these choices, all transitions from the initial to the final Hamiltonian requires energy. Moreover, z max = 4 and z min = 1. One furthermore finds that
for l ≥ 4. Hence, assuming the control in state |c i+ and the reservoir in the vacuum state |0 , we find that
0| no matter what U we feed into it, and thus the control measurement will always signal 'fail'. On the other hand, if there are four or more quanta of energy in the energy reservoir, then
† . In particular, if we would could choose U as in (G20), then the control measurement would aways succeed.
b. S and E as single qubits
The conditional fluctuation relations allow us to treat energy reservoirs with finite-dimensional Hilbert spaces. Here we consider the extreme case where both S and the energy reservoir E are single spin-half particles.
We assume that the spins are associated with magnetic moments, and that they are affected by a constant external magnetic field, such that they are in resonance, i.e., the splitting of the eigenenergies are identical. More precisely,
for some s > 0. The identical energy gap implies that there exist non-trivial energy conserving unitary operations with respect to H := H S ⊗1 E +1 S ⊗ H E . More specifically, H has the eigenenergies −s, 0, s and corresponding energy eigenspaces Sp{|0, 0 }, Sp{|0, 1 , |1, 0 }, and Sp{|1, 1 }. An energy conserving unitary operator thus has to be block diagonal with respect to these energy eigenspaces,
where χ + , χ − ∈ R, and where U = [U j,k ] j,k=1,2 is a unitary 2 × 2 matrix. Let us choose T S and T E as the transposes with respect to the eigenbasis {|0 , |1 } on the two spaces, respectively. Thus 
For the unitary operator V we assume that χ = χ ± = 0, δ = 0 (while we let θ be arbitrary). This results iñ By a slightly tedious but straightforward calculation one can confirm thatF ± satisfy the conditional fluctuation relation (H10), as we already know that they should, due to Proposition 9. One can also confirm thatF ± provide examples for the fact that the conditional maps in general do not decouple the evolution of diagonal and off-diagonal elements. For examplẽ 
Hence, diagonal and off-diagonal elements get mixed. In particular, a diagonal state such as |0 0| can be turned into a state with off-diagonal elements, which is a consequence of the non-diagonal measurement operator. ment operators Q i+ and Q f + , it is the case that
ized Gibbs and partition maps
Here
† would presumably take the role of a generalized form of equilibrium state.
One could imagine to construct fluctuation relations for this generalized setup, and it is indeed straightforward to repeat the derivation of (I1) to obtain
At first sight this may seem like an endless source of non-standard fluctuation theorems for hypothetical nonGibbsian distributions. However, since the factorization property fails in the general case, we can for example not reproduce the reasoning in section I 3.
Appendix J: Pre-correlations
Here we provide some further details on the example of section V C in the main text, where we describe a setup similar to the one for the quantum Crooks relation (2), but where we wish to allow for the possibility that S and E are pre-correlated. The quantum Crooks relation (2) is formulated in terms of channels on the energy reservoir E. However, this implicitly assumes that E initially is uncorrelated with the degrees of freedom it is about to interact with. Hence, in the present case we cannot express fluctuation relations in terms of channels or CPMs on E alone, but an alternative is to formulate a fluctuation relation in terms of channels on the joint system SE.
We let the global Hamiltonian be
where H i SE and H f SE are the initial and final Hamiltonians of the combined system and energy reservoir (where we can let these be non-interacting if we so wish). Moreover, like in Assumptions 2, P As discussed in section A 2 we have up to now separated the role of the global Hamiltonian H as characterizing energy, from its role as generator of the time evolution. The latter role we have so far assigned to the unitary operator V , with the restriction that it should be energy conserving [H, V ] = 0. Here we consider the modifications needed to re-join these two roles in the sense that we let V = e −itH/ (which automatically satisfies the condition for energy conservation [H, V ] = 0).
Some issues appear when we try to fit V = e −itH/ with our previous assumptions on the structure of H. For example, in Assumptions 2 we explicitly assumed that the global Hamiltonian is of the form H = H S C ⊗ 1 E +1 S C ⊗ H E , where
We furthermore assumed that the initial state of the control system in the forward process has support in the subspace onto which P i C projects. If the global evolution is given by V = e −itH/ , this implies that the the control system will never leave the initial subspace, and thus fail to satisfy the assumption of perfect control. In other words, we cannot obtain the relevant dynamics with these combinations of assumptions.
This particular issue does not apply to the setting of the conditional fluctuation relations in Assumptions 4, since we there neither assume a special structure of H S C , nor of the initial state. However, in the conditional setup we still assume that the global Hamiltonian is to the form H = H S ⊗1 E +1 S ⊗ H E . In other words, we assume that there is no interaction between S = S C and the energy reservoir E. Needless to say, if the global evolution would be given by V = e −itH/ , then the state of the energy reservoir would be left unaffected by whatever happens in S C, and the whole notion of the energy reservoir thus becomes meaningless. Hence, we again find that an evolution of the form V = e −itH/ clashes with our general assumptions in the sense that it generates a trivial dynamics.
Hence, outside the 'interaction region' [x i , x f ] all the three systems systems S , E, and C are non-interacting.
For the sake of illustration we consider the special case of measurement operators of the form , and H f E are real valued matrices in these bases. In this case we can choose T E and T S as transpositions with respect to these bases, and T C as the transposition with respect to the position representation, and let T S = T C ⊗ T S . This guarantees that (K6) holds.
As a further comment one may observe that what we assign as being the energy reservoir is largely a matter of choice. In this particular example it is clear that also the control particle can donate energy.
Joint control and energy reservoir
Here we turn to a setting where the control and the energy reservoir are one and the same system. Hence, instead of dividing the global system between E and S C, we here divide it into CE and S .
a. The general case
Here we let system 1 (in section K 1 a) be S and system 2 be CE. We assume Approximate factorization.
To assess the quality of the approximate factorization we evaluate d 
c. Numerical evaluation
To make the approximate fluctuation relations a bit more concrete we here make a numerical evaluation of a special case of the combined control energy reservoir particle in the previous section. We consider a single particle of mass M that is restricted to move along the y-axis, and this spatial degree of freedom is taken as the combined control-energy reservoir CE. The particle also carries a magnetic moment corresponding to a spin-half degree of freedom, which we interpret as system S . (A single spin is of course somewhat ridiculous regarded as a combined system and heat bath, but this example only serves to illustrate the formalism, for which the sizes of the participating systems do not matter.) We assume that the spin interacts with an external magnetic field that is time-independent, but is a function of y. The total Hamiltonian can be expressed in terms of the differential operator
where n(y) determines the strength and direction of the external magnetic field as a function of y, and where σ S = (σ S ) are the Pauli spin operators, with σ (x) = |0 1| + |1 0|, σ (y) = i|0 1| − i|1 0|, σ (z) = |1 1| − |0 0|, with {|0 , |1 } being the eigenbasis of σ (z) . For n = 1 it follows that E 0 is the excitation energy of the spin.
To get a particularly simple model we here assume that n(y) = (0, 0, 1) for y < −y 0 , n(y) = [3/4 − y/(4y 0 )] sin( π(y+y0) 4y0
), 0, cos(
) for −y 0 ≤ y ≤ y 0 , and n(y) = (1/2, 0, 0) for y 0 < y. Hence, for all positions below −y 0 the magnetic field is directed along the z-axis. Within the interaction region [−y 0 , y 0 ] the field rotates in the xz-plane until it aligns with the x-axis at y 0 , simultaneously as it decreases in strength to the half. We choose H Define T CE to be the transpose with respect to the coordinate representation, and thus T CE (K) =K. For the chosen n(y), the Hamiltonian n(y) · σ is represented as a real valued matrix in the eigenbasis of σ z . Hence, T S can be chosen as the transpose with respect to the eigenbasis of σ z , and thus T S n(y) · σ = n(y) · σ, T S (H Here, σ is the standard deviation, and 2σRe(α) the expectation value, of the corresponding Gaussian distribution |ψ α (y)| 2 . (With the coherent state defined as the displaced ground state of a harmonic oscillator, σ is determined by the parameters of the chosen oscillator.) Similarly, Im(α)/σ is the average momentum of the coherent state. One can confirm that T CE (|α α|) = |α * α * |, and thus the time-reversal changes the sign of the momentum, but leaves the position intact. For the spin degree of freedom we let the measurement operators be Q i+ S = Q f + S =1 S . We choose (somewhat arbitrarily) the parameters such that 2 /(M E 0 y 2 0 ) = 0.1, βE 0 = 1 and σ = y 0 /2. This means that the typical thermal energy kT is equal to the excitation energy of the spin (for y ≤ −y 0 ), and the width of the wave-packet is of the same order as the size of the interaction region. Figure 10 displays the numerical evaluation of the factorization error d H H1,H2 (1 S , |α α|) as defined in (K4). Here we choose H 1 :=K, and as H 2 we choose E 0 σ z /2 (red curve), and E 0 σ x /4 (green curve), for α := r + 2i with r ∈ [−10, 10]. Since σ = y 0 /2 it follows that the spatial wave-packet ψ α is centered at ry 0 . For the sake of comparison we also include the 'local' approximation H 2 := E 0 n(ry 0 ) · σ/2 (blue curve), where for a state centered at the location ry 0 we approximate the total Hamiltonian H with the non-interacting HamiltonianK + E 0 n(ry 0 ) · σ/2. By construction, the blue curve coincides with the green for r ≤ −1, and with the red for 1 ≤ r. Maybe unsurprisingly, the local approximation is better than the others inside the interaction region.
We now turn to the test of the approximate fluctuation relation, and for this purpose we choose an evolution time t such that tE 0 / = 21.5. (This particular choice happens to make the transition probability for the forward process fairly large.) In figure 11 the final states of the particle in the forward and reverse processes are depicted, where we use the measurement operators Q One way of obtaining fluctuation relations in the classical case is via stochastic dynamics that satisfies detailed balance [3, 7, 143] . The reader may have noted that we in our derivations never refer to detailed balance. The reason is that energy conservation and time reversal symmetry in some sense supersedes it, which we give a brief demonstration of here.
Let H 1 and H 2 be non-degenerate Hermitian operators on a finite-dimensional Hilbert space. We let the global Hamiltonian be non-interacting H = H 1 ⊗1 2 + 1 1 ⊗ H 2 , and assume an energy conserving unitary evolution [H, V ] = 0, and a product time-reversal T = T 1 ⊗ T 2 with T 1 (H 1 ) = H 1 and T 2 (H 2 ) = H 2 . Assuming system 2 is in equilibrium we can define the transition probability of changing the state of system 1 from eigenstate n to n as , which corresponds to the fact that the measurement operators that are well separated from the interaction region. One should compare this with the final wave packets, where one clearly can see that these have significant weights within the interaction region. This illustrates the fact that it is the properties of the measurement operators, rather than the final states, that matter for the quality of the approximation. One can also note that the final states are not mirror images of each other. Hence, the symmetry discussed in section I 1 does not imply that the wave packets of the forward and reverse process have to be symmetric images of each other. This is almost what we want, apart from the fact that the evolution is reversed. This is the point where we can make use of the time reversal symmetry (and Lemma 7) to obtain p(n |n)G n (H 1 ) = p(n|n )G n (H 1 ), i.e., the transition probability p(n |n) satisfies detailed balance.
Heat baths in the Gibbs state
We do in this investigation often assume that the heat bath initially is in the Gibbs state corresponding to a given temperature. Although not unusual assumption, e.g., in derivations of master equations [144] and [94] (in particular sections 3.6.2.1 and 4.2.2), it is nevertheless worth considering the justification, especially since one may argue that it is not the heat bath per se that is Gibbs distributed, but rather systems that are weakly coupled to it. One possible argument would be that the environment can be separated into a 'near environment' that is relevant on the time scale of the experiment, and
