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RESUMEN
Las aplicaciones de procesamiento de sen˜ales acu´sticas esta´n cobrando una impor-
tancia creciente. La mayor´ıa de aplicaciones de este tipo (como la cancelacio´n de eco
acu´stico, la cancelacio´n de ruido, la dereverberacio´n, la separacio´n y el seguimiento
de fuentes acu´sticas, etc.) requieren la identificacio´n de una (o varias) respuestas al
impulso del recinto (RIRs). Estas respuestas pueden variar con el tiempo, por lo que
se precisa de esquemas adaptativos para su identificacio´n.
La utilizacio´n de esquemas adaptativos en escenarios de identificacio´n de respues-
tas acu´sticas se ve sujeta a diferentes compromisos, como, p. ej., la conocida relacio´n
entre velocidad de convergencia y precisio´n en estacionario. Varios de estos com-
promisos se comparten con otras aplicaciones, mientras que otros son espec´ıficos del
procesamiento de sen˜ales acu´sticas. Entre los diferentes me´todos que tratan de aliviar
estas limitaciones, destaca la combinacio´n adaptativa de filtros adaptativos debido
fundamentalmente a su sencillez, versatilidad y eficacia.
En esta Tesis Doctoral se aborda el estudio, disen˜o, implementacio´n y adecuacio´n
de los esquemas de combinacio´n adaptativa para que resulten provechosos y conve-
nientes en aplicaciones de procesamiento de sen˜ales acu´sticas. Para ello, se proponen
y analizan esquemas de combinacio´n que ofrecen robustez y un comportamiento ade-
cuado con respecto a las particularidades que presentan las sen˜ales acu´sticas involu-
cradas y las RIRs. De entre los posibles condicionantes y sus potenciales soluciones,
en esta Tesis Doctoral se contemplan:
La relacio´n sen˜al a ruido es normalmente desconocida a priori y puede variar.
Se han desarrollado dos esquemas de combinacio´n de filtros robustos frente a
cambios en dicha relacio´n.
El espectro de las sen˜ales acu´sticas (mu´sica y voz) no es plano en frecuencia, lo
que ralentiza la convergencia de los filtros adaptativos. Se presenta un algorit-
mo de combinacio´n en el dominio frecuencial que permite combinar de forma
independiente diferentes bandas de frecuencia, obteniendo ganancias debido a
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que, por lo general, la relacio´n sen˜al a ruido es diferente en cada subbanda, y
los cambios producidos en la RIR no afectan de igual forma a todo el margen
frecuencial.
En algunos casos, la relacio´n entre la sen˜al a reproducir por los altavoces y la
captada por los transductores receptores es no lineal. La solucio´n esta´ndar para
este problema de identificacio´n no lineal se basa normalmente en los filtros de
Volterra, y esta Tesis Doctoral presenta dos novedosas estrategias de combi-
nacio´n ad-hoc para su utilizacio´n en este contexto, las cuales obtienen ventajas
de las particularidades de este tipo de filtros. Adema´s, se propone un esque-
ma que presenta una gran robustez con respecto a la ausencia o presencia de
distorsio´n no lineal, e incluso con respecto a variaciones en la potencia de esta
distorsio´n, con un modesto incremento de coste computacional con respecto al
de un filtro de Volterra cla´sico.
En muchas ocasiones, la longitud de la RIR es grande y la distribucio´n de su
energ´ıa no uniforme. Se propone un esquema que, explotando el compromiso
entre sesgo y varianza, permite ganancias en esta situacio´n, principalmente
cuando la relacio´n sen˜al a ruido es baja.
Para mostrar las ventajas del uso de los esquemas de combinacio´n propuestos,
se han llevado a cabo una serie de experimentos utilizando un escenario de can-
celacio´n de eco acu´stico monocanal. En todos los casos, las soluciones presentadas
han obtenido resultados satisfactorios, demostrando la versatilidad y el potencial de
estos algoritmos, y permitiendo mejorar el funcionamiento de los filtros adaptativos
ante los condicionantes anteriormente citados.
ABSTRACT
Acoustic signal processing applications are becoming increasingly important.
Most of these applications, such as acoustic echo cancellation, noise cancellation,
dereverberation, separation and tracking of acoustic sources, etc., requires the iden-
tification of a (or several) room impulse response (RIR). This response is usually
time-varying, what justifies the use of adaptive algorithms to carry out the identifi-
cation task.
The use of adaptive schemes in RIR identification scenarios is subject to different
compromises, such as the well-known compromise between speed of convergence and
steady-state precision. Several of these tradeoffs are shared by other applications,
while others are specific to acoustic signal processing. Among the different methods
available to alleviate these limitations, adaptive combination of adaptive filters has
been recently receiving a lot of attention, mainly because of its simplicity, versatility,
and effectiveness.
In this Ph. D. Thesis, we deal with the development, study and implementation
of adaptive combination schemes that are especially suited to acoustic signal pro-
cessing applications. For this purpose, we propose and analyze combination schemes
that offer robustness and a suitable behavior with respect to the peculiarities of the
involved signals and RIRs. Among all possible determining factors and their potential
solutions, in this Ph. D. Thesis we consider:
The signal to noise ratio is usually unknown a priori and it can be time-varying.
In order to deal with this situation, two new different schemes are proposed.
The spectrum of acoustic signals (music and speech) is not flat, what slows
down the convergence of adaptive filters. We present a combination algorithm
in the frequency domain that allows to mix different frequency bands indepen-
dently, offering gains that exploit the frequency dependent signal to noise power
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ratio and the fact that RIR changes can also take place in a frequency-localized
manner.
Occasionally, the relationship between the signal to be reproduced by the loud-
speakers and the signal received by the microphones is nonlinear. The standard
solution for this nonlinear identification problem is frequently based on Volter-
ra filters. The Thesis presents two novel ad-hoc combinations strategies to be
used in this context, which take advantage of the particularities of this kind
of filters. In addition, we propose an additional algorithm that shows great
robustness with respect to the presence or absence of nonlinear distortion, and
even with respect to changes in the power of nonlinear distortion, with a very
modest increment in terms of computational cost.
In many cases, very large RIRs are present, and their energies are typically
distributed in a non-uniform manner. We propose a scheme that, exploiting the
tradeoff between bias and variance, permits important gains in this situation,
mainly for low signal to noise power ratios.
In order to illustrate the advantages of the proposed combinations schemes, seve-
ral experiments have been carried out considering a single-channel acoustic echo
cancellation scenario. The satisfactory results obtained by the presented solutions
demonstrate the versatility and potential of these algorithms, allowing to improve
the performance of adaptive filters in the presence of the aforementioned conditions.
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Cap´ıtulo 1
Introduccio´n al Procesado Digital
de Sen˜ales Acu´sticas
El presente cap´ıtulo comienza con una breve introduccio´n al procesamiento di-
gital de sen˜ales, donde se presentan los conceptos de sen˜al y sistema, as´ı como los
problemas que pueden resolverse mediante te´cnicas de procesamiento de sen˜al, en-
tre las cuales destaca el filtrado de sen˜ales. Los filtros adaptativos constituyen una
solucio´n muy atractiva cuando no se cuenta con conocimiento completo del escenario
de filtrado y, por lo tanto, el filtrado o´ptimo no es posible. Adema´s, en entornos
donde la solucio´n o´ptima var´ıa en el tiempo, los filtros adaptativos ofrecen una solu-
cio´n muy eficaz. La seleccio´n del tipo de filtro adaptativo a usar depende de ciertos
para´metros que, normalmente, imponen un compromiso en el funcionamiento del fil-
tro adaptativo. Recientemente se presento´ una nueva te´cnica cuyo objetivo es aliviar
dichos compromisos, basada en la combinacio´n adaptativa de filtros adaptativos con
caracter´ısticas complementarias.
Una vez revisados los principales conceptos relativos a los filtros adaptativos, se
pondra´ de manifiesto la importancia de este tipo de soluciones en el procesamiento
de sen˜ales acu´sticas. Por medio de un ejemplo centrado en un escenario de TV
interactiva, se presentan diferentes problemas del procesamiento de sen˜ales acu´sticas
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donde los filtros adaptativos encuentran aplicacio´n, siendo claves en su resolucio´n.
As´ı, en este tipo de aplicaciones, los algoritmos de combinacio´n adaptativa podr´ıan
emplearse con e´xito, obteniendo un funcionamiento ma´s eficiente y mitigando los
compromisos que condicionan la operacio´n de los filtros adaptativos.
Sin embargo, las particularidades de los escenarios y de las sen˜ales involucradas
en las aplicaciones de procesamiento de sen˜ales acu´sticas que condicionan el fun-
cionamiento de los filtros adaptativos, tambie´n influira´n en la implementacio´n y el
uso de los algoritmos de combinacio´n adaptativa de esquemas adaptativos. Este he-
cho ha constituido la principal motivacio´n de esta Tesis Doctoral: profundizar en la
utilizacio´n, la modificacio´n y la adecuacio´n al caso concreto de los esquemas de com-
binacio´n de filtros adaptativos, haciendo hincapie´ en las ventajas que aportan estos
esquemas, considerando las principales peculiaridades y restricciones que presentan
las aplicaciones de procesamiento de sen˜ales acu´sticas. Algunas de estas particulari-
dades son:
El escenario de filtrado suele presentar una relacio´n sen˜al a ruido desconocida
a priori y habitualmente variante en el tiempo.
Las sen˜ales involucradas suelen tener un densidad espectral de potencia variable
con la frecuencia.
En ciertas aplicaciones las condiciones de generacio´n de las sen˜ales acu´sticas
hacen que la asuncio´n de linealidad en el escenario de filtrado sea insuficiente.
La propagacio´n de las sen˜ales en los entornos acu´sticos hace que la longitud
del filtro adaptativo deba ser muy grande.
En esta Tesis Doctoral, se utilizara´ como hilo conductor una aplicacio´n bastante
madura en su desarrollo: la cancelacio´n de eco acu´stico. Dicha aplicacio´n constituye
un escenario que permitira´ ilustrar de forma clara las ventajas del uso de esquemas de
combinacio´n adaptativa en entornos condicionados por algunas de las caracter´ısticas
anteriores.
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CAPI´TULO 1. INTRODUCCIO´N AL PROCESADO DIGITAL DE SEN˜ALES
ACU´STICAS
El cap´ıtulo concluye con una descripcio´n detallada de los objetivos de la presente
Tesis Doctoral.
1.1. Procesamiento digital de sen˜ales
1.1.1. Sen˜ales, sistemas y procesamiento de sen˜ales
Una sen˜al puede definirse como una funcio´n que contiene informacio´n, general-
mente acerca del estado o el comportamiento de un feno´meno o entidad f´ısica. Nor-
malmente, dicha informacio´n var´ıa con el tiempo, el espacio, ambos, u otra variable o
variables independientes. Un ejemplo cla´sico de sen˜al es la voz humana, en la que el
mecanismo vocal genera variaciones de presio´n acu´stica con el propo´sito de trasmitir
un mensaje.
En el presente trabajo se utilizara´n sen˜ales unidimensionales cuya variable inde-
pendiente normalmente es el tiempo. Adema´s, admitiremos que dicha variable, k,
so´lo puede tomar valores enteros, por lo que realmente se esta´ tratando con sen˜ales
en tiempo discreto que se representan matema´ticamente como secuencias, x(k), ori-
ginadas como producto de un proceso de digitalizacio´n de una sen˜al continua o
directamente generadas en formato digital.
Un sistema puede verse como cualquier proceso (f´ısico o algor´ıtmico) que trans-
forma una o varias sen˜ales [Oppenheim et al., 1996]. Se denomina procesamiento
de sen˜al al acto intencionado mediante el cual se transforma una sen˜al que ha si-
do introducida en un sistema persiguiendo un determinado fin. Entre las distintas
operaciones incluidas dentro del procesamiento de sen˜ales cabe destacar:
Restauracio´n de sen˜ales degradadas. Por ejemplo, es comu´n el procesamiento
de sen˜al para eliminacio´n de ruido ajeno a la informacio´n de intere´s (e. g., ruido
fuera de banda).
Extraccio´n de caracter´ısticas relevantes. El procesamiento de sen˜ales, ruidosas
o no, se puede utilizar para obtener ciertas caracter´ısticas impl´ıcitas en al-
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gunas sen˜ales; as´ı por ejemplo al estimar la frecuencia card´ıaca a partir del
procesamiento de un electrocardiograma.
Clasificacio´n de sen˜ales. Cada vez ma´s, el procesamiento de sen˜al se orienta a
la clasificacio´n de distintas sen˜ales en funcio´n de determinadas caracter´ısticas,
e. g., sistemas de clasificacio´n automa´tica de sen˜ales musicales.
Codificacio´n de sen˜ales. Una operacio´n que se realiza con algunas sen˜ales es
su transformacio´n con objeto de disminuir los recursos utilizados en su alma-
cenamiento y/o transmisio´n; o con objeto de incrementar la robustez de dicha
sen˜al frente a ruido o interferencias.
Generacio´n y disen˜o de sen˜ales. Mediante procesamiento de sen˜ales, partiendo
de ciertas sen˜ales base se intentan generar otras ma´s complejas, como en la
generacio´n sinte´tica de sen˜ales musicales o en la s´ıntesis de voz.
Si cualquiera de estas operaciones se realiza por medio de sistemas digitales
hablaremos de procesamiento digital de sen˜ales.
De entre las diferentes operaciones englobadas dentro del campo del procesamien-
to de sen˜al, se denomina normalmente estimacio´n o filtrado a la operacio´n disen˜ada
para extraer informacio´n de datos ruidosos. Esta operacio´n encuentra aplicacio´n en
diferentes campos, como pueden ser, entre otros: acu´stica, comunicaciones, ingenier´ıa
biome´dica y ana´lisis de series financieras. Dependiendo del horizonte temporal de los
datos utilizados en esta operacio´n, se pueden distinguir tres tipos ba´sicos de esti-
macio´n [Haykin, 2002]:
Filtrado propiamente dicho. Es una operacio´n en la que se utilizan datos me-
didos hasta el instante k para extraer informacio´n acerca de una variable de
intere´s relacionada con la sen˜al, en dicho instante k (siempre y cuando se con-
sideren sen˜ales temporales unidimensionales).
Suavizado (smoothing). Consiste en una estimacio´n a posteriori, en la que se
trata de extraer informacio´n acerca de una variable de intere´s en el instante k
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utilizando datos medidos hasta el instante k′, siendo k′ > k.
Prediccio´n. Es una operacio´n con el objetivo de obtener informacio´n en el
instante k, contando con informacio´n medida hasta el instante k′, con k′ < k.
Cuando la variable filtrada, suavizada o predicha es una funcio´n lineal de las ob-
servaciones o datos aplicados a la entrada del estimador, se dice que dicho estimador
es lineal. En cualquier otro caso, el estimador se denominara´ no lineal.
1.1.2. Filtrado o´ptimo y filtros adaptativos
Uno de los objetivos cla´sicos en el campo de la estimacio´n ha sido encontrar el
filtro o´ptimo, i.e., aquel sistema que constituye la mejor solucio´n de acuerdo con
cierto criterio. Un enfoque muy u´til en esta optimizacio´n es la minimizacio´n de la
media de la segunda potencia de la sen˜al de error, e(k), definida como:
J(k) = E{e2(k)} = E{[d(k)− y(k)]2} (1.1)
donde E denota el operador esperanza matema´tica. La sen˜al de error puede calcularse
como la diferencia entre la sen˜al deseada (a estimar) d(k) y la salida del estimador
y(k), funcio´n lineal de la entrada al sistema y de la respuesta del estimador. Las
sen˜ales involucradas en (1.1) se corresponden con realizaciones de procesos estoca´sti-
cos.
Bajo la condicio´n de estacionariedad de dichos procesos, y contando con el
conocimiento a priori de ciertos para´metros estad´ısticos, como la media y las fun-
ciones de correlacio´n, la solucio´n a este problema de optimizacio´n se conoce como
filtro de Wiener [Wiener and Hopf, 1931; Wiener, 1949], que fue reformulado por
Levinson en tiempo discreto [Levinson, 1947]. Utilizando dicha solucio´n, se obtiene
el mı´nimo error cuadra´tico alcanzable en sentido estad´ıstico, bajo la asuncio´n de
filtrado lineal en un entorno estacionario.
Sin embargo, la solucio´n dada por Wiener resulta inadecuada en situaciones donde
los datos de entrada, la sen˜al a estimar o el ruido asociado intr´ınseco al problema son
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no estacionarios. En estos casos, el filtro o´ptimo no puede ser estacionario, sino que es
variable en el tiempo. El filtro de Kalman constituye el estimador de mı´nima varianza
del estado de un sistema lineal dina´mico, siendo la solucio´n o´ptima a este tipo de
problemas [Kalman, 1960; Kalman and Bucy, 1961]. Aunque el filtro de Kalman
resulta una solucio´n ma´s compleja desde el punto de vista de ca´lculo que el filtro de
Wiener, la posibilidad de formularlo de forma recurrente hace que se convierta en
una solucio´n atractiva en situaciones no estacionarias.
Las soluciones o´ptimas (de Wiener o Kalman) dejan de ser pra´cticas cuando no
se dispone de un conocimiento completo acerca de los estad´ısticos del problema. En
estos casos, los filtros adaptativos constituyen una de las soluciones ma´s atractivas.
Estos filtros son un tipo especial de sistema variable en el tiempo basado en un
algoritmo recurrente que posibilita una ejecucio´n satisfactoria en escenarios en los que
no se dispone de conocimiento estad´ıstico, sino u´nicamente de realizaciones concretas
de los procesos estoca´sticos involucrados. Adema´s, la posibilidad de adaptacio´n los
convierte en sistemas ideales en entornos variables en el tiempo.
La actualizacio´n del filtro adaptativo en cada iteracio´n se obtiene mediante una
recursio´n partiendo del estado del filtro en la etapa anterior y utilizando los datos de
entrada para actualizar la respuesta del filtro. Por esta razo´n, los filtros adaptativos
son realmente sistemas no lineales, puesto que no cumplen con el principio de super-
posicio´n. Sin embargo, la literatura divide los filtros adaptativos en dos tipos, lineales
y no lineales, segu´n si la salida del filtro adaptativo se obtiene como combinacio´n
lineal de los valores de sen˜al presentes a su entrada o no. Siguiendo este enfoque, la




wm(k)x(k −m) = w
T(k)x(k) (1.2)
donde T denota transposicio´n, x(k) se corresponde con un vector columna incluyendo
las M u´ltimas muestras de la sen˜al de entrada y w(k) es un vector columna que con-
tiene los coeficientes del sistema en el instante k, siendo wm(k) cada uno de los pesos
que componen dicho filtro, con m = 0, ...,M − 1. La formulacio´n empleada responde
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a una estructura de filtro lineal con respuesta al impulso de duracio´n finita (filtro
FIR, Finite Impulse Response) tipo filtro transversal de longitud M , consistente en
unidades de retardo, multiplicadores y un sumador.
En la actualidad existen diferentes tipos de filtros adaptativos, estando la eleccio´n
de un tipo u otro condicionada, entre otros, por los siguientes aspectos:
Desajuste final o error residual: es una medida cuantitativa de cua´nto se aleja
la estimacio´n obtenida por el filtro adaptativo en una situacio´n estacionaria del
error cuadra´tico medio mı´nimo que producir´ıa el filtro o´ptimo de Wiener.
Velocidad de convergencia. Tiene que ver con el nu´mero de iteraciones nece-
sarias para alcanzar, en un entorno estacionario, un nivel de error relacionado
con el error residual (e.g., el diez por ciento por encima de dicho error).
Seguimiento (tracking). Es la capacidad del sistema para seguir variaciones en
entornos no estacionarios.
Casi todos los filtros adaptativos presentan un compromiso que relaciona las tres
caracter´ısticas anteriores, y tratar de aliviar dicho compromiso ha sido y es una
tarea importante en el campo del filtrado adaptativo. Los esquemas de combinacio´n
de distintos filtros adaptativos con propiedades complementarias han resultado ser
una alternativa eficiente para abordar este problema [Arenas-Garc´ıa et al., 2006a].
Otras caracter´ısticas que pueden dar lugar a ciertos compromisos son:
Robustez. Se entiende como la insensibilidad del sistema ante ciertas al-
teraciones que podr´ıan provocar errores en la estimacio´n.
Requerimientos computacionales. Entre los cuales destacan el nu´mero de opera-
ciones necesarias para completar una iteracio´n del algoritmo, y el taman˜o de
la memoria destinada a almacenar los datos necesarios para su actualizacio´n y
para albergar las instrucciones que lo conforman.
Estructura. La estructura del flujo de informacio´n en el algoritmo condiciona
su implementacio´n en una plataforma hardware.
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Propiedades nume´ricas. Se incluyen la estabilidad nume´rica del algoritmo y
la precisio´n nume´rica, determinada por el nu´mero de bits usados en la repre-
sentacio´n nume´rica de los datos y la respuesta del sistema.
Actualmente, los filtros adaptativos se han convertido en una herramienta muy
u´til en diferentes campos del procesado de sen˜al, como acu´stica, comunicaciones,
bioingenier´ıa, etc. Se han usado diferentes tipos de filtros adaptativos en aplicaciones
que incluyen, entre otras, la identificacio´n de sistemas, el filtrado inverso, la prediccio´n
de series temporales, el conformado de haz y la eliminacio´n de ruido [Sayed, 2003].
Sin embargo, puesto que el presente texto se centra en aplicaciones relacionadas
con el campo de la acu´stica, posteriormente se procedera´ a enumerar diferentes pro-
blemas en dicho campo que, generalmente, se tratan de solucionar por medio de
filtros adaptativos.
1.1.3. Combinacio´n adaptativa de filtros adaptativos
Recientemente se ha desarrollado un concepto novedoso en filtrado adaptativo
que tiene por objeto aliviar los compromisos inherentes a la operacio´n de los filtros
adaptativos, simplificando as´ı su utilizacio´n. La base de la combinacio´n adaptativa de
filtros consiste en combinar de forma adaptativa la salida de dos o ma´s filtros con ca-
racter´ısticas complementarias (e.g., usando diferentes pasos de adaptacio´n, diferentes
longitudes, diferentes reglas de actualizacio´n o diferentes funciones de coste [Arenas-
Garc´ıa et al., 2006b; Nascimento et al., 2010; Zhang and Chambers, 2006; Arenas-
Garc´ıa and Figueiras-Vidal, 2005]) por medio de uno o varios para´metros de mezcla.
Si la adaptacio´n de dichos para´metros de mezcla es correcta, el filtro combinado
se comporta, al menos, como el mejor de los filtros componentes, pudiendo incluso
mejorar el funcionamiento de e´stos bajo ciertas condiciones [Arenas-Garc´ıa et al.,
2006a].
La combinacio´n de filtros se presento´ inicialmente como una forma de aliviar el
compromiso entre desajuste final y velocidad de convergencia que impone el paso de
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adaptacio´n en los esquemas adaptativos. Actualmente es una solucio´n que esta´ ganan-
do popularidad y que ha sido aplicada con e´xito en distintas a´reas del procesamiento
de sen˜ales, como son: igualacio´n ciega en sistemas de comunicaciones [Silva and
Nascimento, 2008], caracterizacio´n de sen˜ales [Mandic et al., 2007], adaptacio´n dis-
tribuida [Lopes and Sayed, 2008], e identificacio´n de longitud de sistemas [Zhang and
Chambers, 2006].
Centra´ndonos en aplicaciones de procesamiento de sen˜ales acu´sticas, los esquemas
de combinacio´n de filtros han sido aplicados con e´xito en cancelacio´n de eco acu´stico
[Arenas-Garc´ıa and Figueiras-Vidal, 2009; Azpicueta-Ruiz et al., 2011] y control
de ruido [Ferrer et al., 2009]. Gracias a su sencillez y versatilidad, estas soluciones
resultan atractivas para mejorar la operacio´n de esquemas existentes en aplicaciones
de procesamiento de sen˜ales acu´sticas.
1.2. Procesamiento digital de sen˜ales acu´sticas
En esta seccio´n se van a presentar algunos de los principales problemas que se
pueden resolver mediante procesamiento digital de sen˜ales acu´sticas en las que el
empleo de los filtros adaptativos resulta clave. Para ello, se describe un escenario
basado en un sistema de dia´logo hombre/ma´quina (H/M), donde dichos problemas
quedan patentes, introduciendo, adema´s, los factores de los que depende la propa-
gacio´n acu´stica de las diferentes sen˜ales involucradas.
La interaccio´n entre hombre y ma´quina se ha convertido en parte de la vida comu´n
de las personas. Debido a ello, se requieren soluciones que faciliten una comunicacio´n
natural mediante voz entre hombre y ma´quina, de forma ana´loga a la que existe
entre humanos. A d´ıa de hoy, los sistemas de dia´logo H/M mediante dispositivos de
adquisicio´n de sen˜al controlados desde el punto de vista acu´stico, como pueden ser
telefon´ıa o auriculares con micro´fono de diadema, se encuentran bastante avanzados.
Sin embargo, se entiende por interfaz natural aquella que permita la comunicacio´n
sin ningu´n tipo de restriccio´n, facilitando la movilidad, permitiendo que el hablante
9
1.2. PROCESAMIENTO DIGITAL DE SEN˜ALES ACU´STICAS
este´ distante con respecto al sistema de adquisicio´n y sin la necesidad de que el
usuario requiera de ningu´n dispositivo extra tipo auricular. Este tipo de comunicacio´n
natural en entornos acu´sticos no controlados todav´ıa no se encuentra en un estadio
suficientemente maduro, siendo este problema el motivo de una buena parte de la
investigacio´n y literatura dedicadas al procesamiento de sen˜al en acu´stica.
Esta problema´tica, adema´s, se vuelve ma´s compleja cuando la aplicacio´n in-
cluye un sistema automa´tico de reconocimiento de voz (Automatic Speech Recog-
nizer, ASR), cuyo objetivo es extraer toda la informacio´n posible de la sen˜al de voz
que produce el usuario. Para mitigar los efectos de un entorno acu´stico desconocido,
variable e incontrolado, el disen˜o del ASR debe dotarse de una elevada robustez, la
cual puede incorporarse en diferentes niveles:
Mediante el preprocesado de la sen˜al acu´stica que captan los distintos mi-
cro´fonos, con el objeto de eliminar todas las componentes no deseadas y ofrecer
al siguiente nivel una sen˜al de voz limpia.
Haciendo el modelo acu´stico del ASR ma´s tolerante a sen˜ales indeseadas.
Por medio de modelos de lenguaje que corrijan ciertos errores en palabras
reconocidas en un tercer nivel.
Por supuesto, los errores que se mantienen en los primeros niveles afectan en la
operacio´n de los niveles superiores, limitando la capacidad global del sistema ASR.
Por ejemplo, si el clasificador de palabras recibe voz ruidosa o voz con reverberacio´n,
el vocabulario debe restringirse con respecto al vocabulario que se podr´ıa utilizar
en caso de contar con voz limpia y anecoica. Los filtros adaptativos encuentran
aplicacio´n sobre todo como parte de ese primer nivel de preprocesado acu´stico.
En el ejemplo descrito en la figura 1.1, nos centramos en un escenario protot´ıpico
como puede ser el de una televisio´n interactiva en el que todo el control y la progra-
macio´n de la televisio´n debe estar accesible v´ıa voz, situado en un entorno acu´stico
tipo cuarto de estar, donde R usuarios se encuentran separados una cierta distan-
cia de los micro´fonos de los que esta´ dotado el sistema de televisio´n [Kellermann,
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Figura 1.1: Interfaz multicanal H/M incluida en un entorno de TV interactiva.
2009; Kellermann et al., 2004]. Sin embargo, la interfaz acu´stica multicanal H/M re-
presentada en la figura 1.1 tambie´n cubre, con ligeras modificaciones, otras muchas
aplicaciones donde se deben reproducir escenarios acu´sticos reales y/o sinte´ticos, o
en las que se deben registrar diferentes fuentes para proceder a su almacenamiento,
transmisio´n, procesamiento o interpretacio´n. Adema´s, en algunas de estas aplica-
ciones es deseable una comunicacio´n natural H/M. Por ejemplo:
Desde el punto de vista del sistema de dia´logo (siendo por tanto impor-
tante tanto la reproduccio´n como la adquisicio´n de sen˜al), destacan, entre
otros: equipamiento manos-libres para telecomunicacio´n (por ejemplo tele´fonos
mo´viles), teleconferencia y teletrabajo; sistemas de navegacio´n en veh´ıculos;
sistemas de interaccio´n por voz con terminales multimedia y consolas de jue-
gos; sistemas de dia´logo para viviendas inteligentes (smart homes); sistemas
de cine en casa; salas de reuniones inteligentes; e incluso, sistemas de cuidado
11
1.2. PROCESAMIENTO DIGITAL DE SEN˜ALES ACU´STICAS
dome´stico para personas dependientes y museos y exposiciones interactivos.
Aplicaciones donde tiene ma´s importancia la parte de reproduccio´n sonora. Por
ejemplo, en aplicaciones de comunicacio´n de audio, incluyendo equipamiento
para realidad virtual, estudios de grabacio´n sonora, salas de conciertos y sis-
temas para telecolaboracio´n entre mu´sicos.
Aplicaciones donde tiene ma´s importancia el sistema de adquisicio´n sonora,
como en sistemas de vigilancia acu´stica.
La figura 1.1 describe un sistema con mu´ltiples entradas y salidas (MIMO), donde
se cuenta con Q transductores receptores tipo micro´fono y L transductores emisores
tipo altavoz, supuestos, todos ellos, ideales. Atendiendo a las sen˜ales involucradas en
este escenario, la sen˜al que capta el oyente r-e´simo en el oido izquierdo, v2r−1(k) en
caso de que so´lo estuviera emitiendo el altavoz l-e´simo podr´ıa expresarse como:
v2r−1(k) = b2r−1,l(k) ∗ xl(k) + nv,2r−1(k) (1.3)
donde * indica la operacio´n convolucio´n, xl(k) es la sen˜al que emite el altavoz l-e´simo,
nv,2r−1(k) se corresponde con el ruido observado en la posicio´n del oido izquierdo del
oyente r-e´simo, y b2r−1,l(k) representa la respuesta al impulso del recinto (Room Im-
pulse Response, RIR), que describe, principalmente, la propagacio´n sonora en dicho
recinto. Esta respuesta viene determinada por las posiciones de emisor y receptor, y
por las condiciones de propagacio´n entre ambas posiciones, condicionadas estas u´lti-
mas por las directividades de los emisores, las caracter´ısticas f´ısicas del fluido (aire)
y las posiciones y coeficientes de absorcio´n de los objetos y las paredes del recinto.
Sin embargo, cuando los L altavoces esta´n emitiendo simulta´neamente, la sen˜al




b2r−1,l(k) ∗ xl(k) + nv,2r−1(k) (1.4)
No´tese que las ecuaciones (1.3) y (1.4) pueden particularizarse para el o´ıdo dere-
cho del usuario r-e´simo, sin ma´s que sustituir 2r − 1 por 2r.
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De la misma forma, en la sen˜al captada por el micro´fono q-e´simo, dq(k), inter-
vienen la superposicio´n de las sen˜ales generadas por cada emisor (usuario o altavoz)




hq,l(k) ∗ xl(k) +
R∑
r=1
tq,r(k) ∗ sr(k) + nd,q(k). (1.5)
siendo R el nu´mero de usuarios, y donde nd,q(k) se corresponde con el ruido observado
en la posicio´n donde esta´ situado dicho micro´fono, y hq,l(k) y tq,r(k) son, respecti-
vamente, respuestas al impulso de la sala entre el altavoz l-e´simo y el micro´fono
q-e´simo, y entre el usuario r-e´simo y el mismo receptor.
En la figura 1.1, H(.,.) representan matrices cuyos elementos son las respuestas
al impulso del recinto, para cada par de emisor y receptor. La Tabla 1.1 incluye las
diferentes matrices que se pueden definir, as´ı como el tipo de emisores y receptores
que involucran y la denominacio´n de sus componentes. Se debe hacer notar que todas
las RIRs b(.,.)(k), h(.,.)(k) y t(.,.)(k) pueden variar en el tiempo debido a cambios en la
temperatura, en las posiciones de los emisores y/o receptores, o de cualquier elemento
involucrado en la propagacio´n acu´stica en la sala.
Matriz Receptor Emisor Componentes
Hv,x Usuario Altavoz b2r−1,l(k) y b2r,l(k)
Hd,x Micro´fono Altavoz hq,l(k)
Hd,s Micro´fono Usuario tq,r(k)
Tabla 1.1: Matrices que incluyen las v´ıas de propagacio´n acu´stica.
En este escenario surgen una serie de problemas acu´sticos cuya resolucio´n es
importante para posibilitar una buena comunicacio´n. Cabe comentar que, aunque
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algunos de estos problemas se encuentran maduros en cuanto a su resolucio´n, otros
de ellos necesitan a d´ıa de hoy ma´s investigacio´n para obtener resultados de una
calidad aceptable.
Centra´ndonos en la parte de reproduccio´n sonora, el objetivo es que las sen˜ales
en cada o´ıdo de cada usuario no se vean afectadas por las condiciones sonoras de la
sala de escucha, para lo cual la aplicacio´n de la figura 1.1 cuenta con un sistema de
altavoces multicanal. Esto implica resolver dos tipos de problemas de procesamiento
de sen˜ales acu´sticas:
Dereverberacio´n. Se trata de subsanar la transformacio´n que ocasionan las
RIRs b2r−1,l(k) y b2r,l(k) en cada sen˜al xl(k). Es decir, eliminar el efecto de la
propagacio´n acu´stica en el recinto.
Compensacio´n de ruido. Consiste en, mediante sen˜ales emitidas por los
altavoces, compensar el ruido nv,2r−1(k) y nv,2r(k) existente en la posicio´n de
escucha. Este problema tambie´n se denomina cancelacio´n activa de ruido.
Atendiendo a la parte de adquisicio´n sonora, las sen˜ales captadas deben ser ade-
cuadas para la reproduccio´n en otros espacios sonoros y/o para su reconocimiento
o interpretacio´n por ma´quinas1. Por lo tanto, por medio del sistema multicanal, se
deben extraer las sen˜ales de voz de cada usuario sr(k) como paso previo al ASR y se
debe determinar la localizacio´n de las fuentes de sen˜al, para facilitar la identificacio´n
y autenticacio´n del locutor. Sin embargo, las sen˜ales captadas por los micro´fonos no
so´lo incluyen las sen˜ales de entrada, sino que contienen ruido presente en el local,
ecos y reverberacio´n producidos por la propagacio´n acu´stica de las sen˜ales sr(k) en el
recinto, as´ı como ecos de las sen˜ales reproducidas por los altavoces dq(k) que llegan
a los micro´fonos. En la parte de adquisicio´n destacan estos problemas:
1Esta u´ltima condicio´n hace que en este caso el procesado de las sen˜ales captadas permita una
menor tolerancia que en el caso de sen˜ales destinadas a los oyentes, puesto que cuando el receptor es
el ser humano, las soluciones pueden aprovecharse de las caracter´ısticas psicoacu´sticas del sistema
auditivo humano.
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Cancelacio´n de eco. Se trata de cancelar, en las sen˜ales captadas por los
micro´fonos, las componentes que tienen que ver con las sen˜ales reproducidas
por los altavoces y propagadas en la sala, siendo necesario la identificacio´n de
las RIRs hq,l(k).
Separacio´n de fuentes y dereverberacio´n. Mediante el sistema multicanal
es necesario obtener sen˜ales que se correspondan con cada usuario por separado,
es decir, deshacer el segundo sumatorio de la ecuacio´n (1.5). Adema´s, cada sen˜al
separada debe ser dereverberada para compensar el efecto de la respuesta al
impulso tq,r(k). Esta dereverberacio´n es algo diferente a la vista en la parte de
reproduccio´n sonora, puesto que mientras que en aque´lla la salida del problema
no es observable, en e´sta es la entrada al sistema lo que no es observable (puesto
que, de otra forma, la dereverberacio´n no ser´ıa necesaria).
Supresio´n de ruido. El ruido observado en el micro´fono q-e´simo, nd,q(k), debe
ser eliminado en la medida de lo posible. Para ello, es necesario que el ruido
sea perfectamente separable de las dema´s componentes acu´sticas.
Adema´s de las aplicaciones descritas anteriormente, otra tarea a tener en cuenta
en el ejemplo de TV interactiva es la localizacio´n y seguimiento de las fuentes
sonoras, puesto que los usuarios deber´ıan poder situarse en cualquier posicio´n de
la sala y adema´s, moverse libremente. Existen diferentes te´cnicas para localizar las
fuentes de sen˜al en un determinado espacio, algunas de las cuales esta´n basadas
en filtros adaptativos [Benesty, 2000]. Una vez localizado, es necesario poder seguir
en cierta medida al usuario, por ejemplo, por medio de un conformador de haz
adaptativo basado en el array de micro´fonos de la aplicacio´n. El conformador de
haz adaptativo tiene por objetivo crear un micro´fono virtual superdirectivo, cuya
direccio´n de apuntamiento pueda seguir ciertos cambios de posicio´n en el emisor. El
array de micro´fonos deber´ıa permitir lo que se conoce como zoom acu´stico.
Como puede observarse, en la mayor´ıa de los problemas presentados es necesario
la identificacio´n de la respuesta al impulso de un recinto que, como se ha comentado
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anteriormente, puede ser variable en el tiempo. Por esta razo´n, las soluciones basadas
en filtros adaptativos encuentran aplicacio´n en este tipo de escenarios, ya que su
capacidad de adaptacio´n las convierte en herramientas muy u´tiles.
Existen otras aplicaciones de procesamiento digital de sen˜ales acu´sticas algo ma´s
alejadas del escenario de la figura 1.1, pero que comparten con esta aplicacio´n el
tipo de sen˜ales involucradas y el empleo del filtrado adaptativo en su resolucio´n.
Entre otras, cabe destacar la cancelacio´n de interferencias en aud´ıfonos, que trata de
evitar el posible acoplamiento acu´stico entre el transductor emisor y el micro´fono,
que puede dar lugar a un pitido muy desagradable, causa de rechazo en su uso por
la persona afectada.
En la siguiente seccio´n se van a explicitar las principales peculiaridades que sur-
gen cuando se implementan esquemas adaptativos donde las sen˜ales involucradas son
acu´sticas. En esta Tesis se pretende mostrar las ventajas que se obtienen al resolver los
problemas anteriormente citados mediante te´cnicas de combinacio´n de filtros adap-
tativos, cuyo disen˜o y caracter´ısticas vendra´n condicionados por las particularidades
que imponen tanto la naturaleza acu´stica de las sen˜ales como los escenarios de filtrado
presentes en dichas aplicaciones.
1.3. Particularidades del procesamiento adaptativo de
sen˜ales acu´sticas
A la hora de implementar sistemas basados en filtros adaptativos para resolver
algunos de los problemas presentados en la seccio´n anterior, se deben considerar las
singularidades que presenta el procesamiento adaptativo de sen˜ales acu´sticas. Estas
peculiaridades son claves a la hora de disen˜ar soluciones basadas en combinaciones
adaptativas de filtros adaptativos, condicionando el disen˜o del esquema de combi-
nacio´n adaptativa para poder ser empleado de forma efectiva.
Algunas de las principales caracter´ısticas de las sen˜ales acu´sticas y de los esce-
narios de propagacio´n que normalmente se han de tener en cuenta, as´ı como los
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condicionantes que imponen en las soluciones a disen˜ar, son:
1. Relacio´n sen˜al a ruido variable. La potencia de las sen˜ales acu´sticas es
variable en el tiempo, por lo que es deseable que tanto los filtros adaptativos
como el esquema de combinacio´n sean inmunes a cambios en la dina´mica de
la sen˜al. Si bien es cierto que ciertas aplicaciones, como la cancelacio´n de eco,
pueden incluir una etapa previa donde la sen˜al de entrada se normaliza, el ruido
presente en el escenario de filtrado tambie´n tiene una dina´mica variable, por lo
que, desde un punto de vista ma´s general, se debe asegurar que el esquema de
combinacio´n adaptativa sea robusto frente a relaciones sen˜al a ruido (Signal to
Noise Ratio, SNR) desconocidas a priori y/o variantes en el tiempo.
2. Espectro coloreado. Tanto la sen˜al de voz como la musical poseen un espectro
no plano en frecuencia. Esto hace que algunos filtros adaptativos vean ralen-
tizada su convergencia, mermando sus prestaciones con respecto a la obtenida
con sen˜ales con espectro plano. Una de las formas de paliar este inconveniente
es mediante esquemas de filtrado adaptativo en frecuencia. Por lo tanto, resulta
interesante el desarrollo de soluciones basadas en combinaciones adaptativas de
filtros que trabajan en el dominio de la frecuencia.
3. Respuesta al impulso de la sala no lineal. En la mayor´ıa de aplicaciones,
las RIRs b2r,l(k), b2r−1,l(k), hq,l(k) y tq,r(k) describen procesos aproximadamente
lineales. Por esta razo´n, los filtros adaptativos utilizados en la resolucio´n de la
mayor´ıa de los problemas aqu´ı contemplados son filtros adaptativos lineales. Sin
embargo, las RIRs antes enumeradas no so´lo contemplan el proceso de propa-
gacio´n acu´stica (eminentemente lineal), sino tambie´n el proceso de generacio´n
y captacio´n de sen˜al, incluyendo aspectos como la amplificacio´n y la trans-
duccio´n de las sen˜ales. En ciertos entornos, por ejemplo al utilizar pequen˜os
dispositivos tipo tele´fono mo´vil que disponen de altavoces de baja calidad con
amplificadores trabajando a potencias altas, se genera cierta distorsio´n no li-
neal. En estos escenarios, la distorsio´n no lineal debe ser tenida en cuenta y
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compensada por medio de filtros adaptativos no lineales. Este hecho hace que
se deban considerar esquemas de combinacio´n especiales que contemplen la
combinacio´n adaptativa de filtros adaptativos no lineales.
4. Respuestas al impulso muy largas y dispersas. Normalmente la longi-
tud de los filtros adaptativos usados para identificar las RIRs debe ser muy
grande, puesto que dichas RIRs son del orden de centenas de milisegundos
que, muestreadas a una frecuencia de 8 kHz, requieren una longitud cercana a
los mil coeficientes. Adema´s, aunque idealmente la energ´ıa de los coeficientes
de una RIR esta´ndar, en un campo idealmente difuso, se distribuye de for-
ma exponencial decreciente, esta distribucio´n normalmente es dispersa, puesto
que se pueden encontrar grupos de coeficientes con alta energ´ıa rodeados de
otros cuyo valor es despreciable. Existen filtros adaptativos que contemplan
este hecho, mejorando su convergencia ante respuestas al impulso muy largas y
dispersas. Sin embargo, cuando la SNR es baja, la identificacio´n de coeficientes
activos puede resultar dif´ıcil. Por lo tanto, ser´ıa deseable contar con esquemas
de combinacio´n que ofrezcan un comportamiento adecuado cuando se trata de
identificar RIRs largas y dispersas en entornos con baja SNR.
1.4. Objetivos de la Tesis Doctoral
El principal y u´ltimo objetivo de esta Tesis Doctoral consiste en el disen˜o, desa-
rrollo y estudio de soluciones basadas en esquemas de combinacio´n adaptativa que
permitan aliviar de forma eficiente algunos de los compromisos impuestos por las
peculiaridades del procesado adaptativo de sen˜ales acu´sticas, tanto desde el punto
de vista de las sen˜ales como de las respuestas al impulso de los recintos. Para ello,
en el presente texto se utilizara´ como hilo conductor un escenario de cancelacio´n de
eco acu´stico. Esta aplicacio´n es, de todas las presentadas en este cap´ıtulo, la que
se encuentra probablemente en un estadio ma´s maduro y, por lo tanto, su empleo
permita´ comprobar claramente las ventajas de la utilizacio´n de esquemas de combi-
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nacio´n adaptativa en entornos que cuentan con las peculiaridades antes enumeradas.
As´ı, si se quisieran aplicar algoritmos de combinacio´n a otros problemas de proce-
samiento de sen˜ales acu´sticas, ser´ıa conveniente utilizar las soluciones que se van a
incluir en este trabajo debidamente adaptadas a cada aplicacio´n concreta.
A continuacio´n, se enumeran los principales objetivos de esta Tesis Doctoral, los
cuales sera´n abordados en cap´ıtulos posteriores.
1. El disen˜o de esquemas de combinacio´n adaptativa robustos con respecto a la
SNR presente en el escenario de filtrado, que obtengan un buen comportamiento
ante SNRs desconocidas y variantes en el tiempo. En principio, estos esquemas
se disen˜ara´n para combinar dos filtros adaptativos, valorando la posibilidad de
su extensio´n a la combinacio´n de un nu´mero arbitrario de filtros. Este objetivo
se contempla en el Cap´ıtulo 3.
2. El disen˜o de esquemas de combinacio´n adaptativa en el dominio frecuencial.
Muchas de las aplicaciones de procesamiento de sen˜ales acu´sticas mejoran su
rendimiento y eficiencia cuando se migran al domino frecuencial, obteniendo
un funcionamiento adecuado aunque la densidad espectral de potencia de las
sen˜ales involucradas no sea plana. El Cap´ıtulo 4 tratara´ la combinacio´n adap-
tativa en el dominio frecuencial.
3. El disen˜o de esquemas de combinacio´n que encuentren aplicacio´n en escena-
rios donde se precisa modelar distorsiones lineales y no lineales. Para ello, en el
Cap´ıtulo 5, se planteara´ la implementacio´n de una combinacio´n de filtros no li-
neales, y la combinacio´n de nu´cleos (kernels), que modelan distorsio´n de distin-
tos o´rdenes. Adema´s, se abordara´ el desarrollo de un esquema de combinacio´n
robusto frente a la ausencia o presencia de distorsio´n no lineal, considerando
incluso la posible variacio´n de la potencia de dicha distorsio´n no lineal.
4. El disen˜o de esquemas de combinacio´n que obtengan ventajas cuando la RIR a
identificar es dispersa y, adema´s, la relacio´n SNR es pequen˜a. Estas soluciones
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se estudiara´n en el Cap´ıtulo 6, valorando la combinacio´n por bloques de coefi-
cientes tratando de explotar el compromiso sesgo vs varianza que presentan la
mayor´ıa de esquemas adaptativos.
Aparte de los contenidos que se acaban de detallar, el Cap´ıtulo 2 incluye una
revisio´n del estado del arte, describiendo someramente algunos de los diferentes filtros
adaptativos ma´s importantes y profundizando en la aplicacio´n de cancelacio´n de eco
acu´stico, que va a ser utilizada como base a lo largo del trabajo.
La Tesis Doctoral concluye con el Cap´ıtulo 7, en el que se resumen las conclusiones
del trabajo, as´ı como posibles l´ıneas futuras de investigacio´n.
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Cap´ıtulo 2
Estado del arte en filtrado adaptativo
y cancelacio´n de eco
El Cap´ıtulo 2 revisa el estado del arte de dos piezas fundamentales de este trabajo.
Por una parte, se presentan los tipos de filtros adaptativos ma´s usuales, incluyendo
un repaso de la situacio´n actual de los esquemas de combinacio´n adaptativa. Por otra
parte, teniendo en cuenta que la aplicacio´n de cancelacio´n de eco acu´stico se va a
utilizar a lo largo de la Tesis Doctoral, se incluye tambie´n una revisio´n del estado del
arte en esta aplicacio´n. El cap´ıtulo concluye con un ejemplo de empleo de esquemas
de combinacio´n adaptativa en cancelacio´n acu´stica de eco monocanal.
2.1. Esquemas de filtrado adaptativo ma´s habituales
La mayor´ıa de filtros adaptativos transversales actualizan sus coeficientes si-
guiendo una relacio´n del tipo
w(k + 1) = f[w(k),x(k), d(k),p(k)], (2.1)
donde w(k) son los pesos que caracterizan al filtro en el instante k, p(k) representa
un vector de estado y la funcio´n f [·] difiere segu´n el tipo de esquema adaptativo. En el
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presente texto so´lo se describen los tipos de filtros adaptativos ma´s representativos,
prestando especial atencio´n a co´mo se derivan sus reglas de actualizacio´n, aunque
actualmente se dispone de una gran variedad de esquemas adaptativos [Haykin, 2002;
Sayed, 2003], algunos de ellos especializados para aplicaciones concretas.
Todos estos esquemas de filtrado adaptativo normalmente se presentan en la
literatura como posibles soluciones a diferentes problemas que incluyen sen˜ales reales
y/o complejas. Sin embargo, en la mayor parte de esta Tesis se utilizan sen˜ales reales,
por lo que la derivacio´n de los algoritmos se llevara´ a cabo para el caso real. El lector
interesado en la extensio´n para el caso complejo puede consultar [Haykin, 2002;
Sayed, 2003].
El modelo de filtrado a utilizar se muestra en la figura 2.1, donde x(k) se co-
rresponde con un vector columna que comprende las u´ltimas M muestras de la sen˜al
x(k); yw(k) es un vector columna que incluye los coeficientes de un filtro de respuesta
al impulso finita tipo FIR usado para estimar linealmente la sen˜al deseada d(k).




wm(k)x(k −m) = w
T(k)x(k) (2.2)
siendo wi(k) la i-e´sima componente del vector w(k) y el error de estimacio´n igual a
e(k) = d(k)−y(k). El objetivo es lograr que el error de estimacio´n sea lo ma´s pequen˜o
posible desde un punto de vista estad´ıstico, para lo cual es necesario definir el criterio
usado en la optimizacio´n. Entre los ma´s populares se encuentran la minimizacio´n
del valor cuadra´tico medio del error de estimacio´n, el valor esperado del mo´dulo
del error o el valor esperado de la tercera potencia o superiores del mo´dulo del
error. Probablemente, la opcio´n ma´s usada en la pra´ctica es la minimizacio´n de la
segunda potencia del error, puesto que, adema´s de contar con un mı´nimo absoluto
que define claramente el disen˜o o´ptimo del filtro y da lugar a esquemas pra´cticos cuyo
ana´lisis es fa´cilmente abordable, tiene un sentido f´ısico intr´ınseco al estar relacionada
con la potencia de las sen˜ales. As´ımismo, esta funcio´n de coste es un atractor de
soluciones, ya que, para otras funciones de coste y bajo determinadas condiciones no
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Figura 2.1: Representacio´n del problema de filtrado estad´ıstico lineal.
muy restrictivas, las soluciones coinciden.
2.1.1. Filtro de Wiener
El filtro de Wiener constituye la solucio´n o´ptima (y habitualmente irrealizable)
al proceso de filtrado anteriormente mencionado, minimizando el error cuadra´tico
medio J(w) = E{e2(k)}. En el ana´lisis que sigue se supondra´ que tanto d(k) como
x(k) son realizaciones de procesos estoca´sticos de medias nulas y estacionarios en
sentido amplio. En [Sayed, 2003, Sec 2.5] se puede encontrar informacio´n sobre la
forma de proceder cuando las medias son distintas de cero.
Teniendo en cuenta el modelo de filtrado que se esta´ considerando, dicha funcio´n
de coste puede expresarse como:
J(w) = E{d2(k)} − 2pTw +wTRw (2.3)
donde R = E{x(k)xT(k)} es la matriz de autocorrelacio´n de la entrada y p =
E{d(k)x(k)} el vector de correlacio´n cruzada entre la respuesta deseada y la sen˜al
de entrada.
La solucio´n o´ptima puede obtenerse derivando dicha ecuacio´n con respecto a w
e igualando a cero. Esto resulta en la famosa ecuacio´n de Wiener-Holf en forma
matricial:
Rwo = p (2.4)
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Admitiendo que R tiene inversa, la solucio´n para el vector de pesos o´ptimos wo es
wo = R
−1p (2.5)
y sustituyendo (2.5) en la ecuacio´n (2.3), se obtiene el mı´nimo error cuadra´tico medio
correspondiente a la solucio´n de Wiener:
J(wo) = Jmin = E{d
2(k)} − pTRp. (2.6)
Es posible llegar a la misma solucio´n haciendo uso del conocido como Principio
de Ortogonalidad. Derivando la funcio´n de coste con respecto a cada componente
de w, es decir, wi, e igualando a cero para obtener la solucio´n o´ptima, se obtiene
E{x(k − i)eo(k)} = 0, siendo eo(k) el error asociado al vector de pesos o´ptimo,
i.e., eo(k) = d(k) − w
T
o x(k). Este resultado indica que el error o´ptimo eo(k) es
estad´ısticamente ortogonal a cada muestra del vector de entrada x(k), y por ende, a
la sen˜al de salida y(k).
El filtro de Wiener ofrece la solucio´n o´ptima en entornos estacionarios. Sin em-
bargo, es posible obtener una solucio´n ma´s general mediante el filtro de Kalman, que
define un modelo estado-espacial que permite obtener la solucio´n lineal o´ptima en
ciertos entornos no estacionarios (condicionado al conocimiento de ciertos para´metros
del modelo), basa´ndose en la combinacio´n lineal de las observaciones hasta el instante
k-e´simo. Aunque esta solucio´n es ma´s compleja que el filtro de Wiener desde un pun-
to de vista computacional, la posibilidad de implementarla de forma recurrente, la
hace atractiva. Se puede encontrar informacio´n ma´s detallada acerca de dicho filtro
en [Haykin, 2002].
2.1.2. Algoritmos de descenso por gradiente
El filtro de Wiener (2.4) constituye una solucio´n cerrada al problema de filtra-
do lineal o´ptimo. Sin embargo, se pueden implementar soluciones recurrentes que,
contando con un nu´mero suficiente de iteraciones del algoritmo, alcanzan la solucio´n
o´ptima de Wiener.
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La base de este tipo de soluciones esta´ en encontrar un te´rmino de correccio´n
que, aplicado al vector de pesos en el instante k, w(k), de´ lugar a un vector de
pesos actualizado w(k+1), tal que el valor de la funcio´n de coste se reduzca en cada
iteracio´n del algoritmo, es decir: J [w(k+1)] < J [w(k)]. La condicio´n de actualizacio´n
se puede escribir como:
w(k + 1) = w(k) + ∆w(k) = w(k) + µz(k) (2.7)
donde ∆w(k) representa la correccio´n anteriormente citada, µ es un constante positi-
va que impone la velocidad de adaptacio´n y z(k) es un vector que marca la direccio´n
de actualizacio´n.
Bajo el modelo de filtrado representado en la figura 2.1 y particularizando la
funcio´n de coste para w(k + 1) se obtiene la siguiente expresio´n para z(k) [Sayed,
2003]:
z(k) = −B∇wJ [w(k)]
T (2.8)
siendo B cualquier matriz cuadrada definida positiva, y donde se ha asumido que
J [w(k)] es una funcio´n continuamente diferenciable.
En funcio´n de la eleccio´n de z(k), se obtienen los diferentes tipos de algoritmos de
descenso por gradiente. Aqu´ı se van a revisar los dos ma´s importantes: el algoritmo
de descenso por ma´xima pendiente (steepest descent) y el me´todo de Newton.
Algoritmo de desceso por ma´xima pendiente
El caso ma´s sencillo se da cuando la matriz B se corresponde con la matriz
identidad I. As´ı, z(k) = −∇wJ [w(k)]
T. En el caso concreto de coste cuadra´tico se
tiene que z(k) = 2[p −Rw(k)], lo que significa que el vector de pesos se actualiza
en la direccio´n contraria al vector gradiente de la funcio´n de coste, es decir, en la
direccio´n de ma´xima pendiente.
Con este valor del vector z(k), la ecuacio´n de actualizacio´n queda:
w(k + 1) = w(k) + µ[p−Rw(k)] (2.9)
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donde la constante 2 se ha incorporado al valor de µ. Una ventaja de este esquema
con respecto a la solucio´n de Wiener es que no se precisa la inversio´n de la matriz
R, algo que en ocasiones puede ser computacionalmente muy costoso.
La ecuacio´n (2.9) incluye una realimentacio´n en el ca´lculo de w(k + 1), que de-
pende del te´rmino I−µR. Se puede demostrar fa´cilmente que, para que el algoritmo
converja a la solucio´n de Wiener independientemente del valor inicial w(0), el valor
del paso de adaptacio´n debe cumplir µ < 2/ηmax, siendo ηmax el mayor de los au-
tovalores de la matriz de autocorrelacio´n R. Aunque es posible calcular un paso de
adaptacio´n o´ptimo µopt desde el punto de vista de convergencia, cuando la dispersio´n
de los autovalores de R es muy grande, el me´todo de descenso por ma´xima pendiente
puede tardar mucho tiempo en converger a la solucio´n o´ptima de Wiener wo, si bien
es cierto que en el l´ımite siempre se cumple w(∞) = l´ımk→∞w(k) = wo. Con todo,
el me´todo de descenso por ma´xima pendiente destaca por su sencillez, por lo que ha
sido usado como base de distintos filtros adaptativos.
El me´todo de Newton
El me´todo de Newton evita el problema de la dispersio´n de autovalores observado
en el algoritmo de descenso por ma´xima pendiente. Para ello, el valor de la matriz B
se selecciona como la inversa de la matriz Hessiana de la funcio´n de coste. En este
caso, la direccio´n de bu´squeda es:





Para coste cuadra´tico −∇2
w
J [w(k)] = 2R, dando lugar a la siguiente recurrencia:
w(k + 1) = w(k) + µR−1[p−Rw(k)]. (2.11)
En este caso, es fa´cil demostrar que el algoritmo converge siempre que 0 < µ < 2.
Adema´s se observa que, a diferencia del algoritmo de descenso por ma´xima pendiente,
la condicio´n de convergencia no depende de ningu´n estad´ıstico de x(k).
Un resultado interesante se obtiene cuando se selecciona µ = 1. Si se sustituye este
valor en la ecuacio´n (2.11), se comprueba que el me´todo de Newton consigue llegar
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a la solucio´n o´ptima de Wiener, w(k + 1) = wo = R
−1p, en una iteracio´n, indepen-
dientemente del valor de origen w(k). Para otra seleccio´n del valor de µ < 2 se puede
demostrar que para k → ∞ siempre se alcanza la solucio´n o´ptima. Sin embargo, al
igual que la solucio´n de Wiener, el me´todo de Newton puede presentar un elevado
coste computacional puesto que es necesario invertir la matriz de autocorrelaciones
R.
Cuando el Hessiano de la funcio´n de coste es una matriz cercana a singular,
es conveniente emplear regularizacio´n, sumando una pequen˜a cantidad que evita
problemas nume´ricos al realizar la inversio´n. En ocasiones, a este algoritmo se le
denomina me´todo de Levenberg-Marquardt o me´todo de Newton regularizado [Sayed,
2003], y esta´ caracterizado (para coste cuadra´tico) por:
w(k + 1) = w(k) + µ[εI+R]−1[p−Rw(k)]. (2.12)
2.1.3. Algoritmos de gradiente estoca´stico
Tanto el filtro de Wiener como los me´todos de descenso por ma´xima pendiente y
de Newton precisan del conocimiento exacto de los estad´ısticos de la sen˜al (R y p)
para calcular la solucio´n o´ptima. Los algoritmos de gradiente estoca´stico tratan de
solucionar este inconveniente sustituyendo el gradiente por diferentes estimaciones,
que dara´n lugar a algoritmos con complejidad y caracter´ısticas operativas distintas.
La denominacio´n de algoritmos de gradiente estoca´stico se debe a que la direccio´n
de actualizacio´n del algoritmo esta´ sujeta a ciertos movimientos aleatorios, que se
conocen normalmente como ruido de gradiente. Por esta razo´n, dichos algoritmos, a
diferencia del me´todo de descenso por ma´xima pendiente o el me´todo de Newton,
no son capaces de alcanzar el mı´nimo de Wiener, sino que, una vez que han con-
vergido, alcanzan un valor J(∞) = Jmin + Jex(∞), donde, Jmin se refiere al coste del
filtro o´ptimo de Wiener, y Jex se denomina exceso de error cuadra´tico medio, que es
producido por el anteriormente citado ruido de gradiente.
Sin embargo, los algoritmos de gradiente estoca´stico son una alternativa muy
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eficiente, ya que, por medio de la recurrencia que los gobierna, consiguen aprender
los estad´ısticos de las sen˜ales presentes en el filtrado y, adema´s, permiten adaptarse
a cambios en dichos estad´ısticos, que dar´ıan lugar a cambios en la solucio´n o´ptima
wo.
A continuacio´n se describen algunos de los esquemas adaptativos ma´s populares.
El filtro de M´ınimo error Cuadra´tico Medio (LMS)
En 1960 Widrow y Hoff presentaron uno de los algoritmos adaptativos ma´s im-
portantes de que se dispone, denominado filtro de mı´nimo error cuadra´tico medio
(Least Mean Square, LMS) [Widrow and Hoff, 1960]. La ecuacio´n que gobierna el
funcionamiento de este filtro puede obtenerse de diferentes formas [Haykin, 2002;
Sayed, 2003]. Una de ellas consiste en, partiendo del algoritmo de descenso por
ma´xima pendiente, sustituir el gradiente por una aproximacio´n instanta´nea basa-
da en medidas reales obtenidas en una realizacio´n del proceso estoca´stico cuyos
estad´ısticos se desconocen. Es decir, z(k) = −∇wJ [w(k)]
T = 2[p − Rw(k)] ≈
2[x(k)d(k) − x(k)xT(k)w(k)]. De esta forma, la ecuacio´n que describe el algoritmo
LMS es:
w(k + 1) = w(k) + µx(k)[d(k)−wT(k)x(k)] = w(k) + µx(k)e(k) (2.13)
donde se ha incorporado la constante 2 al paso de adaptacio´n µ.
Cabe mencionar que tambie´n es posible obtener la regla de actualizacio´n del filtro
LMS por medio de la minimizacio´n por gradiente del valor instanta´neo del cuadrado
de la sen˜al de error, e2(k):




Como se puede ver, la ecuacio´n de actualizacio´n incluye un proceso de filtrado
necesario para calcular el error de estimacio´n e(k). Adema´s, se lleva a cabo un pro-
ceso de realimentacio´n que permite, condicionada a una correcta eleccio´n de µ, la
convergencia del algoritmo. El paso de adaptacio´n µ controla la variacio´n del vector
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de pesos w(k) de una iteracio´n a la siguiente, marcando tanto la velocidad de con-
vergencia como el desajuste final del algoritmo, anteriormente definido como J(∞).
De esta forma, existe un compromiso en la seleccio´n del paso de adaptacio´n:
Valores de µ altos dan lugar a una convergencia ra´pida, pero se obtiene un
error residual elevado.
Valores de µ bajos hacen que el filtro converja a una solucio´n ma´s cercana al
o´ptimo en sentido cuadra´tico, pero dicha convergencia es ma´s lenta.
El valor de µ que optimiza la capacidad de seguimiento del algoritmo LMS
depende de la velocidad con la que se producen los cambios.
El papel de µ puede interpretarse como si el filtro adaptativo estuviera dotado de
memoria, de forma que valores altos de µ se corresponder´ıan con una memoria corta.
Por esta razo´n, al valor 1/µ se le denomina en ocasiones memoria del filtro LMS.
La seleccio´n de los valores de µ que permiten que el algoritmo converja esta´ muy
relacionada con los estad´ısticos de la sen˜al de entrada x(k). En general, la convergen-
cia del algoritmo se ralentiza ante entradas coloreadas. Cuando el filtro LMS tiene
una longitud M moderada o grande, la condicio´n de convergencia para el paso de
adaptacio´n es [Butterweck, 2001]:




donde Smax representa el valor ma´ximo de la densidad espectral de potencia del
proceso de entrada. Se debe recordar que una de las peculiaridades de las aplicaciones
de procesamiento de sen˜ales acu´sticas es que la longitud de los filtros adaptativos
debe ser grande, puesto que la respuesta al impulso de los recintos suele ser del orden
de cientos de milisegundos. Por lo tanto, en caso de usar filtros LMS, la ecuacio´n
(2.15) debera´ satisfacerse para asegurar una correcta convergencia, lo que implica µ
bajas y, por tanto, una convergencia lenta.
El filtro LMS constituye una solucio´n sencilla, en lo que refiere a carga com-
putacional, pero eficaz, por lo que se ha convertido en un algoritmo de uso muy
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extendido. Por esta razo´n, el filtro LMS ha sido ampliamente estudiado, tratando
de encontrar soluciones que minimicen los compromisos presentes en la seleccio´n
del paso de adaptacio´n µ, como puede ser el uso de algoritmos de gestio´n del paso
de adaptacio´n (ver, entre otros, [Benveniste et al., 1990; Aboulnasr and Mayyas,
1997; Kushner and Yang, 1995]). Una de las soluciones ma´s recientes [Arenas-Garc´ıa
et al., 2006a] se basa en la combinacio´n adaptativa de dos filtros LMS cuyos pasos
de adaptacio´n cumplen µ1 = rµ2, eligiendo t´ıpicamente r = 10 y µ1 cerca del l´ımite
superior de la ecuacio´n (2.15).
El filtro LMS normalizado (NLMS)
Con el fin de obtener un esquema similar al filtro LMS pero cuyo paso de
adaptacio´n sea independiente de la potencia de la sen˜al de entrada, [Nagumo and
Noda, 1967] y [Albert and Gardner, 1967] propusieron de forma independiente una
versio´n normalizada del algoritmo LMS (Normalized LMS, NLMS). Aunque de nuevo
existen diferentes formas de obtener la ecuacio´n que gobierna su funcionamiento, en
este texto se parte de la ecuacio´n (2.12) que describe el me´todo de Newton regulariza-
do. Realizando las siguientes sustituciones que utilizan aproximaciones instanta´neas
basadas en observaciones:
εI+R ≈ εI+ x(k)xT(k) y (2.16)
p−Rw(k) ≈ x(k)[d(k)−wT(k)x(k)], (2.17)
la recurrencia que gobierna el filtro NLMS queda:
w(k + 1) = w(k) + µ[εI+ x(k)xT(k)]−1x(k)e(k). (2.18)
Sin embargo, la ecuacio´n (2.18) incluye una inversio´n matricial por iteracio´n, lo
que supone un elevado coste computacional. Aplicando el lema de inversio´n matri-
cial1 [Woodbury, 1950], se puede reformular la regla de actualizacio´n del filtro NLMS
1(A+BCD)−1 = A−1 −A−1B(C−1 +DA−1B)−1A−1.
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como:




donde ε es una pequen˜a constante positiva que evita problemas nume´ricos cuando
la norma eucl´ıdea de x(k), ‖x(k)‖2, es muy pequen˜a. Dicha constante se vuelve ma´s
prescindible cuando la longitud del filtro adaptativo es grande.
Como se puede observar, el filtro NLMS normaliza la actualizacio´n de los coe-
ficientes, dividiendo el paso de adaptacio´n por una estimacio´n de la potencia de la
sen˜al de entrada (la norma eucl´ıdea del vector de entrada). La actualizacio´n de los
coeficientes del filtro LMS, vista en la ecuacio´n (2.13), es directamente proporcional
al vector de entrada x(k), lo que hace que, si x(k) es grande, el filtro LMS sufra
un problema de amplificacio´n del ruido de gradiente. Sin embargo, este problema no
existe en el filtro NLMS, ya que la actualizacio´n del vector de pesos es directamente
proporcional a una versio´n normalizada del vector de entrada x(k).
Otro aspecto importante que diferencia a los filtros adaptativos LMS y NLMS es
el margen de valores del paso de adaptacio´n que aseguran la convergencia del filtro.
Mientras que en el caso del filtro LMS, dicho margen depend´ıa de la sen˜al de entrada
(ve´ase (2.15)), en el caso del algoritmo NLMS, el filtro adaptativo convergera´ siempre
que 0 < µ < 2, facilitando as´ı la seleccio´n de µ [Sayed, 2003]. En la pra´ctica se emplea
frecuentemente µ = 1.
Puesto que las sen˜ales involucradas en aplicaciones de procesamiento adaptativo
de sen˜ales acu´sticas poseen una potencia variable en el tiempo, que incluye tanto
periodos de actividad como periodos de silencio, el filtro NLMS constituye una opcio´n
muy eficiente para dichas aplicaciones. Sin embargo, se debe hacer notar que el filtro
NLMS conserva el mismo compromiso entre desajuste final, convergencia y capacidad
de seguimiento observado en el LMS.
Existen otras formas de estimar la potencia de la sen˜al de entrada, como la que
introduce el filtro NLMS con normalizacio´n de potencia [Sayed, 2003]. La ecuacio´n
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que gobierna la actualizacio´n en este filtro es:




siendo p(k) = βp(k−1)+(1−β) |x(k)|2, donde el para´metro β, normalmente cercano
a uno, gobierna la actualizacio´n de p(k), introduciendo memoria en la estimacio´n de
la potencia de la sen˜al.
El filtro de proyecciones afines (APA)
A continuacio´n, por razones de completitud, se incluye el filtro de proyecciones
afines (Affine Projection Algorithm, APA) si bien, no se ha empleado en esta Tesis
Doctoral. Este esquema utiliza una estimacio´n ma´s elaborada de la matriz de auto-
correlacio´n R y del vector de correlacio´n cruzada p usando los u´ltimos N vectores de
la sen˜al de entrada x(k), y los u´ltimos N valores de la sen˜al de referencia d(k) [Ozeki
and Umeda, 1984]. La expresio´n que gobierna la actualizacio´n de este algoritmo es
w(k + 1) = w(k) + µXT(k)[εI+X(k)XT(k)]−1e(k), (2.21)
donde X(k) es una matriz de N × M elementos cuyas filas se corresponden con
xT(k − n) = [x(k − n), x(k − n − 1), ..., x(k − n − M)] con n = 0, ..., N − 1 y
d(k) = [d(k−n), d(k−n−1), ..., d(k−n−M)]T es un vector que incluye las u´ltimas
N observaciones. Normalmente el para´metro N , habitualmente definido como orden
de proyeccio´n, cumple N ≤ M . Adema´s, al contrario que los algoritmos LMS y
NLMS donde el error de estimacio´n es un escalar e(k) = d(k)− xT(k)w(k), en este
caso se ha definido el vector de error e(k) = d(k)−X(k)w(k). No´tese que, en el caso
particular N = 1 el algoritmo APA se convierte en el filtro NLMS.
Para valores de N > 1, el algoritmo de proyecciones afines supone una mayor
carga computacional que el algoritmo NLMS, pero, sin embargo, obtiene una con-
vergencia ma´s ra´pida conforme aumenta N , principalmente para entradas coloreadas
[Sayed, 2003], por lo que el orden de proyeccio´n impone un compromiso entre carga
computacional y prestaciones del filtro. Existen variaciones del algoritmo APA que
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tratan de reducir el alto coste computacional asociado al algoritmo, manteniendo sus
caracter´ısticas en lo que a convergencia se refiere [Sayed, 2003; Gay and Benesty,
2000]. Al igual que en otros algoritmos de la familia del filtro LMS, existe un com-
promiso entre desajuste final, convergencia y capacidad de seguimiento impuesto por
la seleccio´n de un paso de adaptacio´n.
Entre otras aplicaciones relacionadas con el procesamiento de sen˜ales acu´sticas,
el filtro de proyecciones afines ha sido aplicado con e´xito en escenarios de control
activo de ruido, como puede verse en [Ferrer et al., 2008].
El filtro recurrente de m´ınimos cuadrados (RLS)
En la literatura se encuentran dos orientaciones principales diferentes para ob-
tener la ecuacio´n de actualizacio´n del filtro RLS. La primera se basa en un me´todo
aproximado de descenso por gradiente [Sayed, 2003], de una forma similar al proce-
dimiento utilizado para el filtro NLMS. Una aproximacio´n diferente permite derivarlo
como una solucio´n exacta (determinista) de un problema de estimacio´n definido por
una funcio´n de coste tipo mı´nimos cuadrados
J [w(k + 1)] =
k∑
j=1
ηk−j[d(j)− xT(j)w(k + 1)]2, (2.22)
siendo η < 1 una constante positiva que actu´a como factor de olvido, permitiendo al
filtro adaptarse a escenarios no estacionarios.
Sin embargo, sobre todo en las primeras etapas del algoritmo, el problema descrito
en la ecuacio´n (2.22) esta´ mal condicionado, lo que dificulta su resolucio´n. Para
evitarlo, se suele incluir un te´rmino de regularizacio´n en la funcio´n de coste, siendo
usual la reformulacio´n del problema como [Haykin, 2002; Sayed, 2003]
J [w(k + 1)] =
k∑
j=1
ηk−j[d(j)− xT(j)w(k + 1)]2 + δηk ‖w(k + 1)‖2 , (2.23)
donde δ es un nu´mero real positivo denominado constante de regularizacio´n.
Para obtener la ecuacio´n de recurrencia del filtro RLS se puede proceder de
forma similar al caso del filtro de Wiener, obteniendo wo(k + 1) = P(k)z(k), donde
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P(k) es la inversa de una matriz de promedios ponderados a lo largo del tiempo de
correlaciones entre las componentes de la sen˜al de entrada x(k), y z(k) se corresponde
con un vector de promedios temporales ponderados del producto entre x(k) y d(k).
Puede observarse co´mo P(k) y z(k) juegan el papel, respectivamente, de la inversa de
la matriz de autocorrelacio´n de la sen˜al de entrada y del vector de correlacio´n cruzada
entre sen˜al de entrada y sen˜al deseada, estimados a lo largo del tiempo. Para facilitar
la aplicacio´n, ambas magnitudes pueden calcularse de forma recurrente como
P(k) =
[
ηP−1(k − 1) + x(k)xT(k)
]−1
y (2.24)
z(k) = ηz(k − 1) + x(k)d(k). (2.25)
Teniendo esto en cuenta y aplicando el lema de inversio´n matricial, tras algunas
sencillas manipulaciones se llega a la ecuacio´n de actualizacio´n del filtro RLS
w(k + 1) = w(k) + g(k)e(k), (2.26)
donde g(k) se denomina vector de ganancia, y puede calcularse como
g(k) =
η−1P(k − 1)x(k)
1 + η−1xT(k)P(k − 1)x(k)
, (2.27)
Aunque el algoritmo RLS es computacionalmente ma´s costoso que el LMS, pre-
senta ciertas ventajas, ya que la velocidad de convergencia es superior a la del filtro
LMS ante entradas coloreadas habituales en la pra´ctica, y, adema´s, esta velocidad
de convergencia es invariante con respecto a la dispersio´n de los autovalores de la
matriz R.
En el caso del filtro RLS, el factor de olvido η juega un papel similar al del paso de
adaptacio´n µ en el algoritmo LMS, por lo que, de nuevo, existe un compromiso entre
velocidad de convergencia, desajuste final y capacidad de seguimiento del algoritmo.
2.2. Combinacio´n adaptativa de filtros adaptativos
Los esquemas de combinacio´n esta´n formados por dos partes fundamentales:
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Filtros componentes. Pueden ser filtros adaptativos del mismo tipo cuya
adaptacio´n difiere en algu´n aspecto, por ejemplo dos filtros LMS con diferentes
velocidades de convergencia, o filtros adaptativos de tipos diferentes2. Cada
filtro componente se actualiza siguiendo su propio criterio, independientemente
del funcionamiento de los dema´s componentes.
Esquema de combinacio´n. Existen diferentes formas posibles de combi-
nacio´n atendiendo al nu´mero y rango de valores posibles que pueden alcan-
zar los para´metros de mezcla. Adema´s, la forma en la que estos para´metros
de mezcla se adaptan puede dar lugar a diferencias en la operacio´n del filtro
combinado.
2.2.1. Combinacio´n adaptativa de dos filtros adaptativos
En el caso ma´s sencillo, las salidas de dos filtros componentes con caracter´ısticas
complementarias y1(k) e y2(k), se mezclan linealmente segu´n
yc(k) = λ(k)y1(k) + [1− λ(k)]y2(k) (2.28)
donde yc(k) representa la salida de la combinacio´n y λ(k) el para´metro de mezcla.
Cada filtro componente se actualiza siguiendo su propio criterio, normalmente
buscando minimizar una funcio´n de coste dependiente de su propio error ei(k) =
d(k)− yi(k) con i = 1, 2, e independientemente del funcionamiento del otro filtro. Se
puede obtener sencillamente el error combinado, ec(k), como
ec(k) = λ(k)e1(k) + [1− λ(k)]e2(k); (2.29)
y el vector de pesos de un filtro u´nico equivalente, wc(k), como
wc(k) = λ(k)w1(k) + [1− λ(k)]w2(k). (2.30)
2Incluso se puede considerar la combinacio´n de un filtro adaptativo con un filtro de coeficientes
costantes.
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Si la longitud de ambos filtros componentes, w1(k) y w2(k), es diferente, se necesita
rellenar con ceros el filtro de menor longitud.
La combinacio´n se actualiza con el objetivo de cumplir un cierto criterio que
involucre la salida combinada de ambos filtros, yc(k), normalmente minimizando
una funcio´n de coste que incluya el error combinado ec(k). Si el para´metro de mezcla
λ(k) se adapta de forma adecuada, el filtro combinado resultante se comporta al
menos como el mejor de los componentes, y bajo ciertas condiciones, incluso mejor
que ambos [Arenas-Garc´ıa et al., 2006a]. La figura 2.2 presenta un esquema de la
combinacio´n adaptativa de dos filtros adaptativos.
Figura 2.2: Combinacio´n adaptativa de dos filtros adaptativos. Cada filtro se adap-
ta independientemente, mientras que el para´metro de mezcla λ(k) se adapta para
minimizar la potencia del error de la combinacio´n, ec(k).
Inicialmente, la combinacio´n de filtros se presento´ como una forma de aliviar el
compromiso entre velocidad de convergencia y error residual inherente al filtro LMS,
combinando dos filtros LMS que exclusivamente difer´ıan en el paso de adaptacio´n µ.
Sin embargo, el mismo esquema ha sido aplicado con e´xito en otros casos, por lo que
aqu´ı se expondra´ de la forma ma´s general posible.
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Tal y como se observa en la ecuacio´n (2.28), las salidas de dos filtros componentes
se mezclan de forma lineal mediante un u´nico para´metro de mezcla. Sin embargo, en
funcio´n del margen de valores de λ(k), se distinguen dos tipos de combinaciones:
Combinacio´n convexa. En este caso se tiene 0 ≤ λ(k) ≤ 1, por lo que la salida
combinada siempre se encontrara´ limitada por los valores de las salidas de los
dos filtros componentes.
Combinacio´n af´ın. La combinacio´n af´ın no impone limitaciones al valor del
para´metro de mezcla3. En [Bershad et al., 2008] se demostro´ que la combi-
nacio´n o´ptima de dos filtros LMS que exclusivamente difieren en el paso de
adaptacio´n daba lugar a un valor en estacionario λ(∞) < 0, algo inalcanzable
por la combinacio´n convexa, pero s´ı por una combinacio´n af´ın. Este resultado
se amplio´ considerando la combinacio´n de otros filtros componentes en [Candi-
do et al., 2010; Kozat et al., 2010], donde se demostro´ que la ma´xima ganancia
de una combinacio´n af´ın con respecto a ambos componentes es de 3 dB. Si
bien es cierto que la combinacio´n af´ın puede ofrecer ventajas respecto a la
convexa, dichas ventajas son, en muchos casos pra´cticos, poco significativas,
presenta´ndose normalmente ma´s dificultades en la adaptacio´n de los esquemas
de combinacio´n af´ın.
Existen diferentes esquemas de adaptacio´n del para´metro de mezcla que contem-
plan la combinacio´n convexa de dos filtros adaptativos, entre los que destacan el
presentado en [Arenas-Garc´ıa et al., 2006a] y su versio´n normalizada [Azpicueta-
Ruiz et al., 2008b]. En estos esquemas, el para´metro de mezcla λ(k) se adapta con el
objetivo de minimizar la segunda potencia del error del filtro combinado e2c(k). Sin
embargo, en lugar de actualizar directamente λ(k), se adapta otro para´metro a(k),
un´ıvocamente relacionado con λ(k) por medio de la funcio´n sigmoidal:




3Sin embargo, esquemas pra´cticos como los incluidos en [Azpicueta-Ruiz et al., 2008a] y [Bershad
et al., 2008] obtienen una operacio´n ma´s eficaz si limitan el margen a λ(k) ≤ 1.
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y recibiendo ambos, indistintamente, la denominacio´n de para´metros de mezcla. Una
de las ventajas del uso de la funcio´n sigmoidal radica en que, de esta forma, se
consigue fa´cilmente que 0 < λ(k) < 1.
Para adaptar a(k) se aplica un algoritmo de descenso por gradiente tipo LMS con
el objeto de minimizar e2c(k), obteniendo la ecuacio´n de actualizacio´n [Arenas-Garc´ıa
et al., 2006a]:




a(k) + µaec(k)[e2(k)− e1(k)]λ(k)[1− λ(k)], (2.32)
donde µa es un paso de adaptacio´n que gobierna la actualizacio´n del para´metro a(k).
Como puede observarse en (2.32), la actualizacio´n de a(k) se paraliza cuando λ(k)
se acerca a los valores l´ımites uno o cero. Para evitar este inconveniente, el rango de
valores de a(k) debe limitarse, siendo usual considerar a(k) ∈ [−4, 4].
Al igual que otros algoritmos de descenso por gradiente, la actualizacio´n del
para´metro de mezcla segu´n (2.32) tambie´n presenta el problema del ruido de gra-
diente. Sin embargo, gracias a la inclusio´n de la funcio´n sigmoide, este problema se
ve minimizado cuando la combinacio´n se comporta de forma similar a uno de sus dos
componentes, es decir, cuando λ(k) ≈ 0 o λ(k) ≈ 1, gracias al te´rmino λ(k)[1−λ(k)]
presente en dicha expresio´n.
Existen diferentes esquemas pra´cticos de combinacio´n af´ın, entre los que destacan
los presentados en [Candido et al., 2010] basados en la minimizacio´n de e2c(k) por
medio de un esquema de gradiente estoca´stico y el presentado en [Azpicueta-Ruiz
et al., 2008a] basado en la minimizacio´n de un problema tipo mı´nimos cuadrados. Por
lo general, los esquemas pra´cticos de combinacio´n af´ın existentes son ma´s complicados
de adaptar que los convexos.
Tambie´n es posible combinar dos filtros por medio de dos para´metros de mezcla,
sin restriccio´n alguna
yc(k) = λ1(k)y1(k) + λ2(k)y2(k). (2.33)
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Se pueden encontrar esquemas pra´cticos de combinacio´n sin restricciones en [Kozat
et al., 2010]. Sin embargo, la ecuacio´n (2.33) puede reescribirse como
yc(k) = λ1(k)y1(k) + α(k)[1− λ1(k)]y2(k), (2.34)
pasando a un esquema donde se tienen que adaptar dos para´metros de mezcla
pertenecientes a combinaciones afines o convexas, algo ma´s sencillo en la pra´ctica.
Independientemente de si se contempla una combinacio´n af´ın o convexa, si la
adaptacio´n de λ(k) es correcta, el filtro combinado responde al menos como el mejor
de sus filtros componentes, y bajo ciertas circustancias, incluso mejor que ambos
[Arenas-Garc´ıa et al., 2006a; Candido et al., 2010].
Ma´s informacio´n acerca de estos esquemas de combinacio´n y el ana´lisis teo´rico de
sus prestaciones puede encontrarse en [Arenas-Garc´ıa et al., 2006a; Candido et al.,
2010; Kozat et al., 2010].
2.2.2. Otros esquemas de combinacio´n
En esta subseccio´n se describen otros esquemas de combinacio´n de filtros que
difieren de los incluidos en la Subseccio´n 2.2.1, pero que tambie´n sirven para mejorar
el funcionamiento de los filtros adaptativos.
Combinaciones de ma´s de dos elementos. La filosof´ıa de la combinacio´n de filtros
puede extenderse considerando un nu´mero arbitrario de filtros adaptativos G.
Tanto para el caso convexo como af´ın, la salida combinada viene dada por:








Existen diferentes reglas de actualizacio´n para la combinacio´n de G filtros,
entre las que destaca la publicada en [Arenas-Garc´ıa et al., 2005] para el caso
convexo, basada en una activacio´n softmax, y la extensio´n de la regla tipo
mı´nimos cuadrados, publicada en [Azpicueta-Ruiz et al., 2010a].
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Esquemas de combinacio´n desacoplados y combinacio´n por bloques. Existe la
posibilidad de, en lugar de utilizar un u´nico para´metro de mezcla para todos
los coeficientes de los filtros componentes, segu´n la ecuacio´n (2.30), utilizar
un para´metro de mezcla para cada bloque de coeficientes, o, en el l´ımite, de-
sacoplar el sistema totalmente, utilizando tantos para´metros de mezcla como
coeficientes [Arenas-Garc´ıa et al., 2005]. Esta forma de actuar permite obtener
ciertas ventajas desde el punto de vista operativo al tratar independientemente
distintas partes de los filtros adaptativos, aunque da lugar a un incremento en
el coste computacional.
Esquemas de combinacio´n de nu´cleos. Cuando se consideran filtros compo-
nentes compuestos por nu´cleos de diferente orden, como por ejemplo los filtros
de Volterra, es posible realizar la combinacio´n de nu´cleos del mismo orden
[Azpicueta-Ruiz et al., 2011].
2.3. Cancelacio´n de eco acu´stico
El problema de la cancelacio´n de eco acu´stico surge t´ıpicamente cuando existe
acoplamiento acu´stico entre un micro´fono y un altavoz situados en el interior de un
recinto. Se denomina acoplamiento al hecho de que el micro´fono capta la sen˜al que
emite el altavoz y se propaga por la sala. Cuando tanto el micro´fono como el altavoz
pertenecen a un sistema de telecomunicaciones, la comunicacio´n puede verse afectada
porque los usuarios pueden llegar a escuchar su misma voz retrasada, reducie´ndose
as´ı la capacidad de comunicacio´n. Este feno´meno es ma´s notable en sistemas de
comunicaciones manos-libres. Adema´s, si, por ejemplo, tras el transductor receptor
se situ´a un sistema de reconocimiento automa´tico de voz, este reconocimiento puede
verse degradado debido al eco captado por el micro´fono. Cuando el micro´fono y el
altavoz esta´n muy pro´ximos entre s´ı, el acoplamiento acu´stico puede dar lugar a
inestabilidades en el lazo de realimentacio´n [Breining et al., 1999; Gay and Benesty,
2000].
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Tradicionalmente, la solucio´n a este problema se ha abordado usando medios
acu´sticos [Breining et al., 1999]:
En el caso de sistemas orientados al pu´blico, se trata de aliviar este problema
gracias a la atenuacio´n que presentan altavoces y micro´fonos directivos (o arrays
de e´stos).
En sistemas de telefon´ıa tradicional, el altavoz y el micro´fono se combinan en
un mano´fono que da lugar a una atenuacio´n en torno a los 45 dB.
Originalmente, los sistemas de telefon´ıa manos-libres fueron posibles pasando
de una comunicacio´n full-duplex a una comunicacio´n half-duplex por medio del
uso de conmutadores activados por voz. Sin embargo, controlar estos conmu-
tadores era una tarea muy complicada, dando lugar a que la comunicacio´n no
resultase natural, al requerir locutores altamente disciplinados.
Sin embargo, gracias a los desarrollos algor´ıtmicos en el a´mbito del procesamiento
digital de sen˜ales, el uso de un filtro adaptativo en paralelo con el sistema formado por
altavoz-recinto-micro´fono ha llegado a ser econo´micamente y te´cnicamente abordable,
constituyendo la solucio´n que ma´s e´xito tiene actualmente.
La figura 2.3 representa un esquema ba´sico de cancelacio´n de eco acu´stico, con-
siderando que existen exclusivamente un micro´fono y un altavoz en el interior de la
sala, por lo que se habla en este caso de cancelacio´n monocanal. El elemento cen-
tral de un sistema de cancelacio´n de eco acu´stico es el filtro adaptativo que trata
de modelar la respuesta al impulso h(k) del sistema altavoz-recinto-micro´fono para
obtener una re´plica y(k) de la sen˜al yh(k) por medio de un filtro adaptativo w(k). Sin
embargo, la sen˜al que capta el micro´fono d(k) no se corresponde exclusivamente con
la sen˜al yh(k) sino que incluye otras sen˜ales, cuya superposicio´n ha sido representada
en la figura como n(k), entre las que destacan el ruido ambiente existente en la sala
nd(k) y la sen˜al de voz del usuario s(k). Si la cancelacio´n es perfecta, la sen˜al de error
e(k) = d(k)− y(k) ser´ıa ide´ntica a n(k). Sin embargo, puesto que dicha cancelacio´n
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Figura 2.3: Sistema de cancelacio´n de eco monocanal.
no es perfecta, se suele dar que e(k) = ea(k) + n(k), denomina´ndose ea(k) error a
priori del filtro.
2.3.1. Respuesta al impulso h(k)
La respuesta al impulso h(k) representa la relacio´n entre la sen˜al a emitir por parte
del altavoz x(k) y la sen˜al transducida por el micro´fono yh(k). Considerando niveles
de presio´n bajos, reg´ımenes de funcionamiento de los amplificadores de potencia
normales, y no sobrecarga de los convertidores A/D, h(k) se supone lineal. Por esa
razo´n, el filtro adaptativow(k) normalmente es lineal. Sin embargo, en caso contrario,
es necesario el uso de un esquema no lineal para modelar las distorsiones no lineales,
tal y como se vera´ en el Cap´ıtulo 5.
La forma de la respuesta al impulso h(k) depende principalmente de las condi-
ciones de propagacio´n de la sen˜al emitida por el altavoz. En dicha propagacio´n in-
fluyen:
El volumen y la forma de la sala.
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Los materiales que recubren las paredes del recinto y los objetos presentes en el
mismo. La capacidad de absorcio´n acu´stica de los materiales con los que esta´n
acondicionadas las salas influye en la cantidad de energ´ıa que se absorbe y se
refleja cuando una onda choca contra una superficie.
Sabine [Cremer and Mu¨ller, 1982] formulo´ una estimacio´n para el tiempo de
reverberacio´n4 T60 en funcio´n del volumen V , superficie y coeficientes de ab-





donde S representa la superficie total del recinto y α¯ se corresponde con el
coeficiente de absorcio´n promedio de la sala. Puesto que la absorcio´n var´ıa con
la frecuencia, T60 tambie´n muestra una dependencia con la frecuencia.
Los objetos presentes en la sala tambie´n influyen en la forma de la RIR, ya
que ofrecen una cierta absorcio´n y, adema´s, su posicio´n modifica la propa-
gacio´n acu´stica en el interior del recinto gracias a los feno´menos de refraccio´n
y difraccio´n sonora.
La posicio´n de receptor y emisor. Para una misma sala, la posicio´n del emisor
influye en la propagacio´n acu´stica, as´ı como la posicio´n del receptor condiciona
el orden en el que se reciben las reflexiones.
La temperatura y humedad. Las condiciones de propagacio´n dependen de la
temperatura y humedad del fluido que ocupa el recinto (normalmente aire)
condicionando la absorcio´n sonora en la propagacio´n.
Los objetos mo´viles, las modificaciones en los entornos acu´sticos (p. ej. una puerta
que se abre), los cambios en la posicio´n de emisor y receptor, las variaciones de
4El tiempo de reverberacio´n se define como el tiempo que tarda la energ´ıa acu´stica en un recinto
en decaer hasta una millone´sima parte (60 dB) desde su valor inicial, una vez que la fuente deja de
emitir. Es una medida de la persistencia del sonido en una sala.
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temperatura, etc. hacen que la respuesta al impulso h(k) sea variable en el tiempo.
Se puede encontrar informacio´n acerca de co´mo var´ıa la respuesta al impulso de un
recinto en funcio´n de las posiciones de micro´fono y altavoz en [Mourjopoulos, 1985],
[van de Kerkhof and Kitzen, 1992] y [Hikichi and Itakura, 1994]; y en funcio´n de la
temperatura, en [Omura et al., 1999].
Adema´s, existe una gran variedad de entornos acu´sticos donde se puede emplear
un sistema de cancelacio´n de eco acu´stico, cuyo tiempo de reverberacio´n var´ıa desde
decenas de milisegundos (p. ej., un automo´vil) a centenas de milisegundos (p. ej.,
una oficina t´ıpica). Incluso recintos mayores, como terminales de aeropuertos, pueden
llegar a sobrepasar el segundo. Esto hace que la longitud del filtro adaptativo w(k)
debiese ser diferente en funcio´n del recinto acu´stico donde se use el cancelador de eco,
en caso de que e´ste so´lo se utilice en dicho recinto. Sin embargo, independientemente
del recinto, suele ser comu´n el uso de filtros adaptativos de longitudes grandes, siendo
valores t´ıpicos 512 o´ 1024 coeficientes (supuesta una frecuencia de muestreo de 8 kHz),
asumiendo au´n as´ı que normalmente se esta´ submodelando la RIR, y que una parte
de la misma no se estara´ cancelando.
Independientemente del tipo de recinto, la RIR suele tener una forma similar a la
mostrada en la figura 2.4. Para medir la respuesta al impulso de una sala es necesario
emitir una sen˜al que aproxime una delta de Dirac, δ(t), y grabar la sen˜al de pre-
sio´n resultante de su propagacio´n. Esta sen˜al incluye, normalmente, la propagacio´n
mediante la v´ıa directa entre altavoz y receptor, y un gran nu´mero de reflexiones.
Las primeras reflexiones, generadas como choques de primer orden contra superfi-
cies cercanas, normalmente tienen una energ´ıa alta y su ordenacio´n en el tiempo es
responsable de la sensacio´n de volumen. Las u´ltimas reflexiones tienen una energ´ıa
mucho menor y componen lo que normalmente se denomina reverberacio´n.
2.3.2. Filtrado adaptativo para cancelacio´n de eco acu´stico
A la vista de lo explicado en la Subseccio´n 2.3.1, queda clara la necesidad de
contar con un elemento que modele h(k), considerando que la longitud de dicha RIR
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Figura 2.4: Ejemplo de respuesta al impulso del eco de un recinto.
es grande y que, adema´s, su forma puede variar en el tiempo.
Durante el desarrollo de los sistemas de cancelacio´n de eco se ha discutido am-
pliamente acerca de si la mejor forma de modelar la RIR es mediante un filtro recu-
rrente (Infinite Impulse Response, IIR) o transversal con respuesta al impulso finita
(FIR). Aunque, debido a la gran longitud de h(k), una estructura tipo IIR parece
lo ma´s acertado, la irregularidad de la forma de la RIR hace que el filtro recurrente
requiera de un alto nu´mero de para´metros a ajustar, compromentiendo as´ı su esta-
bilidad. Existen varios estudios [Ha¨nsler and Schmidt, 2006] que demuestran que el
enorme coste de controlar la estabilidad del filtro IIR no justifica la pequen˜a ventaja
que ofrece su uso con respecto a los filtros transversales. Adema´s, a esto hay que
sumar el hecho de que, para filtros FIR, a d´ıa de hoy existen diferentes algoritmos
adaptativos cuya estabilidad es mucho ma´s sencilla. Por todo ello, la mayor´ıa de
sistemas de cancelacio´n de eco acu´stico incluyen un filtro FIR para modelar h(k).
A la hora de adaptar el filtro FIR w(k) se pueden utilizar diferentes algoritmos,
tal y como se ha visto en la Seccio´n 2.1. Debido a las caracter´ısticas de la sen˜al de voz,
la utilizacio´n del filtro LMS (o cualquiera de su familia) da lugar a una convergencia
lenta debido a la gran correlacio´n que presenta este tipo de sen˜ales. Sin embargo,
aunque la aplicacio´n del filtro RLS podr´ıa dar lugar a mejores resultados en te´rminos
de convergencia, debido a la longitud de la respuesta al impulso M y al cara´cter no
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estacionario de la sen˜al de voz, la matriz de autocorrelacio´n puede ser singular. A
esto hay que sumar el mayor coste computacional del algoritmo RLS, y el hecho de
que, en implementaciones de aritme´tica finita y tiempo real, el filtro RLS puede dar
lugar a inestabilidades, lo que hace que no sea una buena opcio´n para la aplicacio´n
de cancelacio´n de eco acu´stico [Ha¨nsler and Schmidt, 2006]. Por lo anteriormente
expuesto, la mayor´ıa de los sistemas de cancelacio´n de eco conf´ıa en el algoritmo
NLMS como solucio´n para adaptar w(k).
Au´n as´ı, tal y como se ha comentado, el filtro NLMS presenta una convergen-
cia lenta ante entradas coloreadas. Este hecho se ha considerado en el disen˜o de
canceladores de eco acu´stico, destacando, entre otras, estas soluciones:
Filtro decorrelacionador o pre-blanquedor. Los filtros decorrelacionadores son
predictores empleados para blanquear la sen˜al de entrada al filtro adaptativo.
Debido a que la sen˜al de voz es no estacionaria, existe un compromiso entre
adaptar perio´dicamente los coeficientes del filtro decorrelacionador, o simple-
mente considerar las propiedades estad´ısticas de la sen˜al de voz a largo plazo,
y, por lo tanto, considerar un filtro blanqueador fijo [Breining et al., 1999]. Para
ma´s informacio´n sobre el empleo de filtros decorrelacionadores el lector intere-
sado puede consultar [Yasukawa and Shimada, 1993] y [Frenzel and Hennecke,
1992].
Algortimos en el dominio frecuencial y algoritmos de descomposicio´n en sub-
bandas. Otra forma de acelerar la convergencia de algoritmos tipo LMS con-
siste en migrar los algoritmos adaptativos al dominio frecuencial realizando la
transformada de Fourier de bloques de muestras de las sen˜ales involucradas.
La convergencia del algoritmo se acelera al optimizar el paso de adaptacio´n
independientemente para cada componente frecuencial. Adema´s, estos algorit-
mos tambie´n permiten reducir el coste computational, puesto que en el proceso
de filtrado se sustituye la convolucio´n en el dominio temporal por la multipli-
cacio´n en el frecuencial, siendo este ahorro especialmente importante cuando la
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longitud M del filtro adaptativo es grande, como es el caso de las aplicaciones
de procesamiento de sen˜ales acu´sticas.
Los algoritmos de descomposicio´n en subbandas consisten en dividir las sen˜ales
implicadas en diferentes subbandas mediante el uso de bancos de filtros paso
banda denominados filtros de ana´lisis, y usar tantos filtros adaptativos como
subbandas se consideren. Adaptando cada subbanda por separado se acelera la
convergencia, ya que la sen˜al presente en cada subbanda presenta un espectro
menos coloreado que la sen˜al global original. En el Cap´ıtulo 4 se profundizara´ en
el uso de algoritmos basados en la descomposicio´n en subbandas.
Algoritmos adaptativos con paso de adaptacio´n diferente en funcio´n del coe-
ficiente de w(k). Existen una serie de algoritmos que explotan la estructura
que presentan t´ıpicamente las respuestas al impulso h(k) y asignan diferentes
pasos de adaptacio´n µm(k) a diferentes partes de la respuesta al impulso del
eco. La idea ba´sica consiste en que muestras de la respuesta al impulso que
tienen energ´ıa alta se adaptara´n con un paso de adaptacio´n grande, mientras
que coeficientes con energ´ıa baja, lo hara´n con pasos de adaptacio´n menor.
Esta te´cnica depende, evidentemente, de si se cuenta con conocimiento a priori
de la RIR, y de co´mo se logra adaptar el paso de adaptacio´n µm(k) para cada
coeficiente. Sin embargo, un enfoque similar muestran algunos esquemas tipo
LMS donde la actualizacio´n de los coeficientes se realiza de forma proporcional
a |wm(k)|. En el Cap´ıtulo 6 se tratara´ ma´s ampliamente este tipo de filtros.
En cuanto al control de la adaptacio´n del algoritmo, tradicionalmente se ha con-
siderado que el paso de adaptacio´n deber´ıa tomar un valor en funcio´n de la actividad
o inactividad de los locutores. Por ejemplo, cuando el algoritmo ha convergido, una
reduccio´n en el paso de adaptacio´n da lugar a una reduccio´n en el error residual, es
decir, una mejor cancelacio´n. Sin embargo, cuando existe una variacio´n en h(k), el
paso de adaptacio´n deber´ıa ser alto (µ ≈ 1) para facilitar una ra´pida reconvergencia
del algoritmo. Teniendo esto en cuenta, han surgido diferentes algoritmos de gestio´n
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del paso del escalo´n, que incluso han sido combinados mediante el uso de redes neu-
ronales y lo´gica difusa dando lugar a me´todos ma´s complejos (ver [Breining et al.,
1999; Mader et al., 2000] y sus referencias).
En contraste con los algoritmos de control del paso de adaptacio´n, la combinacio´n
adaptativa de filtros adaptativos con diferente paso de adaptacio´n resulta una op-
cio´n muy atractiva y efectiva, que, a diferencia de la mayor´ıa de los algoritmos de
gestio´n del paso de adaptacio´n, no requiere de informacio´n a priori para su correcto
funcionamiento [Arenas-Garc´ıa et al., 2006b; Arenas-Garc´ıa et al., 2006a]. En este
caso, el paso de adaptacio´n del filtro ra´pido asegura una reconvergencia ra´pida ante
posibles cambios en la RIR, y, sin embargo, el paso de adaptacio´n del filtro lento
dota al filtro combinado de un error residual bajo, mejorando as´ı la cancelacio´n en
entornos estacionarios.
2.3.3. Deteccio´n de habla simulta´nea
Una situacio´n interesante se da cuando las sen˜ales de voz de ambos usuarios s(k)
y x(k) esta´n presentes, puesto que en este caso la adaptacio´n del algoritmo debe
pararse (aunque el filtrado debe seguir realiza´ndose), ya que, de lo contrario, el filtro
adaptativo malinterpreta el aumento en la sen˜al de error e(k), debido a la presencia
de s(k), como si fuese eco no eliminado y trata de converger para eliminar la voz del
usuario s(k), dando lugar a un modo de actuacio´n erro´neo. Para evitar este hecho se
debe dotar al cancelador de eco de mecanismos que permitan detectar la existencia
de doble conversacio´n, para congelar la actualizacio´n de w(k). La deteccio´n de habla
simulta´nea es un tema importante en cancelacio´n de eco acu´stico ya que, debido
a la naturaleza de las respuestas al impulso acu´sticas, crear un detector de doble
conversacio´n (Double Talk Detector, DTD) es ma´s complicado que en el caso de
cancelacio´n de eco ele´ctrico [Gay and Benesty, 2000].
Sea cual sea el tipo de DTD, la mayor´ıa de detectores funcionan ba´sicamente de
forma similar. Primero se genera un para´metro usando diferentes sen˜ales, como x(k),
y(k), e(k) y los coeficientes del filtro adaptativo w(k). Seguidamente se compara di-
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Figura 2.5: Sistema de filtrado adaptativo multicanal.
cho para´metro con un umbral, cuyo valor condiciona si se favorece la probabilidad de
falsa alarma o la de deteccio´n. Si el umbral se traspasa se declara doble conversacio´n
y se paraliza la adaptacio´n del algoritmo adaptativo. Esta situacio´n se mantiene un
cierto periodo, impidiendo que la adaptacio´n del filtro se produzca, pasado el cual se
vuelve a evaluar la condicio´n de habla cruzada, y en caso de no deteccio´n, se reactiva
la adaptacio´n del fitro.
Algunos de los algoritmos de DTD ma´s utilizados actualmente pueden consultarse
en [Gay and Benesty, 2000; Breining et al., 1999].
2.3.4. Cancelacio´n de eco multicanal
El desarrollo de los sistemas de teleconferencia requiere del uso de varios altavoces
y micro´fonos para lograr una sensacio´n espacial de la escena sonora, dando lugar a una
presencia ma´s realista, algo que los sistemas monofo´nicos no pueden proporcionar.
En la figura 2.5 se ha ilustrado un esquema de un filtro adaptativo multicanal.
Si consideramos L canales, la aplicacio´n de cancelacio´n de eco multicanal requiere
identificar L2 respuestas al impulso desde los L altavoces a los Q = L micro´fonos.
Adema´s, hay que considerar que el caso de filtrado adaptativo multicanal es ma´s
dif´ıcil, en general, que el caso monocanal, puesto que normalmente las sen˜ales de
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entrada involucradas xl(k), l = 1, ..., L, presentan una alta correlacio´n cruzada.
En [Benesty et al., 1998] y [Benesty et al., 2001, Cap.5] se puede encontrar una ex-
plicacio´n teo´rica amplia sobre cancelacio´n de eco multicanal, incluyendo informacio´n
sobre distintas formas de intentar decorrelar las diferentes sen˜ales, como la introduc-
cio´n de un proceso no lineal en las sen˜ales [Morgan et al., 2001], la adicio´n de ruido
aleatorio independiente a cada canal [Gilloire and Turbin, 1998], y el filtrado a trave´s
de filtros paso todo variables en el tiempo [Herre et al., 2007].
En cuanto al algoritmo adaptativo a utilizar destacan modificaciones de algorit-
mos monocanales tipo LMS, debido a su menor complejidad con respecto al RLS-
multicanal, aunque las caracter´ısticas en convergencia de este u´ltimo son mejores.
2.3.5. Para´metros de calidad para la cancelacio´n de eco acu´stico
Existen varios para´metros que definen la calidad de un cancelador de eco acu´stico,
y que son utilizados para su evaluacio´n. Entre ellos, podemos destacar:
Error cuadra´tico medio (Mean-Square Error, MSE). Este para´metro estima la
energ´ıa del error residual mediante
MSE(k) = E{e2(k)} = E{[d(k)− y(k)]2}. (2.37)
Sin embargo, es comu´n utilizar una modificacio´n de este para´metro, deno-
minada exceso de error cuadra´tico medio (Excess MSE, EMSE) que elimina la
dependencia que el MSE tiene del ruido presente en el escenario de cancelacio´n
de eco n(k). Se define en la forma
EMSE(k) = E{[e(k)− n(k)]2} = E{[yh(k)− y(k)]
2} = E{e2a(k)}. (2.38)
Desajuste del filtro. Aunque este para´metro es ma´s usual en aplicaciones de
identificacio´n de planta, algunos autores lo han utilizado para valorar la bondad
del cancelador, ya que se basa en la distancia entre los coeficientes del filtro
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Esta medida presupone que la longitud de w(k) y de h(k) es ide´ntica. Sin
embargo, en caso de que exista submodelado, el filtro adaptativo se completa
con ceros para que ambas longitudes coincidan.
Refuerzo de la pe´rdida de retorno de eco (Echo Return Loss Enhancement,
ERLE). Este para´metro valora la relacio´n entre la potencia de la sen˜al a can-
celar d(k) y la potencia de la sen˜al residual e(k). Normalmente este para´metro
se prefiere al desajuste del filtro, ya que, estrictamente hablando, el objetivo de
la cancelacio´n de eco es que se reduzca la potencia de la sen˜al de eco, aunque
la planta no se identifique correctamente. Aunque ambas condiciones son simi-
lares si la entrada es ruido blanco, es posible obtener una buena cancelacio´n de
eco a pesar de que la planta no este´ correctamente identificada si, por ejemplo,
la sen˜al de entrada no cubre el rango de frecuencias de intere´s completo [Ku¨ch,





Esta medida constituye un criterio de evaluacio´n significativo, ya que esta´ bas-
tante relacionada con la mejora en la impresio´n acu´stica del usuario lejano. De
nuevo, para independizar esta medida del ruido de fondo, de la presencia de











En la pra´ctica, las esperanzas incluidas en las cifras de me´rito se calculan como
promedios sobre realizaciones de los algoritmos con secuencias generadas indepen-
dientemente.
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2.4. Un ejemplo pra´ctico
Una vez explicada la aplicacio´n de cancelacio´n de eco acu´stico, en esta subseccio´n
se procede a caracterizar el escenario de partida que se contemplara´ a lo largo de la
Tesis Doctoral. Adema´s, se va a presentar un ejemplo de cancelacio´n de eco acu´stico
considerando el esquema de combinacio´n tal y como fue presentado en [Arenas-Garc´ıa
et al., 2006b], pero utilizando filtros NLMS como componentes.
El escenario que se contempla a partir de este momento es el t´ıpico de una apli-
cacio´n de cancelacio´n de eco monocanal, es decir, compuesto por un altavoz y un
micro´fono situados en el interior de un recinto, segu´n la figura 2.3, donde se consi-
derara´n tanto el caso lineal como no lineal (Cap´ıtulo 5). El tipo de filtro adaptativo
utilizado para modelar la respuesta al impulso, salvo que se indique lo contrario,
sera´ el NLMS, y su longitud, la misma que la de h(k).
Se considera que el sistema de cancelacio´n de eco cuenta con un DTD cuyo
funcionamiento es ideal, por lo que el filtro adaptativo nunca divergira´ ni se adap-
tara´ cuando se de´ s(k) 6= 0. Por todo ello, para centrar el estudio en el funcionamiento
de los algoritmos de cancelacio´n propiamente dichos, todos los experimentos que se
muestran no consideran la presencia de s(k). As´ı, el ruido de fondo considerado n(k)
se corresponde exclusivamente con el ruido de fondo de la sala en la posicio´n donde
se encuentra el micro´fono nd(k) y sera´ modelado como un ruido blanco gaussiano de
potencia desconocida para el filtro adaptativo.
La cifra de me´rito que se usara´ para valorar el funcionamiento de los esquemas
propuestos sera´ el EMSE segu´n la expresio´n (2.38), cuando se considere una entrada
al sistema tipo ruido; o el ERLE, segu´n (2.41), si la sen˜al de entrada es voz humana.
Para acabar este cap´ıtulo e ilustrar el funcionamiento de los esquemas combi-
nados, se incluyen los resultados de la aplicacio´n de un esquema de combinacio´n
de dos filtros NLMS como cancelador de eco. Los pasos de adaptacio´n de ambos
componentes w1(k) y w2(k) sera´n µ1 = 1 y µ2 = µ1/10 = 0.1, respectivamente.
La respuesta al impulso del eco ha(k) se ha limitado a una longitud M = 512,
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Figura 2.6: Respuesta al impulso del eco usada en los experimentos. (a) Respre-
sentacio´n en unidades naturales. (b) Representacio´n en decibelios.
y ha sido representada en la figura 2.6. Para estudiar la reconvergencia de los al-
goritmos (filtros componentes y esquema de combinacio´n) se ha introducido un
cambio en la RIR en el momento central del experimento. Dicho cambio con-





M−1(k)], lo que obliga a una reconvergencia total
de los algoritmos. Se han utilizado diferentes sen˜ales de entrada: ruido blanco gau-
ssiano de potencia unidad (lo que permite un promediado sobre sen˜ales de entrada
diferentes, posibilitando ilustrar de un modo ma´s conveniente el comportamiento de
la combinacio´n), y un fragmento de sen˜al de voz. La potencia del ruido aditivo de
salida se ha ajustado para conseguir una SNR = 30 dB. Los resultados mostrados se
corresponden con el promedio de 1000 realizaciones independientes de los algoritmos.
La figura 2.7 muestra los resultados del experimento de cancelacio´n de eco acu´sti-
co utilizando ruido blanco como sen˜al de entrada y habiendo seleccionado el paso de
adaptacio´n que gobierna la combinacio´n µa = 100.
Como puede observarse en el panel (a) de la figura, la combinacio´n funciona de
forma similar al mejor de ambos componentes, presentando la convergencia ra´pida
del componente con paso de adaptacio´n mayor, que le permite responder ra´pido ante
cambios en la RIR, y el menor error residual del filtro lento, mejorando la cancelacio´n
en estado estacionario. Prestando atencio´n al panel (b) de la figura, se observa co´mo
53
2.4. UN EJEMPLO PRA´CTICO






























Figura 2.7: Cancelacio´n de eco acu´stico utilizando ruido blanco de potencia unidad
como sen˜al de entrada. (a) Evolucio´n temporal de EMSE(k) de los componentes y
de su combinacio´n convexa. (b) Evolucio´n temporal del para´metro de mezcla λ(k).
el para´metro de mezcla λ(k) se adapta correctamente, permitiendo a la combinacio´n
adecuarse a los cambios en la respuesta de eco.
La figura 2.8 muestra los resultados obtenidos al utilizar la misma configuracio´n
empleando como sen˜al de entrada un fragmento de voz, donde se puede observar
un comportamiento de la combinacio´n ana´logo al ejemplo anterior, aunque en este
caso el resultado es ma´s irregular debido al cara´cter no estacionario de la sen˜al de
voz. Adema´s, se ha tenido que incrementar el paso de adaptacio´n a µa = 10000 para
adecuarse a dicho cara´cter no estacionario de la sen˜al de entrada. Tras el cambio
producido en t = 9 s., la combinacio´n adquiere la velocidad de convergencia del filtro
ra´pido. Sin embargo, pasado este periodo, se comporta de una forma ma´s similar al
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Figura 2.8: Cancelacio´n de eco acu´stico utilizando sen˜al de voz como sen˜al de entrada.
De arriba a abajo, evolucio´n temporal de: la sen˜al de voz s(k); el ERLE(k) de los
componentes y de su combinacio´n convexa; y del para´metro de mezcla λ(k).
filtro lento, aumentado as´ı el ERLE(k) obtenido.
2.5. Conclusiones
En este cap´ıtulo se ha revisado el estado del arte de los esquemas de filtrado
adaptativo, incluyendo los esquemas de combinacio´n adaptativa, y de la aplicacio´n
de cancelacio´n de eco acu´stico, la cual servira´ de hilo conductor a lo largo del trabajo.
En el presente cap´ıtulo tambie´n se han sentado las bases del escenario de cancelacio´n
que se considerara´ a lo largo de la Tesis Doctoral.
Para finalizar el Cap´ıtulo 2 se incluye una cita a un importante art´ıculo [van de
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Kerkhof and Kitzen, 1992, p. 1292] en el que se estudian la influencia de los cambios en
la RIR y la posibilidad de seguimiento de dichos cambios. En este art´ıculo se sugiere
la utilizacio´n de varios filtros en paralelo (algo que forma parte de la combinacio´n de
filtros) para obtener una cancelacio´n efectiva:
“[...] Slow variations due to changes in temperature can be tracked. Furthermore,
one could think of an arrangement of a long fixed or slow adapting filter to compensate
for the fixed or slowly varying part of the impulse response, and a fast (shorter)
adaptive filter parallel to it to compensate for the changes due to a moving person
[...]”
La combinacio´n de filtros ofrece, adema´s de la posibilidad de varios filtros adap-




variaciones en la SNR
La relacio´n sen˜al a ruido que se presenta en las aplicaciones de procesamiento
de sen˜ales acu´sticas es, por lo general, desconocida a priori, y adema´s, puede cam-
biar a lo largo del tiempo. Por esta razo´n, cuando se implementa una combinacio´n
de filtros adaptativos para aplicaciones en que tanto la potencia de sen˜al como la
de ruido pueden sufrir variaciones, el esquema de combinacio´n utilizado debe fun-
cionar correctamente aunque el margen dina´mico de las sen˜ales se vea modificado.
Sin embargo, el algoritmo de combinacio´n adaptativa de filtros adaptativos original
presentado en [Arenas-Garc´ıa et al., 2006a] ve reducida su utilidad en entornos donde
la SNR cambia.
En este cap´ıtulo se proponen dos esquemas para la combinacio´n de filtros adap-
tativos cuya principal ventaja es la inmunidad a variaciones en la SNR, adema´s de
disfrutar de otras caracter´ısticas atractivas.
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3.1. Problema´tica de la regla de combinacio´n basada
en LMS
Tal y como se explico´ en el Cap´ıtulo 2, el esquema original de combinacio´n adap-
tativa convexa de dos filtros adaptativos [Arenas-Garc´ıa et al., 2006a] consiste en una
mezcla convexa de las salidas de dos filtros adaptativos, y1(k) e y2(k), por medio de
un para´metro de mezcla λ(k) que se adapta con objeto de minimizar la potencia del
error combinado, e2c(k) = [d(k) − yc(k)]
2 = [λ(k)e1(k) + [1 − λ(k)]e2(k)]
2, siguiendo
un algoritmo de descenso por gradiente. Sin embargo, en lugar de adaptar λ(k), se
actualiza otro para´metro a(k) relacionado con el primero por medio de la funcio´n
sigmoide λ(k) = sgm[a(k)] = [1+e−a(k)]−1. La actualizacio´n del para´metro de mezcla
a(k) se lleva a cabo segu´n la ecuacio´n (2.32), que se reproduce a continuacio´n por
comodidad:
a(k + 1) = a(k) + µaec(k)[e2(k)− e1(k)]λ(k)[1− λ(k)]. (3.1)
El paso de adaptacio´n µa condiciona claramente la actualizacio´n de a(k), por lo que
una eleccio´n incorrecta del mismo puede dar lugar a un funcionamiento inadecuado
del filtro combinado. En concreto, µa impone en la adaptacio´n del para´metro de
mezcla el conocido compromiso entre velocidad de convergencia y adicio´n de ruido
de gradiente en estacionario. Un valor adecuado debe garantizar que los cambios se
produzcan ra´pidamente cuando sea necesario, y que la varianza en la estimacio´n de
λ(k) debido al ruido de gradiente introducido por (3.1) no deteriore las prestaciones
de la combinacio´n en re´gimen permanente. Sin embargo, puede resultar complicado
seleccionar un valor de µa que asegure dicho comportamiento en entornos donde la
SNR es variable o desconocida a priori. Este hecho, aunque problema´tico, resulta
esperable, ya que la actualizacio´n de a(k) sigue un esquema tipo LMS, tal y como se
puede observar en (3.1).
Se sabe, como se menciono´ en el cap´ıtulo anterior, que la eleccio´n del paso de
adaptacio´n µ en un filtro LMS resulta mucho ma´s compleja que en su versio´n norma-
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lizada NLMS, que presenta un comportamiento insesible a la potencia de la sen˜al de
entrada (as´ı como a su variacio´n). El filtro RLS tambie´n presenta un comportamiento
adecuado ante sen˜ales de entrada de potencia variable.
Al prestar atencio´n a la ecuacio´n (3.1), se comprueba co´mo la diferencia e2(k)−
e1(k) desempen˜a un papel similar al de sen˜al de entrada de una regla LMS, por
lo que un valor desconocido o variable de la potencia de dicha sen˜al da lugar a un
ajuste complicado de µa. Este hecho ocurre frecuentemente en la pra´ctica ya que
la potencia de la sen˜al e2(k) − e1(k) depende de factores como los tipos de filtros
componentes y sus para´metros, o las caracter´ısticas del escenario de filtrado. Adema´s,
y con independencia de la SNR, este valor es diferente durante la convergencia y en
estacionario.
En particular, en aplicaciones de procesamiento de sen˜ales acu´sticas es comu´n
que existan variaciones en la potencia de la sen˜al de entrada x(k) y del ruido de
fondo presente en el escenario n(k), lo que da lugar a que el tipo de filtro adaptativo
seleccionado no sea normalmente un filtro LMS. Sin embargo, incluso cuando el
filtro componente utilizado es un filtro NLMS, cuyo comportamiento con respecto a
variaciones en la potencia de la sen˜al de entrada es adecuado, el EMSE en el que
incurre el filtro depende de la potencia del ruido de fondo n(k). Por lo tanto, incluso
utilizando esquemas tipo NLMS como componentes de la combinacio´n, las posibles
variaciones en la SNR pueden dar lugar a variaciones en la potencia de la sen˜al
e2(k)− e1(k), lo que hace deseable el desarrollo de esquemas de adaptacio´n robustos
que faciliten el ajuste del paso de adaptacio´n de la combinacio´n en los entornos
considerados en esta Tesis Doctoral.
Las figuras 3.1 y 3.2 ponen de manifiesto lo anteriormente expuesto. En ambas
se muestran resultados de dos experimentos utilizando un escenario de cancelacio´n
de eco acu´stico similar al de la Seccio´n 2.4, usando ruido blanco de potencia unidad
como sen˜al de entrada, y variando la potencia de n(k) para obtener distintas SNRs.
En ambos experimentos se ha seleccionado el valor del paso de adaptacio´n µa que
permite un comportamiento ma´s adecuado de la combinacio´n de filtros considerando
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NLMS µ1 = 1
NLMS µ2 = 0.1
SNR = 10 dBSNR = 50 dB SNR = 50 dB
(a)











SNR = 10 dBSNR = 50 dB SNR = 50 dB
(b)
Figura 3.1: Cancelacio´n de eco acu´stico utilizando ruido blanco como sen˜al de entrada
en un escenario con SNR inicial de 50 dB que cambia abruptamente a 10 dB en t = 21
s. (a) Evolucio´n temporal de EMSE(k) de los componentes y de su combinacio´n
convexa con µa = 1000. (b) Evolucio´n temporal de λ(k).
las condiciones iniciales:
En la figura 3.1 se ha considerado una SNR inicial de 50 dB, y el valor de µa
que asegura un funcionamiento correcto ha sido 1000.
En la figura 3.2 se ha considerado una SNR inicial de 10 dB, y el valor de µa
seleccionado ha sido 10.
En ambos experimentos se ha introducido un cambio en la RIR ha(k) con el
objetivo de mostrar que la combinacio´n se comporta de forma correcta si el valor de
µa es adecuado, para ambas SNR. Sin embargo, al final de ambos experimentos se ha
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NLMS µ2 = 0.1
SNR = 50 dB
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SNR = 50 dBSNR = 10 dB
(b)
Figura 3.2: Cancelacio´n de eco acu´stico utilizando ruido blanco como sen˜al de entrada
en un escenario con SNR inicial de 10 dB que cambia abruptamente a 50 dB en t = 6
s. (a) Evolucio´n temporal de EMSE(k) de los componentes y de su combinacio´n
convexa con µa = 10. (b) Evolucio´n temporal de λ(k).
modificado de forma abrupta la SNR, dando lugar a un comportamiento inadecuado
por parte del esquema combinado:
En la figura 3.1, tras pasar de una SNR = 50 dB a una SNR = 10 dB en t = 21
s., la seleccio´n de µa = 1000 genera un ruido de gradiente muy elevado que
degrada el funcionamiento de la combinacio´n. Este hecho tambie´n se puede
constatar en el panel (b) de dicha figura, donde se observa co´mo tras t = 21 s.
el valor promedio de λ(k) se situ´a en torno a 0.2 debido a la alta varianza de
la estimacio´n y al establecimiento de un l´ımite inferior igual a sgm[−4] ≈ 0.
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En la figura 3.2, tras pasar de una SNR = 10 dB a una SNR = 50 dB la
combinacio´n no es capaz de comportarse como el mejor de los componentes, ya
que el valor de µa = 10 es demasiado bajo para permitir la pronta convergencia
de λ(k).
Adema´s de la ya resen˜ada problema´tica con la seleccio´n del paso de adaptacio´n
µa ante SNRs desconocidas o variables, en la figura 3.1 tambie´n se observa un com-
portamiento inadecuado de la combinacio´n durante un cierto periodo, haciendo que,
una vez el filtro ra´pido ha convergido (ve´ase por ej. en torno a t = 10 s.), la combi-
nacio´n obtenga un EMSEc(k) mayor que el de este componente. Este comportamiento
es consecuencia de la limitacio´n en los valores de a(k), y en la Subseccio´n 3.2.3 se
propone una sencilla modificacio´n de la regla de adaptacio´n para eliminar este efecto.
3.2. Adaptacio´n normalizada del para´metro de mezcla
Como ya se ha sugerido, una primera posibilidad para conseguir un compor-
tamiento resistente a variaciones en la SNR para la adaptacio´n de a(k) consiste en
reemplazar (3.1) por una regla tipo NLMS. En esta seccio´n se describe la regla que
resulta de dicha modificacio´n, presentada en [Azpicueta-Ruiz et al., 2008b], y se
evalu´an sus prestaciones tanto desde un punto de vista teo´rico como pra´ctico.
3.2.1. Derivacio´n de la regla de actualizacio´n tipo NLMS
Para derivar la nueva regla de actualizacio´n se procede a interpretar la combi-
nacio´n de filtros adaptativos como un filtro adaptativo de dos capas. La primera
etapa constar´ıa de los filtros adaptativos w1(k) y w2(k), mientras que la segunda
capa consistir´ıa en un filtro adaptativo con un u´nico coeficiente λ(k) que implementa
la combinacio´n propiamiente dicha. Esta idea se ve reforzada si se reescribe la salida
del filtro combinado yc(k) como:
yc(k) = λ(k)[y1(k)− y2(k)] + y2(k). (3.2)
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Por lo tanto, la entrada de esta segunda capa se corresponder´ıa con la diferencia
y1(k) − y2(k) = e2(k) − e1(k), siendo yc(k) su salida, y el error combinado ec(k) el
error a minimizar con la adaptacio´n de a(k).
Considerando esta orientacio´n, la ecuacio´n (3.1) de adaptacio´n del para´metro
de mezcla a(k) podr´ıa interpretarse como un algoritmo de adaptacio´n tipo LMS
del filtro adaptativo de la segunda capa, con paso de adaptacio´n variable igual a
µaλ(k)[1 − λ(k)], donde e2(k) − e1(k) juega el papel de sen˜al de entrada. Por lo
tanto, se puede obtener una regla de actualizacio´n tipo NLMS normalizando el paso
de adaptacio´n por la potencia instanta´nea de la sen˜al de entrada de la segunda
capa, [e2(k) − e1(k)]
2. Sin embargo, esta normalizacio´n da lugar a una adaptacio´n
inapropiada del para´metro de mezcla, ya que dicho valor instanta´neo ofrece una
estimacio´n muy pobre de la potencia de la sen˜al de entrada de la segunda capa.
Para solventar este problema la regla de adaptacio´n utilizada es similar al algoritmo
NLMS con normalizacio´n de potencia [Sayed, 2003, Sec. 5.6]. Tal y como se indico´ en
la Seccio´n 2.1.3, ecuacio´n (2.20), esta regla introduce memoria en la estimacio´n de
la potencia de la sen˜al de entrada, permitiendo una estimacio´n ma´s robusta de la
potencia de e2(k)− e1(k).
Teniendo en cuenta lo anterior, la ecuacio´n de actualizacio´n tipo NLMS propuesta
para el para´metro de mezcla a(k) es:
a(k + 1) = a(k) +
µan
p(k)
[e2(k)− e1(k)]ec(k)λ(k)[1− λ(k)], (3.3)
siendo µan el paso de adaptacio´n y p(k) una estimacio´n filtrada paso bajo de la
potencia de la sen˜al e2(k)− e1(k):
p(k) = βp(k − 1) + (1− β)[e2(k)− e1(k)]
2, (3.4)
donde β es un factor de olvido cercano a uno. Los experimentos realizados han cons-
tatado que un valor β = 0.9 asegura una estimacio´n suficiente de la potencia de la
sen˜al de entrada, siendo la actualizacio´n de esta estimacio´n generalmente ma´s ra´pida
que la de ambos filtros componentes.
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3.2.2. Ana´lisis de la regla de actualizacio´n tipo NLMS
El objetivo de esta subseccio´n es justificar teo´ricamente las ventajas que ofrece la
nueva regla de actualizacio´n de a(k) con respecto a variaciones en la SNR, estudiando
los factores que influyen en la evolucio´n del valor medio de a(k) en cada iteracio´n.
Para abordar este ana´lisis se cuenta con un modelo de datos en que el vector
de entrada x(k) y la sen˜al deseada d(k) esta´n relacionados mediante un modelo de
regresio´n lineal d(k) = hT (k)x(k) + n(k), donde h(k) representa la RIR desconocida
y n(k) es un ruido de fondo que se supone gaussiano independiente e ide´nticamente
distribuido (i.i.d.), con E{n(k)} = 0, varianza σ2n e independiente de x(l) para cua-
lesquiera l y k. Adema´s, las estad´ısticas de x(k) y n(k) se asumen estacionarias.
Las definiciones siguientes ayudara´n a agilizar el ana´lisis: el exceso de error
cuadra´tico medio EMSE(k) se denota como Jex(k), calculado como la esperanza
matema´tica del error a priori, y de esta forma se tiene:
Para cada filtro componente: Jex,i(k) = E{e
2
a,i(k)}, donde i = 1, 2 hace refe-
rencia a cada uno de los elementos de la combinacio´n y ea,i(k) = ei(k)− n(k).
Para la combinacio´n: Jex,c(k) = E{e
2
a,c(k)}, donde ea,c(k) = ec(k)− n(k).
El exceso de error cuadra´tico medio cruzado entre componentes (cross-EMSE),
se define como Jex,12(k) = E{ea,1(k)ea,2(k)}, y es una medida de la correlacio´n
entre los errores a priori de ambos componentes.
Para facilitar el ana´lisis, se introduce la siguiente asuncio´n: p(k) se considera
una estimacio´n perfecta de la potencia de la sen˜al de entrada a la segunda capa
e2(k)− e1(k). De esta forma, p(k) puede expresarse como:
p(k) ≈ E{[e2(k)− e1(k)]
2} = E{[ea,2(k)− ea,1(k)]
2} =
Jex,1(k) + Jex,2(k)− 2Jex,12(k) = ∆J1(k) + ∆J2(k), (3.5)
donde ∆Ji(k) = Jex,i(k)− Jex,12(k), para i = 1, 2.
64
CAPI´TULO 3. COMBINACIONES INSENSIBLES A VARIACIONES EN LA
SNR
Tomando ahora esperanzas matema´ticas a ambos lados de (3.3), y tras unas
simples operaciones, se puede obtener
















El te´rmino de la suma que depende linealmente del ruido puede eliminarse, ya que
n(k) es independiente del resto de variables y tiene media nula, i.e., E{n(k)} = 0.
Para proseguir el ana´lisis se debe suponer que la velocidad de adaptacio´n de a(k)
es suficientemente baja como para que el para´metro de mezcla λ(k) se pueda conside-
rar independiente de los errores a priori de los filtros componentes. Evidentemente,
esta hipo´tesis es ma´s razonable en re´gimen permanente, incluyendo tanto situaciones
estacionarias como de seguimiento, y se encuentra ma´s justificada conforme el paso











lo cual sugiere que la evolucio´n de los para´metros de mezcla a(k) y λ(k) puede
expresarse en funcio´n de Jex,1(k), Jex,2(k) y Jex,12(k), magnitudes que dependen ex-
clusivamente del comportamiento de los filtros componentes.
La ecuacio´n (3.7) muestra claramente las ventajas del uso de la regla de actua-
lizacio´n normalizada, ya que para la mayor´ıa de filtros adaptativos ∆Ji(k) con i =
1, 2 depende linealmente de la varianza de n(k), σ2n y posiblemente de Tr(R) (ver
[Sayed, 2003, p. 327, 387]). Puesto que ∆Ji(k) con i = 1, 2 esta´ dividido por p(k),
que muestra las mismas dependencias, la evolucio´n de E{a(k)} sera´ pra´cticamente
insensible a variaciones en las potencias de sen˜al y ruido. De esta forma, se espera
que la seleccio´n del paso de adaptacio´n sea ma´s sencilla y robusta que en el caso de
la regla tipo LMS. As´ı, una vez seleccionado el valor de µan, la combinacio´n de filtros
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conservara´ un funcionamiento adecuado aun cuando las condiciones iniciales de SNR
se vean modificadas.
Si se desea analizar la evolucio´n de los para´metros de mezcla a(k) y λ(k) y del
error del filtro combinado, es posible asumir que la varianza de λ(k) es pequen˜a y que,
por lo tanto, puede suponerse que tiene un comportamiento cercano a determinista
[Arenas-Garc´ıa et al., 2006a]. De esta forma, la ecuacio´n (3.7) se puede reescribir
como












donde λ(k) y a(k) denotan los valores esperados de ambos para´metros de mezcla.
Siguiendo el mismo proceder, tambie´n es posible calcular una aproximacio´n para
el valor de Jex,c(k) basada en el funcionamiento de los filtros componentes y en la
estimacio´n incluida en la ecuacio´n (3.8), segu´n
Jex,c(k) ≈ λ
2
(k)Jex,1(k) + [1− λ(k)]
2Jex,2(k) + 2λ(k)[1− λ(k)]Jex,12(k). (3.9)
Se debe resaltar que el ana´lisis anterior es totalmente va´lido tanto para sen˜ales de
entrada blancas como coloreadas, ya que no se ha impuesto ninguna condicio´n sobre
el espectro de la sen˜al de entrada, y para escenarios estacionarios y de seguimiento.
Para corroborar este ana´lisis, se han llevado a cabo una serie de simulaciones,
comparando los valores reales de E{a(k)} y Jex,c(k) estimados como promedios sobre
1000 repeticiones y los valores teo´ricos proporcionados por las ecuaciones (3.8) y
(3.9) para el caso concreto de una combinacio´n de dos filtros NLMS con µ1 = 1 y
µ2 = 0.1. Para ello, se han utilizado valores experimentales mediante simulacio´n de
las magnitudes Jex,1(k), Jex,2(k) y Jex,12(k), puesto que el objetivo final es la com-
probacio´n de la bondad del ana´lisis realizado; si bien es cierto que podr´ıan haberse
utilizado ciertos modelos [Sayed, 2003], a riesgo de propagar el error inherente a los
mismos.
Las figuras 3.3, 3.4 y 3.5 validan el modelo teo´rico para SNR = 50, 30 y 10,
respectivamente, considerando diferentes valores del paso de adaptacio´n µan. Como
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se puede observar, existe bastante similitud entre los valores teo´ricos y los reales,
tanto para la estimacio´n de a(k) como para la de Jex,c(k).
3.2.3. Modificacio´n de la funcio´n de activacio´n para λ(k)
A continuacio´n se incluye una modificacio´n de ı´ndole pra´ctica que puede aplicarse
tanto a la regla de actualizacio´n tipo NLMS como a la regla tipo LMS. La limitacio´n
de a(k) al margen [−al, al] da lugar a que los valores l´ımite de λ(k) sean, respecti-
vamente, sgm[al] = 1 − sgm[−al] < 1 y sgm[−al] > 0, en lugar de los deseables 1
y 0. Este hecho hace que, a la hora de calcular ec(k) = λ(k)e1(k) + [1 − λ(k)]e2(k),
se incluya siempre como parte de ec(k) al menos una pequen˜a fraccio´n de la sen˜al
de ambos componentes. Si bien es cierto que en la mayor´ıa de las ocasiones esta
limitacio´n da lugar a errores inapreciables, cuando los EMSEs de los filtros son muy
diferentes las consecuencias pueden ser desfavorables. Tal es el caso de la figura 3.1,
donde se observa co´mo el filtro combinado no es capaz de converger exactamente
como el elemento ma´s ra´pido, debido a que el segundo filtro componente presenta un
error muy elevado que, aun multiplicado por una cantidad muy pequen˜a (1−sgm[4]),
influye en el error de la combinacio´n de forma notoria.
Para evitar este inconveniente, se propone utilizar una modificacio´n lineal de
la funcio´n de activacio´n, haciendo que el margen −al ≤ a(k) ≤ al se corresponda





Dicha modificacio´n, presentada en [La´zaro-Gredilla et al., 2010], da lugar a la relacio´n
entre los para´metros de mezcla λ(k) y a(k) representada en la figura 3.6.
Es inmediato ver que la regla de actualizacio´n para el esquema normalizado queda:
a(k + 1) = a(k) +
µ˜an
p(k)
ec(k) [e2(k)− e1(k)] sgm[a(k)](1− sgm[a(k)]), (3.11)
donde el nuevo paso de adaptacio´n es µ˜an =
µan
sgm[al]−sgm[−al]
. Por lo tanto, el ana´lisis
de la Subseccio´n 3.2.2 sigue siendo va´lido.
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Figura 3.3: Comparacio´n de los resultados obtenidos mediante promedios y los
obtenidos segu´n el ana´lisis presentado para SNR = 50 dB. (a), (c) y (e) Jex,c(k)
utilizando µan = 1, 0.1 y 0.01, respectivamente. (b), (d) y (f) a(k) utilizando µan =
1, 0.1 y 0.01, respectivamente.
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Figura 3.4: Comparacio´n de los resultados obtenidos mediante promedios y los
obtenidos segu´n el ana´lisis presentado para SNR = 30 dB. (a), (c) y (e) Jex,c(k)
utilizando µan = 1, 0.1 y 0.01, respectivamente. (b), (d) y (f) a(k) utilizando µan =
1, 0.1 y 0.01, respectivamente.
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Figura 3.5: Comparacio´n de los resultados obtenidos mediante promedios y los
obtenidos segu´n el ana´lisis presentado para SNR = 10 dB. (a), (c) y (e) Jex,c(k)
utilizando µan = 1, 0.1 y 0.01, respectivamente. (b), (d) y (f) a(k) utilizando µan =
1, 0.1 y 0.01, respectivamente.
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Figura 3.6: Relacio´n entre λ(k) y a(k) descrita por la ecuacio´n (3.10).
3.2.4. Comparacio´n experimental de la regla de actualizacio´n
tipo NLMS y la regla tipo LMS
En esta subseccio´n se realizan una serie de experimentos en un escenario de
cancelacio´n de eco que muestran las ventajas del uso de la regla de actualizacio´n
normalizada con respecto a la no normalizada. Se han realizado simulaciones uti-
lizando como sen˜al de entrada tanto ruido blanco – para el que se han evaluado las
caracter´ısticas del algoritmo en estacionario y en seguimiento – como voz – para la
que se comprueba el funcionamiento del algoritmo con sen˜ales no estacionarias –.
Salvo que se indique lo contrario, las caracter´ısticas del escenario son las mismas que
las descritas en la Seccio´n 2.4.
Ruido blanco como sen˜al de entrada. Funcionamiento en convergencia y re´gi-
men estacionario.
El primero de los experimentos consiste en una reproduccio´n de los escenarios
utilizados en la Seccio´n 3.1 para los que se evidencio´, mediante las figuras 3.1 y 3.2,
las limitaciones de la regla de actualizacio´n tipo LMS [Arenas-Garc´ıa et al., 2006a]
en escenarios con SNR variable. Las figuras 3.7 y 3.8 muestran los resultados de
la aplicacio´n de la regla de actualizacio´n normalizada segu´n las ecuaciones (3.10) y
(3.11) con paso de adaptacio´n µan = 1 y β = 0.9. Como puede observarse, la nueva
forma de actualizar el para´metro de mezcla a(k) permite un correcto funcionamiento
de la combinacio´n de filtros incluso cuando la SNR var´ıa su´bitamente. El filtro com-
binado se comporta de forma adecuada, aunando la velocidad de convergencia del
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NLMS µ1 = 1
NLMS µ2 = 0.1
SNR = 10 dBSNR = 50 dB SNR = 50 dB
(a)











SNR = 10 dBSNR = 50 dB SNR = 50 dB
(b)
Figura 3.7: Cancelacio´n de eco acu´stico utilizando ruido blanco como sen˜al de entrada
en un escenario con SNR inicial de 50 dB que cambia abruptamente a 10 dB en
t = 21 s., utilizando la regla de actualizacio´n normalizada con µan = 1 y β = 0.9. (a)
Evolucio´n temporal de EMSE(k) de los componentes y de su combinacio´n convexa.
(b) Evolucio´n temporal del para´metro de mezcla λ(k).
filtro ra´pido y el error residual del filtro con µ2 = 0.1 (panel (a) de ambas figuras). Se
puede observar tambie´n co´mo el para´metro de mezcla converge a un valor correcto
con la suficiente rapidez en el panel (b) de ambas figuras. Adema´s, este experimento
permite comprobar que utilizando la nueva regla normalizada de actualizacio´n, la
combinacio´n reconverge adecuadamente ante cambios en la RIR, independientemen-
te de la SNR del escenario. Por otro lado, el empleo de la funcio´n de activacio´n (3.11)
favorece un comportamiento adecuado de la combinacio´n durante la transicio´n del
para´metro de mezcla, como se comprueba en la figura 3.7 en torno a t = 9 s.
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NLMS µ1 = 1
NLMS µ2 = 0.1
SNR = 50 dB
SNR = 10 dB
(a)











SNR = 50 dBSNR = 10 dB
(b)
Figura 3.8: Cancelacio´n de eco acu´stico utilizando ruido blanco como sen˜al de entrada
en un escenario con SNR inicial de 10 dB que cambia abruptamente a 50 dB en t = 6
s., utilizando la regla de actualizacio´n normalizada con µan = 1 y β = 0.9. (a)
Evolucio´n temporal de EMSE(k) de los componentes y de su combinacio´n convexa.
(b) Evolucio´n temporal del para´metro de mezcla λ(k).
El segundo de los experimentos analiza con ma´s detalle el comportamiento en
estacionario de las reglas de combinacio´n tipo LMS y NLMS para diferentes va-
lores de µa, µan y SNRs. Para ello, se calcula el EMSE en re´gimen permanente de
los componentes y de la combinacio´n, i.e., EMSE1(∞), EMSE2(∞) y EMSEc(∞),
promediando durante 25000 iteraciones una vez que el filtro lento ha convergido1, y
considerando 100 realizaciones independientes de los algoritmos.
1El punto exacto a partir del cual se calculan las cifras de me´rito es dos segundos despue´s de la
convergencia del filtro lento en el caso peor, es decir, considerando la mayor SNR.
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Por un lado, en la figura 3.9 se ha representado el cociente entre EMSEc(∞) y
el menor EMSE de ambos filtros componentes, i.e., del filtro ma´s lento, EMSE2(∞),
utilizando µa = 10, µa = 100 y µa = 1000, para el esquema tipo LMS y µan = 1
y β = 0.9 para el esquema NLMS. El rango de SNR considerado va de 0 a 60 dB,
en pasos de un decibelio. Por otra parte, la figura 3.10 muestra el mismo cociente,
variando los para´metros de mezcla en un amplio margen de valores, y considerando
tres SNRs diferentes, como son 50, 30 y 10 dB.
A la vista de los resultados, es obvio que la nueva regla de actualizacio´n normali-
zada mejora el comportamiento mostrado por la regla tipo LMS. El nuevo esquema de
actualizacio´n permite que, para un valor µan u´nico, la combinacio´n converja al valor
obtenido por el componente ma´s lento independientemente de la SNR. Sin embargo,
la utilizacio´n del esquema tipo LMS da lugar a un comportamiento insatisfactorio,
ya que no existe un valor de µa que permita una adaptacio´n de la regla tipo LMS
correcta para todas las SNRs, lo que permite concluir la mayor robustez del esquema
normalizado con respecto al esquema de adaptacio´n tipo LMS.
Ruido blanco como sen˜al de entrada. Funcionamiento en seguimiento
En esta subseccio´n se incluyen los resultados del estudio experimental de las
capacidades de seguimiento (tracking) de la solucio´n propuesta. Aunque hay autores
que defienden que algunos cambios en la RIR, como los ocasionados por el movimiento
de una persona, son tan ra´pidos que no pueden ser seguidos por los filtros adaptativos
sin necesidad de reconverger, otros cambios como los producidos por la temperatura
son bastante lentos, lo que obliga a un estudio de las capacidades de seguimiento de
los filtros adaptativos, y, por ende, de sus combinaciones.
En el experimento aqu´ı presentado se ha utilizado un modelo de variacio´n de
la respuesta de eco tipo random-walk [Pearson, 1905; Sayed, 2003], donde la planta
var´ıa segu´n
h(k + 1) = h(k) + q(k) (3.12)
cumpliendo h(0) = ha, y siendo q(k) vectores i.i.d. gaussianos aleatorios de media
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Figura 3.9: Comparacio´n de los resultados obtenidos en re´gimen permanente uti-
lizando la regla tipo LMS (con µa = 10, 100 y 1000) y la regla normalizada (con
µan = 1 y β = 0.9) para diferentes SNRs.
nula con matriz de covarianza Q = E{q(k)qT (k)} = σ2qI. Considerando esta defini-
cio´n, la traza de Q, Tr(Q) = σ2qM , puede interpretarse como una medida de la
velocidad de cambio de h(k).
La cifra de me´rito utilizada en este experimento es la desviacio´n cuadra´tica nor-
malizada (Normalized Square Deviation, NSD) de un filtro, definida como el cociente
entre su EMSE y el EMSE del filtro NLMS con paso de adaptacio´n o´ptimo µopt (i.e.,
con el menor EMSE posible). Se resalta que en este tipo de situaciones de seguimien-
to, existe un filtro NLMS con funcionamiento o´ptimo, cuyo paso de adaptacio´n ha
sido calculado usando el mismo procedimiento que en [Sayed, 2003; Arenas-Garc´ıa

















La figura 3.11 muestra la NSD(∞) de los filtros componentes y de su combinacio´n
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Figura 3.10: Funcionamiento de la regla de adaptacio´n tipo LMS y de la normalizada
en funcio´n de sus pasos de adaptacio´n, para SNR = 50, 30 y 10 dB.
convexa considerando tres potencias de ruido de fondo diferentes, σ2n = 10
−5, 10−3
y 10−1, lo que da lugar a tres SNRs diferentes, 50, 30 y 10 dB, cuando Tr(Q) = 0.
Puesto que la seleccio´n de µa depende de la SNR y e´sta es, normalmente desconocida
a priori, se muestran resultados comparando la adaptacio´n de a(k) por medio de la
regla tipo LMS para dos valores diferentes de µa, µa = 1000 y 10, y utilizando la
regla normalizada con µan = 1. Observando la figura se pueden extraer las siguientes
conclusiones:
Al igual que en el caso de escenario estacionario, la regla de actualizacio´n nor-
malizada permite que la combinacio´n se comporte al menos como el mejor de
los componentes independientemente de la SNR. Sin embargo, la regla LMS
da lugar a un comportamiento inadecuado cuando el paso de adaptacio´n selec-
cionado no es el apropiado, es decir, µa = 10 cuando σ
2
n = 0.1 y µa = 1000 si
σ2n = 10
−5.
Independientemente del valor de SNR, cuando la velocidad de cambio de la
planta es alta, i.e., Tr(Q) > 10−4, la regla tipo LMS tambie´n ofrece un com-
portamiento inadecuado, puesto que ∆Ji(k) depende linealmente de Tr(Q)
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Figura 3.11: Prestaciones en seguimiento de una combinacio´n de dos filtros NLMS
utilizando la regla tipo LMS con µa = 1000 y con µa = 10, y la regla tipo NLMS
con µan = 1 y β = 0.9. Columna izquierda: NSD(∞) de los componentes y de las
combinaciones; columna derecha: para´metros de mezcla; de arriba a abajo: SNR =
50, 30 y 10 dB.
77
3.2. ADAPTACIO´N NORMALIZADA DEL PARA´METRO DE MEZCLA
[Sayed, 2003] y para esas velocidades de variacio´n se incrementa el ruido de
gradiente en el caso de la combinacio´n tipo LMS. Sin embargo, la nueva regla
normalizada ofrece un comportamiento estable de la combinacio´n, fruto de la
divisio´n por p(k).
En ambas figuras se puede observar co´mo la combinacio´n, utilizando tanto la
regla normalizada como la regla LMS, mejora el comportamiento de ambos
filtros componentes en un margen de valores de Tr(Q) en la zona central de la
simulacio´n. Este hecho se debe a la baja correlacio´n entre los errores de ambos
componentes, que hace que en estos casos, gracias al promediado que ofrece un
valor de λ(k) en torno a 0.5 (ver columna derecha de la figura), la combinacio´n
ofrezca una ganancia adicional.
Voz como sen˜al de entrada
Finalmente, en esta subseccio´n se incluyen varios experimentos de cancelacio´n de
eco acu´stico usando como sen˜al de entrada 18 segundos de sen˜al de voz, utilizando un
mismo escenario donde la RIR permanece invariante y considerando diferentes SNRs.
Las figuras 3.12, 3.13 y 3.14 muestran el ERLE(k) obtenido por una combinacio´n
de dos filtros NLMS con pasos de adaptacio´n µ1 = 1 y µ2 = 0.1, actualizando el
para´metro de mezcla a(k) segu´n el esquema normalizado con µan = 1 y β = 0.9 para
todos los casos. Como se puede observar, la combinacio´n obtiene un rendimiento
similar al mejor de los componentes, independientemente de la SNR. Es notable
co´mo, a medida que la SNR aumenta, el protagonismo del filtro ra´pido es mayor,
debido a que la convergencia del filtro lento se ralentiza conforme se incrementa la
SNR. Este hecho se puede apreciar examinando los valores de λ(k).
La figura 3.15 incluye una comparacio´n entre el uso del esquema normalizado y el
esquema tipo LMS para la adaptacio´n de a(k), con µan = 1 y µa = 10000. Puesto que
el para´metro de mezcla µa se ha ajustado para obtener un comportamiento correcto
cuando SNR = 30 dB en el caso de la regla tipo LMS, tal y como muestra el panel
superior de la figura 3.15, cuando la SNR var´ıa, el comportamiento de la combinacio´n
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NLMS µ1 = 1 NLMS µ2 = 0.1 Combinación










Figura 3.12: Cancelacio´n de eco acu´stico utilizando sen˜al de voz como entrada al
filtro, y empleando el esquema normalizado con µan = 1 y β = 0.9 para la adaptacio´n
de a(k) en un escenario con SNR = 10 dB. De arriba a abajo: Evolucio´n temporal
de la sen˜al de voz s(k); evolucio´n temporal de ERLE(k) de los componentes y de su
combinacio´n convexa; evolucio´n temporal del para´metro de mezcla λ(k).
utilizando la actualizacio´n tipo LMS es peor que el obtenido en caso de usar la regla
normalizada, tal y como se observa en los otros paneles de la misma figura. La figura
3.16 muestra los mismos registros tras un suavizado mediante un filtro de media
mo´vil de 8000 muestras (un segundo), para facilitar el visionado.
Por u´ltimo, conviene resaltar que el valor del paso de adaptacio´n de la regla
de combinacio´n tipo NLMS ha permanecido constante en µan = 1 para todas las
simulaciones, independientemente de la naturaleza de la sen˜al de entrada, mientras
que el de la regla tipo LMS tuvo que ser ajustado en cada caso.
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NLMS µ1 = 1 NLMS µ2 = 0.1 Combinación










Figura 3.13: Cancelacio´n de eco acu´stico utilizando sen˜al de voz como entrada al
filtro, y empleando el esquema normalizado con µan = 1 y β = 0.9 para la adaptacio´n
de a(k) en un escenario con SNR = 30 dB. De arriba a abajo: Evolucio´n temporal
de la sen˜al de voz s(k); evolucio´n temporal de ERLE(k) de los componentes y de su
combinacio´n convexa; evolucio´n temporal del para´metro de mezcla λ(k).
Esto refuerza la conclusio´n de la Seccio´n 3.2: la regla de actualizacio´n norma-
lizada, publicada en [Azpicueta-Ruiz et al., 2008b], dota al esquema de combinacio´n
de robustez con respecto a la SNR, lo que lo hace preferible a la regla tipo LMS
[Arenas-Garc´ıa et al., 2009; La´zaro-Gredilla et al., 2010; Azpicueta-Ruiz et al., 2011],
ya que el incremento en coste computacional es escaso; exactamente, tres multipli-
caciones, una divisio´n y una suma por iteracio´n.
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NLMS µ1 = 1 NLMS µ2 = 0.1 Combinación










Figura 3.14: Cancelacio´n de eco acu´stico utilizando sen˜al de voz como entrada al
filtro, y empleando el esquema normalizado con µan = 1 y β = 0.9 para la adaptacio´n
de a(k) en un escenario con SNR = 50 dB. De arriba a abajo: Evolucio´n temporal
de la sen˜al de voz s(k); evolucio´n temporal de ERLE(k) de los componentes y de su
combinacio´n convexa; evolucio´n temporal del para´metro de mezcla λ(k).
3.3. Adaptacio´n del para´metro de mezcla por m´ıni-
mos cuadrados
En la presente seccio´n se incluye una nueva regla de actualizacio´n para el
para´metro de mezcla λ(k) basada en la solucio´n de un problema de mı´nimos cuadra-
dos (Least-Squares, LS), publicada en [Azpicueta-Ruiz et al., 2008a]. Esta regla tiene
en comu´n con la presentada en la Seccio´n 3.2 su inmunidad con respecto a cambios
en la SNR, pero la regla tipo LS permite que el para´metro de mezcla obtenga va-
81
3.3. ADAPTACIO´N DEL PARA´METRO DE MEZCLA POR MI´NIMOS
CUADRADOS












Esquema original Esquema normalizado












Esquema original Esquema normalizado












Esquema original Esquema normalizado
Figura 3.15: Comparacio´n de la cancelacio´n de eco acu´stico utilizando el esquema
normalizado con µan = 1 y β = 0.9, y el esquema tipo LMS con µa = 10000. De
arriba a abajo: SNR del escenario igual a 30 dB, 50 dB y 10 dB, respectivamente.
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Esquema tipo LMS Esquema tipo NLMS
SNR = 10 dB
SNR = 10 dB
SNR = 50 dB
SNR = 50 dB
SNR = 30 dB
SNR = 30 dB
Figura 3.16: Comparacio´n de la cancelacio´n de eco acu´stico utilizando el esquema
normalizado con µan = 1 y β = 0.9, y el esquema tipo LMS con µa = 10000 en un
escenario con SNR = 50, 30 y 10 dB, suavizando los registros.
lores fuera del margen [0, 1]. Por lo tanto, en este caso se obtiene una combinacio´n
af´ın (aunque se podr´ıa conseguir una combinacio´n convexa sin ma´s que truncar los
valores del parame´tro de mezcla).
3.3.1. Combinador af´ın o´ptimo
Recientemente se ha prestado atencio´n al estudio del comportamiento de la com-
binacio´n o´ptima en el sentido de error cuadra´tico medio, es decir, aquella combinacio´n
que obtiene el mı´nimo E{e2c(k)}.
En [Bershad et al., 2008] se demostro´ anal´ıticamente que la combinacio´n o´ptima
de dos filtros LMS que so´lo difieren en su paso de adaptacio´n (µ2 < µ1), considerando
un entorno estacionario, da lugar a un valor del para´metro de mezcla o´ptimo en re´gi-
men permanente menor que cero. Otros autores ampliaron el estudio contemplando la
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combinacio´n o´ptima de filtros de otras familias, como NLMS y RLS [Candido et al.,
2008; Candido et al., 2010], obteniendo resultados similares en lo que al combinador
o´ptimo se refiere.
El valor del combinador o´ptimo en re´gimen permanente, λo(∞), y el mı´nimo error












Ambas expresiones anal´ıticas se demuestran en el Ape´ndice A, donde adema´s se
particularizan para el caso de una combinacio´n de dos filtros NLMS cuyos pasos
de adaptacio´n cumplen µ2 = rµ1, con r < 1, en un entorno estacionario. Dicha
particularizacio´n parte de la expresio´n anal´ıtica del exceso de error cuadra´tico en









σ2n, i = 1, 2, (3.16)














Teniendo en cuenta que 0 < µ1 < 2 y 0 < r < 1, se puede ver co´mo la ecuacio´n
(3.17) da lugar a un valor negativo del combinador o´ptimo de dos filtros NLMS en
un entorno estacionario. Este resultado indica que parte de la estimacio´n realizada
por el primer componente debe ser restada de la estimacio´n del segundo para obtener
un comportamiento o´ptimo, debido a que las estimaciones que realizan ambos filtros
componentes esta´n correlacionadas, i.e., Jex,12(∞) > 0.
Adema´s, recordando que µ2 = rµ1 y 0 < µ1 < 2, al comparar las ecuaciones (3.18)
y (3.16) se puede comprobar que Jex,o(∞) < Jex,2(∞). Esto indica que la combinacio´n
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o´ptima converge a un error en estacionario inferior al del mejor componente, algo
que so´lo puede ser conseguido por esquemas de combinacio´n afines, que permiten que
λ(k) obtenga valores fuera del margen [0,1]. Sin embargo, existen escenarios donde la
combinacio´n o´ptima es implementable por medio de un esquema convexo. En estos
casos se cumple que Jex,12(k) < Jex,i(k), con i = 1, 2 [Arenas-Garc´ıa et al., 2006a], lo
que da lugar a que el combinador o´ptimo converja a un valor 0 < λo(∞) < 1. Esto
ocurre, por ejemplo:
En entornos donde la planta es no estacionaria, para ciertas velocidades de
cambio de la planta.
Al combinar dos filtros NLMS con igual paso de adaptacio´n y diferente nu´mero
de etapas, si la planta desconocida tiene una longitud menor que ambos filtros
adaptativos se obtiene Jex,1(∞) ≈ Jex,2(∞), y sin embargo Jex,c(∞) < Jex,i(∞),
con i = 1, 2, alcanzando el combinador o´ptimo 0 < λo(∞) < 1.
3.3.2. Derivacio´n de la regla de adaptacio´n tipo m´ınimos cuadra-
dos
En la presente subseccio´n se procede a la derivacio´n de una regla de adaptacio´n
para el para´metro de mezcla λ(k) basada en la solucio´n de un problema de mı´nimos




β(k, j)e2c(k, j), (3.19)
donde β(k, j) hace referencia a una ventana de ponderacio´n temporal que per-
mite otorgar distinta importancia a los diferentes instantes j, y la variable ec(k, j)
se corresponde con el error combinado cuando se utilizan las salidas de los fil-
tros componentes en el instante j y el para´metro de mezcla en el instante k, i.e.,
ec(k, j) = λ(k)e1(j) + [1− λ(k)]e2(j).
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β(k, j)ec(k, j)[e1(j)− e2(j)], (3.20)
e igualando a cero para calcular el valor del para´metro de mezcla que minimiza la
funcio´n de coste, se tiene
λ(k) =
∑k
j=1 β(k, j)e2(j)[e2(j)− e1(j)]∑k
j=1 β(k, j)[e2(j)− e1(j)]
2
. (3.21)
Recordando la interpretacio´n de la combinacio´n de filtros como un filtro de dos capas,
donde la salida de la segunda capa viene dada por la ecuacio´n (3.2), el valor obtenido
para λ(k) se puede entender de forma intuitiva. Teniendo en cuenta que e2(k) −
e1(k) = y1(k)−y2(k) y e2(k) = d(k)−y2(k) pueden corresponderse, respectivamente,
con la sen˜al de entrada y la sen˜al deseada de la segunda capa, el denominador de la
ecuacio´n (3.21) se corresponder´ıa con una estimacio´n de la autocorrelacio´n de la sen˜al
de entrada, asemeja´ndose el numerador a una estimacio´n de la correlacio´n cruzada
entre la sen˜al deseada y la entrada, lo cual es totalmente coherente con la solucio´n
de un problema de mı´nimos cuadrados [Haykin, 2002; Sayed, 2003].
La seleccio´n de β(k, j) es importante para permitir una adaptacio´n correcta del
para´metro de mezcla:
Si se elige una ventana exponencial donde β(k, j) = γk−j, siendo γ < 1, se posi-
bilita la reformulacio´n de la expresio´n (3.21) de una forma recurrente, similar a
un problema RLS, lo cual permite ahorro en te´rminos de coste computacional,
si bien es cierto que una implementacio´n no recurrente no es muy costosa,
puesto que so´lo se contempla un para´metro de mezcla unidimensional λ(k).
Por el contrario, el funcionamiento de la ventana exponencial es subo´ptimo
cuando se producen cambios abruptos en la RIR, lo que da lugar a valores de
la sen˜al de entrada e2(k)−e1(k) muy grandes, que van a influir en la estimacio´n
del para´metro de mezcla aun cuando este´n lejanos en el tiempo.
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Otra opcio´n es utilizar una ventana rectangular de taman˜o K, donde
β(k, j) =
 1/K , k −K < j ≤ k0 , j ≤ k −K, (3.22)
de esta forma, errores cuya energ´ıa es muy alta dejan de influir en la estimacio´n
del para´metro de mezcla tras K iteraciones.
En [Azpicueta-Ruiz et al., 2008a] se ha estudiado la influencia del tipo de ven-
tana (exponencial o rectangular), mostrando experimentalmente las mejores
prestaciones de la ventana rectangular, la cual sera´ utilizada en los experimen-
tos de la nueva regla LS presentados en esta Tesis.
El taman˜o de la ventana es un para´metro importante, puesto que condiciona la
memoria utilizada en la estimacio´n de λ(k). Cuanto mayor sea el taman˜o de la
ventana, i.e., K o γ mayores, la estimacio´n de λ(k) sera´ ma´s precisa en re´gimen
permanente, aunque, por otra parte, el factor de mezcla se adaptara´ peor a cambios
en el escenario de cancelacio´n. Sin embargo, valores pequen˜os de K o γ dara´n lugar
a un para´metro de mezcla que se adapta ma´s ra´pidamente a posibles variaciones,
mientras que la estimacio´n de λo(k) presentara´ una varianza mayor.
Una de las ventajas del esquema de actualizacio´n tipo mı´nimos cuadrados pre-
sentado en la Subseccio´n 3.3.2 es su fa´cil extensio´n a la combinacio´n de un nu´mero
arbitrario de filtros adaptativos. Dicha extensio´n, publicada en [Azpicueta-Ruiz et al.,
2010a], se incluye en el Ape´ndice B.
3.3.3. Ana´lisis de la regla de adaptacio´n tipo m´ınimos cuadrados
En esta subseccio´n se incluye un sencillo ana´lisis de la regla de adaptacio´n ex-
presada en (3.21) que permite comprobar co´mo la adaptacio´n de λ(k) segu´n este
algoritmo se aproxima al valor del combinador o´ptimo calculado en (3.14).
Para ello, partiendo del modelo de sen˜al incluido en la Subseccio´n 3.2.2, se toman
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esperanzas matema´ticas a ambos lados de la ecuacio´n (3.21), obteniendo
E{λ(k)} ≈
∑k
j=1 β(k, j)E{e2(j)[e2(j)− e1(j)]}∑k
j=1 β(k, j)E{[e2(j)− e1(j)]
2}
(3.23)
donde se ha aproximado la esperanza del cociente por el cociente de las esperanzas
del numerador y el denominador. Esta aproximacio´n es ma´s cierta conforme crece
el taman˜o de la ventana β(k, j), introduciendo un error despreciable cuando e´sta es
suficientemente grande. En este caso el numerador y el denominador de la ecuacio´n
(3.21) son estimaciones razonablemente buenas de la autocorrelacio´n y la correlacio´n
cruzada de las sen˜ales involucradas gracias al promedio temporal realizado a lo largo
de varias iteraciones, permitiendo la aproximacio´n introducida en la ecuacio´n (3.23).




j=1 β(k, j)[∆Jex,1(j) + ∆Jex,2(j)]
. (3.24)
Comparando el valor en re´gimen permanente de la ecuacio´n (3.24) con el valor
del combinador o´ptimo obtenido en (3.14), queda claro que, conforme la longitud de
la ventana de ponderacio´n aumenta, la regla de adaptacio´n proporciona una mejor
aproximacio´n de λo(∞).
Como se puede observar en (3.24), de igual forma que en el caso de la regla de
adaptacio´n normalizada, posibles variaciones en la SNR no afectara´n a la estimacio´n
del para´metro de mezcla, ya que estas variaciones afectara´n de igual forma a ∆Jex,1
y a ∆Jex,2.
3.3.4. Estudio experimental de la regla de actualizacio´n tipo
m´ınimos cuadrados
En esta subseccio´n se incluyen una serie de experimentos que muestran el com-
portamiento de la regla de actualizacio´n tipo mı´nimos cuadrados, mostrando su ro-
bustez con respecto a variaciones en la SNR y su capacidad de implementar una
combinacio´n af´ın, comparando el valor del para´metro de mezcla obtenido en re´gimen
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permanente con el combinador o´ptimo calculado de forma anal´ıtica en la Subsec-
cio´n 3.3.1. Se aportan experimentos utilizando ruido blanco y voz como sen˜ales de
entrada; adema´s, se incluyen resultados estudiando el funcionamiento de la regla de
adaptacio´n tanto en escenarios estacionarios como de seguimiento.
Ruido blanco como sen˜al de entrada. Funcionamiento en convergencia y esta-
cionario.
En primer lugar se va a estudiar el funciomiento de la regla de actualizacio´n ante
cambios en la SNR replicando el escenario mostrado en la Seccio´n 3.1. Las figuras
3.17 y 3.18 muestran los resultados obtenidos al aplicar la regla tipo LS en estos
mismos escenarios utilizando una ventana rectangular de longitud K = 2000. Como
se puede observar la regla de actualizacio´n posibilita una adaptacio´n correcta de la
combinacio´n ante cambios en la SNR y en la planta. Tal y como se ve en las figuras,
la regla tipo LS obtiene unos resultados ana´logos a los de la regla NLMS, si bien es
cierto que, gracias a la capacidad de converger a un valor de λ(k) < 0, la combinacio´n
obtiene un error en re´gimen permanente menor que el del componente lento, aunque
dicha ganancia es muy escasa en estos escenarios.
En segundo lugar, se va a estudiar la influencia del taman˜o de la ventana K
en el comportamiento de la combinacio´n. Para ello, se incluye un experimento de
cancelacio´n de eco similar al anterior, pero donde se ha conservado siempre una SNR
= 30 dB, y se han utilizado tres valores diferentes de taman˜o de ventana, K = 200,
2000 y 20000 muestras.
Como se puede observar en la figura 3.19, conforme el taman˜o de la ventana
aumenta, se produce un retraso en la respuesta de la combinacio´n con respecto a
variaciones en el escenario de cancelacio´n. Sin embargo, una vez alcanzado el re´gimen
permanente, se obtiene un menor error residual, debido a que la estimacio´n del
para´metro de mezcla es menos ruidosa.
Este hecho se puede comprobar en la Tabla 3.1, donde se ha calculado el valor
en re´gimen permanente de los para´metros de mezcla, obtenidos como promedio de
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SNR = 10 dBSNR = 50 dB SNR = 50 dB
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SNR = 10 dBSNR = 50 dB SNR = 50 dB
(b)
Figura 3.17: Cancelacio´n de eco acu´stico utilizando ruido blanco como sen˜al de en-
trada en un escenario con SNR inicial de 50 dB que cambia abruptamente a 10
dB en t = 21 s. (a) Evolucio´n temporal de EMSE(k) de los componentes y de su
combinacio´n af´ın tipo LS. (b) Evolucio´n temporal del para´metro de mezcla λ(k)
actualizado con la regla LS y K = 2000.
diferentes realizaciones y sobre 8000 muestras, i.e., Ê{λ(∞)}, y el valor del com-
binador o´ptimo λo(∞) para este escenario segu´n la ecuacio´n (3.17). Adema´s, se
incluye el valor de la varianza de E{λ(k)} estimada considerando 8000 muestras una
vez alcanzado el re´gimen estacionario. Dicha tabla tambie´n contempla el valor de
ζ(k) = EMSEc(k)/EMSE2(k) en re´gimen permanente obtenido como promedio de
diferentes realizaciones.
Observando el comportamiento de la combinacio´n mostrado en la figura 3.19
y los resultados de la Tabla 3.1, se puede comprobar co´mo la utilizacio´n de una
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SNR = 50 dBSNR = 10 dB
(b)
Figura 3.18: Cancelacio´n de eco acu´stico utilizando ruido blanco como sen˜al de en-
trada en un escenario con SNR inicial de 10 dB que cambia abruptamente a 50 dB en
t = 6 s. (a) Evolucio´n temporal de EMSE(k) de los componentes y de su combinacio´n
af´ın tipo LS. (b) Evolucio´n temporal del para´metro de mezcla λ(k) actualizado con
la regla LS y K = 2000.
ventana de longitud K = 200 genera una estimacio´n del para´metro de mezcla con
mayor varianza, que hace que el filtro combinado se comporte peor que el mejor de
los componentes. Examinando el comportamiento de la combinacio´n mostrado en las
tres figuras y los resultados de la tabla, se puede concluir que una longitud de ventana
K = 2000 da lugar a un comportamiento adecuado. Sin embargo, hay configuraciones
donde es ma´s complicado encontrar una longitud de ventana K que permita un
comportamiento de la combinacio´n similar al anteriormente descrito, como al utilizar
filtros adaptativos de longitud pequen˜a [Azpicueta-Ruiz et al., 2010a].
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Figura 3.19: Cancelacio´n de eco acu´stico utilizando ruido blanco como sen˜al de en-
trada en un escenario con SNR = 30 dB. Evolucio´n temporal del EMSE(k) de los
componentes, de su combinacio´n af´ın y del para´metro de mezcla actualizado con la
regla LS para diferentes taman˜os de ventana rectangular. (a) K = 200, (b) K = 2000
y (c) K = 20000.
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ζ(∞), [dB] λo(∞) Ê{λ(∞)} var{λ(∞)}
K = 200 0.2192 −0.556 -0.0583 2.13 · 10−4
K = 2000 −0.1769 −0.556 -0.0567 1.68 · 10−5
K = 20000 −0.2197 −0.556 -0.0552 2.45 · 10−7
Tabla 3.1: Resumen del comportamiento de la combinacio´n af´ın en re´gimen perma-
nente con adaptacio´n LS para tres longitudes de ventana diferentes.
Existen varias soluciones para paliar este problema, entre las que se encuentra
la utilizacio´n de una combinacio´n de segundo nivel donde se mezclen las salidas de
dos combinaciones implementadas segu´n el esquema de actualizacio´n tipo mı´nimos
cuadrados, pero con longitudes de ventana K diferentes, permitiendo al esquema
global obtener una buena respuesta ante transitorios y en re´gimen permanente. Cabe
notar que esta propuesta introduce un incremento despreciable en cuanto a carga
computacional con respecto a la necesaria para una sola combinacio´n af´ın, ya que
las ventanas rectangulares de diferente longitud pueden implementarse mendiante
un array circular comu´n y dos punteros distintos.
Aunque la mayor´ıa de aplicaciones de procesamiento de sen˜ales acu´sticas incluyen
necesariamente filtros con longitud grande para modelar suficientemente bien las
RIRs presentes en el escenario, existen ejemplos donde la RIR a modelar es corta, y
por tanto, la longitud del filtro adaptativoM debe ser menor, como en las aplicaciones
de cancelacio´n de interferencias en aud´ıfonos [Ha¨nsler and Schmidt, 2006, Sec. 15.5].
Ruido blanco como sen˜al de entrada. Funcionamiento en seguimiento.
El escenario de seguimiento contemplado as´ı como el modelo de planta coinciden
con los descritos en el caso del estudio de las prestaciones en seguimiento de la regla
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de actualizacio´n normalizada, vistos dentro de la Subseccio´n 3.2.4.
La figura 3.20 representa la NSD(∞) de ambos componentes y de la combinacio´n
cuando se usa una ventana con K = 2000 en un escenario con SNR = 50, 30 y 10
dB. Como se puede comprobar, la combinacio´n presenta un funcionamiento adecuado
independientemente de la SNR del entorno.
Adema´s, se puede observar co´mo la combinacio´n se comporta siempre al menos
como el mejor de los componentes. Incluso resulta posible la mejora simulta´nea de
las prestaciones de ambos filtros, tanto para los valores centrales de Tr(Q), en los
que ambos filtros presentan prestaciones similares, como para valores pequen˜os de
Tr(Q). En este segundo caso, la ganancia se debe a que λo(∞) < 0, ya que el error
tiene origen meramente en el ruido de gradiente de los filtros (i.e., el retraso en el
seguimiento de la solucio´n o´ptima es pra´cticamente inexistente). Sin embargo, se
puede ver co´mo dicha ganancia es inapreciable para las configuraciones estudiadas,
por lo que el uso de una combinacio´n af´ın apenas reporta ventaja alguna.
Voz como sen˜al de entrada.
En esta subseccio´n se comprueba el funcionamiento de la regla de adaptacio´n
tipo mı´nimos cuadrados (LS) por medio de una serie experimentos de cancelacio´n
de eco acu´stico usando como sen˜al de entrada 18 segundos de sen˜al de voz, para un
escenario donde la RIR permanece invariante y considerando diferentes SNRs. Los
experimentos persiguen, por una parte, comprobar la sensibilidad del esquema de
adaptacio´n ante diferentes SNRs, y, por otra, estudiar las ventajas de la utilizacio´n
de la combinacio´n af´ın, en caso de que la sen˜al de entrada sea voz.
La figura 3.21 muestra el ERLE(k) obtenido por la combinacio´n utilizando el
esquema de adaptacio´n tipo LS y por cada uno de los componentes, con µ1 = 1 y
µ2 = 0.1, cuando el taman˜o de la ventana rectangular es de 200 muestras. Como se
puede apreciar, debido al cara´cter no estacionario de la sen˜al de voz, la longitud de
β(k, j) se selecciona menor que la utilizada cuando la sen˜al de entrada es ruido blanco,
puesto que una longitud de 2000 muestras no permite una adaptacio´n adecuada
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Figura 3.20: Resultados obtenidos mediante el uso de la regla tipo LS, con K = 2000
en un escenario de seguimiento. Columna izquierda: NSD(∞) de los componentes y
de su combinacio´n af´ın; columna derecha: para´metros de mezcla; de arriba a abajo:
50, 30 y 10 dB de SNR presente en el escenario.
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Figura 3.21: Cancelacio´n de eco acu´stico con voz como sen˜al de entrada utilizando
el esquema tipo LS con K = 200 para la adaptacio´n de λ(k) en un escenario con
SNR = 30 dB. De arriba a abajo: Evolucio´n temporal de la sen˜al de voz s(k); evolu-
cio´n temporal de ERLE(k) de los componentes y de su combinacio´n af´ın; evolucio´n
temporal del para´metro de mezcla λ(k).
de λ(k). Puede comprobarse que la combinacio´n obtiene una cancelacio´n correcta,
comporta´ndose al menos como el mejor de los componentes. En la parte inferior de
la figura se ha representado la evolucio´n de λ(k), observa´ndose co´mo alcanza valores
fuera del rango [0, 1].
La figura 3.22 muestra los resultados del uso de la combinacio´n utilizando la
regla de adaptacio´n tipo NLMS, con µa = 1 y β = 0.9; y la regla tipo LS, con
K = 200 para diferentes SNRs. La comparacio´n demuestra que el funcionamiento
de la regla de adaptacio´n tipo LS es muy similar al de la regla tipo NLMS, y por lo
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tanto robusto frente a SNRs desconocidas y/o variantes en el tiempo. Adema´s, visto
que el ERLE(k) alcanzado utilizando ambos esquemas de adaptacio´n es muy similar,
queda de manifiesto que las ventajas de utilizar un esquema de combinacio´n af´ın con
respecto a uno convexo son inapreciables cuando la sen˜al de entrada es voz.
3.4. Conclusio´n
La regla de adaptacio´n tipo LMS originalmente propuesta para la combinacio´n
convexa de dos filtros adaptativos adolece de un problema concerniente a la seleccio´n
del paso de adaptacio´n µa cuando la SNR presente en el escenario es desconocida a
priori y/o variante en el tiempo.
En este cap´ıtulo se han presentado dos esquemas de adaptacio´n del para´metro
de mezcla λ(k) cuya robustez con respecto a la SNR ha sido demostrada anal´ıtica y
experimentalmente, incluyendo tanto experimentos en entornos estacionarios como
de seguimiento, y utilizando como sen˜al de entrada ruido blanco y voz. Esta carac-
ter´ıstica de ambas soluciones simplifica el ajuste del para´metro de mezcla, facilitando
el empleo de esquemas basados en combinaciones de filtros adaptativos en escenarios
realistas.
En el presente cap´ıtulo tambie´n se ha demostrado que el combinador o´ptimo
converge a un valor negativo en un entorno estacionario, por lo que se ha prestado
atencio´n a la posibilidad de que la regla de adaptacio´n del para´metro de mezcla
pueda implementar una combinacio´n af´ın. Si bien es cierto que el esquema tipo LS
aqu´ı presentado puede utilizarse para la combinacio´n af´ın de dos filtros adaptativos,
se ha comprobado co´mo las ventajas de la combinacio´n af´ın con respecto a la convexa
no son normalmente muy significativas. Por esta razo´n, el esquema preferido y que
se empleara´ de forma casi exclusiva en el resto de la Tesis Doctoral es el tipo NLMS,
si bien la utilizacio´n de la actualizacio´n tipo LS podr´ıa estar justificada si fuese
necesario combinar un nu´mero de filtros mayor que dos.
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Figura 3.22: Comparacio´n de la cancelacio´n de eco acu´stico utilizando el esquema
basado en LS con K = 200 y el esquema normalizado con µan = 1 y β = 0.9. De
arriba a abajo, ERLE para SNR de 50 dB, 30 dB y 10 dB.
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Esquemas de combinacio´n en el
dominio frecuencial
Las sen˜ales involucradas en las aplicaciones de procesamiento de sen˜ales acu´sti-
cas, como puede ser el caso de la voz o las sen˜ales musicales, poseen un espectro cuyo
margen dina´mico en funcio´n de la frecuencia es bastante amplio (es decir, son sen˜ales
coloreadas). Bajo estas condiciones, la velocidad de convergencia de los filtros adap-
tativos tipo LMS o NLMS decrece considerablemente con respecto al caso de sen˜ales
blancas. Adema´s, las RIRs a identificar en este tipo de aplicaciones normalmente
poseen una longitud muy grande, lo cual, adema´s de ralentizar la convergencia de
los esquemas adaptativos, implica un elevado coste computacional.
En los u´ltimos an˜os se han desarrollado diferentes soluciones que buscan mejorar
el funcionamiento de los esquemas adaptativos en este tipo de escenarios, principal-
mente operando en el dominio frecuencial, entre las que destacan los esquemas de
filtrado en subbandas. Bajo esta aproximacio´n, las sen˜ales a filtrar se descomponen
en diferentes subbandas, cuyo margen dina´mico es menor comparado con la sen˜al
de banda ancha, haciendo que la utilizacio´n de un filtro adaptativo por subbanda
permita una convergencia mejor que la del filtro de banda ancha, adema´s de una
reduccio´n en te´rminos de coste computacional.
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En este cap´ıtulo se presenta un esquema de filtrado adaptativo por subbandas
que utiliza la combinacio´n de filtros basa´ndose en el algoritmo de filtrado adaptativo
en subbandas sin retardo presentado en [Morgan and Thi, 1995].
4.1. Introduccio´n
En la literatura se pueden encontrar distintos esquemas de filtrado adaptativo
en el dominio frecuencial, que buscan uno o ambos de estos objetivos: acelerar la
convergencia de los algoritmos adaptativos ante entradas coloreadas y reducir el coste
computacional asociado a la identificacio´n de RIRs largas. De entre los diferentes
algoritmos existentes, en esta seccio´n se incluyen los filtros adaptativos en el dominio
frecuencial y los filtros adaptativos en subbandas.
4.1.1. Filtros adaptativos en el dominio frecuencial
Al contrario que la implementacio´n temporal, en la que se procede muestra a
muestra, la implementacio´n en el dominio frecuencial esta´ basada en el procesamien-
to de bloques de la sen˜al de entrada x(k) y de referencia d(k), calculando la trans-
formada ra´pida de Fourier (Fast Fourier Transform, FFT) de dichos bloques e im-
plementando en el dominio frecuencial tanto el filtrado como la adaptacio´n del filtro.
El espectro de salida se calcula simplemente como una multiplicacio´n de la sen˜al
de entrada transformada y los coeficientes en el dominio frecuencial (constantes para
todo el bloque), lo que permite un gran ahorro en te´rminos de coste computacional
con respecto a las implementaciones en el dominio temporal. Los coeficientes del
filtro adaptativo son complejos, lo que hace que los esquemas de adaptacio´n tambie´n
contemplen sen˜ales complejas, como en el caso del algoritmo LMS complejo por
bloques [Haykin, 2002].
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4.1.2. Filtros adaptativos en subbandas
Los filtros adaptativos en subbandas (Subband Adaptive Filters, SAFs) persiguen
mejorar la convergencia de los filtros adaptativos ante entradas coloreadas y reducir
su elevada carga computacional [Gilloire, 1987; Kellermann, 1988]. Existen multitud
de esquemas de filtrado adaptativo en subbandas, todos ellos basados en el concepto
de filtrado digital multitasa [De Courville and Duhamel, 1998; Hirayama et al., 1999;
Merched et al., 1999; Morgan and Thi, 1995; Sandeep-Pradham and Reddy, 1999;
Abadi, 2009; Milani et al., 2009]. Los SAFs ma´s comunes dividen la sen˜al de entrada
x(k) y la sen˜al deseada d(k) en Y subbandas mediante una seccio´n de ana´lisis.
Posteriormente, filtran las sen˜ales utilizando un filtro adaptativo en cada subbanda,
y finalmente obtienen la salida global utilizando una seccio´n de s´ıntesis.
Mediante la seccio´n de ana´lisis se obtienen las sen˜ales en subbandas por medio de
un banco de filtros de ana´lisis, normalmente uniforme1, consistente en Y filtros paso
banda, disen˜ados para dividir las sen˜ales de banda ancha en Y bandas frecuenciales
ligeramente superpuestas. Posteriormente, las sen˜ales filtradas, cuyo ancho de banda
es inferior al de la sen˜al de banda ancha, se diezman por un factor D, pasando de una
frecuencia de muestreo original fs a una frecuencia inferior fs/D. En los casos en los
que el factor de diezmado coincide con el nu´mero de subbandas, i.e. D = Y , se reduce
dra´sticamente el coste computacional del esquema, hablando entonces de diezmado
cr´ıtico [De Courville and Duhamel, 1998; Hirayama et al., 1999; Farhang-Boroujeny,
1998].
Los filtros adaptativos utilizados en cada una de las Y subbandas tendra´n una
longitud Ms menor que la del filtro adaptativo de banda ancha, i.e. Ms < M , tra-
bajando en paralelo a la frecuencia fs/D. Estos filtros actualizan sus coeficientes de
forma independiente, persiguiendo minimizar su correspondiente sen˜al de error en
cada subbanda, y utilizando sen˜ales diezmadas (con el consiguiente ahorro en coste
computacional). La menor longitud de los filtros adaptativos tiene como consecuen-
1Es decir, donde las frecuencias centrales de los filtros esta´n equiespaciadas.
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cia un incremento en la velocidad de convergencia en caso de que se utilicen filtros
NLMS [Homer et al., 1998].
Una vez filtradas las sen˜ales en cada subbanda, lasN salidas se procesan mediante
la seccio´n de s´ıntesis, la cual esta´ compuesta por un interpolador de orden D, que
devuelve cada sen˜al de subbanda a la frecuencia de muestreo original fs, y un banco
de filtros de s´ıntesis seguido de un sumador que permiten obtener la sen˜al de banda
ancha.
En la implementacio´n de los SAFs cobra especial importancia el disen˜o de los
bancos de filtros de ana´lisis y s´ıntesis, copando gran parte de la literatura dedicada
a estos esquemas [Lee et al., 2009]. El objetivo perseguido en el disen˜o del conjunto
formado por la seccio´n de ana´lisis y de s´ıntesis es que su respuesta sea simplemente
un retardo, en cuyo caso se dice que el sistema posee la propiedad de reconstruccio´n
perfecta. Cuando dicha propiedad no se cumple se debe a la introduccio´n de un error
consecuencia del solapamiento frecuencial provocado por la respuesta no ideal de los
filtros de ana´lisis, los cuales presentan una cierta banda de transicio´n y una ate-
nuacio´n finita, y por el diezmado posterior. Los sistemas con diezmado cr´ıtico esta´n
ma´s sujetos al problema de la interferencia por solapamiento, viendo afectada de esta
forma la convergencia del esquema [De Leo´n and Etter, 1995; Gilloire and Vetterli,
1992]. Sin embargo, esta perturbacio´n puede eliminarse con un disen˜o adecuado de
los filtros de s´ıntesis, dando lugar a un sistema total sin solapamiento. Otras te´cnicas
para reducir dicha interferencia en filtros SAFs pueden consultarse en [Lee et al.,
2009].
De entre las diferentes implementaciones que pueden emplearse para el disen˜o de
los bancos de filtros destacan:
La decomposicio´n polifase [Bellanger et al., 1976].
Los bancos de filtros espejo en cuadratura (Quadrature-Mirror Filter, QMF)
[Vaidyanathan, 1993; Chu, 1985] y su versio´n aproximada, i.e., pseudo-QMF
[Bosi, 2003].
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Los bancos de filtros paraunitarios [Vaidyanathan, 1993; Mitra, 2001].
Los bancos de filtros coseno modulado [Lin and Vaidyanathan, 1998; Cox, 1986;
Malvar, 1990].
Se pueden consultar otros disen˜os de bancos de filtros en [Lee et al., 2009].
Configuraciones para filtrado en subbandas
Existen dos configuraciones posibles para la implementacio´n de los SAFs que di-
fieren, entre otros aspectos, en el mı´nimo error alcanzable por el esquema. Por una
parte, la configuracio´n en lazo abierto, donde las sen˜ales de banda ancha a filtrar
por el banco de filtros de ana´lisis son la sen˜al deseada d(k) y la sen˜al de entrada
x(k). En ese caso, la funcio´n de coste a minimizar se basa en la suma de los errores
cuadra´ticos en cada subbanda. Debido al hecho de que los filtros de ana´lisis usual-
mente no son ideales, y no producen sen˜ales de subbandas mutuamente excluyentes,
la minimizacio´n de esta funcio´n de coste da lugar a unos niveles de MSE en banda
ancha superiores al mı´nimo posible. Por otra parte, la configuracio´n en lazo cerrado,
donde las sen˜ales de banda ancha a filtrar por el banco de filtros de ana´lisis son la
sen˜al x(k) y la sen˜al de error e(k). Gracias a esta configuracio´n se puede minimizar
el MSE de banda ancha, ya que las componentes frecuenciales distintas de cero se
reintroducen en el esquema para actualizar los filtros adaptativos de las subbandas,
minimizando as´ı la potencia de dichas componentes. Esta caracter´ıstica hace que el
esquema completo pueda converger a la solucio´n o´ptima de Wiener.
Un problema importante que surge con los SAFs en aplicaciones como la can-
celacio´n de eco o de ruido es la introduccio´n de un retardo no despreciable en la v´ıa
de sen˜al debido a los bancos de filtros de ana´lisis y s´ıntesis [Breining et al., 1999;
Morgan and Thi, 1995]. Para evitar este inconveniente se desarrollo´ una variante que
introduce varias modificaciones sobre el esquema ba´sico de los SAFs, denominada fil-
tro adaptativo en subbandas sin retardo (Delayless SAF, DSAF) [Morgan and Thi,
1995].
103
4.2. ESQUEMA DE FILTRADO ADAPTATIVO EN EL DOMINIO
FRECUENCIAL UTILIZANDO COMBINACIO´N DE FILTROS
Tomando como base este algoritmo, en la siguiente seccio´n se propone un esquema
que, gracias a una combinacio´n de filtros por subbanda, aprovecha el comportamien-
to independiente de las sen˜ales filtradas en cada subbanda, y cuyas ventajas son
fa´cilmente exportables a otros esquemas de filtrado adaptativo en frecuencia. Co-
mo antecedente cabe mencionar la propuesta en [Ni and Li, 2010] de un esquema
de combinacio´n de dos filtros en subbandas con pasos de adaptacio´n diferentes. Sin
embargo, el uso de un u´nico para´metro de mezcla no permite sacar partido de las par-
ticularidades intr´ınsecas a las sen˜ales de cada subbanda, lo que proporciona ventajas
adicionales al esquema propuesto en esta Tesis Doctoral.
4.2. Esquema de filtrado adaptativo en el dominio fre-
cuencial utilizando combinacio´n de filtros
La principal ventaja del esquema DSAF con respecto a esquemas anteriores de
descomposicio´n en subbandas es la eliminacio´n del retardo en el camino de la sen˜al,
provocado por los filtros de s´ıntesis y ana´lisis, gracias a la implementacio´n del proceso
de adaptacio´n en un lazo auxiliar. De esta forma, en el algoritmo DSAF, los filtros
adaptativos de cada subbanda se actualizan utilizando sen˜ales filtradas mediante
filtros de ana´lisis, y posteriormente diezmadas, sin la necesidad de filtro de s´ıntesis
alguno. Posteriormente, los pesos de todas las subbandas se transforman en los pesos
de un filtro de banda ancha en el dominio del tiempo (WideBand Filter, WBF),
w(k), que filtra la sen˜al de entrada x(k).
El esquema presentado en esta Tesis se basa en la configuracio´n en lazo cerrado
del algoritmo DSAF presentado en [Morgan and Thi, 1995]. En esta configuracio´n
del esquema DSAF se filtra la sen˜al de error e(k), introduciendo un pequen˜o retardo
en la actualizacio´n de los coeficientes que da lugar a una limitacio´n de la constante
de adaptacio´n µ utilizada en el filtro adaptativo de cada subbanda. Sin embargo,
la ventaja de esta configuracio´n radica en el hecho de que cualquier solapamiento
producido por el filtrado de las sen˜ales empleadas para actualizar los pesos en cada
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subbanda, se elimina debido a la realimentacio´n de la sen˜al de error en el lazo cerrado
[Lee et al., 2009], lo cual la convierte en una opcio´n atractiva para nuestro esquema.
La figura 4.1 representa un esquema del algoritmo propuesto [Azpicueta-Ruiz
et al., 2007], donde se utiliza una combinacio´n de filtros NLMS con diferentes tasas de
adaptacio´n para cada subbanda. Como consecuencia, se requieren tantos para´metros
de mezcla como subbandas se consideren, algo que dota al esquema de una gran
versatilidad, tal y como se observara´ en los experimentos de la Seccio´n 4.3.
En la solucio´n propuesta se pueden distinguir dos partes, que se tratara´n por
separado en la presentacio´n del esquema:
Los algoritmos de adaptacio´n de los filtros componentes y de la combinacio´n
en cada subbanda.
La arquitectura necesaria para generar los coeficientes del filtro global y para
filtrar las sen˜ales en banda ancha. Dicha arquitectura se modifica con respecto
a la original presentada en [Morgan and Thi, 1995] debido a la utilizacio´n de
una combinacio´n de filtros en cada subbanda.
4.2.1. Adaptacio´n de los filtros componentes y de la combinacio´n
En cada una de las subbandas se emplea una combinacio´n convexa de dos filtros
NLMS, wi,j(k), donde j = 1, 2 hace referencia al primer y segundo componentes,
con constantes de adaptacio´n µ1 y µ2, respectivamente (µ1 > µ2), mientras que el
sub´ındice i hace referencia al nu´mero de subbanda. Cada uno de los filtros compo-
nentes se actualiza utilizando una sen˜al de error independiente, ei,j(k), siguiendo un
esquema tipo NLMS






siendo xi(k) la sen˜al de entrada de cada subbanda y ei,j(k) la sen˜al de error de la
subbanda i-e´sima y la componente j-e´sima. El s´ımbolo * denota conjugacio´n com-
105
4.2. ESQUEMA DE FILTRADO ADAPTATIVO EN EL DOMINIO
FRECUENCIAL UTILIZANDO COMBINACIO´N DE FILTROS
Figura 4.1: Esquema de cancelacio´n de eco acu´stico basado en [Morgan and Thi,
1995] considerando una combinacio´n convexa por subbanda, representada mediante
el recta´ngulo con texto CLMSi, siendo i el nu´mero de subbanda.
pleja. Cabe mencionar que se ha elegido el mismo valor del paso de adaptacio´n para
los filtros componentes ra´pidos (µ1) o lentos (µ2) de todas las subbandas.
Para obtener los pesos del filtro combinado en cada subbanda, wi,c(k), se imple-
menta una combinacio´n convexa de los pesos de los filtros componentes por medio
de un para´metro de mezcla λi(k) para cada subbanda i, segu´n
wi,c(k) = λi(k)wi,1(k) + [1− λi(k)]wi,2(k). (4.2)
Cada para´metro de mezcla λi(k) se adapta utilizando un algoritmo de gradiente
estoca´stico con el objetivo de minimizar la potencia del error en cada subbanda,
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donde ℜ representa la parte real de un nu´mero complejo, y siendo
pi(k) = 0.9pi(k − 1) + 0.1 |ei,2(k)− ei,1(k)|
2 . (4.4)
El para´metro de mezcla λi(k) puede obtenerse a partir de (4.3) utilizando la funcio´n
de activacio´n dada por la ecuacio´n (3.10). No´tese que las u´nicas modificaciones que
es necesario introducir se deben al cara´cter complejo de las sen˜ales en el dominio
frecuencial.
Incorporando una combinacio´n de filtros con diferente paso de adaptacio´n en
cada subbanda, se persigue aliviar el compromiso velocidad de convergencia vs error
residual, el cual puede ser diferente para cada subbanda en funcio´n de la potencia
de sen˜al y ruido presentes en cada una. Adema´s, las variaciones en las RIRs pueden
afectar de forma diferente a cada subbanda.
4.2.2. Arquitectura de filtrado en subbandas sin retardo
Segu´n se observa en la figura 4.1, como consecuencia de la utilizacio´n de la con-
figuracio´n en lazo cerrado se requiere la implementacio´n de tres filtros2 WBFs: para
la componente ra´pida w1(k), la lenta w2(k) y para el filtro global wc(k). Por un
lado, la salida de los filtros w1(k) y w2(k), los cuales, respectivamente, se crean a
partir de los pesos de los filtros NLMS con µ1 y µ2 de cada subbanda, se utilizan
para calcular las sen˜ales de error e1(k) y e2(k), que a su vez se realimentan, una vez
filtradas y diezmadas, para la adaptacio´n de los para´metros de mezcla λi(k) y de los
filtros wi,1(k) y wi,2(k). Por otra parte, la salida del filtro combinado wc(k) se utiliza
para modelar la RIR, generando la salida global del esquema yc(k).
2Si se utilizase la configuracio´n en lazo abierto, so´lo ser´ıa necesaria la implementacio´n de un
filtro WBF, con la consiguiente reduccio´n en te´rminos de coste computacional.
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Tal y como se comento´ en la Subseccio´n 4.1.2, existen diferentes te´cnicas para
generar las sen˜ales de cada subbanda: xi(k), ei,1(k) y ei,2(k). En [Morgan and Thi,
1995] se utiliza la te´cnica polifase FFT, mediante la que se pueden generar Y filtros
paso banda contiguos cuya salida se diezma por un factor D = Y/2, produciendo Y
sen˜ales de subbanda provenientes de cada sen˜al de banda ancha, x(k), e1(k) y e2(k).
El banco de filtros polifase se crea partiendo de un filtro prototipo paso bajo cuyos
coeficientes son reales, construyendo los dema´s filtros paso banda (con coeficientes
complejos) desplazando en frecuencia el filtro prototipo. Como consecuencia del diez-
mado, la longitud de los filtros adaptativos en cada subbanda es de M/D etapas,
siendo M la longitud de los filtros de banda ancha.
En aplicaciones donde las sen˜ales a filtrar son reales, como es el caso del proce-
samiento de sen˜ales acu´sticas, los coeficientes de los filtros WBF son tambie´n reales,
por lo que no es necesario implementar la totalidad de los filtros polifase, sino que
es suficiente con procesar Y/2 + 1 de las sen˜ales de las subbandas, considerando
i = 0, ..., Y/2. Cabe citar que las sen˜ales de cada subbanda, una vez filtradas y
diezmadas, s´ı tienen cara´cter complejo.
Una vez que se adaptan los filtros en cada subbanda, se procede a la construccio´n
del filtro WBF. Puesto que las sen˜ales a filtrar tienen valores complejos, los coefi-
cientes de los filtros adaptativos de las subbandas tambie´n son complejos, por lo que
la funcio´n de la transformacio´n de pesos consiste en mapear los pesos complejos de
las subbandas en un conjunto equivalente de pesos reales del filtro WBF. Existen
diferentes te´cnicas para realizar la transformacio´n de los pesos desde las subbandas
al filtro de banda ancha [Hirayama et al., 1999; Merched et al., 1999]. En el esque-
ma que presentamos se ha empleado el mapeo descrito en [Morgan and Thi, 1995],
aunque se podr´ıan implementar configuraciones ma´s eficientes computacionalmente
[Huo et al., 2001].
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Figura 4.2: Respuesta al impulso del eco utilizada en los experimentos, limitada a
1024 etapas.
4.3. Evaluacio´n experimental
Se utiliza una RIR de 1024 coeficientes de longitud, la cual se muestra en la figura
4.2. Teniendo en cuenta que, al filtrar en subbandas, la longitud del filtro adaptativo
a utilizar se reduce con el nu´mero de subbandas utilizadas, es posible considerar
una RIR mayor que en cap´ıtulos anteriores sin ralentizar la respuesta del sistema
en demas´ıa. Por consiguiente, la longitud de los tres filtros de banda ancha, w1(k),
w2(k) y wc(k), es tambie´n de 1024 coeficientes.
Con respecto al banco de filtros de ana´lisis, se han considerado Y = 32 subbandas,
de las cuales so´lo es necesario implementar 17. Se ha utilizado la rutina fir1 de
Matlab para generar el filtro prototipo paso bajo, creando los dema´s filtros segu´n
la te´cnica polifase. Evidentemente, se pueden utilizar otros filtros prototipos ma´s
eficientes en te´rminos computacionales y otras te´cnicas para crear el banco de filtros
[Vaidyanathan, 1993], pero se ha elegido esta opcio´n por coherencia con [Morgan and
Thi, 1995]. Considerando una frecuencia de muestreo de 8 kHz, el ancho de banda
ideal de cada subbanda es de 250 Hz.
Una vez filtradas, todas las sen˜ales generadas en las subbandas, se diezman por
un factor D = Y/2 = 16. De esta forma, los filtros adaptativos utilizados en cada
subbanda, wi,1(k), wi,2(k) y wi,c(k), tienen una longitud igual a 1024/D = 64 etapas.
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Tanto las componentes ra´pidas, wi,1(k), como las lentas, wi,2(k), se adaptan usando
el algoritmo NLMS, con pasos de adaptacio´n µ1 = 0.5 y µ2 = 0.05, respectivamente.
Puesto que se implementan un total de 17 subbandas, se requiere el mismo nu´mero
de para´metros de mezcla, que se adaptan segu´n (4.3) con µan = 1.
Para comprobar la versatilidad del esquema, se ha introducido un cambio en la
RIR que no afecta de igual manera a todas las subbandas. Para ello, se ha simulado
un cambio en la amplitud de las componentes en el margen frecuencial desde 375 Hz
hasta 525 Hz. Por supuesto, aunque los cambios que pueden suceder en los recintos
afectan de diferente forma a cada frecuencia, en la realidad no se suelen observar
cambios que so´lo afecten a una margen de frecuencias de forma tan clara. Sin embar-
go, un entorno simulado como el utilizado permite el estudio del algoritmo de forma
ma´s clara y sencilla.
El funcionamiento del algoritmo propuesto se comparara´ con el obtenido por un
algoritmo que so´lo utilizase un para´metro de mezcla, combinando la salida de los
filtros de banda ancha y1(k) e y2(k), en lugar de emplear una combinacio´n para
cada subbanda. La adaptacio´n del para´metro de mezcla u´nico, η(k), se lleva a cabo
segu´n las ecuaciones presentadas en la Seccio´n 3.2.3, considerando las salidas y los
errores de los filtros de banda ancha, y seleccionando µan = 1. La figura 4.3 muestra
el esquema del algoritmo que emplea u´nicamente un para´metro de mezcla, que se
denominara´ S-WBF (Single WBF).
A continuacio´n se incluyen los experimentos realizados, considerando como sen˜al
de entrada x(k) tanto ruido USASI [NRSC AM, 1988], como sen˜al de voz. El ruido
USASI (United States of America Standards Institute) es un tipo de ruido generado
artificialmente filtrando ruido blanco, con el objeto de simular el espectro promedio a
largo plazo de una sen˜al de voz t´ıpica, y que resulta muy apropiado para la evaluacio´n
de sistemas de descomposicio´n en subbandas. La densidad espectral de potencia de
esta sen˜al se muestra en la figura 4.4.
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Figura 4.3: Esquema de cancelacio´n de eco acu´stico basado en el presentado en
[Morgan and Thi, 1995] considerando exclusivamente un para´metro de mezcla η(k).
4.3.1. Ruido USASI como sen˜al de entrada
La figura 4.5 muestra la evolucio´n del EMSE(k) de los componentes NLMS ra´pido
y lento y de su combinacio´n, cuando se emplea ruido USASI como sen˜al de entrada,
para cuatro subbandas que ilustran suficientemente lo que ocurre en el resto.
En esta figura se puede observar co´mo la convergencia de los filtros es diferente
en cada subbanda. Este aspecto depende principalmente del cara´cter de la densidad
espectral y de la SNR en cada subbanda. Por ejemplo, compa´rese la convergencia de
los componentes de la subbanda i = 0 (panel (a) de la figura 4.5), donde el filtro lento
no ha convergido en el tiempo que dura el experimento, con la convergencia obser-
vada en la subbanda i = 11 (panel (d)), donde ambos filtros lo han hecho. Adema´s,
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Figura 4.4: Representacio´n normalizada de la densidad espectral de potencia del
ruido USASI en funcio´n de la frecuencia, considerando una frecuencia de muestreo,
fs = 8000 Hz. Las l´ıneas discontinuas hacen referencia a las separaciones ideales
entre las diferentes subbandas.
cuando aparece un cambio que no afecta a todas las subbandas, las componentes en
las que influye el cambio deben reconverger, tal y como se observa en la subbanda
i = 2 (panel (b)). Otras subbandas vecinas presentan una cierta perturbacio´n con-
secuencia de la interferencia por solapamiento debido a la respuesta de los filtros,
como, por ejemplo, en la subbanda i = 3 (panel (c) de la misma figura). Sin embar-
go, otras subbandas ma´s lejanas son totalmente insensibles al cambio introducido, no
requiriendo de reconvergencia alguna, como puede verse en el panel (d) de la figura
4.5 (subbanda i = 11).
Teniendo en cuenta lo dicho, la incorporacio´n de una combinacio´n en cada subban-
da dota al esquema de gran versatilidad, puesto que permite que en cada subbanda
la combinacio´n se adapte de una forma independiente, comporta´ndose siempre al
menos como el mejor de los elementos de la subbanda, independientemente de cuan-
do convergen o de si tienen necesidad de reconverger los componentes de las dema´s
subbandas.
La figura 4.6 muestra la evolucio´n del EMSE(k) de los filtros de banda ancha,
comparando el comportamiento del WBF ra´pido, w1(k), el del lento, w2(k), el de
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Figura 4.5: Cancelacio´n de eco acu´stico utilizando ruido USASI como sen˜al de entrada
en un escenario donde la RIR cambia abruptamente en t = 20 s. Evolucio´n del
EMSE(k) de los componentes y de su combinacio´n, y del para´metro de mezcla. (a)
Subbanda i = 0, (b) Subbanda i = 2, (c) Subbanda i = 3 y (d) Subbanda i = 11.
la combinacio´n de ambos mediante un u´nico para´metro de mezcla η(k) (S-WBF),
y el resultado del esquema que presentamos, utilizando una combinacio´n por cada
subbanda. Como se puede observar, ambos esquemas combinados mejoran el com-
portamiento de los filtros componentes. Sin embargo, el algoritmo propuesto obtiene
un error global menor al obtenido por el filtro S-WBF. Esto es debido a que el com-
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Figura 4.6: Cancelacio´n de eco acu´stico utilizando ruido USASI como sen˜al de entrada
en un escenario donde la RIR cambia abruptamente en t = 20 s. Evolucio´n del
EMSE(k) del filtro WBF ra´pido, del lento, y de sus combinaciones con un para´metro
de mezcla u´nico (S-WBF) y con para´metros de mezcla diferentes en subbanda.
portamiento de la combinacio´n con uno solo para´metro de mezcla esta´ gobernado
principalmente por las subbandas con mayor energ´ıa, mientras que en el caso de la
combinacio´n por subbandas, cada combinacio´n se adapta de forma independiente.
Cabe citar que parte del e´xito del esquema propuesto radica en la utilizacio´n del
esquema normalizado para la adaptacio´n de ai(k), puesto que e´ste permite el empleo
de un valor de µan igual para todas las subbandas [Azpicueta-Ruiz et al., 2007], per-
mitiendo una correcta adaptacio´n del para´metro de mezcla independientemente de
las energ´ıas en de sen˜al y ruido en cada subbanda.
4.3.2. Voz como sen˜al de entrada
Para completar la evaluacio´n del esquema presentado, se realiza una serie de
experimentos utilizando voz como sen˜al de entrada. La figura 4.7 muestra el ERLE(k)
obtenido por los filtros de banda ancha lento y ra´pido, y por el algoritmo propuesto.
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Figura 4.7: Cancelacio´n de eco acu´stico utilizando voz como sen˜al de entrada en un
escenario donde la RIR cambia abruptamente en t = 24 s. Evolucio´n del ERLE(k)
del filtro WBF ra´pido, del lento, y del esquema que implementa una combinacio´n
por subbanda.
Como se puede observar, en el esquema propuesto se da la convergencia ra´pida del
filtro w1(k) (ve´ase que para t < 4 s. las marcas cuadradas y circulares son cercanas),
y un mayor ERLE(k) en estacionario del WBF lento (p. ej. para 12 < t < 20
s. se observa que las marcas circulares y ro´mbicas son similares superando a la casi
totalidad de las marcas rectangulares). Adema´s se puede observar que existen ciertos
momentos, como tras el cambio introducido, en t = 24 s., donde el esquema propuesto
mejora el comportamiento de ambos filtros de banda ancha gracias a la combinacio´n
















Figura 4.8: Detalle de la figura 4.7 tras el cambio en t = 24 s.
Adema´s, se ha realizado una comparacio´n entre el ERLE(k) obtenido por el
algoritmo propuesto y el que obtendr´ıa un esquema con un solo para´metro de mezcla,
S-WBF. Como puede observarse en los detalles mostrados en las figuras 4.9 y 4.10, el
esquema propuesto obtiene un mejor comportamiento, principalmente en dos zonas:
En la convergencia inicial del algoritmo (en torno a 6 s.), donde el elemen-
to lento de algunas subbandas mejora al ra´pido, y, por lo tanto, utilizar un
para´metro de mezcla por cada subbanda proporciona ventaja. Ve´ase el detalle
en la figura 4.9.
Tras el cambio introducido en t = 24 s., donde so´lo algunas subbandas re-
convergen. Tal y como se observa en el detalle mostrado en la figura 4.10, el
esquema propuesto obtiene en este caso ganancias de ma´s de 5 dB con respecto
al esquema de combinacio´n con un u´nico para´metro de mezcla.
Evidentemente, una vez que han convergido todos los filtros componentes de todas
las subbandas, ambos esquemas combinados ofrecen un funcionamiento similar.
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Figura 4.9: Cancelacio´n de eco acu´stico utilizando voz como sen˜al de entrada en un
escenario donde la RIR cambia abruptamente en t = 24 s. Evolucio´n del ERLE(k) de
la combinacio´n convexa mediante η(k) del WBF ra´pido y del lento (S-WBF), y del
esquema que implementa una combinacio´n por subbanda. Detalle en torno a t = 6 s.
4.4. Conclusiones
La convergencia de los filtros adaptativos tipo NLMS se ralentiza cuando deben
identificar respuestas largas y/o las sen˜ales involucradas presentan una densidad es-
pectral de potencia coloreada. Existen diferentes esquemas que tratan de acelerar
dicha convergencia, entre los que destacan los filtros adaptativos en dominio trans-
formado y los esquemas adaptativos en subbandas.
Utilizando la configuracio´n en lazo cerrado del esquema de filtrado adaptativo en
subbandas sin retardo presentado por [Morgan and Thi, 1995], se ha desarrollado un
esquema basado en la utilizacio´n de una combinacio´n convexa en cada subbanda de
dos filtros con diferente paso de adaptacio´n. Gracias a la actuacio´n independiente de
cada una de las combinaciones, se alivia el compromiso velocidad de convergencia
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Figura 4.10: Cancelacio´n de eco acu´stico utilizando voz como sen˜al de entrada en un
escenario donde la RIR cambia abruptamente en t = 24 s. Evolucio´n del ERLE(k)
de la combinacio´n convexa mediante η(k) del WBF ra´pido y del lento (S-WBF), y
del esquema que implementa una combinacio´n por subbanda. Detalle tras el cambio
en t = 24 s.
vs error residual en cada subbanda, permitiendo que el esquema global supere de
forma notable tanto al filtro de banda ancha lento como al ra´pido, as´ı como a una
combinacio´n que utilizase un u´nico para´metro de mezcla.
Son esperables ventajas similares de la aplicacio´n de estas ideas a otros esque-
mas de filtrado adaptativo en frecuencia o a otras configuraciones de filtros SAF
como la de lazo abierto, trabajos que supondr´ıan una extensio´n directa de las ideas
presentadas en este cap´ıtulo.
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Esquemas de combinacio´n para
escenarios no lineales
Normalmente las sen˜ales involucradas en las aplicaciones de procesamiento de
sen˜ales acu´sticas se relacionan entre s´ı linealmente. Sin embargo, cada vez ma´s, de-
bido a las caracter´ısticas de ciertos dispositivos como son amplificadores operando a
alta potencia o altavoces de baja calidad, se genera una cierta distorsio´n no lineal.
Debido a e´sta, los filtros adaptativos lineales obtienen un funcionamiento deficiente
en ciertos escenarios, mientras que el uso de filtros adaptativos no lineales permite
obtener mejores resultados.
De entre los modelos no lineales existentes, uno de los ma´s utilizados es el denomi-
nado filtro de Volterra (Volterra Filter, VF). En este cap´ıtulo se presentan diferentes
esquemas de combinacio´n basados en VFs que permiten mejorar el funcionamiento
de las soluciones actuales, dota´ndolas de una mayor capacidad expresiva en esce-
narios donde es posible que exista una cierta distorsio´n no lineal, cuya potencia es
desconocida a priori y/o variable en el tiempo.
El cap´ıtulo comienza con una breve descripcio´n de los filtros adaptativos de
Volterra, as´ı como de las principales distorsiones no lineales que pueden aparecer
en aplicaciones de procesamiento de sen˜ales acu´sticas. Seguidamente, se presentan
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dos esquemas de combinacio´n basados en VFs: la combinacio´n de filtros de Volterra
(CVF), y la combinacio´n de nu´cleos (Combination of Kernels, CK). Ambos tienen
un comportamiento similar, pero el segundo proporciona un ahorro importante en
te´rminos de coste computacional, por lo que servira´ de base para obtener un esquema
robusto con respecto a la presencia o ausencia de distorsio´n no lineal. Las distintas
soluciones se evalu´an en un escenario de cancelacio´n de eco al final del cap´ıtulo.
5.1. Filtros de Volterra
Actualmente, existen diferentes esquemas que permiten modelar las no lineali-
dades presentes en diferentes procesos f´ısicos, por ejemplo meca´nicos o ele´ctricos.
Entre otros se encuentran las curvas de saturacio´n polino´micas [Ma¨kela¨ and Niemisto¨,
2003], las redes neuronales, [Birkett and Goubran, 1995; Haykin, 1994], los modelos
Wiener-Hammerstein basados en bloques [Costa et al., 2003; Vo¨ro¨s, 2004] y los filtros
de Volterra transversales en tiempo discreto [Mathews and Sicuranza, 2000; Glentis
et al., 1999; Reed and Hawksford, 2000; Ku¨ch and Kellermann, 2005].
El VF es uno de los esquemas de filtrado no lineal ma´s importantes debido a su
generalidad, pudiendo ser considerado como una extensio´n de los filtros lineales y de
la expansio´n en series de Taylor [Ku¨ch, 2005]. Los VFs representan una relacio´n no
lineal entre la salida actual y las muestras ma´s recientes de la sen˜al de entrada, por
lo que, a diferencia de otros modelos no lineales, incorporan memoria.
Tanto los VFs como los esquemas de adaptacio´n de e´stos se emplean ampliamente
en la identificacio´n y compensacio´n de no linealidades en diferentes a´reas, como son
los sistemas de trasmisio´n y en particular las comunicaciones v´ıa sate´lite [Cheng
and Powers, 2001; Benedetto and Biglieri, 1983], la amplificacio´n de alta potencia
[Tummla et al., 1997; Boccuzzi, 1995], la eliminacio´n de artefactos en procesamiento
de ima´genes [Meenavathi and Rajesh, 2008] o el procesamiento de sen˜ales biome´dicas
[Asyali and Juusola, 2005]. En lo que respecta a aplicaciones de procesamiento de
sen˜ales acu´sticas, destaca su utilizacio´n en control activo de ruido [Tan and Jiang,
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2001] y en cancelacio´n acu´stica de eco, donde varios autores han propuesto la uti-
lizacio´n de VFs (consultar entre otros [Ku¨ch and Kellermann, 2006; Guerin et al.,
2003; Uncini et al., 2002; R. Niemisto¨ and Myllyla¨, 2002; Nollett and Jones, 1997]).
La salida de un filtro de Volterra, yV(k) puede expresarse como la superposicio´n















x(k − iq), (5.1)
donde R es el orden del filtro de Volterra (i.e. el grado del polinomio que implementa)
y Nr es la longitud de la memoria del nu´cleo r-e´simo. Los filtros de Volterra se
caracterizan, entre otros aspectos, porque:
Esta´n dotados de gran generalidad, puesto que la relacio´n entre la entrada y la
salida de cualquier configuracio´n en paralelo o en serie de filtros polino´micos
puede ser descrita por un VF con el orden y la longitud de memoria adecuados.
Los coeficientes de los nu´cleos hr,i1,...,ir pueden actualizarse de forma sencilla
por medio de esquemas de adaptacio´n similares a los empleados con filtros
adaptativos lineales [Mathews and Sicuranza, 2000], gracias a la linealidad que
presenta la salida yV(k) con respecto a hr,i1,...,ir .
Como principal inconveniente, el coste computacional asociado a los filtros
de Volterra es elevado, dependiendo tanto de R como de Nr para r = 1, ..., R,
imposibilitando por tanto su utilizacio´n en aplicaciones realistas cuando R > 3.
Aparte de la gran capacidad de modelado que presentan los VFs, esta´n sujetos a
diferentes compromisos:
Cuando se utiliza algu´n esquema para adaptar los coeficientes del filtro, y al
igual que en el caso de los filtros lineales, existe un compromiso entre velocidad
de convergencia, error residual y capacidad de seguimiento.
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La seleccio´n del orden del VF (R) y de la longitud de cada nu´cleo (Nr) im-
ponen un compromiso entre capacidad de modelado y coste computacional.
Cuanto mayores son R y Nr, se pueden modelar de forma ma´s precisa no
linealidades de orden mayor, aunque tambie´n crece el coste computacional y
decrece la velocidad de convergencia. Adema´s, si tanto R como Nr se eligen de-
masiado elevados, el ruido de gradiente asociado a la adaptacio´n de coeficientes
innecesarios degrada de forma notable el funcionamiento del VF. Este u´ltimo
problema aparece con frecuencia en la pra´ctica, puesto que tanto R como Nr
son normalmente para´metros desconocidos a priori.
5.2. Origen de la distorsio´n no lineal en aplicaciones
de procesamiento de sen˜ales acu´sticas
La estructura general de una cadena electroacu´stica t´ıpica, involucrada en la ma-
yor´ıa de aplicaciones de procesamiento de sen˜ales acu´sticas, se ilustra en la figura
5.1. El diagrama de bloques incluye varios elementos en cascada: conversor digi-
tal analo´gico (D/A), amplificador de sen˜al, altavoz, micro´fono, preamplificador del
micro´fono y conversor analo´gico digital (A/D). Adema´s, se incluye la v´ıa de propa-
gacio´n acu´stica entre altavoz y micro´fono, hRIR(k), la cual, para los niveles de sen˜al
habituales, se considera un sistema lineal [Breining et al., 1999]. Las sen˜ales mi-
crofo´nicas comunes a aplicaciones que permiten movilidad (por ejemplo, dispositivos
manos libres y telefon´ıa mo´vil) tienen niveles de excitacio´n moderados, por lo que,
en la mayor´ıa de aplicaciones, es asumible que el micro´fono tambie´n tiene un com-
portamiento li-neal. Sin embargo, los dema´s componentes de la figura 5.1 son fuentes
potenciales de distorsio´n no lineal.
Conversores digital analo´gico (D/A) y analo´gico digital (A/D)
Bajo un punto de vista teo´rico, se puede describir un conversor D/A ideal por
medio de la respuesta al impulso de un filtro lineal [Proakis and Manolakis, 1996]. Sin
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Figura 5.1: Diagrama de bloques de la estructura general de un sistema de reproduc-
cio´n y adquisicio´n sonora.
embargo, las implementaciones pra´cticas por medio de hardware no ideal dan lugar
a una relacio´n no lineal entre la sen˜al de entrada digital y la salida analo´gica del
conversor D/A [Proakis and Manolakis, 1996; Agazzi et al., 1982]. Sin embargo, el
conversor A/D no tiene equivalente lineal puesto que incorpora adema´s una fuente de
distorsio´n no lineal adicional consecuencia de la cuantificacio´n de las sen˜ales analo´gi-
cas con precisio´n finita. Las primeras publicaciones que tratan el tema de la distorsio´n
no lineal introducida por los conversores D/A y A/D modelan dicha distrosio´n por
medio de un desarrollo en serie de Taylor de tercer orden [Chen and Vandewalle,
1989; Agazzi et al., 1982].
Pese a todo, gracias a los modernos conversores de alta resolucio´n utilizados en
los sistemas de telecomunicaciones actuales, es aceptable despreciar los efectos de
los errores de cuantificacio´n y de cualquier otra distorsio´n no lineal causada por una
conversio´n no ideal.
Amplificadores
En la figura 5.1 se distinguen dos amplificadores: el amplificador del altavoz y el
preamplificador del micro´fono.
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Las no linealidades del amplificador del altavoz son especialmente importantes
en dispositivos de comunicaciones mo´viles, donde los usarios de receptores
mo´viles suelen preferir una cierta sobrecarga del amplificador a una reduc-
cio´n del volumen del sonido. Por lo tanto, el comportamiento no lineal de los
amplificadores puede describirse como una saturacio´n representada por medio
de un recorte de las sen˜ales con gran amplitud. Adema´s, se considera que los
amplificadores de audio son sistemas sin memoria1. Teniendo en cuenta que en
sistemas tipo tele´fono mo´vil la distorsio´n que presenta el amplificador depende
del nivel de bater´ıa, el modelado de esta distorsio´n no lineal debe ser variable
en el tiempo.
El micro´fono incorpora normalmente un preamplificador que suele soportar
un margen dina´mico superior al del propio receptor. Cuando el transductor
meca´nico ele´ctrico del micro´fono es capacitivo, el preamplificador esta´ com-
puesto por dos bloques: el primero adapta impedancias, y el segundo ampli-
fica. En caso de que la transduccio´n no sea capacitiva, el segundo bloque es
u´nico, y teniendo en cuenta que los niveles de sen˜al que normalmente recibe el
micro´fono son bastante pequen˜os, se puede asumir un comportamiento lineal
[Ku¨ch, 2005].
Altavoz
La gran mayor´ıa de los altavoces utilizados son de tipo electrodina´mico, en los
cuales las no linealidades tienen origen, principalmente, en:
La parte electromagne´tica (parte motora), causadas principalmente por las
asimetr´ıas en el flujo magne´tico [Eargle, 2003].
La parte meca´nica, donde la no linealidad depende de la rigidez de la aran˜a y del
soporte exterior. Debido a que las propiedades meca´nicas de ambos elementos
1Sin embargo, los amplificadores utilizados en receptores de comunicaciones mo´viles y estaciones
base presentan memoria debido a las altas frecuencias de la entrada [Vuolevi et al., 2001]
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var´ıan debido a cambios en la temperatura y a procesos de envejecimiento de
los materiales utilizados, las caracter´ısticas de estas no linealidades var´ıan en
el tiempo de forma lenta.
Diferentes autores defienden que el altavoz se puede modelar por medio de una caja
negra, donde la relacio´n entre su entrada y su salida puede aproximarse utilizando
un filtro de Volterra [Klippel, 1990; Schurer, 1997]. Los altavoces electrodina´micos
de pequen˜o taman˜o pueden representarse por medio de un VF de segundo orden
[Ku¨ch, 2005], aunque para tele´fonos mo´viles existe la posibilidad de que los altavoces
que incorporan presenten saturacio´n debido a su miniaturizacio´n, por lo que, en este
caso, podr´ıa ser una mejor eleccio´n utilizar VFs de tercer orden [Ku¨ch et al., 2005].
Todos los procesos mostrados en la figura 5.1, lineales y no lineales, pueden re-
presentarse por medio del correspondiente filtro de Volterra gobernado por la misma
relacio´n entrada/salida, la cual puede variar en el tiempo. Modelando el amplificador
por medio de un polinomio de tercer grado y el altavoz como un VF de segundo
orden, el sistema completo deber´ıa representarse mediante un VF de quinto orden. Sin
embargo, esto no es posible en la pra´ctica debido al enorme nu´mero de coeficientes que
ser´ıa necesario, consecuencia tambie´n de la longitud de la RIR. Por ello, actualmente
se restringe el VF que representa el sistema completo a un segundo o tercer orden
[Ku¨ch, 2005].
Los esquemas que se presentan a continuacio´n esta´n particularizados consideran-
do orden cuadra´tico, i.e. R = 2. Sin embargo, la formulacio´n puede extrapolarse
fa´cilmente a tercer orden y superiores.
5.3. Esquemas de combinacio´n de filtros no lineales
En esta seccio´n se proponen dos soluciones diferentes basadas en esquemas de
combinacio´n que permiten mejorar el comportamiento de los VFs. Ambas obtienen
resultados similares, aunque la primera adolece de un gran coste computacional.
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5.3.1. Combinacio´n de filtros de Volterra
El primero de los esquemas resulta de una aplicacio´n directa del concepto de
combinacio´n, mezclando la salida de varios VFs con ajustes diferentes. La dificultad
estriba en que el nu´mero de VFs distintos a considerar para albergar todas las posi-
bles situaciones crece exponencialmente con el orden de los VFs. Por ejemplo, para
aliviar el compromiso entre velocidad de convergencia y error residual, considerando
VFs con nu´cleos lineales y cuadra´ticos, i.e. R = 2, se pueden utilizar dos pasos de
adaptacio´n diferentes para cada nu´cleo: µl y µ
′
l (con µl > µ
′
l) para el nu´cleo lineal y
µq y µ
′
q (con µq > µ
′
q) para el nu´cleo cuadra´tico. En este caso, si se desea contemplar
todos los VFs que incluyan cualquier pareja de los pasos comentados, el filtro com-
binado esta´ formado por cuatro VFs componentes diferentes (ve´ase la figura 5.2). Al
contrario que en [Arenas-Garc´ıa et al., 2005] donde se mezclan las salidas de varios
filtros en una sola capa, aqu´ı se considera la combinacio´n jera´rquica en dos niveles,
mezclando las salidas de los VFs de esta forma:
yc(k) = λ(k) {λA(k)yA,1(k) + [1− λA(k)]yA,2(k)}︸ ︷︷ ︸
yA(k)
+ (5.2)
[1− λ(k)] {λB(k)yB,1(k) + [1− λB(k)]yB,2(k)}︸ ︷︷ ︸
yB(k)
,
donde yA(k) e yB(k) son las salidas del primer nivel, que sirven como entrada al
segundo, siendo λA(k), λB(k) y λ(k) para´metros de mezcla. Las sen˜ales yA,1(k),
yA,2(k), yB,1(k) e yB,2(k) representan la salida de los cuatro filtros de Volterra, cada
uno con un par de pasos de adaptacio´n diferentes, tal y como se aprecia en la figura
5.2, lo que da lugar a que sus propiedades de convergencia y en re´gimen estacionario
sean diferentes, por lo que es necesario combinar los cuatro filtros para obtener un
sistema robusto que considere todas las posibles situaciones.
Los para´metros de mezcla utilizados en el primer nivel, λA(k) y λB(k), se adaptan
para minimizar el error cuadra´tico e2m(k) = [d(k)−ym(k)]
2 considerandom ∈ {A,B},
mientras que λ(k) se adapta para minimizar la potencia del error del esquema comple-
to, i.e. e2c(k) = [d(k)−yc(k)]
2. De esta forma, particularizando la regla de adaptacio´n
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Figura 5.2: Diagrama de bloques del esquema de combinacio´n de VFs (CVF) pro-
puesto para R = 2 y dos pasos de adaptacio´n. Los lazos de adaptacio´n y las sen˜ales
de error utilizadas para actualizar los VFs se han omitido para simplificar la repre-
sentacio´n.
normalizada presentada en el Cap´ıtulo 3, se obtienen las reglas de actualizacio´n de
los tres para´metros de mezcla:





















donde aA(k), aB(k) y a(k) son los para´metros de mezcla auxiliares que definen λA(k),
λB(k) y λ(k), respectivamente; µa,A, µa,B y µa se corresponden con los pasos de
adaptacio´n; y pm(k) = βpm(k − 1) + (1 − β)[ym,1(k) − ym,2(k)]
2, con m ∈ {A,B} y
p(k) = βp(k − 1) + (1− β)[eB(k)− eA(k)]
2.
La figura 5.2 representa el esquema de combinacio´n de VFs propuesto, parti-
cularizado para el ejemplo considerado. Aunque este esquema resulta muy efectivo,
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mejorando el comportamiento de los VFs individuales, su alto coste computacional
lo hace prohibitivo cuando el taman˜o de los nu´cleos o el orden de los VFs es al-
to. Por ejemplo, si se considera la combinacio´n de VFs de orden R, utilizando Mr
implementaciones diferentes para cada nu´cleo con r = 1, ..., R (por ejemplo, Mr
pasos de adaptacio´n o taman˜os de nu´cleo), el nu´mero total de VFs a combinar es
NVF =
∏R
r=1 Mr. Adema´s, siendo Lr,m con r = 1, . . . , R, m ∈ {1, ...,M} el nu´mero
de multiplicaciones requeridas por el nu´cleo r-e´simo, empleando el criterio de actua-
lizacio´n seleccionado para la implementacio´n m-e´sima, el nu´mero de multiplicaciones









Por u´ltimo, si se combinanNVF filtros, se necesitan NVF−1 para´metros de mezcla,
requiriendo la utilizacio´n de cada uno de ellos N×,c = 9 productos por iteracio´n. De








+ [NVF − 1]N×,c, (5.7)
que puede aproximarse como NVF veces el coste computacional de un VF promedio.
5.3.2. Combinacio´n de nu´cleos de Volterra
Con el fin de aliviar el elevado coste computacional de la aproximacio´n anterior,
se ha propuesto un esquema de combinacio´n ma´s pra´ctico basado en la combinacio´n
convexa de varios nu´cleos del mismo orden que siguen criterios de adaptacio´n di-
ferentes. De esta forma, cada nu´cleo de un VF se substituye por una combinacio´n
de nu´cleos, dando lugar a un tipo especial de VF. Por sencillez, en la derivacio´n de
este nuevo esquema se considera la combinacio´n de dos nu´cleos con ajustes diferentes
para cada orden, i.e., Mr = 2,∀r, aunque la combinacio´n de nu´cleos (Combination
of Kernels, CK) puede implementarse para valores de Mr superiores utilizando com-
binaciones jera´rquicas de nu´cleos en cada orden.
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Al remplazar cada nu´cleo de un VF por una combinacio´n de nu´cleos, la salida







λr(k)yr,1(k) + [1− λr(k)]yr,2(k), (5.8)
donde yr,c(k) representa la combinacio´n de dos nu´cleos del mismo orden r, yr,1(k) e
yr,2(k), y λr(k) representa el para´metro de mezcla asociado a dicha combinacio´n.
Para obtener las ventajas del comportamiento de cada uno de los componentes,
cada nu´cleo debe actualizarse de forma totalmente independiente de los dema´s com-
ponentes de igual orden, de acuerdo a sus propios criterios y reglas de actualizacio´n.
Por lo tanto, es necesario definir sen˜ales de error nuevas para cada uno de los nu´cleos
del filtro CK. Por ejemplo, el nu´cleo cuya salida es yr,i(k) se actualiza con el objetivo
de minimizar una sen˜al de error que involucra su propia salida y todas las salidas
combinadas de nu´cleos de diferente orden, yr′,c(k), r
′ 6= r. De esta forma, se define









con r = 1, . . . , R, e i = 1, 2. Tal y como se aprecia en la ecuacio´n (5.9), todas
las combinaciones de nu´cleos afectan a la actualizacio´n de todos los nu´cleos, por lo
que es especialmente importante la utilizacio´n de reglas de actualizacio´n para los
para´metros de mezcla que minimicen el impacto del ruido de gradiente permitiendo
que alcancen todos los valores en el margen [0, 1]. De esta forma, particularizando
la regla normalizada segu´n la ecuacio´n (3.11) de la Subseccio´n 3.2.3 para que cada
para´metro de mezcla λr(k) se adapte con el objetivo de minimizar la potencia del
error global e2c(k) = [d(k)− yc(k)]
2, se obtiene
ar(k + 1) = ar(k) +
µ˜ar
pr(k)
ec(k) [er,2(k)− er,1(k)] sgm[ar(k)](1− sgm[ar(k)]), (5.10)
siendo µ˜ar = µar/(sgm[4] − sgm[−4]) el paso de adaptacio´n para la combinacio´n en
cada orden r, pr(k) = βpr(k− 1)+ (1− β) [er,2(k)− er,1(k)]
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Figura 5.3: Diagrama de bloques del esquema de combinacio´n de nu´cleos (CK) pro-
puesto para R = 2 y M1 = M2 = 2. Los lazos de adaptacio´n se han omitido por
razo´n de claridad.
En la figura 5.3 se representa un caso particular de la combinacio´n de nu´cleos
considerando orden cuadra´tico y dos criterios de actualizacio´n por orden, i.e. M1 =
M2 = 2. Tal y como se comprobara´ en la siguiente subseccio´n, tanto la combinacio´n
de VFs como la combinacio´n de nu´cleos obtienen un comportamiento similar, lo
cual puede preverse al comprobar que, si el valor de los para´metros de mezcla es el
adecuado, el filtro CK puede comportarse como cualquiera de los VFs de la figura
5.2. Sin embargo, el coste computacional de la combinacio´n de nu´cleos es mucho ma´s









[Mr − 1]N×,c, (5.11)
donde Lr,m se corresponde de nuevo con el nu´mero de productos por iteracio´n nece-
sarios para calcular la salida y adaptar cada nu´cleo. Adema´s, el nu´mero de combina-
ciones se ha reducido, ya que so´lo son necesarios Mr − 1 para´metros de mezcla por
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cada orden r.
En el Ape´ndice C se incluye un ana´lisis teo´rico del esquema de combinacio´n
CK, donde se calcula el valor en re´gimen permanente de los para´metros de mezcla
y se discute acerca de las capacidades universales de la combinacio´n de nu´cleos,
demostrando que el esquema CK se comporta al menos como el mejor de los VFs
que se formar´ıa con los nu´cleos presentes en dicho esquema.
5.3.3. Comparacio´n experimental de ambos esquemas
La presente subseccio´n incluye un experimento cuyo objetivo es ilustrar el fun-
cionamiento de los esquemas de combinacio´n anteriormente presentados, corroboran-
do que ambos mejoran el funcionamiento de los filtros de Volterra individuales. A
modo de ejemplo, se particularizan los esquemas CVF y CK considerando u´nicamente
nu´cleos lineales y cuadra´ticos, con objeto de aliviar el compromiso entre velocidad
de convergencia y error residual que presentan los VFs. Para ello, el u´nico para´metro
distinto entre nu´cleos del mismo orden es el paso de adaptacio´n.
La sen˜al deseada d(k) se ha calculado utilizando una planta de segundo orden des-
conocida cuya entrada es ruido blanco gaussiano de media cero y varianza unidad,
a cuya salida se an˜ade un ruido blanco incorrelacionado con la propia salida, y cuya
varianza se ajusta para obtener una SNR de 20 dB. Los nu´cleos lineal y cuadra´tico de
la planta desconocida tienen 75 y 16 × 16 coeficientes respectivamente, y sus valores
se han obtenido de forma aleatoria e independiente de una distribucio´n uniforme
entre −1 y 1. Para simular un escenario realista donde el nu´cleo lineal y cuadra´tico
pueden variar de forma diferente, e incluso uno puede variar mientras que el otro
permanece inalterado, se han introducido los siguientes cambios en la planta: en
t = 3 s. el nu´cleo cuadra´tico cambia abruptamente, mientras que el lineal permanece
invariante; la situacio´n contraria sucede en t = 6 s.; y en t = 9 s. ambos nu´cleos var´ıan
su´bitamente. La relacio´n entre las potencias de la parte de sen˜al de salida lineal y
no lineal (Linear to Nonlinear Ratio, LNLR) se ha ajustado a 15 dB, permaneciendo
constante a lo largo del experimento.
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Los esquemas de combinacio´n CVF y CK se han disen˜ado segu´n las figuras 5.2
y 5.3, utilizando nu´cleos lineales de 75 etapas con pasos de adaptacio´n µl = 1 y
µ′l = 0.05, y cuadra´ticos de taman˜o 16 × 16 y µq = 0.5 y µ
′
q = 0.05. Para la
actualizacio´n de todos los nu´cleos se sigue el algoritmo NLMS por separado (Sepa-
rate NLMS, SNLMS), que permite la normalizacio´n del paso de adaptacio´n de cada
nu´cleo utilizando exclusivamente la potencia de entrada a dicho nu´cleo [Zeller and
Kellermann, 2008]. La adaptacio´n de los para´metros de mezcla para los esquemas de
combinacio´n utilizan pasos de adaptacio´n unitarios, i.e. µa,A = µa,B = µa = 1 para
el esquema CVF, y µa,1 = µa,2 = 1 para el filtro CK.
La figura 5.4 (a) representa la evolucio´n del EMSE(k) del esquema CVF y de los
VFs que lo forman. Tal y como se puede apreciar, el VF con pasos de adaptacio´n
menores, µl′ y µq′ , obtiene las mejores prestaciones en re´gimen estacionario, mientras
que los otros tres filtros componentes son u´tiles en convergencia en funcio´n del tipo de
cambios acaecidos en la planta. Centra´ndose en el funcionamiento del esquema CVF,
se comprueba co´mo la combinacio´n funciona como el mejor de los filtros componentes,
obteniendo el error residual en estacionario del VF con menores pasos de adaptacio´n,
y la convergencia del filtro ma´s ra´pido en cada situacio´n.
El mismo comportamiento se extrae de la evolucio´n de los para´metros de mezcla
en la figura 5.4 (b). Por ejemplo, en t = 9 s. los tres para´metros de mezcla se
aproximan a la unidad haciendo que la combinacio´n CVF se comporte como el filtro
VF con mayores pasos de adaptacio´n, i.e. µl y µq, y respondiendo a cambios en ambos
nu´cleos con la misma rapidez que e´ste. Posteriormente, λA(k), λB(k) y λ(k) tienden
a cero, provocando que la combinacio´n obtenga un error residual similar al del VF
ma´s lento. Teniendo en cuenta lo anterior, se puede concluir que el estudio de la
evolucio´n de los para´metros de mezcla arroja informacio´n sobre la naturaleza de los
cambios producidos en la planta desconocida.
Para concluir, en la figura 5.4 (c) se compara el funcionamiento de los esquemas
CVF y CK. Ambos obtienen errores muy similares, quedando de manifiesto la ca-
pacidad del esquema CK para obtener la mejor velocidad de adaptacio´n tanto en
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Figura 5.4: Comportamiento de los esquemas CVF y CK. (a) EMSEs de cuatro VFs
y de su combinacio´n adaptativa (CVF), utilizando diferentes pasos de adaptacio´n
para sus nu´cleos lineales y cuadra´ticos. (b) Evolucio´n de los para´metros de mezcla
de CVF. (c) Comparacio´n entre los EMSEs obtenidos por los esquemas CVF y CK.
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el nu´cleo lineal como cuadra´tico. Se puede concluir que, a pesar de diferencias in-
significantes en la evolucio´n del EMSE(k), el filtro CK constituye una opcio´n ma´s
atractiva, al obtener un comportamiento similar al CVF con un coste computacional
claramente inferior. Teniendo en cuenta que la carga computacional de la adaptacio´n
de los nu´cleos es superior a la de las combinaciones, el esquema CVF requiere casi el
doble de capacidad de co´mputo que la versio´n CK [Azpicueta-Ruiz et al., 2011].
En la Tabla 5.1 se presentan resultados nume´ricos del coste computacional (en
te´rminos de productos) para los esquemas CVF y CK empleados en este experimento.
CVF CK
No de nu´cleos 8 4
No de combinaciones 3 2
Coste computacional (×) 2803 1406
Tabla 5.1: Comparacio´n del coste computacional evaluado como nu´mero de productos
entre los esquemas CVF y CK.
En [Azpicueta-Ruiz et al., 2011] se proporciona mayor evidencia experimental
que demuestra que ambos esquemas (CVF y CK) obtienen resultados muy similares,
aunque el u´ltimo de una forma ma´s eficiente. Por todo lo anterior, el esquema CK
sera´ el utilizado en lo que resta de cap´ıtulo.
5.4. Cancelacio´n de eco acu´stico no lineal
Volviendo a la aplicacio´n de cancelacio´n de eco acu´stico, y segu´n ya se ha co-
mentado en la Seccio´n 5.2, en ciertas aplicaciones es posible que se genere una cierta
distorsio´n no lineal, haciendo que el modelado de la respuesta de eco mediante fil-
tros lineales de´ lugar a una cancelacio´n insuficiente, y obligando a la utilizacio´n de
esquemas que permitan modelar la distorsio´n no lineal, como los filtros de Volterra.
Sin embargo, la utilizacio´n de filtros no lineales en escenarios donde la distorsio´n no
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lineal es despreciable o inexistente da lugar a una cancelacio´n degradada con respecto
a la que obtendr´ıa un esquema exclusivamente lineal, debido al ruido de gradiente
ocasionado por la adaptacio´n de los coeficientes innecesarios de los nu´cleos no lineales
del VF.
La dificultad estriba en que la existencia/inexistencia de distorsio´n no lineal,
as´ı como la potencia de dicha distorsio´n, medida en te´rminos de relacio´n entre las
potencias de la distorsio´n lineal y no lineal (LNLR), es un para´metro desconocido
a priori, e incluso variable en el tiempo para sen˜ales no estacionarias como la voz,
cuyos estad´ısticos, y por lo tanto la potencia de excitacio´n de las no linealidades,
var´ıa en gran medida a lo largo del tiempo.
Por esta razo´n, en esta seccio´n se presenta un esquema robusto con respecto a
variaciones en la LNLR, basado en una particularizacio´n del filtro CK presentado
anteriormente.
5.4.1. Cancelador robusto de eco acu´stico no lineal basado en el
“nu´cleo de todo ceros”
En esta subseccio´n se presenta un esquema basado en el filtro CK que persigue:
Aliviar el compromiso entre velocidad de convergencia y error residual, utilizan-
do nu´cleos con diferentes pasos de adaptacio´n. En general, la v´ıa de propagacio´n
acu´stica entre el altavoz y el micro´fono se presupone que es un sistema exclu-
sivamente lineal, que puede presentar una gran variacio´n temporal. Por ello,
se utilizan dos nu´cleos lineales de igual longitud y con diferentes pasos de
adaptacio´n, µl y µ
′
l. Sin embargo, la distorsio´n no lineal presenta una variacio´n
temporal ma´s lenta, a la par que requiere de un nu´mero de coeficientes mayor
para su modelado. Por tanto, y para no incrementar de forma dra´stica la car-
ga computacional del esquema propuesto, se incluye exclusivamente un nu´cleo
cuadra´tico con paso de adaptacio´n µq.
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Figura 5.5: Diagrama de bloques del esquema NLAEC-AZK propuesto. Los lazos de
adaptacio´n se han omitido por razo´n de claridad.
Incrementar la robustez con respecto a la ausencia/presencia de distorsio´n no
lineal, as´ı como al desconocimiento de la potencia de dicha distorsio´n. Para ello,
el nu´cleo cuadra´tico con µq se combina con un nu´cleo especial cuya salida es
siempre nula. Dado que una interpretacio´n alternativa es considerar que todos
los coeficientes del filtro son nulos (e invariantes en el tiempo), nos referiremos
a este tipo especial de nu´cleo como “nu´cleo de todo ceros” (All-Zeros Kernel,
AZK). La integracio´n del AZK permite al esquema resultante comportarse co-
mo un filtro de Volterra con nu´cleos lineal y cuadra´tico cuando existe distorsio´n
no lineal apreciable, o como un filtro lineal puro, cuando la distorsio´n no lineal
es despreciable o inexistente.
El esquema propuesto, representado en la figura 5.5 y publicado en [Azpicueta-
Ruiz et al., 2011], esta´ basado en un cancelador no lineal de eco acu´stico con “nu´cleo
de todo ceros” (Nonlinear Acoustic Echo Canceller with All Zero Kernel, NLAEC-
AZK). Su principal caracter´ıstica es la robustez con respecto a LNLRs desconocidas y
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posiblemente variables en el tiempo. Su salida, yc(k), puede verse como una particula-
rizacio´n de la ecuacio´n (5.8)
yc(k) = λ1(k)y1,1(k) + [1− λ1(k)]y1,2(k)︸ ︷︷ ︸
y1,c(k)
+λ2(k) · 0 + [1− λ2(k)]y2,2(k)︸ ︷︷ ︸
y2,c(k)
, (5.12)
siendo λ1(k) y λ2(k) para´metros de mezcla. El factor [1 − λ2(k)] de (5.12) controla
un compromiso entre sesgo y varianza en la estimacio´n de la parte no lineal de eco,
y2,c(k). Se debe hacer notar que los estimadores sesgados pueden obtener reducciones
en te´rminos de error cuadra´tico, especialmente para bajas SNRs [La´zaro-Gredilla
et al., 2010], tal y como se comprobara´ en el Cap´ıtulo 6. La ecuacio´n (5.12) puede
ser interpretada como un filtro de Volterra con una combinacio´n convexa en la parte
lineal y una ponderacio´n adaptativa en el nu´cleo cuadra´tico. Sin embargo, la inclusio´n
del concepto de “nu´cleo de todo ceros” sirve para poder utilizar los esquemas de
adaptacio´n anteriormente presentados para el factor de ponderacio´n 1− λ2(k).







y2,1(k) = 0, (5.15)
y2,2(k) = x
T (k)H(k)x(k), (5.16)
donde h1(k), h2(k) y H(k) representan los nu´cleos adaptativos, los cuales actualizan
sus coeficientes utilizando los pasos de adaptacio´n µl, µ
′
l y µq, respectivamente, de
acuerdo al algoritmo SNLMS [Zeller and Kellermann, 2008]:
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Adema´s, las sen˜ales de error necesarias para actualizar los tres nu´cleos pueden
obtenerse por medio de una correcta aplicacio´n de la ecuacio´n (5.9), tal que
e1,i(k) = d(k)− {y1,i(k) + [1− λ2(k)]y2,2(k)} , i = 1, 2 (5.20)
para los nu´cleos lineales, mientras que para el caso del nu´cleo cuadra´tico
e2,2(k) = d(k)− {y2,2(k) + y1(k)} . (5.21)
Ambos para´metros de mezcla, λ1(k) y λ2(k), se adaptan para minimizar la po-
tencia del error global ec(k) de acuerdo a la ecuacio´n (5.10).
En caso de que se desee incorporar nu´cleos de orden superior (R > 2) en este es-
quema, basta con seguir el mismo procedimiento incluyendo la combinacio´n de dichos
nu´cleos con AZKs, para que so´lo los nu´cleos necesarios participen en la cancelacio´n,
mientras que la actuacio´n de nu´cleos que traten de modelar distorsiones innecesarias
se suprime y se substituye por el AZK. Adema´s, puesto que el AZK no requiere de
adaptacio´n alguna, el coste del esquema propuesto es muy similar al de un filtro
de Volterra convencional, ya que la carga computacional para los nu´cleos de orden
superior no se ve incrementada. De forma ma´s espec´ıfica, incorporar las ventajas
del nu´cleo AZK supone exclusivamente un incremento en el coste computacional de
nueve productos por iteracio´n, resultado de la aplicacio´n de las ecuaciones (5.12) y
(5.10), algo despreciable con respecto al coste que implica la utilizacio´n de nu´cleos
de taman˜o considerable.
5.4.2. Evaluacio´n experimental del esquema NLAEC-AZK
En esta subseccio´n se detallan varios experimentos disen˜ados con objeto de
mostrar las ventajas del esquema propuesto, prestando especial atencio´n a su ro-
bustez con respecto a diferentes potencias de distorsio´n no lineal.
La sen˜al de referencia d(k), captada por el micro´fono, se ha calculado como
d(k) = hTo x(k) + α(k)x
T (k)Hox(k) + n(k), (5.22)
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Figura 5.6: Partes lineal y cuadra´tica del canal de eco utilizado en los experimentos.
(a) Nu´cleo lineal. (b) Nu´cleo cuadra´tico en representacio´n triangular.
donde ho y Ho representan los nu´cleos lineal y cuadra´tico de un canal real de eco
acu´stico limitados a 320 y 64 × 64 etapas respectivamente, medidos utilizando un
altavoz de bajo coste situado en una sala con escasa reverberacio´n. Ambos nu´cleos
se han representado en la figura 5.6 considerando una frecuencia de muestreo de 8
kHz, y adoptando la representacio´n triangular para el nu´cleo cuadra´tico [Mathews
and Sicuranza, 2000]. La variable α(k) de 5.22 sirve para modificar la potencia de
la distorsio´n no lineal, permitiendo as´ı controlar la LNLR. La potencia del ruido
gaussiano n(k) se ha ajustado para conseguir una SNR de 20 dB en ausencia de
distorsio´n no lineal (i.e., α(k) = 0). Se han disen˜ado experimentos utilizando como
sen˜al de entrada x(k) tanto ruido laplaciano2 como voz real.
El esquema NLAEC-AZK empleado esta´ formado por dos nu´cleos lineales con
µl = 1 y µ
′
l = 0.1, y un nu´cleo cuadra´tico cuyo paso de adaptacio´n es µq = 0.3;
todos ellos con la misma longitud que el sistema desconocido (para cada orden).
Para la adaptacio´n de los para´metros de mezcla λ1(k) y λ2(k) se ha seleccionado
µa,1 = µa,2 = 1 y β = 0.9.
2Dicha distribucio´n da lugar a un modelo ma´s cercano de la sen˜al de voz, permitiendo comprobar
de una forma ma´s adecuada el efecto de la distorsio´n no lineal.
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Ruido laplaciano como sen˜al de entrada
En el siguiente grupo de experimentos se estudia el comportamiento del esque-
ma NLAEC-AZK ante diferentes LNLRs empleando ruido laplaciano como sen˜al de
entrada. Para ello se ha variado el para´metro α(k) partiendo de un valor α(k) = 0
(LNLR = ∞ dB, i.e., exclusivamente distorsio´n lineal), para pasar a una LNLR =
25 dB entre 30 < t ≤ 90 segundos, y finalizar con LNLR = 0 dB cuando t > 90 s.
Para evaluar la capacidad de seguimiento del esquema NLAEC-AZK se introduce un
cambio en la parte lineal ho en t = 60 s.
La figura 5.7 representa la evolucio´n del EMSE(k) obtenido por el esquema
NLAEC-AZK, comparado con el que alcanzar´ıan todos los filtros (lineales y no li-
neales) que se podr´ıan construir con los nu´cleos que componen el esquema propuesto.
Tal y como se puede comprobar, el esquema NLAEC-AZK se comporta al menos co-
mo el mejor de los filtros individuales en todas las situaciones, mostrando, por tanto,
una gran robustez con respecto a diferentes potencias de distorsio´n no lineal.
Por ejemplo, cuando LNLR = ∞ dB, el esquema propuesto se comporta como
una combinacio´n de dos filtros lineales con pasos de adaptacio´n µl y µ
′
l, y donde
la utilizacio´n del nu´cleo virtual AZK (λ2(k) ≈ 1) permite modelar la ausencia de
distorsio´n no lineal, evitando por tanto la degradacio´n que producir´ıa el ruido de
gradiente de la adaptacio´n del nu´cleo cuadra´tico. Sin embargo, cuando la potencia
de la distorsio´n no lineal es importante (i.e. LNLR = 0 dB, para t > 90 s.), el nu´cleo
cuadra´tico resulta imprescindible para modelar la distorsio´n no lineal, y por lo tanto
λ2(k)→ 0.
Un caso interesante resulta cuando LNLR = 25 dB (30 < t ≤ 90 s.) donde el
esquema NLAEC-AZK obtiene un error ligeramente menor que ambos filtros lineales
y no lineales. Dicha ganancia adicional puede atribuirse al factor 1−λ2(k) de (5.12),
que permite reducir la varianza en la estimacio´n de la parte no lineal del eco, a
cambio de un cierto sesgo.
Finalmente, tal y como puede comprobarse en la figura 5.7, el esquema propuesto
muestra una capacidad de seguimiento a cambios en la RIR adecuada ya que, gracias
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Figura 5.7: Funcionamiento del esquema NLAEC-AZK propuesto. (a) Evolucio´n del
EMSE(k) para el cancelador NLAEC-AZK y para todos los filtros lineales y de
Volterra (FL y VF en la leyenda), utilizando los nu´cleos empleados en el esquema
NLAEC-AZK. (b) Evolucio´n de los para´metros de mezcla.
a la combinacio´n de nu´cleos lineales gobernada por λ1(k), se alivia el compromiso
entre velocidad de convergencia y desajuste final, como puede comprobarse tanto
en la convergencia inicial como en la reconvergencia del algoritmo tras el cambio
introducido en t = 60 s.
El estudio de la robustez del esquema propuesto se ha ampliado evaluando su
comportamiento en re´gimen permanente para otros valores de LNLR. Tal y como se
observa en la figura 5.8, dependiendo de la LNLR, se obtiene una cancelacio´n ma´s
eficaz utilizando el nu´cleo AZK o el nu´cleo cuadra´tico. El esquema NLAEC-AZK
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Figura 5.8: Comportamiento en re´gimen estacionario del filtro NLAEC-AZK en fun-
cio´n de la LNLR. De arriba a abajo: re´gimen estacionario [EMSE(∞)] del esquema
NLAEC-AZK y de todos los filtros lineales y de Volterra utilizando los nu´cleos em-
pleados en el esquema NLAEC-AZK; valores en estacionario de los para´metros de
mezcla.
resulta robusto para todo el margen de LNLR considerado, comporta´ndose como un
filtro lineal (λ2(∞) ≈ 1) si la potencia de la distorsio´n no lineal es muy pequen˜a,
o como un filtro de Volterra de segundo orden (λ2(∞) ≈ 0) si la LNLR es muy
baja. Adema´s, existe un amplio margen de LNLRs (i.e. 20 ≤ LNLR ≤ 30) donde
λ2(∞) alcanza valores intermedios, haciendo que el esquema combinado presente
un mejor funcionamiento que canceladores basados en filtros lineales o no lineales,
consecuencia de la estimacio´n sesgada del nu´cleo cuadra´tico.
Prestando atencio´n al panel (b) de la figura, se puede comprobar co´mo el valor
del para´metro de mezcla λ2(∞) puede servir como un indicador de las caracter´ısticas
del escenario de cancelacio´n en lo que a potencia de distorsio´n cuadra´tica se refiere.
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Voz como sen˜al de entrada
Las figuras 5.9, 5.10 y 5.11 representan el comportamiento del esquema NLAEC-
AZK para tres valores diferentes de LNLR utilizando voz como sen˜al de entrada.
Tal y como se observa en las tres figuras, el esquema propuesto se comporta en todo
momento como el mejor de los filtros individuales independientemente de la LNLR.
En todos los casos, λ1(k) decrece desde un valor inicial pro´ximo a la unidad con-
vergiendo a valores estacionarios cercanos a cero. De esta forma, el esquema NLAEC-
AZK obtiene la rapidez de convergencia del nu´cleo lineal con paso de adaptacio´n
mayor, y el error en estacionario del nu´cleo con µ′l.
En lo que se refiere a la potencia de la distorsio´n no lineal, los filtros lineales
obtienen una mejor cancelacio´n que los VFs en ausencia de distorsio´n no lineal (ver
figura 5.9), mientras que cuando la LNLR es baja ocurre la situacio´n opuesta (ver
figura 5.11). Para valores intermedios de LNLR, tanto los modelos lineales como
no lineales obtienen un funcionamiento similar. La robustez del filtro NLAEC-AZK
queda demostrada, ya que, dependiendo del valor de LNLR, el esquema propuesto
tiene capacidad de comportarse como un filtro lineal o como un VF.
Para finalizar, en la Tabla 5.2 se incluye una comparacio´n en te´rminos de coste
computacional (productos por iteracio´n) entre el esquema NLAEC-AZK de orden
R = 2 y una implementacio´n alternativa utilizando la combinacio´n de filtros (i.e.
combinando dos filtros lineales con pasos de adaptacio´n µl y µ
′
l, respectivamente, y
dos filtros de Volterra de orden R = 2 con pasos de adaptacio´n [µl, µq] y [µ
′
l, µq] de
forma similar a como se indica en la Seccio´n 5.3.1).
NLAEC-AZK CVF
No de nu´cleos 3 6
No de combinaciones 2 3
Coste computacional (×) 9619 19229
Tabla 5.2: Comparacio´n del coste computacional evaluado como nu´mero de productos
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Figura 5.9: Comportamiento del esquema NLAEC-AZK considerando LNLR = ∞
dB. De arriba a abajo: sen˜al de entrada (voz); ERLEs de la combinacio´n de nu´cleos y
de los filtros lineales y de Volterra individuales con los mismos ajustes que el esquema
NLAEC-AZK; evolucio´n temporal de los para´metros de mezcla.
5.5. Conclusiones
En este cap´ıtulo se han presentado dos esquemas diferentes que permiten aliviar
los distintos compromisos a los que esta´n sujetos los filtros de Volterra, aumentando la
robustez y versatilidad de los mismos. Aunque ambos esquemas obtienen resultados
similares, el menor coste computacional del basado en la combinacio´n de nu´cleos del
mismo orden, lo convierte en una solucio´n muy atractiva.
En ciertas aplicaciones de procesamiento de sen˜ales acu´sticas la relacio´n entre la
sen˜al a reproducir por el emisor y la sen˜al captada por el micro´fono puede ser no
lineal, por lo que la utilizacio´n de filtros adaptativos exclusivamente lineales podr´ıa
dar lugar a resultados insuficientes, lo que obliga a adoptar modelos no lineales. Sin
embargo, la existencia/inexistencia de distorsio´n lineal, as´ı como la potencia de la
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Figura 5.11: Equivalente a la figura 5.9 pero considerando LNLR = 0 dB.
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misma, es normalmente desconocida a priori, lo que da lugar a que el uso de un filtro
adaptativo no lineal pudiera dar lugar a peores resultados que los que obtendr´ıa un
modelo lineal.
Para considerar esa posibilidad, tambie´n se ha presentado el esquema NLAEC-
AZK, surgido como una particularizacio´n de la combinacio´n de nu´cleos, que presenta
una gran robustez con respecto a potencias de distorsio´n no lineal desconocidas y/o
variables, utilizando un nu´cleo especial denominado AZK consistente en un bloque de
ceros. El esquema propuesto conlleva un coste computacional ligeramente superior al
de un VF de orden cuadra´tico, y sin embargo consigue, sin necesidad de informacio´n
a priori alguna, un comportamiento similar al de un filtro lineal o un VF de orden
R = 2 en funcio´n de la LNLR, tal y como se ha comprobado por medio de varios
experimentos.
Aunque en este cap´ıtulo so´lo se ha considerado el caso cuadra´tico, los esquemas
propuestos son extrapolables de forma directa a o´rdenes superiores.
146
Cap´ıtulo 6
Esquemas de combinacio´n para
respuestas largas y dispersas
Tal y como se ha comentado, una caracter´ıstica comu´n de las aplicaciones de
procesamiento de sen˜ales acu´sticas es que, debido a la duracio´n t´ıpica de las RIRs,
la longitud del filtro adaptativo debe ser grande. Sin embargo, la energ´ıa de la RIR
no se distribuye uniformemente entre los diferentes coeficientes que la conforman,
sino que normalmente decrece de forma exponencial e incluso puede presentar cierta
dispersio´n en su distribucio´n. Como consecuencia, el ruido de gradiente relacionado
con la adaptacio´n del algoritmo hace que, sobre todo cuando la SNR es baja, se
introduzcan errores significativos en la identificacio´n de los coeficientes de menor
energ´ıa, dando lugar a una degradacio´n del funcionamiento del filtro adaptativo.
En este cap´ıtulo, y para la aplicacio´n de cancelacio´n de eco, se presenta un es-
quema adaptativo basado en la combinacio´n desacoplada de bloques de coeficientes
que permite mejorar el funcionamiento del cancelador ante SNRs bajas.
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Figura 6.1: Ejemplo de respuesta al impulso del eco de un recinto.
6.1. Estudio de la problema´tica
Las RIRs involucradas en la mayor´ıa de las aplicaciones de procesamiento de
sen˜ales acu´sticas presentan una forma similar a la mostrada en la figura 6.1, lo que da
lugar a una distribucio´n de la energ´ıa decreciente exponencialmente, concentra´ndose
la mayor parte de energ´ıa en los coeficientes relacionados con la sen˜al directa y las
reflexiones de primer orden. Adema´s, no resulta inusal que las RIRs presenten zonas
de coeficientes activos cercanas a otras con coeficientes cuya energ´ıa es mucho menor,
como puede ser alrededor del primer coeficiente relacionado con la v´ıa directa de
propagacio´n (ya que los anteriores son nulos), o en zonas entre las primeras reflexiones
y las de segundo orden.
Anteriormente se ha justificado la utilizacio´n del algoritmo NLMS para la ac-
tualizacio´n de los coeficientes w(k) de un cancelador de eco debido, entre otras
razones, a su baja carga computacional y su facilidad de control y adaptacio´n.
Los filtros adaptativos, como todo estimador, producen un error en la estimacio´n,
en te´rminos de MSE, que puede descomponerse en sesgo y varianza. El filtro NLMS
produce un estimacio´n insesgada, donde la varianza se debe al ruido de gradiente gen-
erado en el proceso de actualizacio´n de los coeficientes del filtro, Jex(k). Sin embargo,
el filtro NLMS se actualiza sin considerar las particularidades de la RIR, ocasionan-
do un ruido de gradiente que afecta de igual forma a todos los coeficientes de w(k),
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por lo que la varianza que afecta a cada coeficiente wm(k) puede aproximarse por
Jex(k)/M . Esta perturbacio´n es directamente proporcional, entre otros factores, a la
potencia del ruido de fondo σ2n presente en el escenario de cancelacio´n, por lo que la
estimacio´n se vera´ degradada para SNRs bajas.
Existen otras soluciones adaptativas que consideran la forma en la que la energ´ıa
se distribuye en la RIR, persiguiendo un aumento de la velocidad de convergencia.
Entre ellas destaca el denominado algoritmo de paso de adaptacio´n ponderado expo-
nencialmente (Exponentially weighted Stepsize, ES) [Makino et al., 1993], donde se
utilizan pasos de adaptacio´n diferentes para cada coeficiente, µm, m = 1, ...,M , los
cuales decaen exponencialmente con m, siguiendo el perfil t´ıpico de la mayor´ıa de
RIRs, y haciendo que los coeficientes con mayor energ´ıa presenten una adaptacio´n
ma´s ra´pida. Sin embargo, para la aplicacio´n de este algoritmo se precisa de cierto
conocimiento a priori de la RIR, algo raramente disponible.
Siguiendo un enfoque similar, el algoritmo NLMS proporcionado (Proportionate
NLMS, PNLMS) [Duttweiler, 2000] busca mejorar la convergencia del filtro NLMS
ante respuestas bastante dispersas, adaptando los coeficientes de w(k) segu´n
wm(k + 1) = wm(k) + µm
e(k)
δ + ‖x(k)‖2
xm(k), m = 1, ...,M (6.1)
donde, para cada componente del filtro wm(k), se calcula un paso de adaptacio´n
individual proporcional a |wm(k)|. La u´nica asuncio´n que presupone el filtro PNLMS
es la distribucio´n dispersa de la energ´ıa en la RIR.
El filtro PNLMS obtiene una convergencia superior al algoritmo NLMS cuando la
distribucio´n de la energ´ıa en la RIR es dispersa; sin embargo, cuando dicha condicio´n
no se cumple, el filtro NLMS converge ma´s ra´pidamente. Teniendo en cuenta esta
caracter´ıstica, el filtro PNLMS mejorado (Improved PNLMS, IPNLMS) [Benesty and
Gay, 2002] incluye un para´metro de control para obtener una adaptacio´n intermedia
entre NLMS y PNLMS. Su ecuacio´n de actualizacio´n es







e(k)xm(k), m = 1, ...,M, (6.2)
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donde µ es el paso de adaptacio´n y M representa la longitud del filtro adaptativo.
El factor gm(k) puede verse como la ganancia de adaptacio´n de cada peso, calculada
como
gm(k) = (1− κ)
1
2M





, m = 1, ...,M, (6.3)
siendo δ y ǫ constantes positivas pequen˜as para evitar la divisio´n entre cero. El
comportamiento del filtro IPNLMS depende ba´sicamente del factor de asimetr´ıa
κ, pudiendo responder como un filtro NLMS (κ = −1), como un filtro PNLMS
(κ = 1) o de forma intermedia (−1 < κ < 1). Debido a la posible merma de utilidad
ante RIRs no dispersas cuando κ = 1, en [Benesty and Gay, 2002] se recomienda
utilizar valores en torno a κ = −0.5, especialmente para aplicaciones similares a
la cancelacio´n de eco acu´stico, ya que, normalmente, los coeficientes de las RIRs
presentes en estas aplicaciones ni mantienen una concentracio´n total ni se distribuyen
de forma totalmente uniforme. Como puede observarse, κ impone un compromiso en
el funcionamiento del filtro IPNLMS que ha tratado de aliviarse en [Arenas-Garc´ıa
and Figueiras-Vidal, 2009] por medio de combinaciones de elementos con diferentes
valores de κ. Un inconveniente del algoritmo PNLMS e IPNLMS es su alta carga
computacional por lo que se esta´n desarrollando variantes ma´s ligeras desde el punto
de vista de co´mputo [Gordy et al., 2008]. En [Naylor et al., 2006] se pueden encontrar
otras variantes de los algoritmos PNLMS e IPNLMS anteriormente presentados.
Si bien es cierto que cuando se utiliza el filtro IPNLMS con valores de κ ≈
−0.5, los diferentes coeficientes se adaptan con pasos de adaptacio´n distintos, lo cual
implica que el ruido de gradiente afecta en diferente medida a cada coeficiente, el
problema asociado al ruido de gradiente cuando la SNR es baja, y anteriormente
expuesto para el filtro NLMS, afecta tambie´n al algoritmo IPNLMS.
Para tratar de solventar este inconveniente, en este cap´ıtulo se explotara´ un resul-
tado bien conocido en estimacio´n que indica que, mediante un adecuado tratamiento
del compromiso entre sesgo y varianza, es posible obtener ventajas en te´rminos de
error cuadra´tico medio con respecto a la estimacio´n insesgada que ofrecen la mayor´ıa
de filtros adaptativos [Kay and Eldar, 2008]. Por medio de un factor multiplicativo
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en la salida del filtro adaptativo, es posible obtener de forma simple una estimacio´n
sesgada de la salida del filtro, mejorando el funcionamiento de e´ste, sobre todo para
SNRs bajas [La´zaro-Gredilla et al., 2010].
Los beneficios de la introduccio´n del sesgo dependen inversamente de la relacio´n
entre la potencia de la sen˜al de referencia d(k) y la potencia del ruido de gradiente
Jex(k) [La´zaro-Gredilla et al., 2010]. Teniendo en cuenta que para la mayor´ıa de filtros
adaptativos, la potencia del ruido de gradiente depende directamente del ruido de
fondo (p. ej. ve´ase la ecuacio´n (3.16) para el caso del filtro NLMS), se puede concluir
que las ventajas de sesgar la salida del filtro adaptativo dependen de la SNR, siendo
mayores cuanto menor sea esta relacio´n.
El esquema que se propone en la siguiente seccio´n persigue mejorar el fun-
cionamiento de los filtros adaptativos utilizando la idea anterior, considerando un
sesgo distinto para cada zona de la RIR (ya que en cada regio´n de la RIR existe una
relacio´n distinta entre la energ´ıa de los coeficientes de h(k) y el ruido de gradiente), y
obteniendo una cancelacio´n mejorada ante SNRs desconocidas a priori y/o variables
en el tiempo, especialmente en condiciones de baja SNR.
6.2. Esquemas de filtrado adaptativo con sesgo por
bloques
El algoritmo propuesto, publicado en [Azpicueta-Ruiz et al., 2010b], esta´ basado
en una descomposicio´n de los coeficientes del filtro adaptativo w(k) en Q bloques no
superpuestos de longitud P = M/Q. De esta forma, la salida del filtro adaptativo
puede calcularse como la suma de la salida individual de cada bloque, yq(k), segu´n








wq(k) = [w1+(q−1)P (k), w2+(q−1)P (k), ..., wqP (k)]
T (6.5)
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incluye los coeficientes que forman el bloque q-e´simo, q = 1, ..., Q, y
xq(k) = [x(k − (q − 1)P ), x(k − 1− (q − 1)P ), ..., x(k − qP + 1)]
T (6.6)
representa un vector con las P muestras de entrada necesarias para el ca´lculo de la
salida del bloque q-e´simo, yq(k). El filtro adaptativo actualiza sus coeficientes con el
objeto de minimizar la potencia de su propio error, i.e. e(k) = d(k)− y(k).
Con el objetivo de mejorar el funcionamiento de w(k) en entornos donde la SNR
pueda ser baja y la distribucio´n de la energ´ıa de la respuesta al impulso no sea
uniforme, se propone ponderar de forma adaptativa la salida de cada bloque yq(k)
mediante un factor multiplicativo λq(k), lo cual puede dar lugar a la introduccio´n
de un sesgo en la estimacio´n de h(k). En el presente esquema se reintrepreta esta
ponderacio´n como la combinacio´n convexa de yq(k) con la salida de un bloque virtual
cuyos coeficientes son siempre nulos, y, por lo tanto, no requieren actualizacio´n. De
esta forma es posible la utilizacio´n de esquemas de adaptacio´n conocidos para los
factores de mezcla λq(k) con q = 1, ..., Q, si bien es cierto que podr´ıan utilizarse









Las multiplicaciones incluidas en (6.7) dan lugar a una estimacio´n sesgada de los
coeficientes de la RIR cuando λq(k) 6= 1. En [La´zaro-Gredilla et al., 2010] se ha
demostrado que este tipo de estimaciones sesgadas pueden dar lugar a beneficios en
te´rminos de reduccio´n del EMSE(k), principalmente para bajas SNRs. No obstante,
en caso de que todos los para´metros de mezcla sean iguales a uno, la salida del
esquema propuesto se corresponde exactamente con la del filtro adaptativo, yc(k) =
y(k), no suponiendo degradacio´n alguna en caso de que el sesgo sea innecesario, i.e.
cuando λq(k) ≈ 1 con q = 1, ..., Q.
Para proceder a la adaptacio´n de los Q para´metros de mezcla del esquema pro-
puesto, se ha utilizado la regla de actualizacio´n presentada en la Seccio´n 3.2.3 que,
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Figura 6.2: Esquema del cancelador propuesto. Por claridad, se ha representado cada
uno de los bloques de w(k) como filtros adaptativos donde las zonas sombreadas se
corresponden con coeficientes no implementados.
debidamente particularizada para este esquema, resulta en







donde µaq se corresponde con el paso de adaptacio´n que gobierna la actualizacio´n de
aq(k), y pq(k) = βpq(k− 1) + (1− β)y
2
q (k) es una estimacio´n filtrada paso bajo de la
potencia de yq(k).
Gracias a la funcio´n de activacio´n del para´metro de mezcla se consigue reducir en
gran medida el ruido de gradiente en los l´ımites, i.e., cuando λq(k) = 0 o´ λq(k) = 1,
hecho especialmente importante cuando el sesgo no es necesario [λq(k) = 1], mini-
mizando la degracio´n que producir´ıa el ruido de gradiente de la adaptacio´n de λq(k)
en este caso.
La figura 6.2 representa el esquema propuesto, en el que se pueden distinguir
claramente dos partes:
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El filtro adaptativo, cuyo funcionamiento es totalmente independiente de todos
los dema´s componentes del sistema, adapta´ndose para minimizar la potencia
de su propio error e(k). El esquema propuesto puede ser aplicado con diferentes
algoritmos de actualizacio´n de w(k).
La estructura necesaria para multiplicar cada salida parcial yq(k) por cada
para´metro de mezcla λq(k), as´ı como para adaptar los Q para´metros de mezcla
con el objetivo de minimizar e2c(k).
El incremento en el coste computacional que supone an˜adir esta segunda etapa de
sesgo a un filtro adaptativo depende fundamentalmente del nu´mero de bloques Q.
De forma ma´s concreta, el coste de actualizar los para´metros de mezcla segu´n (6.8)
y calcular la salida ponderada de cada bloque supone un incremento de 8Q mul-
tiplicaciones por iteracio´n. Sin embargo, para un nu´mero de bloques moderado, el
incremento de coste computacional resulta pequen˜o comparado con el coste necesario
para adaptar el filtro adaptativo w(k). Por consiguiente, en este caso, se puede decir
que el coste computacional del esquema completo es similar al del filtro adaptativo
original w(k).
El funcionamiento de este esquema puede explicarse en los siguientes te´rminos:
En caso de que la SNR sea suficientemente alta, el ruido de gradiente provocado
por la adaptacio´n de w(k) apenas afecta a la estimacio´n y(k), por lo que incluir
un sesgo en la estimacio´n no ofrece ventajas. Bajo estas condiciones, los dife-
rentes para´metros de mezcla convergen a un valor λq(k) ≈ 1 con q = 1, ..., Q,
lo que hace que el esquema completo se comporte de forma similar al filtro
adaptativo original, i.e. yc(k) ≈ y(k).
Cuando la SNR es baja, el ruido de gradiente degrada la estimacio´n producida
porw(k). En este caso, incluir un sesgo produce ventajas desde el punto de vista
de error cuadra´tico medio. Sin embargo, puesto que la distribucio´n de la energ´ıa
en la RIR normalmente no es constante, el ruido de gradiente afectara´ de
forma diferente a distintas zonas de w(k), por lo que el nu´mero de coeficientes
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afectados depende tanto de la SNR como de la forma espec´ıfica de la respuesta
al impulso. De esta forma, algunos de los bloques obtendra´n un valor de λq(k) <
1, mejorando la identificacio´n de sus coeficientes en te´rminos de error cuadra´tico
medio, lo que da lugar a una mejor´ıa en la cancelacio´n del esquema completo
con respecto a la cancelacio´n que generar´ıa el filtro w(k).
En la siguiente seccio´n se comprobara´ esta forma de actuacio´n por medio de
experimentos utilizando como entrada tanto sen˜ales ruidosas como sen˜al de voz,
prestando atencio´n a las propiedades en estado estacionario y en convergencia del
esquema propuesto.
6.3. Evaluacio´n experimental del algoritmo
La figura 6.3 representa la RIR utilizada en estos experimentos, as´ı como la
distribucio´n de su energ´ıa.
Para su identificacio´n se ha optado por el empleo de un filtro IPNLMS como
base del esquema propuesto, permitiendo estudiar el rendimiento del algoritmo para
diferentes valores del para´metro κ, entre ellos κ = −1, que reduce el filtro IPNLMS
a un filtro NLMS. De esta forma, a partir de ahora el esquema desarrollado se de-
nominara´ Block-Biased IPNLMS (BB-IPNLMS) [Azpicueta-Ruiz et al., 2010b]. El
paso de adaptacio´n empleado en la actualizacio´n de w(k) es µ = 1. El nu´mero de
bloques utilizado Q es un para´metro crucial en este esquema, por lo que uno de los
objetivos de esta seccio´n es mostrar el compromiso que impone dicho nu´mero de
bloques. Independientemente del nu´mero de bloques en que se descompone w(k),
se ha considerado que todos los para´metros de mezcla λq(k) utilizan µaq = 0.1, con
q = 1, ..., Q.
6.3.1. Ruido blanco como sen˜al de entrada
En primer lugar se evaluara´ el algoritmo BB-IPNLMS en situacio´n estaciona-
ria utilizando ruido blanco como sen˜al de entrada, y centra´ndose en co´mo el fun-
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Figura 6.3: (a) RIR empleada en los experimentos. (b) Representacio´n suavizada de
la distribucio´n de energ´ıa de h(k).
cionamiento del esquema depende del nu´mero de bloques Q y del para´metro κ para
diferentes SNRs. Para valorar las ventajas del algoritmo se comparara´n el EMSE(∞)
obtenido por un cancelador basado en el esquema propuesto, i.e. EMSEBB(∞), y
el que obtendr´ıa un cancelador basado en el filtro adaptativo w(k) original, i.e.
EMSE(∞). De esta forma, la cifra de me´rito propuesta se puede obtener como
∆EMSE(∞) = EMSE(∞)− EMSEBB(∞).
Influencia del nu´mero de bloques
La figura 6.4 muestra la ganancia en te´rminos de ∆EMSE(∞) que supone la
utilizacio´n del esquema propuesto considerando dos valores diferentes de κ y para di-
ferentes SNRs, considerando el nu´mero de bloques como un para´metro. Por completi-
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Figura 6.4: Ganancia en cancelacio´n de eco obtenida por el esquema BB-IPNLMS
con respecto a un cancelador basado en un filtro IPNLMS esta´ndar, en te´rminos de
∆EMSE(∞) = EMSE(∞)− EMSEBB(∞).(a) κ = −1 (NLMS). (b) κ = −0.5.
tud, se han incluido SNRs negativas, que, de hecho, pueden encontrarse en escenarios
similares a los sistemas de comunicaciones de automo´viles.
Prestando atencio´n a la figura 6.4 se puede ver co´mo el esquema propuesto obtiene
ganancias importantes, principalmente para SNRs bajas. Por ejemplo, considerando
una SNR = 5 dB y una descomposicio´n en Q = 16 bloques, la ganancia obtenida es
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aproximadamente de 9 dB y 6.5 dB para κ = −1 (NLMS) y κ = −0.5, respectiva-
mente. Adema´s, se puede observar co´mo, aunque la ganancia alcanzada para SNRs
altas es mucho menor, el esquema propuesto no introduce degradacio´n alguna si el
sesgo resulta innecesario.
Centra´ndose en la influencia del nu´mero de bloques, se pueden extraer las mis-
mas conclusiones de ambos paneles de la figura 6.4. Conforme el nu´mero de bloques
aumenta la ganancia obtenida es superior, debido a la mayor resolucio´n disponible
para introducir el sesgo en determinadas zonas de la RIR. Sin embargo, si se presta
antencio´n al caso con Q = 256 y P = 2, se observa un decremento de la ganancia,
debido a que el valor del paso de adaptacio´n µaq es muy alto para este caso, provo-
cando un gran ruido de gradiente en la adaptacio´n de los Q para´metros de mezcla y
afectando en gran medida al funcionamiento global del esquema. De cualquier modo,
no es aconsejable una longitud de bloque tan pequen˜a, que da lugar a un gran nu´mero
de bloques y de para´metros de mezcla a adaptar, incrementando considerablemente
el coste computacional del esquema completo, sino que resulta preferible utilizar un
nu´mero de bloques que suponga un leve incremento del coste computacional. Tenien-
do en cuenta lo anterior, una seleccio´n adecuada ser´ıa Q = 16, que se utilizara´ en el
resto del cap´ıtulo.
Influencia del para´metro de asimetr´ıa κ
A continuacio´n se estudia la influencia del para´metro κ para Q = 16 considerando
diferentes SNRs.
El para´metro κ establece un compromiso entre la obtencio´n de una operacio´n
similar a un filtro NLMS (κ = −1) o a un filtro PNLMS (κ = 1).
La figura 6.5 representa la ganancia del esquema propuesto en te´rminos de
∆EMSE(∞) variando κ entre −1 y 1. Se puede observar que la ganancia del es-
quema BB-IPNLMS cuando κ → −1 es importante, obteniendo ventajas crecientes
segu´n disminuye la SNR. Sin embargo, dicha ganancia es menor conforme aumenta κ
debido a que en este caso el algoritmo IPNLMS es ma´s similar al esquema PNLMS,
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Figura 6.5: Ganancia en cancelacio´n de eco obtenida por el esquema BB-IPNLMS
considerando Q = 16 bloques, con respecto a un cancelador basado en un filtro
IPNLMS esta´ndar, en te´rminos de ∆EMSE(∞) = EMSE(∞)− EMSEBB(∞).
provocando que el paso de adaptacio´n de cada coeficiente se ajuste de forma inde-
pendiente, y que, por lo tanto, los coeficientes con menor energ´ıa se vean afectados
por un ruido de gradiente de menor potencia, disminuyendo las potenciales ganancias
derivadas de la introduccio´n del sesgo.
Si bien es cierto que ante sistemas dispersos los filtros IPNLMS obtienen mejores
resultados que un filtro NLMS conforme mayor es κ, dependiendo del grado de dis-
persio´n de la RIR (normalmente desconocido a priori), optar por una seleccio´n de
κ → 1 puede dar lugar a problemas, tal y como se adelanto´, en caso de que la RIR
no resulte tan dispersa, siendo entonces la convergencia del filtro IPNLMS peor que
la de un filtro NLMS. Debido a esto, una seleccio´n recomendable para el esquema
BB-IPNLMS es κ = −0.5 [Benesty and Gay, 2002] ya que no presenta problemas
cr´ıticos de ralentizacio´n de la convergencia ante RIRs donde la distribucio´n de la
energ´ıa de los coeficientes es uniforme. Otra opcio´n tambie´n atractiva es la seleccio´n
de κ = −1, puesto que en ese caso el filtro IPNLMS se reduce a un esquema NLMS,
mucho ma´s econo´mico desde un punto de vista computacional. Como se puede ver
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Figura 6.6: Valor en estado estacionario de los 16 para´metros de mezcla, considerando
κ = −1 y 0.5; y para SNR = 35, 15 y 5 dB.
en la figura 6.5, tanto para κ = −0.5 como κ = −1 (NLMS) las ganancias obtenidas
por el esquema pueden ser importantes.
Con el objetivo de aclarar el comportamiento del esquema propuesto, la figura 6.6
muestra el valor de los 16 para´metros de mezcla en estado estacionario, considerando
tres valores de SNR, 35, 15 y 5 dB, cuando κ = −1 y κ = 0.5.
Tal y como se puede ver en la figura, los valores de λq(∞) con q = 1, ..., 16, son
cercanos a uno cuando la SNR = 35 dB, ya que, en este caso, introducir un sesgo en
la estimacio´n no resulta necesario. Sin embargo, segu´n aumenta la potencia del ruido
aditivo a la salida, el filtro IPNLMS introduce ma´s ruido de gradiente y, entonces, el
valor al que convergen los para´metros de mezcla es menor, provocando ganancias en
la estimacio´n.
Al observar la figura 6.6 cuando SNR = 15 dB, se puede comprobar co´mo los
para´metros de mezcla convergen a un valor tal que el sesgo introducido es mayor
conforme menor es la energ´ıa de los coeficientes de la RIR a estimar. De esta forma
se comprueba co´mo la distribucio´n de los valores de λq(∞) con q = 1, ..., 16, es similar
a la representacio´n de la energ´ıa de la RIR vista en el panel (b) de la figura 6.3, ya
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que el ruido de fondo considerado es constante.
Estudio de la convergencia del esquema BB-IPNLMS
La convergencia del BB-IPNLMS ha sido evaluada considerando un escenario
donde la SNR es desconocida a priori y puede variar en el tiempo. Para ello, se
ha modificado la SNR su´bitamente en t = 5 s. desde un valor inicial de SNR = 5
dB a un valor final de SNR = 35 dB para dos valores diferentes de κ, κ = −1 y
κ = 0. Adema´s, para estudiar la capacidad de reconvergencia del esquema se han
introducido dos cambios en la RIR en t = 2.5 y t = 7.5 s., respectivamente.
La figura 6.7 muestra la evolucio´n del EMSE(k), pudiendo observarse co´mo el
esquema propuesto es capaz de adaptarse correctamente a situaciones con SNR va-
riable, sin necesidad de ninguna informacio´n a priori. Tal y como se observa en la
figura, el esquema BB-IPNLMS consigue un funcionamiento superior a un cancelador
basado en un filtro IPNLMS esta´ndar con ide´ntico κ, no so´lo en estacionario, sino al
reconverger, tal y como se ve en t = 7.5 s. en el panel (a) de la figura cuando κ = −1.
6.3.2. Voz como sen˜al de entrada
El funcionamiento del esquema BB-IPNLMS tambie´n se ha evaluado utilizando
trece segundos de voz real como sen˜al de entrada. Las figuras 6.8 y 6.9 muestran
los resultados obtenidos en te´rminos de ERLE(k), considerando, respectivamente,
κ = −1 (i.e. NLMS) y κ = −0.5. Tal y como se ha comentado, en caso de que
la SNR sea alta, el esquema BB-IPNLMS se comporta de forma similar a un filtro
IPNLMS con los mismos ajustes, por lo que se comprueba que el esquema propuesto
no introduce degradacio´n alguna. Sin embargo, como se puede apreciar en el panel
inferior de ambas figuras, se obtienen importantes mejoras si la SNR es baja.
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Figura 6.7: Funcionamiento del esquema propuesto (BB-IPNLMS) en te´rminos de
EMSE(k). (a) κ = −1 (filtro NLMS). (b) κ = 0
6.4. Conclusiones
En este cap´ıtulo se ha presentado un esquema que permite mejorar el fun-
cionamiento de los algoritmos adaptativos cuando la RIR a identificar no tiene una
distribucio´n de energ´ıa uniforme. Gracias a la descomposicio´n en bloques no super-
puestos del filtro adaptativo w(k), y ponderando la salida de cada bloque por un
factor multiplicativo (reinterpretado como la combinacio´n convexa con un bloque
virtual de ceros), es posible introducir un sesgo en la identificacio´n de los coeficientes
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que hace que el funcionamiento del esquema global supere al del filtro adaptativo en
el que se basa.
Mediante diferentes experimentos se ha demostrado que el esquema propuesto, sin
necesidad de informacio´n a priori alguna, es capaz de obtener ventajas significativas,
especialmente para SNRs bajas. Si el nu´mero de bloques seleccionado es moderado,
el coste computacional del esquema es similar al del filtro adaptativo original, y las
ganancias obtenidas con respecto a este u´ltimo pueden ser importantes. Adema´s, el
esquema propuesto puede costruirse utilizando como base diferentes tipos de filtros
adaptativos, aunque se ha visto que el empleo del filtro IPNLMS con κ = −0.5 o





































Figura 6.8: Funcionamiento del esquema propuesto (BB-IPNLMS) al utilizar voz
como sen˜al de entrada. De arriba a abajo: sen˜al de entrada; ERLEs de un filtro
IPNLMS esta´ndar con κ = −1 (NLMS) y del cancelador basado en BB-IPNLMS
con el mismo valor de κ cuando SNR = 35 dB; igual que el panel intermedio cuando
SNR = 5 dB.
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Figura 6.9: Funcionamiento del esquema propuesto (BB-IPNLMS) al utilizar voz
como sen˜al de entrada. De arriba a abajo: sen˜al de entrada; ERLEs de un filtro
IPNLMS esta´ndar con κ = −0.5 y del cancelador basado en BB-IPNLMS con el






Conclusiones y Futuras L´ıneas de
Trabajo
Este u´ltimo cap´ıtulo incluye las principales conclusiones de la Tesis Doctoral,
algunas de las cuales se han ido adelantando en cada cap´ıtulo. Adema´s, en este
cap´ıtulo se perfilan varias de entre las l´ıneas futuras de investigacio´n que pueden
derivarse de lo aqu´ı expuesto, y que se consideran ma´s prometedoras.
7.1. Conclusiones
Esta Tesis Doctoral se ha centrado en el desarrollo y aplicacio´n de algoritmos de
combinacio´n de esquemas adaptativos a la acu´stica de salas. La mayor´ıa de aplica-
ciones del a´mbito del procesamiento de sen˜ales acu´sticas requieren de la identificacio´n
de una respuesta al impulso de un recinto (Room Impulse Response, RIR), que des-
cribe el proceso de propagacio´n acu´stica en el interior de dicho recinto.
De entre los diferentes esquemas adaptativos empleados para identificar h(k), la
mayor´ıa de aplicaciones conf´ıan en algoritmos tipo NLMS debido, principalmente, a
su bajo coste computacional y mayor estabilidad en comparacio´n con el filtro RLS.
Al igual que en la mayor´ıa de filtros adaptativos, el comportamiento del filtro NLMS
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esta´ sujeto a diferentes compromisos, como es el de sobra conocido entre velocidad
de convergencia y error residual que impone la seleccio´n del paso de adaptacio´n.
Recientemente se presento´ un concepto novedoso en filtrado adaptativo, basado en
la combinacio´n adaptativa de esquemas adaptativos, el cual de una forma senci-
lla, versa´til y eficaz, permite aliviar los distintos compromisos que condicionan la
utilizacio´n de los esquemas adaptativos usuales.
Esta Tesis Doctoral ha planteado el disen˜o, desarrollo, estudio y adecuacio´n de
esquemas de combinacio´n que resulten provechosos y convenientes para aplicaciones
de procesamiento de sen˜ales acu´sticas. Con el objetivo de mostrar las ventajas de la
utilizacio´n de estos esquemas, en este trabajo se ha empleado como hilo conductor
la aplicacio´n de eco acu´stico monocanal, la cual se encuentra en un estadio bas-
tante maduro, por lo que permite identificar claramente las ventajas que supone la
aplicacio´n de dichos algoritmos.
Sin embargo, las caracter´ısticas de la RIR h(k) y de las sen˜ales involucradas
(vocales o musicales) condicionan los esquemas adaptativos a emplear tanto en la
aplicacio´n de cancelacio´n de eco acu´stico como en otras aplicaciones de procesamiento
de sen˜ales acu´sticas. A continuacio´n se enumeran algunos de estos condicionantes
y se destacan los algoritmos propuestos en este trabajo (basados en esquemas de
combinacio´n) que permiten mejorar el funcionamiento de los esquemas adaptativos
cuando se ven sujetos a este tipo de compromisos, incluyendo las publicaciones a las
que ha dado lugar. Otras publicaciones que no constituyen el nu´cleo central de esta
Tesis se listan en el Anexo D.
1. Las sen˜ales tienen un margen dina´mico amplio, lo que da lugar a una relacio´n
sen˜al a ruido (SNR) variable y desconocida a priori.
En el Cap´ıtulo 3 se han desarrollado dos esquemas de combinacio´n cuyo fun-
cionamiento es inmune al desconocimiento a priori de la SNR y a variaciones de
la misma. Dicha inmunidad ha sido demostrada anal´ıtica y experimentalmente.
El primero de los esquemas se basa en la actualizacio´n normalizada (tipo
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NLMS) del para´metro de mezcla de una combinacio´n convexa. En contra-
posicio´n con el esquema original de adaptacio´n (tipo LMS), el esquema
NLMS permite una seleccio´n mucho ma´s simple del paso de adaptacio´n
que gobierna la combinacio´n, facilitando un funcionamiento correcto de
la combinacio´n independientemente de la SNR. Este esquema ha sido pu-
blicado en [Azpicueta-Ruiz et al., 2008b].
El segundo de los esquemas, publicado en [Azpicueta-Ruiz et al., 2008a]
para la combinacio´n de dos filtros y extendido en [Azpicueta-Ruiz et al.,
2010a] para un nu´mero arbitrario de filtros, se basa en la actualizacio´n tipo
mı´nimos cuadrados del para´metro de mezcla de una combinacio´n af´ın. Este
esquema tambie´n proporciona un comportamiento robusto respecto a la
SNR, haciendo posible, sin embargo, que el margen de valores que puede
alcanzar el para´metro de mezcla no se encuentre limitado a [0, 1]. Esto
permite que el para´metro de mezcla se aproxime al combinador o´ptimo,
que es negativo para una combinacio´n de filtros NLMS de igual longitud
y diferente paso de adaptacio´n en un entorno estacionario. Sin embargo,
los experimentos realizados demuestran que las pequen˜as ventajas que
ofrece la combinacio´n af´ın no justifican el uso de la regla tipo mı´nimos
cuadrados, al menos en las aplicaciones aqu´ı contempladas. Por esta razo´n,
en los dema´s cap´ıtulos de la Tesis Doctoral se ha empleado la combinacio´n
convexa mediante la regla normalizada tipo NLMS.
2. La distribucio´n de la densidad espectral de potencia de las sen˜ales es variable
con la frecuencia.
En el Cap´ıtulo 4 se presenta un esquema de combinacio´n en el dominio frecuen-
cial, el cual ha sido publicado en [Azpicueta-Ruiz et al., 2007]. En aplicaciones
de procesamiento de sen˜ales acu´sticas es comu´n la utilizacio´n de esquemas
adaptativos en dicho dominio, con objeto de acelerar la convergencia de los
algoritmos cla´sicos en presencia de sen˜ales coloreadas y/o reducir el coste com-
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putacional. El esquema propuesto permite la implementacio´n de una combi-
nacio´n dependiente de la frecuencia, que ofrece una gran versatilidad, debido
a que tanto la sen˜al de entrada como el ruido tienen una densidad espectral
variable con la frecuencia y a que los cambios que tienen lugar en las RIRs
no afectan de igual forma a todo el margen frecuencial. Se ha utilizado como
base de la propuesta un conocido esquema de filtrado adaptativo en subbandas
sin retardo, incorporando una combinacio´n por subbanda que se actualiza de
forma independiente a las dema´s subbandas, dando como resultado un algo-
ritmo cuyas ventajas han sido demostradas experimentalmente. Esta forma de
proceder se puede aplicar, con las modificaciones oportunas, a otros esquemas
y configuraciones de filtrado en el dominio frecuencial.
3. En algunas ocasiones, la relacio´n entre la sen˜al a reproducir por el altavoz y la
captada por el micro´fono es no lineal.
En el Cap´ıtulo 5 se han presentado dos esquemas que aumentan la versatilidad y
mejoran el funcionamiento de los filtros de Volterra individuales. El primero de
ellos se centra en la combinacio´n de filtros de Volterra con ajustes diferentes,
mientras que el segundo se basa en la modificacio´n de un filtro de Volterra,
cuyos nu´cleos individuales se substituyen por combinaciones de nu´cleos con
ajustes distintos. Ambos esquemas obtienen prestaciones similares, siendo el
segundo una opcio´n mucho ma´s atractiva computacionalmente.
Au´n as´ı, la presencia o ausencia de distorsio´n no lineal y la potencia de e´sta
resultan dif´ıcilmente previsibles, pudiendo incluso variar con el tiempo. Sin
embargo, en caso de ausencia de distorsio´n no lineal, un filtro de Volterra
tiene peor funcionamiento que un filtro lineal, mientras que este u´ltimo resulta
insuficiente para modelar la distorsio´n no lineal cuando e´sta aparece.
Por ello, partiendo de un filtro de Volterra con combinacio´n de nu´cleos, en el
Cap´ıtulo 5 tambie´n se ha desarrollado un cancelador de eco acu´stico no lineal
basado en un “nu´cleo virtual de todo ceros” (Nonlinear Acoustic Echo Can-
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celler with All Zero Kernel, NLAEC-AZK). Este algoritmo presenta una gran
robustez con respecto al compromiso anteriormente mencionado, suponiendo
un incremento de coste computacional muy pequen˜o con respecto al de un filtro
de Volterra esta´ndar.
Estos esquemas se presentaron en su versio´n previa en [Azpicueta-Ruiz et al.,
2009] y de una forma ma´s desarrollada en [Azpicueta-Ruiz et al., 2011].
4. Por u´ltimo, la mayor´ıa de las RIRs tienen una longitud grande y la distribucio´n
de su energ´ıa no es constante entre los distintos coeficientes.
En el Cap´ıtulo 6 se ha presentado un algoritmo que permite mejorar el fun-
cionamiento de los filtros adaptativos, sobre todo en los casos en los que la
distribucio´n de la energ´ıa de la RIR no es constante y la SNR es baja. La base
del esquema estriba en el aprovechamiento del compromiso sesgo vs varianza
de forma diferente para distintos bloques de coeficientes no superpuestos de
un filtro adaptativo. Para ello, la salida de cada bloque se multiplica por un
factor adaptativo, el cual ha sido reinterpretado como una combinacio´n con un
bloque virtual de ceros, facilitando as´ı su adaptacio´n. Tanto las ganancias obser-
vadas principalmente para bajas SNRs como la no introduccio´n de degradacio´n
para SNR altas y lo innecesario de informacio´n a priori alguna, hacen que la
inclusio´n de esta propuesta como un complemento a filtros adaptativos tipo
NLMS o IPNLMS sea una idea atractiva. Adema´s, cuando el nu´mero de blo-
ques seleccionado es moderado, el algoritmo supone un incremento de coste
computacional pequen˜o con respecto al filtro adaptativo original.
Este algoritmo ha sido presentado en [Azpicueta-Ruiz et al., 2010b], aunque
sus fundamentos, para el caso de un filtro adaptativo completo gene´rico se han
estudiado en [La´zaro-Gredilla et al., 2010].
Todos los algoritmos desarrollados en este trabajo se han evaluado ampliamente
mediante experimentos en escenarios realistas, mostrando un funcionamiento correcto
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gracias a la versatilidad y robustez que otorgan las soluciones basadas en esquemas
de combinacio´n.
Como conclusio´n general, a lo largo de los Cap´ıtulos 3, 4, 5 y 6 se han presentado
una serie de esquemas de combinacio´n que permiten mejorar el funcionamiento de
los algoritmos adaptativos en aplicaciones de procesamiento de sen˜ales acu´sticas
considerando los cuatro condicionantes anteriormente mencionados, y tomando como
ejemplo la cancelacio´n de eco acu´stico. Evidentemente, a la hora de migrar dichos
algoritmos a otras aplicaciones de procesamiento de sen˜ales acu´sticas habra´ que tener
en cuenta las particularidades de e´stas, y tal vez los esquemas aqu´ı presentados deban
ser ligeramente modificados.
7.2. L´ıneas de investigacio´n futura
Gracias a la versatilidad de las soluciones basadas en los esquemas de combi-
nacio´n, existen numerosas posibles ampliaciones del trabajo aqu´ı presentado, prin-
cipalmente en el campo del procesamiento de sen˜ales acu´sticas. Entre otras posibles
extensiones, son de particular intere´s:
1. Utilizacio´n de los esquemas de combinacio´n propuestos en otras aplicaciones
diferentes de la cancelacio´n de eco acu´stico, con los condicionantes espec´ıficos
de cada una. Por ejemplo:
a) Cancelacio´n activa de ruido. Actualmente se esta´ investigando en esque-
mas basados en la combinacio´n por bloques de filtros IPNLMS con valores
diferentes de κ para escenarios donde las v´ıas de propagacio´n pueden pre-
sentar dispersio´n.
b) Cancelacio´n de interferencias en aud´ıfonos. Las principales diferencias en
esta aplicacio´n incluyen la menor longitud de la RIR a identificar, por lo
que el filtro adaptativo necesario es menor. Adema´s, la limitacio´n impues-
ta por la bater´ıa de los aud´ıfonos condiciona totalmente los esquemas a
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desarrollar, as´ı como el disen˜o de los esquemas de combinacio´n, en aras
de reducir el coste computacional tanto como sea posible.
c) Separacio´n de fuentes acu´sticas. La particularidad en este tipo de apli-
caciones, que condiciona tanto los esquemas adaptativos como su combi-
nacio´n, es la inexistencia de sen˜al de error a minimizar [Lombard et al.,
2011].
2. Programacio´n de los esquemas de combinacio´n aqu´ı presentados en platafor-
mas tipo DSP actuales. Entre otras decisiones a tomar al realizar dicha tarea,
es importante abordar la programacio´n de la funcio´n sigmoide, ba´sica en la
mayor´ıa de los esquemas de combinacio´n desarrollados en esta Tesis Doctoral.
Entre otras alternativas destaca el uso de una lookup table o la aproximacio´n
de la funcio´n mediante un conjunto de tramos lineales.
3. Profundizacio´n en el estudio de los esquemas de sesgado por bloques por medio
de la combinacio´n por bloques con el bloque virtual de ceros. Una de las conclu-
siones principales de esta Tesis Doctoral es la potencia de este tipo de esquemas.
Se propone continuar su estudio mediante:
a) La ampliacio´n de los esquemas de combinacio´n por bloques con el bloque
virtual de ceros a otros tipos de filtros, como p. ej. filtros de Volterra para
cancelacio´n de eco acu´stico no lineal. La distribucio´n de la energ´ıa en el
nu´cleo cuadra´tico y superiores de una planta no lineal no es uniforme, con-
centra´ndose en torno a la diagonal principal, pudiendo considerarse nulos
los coeficientes de las diagonales de orden superior [Zeller and Kellermann,
2008]. Sin embargo, el nu´mero de diagonales con energ´ıa considerable es
algo desconocido a priori, por lo que la combinacio´n de bloques de coefi-
cientes con el bloque virtual de ceros puede dotar de mayor robustez a los
esquemas basados en combinacio´n de nu´cleos.
b) El ana´lisis teo´rico de las prestaciones del esquema de sesgado adaptativo
por bloques. As´ı, es posible obtener tanto el valor del sesgo o´ptimo de
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cada bloque como la ma´xima ganancia teo´rica alcanzable utilizando este
tipo de esquemas, identificando claramente las situaciones en las que la
introduccio´n del sesgo ofrece ventajas. Adema´s, el ana´lisis teo´rico permite
valorar el esquema de adaptacio´n utilizado.
c) La comparacio´n con otros esquemas de filtrado disperso basados en re-
gularizacio´n con norma L1, como por ejemplo con los algoritmos ZA-LMS
y RZA-LMS [Chen et al., 2009], los cuales esta´n motivados por otras a´reas
de procesamiento de sen˜al, como en Compressive Sensing. Estos esquemas
presentan claras conexiones con la solucio´n presentada en el Cap´ıtulo 6 y
otros algoritmos utilizados en cancelacio´n de eco. Por lo tanto, resulta im-
portante identificar las posibles ventajas y carencias del esquema presen-
tado en comparacio´n con los anteriormente mencionados, para as´ı valorar
su utilizacio´n en otras aplicaciones diferentes a la cancelacio´n de eco.
4. Esquemas de combinacio´n no lineales computacionalmente ma´s eficientes. Con
el objetivo de continuar la l´ınea de combinacio´n de esquemas no lineales, se
plantea el disen˜o de combinaciones que contemplen otros esquemas adaptativos
no lineales, a priori con menor coste computacional, como los filtros no lineales
basados en redes de enlaces funcionales (Functional Link Network, FLN) [Pao,
1989]. Este tipo de redes han sido utilizadas previamente en cancelacio´n de eco
acu´stico no lineal en [Comminiello et al., 2010].
5. Esquemas de combinacio´n que permitan la determinacio´n de la longitud o´ptima
de los filtros adaptativos de forma eficiente. Mediante esta l´ınea de investigacio´n
se estudiar´ıa el disen˜o de algoritmos basados en esquemas de combinacio´n que
permitan averiguar la longitud de la planta a identificar. Aunque existen traba-
jos previos en este sentido [Zhang and Chambers, 2006; Zeller et al., 2011], los
esquemas ah´ı presentados son computacionalmente muy costosos, por lo que es
necesaria ma´s investigacio´n en este campo.
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6. Estudio de la inclusio´n de criterios psicoacu´sticos en el disen˜o de los esquemas
de combinacio´n. Aunque existen aplicaciones donde el destinatario final es un
reconocedor automa´tico de voz, en cuyo caso el criterio a minimizar es la po-
tencia del error combinado, en otros casos el destinatario es el ser humano, con
los condicionantes que impone el sistema auditivo humano. La consideracio´n de
ciertos criterios psicoacu´sticos puede mejorar el funcionamiento de los esquemas
de combinacio´n.
En esta lista se han incluido las l´ıneas principales que permiten la continuacio´n de
este trabajo. Aparte de e´stas tambie´n se contempla la posibilidad de la utilizacio´n de
algoritmos de combinacio´n en otras aplicaciones, como la codificacio´n de audio (con o
sin pe´rdidas), e incluso de v´ıdeo. Son evidentes las ventajas de los esquemas de com-
binacio´n, lo que hace que su utilizacio´n se este´ extendiendo actualmente a diferentes
a´mbitos, tal y como se puede comprobar en el nu´mero creciente de publicaciones
relacionadas con estos esquemas.
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Ape´ndice A
Obtencio´n del combinador o´ptimo
para dos filtros NLMS
En este ape´ndice se desarrolla de forma detallada la obtencio´n de las expresiones
que atan˜en al valor del combinador o´ptimo en re´gimen permanente, particularizando
para el caso de una combinacio´n de dos filtros NLMS que u´nicamente difieren en el
paso de adaptacio´n utilizando el modelo de datos establecido en la Subseccio´n 3.2.2.
Para obtener la expresio´n anal´ıtica del combinador o´ptimo en re´gimen perma-
nente se parte de
E{e2c(k)} = E{[e1(k)λ(k) + [1− λ(k)]e2(k)]
2}. (A.1)
Derivando la ecuacio´n (A.1) con respecto a λ(k) e igualando a cero el resultado, se
obtiene, tras unas simples manipulaciones:
E{λ(k)[ea,2(k)− ea,1(k)]
2} = E{ea,2(k)[ea,2(k)− ea,1(k)]}, (A.2)
donde se ha tenido en cuenta que el ruido de fondo n(k) es independiente de los
errores a priori de los componentes, y adema´s E{n(k)} = 0.
Considerando que el combinador o´ptimo λo(k) es independiente de los errores a
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recordando que ∆Ji(k) = Jex,i(k)− Jex,12(k), para i = 1, 2.
Una vez calculado el combinador o´ptimo, es posible calcular el mı´nimo error
alcanzable por una combinacio´n af´ın en re´gimen permanente, Jex,o(∞). Para ello, se
calcula E{e2a,c(k)}, dando lugar a
E{e2a,c(k)} = E{[λ(k)ea,1(k) + [1− λ(k)]ea,2(k)} (A.4)
= E{λ2(k)}E{e2a,1(k)}+ E{[1− λ(k)]
2}E{e2a,2(k)}
+2E{λ(k)[1− λ(k)]}E{ea,2(k)ea,1(k)}.
Particularizando para el combinador o´ptimo λo(k) y considerando que, en re´gi-
men permanente, su varianza es suficientemente pequen˜a como para que se pueda
aproximar E{λ2o(∞)} ≈ λ
2








A continuacio´n, se particularizan estos resultados para el caso de una combinacio´n
de dos filtros NLMS de igual longitud pero diferente paso de adaptacio´n. Para ello,
primeramente, partiendo del teorema de conservacio´n de energ´ıa [Sayed, 2003], que
relaciona el error a priori y el error a posteriori, es posible calcular una expresio´n para












; k →∞. (A.6)
donde ep,i(k) = x
T (k)[h−w(k+1)] hace referencia al error a posteriori. El teorema
de conservacio´n de energ´ıa es va´lido para filtros adaptativos de la forma
w(k + 1) = w(k) + µx(k)g[e(k)], (A.7)
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siendo g[e(k)] una funcio´n del error a priori. En el caso del filtro NLMS, g[e(k)] =
e(k)/(ε+ ‖x(k)‖2).
Adema´s, asumiendo que la constante ǫ ≈ 0, se puede comprobar fa´cilmente que
para el caso de un filtro NLMS con paso de adaptacio´n µi se cumple [Sayed, 2003]
ep,i(k) = ea,i(k)− µiei(k). (A.8)
Con ayuda de esta relacio´n, introduciendo la ecuacio´n (A.8), particularizada para
















= 0, k →∞.
(A.9)
Teniendo en cuenta que ei(k) = ea,i(k) + n(k) y que n(k) es un proceso de media




















Considerando que en re´gimen permanente ‖x(k)‖2 es independiente de los errores










= (µ1 + µ2)Jex,12(∞), k →∞, (A.11)











= Jex,12(∞), k →∞, (A.12)










Particularizando para el caso de la combinacio´n de dos filtros NLMS cuyos pasos



































Figura A.1: Jex,12(∞) obtenido por simulaciones y su aproximacio´n segu´n la ecuacio´n










respectivamente; y para el caso de Jex,12(∞)
Jex,12(∞) =
rµ1







La figura A.1 muestra el valor predicho de Jex,12(∞) segu´n la ecuacio´n (A.16) y
el obtenido por medio de simulaciones de un escenario en el que se ha considerado
µ1 = 1 y se ha variado r. Una comparacio´n similar se presenta en la figura A.2,
considerando un valor fijo de r = 0.1 y variando µ1. Tal y como se aprecia en
ambas figuras, existe un concordancia excelente entre la estimacio´n proporcionada
por (A.16) y los resultados obtenidos mediante simulaciones.
Substituyendo las ecuaciones (A.14), (A.15) y (A.16) en la ecuaciones (A.3) y






APE´NDICE A. OBTENCIO´N DEL COMBINADOR O´PTIMO PARA DOS
FILTROS NLMS

















Figura A.2: Jex,12(∞) obtenido por simulaciones y su aproximacio´n segu´n la ecuacio´n
(A.16) en funcio´n de µ1, para r = 0.1.
Jex,o(∞) ≈
µ1r







De esta forma se cuenta con expresiones que aproximan el valor del estimador
o´ptimo y el error que e´ste produce en el caso de contar con una combinacio´n de dos
filtros NLMS con diferente paso de adaptacio´n. La figura A.3 muestra el valor del
combinador o´ptimo para una combinacio´n de dos filtros NLMS segu´n la ecuacio´n
(A.17), variando µ1 en pasos de 0.2, desde 0.1 hasta 1.9 y considerando 0 ≤ r ≤ 0.95.
Tal y como se comprueba a partir de (A.17), E{λo(∞)} ≤ 0 para cualquier valor de
µ1 y r, disminuyendo su valor conforme r → 1, i.e. µ2 ≈ µ1.
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Figura A.3: E{λo(∞)} en funcio´n de µ1 y r.
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Ape´ndice B
Extensio´n de la regla tipo LS para la
combinacio´n af´ın de mu´ltiples filtros
adaptativos
Puesto que tanto la derivacio´n de la regla como el ana´lisis y la discusio´n son simi-
lares al caso de la combinacio´n de dos filtros adaptativos presentada en la Subseccio´n
3.3.2, en este ape´ndice se van a incluir simplemente los principales resultados para
el caso de combinar adaptativamente G componentes. El lector interesado puede
recurrir a [Azpicueta-Ruiz et al., 2010a] donde se presenta y estudia esta regla de
actualizacio´n con ma´s detalle.




















λg(k) [eG(j)− eg(j)] , (B.2)
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considerando que G filtros adaptativos se han combinado por medio de G−1 para´me-
tros de mezcla cuya suma es unitaria. Procediendo de la misma forma que en la
Subseccio´n 3.3.2, se llega a
λ(k) = P−1(k)z(k), (B.3)
donde λ(k) = [λ1(k), ..., λG−1(k)]
T , P(k) es una matriz sime´trica de taman˜o G− 1×
G− 1 cuyos elementos cumplen
[P(k)]g,m = pg,m(k) =
k∑
j=1
β(k, j)[eG(j)− eg(j)][eG(j)− em(j)], (B.4)
considerando g,m = 1, ..., G − 1, y z(k) es un vector columna de longitud G − 1,




β(k, j)eG(j)[eG(j)− eg(j)], g = 1, ..., G− 1. (B.5)
Nuevamente, la ecuacio´n (B.3) es coherente con la solucio´n de un problema de
mı´nimos cuadrados. Si el nu´mero de filtros componentes G es alto, el coste de invertir
la matrizP(k) puede resultar muy elevado; sin embargo, esto puede evitarse mediante
el uso del lema de inversio´n matricial [Woodbury, 1950] tanto para ventanas β(k, j)
rectangulares como exponenciales.
Tambie´n es posible obtener una expresio´n anal´ıtica para el vector de combinadores
o´ptimos en re´gimen permanente, i.e., λo(∞) = [λo,1(∞), ..., λo,G−1(∞)]
T, procedien-




donde [Po]g,m(∞) = ∆Jg,m(∞) = Jg,m(∞) + JG,G(∞) − Jg,G(∞) − Jm,G(∞) con-
siderando g,m = 1, ..., G− 1, y
zo(∞) = [JG,G(∞)− J1,G(∞), ..., JG,G(∞)− JG−1,G(∞)]
T . (B.7)
Tomando esperanzas en (B.3), se puede ver co´mo la regla de actualizacio´n para
los G − 1 para´metros de mezcla aproxima el valor de los combinadores o´ptimos,
dependiendo dicha estimacio´n de la longitud de la ventana β(k, j).
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La combinacio´n deG componentes puede utilizarse cuando no existen limitaciones
en cuanto a capacidad de co´mputo, ofreciendo ventajas sobre todo en seguimiento, ya
que cada componente mejora a los otros para un margen de velocidades de variacio´n
del canal de eco diferente. En [Azpicueta-Ruiz et al., 2010a] esta´ disponible un amplio





Ana´lisis del esquema de combinacio´n
de nu´cleos
En este ape´ndice se presenta un ana´lisis teo´rico del esquema de combinacio´n CK,
considendo el caso particular de una combinacio´n de dos nu´cleos y R = 2. Para
ello, primeramente se muestra co´mo calcular el valor en re´gimen permanente de los
para´metros de mezcla asociados al filtro CK, λ1(∞) y λ2(∞). Tras ello, se discute
acerca de las capacidades universales de la combinacio´n de nu´cleos.
C.0.1. Valor en re´gimen permanente de los para´metros de mezcla
Para comenzar, conviene expresar el error del filtro CK, de acuerdo a la ecuacio´n
(5.8), como
ec(k) = d(k)− yc(k) = d(k)−
2∑
r=1
λr(k)yr,1(k) + [1− λr(k)]yr,2(k) (C.1)
= λ1(k)e1,1(k) + [1− λ1(k)]e1,2(k)
= λ2(k)e2,1(k) + [1− λ2(k)]e2,2(k),
donde er,i(k), r = 1, . . . , R, i = 1, 2, se corresponden con las sen˜ales de error definidas






{λ1(k)e1,1(k) + [1− λ1(k)]e1,2(k) + λ2(k)e2,1(k) + [1− λ2(k)]e2,2(k)}
(C.2)
donde se ven involucradas todas las sen˜ales de error. A continuacio´n, con objeto
de encontrar los valores de los para´metros de mezcla que minimizan la esperanza
del error cuadra´tico, se puede derivar el valor cuadra´tico esperado considerando la
ecuacio´n (C.1) con respecto a λ1(k) y λ2(k), e igualar las expresiones resultantes a








= 0 , i = 1, 2 (C.3)
donde λ∗i (k), i = 1, 2, hacen referencia al valor o´ptimo en sentido cuadra´tico.
Introduciendo la ecuacio´n (C.2) en (C.3) para i = 1, 2, y tras varias sencillas
manipulaciones, se llega a
E{λ∗1[y1,1−y1,2]




2} = E{[y2,1−y2,2][d−y1,2−y2,2]} (C.5)
donde se ha omitido el ı´ndice temporal k para mantener una notacio´n compacta.
Para continuar, es necesario asumir que, en re´gimen permanente, los para´metros
de mezcla var´ıan lentamente en comparacio´n con la salida de los filtros. Utilizando
esta asuncio´n, que ha sido previamente aplicada al ana´lisis de combinacio´n de filtros
adaptativos en [Arenas-Garc´ıa et al., 2006a], [Bershad et al., 2008] y [Nascimento
et al., 2009], entre otros, y calculando el l´ımite cuando k → ∞ de las ecuaciones
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segu´n k →∞, donde se ha definido λ
∗
i (∞) = l´ımk→∞ E{λ
∗
i (k)}.





Se debe notar que, al no haber aplicado ninguna restriccio´n relacionada con la con-




2(∞) pueden alcanzar valores fuera del margen (0,1).













2(∞), tal y como
muestran resultados publicados anteriormente [Erdogan et al., 2009].
C.0.2. Universalidad del esquema de combinacio´n de nu´cleos
En esta subseccio´n, utilizando argumentos similares a los empleados en [Arenas-
Garc´ıa et al., 2006a], se discute acerca del comportamiento del esquema CK en sentido
cuadra´tico medio, demostrando, bajo ciertas simplificaciones, que la combinacio´n de
nu´cleos se comporta al menos como el mejor de los nu´cleos componentes.
El estudio del comportamiento global del esquema CK resulta bastante complica-
do debido a que las ecuaciones de actualizacio´n de los pa´rametros de mezcla auxiliares
a1(k) y a2(k) esta´n acopladas, como puede comprobarse en la ecuacio´n (5.10). Sin
embargo, se puede llegar a ciertas conclusiones sobre el comportamiento del filtro CK
considerando que el valor de uno de los para´metros de mezcla permanece constante,
y estudiando co´mo depende el error del esquema CK del otro para´metro de mezcla.
Por lo tanto, aqu´ı se presenta un caso simplificado donde se asume que el para´metro
de mezcla que combina los nu´cleos lineales ha convergido completamente a su valor




0, estudiando co´mo depende el error del esquema CK
del para´metro de mezcla de la parte cuadra´tica λ2(k).
Considerando lo anterior, el filtro CK puede verse como una combinacio´n de dos


















y diferentes nu´cleos de orden R = 2, y2,1(k) and y2,2(k). Sin embargo, se debe hacer
notar que esto no es equivalente a un esquema CVF, puesto que los nu´cleos lineales
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de los filtros no se adaptan independientemente.
El objetivo perseguido es mostrar que el esquema CK se comporta al menos como
el mejor filtro resultante de la suma de la parte lineal segu´n la ecuacio´n (C.8) e y2,1(k)
o y2,2(k). Para ello, se comienza elevando al cuadrado la ecuacio´n (C.1) y tomando
esperanzas matema´ticas, lo que permite llegar a:







Posteriormente, calculando el l´ımite conforme k → ∞ y asumiendo que en re´gimen





{E{λ22(k)}J2,1(∞) + E{[1− λ2(k)]
2}J2,2(∞) +
2E{λ2(k)[1− λ2(k)]}J2,12(∞)} (C.10)
donde J2,i(∞) = l´ımk→∞ E{e
2
2,i(k)} y J2,12(∞) = l´ımk→∞ E{e2,1(k)e2,2(k)} se corres-
ponden con el MSE y el MSE cruzado de los filtros que utilizan los nu´cleos y2,1(k)
and y2,2(k), respectivamente.
A la vista de este resultando, y recordando que, gracias a la activacio´n sigmoidal
utilizada en el ca´lculo del para´metro de mezcla, cuando λ2(k) es pro´ximo a 0 o´ 1, la
varianza del para´metro es pequen˜a, se puede observar que si λ2(k) es suficientemente
pro´ximo a sus valores l´ımites de 0 o´ 1, el filtro CK global se comportara´ como
uno de los filtros considerados. Aplicando argumentos similares a los utilizados en
[Arenas-Garc´ıa et al., 2006a] a las ecuaciones (5.10) y (C.10), se puede demostrar
que esta situacio´n ocurre cuando J2,1(∞) ≤ J2,12(∞) ≤ J2,2(∞) (con λ2(∞) → 1)
o´ J2,1(∞) ≥ J2,12(∞) ≥ J2,2(∞) (con λ2(∞) → 0), y entonces la combinacio´n
se comporta como el mejor de los filtros componentes. Adema´s, tambie´n se puede
demostrar que si el MSE cruzado es suficientemente bajo, de forma espec´ıfica cuando
J2,12(∞) ≤ min{J2,1(∞), J2,2(∞)}, el filtro CK global es capaz de reducir el MSE
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