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Abstract. We present a querying mechanism for service discovery which com-
bines ontology queries with text search. The underlying service discovery ar-
chitecture used is GloServ. GloServ uses the Web Ontology Language (OWL)
to classify services in an ontology and map knowledge obtained by the ontol-
ogy onto a hierarchical peer-to-peer network. Initially, an ontology-based first
order predicate logic query is issued in order to route the query to the appropriate
server and to obtain exact and related service data. Text search further enhances
querying by allowing services to be described not only with ontology attributes,
but with plain text so that users can query for them using key words. Currently,
querying is limited to either simple attribute-value pair searches, ontology queries
or text search. Combining ontology queries with text search enhances current ser-
vice discovery mechanisms.
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1 Introduction
Current service discovery systems use simple attribute-value pair matching in
order to discover services, which limits the results only to exact matches. They
also do not scale well but are limited to local area networks. However, as more
services become available, service discovery in a wider area network is nec-
essary and network scaling becomes an issue. The proliferation of services
also creates the problem of finding different relations to services besides exact
matches.
In order to address these problems, we have developed GloServ [6], a global
service discovery system, which uses the Web Ontology Language (OWL) [1]
to classify services in an ontology and map knowledge obtained by the ontology
onto a hierarchical peer-to-peer network. It operates on wide as well as local area
networks and supports a large range of services that are aggregated and classi-
fied in ontologies. A partial list of these services include: events-based, phys-
ical location-based, communication, e-commerce or web services. Organizing
services in an ontology and searching within that ontology allows searching for
2general categories of services and then specializing to specific services. Initially,
an ontology-based first order predicate logic query is routed to the servers which
handle that service class. The query is then processed within the servers in or-
der to obtain service instances that not only include exact matches, but logically
related ones as well.
As part of our ongoing research, we have enhanced GloServ to also per-
form text search. Text searching further refines the results by querying for cer-
tain terms within a service instance’s property that holds free text, such as key
words. Additionally, we provide a way of performing text search on the ontol-
ogy constructs themselves by allowing service providers to add key words to
classes within the ontology.
Combining ontology queries with text search gives more flexibility and ac-
curacy when obtaining query results. Performing pure ontology queries limits a
service description and query to the the service ontology definition. However,
when a service is described purely with text, only an approximated set of results
can be obtained which may or may not be what the user is looking for. Thus,
when combining these methods together, we reap the benefits of both by first
classifying services and performing an ontology query in order to hone in on
the correct set of services and then further refining this set with text matching
on a set of key words.
Below, we describe the combined ontology and text matching mechanism.
Section 2 gives an overview of GloServ. Sections 3, 4 and 5 describe the on-
tology querying, text querying and implementation respectively. Related work
is discussed in Section 6. Finally, we conclude in Section 7.
2 Overview of GloServ
GloServ classifies services in an OWL DL ontology. This classification defines
service classes and their relationships with other services and properties. There
are many ways to compose ontologies. We have adopted the modularization
approach specified in [11] and [17]. Modularizing ontologies into separate do-
mains allows ontologies to be re-used, maintained and to evolve with flexibility.
Modularization is achieved by putting general classes within in an ontology in
disjoint hierarchical trees, which creates a primitive skeleton. Hence, individu-
als will only be classified within one of the branches. At the lower levels of the
ontology, classes may have relationships with other classes and a pure hierarchy
is not maintained
Scaling is achieved by mapping the ontology onto a hierarchical peer-to-
peer network of services. This network exploits the knowledge obtained by the
service classification ontology as well as the content of specific service registra-
3tions. The hierarchical network is formed by connecting the nodes between the
high-level, disjoint service classes within the service classification. The peer-to-
peer network is formed between the service classes in the lower levels of the
ontology, which may have relationships with other classes.
We use a Content Addressable Network (CAN) [16] as our distributed hash
table to form a peer-to-peer network. A CAN is a fault-tolerant, scalable and
self-organizing distributed peer-to-peer network, formed as a d-dimensional torus
separated into a certain number of zones. The coordinate space is dynamically
partitioned among all the peers such that every peer possesses its individual,
distinct zone within the overall space. Each peer in the CAN maintains a rout-
ing table that holds the IP address and virtual coordinate zone of its neighbors.
When a query comes into a CAN node in the form of a dimension-key value,
the node checks to see if it holds information for that dimension-key pair. If
it does not, it routes the query to the neighboring node which is closest to the
destination coordinates.
GloServ servers (GloServers) have three types of information: a service
classification ontology, a thesaurus ontology and if part of a peer-to-peer net-
work, a CAN lookup table. The high-level service classification ontology is not
prone to frequent changes and thus can be distributed and cached across the
GloServ hierarchical network. Each high-level service will have a set of prop-
erties that are inherited by all of its children. As the subclasses are constructed,
the properties become specific to the particular service type. The thesaurus on-
tology maps synonymous terms of each service to the actual service term within
the system. Figure 1 gives an overview of how servers are found in GloServ.
Services are represented as instances of the service classes and usually re-
side in the more specific, lower levels of the ontology. Each service instance has
a set of properties that are populated. According to the service’s attributes, it
is classified in a set of related classes within the ontology. Registration can be
done either in a user-centric way through a web-based form or in an automated
fashion by issuing a first-order predicate logic query.
At the lower levels, maintaining a purely hierarchical ontology structure be-
comes difficult as there are many overlaps between classes. Thus in order to
efficiently distribute service instances according to similar content, servers that
hold information on similar classes are distributed in a peer-to-peer network. We
employ a Content Addressable Network peer-to-peer architecture to distribute
classes with similar content. The CAN architecture is generated as a network of
n-level overlays, where n is the number of subclasses nested within the main
class. An example of an ontology classification using the Restaurant class and
the CAN overlay network generated is seen in Figure 2. The first CAN overlay
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Fig. 1. Finding servers in GloServ
rant class. The number of dimensions is determined by the number of nodes
contained within the CAN.
As services register within CAN nodes and instances are created, they are
classified into the subclasses of Restaurant. When a new node joins the network,
one of the CAN dimensions is split into two and data is transfered over to the
new node. If there are c classes and d dimensions, classes are separated into
d parts where each part contains c=d classes. According to some criteria, one
of these dimensions is chosen and split into two. Thus, if the initial node has 3
dimensions with 10 classes in each dimension, then the range of each dimension
is: [0 − 9]; [0 − 9]; [0 − 9]. When a new node joins the network, one of the
dimensions is split and the resulting two nodes will have the following range of
values: [0 − 4]; [0 − 9]; [0 − 9] and [5 − 9]; [0 − 9]; [0 − 9]. Figure 3 illustrates
the joining of four CAN nodes in the network.
Establishing a global service discovery architecture such as GloServ, allows
us to use ontologies to build a scalable, logically connected network. Ontology
queries are then issued in GloServ and are efficiently routed to the correct server.
Below we describe the ontology querying mechanism and the recent enhance-































Fig. 2. CAN overlay network
3 Ontology Querying
A service registration instance is distributed to all CAN nodes that handle the
service classes it belongs to. Since we are using a distributed hash table such
as CAN, not every node within the system needs to be updated. For queries,
when a query is matched exactly, the first matching node will have the complete
data set for that particular query restriction and thus further nodes need not be
traversed. For a related match query, only the servers that hold logically similar
information will be searched. Figure 4 gives a graphical overview of the query
propagation in the CAN. We explain the details of ontology querying below by
looking at the Restaurant ontology.
3.1 Querying with Restricted Class Dimensions
A user initially contacts a GloServ user agent and enters a service name. The
initial GloServer is found after following the steps outlined in Figure 1. When
the correct GloServer is contacted, the user agent obtains the ontology pertain-
ing to that service class. The interface to the user can either be human-centric or
automated, depending on the implementation. In either case, a query is formed
6Fig. 3. CAN node splitting into two nodes
and sent to the GloServer. The query is a first order predicate logic statement
that contains restrictions on various properties such as:
(hasLocation some NYC) and (hasCuisine some (Korean or Chinese))
The restaurant server creates a class with this query restriction and classifies it
in its ontology. Since the subclasses of the Restaurant class are restricted by lo-
cation, the query class gets classified as a subclass of the NYCRestaurant class.
The query is then forwarded to the nodes that handle NYCRestaurant classes.
When a node is found, the query class is classified again. Since the NYCRestau-
rant class has subclasses that have cuisine restrictions, the query class is classi-
fied under the KoreanNYCRestaurant and ChineseNYCRestaurant classes. This
process repeats until there are no more subnetworks to send the query to. In
order to implement this using CAN, the query needs to reduce to a dimension
and key. We use the dimension and key values assigned to each of these classes
during the CAN network generation.
We illustrate ontology querying with the following example. Let us assume
we have a NYCRestaurant ontology that has 30 subclasses, separated into 3
dimensions with 10 subclasses in each dimension. Furthermore, the ChineseNY-
CRestaurant subclass is assigned to dimension 0 with key 0 and KoreanNY-
CRestaurant to dimension 1 with key 0. If a user queries for:
(hasLocation some NYC) and (hasCuisine some (Korean or Chinese))
7Fig. 4. Query propagation in the GloServ CAN
the query message is [0; 0; ]. As seen in Figure 4, Node1 receives the query
and stops propagating it because it handles these classes. When querying for
related classes besides the one specified, Node1 looks at related keys to the ones
specified and issues query messages for each. For example, if a the query mes-
sage [; 4; ] comes into Node1 and dimension 1 has related keys 4, 5 and 6,
then the query message is converted to [; 4; 5; 6; ], processed in Node1 and
propagated to Node3. A query continues to propagate until the original node is
reached. Since a dimension is circular, it is guaranteed that the query will return
back to its original position with at most O(n1=d) hops.
3.2 Query Matching of Related Information
GloServers receive queries in first order predicate logic statements. Query lan-
guages such as RQL [12] or SPARQL [3] are not used because our query match-
ing algorithm does not just look for exact matches. Rather, as mentioned above,
the GloServer creates a query class with the logical restriction specified in the
query and classifies this query class within the ontology. The query class’s
superclasses, equivalent classes and subclasses are analyzed. For exact query
matching, the equivalent classes and the subclasses are looked into. For related
query matching, the superclass’s children (which are the restricted class’s sib-
lings) are analyzed. Each of these siblings have certain restrictions on various
properties. The related query matching algorithm finds properties that are re-
8lated to the query class’s properties and looks into the siblings that have these
property restrictions.
Each property has a domain class and a range class. In order to find a re-
lated property, the range is classified and the equivalent classes and subclasses
of the range are looked into. For example, the Cuisine class has the subclass Ital-
ian which has subclasses Pizza and Pasta. When a query comes in for a pizzeria
with a five star rating in NYC, the query class will have the following restriction:
(hasLocation some NYC) and (hasCuisine some (Pizza)) and (hasRating
some FiveStar)
This query class is classified according to how the ontology is constructed. In
our ontology, it first gets classified under the ItalianNYCRestaurant class. If
there are no instances within this class that have a Pizza cuisine and FiveStar
rating, then the related classes of the the Pizza class are analyzed. Since the
Pasta class is related to the Pizza class, the query is reformulated to include
Pasta as the cuisine.
3.3 Querying a CAN with Property Dimensions
In the previous example, we looked at queries that were mapped to classes which
had restricted subclasses mapped to a CAN. As the class restriction narrows,
it may not be necessary to further restrict classes. But as the registration and
query load grows within these servers, it is best to distribute the data where each
dimension is a property type. For this case, querying is a bit different. Since we
do not have subclasses to classify the query class in, we must look at the query
class itself and generate keys to distribute within the CAN.
From the previous example, the query class lands in the nodes that contain
the ChineseNYCRestaurant and KoreanNYCRestaurant classes. If these classes
are not broken down further into subclasses, then the remaining unrestricted
properties are hasRating and hasPriceRange properties. Thus, a 2-dimensional
CAN is generated where each dimension represents a property. If the hasRat-
ing property has five values, [OneStar, TwoStar, ThreeStar, FourStar, FiveStar],
and hasPriceRange has four values [InExpensive, Moderate, Expensive, Very-
Expensive], then there are a total of 5x4 = 20 possible query combinations to
issue. If the query was more specific, where a price range was specified, then
the hasPriceRange property value is fixed and only five queries are issued.
Once the query is routed to the correct nodes, it is classified and all the
inferred instances are obtained which match this query. The insances are then
further analyzed using text-based search as we describe below.
94 Text Search
Thus far, we have described ontology-based queries for query propagation and
matching of service instances. However, services may also want to describe
themselves with free text, such as with key words that are not already defined in
the ontology. In order to be able to handle this case there needs to be a way for
the ontology to handle key words and concepts. Below we describe an algorithm
on how to incorporate key words to service registrations and queries.
4.1 Service Registration with Key Words
When a service registers within a given service class in GloServ, an instance
is created, properties are populated and the instance is classified under a num-
ber of restricted classes in the service ontology. Restricted classes are normally
restricted by object properties because the range of these properties are prede-
termined classes. The service instance is then routed to the servers which hold
information on these restricted classes. We discuss service registration with key
words for object properties and continue to look at an example using the Restau-
rant class.
For the Restaurant ontology, we restrict the classes by the Neighborhood and
Cuisine classes. Thus, if this service provider is a Chinese restaurant in NYC, it
is classified under a class which has as its restriction:
(hasNeighborhood some NYC) and (hasCuisine some Chinese)
The hasCuisine property has its range set to the Cuisine class and the has-
Neighborhood property has its range set to the Neighborhood class. These
classes can then have a set of nested subclasses. For example, the Cuisine class
can have the subclass Asian which can then have the subclasses Chinese, Japanese
and Korean. Although the Cuisine class can be constructed to be very rich in its
subclass definitions, this is not always guaranteed. Thus, we would like to allow
services to provide extra information when registering to include specific key
words. For example, when a Chinese restaurant is registering, it sets its has-
Cuisine property to Chinese and then should have the option of adding extra
keywords which may include their most popular menu items, daily specials, etc.
In order to accomplish this, we create a KeyWord class which holds a list
of key words that services have created while registering. The service provider
fills out the object properties and is then given the option of creating key words
for each of these properties. Thus, if the service provider sets the hasCuisine
restaurant value to Chinese, it is prompted with a list of key words from the
KeyWord class which it can choose from and tag onto the hasCuisine property.
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It is also given the choice of creating new key words, which are added as new
terms within the KeyWord class.
The propety hasKeyWord is an object property which points to the Key-
Word class. Every class in the ontology, which can be tagged with key words,
has the hasKeyWord property as one of its properties. When a service chooses
the Chinese class as its cuisine, an instance of the Chinese class is assigned to
that service’s hasCuisine property. If the service provider wants to add extra
key words describing specifics to the Chinese cuisine, it is given a list of al-
ready generated key words it can choose from. The service provider chooses
from this list and adds these key words to the instance of the Chinese cuisine
class by inserting multiple hasKeyWord properties to the instance. If the ser-
vice provider wants to add new key words, these get added to the KeyWord class
and are tagged onto the Chinese cuisine instance.
Additionally, the service provider can add a set of key words which are not
tied to properties but generically describe its own service In this case it will
populate the hasKeyWord property for its own service instance.
4.2 Querying for Services with Key Words
When a user queries for services, it first fills out the ontology form which is
converted to a first-order predicate logic query. The user is then given an option
to enter additional key words for each of the properties. The key words in the
query are matched to the key words in the KeyWord class. This can either be
done by asking the user to choose a list of key words directly from the KeyWord
class or have the user enter random key words. For the first case, the ontology
query must be issued first in order for it to be routed to the appropriate server.
Then a list of terms from the KeyWord class within that server is returned to
the user. For the second case, a user can add the key word terms along with the
ontology query because the key words are matched to the terms in the KeyWord
class using a text matching tool. Our implementation handles the first case, but
can also be extended to handle the second one.
Once the key words are set, an ontology query is built for each of the prop-
erties. For example, let us say the user entered the key words Schezuan and
Cantonese as additional key words for the hasCuisine property. A restricted
subclass is formed under the Cuisine/Chinese class with the restriction:
(hasKeyWord has Szechuan) and (hasKeyWord has Cantonese)
The ontology is classified and a list of inferred instances of the Chinese class
which have these key words are classified under the query class. The name of
an instance is usually the name of its class with a unique numeric number to
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distinguish it from other instances in that class. Thus, a list of instances returned
could be: Chinese 1 and Chinese 2. Once these instances are obtained, the




(hasCuisine has Chinese 1) or (hasCuisine has Chinese 2)
A restricted class is created under the Restaurant class with this condition and
the reasoner is run on the ontology to obtain a list of inferred instances which
match this restriction. These instances are returned to the user.
Besides entering key words for specific properties, the user may enter key
words which give generic descriptions of the service. For these generic key
words, the original ontology query is extended to include a condition for the
hasKeyWord property. If the user enters key words such as: rotating and
view, the ontology query example above is changed to:
(hasCuisine some Chinese) and
((hasKeyWord has rotating) or (hasKeyWord has view))
A query class is created under the Restaurant class with this restriction and
the ontology is classified to obtain all the instances which have these key words.
5 Implementation
Currently, we are implementing a prototype of GloServ using Protege [8] and
Racer [10]. Protege is an open-source development environment for ontologies
and knowledge-based systems. The OWL Plugin is an extension of Protege that
supports OWL. The Protege OWL Plugin provides a user-friendly environment
to edit and visualize OWL classes and properties. It also has a graphical user
interface that allows users to define logical class characteristics in OWL and
execute description logic reasoners such as Racer. Protege’s flexible architec-
ture makes it easy to configure and extend the tool. Protege has an open-source
Java API for the development of custom-tailored user interface components or
arbitrary Semantic Web services.
In order to follow a real-world classification, we have written tools to auto-
matically generate ontologies pertaining to the restaurant classification in
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http://www.menupages.com. The Restaurant ontology is modified to represent
the CAN lookup table. The subclasses within Restaurant are assigned to a unique
hdimension; keyi pair. When a node joins a server, the server’s ontology is split
across a dimension and transfered over to the new node.
As the CAN is generated, nodes enter the system and is assigned to a zone.
Each server initially holds many classes but as the number of nodes increase,
the servers hold one class per dimension. Once a class exceeds a threshold for
registration or querying, it checks with other servers that handle the same class
to see if a CAN subnetwork has already been formed. If it has, it caches the sub-
network’s supernode information and transfers its data to this subnetwork. Sub-
sequent registrations and queries are sent to this subnetwork. Otherwise, if there
is no subnetwork, it processes its preconfigured ontology to generate the CAN
subnetwork, and transfers data there. When subclasses do not exist, it parses the
unrestricted properties and generates a CAN with property dimensions.
The service provider registers through a graphical user interface by choosing
various property values. This is converted to a restricted query class and prop-
agated across the CAN. The service is registered when it is instantiated within
the matching nodes and classified appropriately. To generate many service reg-
istrations, we have automated the creation of instances throughout the network
and distributed them throughout the nodes. Registration and querying are then
done with the algorithms described in Sections 3 and 4
We have implemented the CAN network generation using information from
the service ontology classification and the ontology querying scheme. Currently,
we are working on implementing the text searching extension. We will test the
scalability of the queries by running experiments to examine the latency of the
query routing. We will then compare results from pure ontology queries to those




Service discovery protocols in use today include SLP [9], standardized by the
IETF, Sun Microsystem’s Jini [14], Microsoft’s UPnP (Universal Plug and Play)
[7] and UDDI (Universal Description, Discovery and Integration [4].
SLP and Jini have centralized service registries which store service infor-
mation in attribute-value pair descriptions. Users discover services by querying
the registries for services. SLP and Jini funciton in local area networks but do
not scale to wide area networks.
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UPnP differs from SLP and Jini in that it doesn’t have a central service reg-
istry but services just multicast their announcements to control points that are
listening to these messages. Control points can also multicast discovery mes-
sages and search for devices within the system. UPnP is also limited in terms of
service description and network scaling.
UDDI is used to build discovery services on the Internet. UDDI provides
a publishing interface and allows programmatic discovery of services. Services
are described in XML and published using a Publisher’s API. Consumers access
services by using the Programmer’s API built on top of SOAP [2]. Services in
UDDI are stored in a centralized business registry.
GloServ differs from all of these systems in that it is globally scalable be-
cause it is built on a hybrid hierarchical and structured peer-to-peer architecture.
It also has greater logical capabilities in its use of OWL-DL for its architectural
design and service descriptions.
6.2 Ontology-based Information Retrieval
Currently, work done in combining ontology-based search with information re-
trieval focuses on adding semantic meaning to documents. The key words are
already defined within these documents and they are then mapped into the on-
tology and classified within certain domains. A few of these systems, among
many others, are described in [15], [5] and [13].
GloServ addresses a different problem. It seeks to represent and discover
services using ontology queries and key word search. Service data is already
represented as ontology instances. Thus, a set of key words does not exist ini-
tially, but the ontology is modified as services register and add their own key
words to the ontology. Since the service classification ontology is used to dis-
tribute data in peer-to-peer overlay networks, the set of key words generated, as
services register, will belong to a certain number of service classes handled by
that server. Thus, key word generation and search is dynamic and can apply to
all service domains.
7 Conclusion
GloServ is a hierarchical peer-to-peer global service discovery system using
OWL DL. GloServ functions both on a wide area as well as a local area network.
Broad range of services are defined flexibly using OWL ontologies. The Gloserv
architecture achieves large-scale distribution of semantic data that is queried
for with specificity and efficiency. The ability to reason in OWL DL promotes
intelligent distribution of service content across nodes connected in a CAN peer-
to-peer network.
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We have described a recent enhancement to GloServ which combines ontol-
ogy querying with text search. The ontology query is used to route the query to
the servers that hold information on these services and to find a list of matching
and related instances. Text search is used to match key words to the properties
of these instances. Combining ontology querying with text searching enhances
the description and discovery of services.
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