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1Abstract
Investigations into the supply, settlement and recruitment of the barnacle Semibalanus
balanoides (L.) to shores in Fife, East Scotland were undertaken over three consecutive
years (2004 – 2006). Several designs of a passive larval trap, based on earlier published
designs, were employed to quantify the delivery (supply) of cyprids to the substratum.
Pump samples from the water column were collected to provide a measure of intertidal
cyprid concentration. Cyprid concentration was found to exhibit both spatial and
temporal variation, but was also found to be significantly correlated with cyprid supply,
as quantified by the traps. In some years, pump and trap samples suggested that cyprid
abundance in the intertidal was mediated by wind-driven processes.
An artificial substratum was used to quantify cyprid settlement, allowing investigations
into the supply-settlement relationship. Supply and settlement were found to be two very
distinct biological phases. Supply describes the flux of larvae to the substratum.
Settlement provides a measure of the amount of larvae that decide to settle on the
substratum, as initial attachment for barnacle larvae is not permanent. Whilst supply
saturation is unfeasible, daily saturation of the substratum by settlers was observed at
many sites along the Fife coast.
Levels of settlement saturation were found to vary both temporally, between years, and
spatially, over scales of km. Varying levels of the desperation of larvae to settle,
mediated by dwindling energy reserves, was thought to explain some of this variation.
The supply data also provided some evidence of the possible movement of cyprids along
the Fife coast from Fife Ness to Tentsmuir. However, wind-induced transport may also
play a dominant role on the Fife coast. A comparison of supply and recruitment of larvae
into adult populations revealed that both pre- and post-settlement events may influence
recruitment. The relative importance of these factors was shown to be density-dependent.
Negative intraspecific interactions were only seen in denser aggregations of adults. In
less crowded aggregations, recruitment reflected initial patterns of larval supply.
2Chapter 1
Introduction
1.1. Background
Evaluating the dispersal of offspring and subsequent recruitment into adult
populations is not only critical for understanding population dynamics and the evolution
of early life history stages, but also in the management and conservation of threatened or
commercially important species (Swearer et al., 2002). The methods employed in such
studies are highly varied and may be species specific. However, the theoretical
framework of these studies must first address a fundamental principle of all populations -
is the population open or closed, both in terms of demographics and genetics (see section
1.4).
In closed populations, propagules are dispersed within the geographical
boundaries of the local population (Fraschetti et al., 2003). Therefore, measures of local
offspring production may be used to predict future population demographics. A prime
example of this is found in naked mole rats (Heterocephalus glaber) and Damaraland
mole rats (Cryptomys damarensis) (Jarvis, 1981; Jarvis & Bennett, 1993). These species
form subterranean colonies which display cooperative breeding. Typically, each colony
will have a dominant breeding pair or, on occasion, one female and several males
(Faulkes & Bennett, 2001). Offspring remain in the colony until adulthood, whereupon
limited numbers of male-biased dispersers may move to other colonies.
Conversely, open populations occur when propagules are dispersed within and
among populations. The majority of marine invertebrates exhibit a planktonic larval
3stage (Levin & Bridges, 1995) which in some groups, such as the barnacles, may last
weeks (Barnes, 1989). This obscures any relationship between the reproductive output of
a population and the subsequent abundance of offspring in that population (Booth &
Brosnan, 1995). Thus, measuring larval production by adults in a population will not
provide any information on the numbers of offspring recruiting into that population. This
is in stark contrast to the African mole rats, where measures of offspring production by
the breeding pairs will provide comprehensive information about offspring input to
populations.
At an appropriately small spatial scale, many ecological systems may be
considered as open (Menge, 2000). Equally, many systems may become closed at
suitably large spatial scales. Genetic analyses can be effective at estimating the degree of
openness of a population (Sotka et al., 2004; Dias et al., 2006). However, such analyses
do not provide comprehensive information about the numbers of propagules entering
populations that have traditionally been considered open. Therefore, methods using
marked and unmarked individuals must be employed.
Methods using marked individuals may provide information not only about
propagule input to a population, but also about the source of such propagules. Mark-
release-recapture experiments have successfully been used on many different animals.
Marks may be conspicuously applied to the body, such as those applied by Van der Werf
et al. (2000), who tracked the dispersal of the sevenspotted lady beetle Coccinella
septempunctata across alfalfa fields. Marks in the form of tags or bands are also easily
applied to birds (Pradel, 1996). Electronic tags may also be used to mark individuals,
4such as those applied by Wilson & Gude (2004), who used internal identity tags to mark
Oncorhynchus mykiss rainbow trout.
However, such methods used to mark individuals may not be suitable for taxa that
are not easy to mark or require large numbers of replicates (e.g. seeds, some
invertebrates). In these instances, stable isotope enrichment techniques may provide a
possible solution. For example, Caudill (2003) passively marked all the developing
Callibaetis ferrugineus hageni mayfly larvae in a natal pond with a 15N stable isotope.
Multiple isotopic analyses utilising several elements are also improving the spatial
resolution of this technique (Nathan et al., 2003). However, isotope labelling may only
be applicable to those taxa where elemental turnover is low in some body compartment
(e.g. chitin, wings) and sufficient levels of labelling can be achieved.
If individuals are not marked, then ascertaining the source of their dispersal
requires either recognition of individuals or the actual tracking of individuals through
their dispersal phase. Recognition of individuals through personal morphological
features is only possible in large animals. Tracking marine invertebrate larvae through
their dispersal phase may be possible when larvae are large and dispersal time is short
(Stoner, 1990). However, for the majority of marine invertebrates such tracking would
be unfeasible (Palumbi, 1995).
Ideally, movement of individuals could be followed using radar, radio or satellite
telemetry (Webster et al., 2002; Firth et al., 2006). This will provide precise data on
population inputs and dynamics. Traditionally, telemetry studies have been the preserve
of large animal studies. However, recent advances have resulted in harmonic radar tags
of < 3 mg in weight, making them suitable for deployment on many insect species
5(Colpitts & Boiteau, 2004). Nevertheless, such methods may be too costly and time-
consuming when large numbers of replicates are needed.
If propagules are not tracked throughout their dispersal phase, propagule supply
must be measured by sampling them when they enter their new population, regardless of
whether propagules are marked or not. Usually this means catching individuals by a wide
variety of often species-specific methods. Examples of such methods include mist-
netting for birds (Becker & Agreda, 2005), sticky-board traps for winged invertebrates
(Jennings & Houseweart, 1983), baited snap traps for mammals (Nicolas & Colyn, 2006),
pitfall traps for the majority of species that exhibit terrestrial locomotion (Granzinolli &
Motto, 2006; Morrison & Spiller, 2006), light traps for fish larvae, zooplankton and
benthic invertebrates (Kehayias, 2006) and plankton nets (Jenkins & Hawkins, 2003).
1.2. Wind-driven Seed Dispersal: An Ecological Paradigm
To illustrate the quandary of assessing propagule supply to new environs, seed
dispersal by the wind may be considered.
Turchin (1998 in Bullock & Clarke, 2000) stated that the study of plant movement
was hampered by a lack of good empirical methods for quantifying seed dispersal.
Effective methods already exist for the measurement of most other demographic
variables within the plant life cycle (Silvertown & Smith, 1989; Bullock et al., 1994).
Pre-dispersal seed production per flowerhead can be easily quantified. Post-dispersal
processes, such as seed survival and establishment, competition, predation and grazing,
can also be reliably investigated, usually through the use of sown-seed manipulations.
6However, without an accurate method to quantify the dispersal stage, there is no
link between these pre- and post-dispersal events. Assessments of the relative
importance of this supply stage, in relation to pre- and post-dispersal stages, on
population dynamics will also be hindered. A better understanding of wind-driven seed
dispersal will also be beneficial in studies of population growth, invasions, post-glacial
range expansion and the spread of weeds (Shaw, 1995; Paice et al., 1998).
Surrogate measures of seed dispersal have in the past been employed. Matlack
(1987) simulated seed dispersal in 38 anemochorous species by dropping seeds indoors in
still air. Such drops may allow investigations into the aerodynamic properties of the
seeds, but will fail to consider wind effects specific to plant cover and tree canopies that
may significantly alter seed shadows generated by dispersal (Lee, 1984).
Ribbens et al. (1994), studying northern hardwood forests, used spatial variation
in the position of adults and seedlings to estimate dispersal. Population genetics data
may also provide information on where offspring have dispersed to (Dieckmann et al.,
1999). However, both of these approaches only sample established recruits. They do not
provide an actual measure of seed supply to an area (Ouborg et al., 1999).
Mechanistic models have been developed that predict dispersal using physical
variables, such as wind speeds, terminal velocities and seed mass. However, the accuracy
of these models may be limited and formal testing of such models is somewhat lacking
(Bullock & Clarke, 2000). For example, Murren & Ellison’s (1998) model of seed
dispersal of the neotropical orchid Brassavola nodosa was found to underestimate the
increasing importance of turbulence on dispersal at higher wind speeds and greater
release heights.
7Although these indirect methods of measuring seed dispersal have potential, a
method that actually quantified seed supply to an area would be preferential. The
potential solution to this quandary, suggested by Bullock & Clarke (2000), is intuitively
simple. They designed and deployed seed traps that would provide actual measures of
seed dispersal (figure 1.1).
Figure 1.1. The seed trap, designed to catch small seeds, but also to allow free drainage. About 1 cm
projected above the soil surface to avoid drift into the trap of seeds lying on the surface (taken from
Bullock & Clarke, 2000).
The trap is reminiscent of pitfall traps used to capture terrestrial animals. It is
cheap and easy to build, deploy and service. Bullock & Clarke (2000) did have to deploy
160 traps to comprehensively cover a circular area of up to 80 m distant from the adult
plant. However, due to the speed of trap servicing and sample processing, the workload
generated by the traps was feasible. The authors found that seeds of the heather Calluna
vulgaris and bell heather Erica cinerea were dispersed up to 80 m (the limit of trap
deployment) from a single adult. This was the furthest recorded dispersal distance for a
non-tree species, highlighting the fact that direct measures of dispersal may be more
8accurate than surrogate measures. Previous measures of seed dispersal from single non-
tree individuals had not exceeded 35 m (Cain et al., 1998).
Understandably, the traps do not provide the sole solution to investigating seed
dispersal. When used to collect seeds from multiple trees and species, genetic analyses
may prove helpful in determining the origin of such dispersal. However, what the traps
do provide is an accurate measure of seed supply to a particular area. This is of
fundamental importance when assessing the significance of seed supply in final
recruitment to adult populations.
Sessile benthic marine invertebrates exhibit similar reproductive features to plants
dependent on the wind for dispersal of their seeds. Adults in both examples may be
considered as predominantly immobile. They both produce propagules whose dispersal
is largely mediated by the influences of the wind (and water currents for marine
invertebrates, Tapia et al., 2004). These propagules then settle before maturation into
adults.
As with many plant species, assessing pre- and post-dispersal demographic
variables in marine invertebrates can be relatively straightforward. Egg mass and larval
production in adults can be quantified (Barnes, 1989). Studies of post-dispersal
recruitment to adult populations are also commonplace (e.g. Connell, 1985; Carroll,
1996). However, providing a direct measure of propagule supply to adult populations is
still an unsolved problem for benthic marine ecologists. Surrogate measures have been
employed to measure dispersal and propagule supply (see sections 3.1 and 5.1). This
thesis will address these problems, and, drawing on lessons from Bullock & Clarke
(2000), provide an appraisal of a simple yet accurate means of measuring larval supply to
9the substratum. With this tool, it is possible to assess the importance of larval supply on
final recruitment to adult populations.
1.3. The Benthic Marine Invertebrate Larval Stage
Of the 31 marine invertebrate phyla listed by Levin & Bridges (1995), only
gastrotrichs, nematodes, rotifers, kinorhynchs, gnathostomulids, tardigrads, chaetognaths
and some annelids, cephalopods, arachnids and urochordates do not have some form of
larval stage. The phyla that do exhibit a larval stage display much diversity in larval
form and function. Larvae may be planktotrophic and/or lecithotrophic and larval stages
may last from minutes to months with dispersal distances of m to 100s of km (Shanks et
al., 2003). Using dispersal data for 25 taxa, Shanks et al. (2003) also found that the
longer the duration of the larval stage, the further the dispersal distance.
The predominance of the larval phase among benthic marine invertebrate life
cycles suggests that larvae have been selected for as a method of dispersal. Indeed, there
are various advantages associated with such a reproductive strategy (table 1.1). The
potential advantages of dispersal include reduced inbreeding and competition between
related individuals, and increased geographic ranges and ease of recolonisation after
disturbances (Strathmann, 1974; Havenhand, 1995). Species with larval phases may also
persist longer in geological time (Pechenik, 1999). For example, Gili & Martinell (1994)
found that analysis of 40 species of nassariid gastropods from the fossil record revealed
that those species with a larval stage had significantly longer species lifespans than those
without.
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Metamorphosis of larvae may be triggered by specific cues (Crisp, 1955; Roberts
et al., 1991), allowing larvae to settle in favourable habitats. This response is facilitated
by larvae being able to delay settlement and metamorphosis until a suitable location can
be found (Pechenik, 1990). However, if larvae do delay metamorphosis then they may
exhibit decreased survival or growth (Pechenik, 2006).
Table 1.1. The advantages and disadvantages associated with having a larval stage in the
marine benthic marine invertebrate life cycle (taken from Pechenik, 1999).
I. Advantages
Greater dispersal potential;
a. reduced competition for food among siblings (planktotrophs only)
b. reduced competition between parent and offspring
c. increased ease of recolonisation following local extinction
d. reduced likelihood of inbreeding
e. large geographic range
f. lower risk of extinction, greater persistence in geological time
Metamorphosis triggered by specific cues: increased probability that juveniles will
occupy favourable habitat
Lower total energetic expense of reproduction (?)
II. Disadvantages
Dispersal away from favourable parental habitat
Increased vulnerability to planktonic predators
Increased vulnerability to benthic predators (?)
Greater vulnerability to chemical and UV stress (?)
Greater gene flow over greater distances;
a. reduced opportunity for local adaptation
b. increased likelihood of outbreeding depression
Substrate specificity for metamorphosis;
a. larvae might metamorphose under suboptimal or disadvantageous conditions
b. might limit ability of adults to shift or expand niche
Reduced juvenile fitness through delayed metamorphosis
Nutritional and other stresses experienced by larvae can reduce post-metamorphic
performance
Greater total energetic expense of reproduction (?)
Whether or not the presence of a larval stage represents a significant saving in
energy expenditure, or is more costly to adults than other means of reproduction, remains
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debatable (Pechenik, 1999). Typically, larvae and, in particular, planktotrophic larvae
derive from small eggs (Levin & Bridges, 1995). If adults can produce these eggs with
relatively little effort, then the evolution of a larval phase may be favoured. Indeed, any
number of the advantages of larvae may have led to the evolution of this dispersal phase
in marine invertebrates (Dieckmann et al., 1999).
Marine invertebrate life histories incorporating larvae do appear to have evolved
first, with the loss of a larval stage in some species seen as a derived condition (Nielsen,
1998). Genetic analysis has revealed the loss of the free-swimming larval phase in
several invertebrate groups (Jeffery, 2003b), and adults of species lacking a larval phase
exhibit more substantial behavioural and anatomical modifications than species with
larvae (Pechenik, 1999).
Table 1.1 outlines the possible reasons why a larval stage may be
disadvantageous. Such potential disadvantages include dispersal away from favoured
parental habitats, increased planktonic predation, reduced fitness by delayed
metamorphosis and poorer subsequent post-metamorphic performance (Caley et al.,
1996; Pechenik, 1999; Pechenik, 2006). Barnacle larvae returning to the substratum may
also be vulnerable to benthic predators and even adult barnacles (Minchinton &
Scheibling, 1991; Navarrete & Wieters, 2000). Larvae may also be subject to damaging
chemical and UV stress. For example, crab larvae that remain in surface waters may be
killed by UV radiation in < 24 h (Morgan, 1995).
Gene flow may occur over substantial distances for species with a larval stage
because larvae are dispersed and then search for an optimal habitat for metamorphosis
(Shanks et al., 2003). If gene flow occurs between populations that exhibit differing
12
selection pressures, then local genetic adaptations may be constrained. Storfer & Sih
(1998) found that local larval populations of the streamside salamander Ambystoma
barbouri benefited from varying responses to fish predation and that gene flow between
these populations may have led to outbreeding depression.
Larval behaviour when searching for specific sites to metamorphose may also
result in larvae residing in suboptimal habitats. Oil films above a thickness of 16.5 µm
were found to induce higher levels of settlement of S. balanoides cyprids (Holland et al.,
1984). The authors presumed that the oil mimicked a natural settlement cue, but such a
location may be detrimental to cyprid survival and performance. Larvae may be able to
tolerate a much wider range of temperatures or salinities than do juveniles and adults
(Ehlinger & Tankersley, 2004). Should larvae inhabit such extreme environments, then
subsequent maturation may be impeded unless migration to a more suitable habitat is
possible.
Nevertheless, despite these apparent disadvantages, life histories incorporating a
larval phase evidently have been successful for many marine invertebrate species,
particularly as most extant species demonstrate a larval phase. This is especially so for
barnacles, which first appeared in the middle Cambrian period over 500 million years ago
and have survived the major marine extinction events at the end of Permian, Triassic and
Cretaceous periods (Collins & Rudkin, 1981).
13
1.4. How Open Are Open Populations?
Because many marine species exhibit a larval stage, they have traditionally been
considered as open populations (Swearer et al., 2002). However, growing evidence has
demonstrated that simply assuming that all populations with a larval life history are
inherently open may be misleading. A confounding problem of such studies is that
openness may be judged either genetically or demographically (Roughgarden et al.,
1985; Johnson, 2005). In genetically open populations, larvae are supplied from distant
sources. In demographically open populations, the rate of larval arrival is independent of
the resident adult population. However, the geographic origins of the larvae are not
considered and the source and resident populations may to an extent be genetically
closed.
In practice, few populations are likely to be so open as to receive no locally
produced larvae (Warner & Cowen, 2002; Johnson, 2005; Levin, 2006). In addition, as
few as one successful migrant being exchanged each way between two populations each
generation can prevent the genetic divergence of those two populations (Wright, 1978).
Thus, most populations will be incompletely closed, both genetically and
demographically. Of more interest to marine ecologists is assessing the degree of
openness exhibited by populations.
Larval retention in populations may vary according to larval stage duration, larval
behaviour, diffusion of larvae in the water, mortality, and wind and waterborne transport
processes (Cowen et al., 2000; McQuaid & Phillips, 2000; McCulloch & Shanks, 2003;
Shanks et al., 2003; Paris & Cowen, 2004). Estimates of local larval retention may be
14
high in some populations. For example, simulations of the dispersal of Asterias (starfish)
and Cancer (rock crab) species estimated that larval retention in the local area may be up
to 75% (Witman et al., 2003). Direct measures of larval retention were obtained by Jones
et al. (1999), who marked otoliths with tetracycline in over 10 million Pomacentrus
amboinensis damselfish embryos. Light traps located close to marking sites caught 5000
juveniles, of which 15 individuals were found to be marked. From these findings the
authors estimated that between 15 to 60% of larvae remained within the local area.
Conversely, larval retention may be much less for some systems. For example,
simulations of the movement of Mallotus villosus capelin larvae on the northern
Norwegian coast revealed that within a 9 day period, 75% of larvae were advected out of
the original 18.5 km study coastline (Pedersen et al., 2003). On average, larvae were
transported over 100 km from their spawning ground.
Whilst the degree of openness is apparently very species specific, it may also be
specific to populations within species. This has been demonstrated by Sotka et al.
(2004), who conducted genetic analyses on northeast Pacific populations of the barnacle
Balanus glandula. Across much of the ~1500 km range of coast sampled, populations
were genetically similar, suggesting that broad dispersal occurred between these open
populations. However, for 475 km of this coast between north and south California a
strong genetic cline exists. This evidence of genetically-closed populations, coupled with
information on surface drifter trajectories, suggested that dispersal between the two
populations was severely restricted.
The traditional view of open and closed populations may also be disrupted by
species demonstrating unusual life histories. The colonial ascidian Symplegma rubra has
15
a limited dispersal capacity due to a short larval stage of less than 3 h. However,
populations along the southeastern coast of Brazil display less genetic variability than
expected (Dias et al., 2006). Whilst the larval stage could not account for such openness
among populations, the authors concluded that adults rafting on drifting vegetation and
other detritus were responsible for the high level of gene flow.
Finally, populations may be genetically closed but demographically open. Two
populations of S. balanoides were studied by Gaines & Bertness (1992), one within
Narragansett Bay (NE USA) and one on the adjacent open coast. Interactions between
the two populations are dependent on river runoff, which causes varying flushing times
for the bay and thereby differing levels of transport between populations. Larvae that
developed inside the bay were larger than those that developed in coastal waters. Small
larvae were absent from bay waters, suggesting that the coastal population did not supply
the bay population with larvae. In addition, larvae from the bay population appeared to
be better adapted to cope with thermal stress than were larvae from the coastal population
(Bertness & Gaines, 1993). Therefore, the bay population appears to be genetically
closed because larvae are supplied from a local source. However, Gaines & Bertness
(1992) found no relationship between stocks of reproductive adults in the bay population
and the interannual variation in settlement within Narragansett Bay. Thus, the bay
population appears to be demographically open because the rate of larval arrival is
independent of the resident adult population (Johnson, 2005).
Such potential differences in genetically and demographically open populations
are rarely commented on in the literature, and may be of importance to some systems. Of
more importance is the recognition that most marine invertebrates with a larval stage do
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not exhibit either open or closed populations, but rather have a life history that displays
some degree of openness. Where openness is demonstrated, researchers are again left
with the problem of how to quantify larval input to populations.
1.5. Barnacles: A Key Marine Invertebrate Group
Barnacles have a global distribution and are a dominant group on many rocky
shores (Hayward et al., 1995). As such, they are a major component of many intertidal
communities. With regular and easy access to adult populations that occur in only two
dimensions, they are an ideal group with which to investigate propagule input to
populations. Barnacle larvae will also settle on most surfaces allowing easy
quantification of settlement.
Indeed, the prolific settlement of barnacle larvae has made them the most
common fouling marine invertebrate in the world (Hills et al., 1999). Slight to severe
barnacle fouling can increase ship fuel costs by 1.4 to 28.2% respectively (Thomason et
al., 1998). In 2003, internationally registered fleets, including cargo, commercial and
military vessels, used ~ 289 million t of fuel oil (Corbett & Koehler, 2003). Given
current prices ($2.2 per gallon, August 2006), slight to severe barnacle fouling may
increase annual fuel costs by $30 to 590 million. Similarly, severe fouling on non-
powered craft can cause a decrease in speed of up to 28% (Thomason et al., 1998).
However, barnacles are also commercially important to the shellfish industry
(Jamieson, 1993). Many European stocks of the gooseneck barnacle Pollicipes
pollicipes, widely consumed in Spain, are over-fished to such an extent that in some cases
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moratoria for the shellfish industry have been established (Bald et al., 2006). Thus,
barnacles are an ecologically and economically important group for various reasons, and
warrant further study to better understand their population biology.
1.6. Study Species
The acorn barnacle Semibalanus balanoides (L.) is a dominant member of
eulittoral fauna and is the most widespread intertidal barnacle in the UK (Rainbow,
1984). S. balanoides is a boreo-arctic species. Its northern limits are defined by the
extent of summer pack ice, whilst it is not found south of north-west Spain due to
increasing water temperatures preventing final maturation of gametes (Fish & Fish,
1996). It occurs on shores of all levels of wave exposure and is typically found from the
upper to lower eulittoral zones.
Adult S. balanoides may grow up to 15 mm in diameter and have a characteristic
diamond-shaped opercular aperture surrounded by six calcified grey-white shell plates
(Rainbow, 1984). Adults may live up to eight years, with variable seasonal growth rates
based on numerous biological and environmental factors (Crisp, 1960). Adults typically
feed on suspended detritus and zooplankton, which may be passively or actively filtered
from the water column depending on the presence of a current (Crisp & Southward,
1961). In the absence of any current, the thoracic cirri beat rhythmically to actively filter
food.
S. balanoides is an obligate cross-fertilising hermaphrodite. Adults produce one
brood of eggs per year, with egg production strongly linked to food availability (Leslie et
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al., 2005). In the UK, copulation takes place from November to early December,
following the annual regeneration of the penis (Anderson, 1994). Penis and gonad
development is synchronous among individuals, and is highly dependent on day length
and sea temperature (Barnes, 1992). Insemination on more than one occasion is required
to successfully fertilise all the eggs, with 6-8 penetrations occurring between partners
(Rainbow, 1984). Fertilised embryos are incubated in two eggs sacs within the mantle
cavity over winter, and released between February and April.
Larval release is synchronised with the spring diatom bloom to ensure larvae
grow and develop under optimum conditions (Salman, 1982). Initially, larvae develop
through six nauplius stages. Nauplius stage 1 is non-feeding, relying on lipid and
glycoprotein reserves. The next five nauplius stages are planktotrophic, before final
development from nauplius VI larvae to the lecithotrophic cypris stage (Anderson, 1994).
Larvae remain near the surface of the water column, and the duration of development is
usually about eight weeks (Barnes, 1989).
The cypris is specialised to allow settlement and subsequent development to a
sessile adult. Being lecithotrophic, cyprids are required to subsist on their stored lipid
reserves. They therefore exhibit a lower metabolic rate than nauplii, but can still remain
viable for settlement and metamorphosis for several weeks (Lucas et al., 1979). Cyprids
are also active swimmers and maintain their position in the surface waters despite being
negatively buoyant (Walker, 1995). They have modified antennules that allow temporary
attachment and exploration of the substratum after initial contact (Müller et al., 1976).
Once a suitable settlement site has been found, a secretion is released from the ducts of
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the first antennae. This polymerises and irreversibly attaches the cyprid to its chosen spot
(Crisp, 1974) (see section 4.1 for further detail).
Metamorphosis of the cyprid into a spat takes place within 24 to 36 h after initial
settlement (Wethey, 1986a). Individuals grow rapidly in their first season after
settlement and may become reproductively active in their first year (Anderson, 1994).
However, egg production in these new adults will be considerably lower than for older
adults of a similar size. Reproductive maturity may also be delayed until the second year.
Populations of S. balanoides exhibit much variation in settlement and recruitment of new
individuals at all spatial scales from m to km (Jenkins et al., 2000).
In Scotland, the single reproductive season exhibited by S. balanoides each year
results in a pronounced settlement season during which time abundant cyprid settlement
occurs. This usually takes place from late March to early June and daily cyprid
settlement can approach 100% coverage on a suitably desirable settlement substratum.
Thus, S. balanoides provides an ideal study organism due to its abundant settlement over
a relatively short and defined period.
In addition to S. balanoides, Balanus crenatus (Brug.) and Elminius modestus
(Darwin) also occur locally. B. crenatus is a common sublittoral barnacle with a much
more prolonged settlement season that may last from April to October (Rainbow, 1984).
B. crenatus cyprid abundance was much less than S. balanoides at the midshore sites
where the present experiments were conducted. E. modestus has only recently colonised
UK shores after arriving from Australasia (Crisp, 1958). It is less common than S.
balanoides and B. crenatus on Scottish coastlines and cyprids are seldom seen.
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1.7. Field Sites
1.7.1. Fife Coast Sites
Experiments were predominantly carried out on the Fife coast, East Scotland.
Eight sites within the St Andrews Bay area, and one site just to the south, were used
throughout this study to investigate S. balanoides settlement ecology. Figure 1.2 and
table 1.2 show the locations and abbreviations of the sites used. Henceforth, all sites
shall be referred to by their allocated abbreviation.
Figure 1.2. Map of Fife coast showing the locations of all the field sites used throughout the study. The
scale bar equals 5 km. Site abbreviations are; Tentsmuir (TM), Reres Wood (RW), St Andrews Aquarium
(SA), St Andrews Pier (SP), St Andrews Bay (SB), Boarhills (BH), Cambo Farm (CF), Fife Ness (FN) and
Caiplie (CP).
TM
RW
St Andrews
SA, SP and SB
BH
CF
FN
CP
5 km
3010.5’W
5607.5’N
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1.7.1.1. Nearshore Hydrodynamics
St Andrews Bay is a semi-circular embayment 27 km wide, on the northeast Fife
coast. The bay is segmented by two estuaries; the Tay and Eden. The Tay estuary is 50
km long, and has high average freshwater (198 m3 s-1) and tidal (380 m.m3 for average
spring tide) discharge. Conversely, the Eden is much smaller with much lower average
freshwater (4 m3 s-1) and tidal (8 m.m3) discharge (Ferentinos & McManus, 1981).
Table 1.2. Location, abbreviations and coastline orientation of the Fife field sites
Site Abbreviation UK Grid Reference Coastline Orientation
Tentsmuir TM NO 5061 2674 N – S
Reres Wood RW NO 4952 2117 NNE – SSW
St Andrews Aquarium SA NO 5074 1716 WNW – ESE
St Andrews Pier SP NO 5189 1660 WNW – ESE
St Andrews Bay SB NO 5241 1605 WNW – ESE
Boarhills BH NO 5690 1507 W – E
Cambo Farm CF NO 6125 1141 NW – SE
Fife Ness FN NO 6387 0972 NNW – SW
Caiplie CP NO 5909 0507 NE – SW
St Andrews Bay is a macro-tidal environment with tidal ranges of ~ 3.5 and ~ 5 m
for neap and spring tides respectively, and maximum tidal currents of ~ 0.6 m.s-1
(Charlton, 1980; McManus & Wal, 1996). The prevailing winds for the bay are south-
westerlies, which blow for 23.5% of the year (Wal & McManus, 1993). The flood tide
that moves southwest from Arbroath, gradually turning west into the bay, forms a
clockwise eddy between FN and the Tay estuary (Figure 1.3). The ebb tide reverses this
pattern, running east and then north back towards Arbroath (Charlton, 1980).
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Figure 1.3. Predominant water movements during the flood and ebb tides in St Andrews Bay (taken from
McManus & Wal, 1996).
However, an asymmetry exists between the flood and ebb tides, whereby the ebb
is more powerful than the flood tide (Charlton, 1980; Ferentinos & McManus, 1981).
This asymmetry can result in the formation of a dominant anticlockwise gyre (Townson,
1974). This gyre may then be responsible for the net movement of suspended material
northwards along the coast from FN to TM, utilising longshore drift and nearshore
currents (Sarrikostis, 1986; Jarvis & Riley, 1987; Sarrikostis & McManus, 1987; Wal &
McManus, 1993; McManus & Wal, 1996). Such movement also explains why the mouth
of the Eden estuary is to the north of the main river channel, and why TM continues to
grow due to the accumulation of new material (Ferentinos & McManus, 1981).
The morphology of the Eden delta suggests that material carried by longshore
drift bypasses the Eden estuary and is carried up to the Tay estuary. Motion at this point
ceases, leading to the persistent trapping and resultant accumulation of suspended
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material at TM (Ferentinos & McManus, 1981; Al-Washmi, 1996). Nevertheless, the
presence of the Eden estuary is likely to complicate such net northward movement of
material (Al-Washmi, 1996).
The Scottish coast is considered to be subdivided into discrete coastal cells
(Figure 1.4). Each cell is self-contained, whereby sediment transport processes will
influence other parts of that cell, but not shores outside of that cell. St Andrews Bay is
located in the southern part of the coastal cell stretching from Cairnburig Point to Fife
Ness. However, one of the sites (CP) is located in the coastal cell that extends from Fife
Ness to St Abb’s Head. Thus, CP is likely to be independent of any sediment transport
mechanisms occurring within the St Andrews Bay area.
1.7.1.2. Field Sites and Blocks
CP, FN, CF, BH and SB are all typical semi-exposed rocky shores where
equipment was mounted on natural substratum. SP and SA can also be considered as
semi-exposed shores, but equipment was mounted on vertical concrete walls. At SP,
equipment was mounted on the very end of the St Andrews pier. At SA, equipment was
placed on the seawall of the St Andrews aquarium. RW and TM are sandy beaches with
no natural rocky substratum and reduced wave action due to the presence of extensive
sand bars. At RW, equipment was mounted on an extensive wooden frame structure. At
TM, equipment was mounted on anti-invasion concrete blocks left over from World War
II.
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Figure 1.4. Diagram of discrete coastal cells of Scotland (taken from Duncan & Usher, 1996). Sediment
transport processes will influence shores within the cell, but not shores outside of that cell.
Tables 1.3, 1.4 and 1.5 give details of the various sites and experimental blocks
within sites that were utilised throughout the three consecutive settlement seasons
studied.
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1.7.1.2.1. 2004 Sites
Table 1.3. Sites used during the 2004 settlement season. Orientation refers to the
direction that the equipment faced. Aspect refers to the direction the equipment faced in
relation to the local shore. Data from TM, CF, FN and CP were collected by colleagues
Site Orientation Aspect
TM E down-shore
SP E down-shore
SB NNW down-shore
BH E along-shore
CF ESE along-shore
FN E down-shore
CP S down-shore
1.7.1.2.2. 2005 Sites and Blocks
For the 2005 settlement season, equipment at TM was deployed on two concrete
blocks 5 m apart but at the same tidal height. These blocks were 50 m north along the
shore from the 2004 block, which had been buried by drifting sands. In 2005, SP and CF
were not used, and RW and SA were utilised for the first time. The two experimental
blocks used at RW were 1 m apart, with block 2 approximately 0.3 m higher on the shore
than block 1. An extra block was used at SB, which was 5 m away from the original
2004 block and approximately 0.4 m higher on the shore.
Two new blocks at BH were utilised in 2005. These were 25 m away from the
2004 block and at a slightly lower level on the shore. The two BH blocks were 3 m apart
and at the same tidal height. An extra block at FN was employed, which was 2 m away
and at the same height as the 2004 block. Two new blocks 2 m apart were employed at
CP. These blocks were 4 m away and at the same tidal height as the 2004 block.
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Table 1.4. Sites and blocks used during the 2005 settlement season. See table 1.3 for
definitions of orientation and aspect. Data from TM, RW, FN and CP were collected by
colleagues
Site Block Orientation Aspect
TM 1 NE down-shore
2 ESE down-shore
RW 1 SSE down-shore
2 SSE down-shore
SA - E down-shore
SB 1 NE down-shore
2 (same as 2004 block) NNW down-shore
BH 1 S up-shore
2 WNW down-shore
FN 1 N along-shore
2 (same as 2004 block) E down-shore
CP 1 S down-shore
2 S down-shore
1.7.1.2.3. 2006 Sites and Blocks
During the 2006 settlement season, equipment was only deployed at SA and BH.
At SA, equipment was deployed in the same place as in 2005. At BH, two new blocks
were used. These blocks were 5 m apart and were located between the 2004 and 2005
blocks. They were also at the same height on the shore as the 2005 blocks.
Table 1.5. Sites and blocks used during the 2006 settlement season. See table 1.3 for
definitions of orientation and aspect
Site Block Orientation Aspect
SA (same as 2005 block) E down-shore
BH 1 SE up-shore
2 SE up-shore
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1.7.1.3. Geology
The geology of Fife is complex with a wide variety of rock types present. These
predominantly include a mixture of Devonian old red sandstones, carboniferous
limestones and calciferous sandstones (Forsyth & Chisholm, 1977). In addition, wooden
beams and concrete are found at RW and TM respectively. With such a wide variety of
substratum type for settling cyprids, between sites comparisons would be meaningless
unless a standard replicable surface was employed (see section 4.1).
1.7.1.4. Biodiversity
Biodiversity at all the sites was dominated by S. balanoides. Adult coverage
varied from almost 100% at most sites to considerably less at CP, which was
characterised by moderate coverage of small adults and poor cyprid supply. B. crenatus
cyprids were occasionally seen at all sites, but were only a persistent feature at TM and
RW. E. modestus adults and cyprids were rarely seen.
Lower midshore beds of Mytilus edulis (L.) were present at some of the rocky
shore sites. Littorinids, dog whelks (usually Nucella lapillus (L.)) and limpets
(predominantly P. vulgata) were a common feature of all sites, except RW which had a
noticeable lack of limpets. Fucoid macroalgae were commonly found at all sites, with
some Ulva and Ascophyllum spp. also present. Infralittoral vegetation was dominated by
Laminaria digitata (Huds.) Lamour.
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1.7.2. Clachan Seil
In addition to the fieldwork conducted on the Fife coast, studies were also
conducted at Clachan Seil, Argyll (NM 7852 1968) on the west coast of Scotland. It is
comprised of a narrow, sheltered channel, ~ 1 km in length with a maximum depth of 9 m
(Todd, 1998). Tidal range varies from ~ 1.1 m to ~ 3.3 m for neap and spring tides
respectively. The channel runs north-south and has tidal sills at both ends.
Consequently, spring tides ebb to the same level between the sills, irrespective of open
coast fluctuations (Todd, 1998). The deepest part of the channel is, therefore, sublittoral
and experiences periods of stationary water during spring low tides.
Incoming flood tides primarily result in a linear flow northwards up the channel.
Approximately 1.5 h before high tide, this reverses so that water then flows southwards
down the channel whilst the tidal level continues to rise. Maximum channel flow rates
are in excess of 1.5 m.s-1, with the fastest flows experienced after the switch in direction
to a southerly moving current (Todd & Turner, 1986).
Clachan Seil is typical of Scottish rocky intertidal communities, with both S.
balanoides and B. crenatus present in the channel. The site used within Clachan Seil was
~ 2 m south of Clachan Bridge (see above for grid reference) on the western or Seil
island shore of the channel.
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1.8. Larval Count Data
All larval count data in this thesis refer to S. balanoides cyprids. The only
exception to this was at Clachan Seil (see section 2.2.1.1). The occurrence of ‘faecal S.
balanoides cyprids’ was also noted at all sites, especially when onshore winds and
increased wave action led to their resuspension. Preliminary studies by Todd et al.
(2006) demonstrated that Patella vulgata (L.) produced faecal material containing
cyprids. Although these ‘faecal’ cyprids often separated from the faeces, they were still
distinguishable from other captured cyprids that would have entered the traps alive and
free-swimming. Faecal cyprids were typically darker, more opaque and had tightly
closed valves with no projecting appendages. These faecal cyprids were not included in
larval count data.
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Chapter 2
Intertidal Cyprid Concentration
2.1. Introduction
The planktonic occurrence of larvae in the intertidal is dictated by a host of
physical and biological factors that may be influential over spatial scales of m to
thousands of km (Jenkins, 2005). As our understanding of these processes has increased,
the notion that the supply of larvae to the substratum is effectively unlimited has since
been abandoned (Gaines & Roughgarden, 1985). Detailed information on planktonic
larval abundance is now desirable to determine its importance on population structure
(Miron et al., 1999).
Intertidal larval abundance, or simply ‘concentration’, refers to the density of
larvae in the water column. Concentration does not provide a measure of the actual flux
of larvae to the substratum (Gaines & Bertness, 1993), which is more appropriately
termed ‘larval supply’ and is discussed in detail in section 3.1. The fundamental
difference in defining concentration and supply is paramount to how they are quantified.
Supply is measured passively and requires larvae to be delivered to the measuring device
(Todd, 2003). Conversely, measuring concentration relies on actively collecting all the
larvae within a known quantity of water, regardless of whether or not they would have
been delivered to the measuring device under natural environmental influences.
Plankton nets and water pumps are commonly employed to measure concentration
(Butman, 1994). Such techniques actively capture larvae and so provide an actual
measure of larvae per unit volume of water. To allow direct comparisons with larval
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supply and settlement, an intertidal measure of concentration is preferable. However,
some studies have utilised nearshore plankton samples taken hundreds of m away from
settlement panels deployed on the shore (Bertness et al., 1996). These nearshore samples
may result in weak correlations between concentration and supply or settlement.
For example, Pineda et al., (2002) measured S. balanoides settlement at two
locations on NE USA shores: Gansett Point and Little Harbour. Peaks in settlement were
then compared to measures of concentration, collected at a different location to the
settlement sites. At Gansett Point, no correlation was found between concentration and
settlement. In terms of distance along the coast, Gansett Point was ~ 3 km away from
where concentration was measured. Conversely, concentration and settlement did
correlate at Little Harbour, which was only ~ 500 m away from were concentration was
measured. Thus, it would appear that correlations between concentration and settlement
can be improved by minimising the distance between where samples can be collected.
Differences between nearshore and intertidal concentrations may result from a
variety of influential factors. These may include wind effects (Kendall et al., 1982) and
plankton patchiness caused by cyprid behaviour and predation (Forward, 1976; Rumrill,
1990; Shanks, 1998). Additionally, local hydrodynamic influences such as upwelling and
downwelling events, eddies, tides, internal and surface waves and tidal bores may also
redistribute cyprids within the nearshore and intertidal areas (Boicourt, 1988; Powell,
1989; Tapia et al., 2004). The presence of density fronts, caused by differences in
temperature or salinity (Pineda, 1994a), could also theoretically prevent cyprids from
reaching the intertidal (McCulloch & Shanks, 2003). Due to such potential differences in
nearshore and intertidal larval concentration, the present study focused on collecting data
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from the intertidal. With such knowledge, formal comparisons of cyprid concentration,
supply and settlement would then be possible.
However, collecting intertidal plankton samples is more problematic than
collecting from nearshore areas. Difficulties arise from wave crash conditions and
shallow water, and studies generally rely on a suitable sea wall or pier to aid experiments
(Olivier et al., 2000). Sampling frequency may also significantly alter perceptions of
concentration. For example, Garland & Zimmer (2002) found that intertidal cyprid
concentrations differed significantly within tides on a North Carolina shore. A three-
hourly sampling regime was necessary to quantify the dominant temporal changes in
concentration. Obviously, sampling regimes are dependent on experimental logistics and
available resources.
Despite such problems, this study aims to provide detailed information on
variations in concentration, and examine potential sources of such variation. Plankton
samples were collected using a water pump, and data on wind, wave action and tidal
height were recorded. Wind can be responsible for the movement of both bodies of water
and larvae, thereby influencing temporal concentration patterns (Gacic et al., 1987;
Bertness, 1996). There is little doubt that wave action can promote larval settlement as
cyprids are known to prefer high-flow sites (Gaylord, 1999 and references therein), but
its influence on concentration is less clear.
Information on tidal height was desirable because concentration was measured
from the same location on the shore. The pump was attached to the shore adjacent to
passive larval traps and settlement panels to aid comparisons between them. Therefore,
when comparing larval concentrations between days, the pump would have been located
33
at varying depths in the water column due to spring-neap fluctuations. As such, the pump
would have been sampling from different levels within that column. Because vertical
zonation of planktonic cyprids has been observed (Grosberg, 1982; Miron et al., 1995),
spring-neap cycles must be considered.
Investigations into larval concentration at Clachan Seil raise some doubt as to
whether it is concentration or larval supply that is being measured. Clachan Seil
represents an unusual intertidal environment that displays a constant laminar flow, albeit
with one change in direction, throughout the tidal cycle (Todd, 1998). There is also
negligible wave action to disrupt this flow. With such strong unidirectional flow, it could
be considered that larvae are being delivered to the pump. If this is the case, then it is
possible that larval supply is being measured (Gaines & Bertness, 1993). Typical rocky
shores exhibit complex multidirectional water movements and the same argument could
be applied for rocky shores as for Clachan Seil. Namely, larvae are still being delivered
to the pump, albeit in a more complex way. However, because the pump gives a measure
of larvae per unit volume, this may be considered as a measure of concentration at both
Clachan Seil and at the other sites used.
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2.2. Methods
2.2.1. Spatial and Temporal Heterogeneity of Intertidal Larval Concentration
2.2.1.1. Clachan Seil
Intertidal temporal heterogeneity of barnacle larval concentrations over tidal
periods within the channel at Clachan Seil was investigated from 19–22 March 2004.
There was an absence of cyprids in the water because the main cyprid settlement season
had not yet begun. However, nauplius larvae were present in abundance, and were thus
enumerated as an alternative to cyprid counts. Whilst it was impractical to identify
species and age, the vast majority of nauplii would probably have been B. crenatus or S.
balanoides (Todd & Turner, 1986).
A water pump (Flygt SXM11/A) was deployed in the intertidal, and 3.8 cm
Arizona green medium hosing (Merlett Plastics UK) run up the shore to above the high
water mark. The pump was housed in a stainless steel cage, which was attached to a
concrete base. Power was supplied by a 2500 watt generator (McCulloch Mite-E-Lite),
also located above the high water mark, giving a pump output of 5.5 L.s-1.
Hourly triplicate plankton samples were taken over the high tide period, although
sampling was halted in times of fading daylight. Each sample comprised 1000 L of
seawater filtered through a 200 µm plankton net. Samples were preserved in a 5%
formalin solution, and later transferred to the laboratory where they were stored at 10 oC
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for two months. Samples were not split (see section 2.2.2.1), and all nauplii were
counted using a Leica binocular microscope.
Channel flow rate data, recorded every 5 min, were also available from an S4
electromagnetic current meter (InterOcean) for the duration of the pump sampling. This
was deployed subtidally in the middle of the channel, just south of Clachan bridge (grid
reference; NM 7853 1968) and adjacent to the pump. Both pump and current meter were
positioned so as to be in the full force of the channel water flow and not sheltered by the
sides of the bridge. Nauplius counts over the four tidal periods were then examined and
compared with channel flow rates.
2.2.1.2. St Andrews Pier (SP) 2004
Intertidal temporal and spatial heterogeneity of S. balanoides cyprids over
semidiurnal tidal periods at SP was investigated from 18-20 May 2004. Sea conditions
remained very calm over the three days. The same equipment was used as that at
Clachan Seil. The pump was secured inside the stainless steel frame and attached to 10
mm nylon rope. The rope ran from the top of the pier to a D-shackle located at the base
of the pier wall and then back to the top again. This allowed deployment from the top of
the pier by lowering the pump into the water. The rope running through the bottom D-
shackle could then be pulled tight to prevent any movement of the pump whilst in the
water. The height of the pump in the water column could also be conveniently altered.
Water samples were delivered to the top of the pier via a hose at a rate of 3.4 L.s-
1. Temporal cyprid heterogeneity was investigated by taking hourly triplicate samples of
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500 L over the high tide period. These samples were always taken at the same height on
the wall because the pump had been located adjacent to passive larval traps and
settlement tiles. Traps and tiles did not produce any meaningful data due to the short
duration of the experiment and scarcity of cyprids in the water column. Thus, they have
not been used in any subsequent analysis.
Spatial patterns of cyprids were investigated by taking triplicate 500 L samples at
high tide, at depths of 1, 2 and 3 m in the water column. The pump was always located at
the correct depth regardless of tidal height for that day due to the presence of depth
markers on the rope. All water samples were pumped through a 200 µm plankton net.
The resultant 1 L samples from the plankton net were then filtered again to remove the
seawater, and then preserved in 96% IMS. Samples were then stored at 10 oC for
approximately four weeks, whereupon the cyprids in each complete sample were
enumerated.
A similar experiment had been planned for the St Andrews Aquarium site in
2006, but had to be abandoned due to the presence of nesting seabirds.
2.2.2. Environmental Factors Influencing Intertidal Cyprid Concentration
2.2.2.1. St Andrews Aquarium (SA) 2005 & 2006
A measure of intertidal S. balanoides cyprid concentration was obtained at SA for
various tides throughout April and May, during the 2005 and 2006 settlement seasons.
Twenty three separate tidal cycles in 2005, and 31 cycles in 2006 were sampled. Cyprid
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concentration was quantified for each tidal cycle by taking triplicate 500 L water samples
1 h before high tide. Time constraints precluded further sampling of each tidal cycle. All
tidal cycles sampled broadly fell within the hours of daylight to facilitate sampling.
Methods of sample collection and processing were identical to those employed at
SP. The pump was again housed in the stainless steel cage and deployed on the concrete
seawall using an identical rope system to that used at SP. Pump delivery rate was 3.9 L.s-
1. During days with unmanageably large numbers of cyprids, pump samples were
reduced using a plankton splitter (Folsom 1 L plankton splitter, Aquatic Research
Instruments) to enable counting. To ensure similar counts were obtained from complete
and split samples, the first 2 samples within each triplicate series were compared. One of
these had been split, whilst the other was the complete sample. Cyprid counts did not
differ significantly between split and complete samples (paired-sample t test; t3 = 0.50, p
= 0.65).
Cyprid concentration was then compared with possible influential environmental
factors. In 2005 these factors included tidal height and wind direction and strength, but
in 2006, wave action data were also available. Tidal height data were taken from local
tide tables. Wind data were primarily available from the Gatty Marine Laboratory (grid
reference: NO 517 161), located 1.5 km ESE from SA. Data consisted of wind speed and
direction recorded continuously, and their averages logged every 10 min. However, on 3
out of 23 days in 2005, and 10 out of 31 days in 2006, the Gatty weather station failed.
On these days, weather data were obtained from the Meteorological Office’s Leuchars
weather station, located 4.3 km NW from SA. Data consisted of wind speed and
direction, recorded continuously and averaged for each h.
38
To ensure that wind data from both the Gatty and Leuchars were similar, data
were pooled for both 2005 and 2006 and then converted to the wind scale (see below). A
paired sample t test revealed that there were no daily differences in wind data between
the two weather stations (t80 = -0.68, p = 0.50).
Median wind direction and speed were calculated for each tidal cycle for the
period encompassing low tide to the following low tide. These medians were then
transformed to a wind scale to obtain a single value that could be used to assess the
influence of the wind on cyprid concentration for that tide. This enabled the influence of
the wind to be considered as part of a multiple regression analysis, along with the effects
of tidal height and, in 2006, wave action.
Calculation of the wind scale employed the following method. The orientation of
the coast at SA was estimated to be from 301O to 121O (WNW to ESE). The median
wind direction for a tide was then transformed to reflect its direction in relation to the
coast. For example, a wind blowing directly on or offshore was given the angle of 90o,
whilst a wind blowing directly parallel to the shore was 0o. Onshore winds were left as
positive values, whilst offshore winds were given negative values. The sine of each angle
was then taken. Values of +1 indicated onshore winds perpendicular to the shore, values
of -1 indicated offshore winds also perpendicular to the shore, and values of 0 indicated
winds that blew parallel to the shore. Finally the sine of the angle was multiplied by the
wind speed for that tide to produce a wind scale value.
Use of the wind scale relies on the acceptance of three assumptions. First,
onshore winds will increase intertidal cyprid abundance by blowing them on to the shore
and/or by increasing wave action. Conversely, offshore winds will reduce abundance by
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blowing cyprids away from the shore and/or by decreasing wave action. Second, the
strength of this effect will, to an extent, be moderated by wind speed. Third, winds
blowing directly on or offshore will have more of an influence than those blowing more
parallel to the shore. For example, an onshore wind blowing at 90o to the shore will
generate more wave action and blow more cyprids onshore than an onshore wind blowing
at 10o to the shore.
Comprehensive testing of such assumptions was not possible. However,
compelling evidence already exists to support the notion of such wind-mediated transport
(discussed in section 2.4). In addition, a comparison between wave action and wind data
was possible at SA in 2006 (see below for details on wave action data collected). Such a
comparison revealed that as the wind scale increased, wave action also increased (F1,30 =
7.12, r2 = 0.20, p = 0.01). Inspection of standardised residuals from the regression model
revealed no outliers, suggesting that the wind scale is effective at describing the effects of
the wind.
One caveat to the wind scale is that any wind blowing exactly parallel to the shore
is presumed to have absolutely no effect on cyprid abundances, i.e. will have a wind scale
value of 0. This may be incorrect because alongshore winds may blow cyprids to a site
from other areas. However, winds blowing exactly parallel to the shore were not seen
during any year of investigation. Thus, this caveat was deemed trivial enough to be
ignored, and all winds were therefore assumed to have either a positive or negative effect
on cyprid abundance.
In 2006 a pressure transducer was used to quantify wave action at SA and allow a
comparison with cyprid concentrations. Full details of the development, design and use
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of such a ‘wave sensor’ can be found in Phelan (2006). Briefly, the sensor comprised a
pressure transducer (accurate to 1 millibar of pressure) and data logger set in epoxy resin
identical to that used in the manufacture of the resin larval traps (see section 3.2.1.1).
The wave sensor was deployed adjacent to the pump at the same tidal height. Upon
immersion, the sensor recorded pressure at a frequency of 10 Hz for 2 min every 15 min.
This provided time-series of individually-identifiable waves. Wave data were analysed
using protocols identified by Phelan (2006). The average absolute deviation was
calculated for each 2 min time-series, which was then averaged for each tide.
2.2.3. Data Analysis
For the entire thesis, nauplii and cyprid counts were routinely log x + 1
transformed. If data still did not conform to test assumptions, they were subject to
transformation by the Box-Cox procedure (Sokal & Rohlf, 1995). Nauplii and cyprid
counts in this chapter were subject to investigation by factorial General Linear Model
(GLM) ANOVA and additional Tukey multiple comparisons. Sampling time and depth
were treated as fixed factors, with day as a random factor (Todd et al., 2006). Whilst the
assignment of factors as either fixed or random is debatable (J. Harwood, per. comm.),
altering the status of the factors was not found to influence results and the subsequent
conclusions made in this study.
Levene’s and Kolmogorov-Smirnov tests were used to assess homogeneity of
variances and normality respectively. In those instances where transformations failed to
both homogenise variances and normalise data, ANOVA was still performed. ANOVA
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is robust to heterogeneity of variances and non-normality, especially for large balanced
designs (Underwood, 1997). When variances were not homogeneous, or when ANOVA
was unbalanced, the Games-Howell procedure was used as an alternative to the Tukey
test (Field, 2002). All results throughout this thesis were subject to the same level of
significance (α = 0.05), except where Holm’s adjustment method has been applied to
multiple comparisons (Aickin & Gensler, 1996).
Linear and multiple regressions were used to examine relationships between
nauplii/cyprid counts and various environmental factors. Initial graphical analysis of data
and past inferences of each predictor’s importance resulted in hierarchical blockwise
entry for the independent variables. The results of such analysis were not different from
those obtained by stepwise methods. The assumptions of linearity, homoscedasticity and
no multicollinearity were assessed by standardised residual plots, variance inflation
factors and tolerance statistics (Bowerman & O’Connell, 1990; Menard, 1995).
Independence of errors, as assessed by the Durbin-Watson statistic (Field, 2002), was
found, suggesting that temporal autocorrelation was not a feature of the data.
In some instances, both dependent and independent variables within the
regression analysis had sources of error because they were averaged values. To account
for this, more advanced regression techniques such as geometric mean regression were
considered. However, because regression lines were fitted only for the purpose of
ascertaining the strength of the relationship between variables, then the simpler
regression techniques employed here were deemed acceptable (Sokal & Rohlf, 1995).
All statistical analysis for this and subsequent chapters was carried out using Microsoft
SPSS (version 12.5).
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2.3. Results
2.3.1. Spatial and Temporal Heterogeneity of Intertidal Larval Concentration
2.3.1.1. Clachan Seil
At Clachan Seil in 2004 the first cyprids of the settlement season were not seen
until 24 March, two days after the pump sampling ceased. However, temporal patterns of
nauplii abundance in the channel were investigated. Triplicate samples within each
hourly sample did not differ significantly (F2,69 = 0.05, p = 0.95), suggesting that nauplii
were not being depleted by taking consecutive plankton samples.
Concentrations of nauplii in the water column appeared to fluctuate with no
apparent pattern throughout the tidal period (figure 2.1). Samples taken 4 h before high
tide were only collected on days 2 and 3. There were highly significant effects of both
day (F3,48 = 186.12, p < 0.001) and sampling time (F7,48 = 13.24, p < 0.001) on nauplii
abundance. A significant interaction between day and sampling time (F13,48 = 10.42, p <
0.001) highlights the obvious variation in nauplii abundances not only between days but
within tidal cycles.
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Figure 2.1. Variation in nauplii abundance (back-transformed (log x + 1) + 1 SE (Standard Error)) for 4
tidal cycles at Clachan Seil in 2004. Day 1 is 19 March. Concentration was not measured at -4 h on days 1
and 4.
The reversal of flow in the channel occurred approximately 1.5 h before high tide
on all four days. Following this switch, nauplii numbers increased in three out of four
days. With the characteristic higher flow rate following this reversal, nauplii numbers
may have increased due to a greater delivery of nauplii to the pump. However, no
relationship was apparent between channel flow rate and nauplii abundance (F1,22 = 0.30,
r2 = 0.01, p = 0.59, figure 2.2). Even within days, nauplii abundance did not correlate
with flow rate (results not reported).
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Flow rate and nauplii - Clachan Seil (2004)
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Figure 2.2. Log (x + 1) nauplii concentration and corresponding channel flow rate for each hourly
sampling period at Clachan Seil, 2004. Channel flow rate was measured using an S4 electromagnetic
current meter, located adjacent to the pump.
2.3.1.2. St Andrews Pier (SP) 2004
Temporal cyprid abundance over the tidal period at SP (figure 2.3) appeared to be
less variable than that of nauplii recorded at Clachan Seil. Nevertheless, cyprid
concentrations differed significantly both between days (F2,42 = 97.50, p < 0.001) and
within tidal periods (F6,42 = 21.52, p < 0.001). A significant interaction between day and
sampling time was also observed (F12,42 = 3.85, p = 0.001). Cyprid numbers remained
steady from 3 h before high tide until high water. After high tide, their abundance
increased, with the most substantial increase observed 3 h after high tide on day 3.
As at Clachan Seil, triplicate samples within each sampling period did not
significantly differ for either the temporal (F2,60 = 0.23, p = 0.80) or spatial (F2,24 = 0.21,
p = 0.81) studies of cyprid abundance at SP. Thus, replicate plankton samples appear to
be independent.
45
Figure 2.3. Variation in cyprid concentration (back-transformed (log x +1) + 1 SE) for 3 tides at SP in
2004. Day 1 is 18 May. Samples were collected under conditions of minimal wave action.
At high tide at SP, cyprid spatial patterns were investigated by measuring
concentrations at depths of 1, 2 and 3 m. There were significant differences in abundance
between the three depths sampled (F2,18 = 77.52, p < 0.001) with more cyprids at 1 m
depth than either 2 or 3 m (figure 2.4). A significant day effect was apparent because
overall cyprid abundances increased over the three days (F2,18 = 39.57, p < 0.001). A
significant interaction between day and sampling depth was also observed (F4,18 = 4.70, p
= 0.009).
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Figure 2.4. Variation in cyprid concentration (back-transformed (log x + 1) + 1 SE) for 3 depths (3, 2 and 1
m) over 3 days at SP in 2004. Day 1 is 18 May. Samples were collected under conditions of minimal wave
action.
2.3.2. Environmental Factors Influencing Intertidal Cyprid Concentration
2.3.2.1. St Andrews Aquarium (SA) 2005 & 2006
Intertidal cyprid concentration, quantified by triplicate plankton samples taken 1 h
before high tide, was compared with several possible influential environmental factors.
In 2005, these included the tidal height (predicted from tide tables) and the effects of the
wind. In 2006 data on wave action were also available. As before, replicate measures of
cyprid concentration did not differ significantly in both 2005 (F2,44 = 0.36, p = 0.70) and
2006 (F2,93 = 0.01, p = 0.99), suggesting that cyprid depletion did not occur.
Table 2.1 summarises the findings of the regression analysis on the influence of
predicted tidal height and the wind on intertidal cyprid concentration at SA in 2005.
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There was no apparent relationship between predicted tidal height and concentration (p =
0.58), as shown by figure 2.5. Thus, the depth of the pump in the water did not appear to
influence the planktonic sampling.
Table 2.1. Regression analysis on the influences of predicted tidal height and wind action
(transformed to the wind scale (see section 2.2.2.1)) on log (x + 1) cyprid concentrations
at SA in 2005
df SS MS R2 F p
Regression 2 5.31 2.66 0.29 4.12 0.03
Residual 20 12.90 0.65
Total 22 18.21
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Figure 2.5. Intertidal cyprid concentration (log x + 1) on predicted tidal height (taken from tide tables) for
various tides at SA in 2005. Concentration was measured 1 h before high tide.
There was, however, a relationship between the effects of the wind and cyprid
concentration (p = 0.03). As the wind scale increased, cyprid abundance was also
observed to increase (figure 2.6). This can be confirmed by ANOVA analysis (fixed
factor = on- or offshore winds), which found that days of onshore winds had significantly
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higher levels of concentration than days of offshore winds (F1,23 = 6.16, p = 0.02). The
strongest onshore winds (wind scale = 13.4) gave rise to only 50 (log x + 1 = 1.71)
cyprids.500 L-1. This occurred on 16 April, early in the season when there would have
been few planktonic cyprids to be blown onshore by the wind.
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Figure 2.6. Intertidal cyprid concentration (log x + 1) on the wind scale (see section 2.2.2.1 for details) for
various tides at SA in 2005. Concentration was measured 1 h before high tide. The regression line displays
the significant relationship between the two variables (p < 0.01).
The highest concentration of cyprids recorded (1348 (log x +1 = 3.13) cyprids.500
L-1) occurred on 2 May when winds were -2.5. The wind scale predicts that even weak
negative winds will move cyprids away from the shore. However, the previous day (1
May) had 5.5 knot E winds which may have pushed substantial quantities of cyprids
onshore. The weak SSW winds on 2 May were possibly insufficient to remove such
cyprids. An alternative cyprid movement mechanism such as nearshore water currents
(see section 5.4.2) may also have been responsible for such a high cyprid concentration
on the 2 May.
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Table 2.2 summarises the findings of the regression analysis on the possible
influences of predicted tidal height, wind and wave action on concentration at SA in
2006.
Table 2.2. Regression analysis for influences of predicted tidal height, wind (transformed
to the wind scale (see section 2.2.2.1)) and wave action on log (x + 1) cyprid
concentrations at SA in 2006
df SS MS R2 F p
Regression 3 2.02 0.67 0.08 0.80 0.51
Residual 27 22.81 0.85
Total 30 24.83
Cyprid abundance was much higher in 2006 than in 2005, with peak
concentration 10 × greater in 2006 than in 2005. Such marked differences in cyprid
abundance were seen throughout the three consecutive years of study, and may be related
to water temperature or phytoplankton abundance. However, no correlations between
water temperature and abundance were apparent. As in 2005, there was no relationship
between predicted tidal height and concentration (p = 0.86), as shown by figure 2.7.
Thus, the depth of the pump did not appear to influence planktonic sampling in either
year investigated.
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Figure 2.7. Intertidal cyprid concentration (log x + 1) on predicted tidal height (taken from tide tables) for
various tides at SA in 2006. Concentration was measured 1 h before high tide.
There was also no significant relationship between wave action and concentration
(p = 0.70, figure 2.8).
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Figure 2.8. Intertidal cyprid concentration (log x + 1) and wave action, quantified using a pressure
transducer, for various tides at SA in 2006. Concentration was measured 1 h before high tide.
51
In 2006, unlike in 2005, there was no significant relationship between the wind
scale and cyprid concentration (p = 0.15; figure 2.9). This can be confirmed by ANOVA
analysis, which found that there was no significant difference in concentration on days of
on- or offshore winds (F1,31 = 3.98, p = 0.056). However, the very low p value from the
ANOVA test demonstrates that there was almost a significant difference in concentration
between on- and offshore days. The day of lowest concentration (~ 0.3 log (x + 1)
cyprids) occurred on the first day of the season when onshore wind action was substantial
(wind scale = ~ 9). If this day is excluded on the premise there were very few cyprids in
the water to be influenced by the wind, then a positive linear relationship between the
wind scale and concentration is found (F1,29 = 7.06, R2 = 0.20, p = 0.01).
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Figure 2.9. The influence of the wind (as transformed by the wind scale – see section 2.2.2.1) on intertidal
cyprid concentration (back-transformed log x + 1) at SA in 2006.
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2.4. Discussion
2.4.1. Spatial and Temporal Heterogeneity of Intertidal Larval Concentration
2.4.1.1. Clachan Seil
There were no apparent patterns of nauplii abundance over tidal cycles at Clachan
Seil. Nauplii concentration was also independent of channel flow rate. The efficiency of
the pump in capturing nauplii could possibly have varied under differing flow rates.
However, with a pump output of 5.5 L.s-1, this would be highly unlikely. Explaining the
source of the variation in nauplii numbers is difficult, and it would seem likely that such
variation is generated by forces occurring outside the channel.
Newly hatched nauplii are strongly phototactic (Stubbings, 1975). After their first
moult, individuals may become negatively phototactic when exposed to strong light or
when well fed (Singarajah et al., 1967). Nevertheless, nauplii generally remain
phototactic and linger near the surface where there is more chance of encountering an
algal food source. Such zonation in the water column may be a potential source of
variation because the pump would have been submerged under varying depths of water.
However, nauplii concentration on different days both increased and decreased as the
pump became more submerged.
Because nauplii were not identified by species or age, differences in these factors
may have influenced temporal concentration patterns. However, very few behavioural
differences have been observed for S. balanoides nauplii of differing ages (Stubbings,
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1975), so this would seem unlikely. Nevertheless, there is surprisingly little information
available about nauplii behaviour of differing age groups and species when one considers
how well studied the older cyprids are. Such a bias in our understanding is probably a
result of the solely planktonic existence of nauplius larvae.
Temporal variation of nauplii in Clachan Seil would, therefore, appear to be
controlled by events occurring outside of the channel. The west coast of Scotland with its
many islands and indented coast is subjected to complex marine currents. There is a
persistent flow of water from the Irish Sea, via the east side of the North Channel,
northwards along the west coast of Scotland. Irish Sea water is transported northward
along this coast in the shallow (depth < 100 m) inner shelf region (Davies & Xing, 2003).
Nauplii would probably have been transported north on this current, and any number of
planktonic events such as predation or local hydrodynamics could have resulted in the
temporal patterns seen within Clachan Seil.
2.4.1.2. St Andrews Pier (SP) 2004
Cyprid abundance at SP demonstrated both temporal and spatial heterogeneity
over the tidal period. Cyprids became more abundant with decreasing depth from 3 m to
1 m. Whilst no data were available for surface waters of less than 1 m depth, the results
do suggest that cyprids display neustonic behaviour.
However, studies of planktonic cyprid zonation demonstrate a confusing array of
patterns. Miron et al. (1995, 1999) and Bertness et al. (1996) found that S. balanoides
cyprids were suprabenthic, with highest concentrations between 3 and 4 m depth.
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Minchinton & Scheibling (1991) reported a vertically uniform distribution of S.
balanoides cyprids. However, plankton samples were collected over a period of hours,
thus failing to account for any temporal variations. Balanus amphitrite, Chthamalus
montagui and C. stellatus cyprids were also found to be uniformly distributed in the
water (Olivier et al., 2000; Jenkins, 2005). Conversely, Grosberg (1982) found that
whilst B. glandula cyprids were strongly neustonic, B. crenatus cyprids were almost
universally suprabenthic.
Such differences in zonation may be generated by the presence or absence of
wave action. Minchinton & Scheibling (1991) ascribe their lack of cyprid stratification to
strong vertical mixing caused by high wave action. Unfortunately, few studies have
reported the wave conditions under which samples were collected. Other movements of
water may also be responsible for the vertical zonation of cyprids. Chthamalus spp.
cyprids are most commonly found at 4 m depth at La Jolla, southern California (Pineda,
1999). This appears to be caused by internal tidal bore warm fronts that cause
downwelling events when warm and cold water masses interact.
Assuming that local hydrodynamic influences are not too strong, cyprids may be
able to control their own depth. S. balanoides cyprids are phototactic when young and so
tend to congregate near the surface (Stubbings, 1975). However, they later become
photonegative and swim downwards presumably in search of a suitable place to settle
(Knight-Jones & Crisp, 1953, in Stubbings, 1975). The calm sea conditions during the
present sampling, coupled with the possible occurrence of a cohort of relatively young
cyprids, may be the cause of the apparent neustonic distribution observed.
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Abundance of cyprids at SP was quite constant throughout the tidal period, until 3
h after high tide when numbers increased on all three days. This increase in abundance is
probably because the pump was sampling from the cyprid-rich top 1 m of the water
column as the tide ebbed. Interestingly, cyprid concentration was not high 3 h before
high tide. The reason for this apparent asymmetry in abundance is unclear. Olivier et al.
(2000) found that B. amphitrite cyprids were more abundant early in the morning than
during the end of the afternoon to night period. However, because all sampling at SP was
conducted during the hours of daylight, it is unlikely that light intensity influenced cyprid
concentration.
Garland & Zimmer (2002) recommended a sampling frequency of 3 h in order to
capture the dominant temporal patterns on a North Carolina shore. At SP, one or two
samples over the tidal period would also probably provide an indication of cyprid
concentration for that tide, especially because variation in abundance appeared to be
greater between tides than within tides. The spatial zonation of cyprids at SP was
probably so distinct due to the absence of any substantial wave action. Whilst St
Andrews Bay remains quite sheltered, the moderate to high wave action that it can be
subject to is likely to result in a more uniform vertical distribution of cyprids. Thus,
hourly samples over the entire tidal cycle would not be required to provide a measure of
cyprid concentration for that tide.
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2.4.2. Environmental Factors Influencing Intertidal Cyprid Concentration
2.4.2.1. St Andrews Aquarium (SA) 2005 & 2006
Increases in cyprid concentration at SA were correlated with increases in the wind
scale in 2005 but not in 2006. Cyprid concentration appeared to be independent of both
predicted tidal height and wave action.
Tapia et al. (2004) state that any neustonic material has the potential to be
transported by the wind. The possible neustonic nature of S. balanoides cyprids has
already been seen at SP, albeit on days with little wave action. Therefore, it might be
reasonable to conclude that the wind is influencing intertidal cyprid concentration by
blowing individuals either on or offshore. There is already ample evidence for such
wind-induced surface flows, both in semi-enclosed bays (Gacic et al., 1987; Bertness et
al., 1996) and on open coastlines (e.g. Hawkins & Hartnoll, 1982; Alexander &
Roughgarden, 1996; McQuaid & Phillips, 2000; Tapia et al., 2004).
Whilst much of this evidence derives from counts of settled cyprids, Bertness et
al. (1996) found a strong correlation between wind and S. balanoides cyprid
concentration within the semi-enclosed Mt Hope Bay, north-eastern USA. Of the eight
days sampled, concentration was always highest on shores on the side of the bay opposite
to the direction of origin of the prevailing wind, i.e. northerly winds resulted in higher
concentrations on southern shores of the bay. The authors do, however, state that such a
distinct relationship may be a consequence of the shallow nature of their study site (30 m
maximum depth).
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On shores adjacent to deeper water, larger oceanographic transport mechanisms
may exist. These can include the presence of fronts, internal bores and open ocean
circulation patterns (Cowen et al. 1993; Pineda, 1999). Such processes may override the
influence the wind has on concentration. Nevertheless, the North Sea, particularly
around St Andrews Bay, is shallow with water depth not exceeding 50 m until
approximately 35 km offshore (Lee & Ramster, 1981). Such a shallow expanse of water
may allow wind to play a dominant role in influencing intertidal cyprid concentration.
The lack of a relationship between wind and concentration in 2006, compared to
the significant relationship seen in 2005, may be a function of the differences in wind
regime observed between the two years. At SA in 2006, there were a greater proportion
of days with offshore winds (65.5%) than in 2005 (54.2%). This was reflected by a lower
seasonal average wind scale value in 2006 (-3.1) than in 2005 (-1.3). With fewer days of
onshore winds in 2006 than in 2005, there would have been fewer opportunities for winds
to generate peaks in concentration, thus confounding any potential relationship between
concentration and wind.
Concentration appeared to be independent of predicted tidal height (i.e. pump
sampling depth) in both 2005 and 2006. Although data were not available for the full
spring-neap cycle, this brief study would seem to indicate that lunar effects were
unimportant in influencing concentration. Grosberg (1982), who collected concentration
data on B. glandula and B. crenatus cyprids over full spring-neap cycles, echoed this
sentiment. Conversely, Pineda & Lopez (2002) did find that variations in cyprid
concentration were related to spring-neap fluctuations. However, variations in the
spring-neap cycle were connected to the frequency of internal tidal bores, which in turn
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controlled cyprid concentration. Thus, tidal height may influence concentration by a
complex series of events. The lack of such complex hydrodynamics at SA may explain
why cyprid abundance did not depend on how much water was above the pump.
Interestingly, cyprid concentration was not influenced by wave action.
Unfortunately wave data were only available for one season, and the planned
investigation of spatial and temporal patterns of cyprid concentration at SA in 2006 had
to be abandoned due to the presence of nesting seabirds. Thus, the following conclusions
should be treated caution.
Increased wave action would probably not result in increased delivery of cyprids
to the pump or vary the pump output rate. However, the distinct vertical zonation of
cyprids displayed at SP suggests wave action should influence concentration. On calm
days at SA, with the majority of cyprids remaining close to the surface, plankton samples
may have contained fewer cyprids because the pump was below this cyprid-rich layer.
On high wave action days, a good mixing of the water column may have resulted in an
elevated number of cyprids in the plankton samples.
The fact that a relationship between wave action and concentration was not
observed suggests one of three things. First, wave action at SA was much greater than at
SP, leading to reduced stratification of the water column and more uniformly distributed
cyprids. Despite no formal comparison of wave action between SP and SA, this seems
unlikely because the two sites both face out to sea and are 1 km apart. Second, wave
action at SA was not sufficient to redistribute larvae to the depth at which the pump was
located. Given that the pump was usually at a depth of approximately 2-3 m, this also
seems improbable. Third, and most likely, the vertical zonation of cyprids at SP was a
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function of the calm waters observed throughout the three days of sampling. Generally,
wave action may be sufficient within the St Andrews Bay area to ensure that cyprids are
distributed evenly throughout the upper 3 m of the water column. This would, therefore,
ensure that varying depths of the pump caused by spring-neap cycles would not influence
cyprid abundance.
Moran et al. (2003) did find that fish larval concentration in and around seagrass
beds increased as wave action increased. They attributed such results first to re-
suspension of larvae from the seagrass beds. In addition, increased amounts of free-
floating algal biomass during high wave conditions may increase larval concentrations,
because drifting seagrass has been linked to the transport of larvae. Such relationships
have not been documented for S. balanoides cyprids and it would appear that increased
wave action has little influence on intertidal cyprid concentration. However, winds may
play an important role in altering intertidal concentrations by moving cyprids on- and
offshore.
2.5. Conclusions
Intertidal cyprid concentration may be influenced by wind-induced surface flows,
probably because individuals demonstrate neustonic behaviour. Concentration appears to
be unaffected by spring-neap cycles and wave action. Variation in the abundance of
cyprids was evident over the tidal period, and could be assessed by intertidal pump
sampling. However, even a frequent sampling regime will fail to capture all the variation
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in cyprid abundance over a tidal cycle. If measures of concentration are to be used to
quantify the input of larvae to the substratum, then a potential source of error will exist.
Such error exists because pump sampling regimes do not integrate over the entire tidal or
daily period, unless one was to leave the pump on continuously. This is not a practical
solution, and methods to remove this source of error and accurately quantify cyprid
supply to the substratum must therefore be developed.
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Chapter 3
Larval Supply to the Substratum
3.1. Introduction
Settlement and recruitment events have long been known to play a crucial role in
the population dynamics of species exhibiting a larval phase (Grosberg & Levitan, 1992).
As acknowledged by Fraschetti et al. (2003), the traditional view of larval supply was
that its constant and limitless input played a negligible role in determining future
population size. Such popular opinion, coupled with the relative ease of studying post-
settlement events compared to planktonic processes, resulted in a poor understanding of
the important role of supply in species life cycles.
Doherty (1981), whilst working on coral reef fishes, was the first to question the
established doctrine about supply when he proposed the recruitment-limitation
hypothesis. He stated that ‘the planktonic supply of larvae, far from being endless, may
often be the limiting factor that forces future population size’. Since then, a plethora of
studies on larval supply has revealed its potential importance in shaping populations (e.g.
Connell, 1985; Eckman, 1996; Boland, 1997; Hughes et al., 2000; Connolly et al., 2001;
Heyward et al., 2002).
Larval supply describes the actual rate of delivery of larvae to the substratum, and
is fundamentally different from either larval planktonic concentration or larval settlement
(Gaines & Bertness, 1993). In benthic species, larval supply describes the transitional
phase that links larvae in the water column to individuals on the substratum. Without
quantification of this transitional phase, benthic ecologists have a constrained
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understanding of the relationship between planktonic larval concentration and benthic
larval abundance (Fraschetti et al., 2003).
Larval supply may be influenced by directional currents (Kingsford, 1990), as
well as smaller scale hydrodynamic forces such as upwelling events, internal waves, tidal
bores, currents and turbulence (Farrell et al., 1991; Mullineaux & Garland, 1993; Pineda,
1994a). Onshore winds can promote supply, particularly if larvae are neustonic (Bertness,
1996; Jonsson et al., 2004). Satumanatpan & Keough (2001) found that immersion time
(the time spent underwater) may influence supply. However, immersion time may be
important when larvae are not stratified within the water column. Lunar cycles
influencing spring-neap tides may also explain changes in supply (Jeffery & Underwood,
2000). Such relationships between lunar cycles and supply are generally more complex
than mere immersion time (Pineda, 2000). Usually, they are mediated by periodic
internal waves or other mass water movements that coincide with, or are a result of, the
lunar cycle (e.g. Pineda & Lopez, 2002).
Cyprid settlement incorporates all those factors mentioned above which influence
larval supply. Settlement, however, is also dependent on several additional variables that
encompass cyprid behaviour and mortality, and which have the potential to influence
levels of settlement before sampling is carried out (see section 4.1 for details). Measures
of settlement will underestimate supply because they will fail to account for those cyprids
that die prior to tidal emersion or actively leave the substratum after initial exploration.
Using video analysis, Hills et al. (2000) found that most exploration of a smooth acrylic
substratum by S. balanoides cyprids did not result in settlement. The substratum
available for settlement was applied with barnacle settlement factor to promote
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exploration and settlement. However, such an obviously high number of rejections by
cyprids of the substratum may be an artefact of the unattractiveness of the smooth acrylic.
Nevertheless, there is a real need to identify a suitable method of quantifying the actual
delivery of larvae to the substratum that will not be influenced by larval behaviour.
Commonly, supply is viewed as the concentration of competent larvae in the
water column (Roughgarden et al., 1988). Supply has thus been quantified using water
pump or plankton net samples usually collected in nearshore waters (Noda et al., 1998) or
in the intertidal (Minchinton & Scheibling, 1991). Whilst measures of nearshore and
intertidal larval concentration provide valuable information, they do not describe the
actual flux of larvae to a surface (Eckman & Duggins, 1998). Whilst the above
mentioned factors governing supply also influence concentration, concentration alone
fails to account for additional influences such as wave action and small scale flows
present at the substratum.
Such problems arising over the appropriate definition of supply have resulted in
some confusion when assessing the importance of supply to settlement success and,
ultimately, recruitment of individuals into benthic populations. Both Olivier et al. (2000)
and Miron et al. (1995) found poor correlations between larval supply and settlement.
However, their measures of supply were planktonic concentrations recorded several
metres away from the settlement substratum. Pineda et al. (2002) also found poor
correlations between planktonic concentration and settlement, but do not explicitly relate
concentration to supply.
Conversely, Minchinton & Scheibling (1991), Satumanatpan & Keough (2001)
and Jonsson et al. (2004) all found strong correlations between supply and settlement
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when intertidal pump sampling was conducted adjacent to settlement substratum. Such
strong correlations may have also benefited from a lack of substantial wave action, which
would therefore have had a negligible impact on cyprid settlement (see section 5.4.1). As
much as 75% of the variation in settlement was explained by supply, but in all three
studies, supply was still measured as planktonic concentration. Explaining different
conclusions from separate studies about the importance of larval supply is confounded by
the variety of definitions and methods of measuring supply that exist.
The use of intermittent pump or net sampling to assess larval supply is not ideal
for several additional reasons. As has already been demonstrated (see section 2.3.1.2),
cyprid concentration in the intertidal zone fluctuates over a tidal cycle. Intermittent
sampling by a pump or plankton net may fail to account for such temporal variation
leading to under- or overestimation of larval supply. Second, studies that have utilised
water pumps or plankton nets are commonly limited to open waters, or a suitable pier or
sea wall. Deployment and operation of pumps and nets often is not practical on exposed
rocky shores, and a generic method of measuring larval supply to any shore location
would be desirable.
Silicone-greased panels that irrevocably trap cyprids have been used to assess
supply to the shore (Berntsson et al., 2004). However, on shores that receive high supply
such panels may saturate. Previously-trapped cyprids may then physically prevent any
new cyprids coming into contact with the silicone grease and so being trapped. This will
ultimately lead to an underestimation of supply. In recent years the increasingly popular
alternative method of passive larval traps has been employed to measure supply.
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3.1.1. Passive Larval Traps
Passive larval traps rely on the advection and subsequent retention of larvae that
may later be counted to provide a measure of supply to the shore. From deployment to
retrieval, an ideal trap will continually and reliably catch larvae over the full range of
larval concentrations, thereby providing an exact measure of supply that integrates the
spatial and temporal variability in the abundance of planktonic larvae. This is obviously
preferential to intermittent sampling procedures using water pumps and plankton nets.
Early designs were based upon modified sediment traps (Yund et al., 1991), or
light and emergence traps used primarily to sample larval fishes (Doherty, 1987).
Unfortunately these designs were often only used in subtidal areas and wave-protected
environments such as bays, inlets and coral reefs (Hannan, 1984). Trap capture rates
were also very low compared to adjacent levels of settlement, indicating a potential
inefficiency of the trap designs.
A new generation of robust traps was soon developed for deployment in the
intertidal of rocky shores. These traps mostly utilised plankton mesh and varied in size
from large cylindrical drums (figure 3.1; Moksnes & Wennhage, 2001) to filter-cup traps
(Castilla & Varas, 1998; Jeffery & Underwood, 2000; Castilla et al., 2001; Yan et al.,
2004). These traps exhibited much improved capture rates for a variety of planktonic
taxa when compared to adjacent plankton net trawls (Yan et al., 2004). Traps were
usually bolted to the hard substratum and commonly utilised a plankton mesh soaked in
formaldehyde to catch larvae. Designs ensured unidirectional flow through the trap,
preventing the loss of previously-trapped larvae.
66
However, designs such as those in figure 3.1 have a fixed orientation and so may
struggle to cope with the multidirectional currents present on rocky shores. In particular,
if the trap inlet faces down the shore, the trap may be less efficient at catching larvae
during the ebb tide. The filter-cup traps do not suffer from such a drawback because the
trap inlet is located on top of the trap and is equally exposed to any direction of current.
Figure 3.1. Intertidal plankton trap with cut-away showing PVC pipe and rubber flapper valve.
Components include (A) removable plastic lid with nitex mesh netting, (B) opposing 5.0-g magnets, (C)
brass spring clips and (D) stainless steel eye-bolts set in intertidal substratum (taken from Setran, 1992).
Such filter traps have not provided a universal solution to assessing larval supply.
Jeffery & Underwood (2000) could only deploy their traps in crevices due to their bulky
design. Setran (1992) expressed doubts as to whether his trap would survive in heavy
wave crash. Ideally, traps should be robust and small enough to be deployed anywhere
and in any wave conditions without capture efficiency being compromised. Trap design
may also have to be specific to the species or group under consideration. For example,
Valles et al. (2006) used traps containing coral reef rubble to assess coral reef fish larval
recruitment.
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The reliance of many traps on formaldehyde-impregnated mesh may also provide
health concerns for traps deployed in locations easily accessible to the public. Castilla et
al. (2001) also reported that after several days the mesh clogged with a resultant decrease
in filtering ability. Traps which rely on plankton mesh may be unsuitable in waters with
much suspended material, such as sites RW and TM used in this study, or with an
abundance of suspended algal fragments, such as site SB. Trapped larvae or even adult
barnacle moults also have the potential to clog the mesh, resulting in biased comparisons
between high and low larval density sites.
To avoid the use of plankton mesh as a method of catching larvae, Todd (2003)
used a modified sediment trap design that was able to obtain representative samples of S.
balanoides cyprids for comparison with settlement levels at adjacent sites (figure 3.2).
The trap utilised a urea killing solution to avoid the use of formaldehyde, thus allowing
deployment whilst minimising public health concerns. Internal baffles helped stabilise
the internal volume and retain cyprids whilst reducing urea washout. Trap manufacture
was cheap and easy and its size allowed easy deployment on most vertical surfaces. Trap
servicing could be easily accomplished in situ and trap capture efficiency was found to be
similar for both tidal and daily deployment.
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Figure 3.2.Diagram (not to scale) of intertidal larval trap. Traps were manufactured from small plastic
specimen tubes. Traps were emptied and refilled in situ by means of the bottom screw cap (taken from
Todd, 2003).
From this original trap employed by Todd (2003), significant design
improvements were made by Todd et al. (2006) and Phelan (2006). Developments were
primarily concerned with reducing potential cyprid capture inefficiencies, improving urea
retention and increasing durability. Figure 3.3 shows these significant stages of
development. The addition of a more complex baffle system and conical aperture were
found to improve urea retention and cyprid capture. The epoxy resin sleeve provided a
robust leak-proof coat for the trap. These new features resulted in a durable and reliable
trap that captured cyprids in biologically realistic numbers, and that could be deployed in
conditions of heavy wave crash.
69
2.8 cm
10 mm cone
baffles
6 mm cone
baffle
Screw cap
PVC
sleeves
29 cm
quarter
cone
spiral
baffles
cast resin
sleeve with
ring slots
for cable
ties to strip
acrylic
mounting
strip
Figure 3.3. Diagrams (not to scale) of the significant improvements to Todd’s (2003) original (left) larval
trap. The spiral (centre) design features an improved baffle system, whilst the coned (right) trap has an
epoxy resin sleeve (taken from Todd et al., 2006).
This chapter focuses on the assessment of differing conical tops (i.e. differing
aperture openings) for traps that already featured an improved internal baffle system and
epoxy resin sleeve (figure 3.3, right design). 1 cm2 and 2 cm2 aperture sizes were chosen
for investigation, because sizes bigger than this were considered to be too close to the
original non-coned trap design. Once a standard design of coned trap had been decided
upon, focus then shifted to simpler trap designs that may work as well as the potentially
over-engineered resin traps. The aim was to develop a cheap and easily manufactured
trap that captured cyprids efficiently.
In addition to this trap development work, the factors potentially influencing trap
capture were also investigated. These factors included urea washout, as well as the
70
environmental factors of tidal amplitude, wind and wave action, and intertidal cyprid
concentration.
3.2. Methods
3.2.1. Larval Trap Manufacture
Three differing designs of larval trap were used during three consecutive
settlement seasons. These were resin traps, falcon traps and baffled falcon traps
(photograph 3.1).
Photograph 3.1. Photograph of the resin (left), falcon (centre) and baffled falcon (right) traps. Traps are
mounted on mounting plate with cable ties.
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3.2.1.1. Resin Traps
Resin traps (figure 3.3, right design) were manufactured following established
protocols outlined by Todd et al. (2006). Trap components comprised of skirted and
skirt-less polypropylene specimen tubes (Greiner Cellstar, 210270), henceforth known as
falcon tubes. The conical opening at the top of the trap was manufactured from the end
of a skirt-less falcon tube, with the end sanded down to produce the requisite aperture
size. Aperture areas included 2, 1 and 0.25 cm2, and hereafter resin traps will be referred
to by their aperture areas, e.g. resin 1 cm2 traps.
Traps were mounted on individual black acrylic mounting plates, measuring 5 ×
20 × 0.6 cm. Larger clear acrylic backboards were manufactured to accommodate these
mounting plates. Individual slots on the backboards were manufactured using horizontal
and vertical strips of acrylic, and positioned so that trap openings were 10 cm apart. A
removable top acrylic strip held traps in place whilst allowing daily re-randomisations of
trap positions.
The acrylic backboards were permanently cable-tied to 6 mm nylon rope lattices
that were tied to rocks on the shoreline. All backboards were placed at approximately the
height of the highest neap low tide to ensure daily access.
3.2.1.2. Falcon Traps
A further trap developmental stage involved the use of single skirt-less falcon
tubes, identical to those used in the manufacture of the resin traps (figure 3.4, left design).
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These were simply turned upside down and the conical ends sanded off to produce the
requisite size of trap. Traps were then cable-tied onto mounting plates and deployed
using identical methods to the resin traps. For clarification, these new traps were referred
to as falcon traps. Because traps with only one size of aperture (1 cm2) were used, no
size distinction is necessary.
3.2.1.3. Baffled Falcon Traps
A final design of trap utilised the simplicity of the falcon traps, but with the
addition of one cone baffle located 15 mm below the bottom of the coned top of the trap
(figure 3.4, right design). The baffle was constructed from the bottom 17 mm of a skirted
falcon tube, with a 10 mm hole melted through the point of the conical bottom. Air bleed
holes were also melted through the highest part of the baffle (see section 3.2.1.4). Trap
segments were sellotaped together and then placed inside a protective sleeve so that the
entire coned top of the trap was visible. This sleeve was a 67 mm section of 40 mm
(external diameter) plastic waste pipe. The gap at the bottom between the sleeve and trap
was filled with plasticene. Epoxy resin of the kind used for the resin traps (Todd et al.,
2006) was then poured in to fill the remaining space between the sleeve and trap.
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Figure 3.4. Diagrams (not to scale) of falcon (left) and baffled falcon (right) trap designs. Individual trap
segments are indicated by ----- in the baffled falcon trap design. The plasticene has been removed
following the hardening of the resin.
This design resulted in a permanent watertight bond between the sleeve and trap,
with the trap encapsulated in a rigid plastic pipe shell. The plastic pipe was sanded to
produce a flat edge on one side. This allowed the trap to sit flush against a plastic
mounting plate. On the opposite side to the flat edge, two grooves were cut in the pipe to
accommodate cable ties that held the trap to the mounting plate. Traps were then
deployed using established protocols. For clarification, this final design of trap was
referred to as a baffled falcon trap. Again, because traps with only one size of aperture (1
cm2) were used (for reasons outlined in section 3.4.2), no size distinction is necessary.
screw cap
plastic pipe
resin
12.5 cm10.8 cm
2.8 cm
1 cm cone baffle-----------
-----------
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3.2.1.4. Servicing of Traps
All traps were filled with a solution of 4 M urea in seawater to act as a larval
killing solution. Bromophenol blue dye was also added to determine urea washout via
spectrophotometry (Schimadzu UV-1601). Traps were randomly allocated slots on a
daily basis to account for possible positional effects (Todd, 2003). All emptying and
refilling of traps occurred in situ at low tide. Traps containing baffles were filled using a
funnel connected to a plastic tube, which was first pushed to the bottom of the trap. This
was to eliminate the possibility of airlocks during refilling of the traps. This was further
aided by small air bleed holes melted into the conical baffles during the manufacturing
stage. Traps were emptied using the screw cap at the bottom. Trap samples were then
brought back to the laboratory for cyprid enumeration with the aid of a Leica binocular
microscope.
3.2.2. Assessing Larval Trap Designs
During three consecutive settlement seasons a variety of trap designs were
compared, with results from one year influencing trap design development in subsequent
years. Table 3.1 gives a brief summary of the comparisons made each year and provides
a reference to the relevant methods section.
75
Table 3.1. Summary of the trap comparisons undertaken from 2004 to 2006. Duration
refers to the length of the deployment of the traps. Section refers to the relevant methods
section. Each trap type was deployed in triplicate, except the resin 1 cm2 traps at SB in
2005 (see section 3.2.2.2).
Year Site Duration Comparison Section
2004 SB/BH daily resin 1 and 2 cm2 3.2.2.1
2005 SB daily resin 1 and 0.25 cm2, falcons 3.2.2.2
2006 BH daily resin 1 cm2, falcons, baffled falcons 3.2.2.3
2006 SA tidal resin 1 cm2, falcons, baffled falcons 3.2.2.3
2006 SA ---- daily vs tidal resin 1 cm2 3.2.2.4
3.2.2.1. Resin 1 cm2 versus 2 cm2 Traps, St Andrews Bay (SB) and Boarhills (BH)
2004
In 2004, a daily trap comparison of resin 1 cm2 and 2 cm2 traps was conducted
throughout the 62 day-long settlement season. The first day of deployment was 31st
March. Tidal servicing of traps throughout an entire settlement season was deemed to be
impractical, and traps of a similar design had already been proven to be effective over
two tides (Todd, 2003). One array of traps was deployed and serviced at each of six sites
(TM, SB, BH, CF, FN and CP), with TM, CF, FN and CP being serviced by colleagues.
Each array consisted of triplicate 1 cm2 and 2 cm2 traps randomised daily over six slots.
Traps were serviced by the reported protocols above. Triplicate settlement panels and
tiles were also deployed (see section 4.2.1.1) because these arrays also comprised the
2004 mesoscale study (see section 5.2).
Approximately every two weeks during the settlement season, traps were left out
for three tides instead of two. This allowed servicing of the traps to revert back to the
morning low tide so that fieldwork could be undertaken during daylight hours.
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3.2.2.2. Resin 1 cm2 versus 0.25 cm2 and Falcon Traps, St Andrews Bay (SB) 2005
Based on results from 2004, daily trap capture for resin 1 cm2 traps was compared
to resin 0.25 cm2 and falcon traps in 2005. 0.5 cm2 resin traps were investigated by Todd
et al. (2006) and Phelan (2006). A ten trap array with triplicate settlement tiles was
deployed at SB. This array comprised block 2 at SB of the 2005 mesoscale study (see
section 5.2). The array consisted of four resin 1 cm2 traps, which were utilised in the
mesoscale study. Triplicate resin 0.25 cm2 and falcon traps were also present, and
represented possible improvements to the standard design of resin 1 cm2 traps.
The resin 1 cm2 traps were deployed daily throughout the settlement season to
provide daily larval supply data for the 2005 mesoscale study. The first day of
deployment was 3rd April. The resin 0.25 cm2 and falcon traps were run intermittently
for 34 out of the 50 day settlement season. Cyprid capture data were not available for
falcon traps on day 34. Traps were randomised daily over the ten slots. Data from one of
the resin 1 cm2 traps were randomly excluded for each day, ensuring a balanced
experimental design for comparison with the resin 0.25 cm2 and falcon traps, i.e. for each
day, triplicate resin 1 cm2 traps were compared with triplicate resin 0.25 cm2 traps and
triplicate falcon traps.
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3.2.2.3. Resin 1 cm2 versus Falcon and Baffled Falcon Traps, Boarhills (BH) and St
Andrews Aquarium (SA) 2006
Based on results from 2005, trap capture for resin 1 cm2 traps was compared to
falcon and baffled falcon traps in 2006. All traps had a 1 cm2 aperture. At BH, two nine-
trap arrays were deployed, each consisting of triplicate resin 1 cm2, falcon and baffled
falcon traps. Each array also had triplicate tiles to quantify cyprid settlement (see section
4.2.2). All traps were serviced daily for 21 intermittent days throughout the April-May
settlement season.
In addition, a 12 trap array was deployed at SA. Trap comparisons were
performed on a tidal and not daily basis because this array was also used to investigate
the factors influencing cyprid supply (see section 3.2.3). The array consisted of triplicate
resin 1 cm2, falcon and baffled falcon traps, and settlement tiles, all deployed tidally.
Triplicate resin 1 cm2 traps were also run on a daily basis (see section 3.2.2.4). Traps
were subject to slot randomisations, and data were collected for 31 intermittent tides
throughout the settlement season.
3.2.2.4. Tidal versus Daily Capture for Resin 1 cm2 Traps, St Andrews Aquarium
(SA) 2006
A comparison of tidal versus daily capture rate of resin 1 cm2 traps was performed
for 31 intermittent days at SA throughout the 2006 settlement season. Traps were
deployed as part of a 12 trap array, also comprising triplicate falcon and baffled falcon
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traps and triplicate settlement tiles (see section 3.2.2.3). The tidally-deployed traps were
always deployed for the first tide, with the daily traps remaining on the shore for the
second tide as well. Unfortunately, data on trap capture for just the second tide was not
available. Thus, a direct comparison of tidal versus daily deployment was not possible.
3.2.3. Factors Influencing Larval Supply
3.2.3.1. St Andrews Aquarium (SA) 2005 & 2006
At SA in 2005, an array consisting of four resin 1 cm2 traps and triplicate tiles
was deployed tidally. Traps and tiles were serviced following established methods, with
the four traps re-randomised tidally over six slots (see section 4.2.2 for tiles). Tidal
supply data were collected to enable direct comparisons to measures of cyprid
concentration, which was also quantified tidally (see section 2.2.2.1). In 2006, tidal
supply data were provided by triplicate resin 1 cm2 traps deployed tidally on a twelve trap
array (see section 3.2.2.3).
Each year the array was attached to a concrete wall adjacent to the pump deployed
at SA. Rawlplugs (RS Components; M6 eyebolt 528-227) were bolted to the wall and a
rope lattice was strung between them. The array was then cable-tied to the rope lattice.
Twenty three and 31 tides for 2005 and 2006 respectively were sampled, all falling
broadly within the hours of daylight to facilitate the pump sampling of larval
concentration.
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Cyprid supply data from the traps were then compared to possible influential
factors. In 2005 these included cyprid concentration, urea washout from the traps, tidal
amplitude and the wind. In 2006 wave action data, recorded using a pressure transducer,
were also available (see section 2.2.2.1). Urea washout was quantified by
spectrophotometry (see section 3.2.1.4). Details of how cyprid concentration, wind and
wave action were quantified can be found in section 2.2.2. Tidal amplitude was
estimated from tide tables. As before, the wind scale was utilised to quantify the effects
of the wind.
3.2.4. Data Analysis
All cyprid counts were log transformed (see section 2.2.3) prior to factorial GLM
ANOVA. Percent urea washout data were arcsine transformed (Sokal & Rohlf, 1995).
Comparisons of the volume of urea washed out per trap were also carried out for trap
types that had substantial internal volume differences, e.g. resin 1 cm2 and falcon traps.
Trap type was considered a fixed factor, whilst day and block were treated as random
factors (Todd et al., 2006). ANOVA and post hoc tests were conducted in the same
manner as before (see section 2.2.3). Those days when no cyprids were recorded in any
traps were excluded from the analysis. In addition, standardised residuals from trap
capture and urea washout analyses were subject to further ANOVA analysis to confirm
that there were no significant effects of trap slot. Thus, the assumption that tidal and
daily trap randomisations controlled for trap positional effects was assumed to be true.
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The concentration-supply relationships recorded at SA in 2005 and 2006 were
analysed using linear regression, following log (x +1) transformation of all cyprid counts.
GLM ANCOVA was then used to test for homogeneity of regression slopes for the two
relationships. Standardised residuals from the two relationships were subject to multiple
regression analysis (see section 2.2.3) to determine the possible influences of other
environmental factors. An alternative method of analysis may have involved placing all
of the possible influential factors (concentration plus the other factors) into the original
regression model, and using part (semi-partial) correlations to determine the influences of
each factor whilst controlling for the effects of the other factors. Nevertheless,
conclusions made using either analysis did not differ. Independence of errors was found,
suggesting that temporal autocorrelation was not a feature of the data (see section 2.2.3).
Day numbers were assigned to every day for all three settlement seasons sampled.
Day 1 was always allocated to the 15 March, thus day number is comparable between
years.
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3.3. Results
3.3.1. Assessing Larval Trap Designs
3.3.1.1. Resin 1cm2 versus 2 cm2 Traps, St Andrews Bay (SB) and Boarhills (BH)
2004
During the 2004 settlement season, resin 1 cm2 and 2 cm2 traps were compared
for cyprid capture and urea washout at SB and BH. Resin 2 cm2 traps caught
significantly more cyprids than resin 1 cm2 traps at both BH (F1,152 = 4.58, p = 0.04) and
SB (F1,180 = 6.24, p = 0.02). Cyprid capture was also higher at SB than at BH. At SB,
high supply was observed between days 43 to 49, and again on day 59 (figure 3.5). Peak
trap capture was ~ 40 cyprids.trap-1 on day 44. An obvious day effect (F44,180 = 18.09, p
< 0.001), as well as a significant interaction between trap type and day (F44,180 = 3.30, p <
0.001) were also found.
BH exhibited much lower levels of cyprid capture than SB, never exceeding 10
cyprids.trap-1.day-1 (figure 3.6). Highest supply at BH was observed between days 44 to
54, with peak cyprid capture on day 45. Again, both a significant day effect (F37,152 =
8.57, p < 0.001) and interaction (F37,152 = 2.23, p < 0.001) were observed. The significant
interactions found at SB and BH are probably the result of an amplitudinal effect caused
by differences in relative trap performances between the resin 1 cm2 and 2 cm2 traps on
differing days.
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Figure 3.5. Daily mean cyprid capture (back-transformed (x + 0.5)1/2 + 1 SE) for resin 1 cm2 and 2 cm2
traps at SB throughout the 2004 settlement season. Day 19 is 2 April.
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Figure 3.6. Daily mean cyprid capture (back-transformed (x + 0.5)1/2 + 1 SE) for resin 1 cm2 and 2 cm2
traps at BH throughout the 2004 settlement season. Day 19 is 2 April.
Despite these findings, when cyprid capture for resin 1 cm2 and 2 cm2 traps was
compared for all six sites (TM, SB, BH, CF, FN and CP), no significant difference in
capture rates was found (p = 0.11, Todd et al., 2006).
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Resin 1 cm2 traps retained significantly more urea than resin 2 cm2 traps at both
BH (F1,327 = 70.08, p < 0.001) and SB (F1,320 = 274.11, p < 0.001). At SB, resin 1 cm2
traps experienced an average urea washout of 16.1 (± 4.2 (SE)) %.trap-1.day-1 whilst resin
2 cm2 traps lost 24.3 (± 5.1) %.trap-1.day-1. Conversely, at BH the average urea washout
was 20.1 (± 4.8) %.trap-1.day-1 for resin 1 cm2 traps and 26.8 (± 5.9) %.trap-1.day-1 for the
resin 2 cm2 traps.
3.3.1.2. Resin 1 cm2 versus 0.25 cm2 and Falcon Traps, St Andrews Bay (SB) 2005
Based on findings from 2004 (see section 3.3.1.1), resin 1 cm2 traps instead of
resin 2 cm2 traps were adopted as the standard design of trap. Experiments at SB in 2005
then focused on the effect of a yet smaller aperture for the trap. Thus, a comparison of
resin 0.25 cm2 and 1 cm2 traps was performed (0.5 cm2 resin traps were investigated by
Phelan (2006) and Todd et al., (2006), see section 3.4.2.2). Falcon traps, with a 1 cm2
aperture, were also compared to resin 1 cm2 traps. This was to ascertain if a simpler trap
design could work as well as the more complex resin traps.
Comparable numbers of cyprids were caught at SB in 2005 than in 2004. Highest
supply was seen on day 32 where resin 1 cm2 traps caught ~ 23 cyprids.trap-1.day-1. This
was less than that seen on the peak supply day in 2004. Although traps were not run for
every day during the settlement season, peaks of supply are noticeable around days 32, 45
and 48 (figure 3.7).
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Figure 3.7. Daily mean cyprid capture (back-transformed (x + 0.5)1/2 + 1 SE) for resin 1 cm2 and 0.25 cm2,
and falcon traps for intermittent days at SB during the 2005 settlement season. Day 25 is 8 April. Gaps in
sampling between days are shown by longer marks on the x axis. Cyprid capture data were not available
for falcon traps on day 34.
There were significant differences in cyprid capture between the three trap types
and between days (table 3.2). A significant trap type × day interaction was also found,
possibly due to some cross-over in terms of trap capture. Resin 1 cm2 and falcon traps
did not differ significantly in terms of cyprid capture (p = 0.45), whilst the resin 0.25 cm2
traps caught significantly less (p < 0.001). On average, the resin 0.25 cm2 traps caught 3.1
(± 0.9) cyprids.trap-1.day-1, whilst the resin 1 cm2 and falcon traps caught 5.7 (± 1.0) and
5.3 (± 1.1) cyprids.trap-1.day-1 respectively.
Table 3.2. Two factor ANOVA for cyprid capture ((x + 0.5)1/2) for resin 1 cm2 and 0.25
cm2, and falcon traps at SB in 2005
Source df SS MS F p
Trap type 2 69.77 34.88 8.13 < 0.001
Day 32 1742.41 54.45 34.25 < 0.001
Trap type × Day 63 270.1 4.29 2.70 < 0.001
Error 196 311.17 1.59
Total 293 2393.45
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Due to substantial differences in internal volumes between the resin and falcon
traps, the volume of urea washout rather the % washout was compared for the three trap
types. There were significant differences in washout between the three trap types (F2,204
= 91.21, p < 0.001). The resin 0.25 cm2 traps exhibited the least levels of urea washout
(p < 0.001), with average washout of 26.1 (± 0.3) ml.trap-1.day-1. The resin 1 cm2 traps
lost an average of 36.2 (± 0.3) ml.trap-1.day-1. Finally, the falcon traps lost significantly
more urea than the resin 1 cm2 traps (p = 0.02), losing an average of 37.5 (± 0.4) ml.trap-
1.day-1.
The absence of any baffles in the falcon traps appears to have resulted in higher
levels of urea washout than the resin traps. However, this extra urea loss does not seem
to compromise trap capture efficiency because the resin 1 cm2 and falcon traps exhibited
similar levels of captured cyprids. Indeed, there appeared to be no relationship between
increasing urea washout from the falcon traps and decreasing cyprid capture (F1,33 = 1.46,
r2 = 0.05, p = 0.28).
3.3.1.3. Resin 1 cm2 versus Falcon and Baffled Falcon Traps, Boarhills (BH) and St
Andrews Aquarium (SA) 2006
Because trap apertures smaller than 1 cm2 did not appear to result in more cyprids
being captured, resin 1 cm2 traps were adopted as the standard design to quantify cyprid
supply. Trap development in 2006 then focused on reducing the potentially over-
engineered resin trap design. Work in 2005 had suggested falcon traps may provide
similar capture rates to the resin 1 cm2 traps, albeit with higher levels of urea washout.
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Thus, falcon and the newly developed baffled falcon traps were compared to resin 1 cm2
traps at BH and SA.
At BH, duplicate arrays containing triplicate resin 1 cm2, falcon and baffled
falcon traps were deployed intermittently throughout the settlement season. Trap capture
was much higher in 2006 than it had been in 2004, with the some traps having almost 10
× more cyprids (~ 90 cyprids.trap-1.day-1) than traps in 2004 (figures 3.8-3.9). Peak
supply was also later in 2006 (around days 56-58), rather than days 44-54 in 2004.
Resin 1 cm2, falcon and baffled falcon traps - Block 1 BH (2006)
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Figure 3.8. Daily mean cyprid capture (back-transformed log (x + 1) + 1 SE) for resin 1 cm2, falcon and
baffled falcon (b falcon) traps for intermittent days at BH block 1 during the 2006 settlement season. Day
24 is 7 April. The days on the x axis are not consecutive.
There were no significant differences in cyprid capture between the three trap
types (table 3.3). Average daily capture was 5.7 (± 2.9), 5.8 (± 2.9) and 5.3 (± 2.9)
cyprids.trap-1.day-1 for resin 1 cm2, falcon and baffled falcon traps respectively.
Significant differences in cyprid capture between the two blocks were also apparent. The
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significant block × day interaction suggests varying delivery of cyprids to the blocks.
Nevertheless, the non-significant trap type × day interaction indicates that the differing
designs of larval trap performed equally throughout the settlement season.
Resin 1 cm2, falcon and baffled falcon traps - Block 2 BH (2006)
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Figure 3.9. Daily mean cyprid capture (back-transformed log (x + 1) + 1 SE) for resin 1 cm2, falcon and
baffled falcon (b falcon) traps for intermittent days at BH block 2 during the 2006 settlement season. Day
24 is 7 April. The days on the x axis are not consecutive.
Table 3.3. Three factor ANOVA for cyprid capture (log (x + 1)) for resin 1 cm2, falcon
and baffled falcon traps for blocks 1 and 2 at BH in 2006
Source df SS MS F p
Trap type 2 0.07 0.04 1.33 0.19
Block 1 1.47 1.47 7.00 < 0.001
Day 20 120.33 6.02 28.67 < 0.001
Trap type × Block 2 0.23 0.12 5.55 < 0.01
Trap type × Day 40 0.66 0.17 0.79 0.81
Block × Day 20 1.35 0.07 3.24 < 0.001
Trap type × Block × Day 40 1.18 0.03 1.42 0.06
Error 252 5.24 0.21
Total 378 383.89
Despite there being no significant differences in capture efficiency, the three trap
types did exhibit differing volumes of urea washout (F2,378 = 10.18, p = 0.04). The falcon
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traps lost an average of 37.6 (± 0.5) ml.trap-1.day-1, which was significantly more (p =
0.01) than the resin 1 cm2 traps, which lost 34.5 (± 0.3) ml.trap-1.day-1. However, the
baffled falcon traps lost significant less urea than the resin 1 cm2 traps (p < 0.01), losing
an average of only 31.3 (± 0.4) ml.trap-1.day-1. Thus, addition of the baffle in the baffled
falcon traps appears to improve urea retention but does not compromise cyprid capture.
At SA in 2006, a single array containing triplicate resin 1 cm2, falcon and baffled
falcon traps was deployed on a tidal basis. Despite being only deployed for one tide, trap
capture was much higher than at SB or BH, with the some traps having ~ 400
cyprids.trap-1.tide-1 (figure 3.10). Peak supply was around days 56-58, which is similar to
BH for that year.
Resin 1 cm2, falcon and baffled falcon traps - SA (2006)
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Figure 3.10. Tidal mean cyprid capture (back-transformed log (x + 1) + 1 SE) for resin 1 cm2, falcon and
baffled falcon (b falcon) traps for intermittent days at SA during the 2006 settlement season. Day 26 is 9
April. Not all days on the x axis are consecutive, with gaps after days 29, 34, 37, 41, 45, 51, 59, 66 and 71.
As at BH, there were no significant differences in cyprid capture between the
three trap designs (table 3.4). Average tidal capture was 36.3 (± 3.2), 34.7 (± 2.8) and
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36.8 (± 3.7) cyprids.trap-1 for resin 1 cm2, falcon and baffled falcon traps respectively.
As before, the non-significant trap type × day interaction suggests that capture efficiency
was equal throughout the settlement season.
Table 3.4. Two factor ANOVA for cyprid capture (log (x + 1)) for resin 1 cm2, falcon
and baffled falcon traps deployed tidally, and resin 1 cm2 traps deployed daily, at SA in
2006
Source df SS MS F p
Trap type 3 2.98 0.99 49.50 < 0.001
Day 30 185.06 6.17 308.50 < 0.001
Trap type × Day 90 1.72 0.02 1.07 0.34
Error 248 4.43 0.02
Total 372 619.31
For traps deployed over one tide, significant differences in volumes of urea
washout between trap types were still apparent (F3,372 = 15.75, p < 0.001). Volumes of
urea washout were 23.7 (± 0.3), 28.4 (± 0.3) and 28.5 (± 0.4) ml.trap-1.tide-1 for baffled
falcon, resin 1 cm2, and falcon traps respectively. Whilst urea washout in the resin 1 cm2
and falcon traps did not differ significantly (p = 0.98), washout in the baffled falcon traps
was significantly less (p < 0.001).
For almost every comparison of resin 1 cm2, falcon and baffled falcon traps
performed both tidally and daily during 2005 and 2006, a similar pattern of urea washout
was observed. Namely, urea washout in falcon traps > resin 1 cm2 traps > baffled falcon
traps. Despite such a distinct pattern, cyprid capture was similar for all three trap
designs. This suggests that urea washout experienced by the traps is not important in trap
capture efficiency. Further evidence for this can be obtained by considering the
deployment of falcon traps which resulted in the three highest levels of urea washout for
each settlement season at SB (2005), blocks 1 and 2 at BH (2006) and SA (2006). Of
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these 12 tides or days, falcon traps caught on average more cyprids than the resin 1 cm2
traps on 7 out of the 12 deployments.
3.3.1.4. Tidal versus Daily Capture for Resin 1 cm2 Traps, St Andrews Aquarium
(SA) 2006
At SA in 2006, trap performance for resin 1 cm2 traps deployed for one tide was
compared to resin 1 cm2 traps that had been deployed for two tides. Unfortunately, no
data were available for just the second tide, thus inhibiting a direct comparison of tidal
versus daily deployment. Daily resin 1 cm2 traps did catch significantly more cyprids
than tidal 1 cm2 traps (p < 0.001, table 3.4, figure 3.11). Average cyprid capture was 36.3
(± 3.2) and 53.6 (± 3.3) cyprids.trap-1 for the tidal and daily resin 1 cm2 traps,
respectively. Therefore, despite being deployed for twice as much time, the daily traps
did not catch twice as many cyprids as the tidal traps. As expected, urea washout was
significantly higher in the daily traps (p < 0.001). Daily traps lost on average 21.3 (± 1.1)
%.trap-1, whilst tidal traps only lost 19.0 (± 0.9) %.trap-1.
3.3.2. Factors Influencing Larval Supply
3.3.2.1. St Andrews Aquarium (SA) 2005 & 2006
Supply, measured tidally at SA using resin 1 cm2 traps, was compared to possible
influential factors. In 2005, these factors included intertidal cyprid concentration, trap
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urea washout, tidal amplitude and the wind. In 2006, wave action data were also
available.
Tidal and daily resin 1 cm2 traps - SA (2006)
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Figure 3.11. Mean cyprid capture (back-transformed log (x + 1) + 1 SE) for resin 1 cm2 traps deployed
tidally and daily for intermittent days at SA during the 2006 settlement season. Day 26 is 9 April. The
tidal traps were always deployed on the first tide. Not all days on the x axis are consecutive, with gaps after
days 29, 34, 37, 41, 45, 51, 59, 66 and 71.
There were highly significant positive linear relationships between concentration
and supply in both 2005 (F1,22 = 271.50, r2 = 0.93, p < 0.001) and 2006 (F1,30 = 168.43, r2
= 0.85, p < 0.001) as shown by figure 3.12. Despite the substantial differences in cyprid
abundance between 2005 and 2006, the two concentration–supply relationships did not
differ significantly (ANCOVA; F2,54 = 1.69, p = 0.44), suggesting that relative pump and
trap performances did not differ between years. Despite such strong correlations, the
untransformed data do suggest that a slight asymptotic relationship may exist between
concentration and supply. Thus, increases in concentration may not result in proportion
increases in supply.
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Figure 3.12. The concentration-supply relationship at SA for 2005 and 2006. Supply was quantified using
resin 1 cm2 traps. Regression lines indicate significant relationships in 2005 (―) and 2006 (---).
Multiple regression analysis on residuals from the concentration-supply
relationships was then used to determine any further potential influences of the other
variables under consideration (table 3.5).
Table 3.5. Regression analysis on the influences of tidal amplitude, trap urea washout and
wind and wave action on residuals from the concentration-supply relationships recorded
at SA in 2005 and 2006. Wave action data were only available for 2006
df SS MS R2 F p
2005
Regression 3 0.37 0.12 0.02 0.11 0.95
Residual 19 20.63 1.09
Total 22 21.00
2006
Regression 4 21.00 5.25 0.18 6.41 0.02
Residual 26 37.32 1.44
Total 30 58.32
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As expected, no influence of urea washout on trap capture was seen in either 2005
(p = 0.60) or 2006 (p = 0.69). Similarly, no influence of tidal amplitude was seen in
either 2005 (p = 0.86) or 2006 (p = 0.48). Wave action data were available in 2006,
however, this too was found to have no influence on trap capture (p = 0.74).
Some evidence of the potential influence of the wind on intertidal cyprid
concentration, especially in 2005, was seen in section 2.3.2.1. However, no effect of the
wind on trap capture was seen at SA in 2005 (p = 0.81). Interestingly though, a
significant positive correlation between the wind and residuals from the concentration-
supply relationship was found at SA in 2006 (p = 0.03; figure 3.13). This indicates that
the wind scale explains additional variation in the concentration-supply relationship. The
wind was also found to influence supply as a significant positive linear relationship was
found between the wind scale and supply (F1,29 = 6.12, r2 = 0.42, p = 0.02). Such a
finding should not be surprising, given that the wind probably influences concentration
(to some degree), which in turn determines supply.
Residuals (from concentration-supply
relationship) and
the wind, SA (2006)
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Figure 3.13. Standardised residuals from the concentration-supply relationship on each corresponding wind
scale value for SA in 2006. The regression line displays the significant correlation between the two
variables
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3.4. Discussion
3.4.1. Trap Capture of Larvae
The ideal passive larval trap should be simple, cheap, robust, easy to make and
service, and able to capture realistic numbers of larvae without its efficiency or durability
being compromised by environmental conditions (Todd, 2003). Ideally, it should also
limit sediment accumulation and resist blockages without larval capture efficiency being
compromised.
Passive larval trap designs employed here did appear to capture realistic numbers
of larvae because significant correlations were found with intertidal larval concentrations.
However, there can be no doubting their highly specific nature of only trapping cyprids.
At all sites S. balanoides cyprids were the dominant cyprids caught. However, B.
crenatus were occasionally captured at all the sites, and have been seen in large numbers
at RW and TM (Todd et al., 2006).
Compared to cyprid counts, nauplii were virtually absent from trap samples.
Conversely, larval traps utilising plankton mesh have trapped nauplii in much greater
numbers. Castilla et al. (2001) found 85 nauplii compared to 102 cyprids in traps
deployed for three days. Yan et al. (2004) trapped 7592 nauplii and only 189 cyprids
over five days. Mesh traps also appear to catch a wider variety of meroplanktonic and
holoplanktonic species. The present larval traps rarely caught other taxa, but larval and
juvenile bivalves and gastropods, and harpacticoid and amphipod crustaceans were
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occasionally recorded (Todd et al., 2006). Nevertheless, the present passive larval traps
were clearly highly selective towards barnacle cyprids.
The use of urea as a killing solution may have resulted in the degradation of
individuals lacking a hard shell or exoskeleton. However, the different ratios of caught
nauplii to cyprids between mesh traps and the present passive traps are harder to
reconcile. Nauplii have been known to demonstrate phototactic behaviour (Stubbings,
1975). Differences in swimming ability or the desire to remain neustonic between nauplii
and cyprids may explain why nauplii were absent from traps. Certainly, the present
design does require the passive advection, and subsequent retention, of larvae into the
trap. A nauplius displaying strong neustonic behaviour may well be able to escape the
turbulence within the top of the trap before coming in to contact with the urea killing
solution.
3.4.2. Assessing Larval Trap Designs
Given that the present traps rely on the passive influx of cyprids, it may appear
counterintuitive that reducing trap aperture can improve trap capture. However, the
original un-coned design (figure 3.2) probably allowed cyprids to be advected out of the
trap too easily (Todd et al., 2006). The addition of a coned top did improve capture
efficiency. At present, however, it is unclear whether the coned top actively increases the
influx of cyprids into the trap or has simply improved cyprid retention for those cyprids
caught. Nevertheless, the coned design represents a marked improvement to the original
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un-coned design for both cyprid and urea retention, and increased durability from the
resin sleeve.
The conical openings may cause a rapid deceleration of any water entering the
trap due to the increasing internal space within the trap. Moving water entering the trap
will also come into contact with relatively still water, further exacerbating this effect.
Thus, any passive or semi-passive particles, which may include cyprids (Swearer et al.,
2002), are likely to decelerate and sink. This may increase the chance of cyprids coming
into contact with the urea solution, and so increase cyprid retention. In addition, cyprids
may find it harder to escape from within the coned traps, compared to the un-coned
design. Video evidence of traps actually capturing cyprids is, nevertheless, required to
substantiate these suggestions.
3.4.2.1. Resin 1 cm2 versus 2 cm2 traps, St Andrews Bay (SB) and Boarhills (BH)
2004
Smaller trap apertures may exaggerate the above-mentioned effect, potentially
resulting in higher rates of cyprid capture. Smaller apertures will also have the additional
benefit of losing less urea. However, reducing aperture size will eventually decrease the
chance of cyprids being initially advected into the traps. The optimum aperture size
would balance these opposing factors to maximise trap counts.
At both SB and BH, resin 2 cm2 traps caught significantly more cyprids than resin
1 cm2 traps, but lost more urea. However, when all six sites were considered together
(TM, SB, BH, CF, FN and CP), there was no significant difference in absolute numbers
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of cyprids caught between the resin 1 cm2 and 2 cm2 traps (Todd et al., 2006). The
reason for this disparity is unclear. SB and BH are both semi-exposed rocky shores with
moderate wave action. However, the six sites used represent a broad spectrum of shores,
from an exposed headland (FN) to sheltered sand beaches with negligible wave action
(RW and TM).
Therefore, if a generic trap design for deployment at several sites is sought, then
both resin 1 cm2 and 2 cm2 traps will fulfil this role. Because the resin 1 cm2 traps had a
smaller aperture than the 2 cm2 traps, they also caught less sediment and were less prone
to blockages from shell fragments and detritus. Samples could be processed significantly
faster than the resin 2 cm2 traps, which is also an important consideration when large
numbers of replicates are employed. Consequently, resin 1 cm2 traps were considered a
superior design of trap than the 2 cm2 traps for quantifying S. balanoides cyprid supply.
3.4.2.2. Resin 1 cm2 versus 0.25 cm2 Traps, St Andrews Bay (SB) 2005
Resin 0.25 cm2 traps did catch significantly fewer cyprids than the resin 1 cm2
traps. The smaller aperture seemed to inhibit the ingression of cyprids into the trap, thus
reducing the number of larvae caught. As such, the resin 0.25 cm2 traps can be
considered an inferior design to the resin 1 cm2 traps. An intermediate aperture size of
0.5 cm2 was considered by Phelan (2006) and Todd et al. (2006), who found no
significant difference in cyprid capture between resin 0.5 cm2 and 1 cm2 traps. However,
concerns remained that the resin 0.5 cm2 traps might be catching inadequate numbers of
cyprids on low supply days. Because supply on most days was low, a design that worked
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better under both low and high supply days was preferred. Thus, the 1 cm2 aperture size
was considered to be the preferred design for maximising cyprid capture, whilst reducing
the amount of accumulated sediment.
3.4.3. Simplified Trap Designs
Despite the optimal design of the resin 1 cm2 traps, their manufacture does
represent a substantial investment in both time and money. The average trap costs ~ £10
and takes several hours to make. Consequently, if a simpler trap design demonstrated
similar capture efficiency to the resin 1 cm2 traps, then this would represent a significant
saving of resources.
The success of the cone in improving cyprid capture and retaining urea in the
resin 1 cm2 traps could potentially have meant the complex baffle system was redundant.
This, however, was not so because the falcon traps lost significantly more urea when
deployed for two tides. When falcon and resin 1 cm2 traps were deployed for one tide,
volumes of urea washout did not differ significantly. This may be because deployment
time was not long enough for differences in washout to become apparent.
Nevertheless, the falcon traps did display similar capture efficiencies to the resin
1 cm2 traps, even on days of low supply or heavy wave action. The falcon traps cost
£0.02 each and can be made very quickly. Thus, as an alternative to resin 1 cm2 traps,
they provide a simple and cheap method of quantifying cyprid supply.
A more cautious alternative to the falcon traps is perhaps the baffled falcon traps.
By avoiding the need for a silicon mould, considerably less money and technical
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expertise are required for their manufacture than the resin 1 cm2 traps. Similarly, any
suitable glue or hardener could be used to plug the gap between trap components and
outer protective sleeve, provided adverse chemicals did not leach from the glue. Despite
their simpler appearance, they do catch similar numbers of cyprids to the resin 1 cm2
traps over a range of wave conditions.
Use of the baffled falcon traps also help to allay any lingering concerns about the
effectiveness of the plain falcon traps. First, there is the issue of sediment accumulation
in the falcon traps. Because they are much shorter than the resin traps, there may be a
greater chance that sediment may collect in sufficient quantities to influence urea
washout or even larval capture. Deployment at SA, SB and BH did not generate
measurable sediment quantities. However, this concern may be applicable to RW and
TM which have substantial quantities of suspended sand. The baffled falcon traps are
longer than the falcon traps, and so help to reduce this potential effect.
Second, the addition of the baffle to the falcon traps reduced urea loss, even when
compared to the resin 1 cm2 traps. This was probably because the conical baffle was
closer to the top of the trap than the spiral baffles in the resin traps. Urea in the baffled
falcon traps was commonly observed to washout to the level of the conical baffle, but not
further. The location of the baffle so close to the top of the baffled falcon trap also did
not appear to reduce the number of larvae being caught by the trap.
For deployment on oceanic coasts with high wave action, the baffled falcon traps
may provide an effective means of quantifying cyprid supply, especially when compared
to the falcon traps. Whilst cyprid capture for all trap designs appeared to be independent
of urea loss, this may only be the case for tidal or daily deployment. Possible deployment
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of baffled falcon traps for > 24 h, or in areas of heavy wave action, would first require
comprehensive comparative testing to ensure capture efficiency is not compromised.
3.4.4. Tidal versus Daily Capture for Resin 1 cm2 Traps, St Andrews Aquarium
(SA) 2006
Traps deployed for two tides caught more cyprids and lost more urea than traps
deployed for one tide. The fact that urea washout for daily traps was not twice that of
tidal traps supports observations made by Todd et al. (2006). They state that the first few
waves over the trap will wash urea out to a level which will remain stable unless wave
action significantly increases later in the tide or in subsequent tides. Thus, urea washout
may be independent of immersion time. As long as wave action does not substantially
increase, traps deployed for a number of days may continue to trap cyprids without any
loss of efficiency.
Interestingly, daily trap capture was not quite twice that of the tidal traps,
indicating that traps caught fewer cyprids at night. Differences in urea washout between
tidal and daily traps would probably not have caused this. Comparisons of falcon traps
with resin 1 cm2 traps have confirmed that urea washout can differ significantly but trap
capture remains the same.
The numbers of cyprids available to be caught may possibly have been fewer at
night than during the day. Possible differences in cyprid behaviour may account for this.
For example, diurnal patterns of settling cyprids have certainly been documented in the
field (Hills et al., 2000). Cruz et al. (2005) found that Chthamalus spp cyprid settlement
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was higher during the day than at night, although only on Portuguese and not Irish shores.
Nevertheless, this may indicate that cyprid abundance at the substratum is higher during
the day than at night.
Given that planktonic cyprids demonstrate phototactic behaviour (Stubbings,
1975), the majority of cyprids may be located lower in the water column at night.
However, such a result using the passive larval traps has not previously been seen (C.
Todd, per. comm.). This may potentially result in lower trap captures at night. Of
course, due to variation in plankton patchiness, there may just have been fewer cyprids
present in the intertidal during night tides. Unfortunately, a measure of cyprid supply for
just the night tide was not available. Without this, definite conclusions about trap
capture, and possible inefficiencies in cyprid capture during the second tide cannot be
made.
3.4.5. Factors Influencing Larval Supply
Cyprid supply was very much dependent on intertidal cyprid concentration. Urea
washout, tidal amplitude, and wave action did not appear to influence supply. Onshore
winds did seem to promote supply, but only in 2006. However, because concentration is
to an extent mediated by the wind, it should be expected that supply is also at least
partially wind-dependent.
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3.4.5.1. The Concentration-Supply Relationship
The strong correlation between concentration and trap counts provides good
evidence that the traps are providing a realistic measure of cyprid supply to the
substratum. To date, no other rocky shore larval trap appears to have undergone formal
comparisons with measures of intertidal concentration. Yan et al. (2004) did compare
trap samples with results from nearshore plankton net trawls taken six years earlier.
However, this was purely to compare the species diversity of the samples, rather than
relative abundances.
Increasing intertidal concentration should intuitively lead to increasing larval
supply to the substratum. As already mentioned, no past papers have made the
distinction between concentration and supply, and then formally assessed both.
Therefore, there are no documented concentration-supply relationships reported for other
shores. However, the concentration-supply relationship at SA appeared to remain the
same for both 2005 and 2006, further indicating the reliability of both pump and trap
samples.
Nevertheless, there was some evidence of an asymptotic relationship between
concentration and supply. The reasons for this are unclear because it is unlikely that the
traps will saturate with cyprids under conditions of high cyprid abundance. A possible
source of such unexplained variation may result from the measures of concentration,
which would not have accounted for all the temporal and spatial heterogeneity in cyprid
abundance over a tidal period. Such a relationship between concentration and supply
does, however, highlight subtle differences between the two measures of cyprid
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abundance. If more pump samples had been collected over each tide, the differences
between concentration and trap counts may have been reduced because the two measures
of cyprid abundance are very similar. The true benefit of using the traps is that they
integrate over the entire tide or day, and so are able to account for the temporal and
spatial variation in cyprid abundance that occurs. They can also be easily deployed and
serviced. However, as there is only one aperture opening for water to flow in and out of
the trap, it should be realised that they do not technically measure supply continuously.
As water flows out of the trap, this will prevent cyprids from being washed into the trap.
Despite this, trap capture is a good representation of supply to the substratum, especially
when compared to adjacent levels of settlement (see section 5.3).
3.4.5.2. Additional Factors Influencing Supply
As indicated by falcon and baffled falcon traps comparisons, trap capture was
independent of urea washout. The original trap design (figure 3.2) was subject to reduced
capture efficiency due to high urea washout (Todd, 2003). However, the crucial
additions of the spiral baffles and coned top seem to have eliminated this effect, and trap
efficiency appears to be independent of urea washout.
Cyprid supply was also independent of tidal amplitude at SA. Using plankton
mesh traps, Jeffery & Underwood (2000) did find that peaks of supply occurred on or
around new and full moons. However, they state that strong onshore winds, and
associated increases in wave action, were also associated with new or full moons.
Teasing apart the relative importance of spring-neap cycles and wind/wave action
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therefore becomes problematic. Satumanatpan & Keough (2001) did find that supply
(measured as concentration) to sites at varying heights on the shore was dependent on
immersion time. However, their studies were conducted in mangrove forests with a
virtual absence of wave action. With such conditions of a stable water column, finer-
scale patterns such as spring-neap cycles may often be able to express themselves.
Nevertheless, these influences could easily be masked on more exposed shores which are
subject to strong winds, tidal currents or heavy wave action (Pineda, 2000).
The influence of wind and wave action on larval supply has in the past been hard
to assess because few studies considering supply have provided independent measures of
both. There is already good evidence to suggest that onshore winds can blow larvae
onshore, thus increasing concentration and ultimately leading to increased larval supply
(see section 2.4.2). However, increased wave action may also potentially increase larval
supply by delivering more cyprids to the substratum.
Jeffery & Underwood (2000) did find that both onshore winds and increasing
wave action led to increased intertidal trap counts. Assessing supply by means of
measures of concentration, Jonsson et al. (2004) also found a significant correlation
between the wind and supply. Both studies also recorded flow rate past their equipment
with the use of clod cards. Interestingly, neither study found a relationship between flow
rate and supply. Wave action may presumably boost supply because more water will
pass over the substratum and ultimately deliver more cyprids to that substratum.
However, a lack of correlation between flow rate and supply suggests otherwise.
The definition of supply provided by Jonsson et al (2004) is debatable because
concentration was used as an operational measure. Jeffery & Underwood’s (2000)
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significant relationship between wave action and supply would suggest wave action is
important in determining supply. However, no relationship between wave action and
supply was demonstrated at SA. Jeffery & Underwood’s wave data were collected from
offshore buoys, where wave action is likely to mimic wind action much more closely
than in the intertidal (Gaylord, 1999). Thus, the documented relationship between wave
action and supply in Jeffery & Underwood’s study may be a result of wind-driven effects.
Phelan (2006) did not find a simple causal relationship whereby increasing
intertidal wave action led to increased supply. Certainly, rough seas can lead to increased
cyprid settlement (Hills et al., 1998a), although even settlement may be inhibited under
sufficiently large amounts of wave action (Abelson & Denny, 1997). However, until
further studies are conducted that utilise intertidal measures of wave action and an
appropriate method of quantifying supply, the exact nature of the relationship between
supply and wave action remains unclear.
Certainly, wind-induced movements of cyprids can influence larval supply.
Onshore winds were found to promote supply in 2006 but not in 2005, presumably by
pushing larvae onshore (see section 2.4.2.1). Interestingly, onshore winds were found to
promote concentration in 2005 but not 2006. Such differences in conclusions
demonstrate that whilst intertidal concentration measured close to the substratum is likely
to provide a good reflection of supply, the two measures may still exhibit subtle
differences.
Indeed, unaccounted variation in supply is likely to have come from two possible
sources. First, the triplicate measures of concentration taken 1 h before high tide would
have failed to capture temporal changes in cyprid abundance over the tidal cycle. This
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highlights the benefit of using continuously-sampling traps to quantify delivery of
cyprids to the substratum.
Second, this has not been a definitive study of the factors influencing supply.
Small scale hydrodynamics caused by local flows and substratum topography are also
likely to affect variation in each trap count, and hence supply (Jeffery & Underwood,
2000; Todd, 2003). Such unexplained local supply variation can be amply seen between
the two blocks at BH in 2006. Both blocks had the same tidal height and orientation, and
were located only 3 m apart, yet supply to these blocks varied significantly from day to
day.
3.5. Conclusions
A reliable and accurate method of quantifying larval supply is imperative if
benthic ecologists are to understand the process whereby larvae move from the plankton
to adult benthic communities (Fraschetti et al., 2003). The passive larval trap designs
demonstrated here are close to providing such a method. Jenkins & Hawkins (2003) state
that passive larval traps should not be used for comparisons of sheltered and exposed
sites because trap efficiency will markedly vary. However, the resin 1 cm2 traps appear
to work equally on a range of sheltered and semi-exposed shores.
Trap trials are necessary for oceanic coasts where shores are subject to much
increased wave action. Nevertheless, resin 1 cm2, falcon and baffled falcon traps all
seem to perform equally and there is no indication for these designs that urea washout
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influences trap efficiency. However, a cautious approach would conclude that the baffled
falcon traps represent the preferred trap design. They help to appease any lingering
concerns about the substantial urea washout in the falcon traps, whilst proving much
easier to make than the resin 1 cm2 traps.
Cyprid supply does overwhelmingly reflect concentration and both of these
factors may be influenced by wind-induced movement of cyprids. Whilst the two
measures of cyprid abundance are similar, the traps are able to provide an easily-obtained
and reliable measure of supply that integrates over an entire tide or day. With an
investigation of concentration and supply already undertaken, it is now possible to see
how these stages relate to the next phase of barnacle life, namely cyprid settlement.
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Chapter 4
Cyprid Settlement
4.1. Introduction
Settlement of benthic marine invertebrates is a biologically distinct phase, and
refers to the point at which an individual first takes up permanent residence on the
substratum (Connell, 1985). For S. balanoides, this occurs when cyprids irreversibly
cement themselves to a surface. Settlement is seen as a crucial stage in the barnacle life
cycle, with the ability to influence future recruitment (Jenkins, 2005). Such is the
importance of this stage that much work has focused on the methods of, and factors
influencing, cyprid habitat choice and subsequent settlement (Wright & Boxshall, 1999).
Cyprid settlement has traditionally been thought to occur in three distinct phases;
attachment, exploration and fixation (Crisp, 1955). Initial attachment is not permanent,
allowing cyprids to choose sites that may offer shelter, potential mates or good feeding
opportunities (Müller et al., 1976). During this initial attachment, cyprids will explore
the substratum at spatial scales of cm, mm and µm (Crisp, 1961; Le Tourneux & Bourget,
1988). At any point of this exploration, cyprids may release and abandon searching, and
swim off in search of a different or more attractive settlement substratum. Once
permanently fixed, and assuming mortality does not occur, metamorphosis into an adult
will then occur (Berntsson et al., 2000).
During the process of settlement, cyprids employ complex chemicals to allow
underwater adhesion. During initial attachment, the modified antennules are used for
movement. The attaching antennular segment has a circular sucking disc than secretes a
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temporary adhesive from the anntennulary glands (Müller et al., 1976). This cypris
temporary adhesive (CTA) is left on the substratum as ‘footprints’ as the cypris
investigates the surrounding area. Cyprids are discriminating in their choice of
settlement site and have the capacity to recognise specific chemicals by contact with the
antennules (Crisp & Meadows, 1963). Cyprids will preferentially settle on or near
conspecifics, with such behaviour stimulated by the settlement pheromone SIPC
(settlement-inducing protein complex).
SIPC is a glycoprotein synthesised during larval development, which accumulates
in adult barnacles (Khandeparker et al., 2002). SIPC is also found in the footprints left
behind by exploring cyprids, and can induce settlement of other cyprids even in the
absence of conspecific adults. Once a suitable settlement site has been found, cyprids
will secrete a permanent adhesive from the antennulary glands to form an irreversible
attachment to the substratum (Crisp, 1974).
This permanent adhesive is termed barnacle cement and is recognised as the most
durable and toughest connection in the living aquatic world (Khandeparker & Anil,
2007). The cement is secreted by a pair of glands located behind the compound eyes of
the cyprid. Secretions of this barnacle cement pass into intracellular canals and move
along the larger cement ducts. As the cement is secreted from the cyprid it polymerises,
changing from a fluid of low viscosity to a solid structure within a short amount of time
(Crisp, 1974). The solidified cement is composed of a laminated array of protein
matrices surrounded by calcium carbonate (calcite) (Khandeparker & Anil, 2007). The
attachment is so strong that the shell will normally break before the cement gives way.
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The complex settlement behaviour of attachment, exploration and fixation was
seen as an iterative process that cyprids would follow to conclusion. However, recent use
of in situ video photography in the Clyde Sea, UK, by Hills et al. (1998a) may suggest
otherwise. In response to preferential settlement cues and certain environmental factors,
cyprids may miss out stages of the traditionally outlined settlement behaviour. Such
rapid settlement (< 10 min) seen by Hills et al. (1998a) was thought to occur in response
to fast flowing water around the substratum. Under such conditions cyprids may be
forced to settle quickly to prevent dislodgement.
In addition to Hills et al. (1998a) findings, settlement may also be influenced by a
plethora of other physical and biological factors. First, settlement may to an extent be
considered a function of the number of cyprids in the water column adjacent to the
substratum (concentration), and the number of cyprids being delivered to that substratum
(supply) (Gaines & Roughgarden, 1985). As such, all those factors previously mentioned
that may influence concentration and supply (see sections 2.1 and 3.1) have the potential
to influence settlement.
There is also a host of other factors that may influence initial attachment and
subsequent decisions about whether to leave the substratum or settle permanently. These
include; cyprid age (Thiyagarajan et al., 2002), substratum availability, colour and
texture (Kon-ya & Miki, 1994; Pineda, 1994b; Hills et al., 1999), shore level and the
presence or absence of bacterial films (Raimondi, 1990; O’Connor & Richardson, 1996;
Thiyagarajan et al., 2006), time of day/light intensity (Hills et al., 2000), the presence,
and possibly the relatedness, of conspecifics (Hills & Thomason, 1996; Jeffery, 2002;
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Gamfeldt et al.,2005), and the chemical and physical influences of predators and algae
(Johnson & Strathmann, 1989; Nylund & Pavia, 2003).
Minchinton & Scheibling (1993) state that settlement is ‘difficult, if not
impossible, to measure directly in the field’. This is because counts of settled cyprids
may also include some, albeit small, degree of post-settlement mortality. Individuals
which died after settlement, but before the substratum has been sampled by the
experimenter, will not be included in settlement counts (McQuaid & Lawrie, 2005). Of
course, Hills et al. (1998a) have circumvented this problem by collecting real-time video
footage of settling cyprids. Thus, they are able to monitor every individual from
settlement onwards. However, this solution is currently impractical for many
experiments that demand replication across shores and sites.
Instead, measures of settlement rely on the enumeration of settled cyprids to some
suitable surface, and will by definition incorporate some degree of post-settlement, pre-
sampling mortality. Settlement counts may be conducted tidally, daily or weekly, with
increased sampling time increasing the magnitude of the post-settlement mortality
(Booth, 1991). Minchinton & Scheibling (1993) suggest that even daily sampling is too
infrequent for an accurate estimation of settlement. However, they acknowledge that
even when the inter-sampling interval was reduced from 2 days to 1.3 days, sampling
effort increased by 60-70%. And as Connell (1985) states, attached S. balanoides cyprids
often remain in place up to several days after they have died. This may help reduce the
bias introduced by post-settlement mortality.
Cyprid settlement is typically quantified by counts of settlers on natural rock or
some artificial substratum. Natural rock quadrats offer several distinct advantages in that
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they do not need to be manufactured or attached, and obviously provide a suitable and
realistic surface for settlement. However, no two rock quadrats will ever be identical.
Sufficient replication of quadrats is, therefore, required to remove any bias from
experiments involving between site comparisons.
Conversely, artificial settlement panels can be considered identical, providing that
accurate manufacturing techniques are employed (Hills et al., 1998b). Repeatable
measures of settlement will then be possible, permitting comparisons between sites. In
addition, panels are usually easily transported compared to natural rock quadrats,
negating the requirement for in situ enumeration.
Settlement panels have been made using a variety of different methods and
materials, including plastics (Carroll, 1996), resins (Hills et al., 1998b), slate (Crisp &
Meadows, 1963), terracotta (Kent et al., 2003), wood (Miron et al., 1995), glass (Roberts
et al., 1991), polystyrene (Thiyagarajan et al., 2003), concrete (Thiyagarajan et al., 2003)
and even asbestos-cement mixes (Grosberg, 1982). Whilst the relative merits of each are
debatable, there are two key features that any design should exhibit. First, panels should
be identical, given that cyprids are able to distinguish surface texture at the µm scale (Le
Tourneux & Bourget, 1988). Second, panels should have the potential to induce
comparable levels of settlement to the natural substratum. This will help to decrease the
inevitable artefacts inherent in the use of manufactured panels (Wright & Boxshall,
1999).
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4.1.1. Relationships between Concentration, Supply and Settlement
A significant positive linear relationship has been found between larval
concentration and supply (see section 3.3.2.1). Intuitively, as the concentration of
cyprids in intertidal waters increased, supply also increased. But how do these factors
relate to settlement? Concentration and supply may be greater than settlement. This may
be because not all cyprids supplied to a substratum will choose to remain there
permanently (Hills et al., 2000). Settlement is, after all, defined as those cyprids which
choose to make an irreversible attachment to the substratum (Connell, 1985). However,
as concentration and supply increase, settlement would also be expected to increase.
Under conditions of low abundance, settling cyprids are known to be attracted to
conspecifics already established on the substratum (Bayliss, 1993). However, this effect
will eventually reach a threshold level. New settlers may decide to leave the substratum
because they deem it too crowded. Such a response has been observed when conspecifics
occupy 30% of the substratum area (Chabot & Bourget, 1988). In extreme cases, all
available space on the substratum may temporally become occupied, leading to the
physical exclusion of any new settlers (Minchinton, 1997). When settlement is inhibited
from any further increases, it will remain constant despite any increases in concentration
and supply. Thus, the concentration- and supply-settlement relationships are predicted to
be asymptotic (figure 4.1).
Settlement of S. balanoides cyprids was investigated with the aim of designing a
suitable and replicable surface that would attract cyprids in quantities similar to natural
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rock. Such surfaces allowed repeatable and reliable measures of cyprid settlement, and
facilitated comparisons of settlement with cyprid intertidal concentration and supply.
concentration / supply
se
ttl
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t
Figure 4.1. The predicted concentration- and supply-settlement relationships. The dashed line marks the
asymptote of settlement, whereby settlement saturation has occurred.
4.2. Methods
This study first determined a suitable design of artificial panel that attracted
cyprids in quantities similar to natural rock. Natural rock quadrats were not used as the
primary method of quantifying supply because the shores of Fife are geologically diverse.
This would have confounded between site comparisons carried out in section 5.2. With
the proposed advent of a suitable settlement substratum, and existing proven methods of
quantifying concentration and supply, an investigation into the relationships between
these factors was then possible. Concentration, supply and settlement counts were not
115
considered numerically equal measures. However, causal relationships between the three
factors were assumed to exist.
4.2.1. Comparison of Settlement Substrata
4.2.1.1. Panels versus Tiles and Natural Rock, St Andrews Bay (SB) and Boarhills
(BH) 2004
In 2004, daily cyprid settlement was investigated at six sites (TM, SB, BH, CF,
FN and CP) along the Fife coast. Sixty-two days were sampled, commencing on 31st
March. Cyprid supply was also quantified at these sites (see section 3.2.2.1), as the
arrays comprised the 2004 mesoscale study (see section 5.2.1). TM, CF, FN and CP were
serviced by colleagues.
Prior to the commencement of the settlement season, a proposed design of
settlement panel was manufactured. Settlement panels measuring 72 × 72 × 6 mm were
made from black acrylic. A series of ten vertical and ten horizontal grooves were
machined into the panels to improve settlement to levels comparable to natural rock.
Each groove was 5 mm wide and 2 mm apart, with the horizontal grooves being 1 mm
deep and the vertical grooves being 0.5 mm deep. This design ensured a high availability
of right angle space to facilitate cyprid settlement.
Identifiable panels were randomly allocated to sites and panel slots on a daily
basis. At each site, four panels were randomised over four slots. Approximately every
two weeks, panels were deployed for three tides. This allowed deployment to revert back
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to the morning tide, thus allowing fieldwork during daylight hours. Panel orientation was
standardised throughout the study. Each panel had a 6 mm hole drilled through its centre.
This was to allow attachment to a clear acrylic mounting board, using 6 mm nylon screws
and wing-nuts. Each mounting board, with its four panels, was subsequently attached to
the in situ backboard using cable ties. The backboards also held larval traps, used to
quantify cyprid supply.
Upon retrieval of the panels, settlers were counted with the aid of Leica binocular
microscope. Panels were then scrubbed clean using hot freshwater. The panels were air-
dried, and then just prior to re-deployment, were painted with two coats of an aqueous
extract of adult S. balanoides to further promote settlement (Hills et al., 1998a). The
panels were allowed to air-dry between coats. The barnacle extract was made from 230 g
of adult S. balanoides, homogenised with 1 L of distilled water. The solution was left
overnight at 10 oC and then centrifuged at 14 300 rpm for 30 min (Beckman J2-21M/E
centrifuge). The supernatant was removed and the extract frozen until required,
whereupon it was defrosted thoroughly before being applied to the panels.
During the settlement season, it was felt that the panels were not performing
comparably with natural rock in terms of attracting settlers. Thus, a new design of
settlement tile was deployed 26 days into the 61 day season. This new design will
henceforth be referred to as tiles, as opposed to the panels already discussed. The back of
9.8 x 9.8 cm domestic ceramic wall tiles (Candy Tile Company, England: CAN32835)
provided a favourable settlement surface, consisting of numerous and irregular 1 mm
deep depressions. These depressions provided ample edges for cyprids to settle against.
117
Tile surface texture was also much coarser than the acrylic panels, further increasing their
attractiveness to cyprids (Herbert & Hawkins, 2006).
All tiles were considered identical because they were all manufactured from the
same mould. The tiles were painted black with permanent marker (Pentel N60), and
periodically repainted to maintain their black colour. Preliminary studies had confirmed
that a darker surface attracted significantly more settlers than the unpainted terracotta. A
6 mm hole was again drilled through the centre of the tile, allowing deployment with
nylon screws and wing-nuts. As with the panels, tiles were randomised daily over sites
and positional slots. Three tiles were randomised over three slots, being attached to the
mounting boards in a row beneath the acrylic panels. Tiles were counted, cleaned and
painted with barnacle extract using established protocols.
Settlement on natural rock was also quantified at SB for the duration of the
settlement season. Triplicate clearances of approximately 10 × 10 cm were made on rock
next to the in situ backboard. In the centre of each, a 5 × 5 cm square was marked with a
fine permanent marker pen, and touched up when necessary. Limpets were continually
cleared from the surrounding area to a distance of at least 1 m. Daily counts were made
of settlers, and clearances were then scrubbed clean using a brush and seawater.
4.2.2. Analysis of the Concentration- and Supply-Settlement Relationships, St
Andrews Aquarium (SA) 2005 & 2006
Based on findings from 2004, the ceramic tiles were chosen to provide a standard
measure of settlement that approximated well to levels of settlement on natural rock.
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Investigations of the tidal concentration-settlement and trap supply-settlement
relationships were then undertaken at SA in 2005 and 2006. Comparisons were
conducted tidally to allow pump sampling during daylight hours (see section 2.2.2.1).
This pump sampling provided a measure of intertidal concentration. Cyprid supply was
assessed using resin 1 cm2 traps, also deployed tidally (see section 3.2.3.1). Twenty-three
tides in 2005 and 31 tides in 2006 were sampled, all falling within the April-May peak
settlement season.
Triplicate tiles were deployed on an array containing larval traps, and adjacent to
the pump. Tiles were randomised tidally over four slots and were handled using
established protocols. The only difference from 2004 was that the four slots were aligned
in two rows of two, one immediately above the other.
4.2.3. Data Analysis
All cyprid counts were transformed prior to analysis (see section 2.2.3). The
different settlement substrata investigated at SB and BH in 2004 were analysed using
GLM repeated measures ANOVA without replication, with substratum type considered a
between-subject factor. Mauchly’s test was used to assess the assumption of sphericity.
Where the assumption was not met, a correction factor was applied to the degrees of
freedom using the Greenhouse-Geisser estimate (Field, 2002). Bonferroni post hoc
analysis was also utilised when sphericity was not achieved. Slot positional effects for
the various settlement substrata were analysed separately using one-way ANOVA.
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The relationships between cyprid counts on the various settlement substrata were
analysed using linear regression. As stated in section 4.1, the concentration-settlement
and supply-settlement relationships were assumed to be asymptotic, and were described
using the Michaelis-Menten function;
settlement = a × x
b + x
where x = concentration or supply, a = the asymptote of settlement (i.e. settlement
saturation of the substratum) and b = the slope of the curve (Causton, 1983).
Comparisons of other model fits were undertaken using the AICc (Akaike Information
Criterion) rather than the AIC. The AICc was employed because sample sizes were small
(n < 60) and the AICc converges to the AIC as n gets larger (Burnham & Anderson,
2002). Model fits for both relationships in 2006 were found to be slightly improved
when a logistic rather than a Michaelis-Menten function was used. However, the
Michaelis-Menten function was retained as the standard model because it was found to be
more applicable than the logistic function across numerous sites and years (see section
5.3). The runs tests (see below) also suggested that the 2006 relationships did not differ
from the predicted Michaelis-Menten function. Finally, conclusions reached about
settlement saturation levels between relationships and years were similar regardless of
whether the Michaelis-Menten or logistic functions were employed.
The Michaelis-Menten relationships were analysed using Graphpad Prism 4,
rather than SPSS, which was used for all other data analysis. Prism utilises the
Levenburg- Marquardt method of linear descent to optimally fit curves to data. When the
same data sets were analysed in both Prism and SPSS, the results reported were identical.
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Tile settlement counts included all cyprids that had settled on the top of the tiles, i.e. both
inside and outside of the depressions. Whilst concentration and supply data remained
untransformed, settlement data were 3√ transformed and normality of residuals was
assessed by the Shapiro-Wilk W test. Runs tests were used to determine if data differed
systematically from the predicted nonlinear relationship. When p > 0.05, this indicated
that there was no significant difference between the observed data and predicted
relationship. Different concentration- and supply-settlement relationships were compared
using methods outlined in appendix I. Differences in estimates of tile saturation from the
different relationships were assessed using t tests (see appendix II for details).
Both x and y variables were composed of averaged data, and as such, had a degree
of variability. Whilst nonlinear regression assumes that x is exactly correct, it may be
sufficient to assume that any imprecision in measuring x is small compared to the
variability of y in relation to x (Motulsky, 1999). Thus, averaged values of concentration,
supply and settlement were deemed acceptable.
4.3. Results
4.3.1. Cyprid Settlement Preferences
There were no significant differences in cyprid numbers between slot positions
for any of the arrays containing panels or tiles deployed daily at SB and BH in 2004, or
tidally at SA in 2005 and 2006 (p varied from 0.25 to 0.79). This also suggests that the
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slight difference in height between the two rows of tiles at SA was inconsequential.
However, there was a significant difference between cyprid numbers for the three natural
rock quadrats at SB in 2004 (F2,120 = 6.05, p < 0.01). Cyprids demonstrated a very strong
preference for settling against an edge on both the panels and tiles. Settlement in the
centre of the pits and on the raised flat top of the tiles was usually only observed after
saturation of all possible settlement sites along the edges of the pits.
4.3.2. Comparison of Settlement Substrata
A comparison of panels and tiles (and natural rock at SB) was conducted at BH
and SB in 2004. Comparable levels of settlement were observed at both BH (figure 4.2)
and SB (figure 4.3) throughout the settlement season. Maximum tile settlement was ~ 10
cyprids.cm-2 for both sites. Settlement on panels was lower than on tiles, with peak
settlement of ~ 2 cyprids.cm-2 at BH and ~ 5 cyprids.cm-2 at SB.
There were significant differences for both substratum type and day at BH (table
4.1). A significant interaction was also seen. During peak settlement between days 49
and 56, tiles routinely had 3 × as many cyprids as panels on them.
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Figure 4.2. Daily cyprid settlement (back-transformed (x + 0.5)1/3 + 1 SE) at BH for panels and tiles
throughout the 2004 settlement season. Day 43 is 26 April.
Table 4.1. Repeated measures ANOVA for cyprid counts (x + 0.51/3 transformed) on
panels and tiles at BH during the 2004 settlement season
Source Df SS MS F p
Substratum 1 4.58 4.58 5523.10 < 0.001
Day 3.07 8.88 2.89 209.60 < 0.001
Substratum × Day 3.07 2.46 0.80 58.05 < 0.001
Error 15.35 0.21 0.01
At SB, peak settlement occurred between days 47 to 57, which matched patterns
of settlement observed at BH. However, an extra peak of settlement was seen on day 59
at SB.
123
Panels, tiles and natural rock - SB (2004)
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Figure 4.3. Daily cyprid settlement (back-transformed (x + 0.5)1/3 + 1 SE) at SB for panels, tiles and natural
rock clearances throughout the 2004 settlement season. Day 43 is 26 April.
As at BH, there were significant differences for both the substratum type and day
at SB (table 4.2). A significant interaction was, again, also seen. Tiles had more cyprids
than panels, with approximately 3–4 × as many on days with high numbers. However,
natural rock clearances had the highest numbers of settlers, with substantial differences in
settlement between surfaces particularly noticeable on high settlement days. The
significant interactions between day and settlement substratum observed at both BH and
SB are mostly likely an amplitudinal effect caused by tiles (and natural rock at SB)
performing even better than the panels on days of high settlement.
Table 4.2. Repeated measures ANOVA for cyprid counts (x + 0.51/3 transformed) on
panels, tiles and natural rock at SB during the 2004 settlement season
Source Df SS MS F p
Substratum 2 7.80 3.90 1272.70 < 0.001
Day 3.56 28.53 8.01 255.02 < 0.001
Substratum × Day 3.56 9.26 2.60 82.72 < 0.001
Error 17.81 0.56 0.03
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Highly significant linear relationships were found between settler counts on
natural rock and panels (F1,60 = 193.83, r2 = 0.76, p < 0.001), and natural rock and tiles
(F1,34 = 313.73, r2 = 0.90, p < 0.001; figure 4.4). In particular, the tiles provide an
accurate representation of settlement to adjacent natural rock.
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Figure 4.4. The relationships between daily settlement counts ((x + 0.5)1/3) on panels and tiles on natural
rock counts at SB during the 2004 settlement season. Regression lines indicate significant relationships
between natural rock and panels (―), and natural rock and tiles (---).
4.3.3. Analysis of Concentration- and Supply-Settlement Relationships, St Andrews
Aquarium (SA) 2005 & 2006
Tidal measures of cyprid concentration and supply were compared against
settlement at SA in 2005 and 2006. Significant relationships were found between
concentration and settlement, and supply and settlement in both years (table 4.3). Figure
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4.5 illustrates the concentration-settlement relationship in 2005. Tile saturation was
estimated to occur after 1776.0 (± 268.8) cyprids had settled. Beyond this level of
concentration, increases in concentration would be unlikely to result in any further
increases in settlement.
Table 4.3. Summary of the relationships between Concentration (Conc), Supply (Supp)
and Settlement (Sett) at SA for two consecutive years. A non-significant p value
indicates that there was no significant deviation of the observed data from the predicted
relationship. Tile saturation is calculated from the back-transformed (3√) asymptote for
each relationship
Year Relationship R2 df p Asymptote Tile Saturation
2005 Conc-Sett 0.87 21 0.90 12.11 (± 0.6) 1776.0 (± 268.8)
Supp-Sett 0.87 21 0.13 12.46 (± 0.6) 1934.4 (± 287.1)
2006 Conc-Sett 0.89 29 0.37 14.08 (± 0.7) 2791.3 (± 389.8)
Supp-Sett 0.94 29 0.99 14.16 (± 0.7) 2839.2 (± 425.2)
Figure 4.5. The concentration-settlement relationship for intermittent tides at SA during the 2005 settlement
season. Concentration was quantified 1 h before high tide using a water pump.
Cyprid abundance in 2006 was much higher than in 2005. Peak concentration in
2006 was 13,125 cyprids.500 L-1 (figure 4.6). This was approximately a ten-fold increase
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in concentration from peak 2005 levels. There was also more settlement per tile in 2006
than in 2005. Despite such differences in abundance, a significant asymptotic
relationship between concentration and settlement was observed (table 4.3). A logistic
function (AICc = 0.61) was found to fit the data better than a Michaelis-Menten function
(AICc = 1.38). However, the Michaelis-Menten function was adopted (see section 4.2.3)
and the choice of model did not impact on conclusions made about tile saturation levels.
Figure 4.6. The concentration-settlement relationship for intermittent tides at SA during the 2006 settlement
season. Concentration was quantified 1 h before high tide using a water pump.
There was a significant difference in the concentration-settlement relationship
between 2005 and 2006 (F2,50 = 7.69, p = 0.001). Tile saturation in 2006 (2791.3 (±
389.8) cyprids.tile-1.tide-1) was predicted to be ~ 1000 cyprids > 2005 tile saturation
levels. Thus, between years, similar levels of concentration would appear to result in
varying quantities of settlement.
Concentration-settlement (2006)
0
2
4
6
8
10
12
14
16
18
0 5000 10000 15000
concentration (cyprids.500 L -1)
se
ttl
em
en
t(
3 √
cy
pr
id
s.
til
e-
1 .t
id
e-
1 )
127
Figure 4.7 illustrates the supply-settlement relationship for SA in 2005. A
significant asymptotic relationship between supply and settlement was found (table 4.3).
Peak supply was 85 cyprids.trap-1.tide-1, and tile saturation was predicted to occur at
1934.4 (± 287.1) cyprids.tile-1.tide-1.
Figure 4.7. The supply-settlement relationship for intermittent tides at SA during the 2005 settlement
season. Supply was quantified using resin 1 cm2 traps.
The increased cyprid abundance in 2006 resulted in much higher levels of supply
(peak = 368 cyprids.trap-1.tide-1) than in 2005 (figure 4.8). Again, a significant
asymptotic relationship was found for supply and settlement (table 4.3). As with the
2006 concentration-supply relationship, a logistic function (AICc = 0.37) was found to fit
the data better than the Michaelis-Menten function (AICc = 1.53). However, as already
stated, the Michaelis-Menten function was adopted as the standard model.
As with the concentration-settlement relationship, the supply-settlement
relationship significantly differed between years (F2,50 = 8.85, p < 0.001). Tile saturation
in 2006 (2839.2 (± 425.2) cyprids.tile-1.tide-1) was ~ 900 cyprids > 2005 tile saturation
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levels. Therefore, similar levels of supply appear to result in differing levels of
settlement between years. Finally, estimates of tile saturation in 2005 from the
concentration- and supply-settlement relationships did not differ significantly (t2,42 =
1.23, p = 0.23). Similarly, in 2006, estimates of tile saturation from both relationships
were also not significantly different (t2,58 = 1.50, p = 0.14). Thus, estimates of tile
saturation are similar when either concentration or supply is considered.
Figure 4.8. The supply-settlement relationship for intermittent tides at SA during the 2006 settlement
season. Supply was quantified using resin 1 cm2 traps.
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4.4. Discussion
4.4.1. Cyprid Settlement Preferences
On the panels and tiles, cyprids overwhelmingly preferred to settle against an
edge. Tile pit edges were commonly filled to saturation before cyprids would settle in the
middle of the pits or on the raised flat tops. This preference reflects the highly rugotropic
behaviour displayed by cyprids (Crisp & Barnes, 1954). The benefit of such behaviour is
obvious, with edges providing a suitably sheltered location on which to settle, whilst
maximising surface area for adhesion (Wethey, 1986b).
On the panels, horizontal grooves were almost unanimously preferred for
settlement than the vertical grooves. Due to the design of the panels, the horizontal
grooves were deeper, thus providing more shelter and a larger edge for cyprids to settle
against. In addition, settlers tend to be phototactic and explore surfaces by heading
upwards (Hills & Thomason, 1998). Therefore, settlers may have moved up the vertical
grooves before finally settling in the more appealing horizontal grooves.
4.4.2. Positional Effects of Panels, Tiles and Natural Rock
No slot positional effects were found for panels and tiles at any site at any year.
However, the three natural rock quadrats at SB displayed consistent differences in
settlement throughout the season. Substratum topography is thought to be a dominant
influence on settlement density for S. balanoides cyprids (Wethey, 1984b; Hills et al.,
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1998a; Hills et al., 1999). However, Holmes et al. (1997) found no evidence of
topography influencing settlement. Holmes et al. (1997) utilised different rock types that
displayed similar topographies, but ultimately had differing levels of settlement. Thus,
variation in rock type appeared to influence settlement more than did variation in
topography. Nevertheless, influential differences in topography would appear to be the
most likely explanation of differing levels of settlement between the three natural rock
quadrats in the present experiment.
Potentially, settler densities between rock quadrats may have differed due to
varying levels of cyprid supply to each quadrat (Crisp & Meadows, 1963). This may
have been caused by local hydrodynamic flows around the quadrats. However, the fact
that all panels and all tiles within each array for all years attracted similar numbers of
settlers each day does suggest that topography and not location is the dominant influence
on settlement density. Such findings also highlight the importance of using identical
surfaces to allow replicable measures of settlement within and between sites.
4.4.3. Comparison of Settlement Substrata
There were significantly more settlers on tiles than on panels at BH and SB. A
similar result was also seen at CP, FN, CF and TM (Todd et al., 2006). As already stated,
surface topography can significantly influence settler densities. For example, Hills et al.
(1998b) found that settlement on panels with a textured surface rugosity of < 0.5 mm was
up to fifteen times higher than smooth panels. Compared to the smooth acrylic panels,
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the present tiles may have encouraged more settlement, given that they too have a finely
textured surface.
However, excessively textured surfaces can reduce settlement, suggesting that
cyprids are searching for a surface roughness comparable to their body size (Hills et al.,
1998b; Berntsson et al., 2000). Such optimum surfaces may result in better adhesion to
the rock whilst minimising shear stress (Walters & Wethey, 1996). In addition, surface
roughness can promote turbulent mixing and thus increase the delivery of cyprids to that
surface (Eckman, 1990). Roughness may even help prevent desiccation of settlers
(Raimondi, 1990).
Numbers of settlers on natural rock was significantly more than on either tiles or
on panels, despite the fact that both artificial substrata were painted with barnacle extract.
Even assuming that the cleaning techniques employed here did not remove all chemical
cues from the rock (Minchinton & Scheibling, 1991), there can be little doubt that they
appeared to be a much more favourable substratum to settlers than either the panels or
tiles. The natural rock would present a complex topography that would probably
encourage cyprids to settle (Wethey, 1986b). In addition, surface topography has been
shown to be a stronger settlement cue than chemical attraction by conspecifics (Berntsson
et al., 2004).
Both panel and tile counts were found to correlate significantly with natural rock
counts. However, tile counts mimicked natural rock counts (r2 = 0.90) better than panel
counts (r2 = 0.76). This, coupled with the fact that tiles had more biologically realistic
numbers of settlers than panels, suggests that tiles provide a better measure of settlement.
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They were, therefore, employed to quantify settlement for subsequent studies of the
supply-settlement relationship (see section 5.2.3).
4.4.4. Analysis of Concentration- and Supply-Settlement Relationships, St Andrews
Aquarium (SA) 2005 & 2006
The concentration- and supply-settlement relationships at SA observed in 2005
and 2006 were asymptotic. However, both relationships significantly differed between
years. Within years, estimates of tile saturation were similar when either concentration or
supply was considered. This, again, supports the notion that measures of concentration
collected adjacent to the substratum may be effectively equivalent to supply (see section
3.4.5.1).
Positive linear relationships between concentration, supply and settlement have
previously been identified to varying degrees (e. g. Yund et al., 1991; Bertness et al.,
1992; Gaines & Bertness, 1993; Miron et al., 1995). For example, using passive larval
traps, Gaines & Bertness (1993) found a significant positive relationship between supply
and settlement. However, they also reported no significant correlation between
concentration and settlement.
The investigation of such relationships, however, leads to some confusion. For
example, Bertness et al. (1992) and Gaines & Bertness (1993) collected measures of
supply and settlement every 1-2 weeks. This is likely to mask important tidal variations
in supply and settlement, particularly because the time periods between sampling were so
large (Todd, 2003). This may explain why Gaines & Bertness (1993) found no
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relationship between concentration and settlement. Settlement saturation is also seldom
seen. Whether this is because cyprid abundance has been too low, or that substrata were
not attractive enough to settlers, is unclear. Regardless of the cause, past concentration-
and supply-settlement relationships have usually assumed a linear form.
Settlement saturation of the tiles was seen at SA for both years. In 2006, days
with the highest settlement probably approached the point where new settlers were
physically unable to find any free space on the tiles. Interestingly though, tile saturation
levels were not constant between years. In 2006, the predicted tile saturation level was
higher than that of 2005. Measures of settlement will be influenced much more by cyprid
behaviour than either measures of concentration or supply (see section 4.1). But what
behaviour would result in such vast differences in settlement in response to concentration
and supply?
To begin with, it must be realised that not all cyprids demonstrate equal
physiological quality. Cyprid organic content and subsequent juvenile growth capacity
vary considerably among individuals settling on the same substratum on different days of
the settlement season (Jarrett & Pechenik, 1997). Such variation may arise from
differences in cyprid age, food availability during nauplii stages, egg quality or may even
be determined genetically (Pechenik, 1999). If such differences in quality are noticeable
between days, differences between years will also logically exist.
Such differences in cyprid quality may result in varying settlement behaviour
between individuals. This postulate is termed the desperate larva hypothesis and was first
suggested over 50 years ago (Knight-Jones, 1953a in Botello & Krug, 2006). The
hypothesis states that older, energy-limited larvae are more likely to settle on suboptimal
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substrata than younger larvae with more energy reserves (Sebesvari et al., 2006). This is
particularly applicable to the non-feeding cyprid stage of barnacle species.
If cyprids in 2006 were ‘more desperate’ to settle than in 2005, then they may
have been less discerning in where they settled. Thus, a greater proportion of cyprids
being supplied to the substratum may have decided to stay in 2006 than in 2005, despite
the overcrowded conditions. Cyprids would have settled in denser aggregations in 2006
and saturation levels would have been correspondingly higher. And the concentration-
and supply-settlement relationships would have differed between years.
There are several possible complementary causes to explain why cyprids in 2006
would tolerate more overcrowding than cyprids in 2005. Egg quality in 2006 may have
been poorer due to less available food, although poor quality nauplii may be unlikely to
survive to become cyprids. Poorer planktonic food resources may also have negatively
impacted on nauplii in 2006. Both propositions would have resulted in cyprids having
fewer energy reserves, and thus more likely to settle at the first available space (Jarrett &
Pechenik, 1997). Cyprid abundance was also far greater in 2006 than in 2005. Greater
competition for food between nauplii in 2006 would have compounded problems of
limited energy reserves in cyprids.
Given the high propensity of many cyprids to leave a substratum after initial
exploration (Hills et al., 2000), individuals may retain some prior knowledge of
conditions on other substrata. After releasing from the substratum, cyprids may also be
likely to re-encounter multiple surfaces within several m of each other due to diffusive
transport (Denny & Shibata, 1989). Such knowledge of these other surfaces may then
influence future decisions on where to settle. If cyprids in 2006 had perceived the intense
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competition for space at other surfaces, they may have decided to tolerate the
overcrowded conditions present on the tiles, assuming they could physically attach to the
tiles. Increasing age and dwindling energy reserves may also have dictated this.
Finally, the degree of desperation of cyprids between years could have a genetic
basis (Bertness & Gaines, 1993). Despite a lack of formal testing of this hypothesis, the
assumption that cyprids in 2005 and 2006 came from the same adult populations seems
plausible. Thus, genetic diversity in cyprids between years is likely to have a negligible
influence. The desperate larva hypothesis does seem to be the most plausible explanation
for between year variation in the concentration- and supply-settlement relationships. This
is particularly so, given that the location, equipment and methods did not change between
years.
4.5. Conclusions
Cyprid settlement can be reliably and repeatably quantified using ceramic tiles
painted with barnacle extract. The concentration- and supply-settlement relationships
varied significantly between the two years, possibly as a result of differing cyprid
settlement preferences. The next chapter will consider if such variation may also occur
on a spatial scale by collecting data at a variety of sites along the Fife coast. With such
detailed supply data, it was also possible to investigate possible transport processes along
this coast.
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Chapter 5
Mesoscale Analysis of Cyprid Supply and Settlement
5.1. Introduction
Barnacle larvae have the potential to be dispersed over great distances during their
planktonic stage (Drouin et al., 2002). Dye, released into the upper mixed layer of the
sea, can disperse up to 100 km within 1 month (Okubo, 1971). Given that the semi-
passive barnacle larvae inhabit the upper mixed layer of the sea for comparable time
periods (Barnes, 1989), it seems plausible to assume that cyprids can be dispersed equally
far (Flowerdew, 1983).
On the New Brunswick coast, S. balanoides larvae may be dispersed up to ~ 75
km, with such dispersal thought to be mediated primarily by a southerly moving,
nearshore current (Drouin et al., 2002). On the northern USA coast, S. balanoides larvae
may also travel up to 50 km between estuarine and coastal populations (Brown et al.,
2001). Variation in dispersal on this coast is thought to be influenced by levels of
freshwater runoff from rivers (Bertness & Gaines, 1993). More rainfall may result in a
higher probability of larvae being flushed out of estuaries and adjacent bays before
individuals are competent to settle.
Due to the presence of strong oceanic currents, larvae on the Pacific coast of the
USA may drift up to 100-200 km before settlement (Sotka et al., 2004). However, the
direction of such dispersal is strongly regulated. The offshore waters of northern and
southern California rarely mix, leading to marked genetic diversity of Balanus glandula
populations along the coast. Such large dispersal distances are driven by maximum
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surface current velocities of approximately 100 cm.s-1 (Strub & James, 2000). With
maximum velocities of 60 cm.s-1 in St Andrews Bay (Charlton, 1980), dispersal of larvae
along the Fife coast may be less than on oceanic coasts. However, processes of larval
dispersal will operate along the south east coast of Scotland.
Traditionally, gaining knowledge of such larval transport processes involved
several complementary avenues of research. Linking larvae to parent populations by
means of genetic analysis (e.g. Brown et al., 2001; Drouin et al., 2002) can provide
reliable indications of transport processes, but not dispersal distances. When coupled
with detailed information on wind, water and planktonic larval movements (Sotka et al.,
2004), qualitative assessments of such transport processes may be achieved. Finally,
settlement rate time-series have also been employed to make inferences about
transportation of larvae.
Wethey (1986a) collected daily S. balanoides settlement data from natural rock
quadrats for three sites along the Yorkshire coast. Each site was separated by 25 km and
was of differing rock types (limestone and shale). A prevailing residual drift of
suspended material was also known to run southwards down the coast, past the three
sites. Plankton tows indicated that larval patches did not exceed 1 km in width.
Therefore, patches could not simultaneously encounter more than one site. If the
prevailing residual drift was primarily responsible for larval transport, progressive waves
of settlement offset by several days should have been observed at the three sites. In fact,
Wethey (1986a) saw no such pattern and concluded that other unknown processes must
be responsible for larval dispersal. Larval depletion, as a result of settlement, between
the widely spaced sites may have led to a breakdown in the expected pattern.
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Studies that utilise settlement rate time-series to make conclusions about larval
transport processes assume that settlement is solely a function of the number of larvae
arriving at the substratum, i.e. that settlement equals supply. As has been discussed, such
an assumption is fundamentally flawed, especially where settlement surfaces are prone to
saturate. Settlement depends not only on supply, but also on sampling interval,
environmental factors such as the wind, and cyprid behavioural responses.
There is increasing evidence that settlement rate, measured per unit area per unit
time, may increase as the amount of available substratum decreases (Bertness et al.,
1992; Pineda, 1994b; Pineda & Caswell, 1997). This effect has been termed the
‘decreased-substrate settlement-intensification hypothesis’ (Pineda, 1994b). As the
availability of suitable substratum decreases, cyprids may be forced to settle in
increasingly higher densities on the remaining available space. Such an intensification
effect may confound between-site comparisons of settlement. This is particularly
relevant to the present comparisons between the sandy beach sites (RW and TM), with
their distinct lack of hard settlement surfaces, and the other rocky shore sites (CP, FN,
CF, BH and SB) used along the Fife coast.
Settlement rate may also be influenced by substratum colour and texture (see
section 4.1). Between-site comparisons of settlement made by Wethey (1986a) may have
been confounded by using different rock types at different sites. Not only would surface
topography differ, but substratum colour would vary between the lighter limestone and
darker shale. If settlement rate time-series are to be collected for a variety of sites, they
should at least employ homogeneous surfaces to reduce potential artefacts (Hills et al.,
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1998b). This again is particularly applicable to Fife, which demonstrates much
geological diversity across the sites that were used.
Cohorts of settlers may also exhibit behavioural differences based on their age
and energy reserves (Jarrett & Pechenik, 1997). Such possible daily differences in the
‘desperation’ of larvae to settle is yet another confounding variable to the use of
settlement rate time-series. However, if supply rate time-series are used instead of
settlement rate time-series, such problems can be avoided. The passive larval trap
developed here is independent of such larval behaviour and quality, and is immune to
settlement saturation. The traps appear to provide reliable measures of larval supply,
allowing between-site comparisons.
Physical transport processes may be distinctly different in nearshore (up to ~ 30 m
depth) and offshore waters (Pineda, 2000). These differences are primarily generated by
the interface with the shore and the consequences of such shallow water. Stratification
may vary between near- and offshore waters, which may ultimately influence larval
transport processes (Pineda & Lopez, 2002). This may occur due to freshwater runoff
influencing haloclines in nearshore waters (Thiebaut et al., 1992). Alternatively,
shallowing of thermoclines in nearshore waters may help drive internal tidal bores
(Pineda, 1999). Such internal tidal bores are a dominant force of larval transport in some
nearshore waters (Pineda, 2000). Tidal fronts, which occur only in shallow waters, have
also been demonstrated to have the potential to disperse larvae (Clancy & Epifanio,
1989).
Tidal currents may also be modified by coastal topography (Pineda, 2000). In
nearshore waters, currents running parallel to the shore may have much more energy than
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those running cross-shore. In waters 1 km offshore and ~ 20 m deep, Alvarez et al.
(1990) found that along-shore diffusion was ten times stronger than cross-shore diffusion.
This is of particular relevance to northeast Fife, which not only has nearshore waters of
similar depth, but is also thought to have a dominant northerly-moving along-shore
current (see section 1.7.1.1). However, any along-shore current may be disrupted by the
occurrence of coastal lagoons or estuaries, such as the Tay and Eden estuaries (Ferentinos
& McManus, 1981; Al-Washmi, 1996).
Wind-induced currents in deep waters will not encounter friction with the seabed.
However, bottom friction in nearshore waters may weaken larval transport processes
(Pineda, 2000). Conversely, strong winds may override prevailing along-shore currents.
In Mission Bay, San Diego, Levin (1983) found that winter storms could generate surface
flows of 24 cm.s-1 in the opposite direction to prevailing currents. When such strong
winds do blow in the same direction as prevailing along shore currents, the potential for
larval transport can be substantial. In Chesapeake Bay, New England, such conditions
resulted in larvae being transported up to 168 km.day-1 (Roman & Boicourt, 1999).
Utilising established methods, an investigation of the supply-settlement
relationships of S. balanoides cyprids at six sites along the Fife coast was conducted in
2004 and 2005. With such detailed supply data, an analysis of possible nearshore
transport processes was also undertaken.
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5.2. Methods
Daily cyprid supply and settlement data were collected at six sites along the Fife
coast throughout the 2004 and 2005 settlement seasons. This enabled an investigation of
two aspects of the mesoscale ecology of settling cyprids: first, comparisons of the supply-
settlement relationship between sites; and second, possible transport patterns of cyprids
between discrete sites in nearshore waters.
5.2.1. Spatial and Temporal Variation in the Supply-Settlement Relationship
The six sites used differed between the two years. In 2004, the sites used were
TM, SB, BH, CF, FN and CP. In 2005, CF was replaced by RW (figure 1.2) because CF
was considered to be too close to FN. RW was adopted as an alternative to CF because it
provided another sand beach site comparable to TM, with limited settlement substrata. In
2004 and 2005, TM, RW, CF, FN and CP were serviced by colleagues.
5.2.1.1. 2004 Settlement Season
Commencing on 31st March 2004, daily supply and settlement data were
collected for 62 consecutive days. This period encompassed all major settlement events
for that season. At each site, a standard mesoscale experimental array consisting of six
traps and four panels (and 26 days later in the season, triplicate tiles) was deployed. The
only exception to this was at FN, where a 12-trap array was deployed for trap design
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comparisons (Phelan, 2006). Despite tile deployment commencing 26 days into the
season, the tiles were still deployed for all the major peaks in settlement seen during the
season.
Each array consisted of triplicate resin 1 cm2 and 2 cm2 traps randomised over six
frame slots. Because the resin 1 cm2 traps ultimately were adopted as the standard trap
design (see section 3.4.2.1), these were used for all subsequent analysis. Settlement in
2004 was quantified by deployment of panels and tiles. Because the tiles provided a
better measure of settlement than panels (see section 4.4.3), they were used for all
subsequent analyses. Details of construction and deployment of traps and tiles can be
found in sections 3.2 and 4.2 respectively.
5.2.1.2. 2005 Settlement Season
Commencing on 3rd April 2005, daily supply and settlement data were collected
for 50 consecutive days. This period again encompassed all the major settlement events
for that season. In 2005, duplicate blocks were deployed at each site. Each block
consisted of a different standard mesoscale array from those used in 2004. Instead, each
array accommodated four resin 1 cm2 traps randomised daily over six possible slot
positions to quantify supply. Triplicate tiles randomised over four possible slots were
used to quantify settlement. The only exceptions to this were FN (block 2) and SB (block
2) which consisted of 10 and 12 trap arrays respectively. These were used for trap design
comparisons (see section 3.2.2.2 and Phelan, 2006). All traps and tiles in both years were
deployed following established protocols.
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All arrays deployed in 2004 and 2005 were located at approximately the height of
the highest neap low tide to ensure daily access. Array orientation and information on the
blocks used can be found in section 1.7.1. All the arrays deployed at each site in 2005
were located on different rocks from the arrays deployed in 2004. The only exceptions to
this were FN (block 2) and SB (block 2), although the array sizes at these locations did
vary between years. Every fortnight, traps and tiles were deployed for three tides instead
of two. This was to permit a reversion from evening to morning low tides, thus allowing
fieldwork to be conducted during daylight hours. Data that had been collected for three
tides instead of the usual two tides were excluded from the subsequent analysis of the
supply-settlement relationships.
5.2.2. Nearshore Movements of Planktonic Cyprids
With detailed data on the supply of cyprids to various sites along the Fife coast
throughout the 2004 and 2005 settlement seasons, analysis of possible nearshore
movements of planktonic cyprids was undertaken. Given that there may be a net
migration of suspended material and larvae from FN to TM (see section 1.7.1.1),
planktonic cyprid patches may also have been expected to move north-westwards along
the coast. Therefore, a peak in cyprid supply at one site may precede a peak in supply at
the next northerly site, and so on up the coast. In both years, day 1 was allocated to 15th
March. Thus, day number is directly comparable between years.
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5.2.3. Comparison of Wind Speed and Direction between Years
A comparison of wind speed and direction during the settlement seasons in 2004
and 2005 was undertaken. Data from the Meteorological Office’s Leuchars weather
station (located adjacent to RW) was used because the Gatty weather station was not
operational in 2004. Data consisted of wind speed and direction data recorded
continuously and then averaged hourly. Wind direction was reported to nearest 10o.
5.2.4. Data Analysis
Site and block supply-settlement relationships were analysed using established
methods (see section 4.2.3). Settlement data were again 3√ transformed and all zero
supply, zero settlement days were excluded. Comparisons of supply-settlement
relationships and asymptotes of settlement saturation were conducted using methods
outlined in appendices I and II. A paired sample t test was used to compare asymptotes at
sites between years.
Cross correlation analysis was performed for adjacent sites along the Fife coast to
determine if significant relationships in supply existed between neighbouring sites. In
2004, comparisons included 1) CP-FN, 2) FN-CF, 3) CF-BH, 4) BH-SB and 5) SB-TM.
A single measure of daily cyprid supply to each site was obtained by averaging trap
counts on each array. In 2005 comparisons included 1) CP-FN, 2) FN-BH, 3) BH-SB, 4)
SB-RW and 5) RW-TM, as RW replaced CF. A single measure of daily supply was
obtained by averaging trap counts over both blocks at each site. In 2005, supply data
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were not available for CP on days 33-36, RW for days 20-22 and 35-37, and TM for days
20-22.
All cyprid supply data were log (x + 1) transformed prior to analysis. Time-series
data were differenced to account for temporal autocorrelation (Olden & Neff, 2001).
Time-series were also deemed long enough not to be influenced by autocorrelation or
intra-multiplicity (Bence, 1995; Olden & Neff, 2001). Correlations of 0 to +3 days were
tested to minimise the number of time lags investigated in the analysis. Tests for
negative lags and lags > +3 did not reveal any significant results so were not included.
Significant correlations between non-neighbouring sites were not found and so have also
been excluded. Degrees of freedom and p values were calculated using methods outlined
by Johnston (1972) and Bennett (1979) (see appendix III for details). To adjust for
multiple correlations, the Holm’s adjustment method was applied to levels of significance
(Aickin & Gensler, 1996).
To ascertain if sites in 2005 experienced more onshore winds than sites in 2004,
the percentage of days throughout the season when prevailing winds were onshore was
calculated for each site. Information on coastline orientation for each site can be found in
section 1.7.1.1. Data for CP, FN, BH, SB and TM were used to allow for paired sample t
test comparisons between years. A paired sample t test was also used to analyse potential
differences in average wind speeds for prevailing winds. Prevailing wind direction was
categorised by the 16 compass designations.
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5.3. Results
5.3.1. Spatial and Temporal Variation in the Supply-Settlement Relationship
5.3.1.1. 2004 Supply-Settlement Relationships
In 2004, supply and settlement data were collected throughout the season at CP,
FN, CF, BH, SB and TM. Figure 5.1 shows the supply-settlement relationships for these
sites. All six sites in 2004 displayed significant nonlinear asymptotic relationships (table
5.1). Despite substantial differences in the quantities of supply and settlement at each
site, the broad spectrum of both rocky and sandy shores sampled does display a
consistent relationship. Nevertheless, the strength of this relationship varied among sites.
The relationship at TM more closely fitted a logistic (AICc = 0.90) rather than a
Michaelis-Menten (AICc = 1.10) function. However, for reasons outlined in section
4.2.3, the Michaelis-Menten function was retained, with no difference in the conclusions
reached concerning comparisons of tile saturation levels between years.
Table 5.1. Summary of supply-settlement relationships for the six sites in 2004. A non-
significant p value indicates that data do not differ significantly from the predicted
nonlinear relationship (see section 4.2.3.). Tile saturation (± 1 SE) is calculated from the
back-transformed (3√) asymptote for each relationship.
Site R2 df p Asymptote Tile Saturation
CP 0.37 33 0.46 7.41 (± 1.05) 406.4 (± 198.6)
FN 0.61 33 0.52 8.81 (± 0.70) 684.3 (± 176.3)
CF 0.69 33 0.16 8.47 (± 0.64) 607.6 (± 148.4)
BH 0.27 31 0.25 7.03 (± 1.44) 347.4 (± 260.2)
SB 0.72 34 0.09 7.84 (± 0.59) 481.5 (± 117.2)
TM 0.81 34 0.36 11.03 (± 0.37) 1341.9 (± 139.6)
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Figure 5.1. Settlement and cyprid supply for the six Fife coast sites used throughout the 2004
settlement season. Supply was quantified using resin 1 cm2 traps and settlement measured on
ceramic tiles. Nonlinear regression model lines are also shown.
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TM displayed a very strong supply-settlement relationship and also had a tile
saturation level of at least twice that of any other site. The rocky shore sites tended to
exhibit weaker relationships and much lower tile saturations. Unlike TM, several of the
rocky shore sites may also have experienced days of settlement failure compared to levels
of supply (e.g. CF and SB). FN and CF had similar levels of tile saturation. However,
FN was particularly influenced by the one day of very high supply (183 cyprids.trap-
1.day-1) when there was lower than expected settlement. SB and CP had low tile
saturations, but the lowest saturation level was seen at BH. BH was characterised by
very low supply and settlement, and demonstrated the weakest supply-settlement
relationship.
5.3.1.2. 2005 Supply-Settlement Relationships
In 2005, supply-settlement relationships were obtained for replicate blocks at the
six sites CP, FN, BH, SB, RW and TM (figure 5.2). As in 2004, significant nonlinear
relationships were seen at most sites in 2005 (table 5.2). However, variation within and
between sites was apparent. The sandy beach sites (RW and TM) again demonstrated
strong supply-settlement relationships with high tile saturation levels. Generally, the
rocky sites of FN, BH and SB also displayed strong relationships but tile saturation levels
were lower than the sandy beach sites.
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Figure 5.2. Settlement and cyprid supply for the six Fife coast sites used throughout the 2005
settlement season. At each site, data for two replicate blocks (block 1 = ◊ and block 2 = ×) were 
collected. Supply was quantified using resin 1 cm2 traps and settlement measured on ceramic tiles.
Nonlinear regression model lines are also shown for block 1 (―) and block 2 (---).
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Table 5.2. Summary of supply-settlement relationships for replicate blocks at the six sites
used in 2005. See table 5.1 for details.
Site Block R2 df p Asymptote Tile Saturation
CP 1 0.007 39 0.51 11.19 (± 3.09) -
2 0.14 39 0.25 11.88 (± 3.40) -
FN 1 0.86 48 0.16 12.49 (± 0.63) 1948.4 (± 310.0)
2 0.90 48 0.35 12.42 (± 0.44) 1915.9 (± 210.9)
BH 1 0.81 45 0.46 11.76 (± 0.62) 1626.4 (± 271.0)
2 0.84 44 0.63 12.25 (± 0.60) 1838.3 (± 283.6)
SB 1 0.74 47 0.03 10.87 (± 0.73) 1284.4 (± 276.5)
2 0.78 47 0.53 10.61 (± 0.58) 1194.4 (± 206.8)
RW 1 0.89 40 0.053 14.58 (± 0.55) 3099.4 (± 364.1)
2 0.81 41 0.01 14.51 (± 0.85) 3054.9 (± 568.9)
TM 1 0.78 45 0.44 13.89 (± 0.47) 2679.8 (± 281.3)
2 0.78 45 < 0.01 13.37 (± 0.39) 2390.0 (± 215.3)
Whilst the runs test did not identify either block at CP as differing significantly
from the predicted relationship, the very low R2 values indicate that there is a poor fit
with the observed data. This is reflected in the tile saturation estimates which have
uncharacteristically large standard errors. Such poor relationships are probably a
function of the very low supply experienced by CP in 2005. Cyprid abundance at CP,
and in particular, at block 2, was so low that tile saturation did not occur even on the days
of highest supply.
Both blocks at FN demonstrated the predicted supply-settlement relationship, as
shown by the high R2 values. Despite similar tile saturation levels, the supply-settlement
relationship differed significantly between the two blocks (F2,96 = 4.24, p = 0.02). The
relationship was steeper for block 2 than block 1, suggesting that tiles on block 2
saturated more quickly (i.e. at lower levels of supply) than tiles on block 1. However, at
BH the opposite was found. The two blocks demonstrated significant relationships, but
these relationships were not significantly different from each other and demonstrated
similar tile saturation levels (F2,89 = 2.07, p = 0.13).
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At SB, RW and TM, data from one of the two blocks were found to differ
significantly from the predicted supply-settlement relationship. In all these instances,
more days were found to be above the curve than below it, which may account for some
of the deviation from the predicted model. This is particularly so for SB block 1, which
exhibited at least one day of low settlement compared to supply. At RW block 2 and
both blocks at TM, a logistic function was found to fit the data better (as identified by
AICc) than the Michaelis-Menten function. Thus, the Michaelis-Menten function may be
slightly underestimating settlement at the very highest levels of supply. However, the
Michaelis-Menten function was more broadly applicable than the logistic function over
the variety of sites investigated, and its use did not alter any conclusions made.
5.3.1.3. Between Year Comparisons of the Supply-Settlement Relationship
Of the sites and blocks used in 2004 and 2005, only two direct comparisons of the
supply-settlement relationship at the same location were possible. These were (1) FN
2004 to FN 2005 block 2, and (2) SB 2004 to SB 2005 block 2. For both of these
comparisons, tile saturation levels were three times greater in 2005 than in 2004. Indeed,
supply-settlement relationships differed significantly between years at both FN (F2,81 =
11.06, p < 0.001) and SB (F2,81 = 5.01, p < 0.01). Higher tile saturation levels in 2005
than in 2004 were observed at all the sites (figure 5.3).
152
Tile saturation levels
0
500
1000
1500
2000
2500
3000
3500
4000
CP FN CF BH SB RW TM
site
se
ttl
em
en
ta
sy
m
pt
ot
e.
til
e-
1 .
da
y-
1 2004
2005
Figure 5.3. Asymptotes of settlement (± 1 SE) taken from the supply-settlement relationships (see tables
5.1 and 5.2) for all the sites used in 2004 and 2005. Data for CF were only collected in 2004 and RW data
were only collected in 2005. In 2005, estimates of the asymptote at CP were excluded due to an absence of
observed settlement saturation and the poor fit of the data to the predicted relationship. For FN and BH in
2005, asymptotes were averaged across the replicate blocks for each site. For SB, RW and TM in 2005,
only one block at each site was found to not differ significantly from the predicted Michaelis-Menten
relationship. These blocks, therefore, were used solely to provide an asymptotic value for each site.
However, outcomes of the test were not altered by using the excluded blocks.
Of all the sites sampled in 2004 and 2005, tile saturation levels were available for
four sites; FN, BH, SB and TM (see figure 5.3 legend for details). Tile saturation levels
for these four sites were found to be significantly higher in 2005 than in 2004 (t3 = 6.99,
p < 0.01).
5.3.2. Nearshore Movements of Planktonic Cyprids
Figures 5.4 and 5.5 show the daily supply of cyprids to various sites along the
Fife coast in 2004 and 2005. The peak of the settlement season in 2004 lasted
approximately 25 days from day 41 to 66, with maximum daily supply of > 180
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Figure 5.4. Correlations of daily supply of cyprids to neighbouring sites along the Fife coast in 2004.
The results of the cross correlation analysis are shown for each pair of sites. The length of the bar
indicates the size of the cross correlation function (ccf) for each daily lag. The thin horizontal curves
are the 95% confidence intervals. Those correlations that are significant, as identified by the Holm’s
method, are marked by **. Day 17 is 31 March. Days at the beginning and end of the season with
zero supply for both sites were not included.
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Figure 5.5. Correlations of daily supply of cyprids to neighbouring sites along the Fife coast in
2005. The results of the cross correlation analysis are shown for each pair of sites (see figure 5.4
for details). ** indicate significant correlations. Day 20 is 3 April.
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cyprids.trap-1.day-1 at FN. Peak daily supply in 2005 did not exceed 130 cyprids.trap-
1.day-1. However, the peak season in 2005 lasted approximately 10 days longer (day 28
to 63) and began approximately 13 days earlier than in 2004. Cyprid abundance was also
generally higher at the majority of sites in 2005 than in 2004.
Supply to CP was consistently ≤ 10 cyprids.trap-1.day-1 in both years. The only
exception to this was on day 42 in 2004, when supply was 34.6 cyprids.trap-1.day-1. FN
and SB in both years and CF in 2004 demonstrated marked peaks in supply throughout
the season. Supply to FN on day 44 in 2004 was also particularly large (183 cyprids.trap-
1.day-1). BH experienced consistently low supply throughout the 2004 season (< 10
cyprids.trap-1.day-1). In 2005, cyprid abundance at BH was much greater, with a peak
supply of 126.5 cyprids.trap-1.day-1.
The sandy beach sites of TM (2004 and 2005) and RW (2005 only) displayed
consistently high levels of supply once the peak season periods had commenced. Supply
to these sites was frequently higher than to the rocky shore sites. Maximum supply to
TM was greater in 2004 (150 cyprids.trap-1.day-1) than in 2005 (115 cyprids.trap-1.day-1).
However, peaks of supply in both years were of comparable levels of between 40 to 120
cyprids.trap-1.day-1. In 2005, RW and TM also exhibited approximately similar levels of
supply throughout the season.
5.3.2.1. 2004 Cyprid Movements
Figure 5.4 shows the results of the cross correlation analysis between sites in
2004. The analysis tested to see if peaks in supply occurred with delayed time intervals
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between sites of the following southerly to northerly order; CP – FN – CF – BH – SB –
TM. There were no significant correlations for negative lags, or between non-
neighbouring sites. A lack of any significant negative lag suggests that all cyprid
movement was in a northerly direction.
There was a significant positive correlation in supply at 0 days between CP and
FN (figure 5.4 (a); r = 0.52, p < 0.001), indicating that peaks of supply at the two sites
occurred on the same day. Although not significant, the analysis also suggested that both
positive and negative correlations in supply were evident with 1 and 2 day lags. No
significant correlations in supply were seen between FN and CF (figure 5.4 (b)), or
between CF and BH (figure 5.4 (c). However, figure 5.4 (c) does suggest that a 1 day lag
in supply between CF and BH may be apparent (r = 0.35, p < 0.01). There was a
significant positive correlation with a 3 day lag between BH and SB (figure 5.4 (d); r =
0.39, p < 0.002). Finally, no significant correlations in supply were observed between SB
and TM (figure 5.4 (e)).
5.3.2.2. 2005 Cyprid Movements
Figure 5.5 shows the results of the cross correlation analysis between sites in
2005. Sites were again tested using a southerly to northerly order; CP – FN – BH – SB –
RW – TM. In 2005, CF was replaced with RW. There were no significant correlations
for negative lags, or between non-neighbouring sites. As in 2004, a lack of any
significant negative is indicative of a northerly moving system.
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As in 2004, a significant positive correlation in supply at 0 days was seen between
CP and FN (figure 5.5 (a); r = 0.58, p < 0.001). However, as also observed in 2004, a
substantial negative correlation was also seen at a lag of 1 day (r = -0.39, p < 0.01). A
significant positive correlation at 0 days was seen between FN and BH (figure 5.5 (b); r =
0.48, p < 0.001). Although not significant, figure 5.5 (c) shows a substantial correlation
at 0 days between BH and SB (r = 0.41, p < 0.01). This differs from 2004 when a
significant 3 day delay in supply peaks between BH and SB was found. There were no
significant correlations in supply between SB and RW (figure 5.5 (d)). However, a
substantial positive correlation was seen between RW and TM at 0 days (figure 5.5 (e); r
= 0.37, p = 0.02). Although not significant, this would suggest that peaks in supply at
RW and TM happened on the same day.
5.3.3. Comparison of Wind Speed and Direction between Years
Data on prevailing wind direction were collected for 62 days in 2004 and 50 days
in 2005. Figure 5.6 illustrates the occurrence of these prevailing winds throughout both
settlement seasons. There were more days of prevailing westerly to south-south-westerly
winds in 2004 than in 2005. Comparisons between both years are obviously influenced
by the fact that the settlement season in 2004 lasted 12 days longer than in 2005. Despite
this, there were more days of south-south-easterly to east-south-easterly prevailing winds
in 2005 than in 2004. However, more easterly prevailing winds were seen in 2004 than
in 2005.
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Figure 5.6. Summary of the number of daily prevailing winds for the 62 day-long 2004 settlement season
and 50 day-long 2005 season. Wind data were obtained from the Meteorological Office’s Leuchars
weather station.
Sites in 2005 did not have significantly more days of onshore winds than sites in
2004 (t4 = 0.55, p = 0.61). Even when only days during the peak settlement season were
considered (days 41 to 66 in 2004 and days 28 to 63 in 2005), there was still no
significant difference in the occurrence of days of prevailing onshore winds at sites
between 2004 and 2005 (t4 = 1.00, p = 0.38).
Figure 5.7 displays the average wind speed for each prevailing wind direction for
days throughout the 2004 and 2005 seasons. Despite average wind speeds being 12.4%
greater in 2005 than in 2004, there was no significant difference in wind speed for each
prevailing wind direction between 2004 and 2005 (t15 = 0.79, p = 0.44).
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Figure 5.7. Average wind speed (knots) for each prevailing wind direction during 62 day-long 2004
settlement season and 50 day-long 2005 season. Wind data were obtained from the Meteorological
Office’s Leuchars weather station.
5.4. Discussion
5.4.1. Spatial and Temporal Variation in the Supply-Settlement Relationship
Along the Fife coast, the relationship between supply and settlement
demonstrated much variation both temporally, between years, and spatially on a scale of
about 1 km. Such a finding may be expected given the large number of factors that may
influence both supply and settlement (see sections 3.1 and 4.1). At all sites in 2004, the
supply-settlement relationships were similar to the predicted nonlinear relationship.
However, in 2005, the runs tests suggested that data from several blocks may have
160
deviated significantly from the predicted relationship. The reasons for such deviation are
unclear. For example, in 2005 at SB block 1, where such deviation from the predicted
relationship was observed, the supply-settlement relationship may have been unduly
influenced by several days of apparent settlement failure. Such settlement failure may
also have occurred at other sites on various days. A noticeable example of this was seen
at FN in 2004 on the day of highest supply but comparably less settlement.
Settlement failure may have occurred for two complementary reasons; either
cyprids did not choose to settle or they could not settle. Given that the tiles were handled
in an identical manner each day, it seems unlikely that any substance inhibitory to the
cyprids could have adhered to the tiles. Alternatively, the patch of cyprids that
encountered the tiles that day may have been composed of young individuals that were
not ready or did not want to settle yet. However, even 0 day old cyprids will readily
settle, although settlement rate will increase with increasing cyprid age (Branscomb &
Rittschof, 1984).
Conversely, the cyprids may have been prevented from settling. The most
obvious reason for this is the inhibitory effect of excessive wave action. Cyprids may be
unable to settle on surfaces under conditions of high flow rates due to the shear stresses
imposed on them (Crisp, 1955; Jonsson et al., 2004). Phelan (2006) did collect
intermittent wave action data for various sites used in this study during the 2004 and
2005 settlement seasons. However, he found no evidence of increasing wave action
leading to settlement failure or enhancement. The only possible exception to this was the
one day at FN in 2004 that experienced the highest supply but very low settlement. On
this day, wave action was substantial. Nevertheless, it would appear from Phelan’s
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(2006) study that wave action on the Fife coast does not usually reach sufficient levels to
have a significantly negative impact on settlement.
Whilst there is variation within each supply-settlement relationship, there is also
variation between relationships, even over small spatial scales (m). Thus, even boulders
located next to each other on a rocky shore may exhibit differing levels of settlement for
the same level of supply. Denny & Shibata (1989) predicted that cyprids would
encounter multiple surfaces over small distances. Their choice to settle may be
influenced by the presence or absence, and abundance, of conspecifics (Pineda &
Caswell, 1997; Jeffery, 2002). Settlement on each array may have been influenced by the
surrounding substratum if, for example, the surrounding substratum was saturated with
individuals and cyprids chose to settle on the free space available on the tiles. This may
ultimately explain why different arrays had differing settlement rates for the same level
of supply.
There were also consistent differences in settlement saturation levels with the
sandy sites of TM and RW exhibiting higher levels than the rocky sites. This is
indicative of the desperate larva hypothesis, as explained in section 4.4.4. The only
available surfaces for cyprids to settle at TM were the line of anti-invasion blocks, and at
RW there was only a wooden frame. As time progressed and cyprids did not encounter
hard substrata, they may have become more desperate to settle (Jarrett & Pechenik, 1997;
Sebesvari et al., 2006). When the cyprids finally encountered the tiles, they may have
settled at much higher densities than at the rocky shore sites, which would have resulted
in the higher settlement saturation levels seen. Such reasoning may also explain why
settlement saturation levels were also universally higher in 2005 than in 2004. The
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greater abundance of cyprids in 2005 may have resulted in cyprids settling in higher
densities than in 2004 (see section 4.4.4 for a full explanation).
Obviously, such between-year differences may have been attributed to the
different blocks used in 2004 and 2005. As has already been demonstrated, differences in
the supply-settlement relationship may occur over small distances. However, settlement
saturation levels were universally higher in 2005 than in 2004. Of the two blocks used in
both years (FN and SB), saturation levels were also much higher in the second year.
Thus, any potential variation in supply and settlement introduced by these differing
locations between years seems trivial compared to the variation in the level of
desperation exhibited by cyprids between years.
Alternatively, post-settlement mortality may have been greater in 2004 than in
2005. This may explain why there were fewer settlers for the same level of supply in the
first year. Whilst thermal stress and desiccation are known agents of post-settlement
mortality (Hunt & Scheibling, 1997), average air temperatures in 2004 (10.2 oC ± 0.3)
were only marginally higher than in 2005 (8.6 oC ± 0.3) (Leuchars weather data). In
addition, the amount of sunlight received per day and average daily levels of solar
radiation were higher in 2005 (5.0 h ± 0.5 and 14241.4 KJ.m2 ± 802.1 respectively) than
in 2004 (6.7 h ± 0.6 and 15650.9 KJ.m2 ± 855.2 respectively). Dead cyprids may also
remain in place for several days (Connell, 1985) and so would probably still be included
in settlement counts. It seems unlikely that post-settlement mortality can have such a
marked influence on settlement saturation levels.
Underwood & Keough (2001) stated that ‘at very small spatial scales, where
larval behaviour is important, supply and settlement may become decoupled and larval
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settlement may track the distribution of settlement cues’. Whilst no formal assessment of
multiple settlement cues was performed here, there is strong evidence to suggest that in
the presence of uniform settlement cues, supply and settlement remain coupled on the
smallest of spatial scales. The occurrence of settlement saturation at most sites also
highlights the fact that measures of supply and settlement are distinctly different. It is for
this reason that supply, rather than settlement, time-series data must be employed to track
potential larval movements along coasts.
5.4.2. Nearshore Movements of Planktonic Cyprids
Based on knowledge of nearshore currents and tidal water movements along the
Fife coast (see section 1.7.1.1), it was predicted that planktonic cyprid patches would
move up the Fife coast from FN towards TM. Supply data collected in 2004 and 2005
demonstrate mixed results compared to this prediction.
To begin with, peaks in supply were observed to occur on the same day at CP and
FN in both 2004 and 2005. However, substantial correlations were also seen at +1 (both
years) and +2 (2004 only) days. The negative correlations at +1 days would suggest that
a peak in supply at CP was followed by a drop in supply at FN the following day. If net
cyprid movement was from FN to CP, this may explain such a finding. However, such a
pattern is further confused by the substantial positive correlation at +2 days in 2004,
suggesting that net movement is from CP to FN.
Craig (1972) states that water movements in the Firth of Forth display a
predominantly estuarine circulation with net seaward movement at the surface and
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landward movement at the estuary bed. Thus, cyprids inhabiting the surface waters may
be expected to move from CP to FN. However, evidence for such movement of
suspended particles in the estuary mouth is somewhat lacking (Joint et al., 1997). Data
on drifter trajectories of passive particles for this stretch of coast are needed to clarify the
potential destinations of planktonic cyprids.
The occurrence of peaks of supply at CP and FN on the same day may have been
caused by onshore winds simultaneously pushing larvae onshore at both sites. However,
plankton patches may also have been large enough to straddle both sites in the same day.
Plankton tows conducted off the Yorkshire coast in 1980 indicated that S. balanoides
patches were not more than 1 km wide (Wethey, 1986a). Similar plankton tows off the
Fife coast would be required to ascertain if the same is true for the Fife coast.
Between FN and SB in 2004, there is some evidence of northerly-moving cyprids.
Whilst there was no correlation between FN and CF, a substantial positive correlation at
+1 day was seen between CF and BH. A significant positive correlation was then seen
between BH and SB at +3 days. In 2005, possible movements between these sites were
less obvious with substantial or significant correlations seen between FN and BH, and
BH and SB, all at 0 days.
Data from 2005 suggest that onshore winds may have pushed cyprids onshore on
the same day at neighbouring sites. In 2004, the influence of the wind may have been
insufficient to override any alongshore transport (Levin, 1983). Whilst not significantly
different, winds in 2005 were on average faster in most directions. However, because
both years received relatively equal amounts of days with onshore winds, understanding
such potential differences in transport mechanisms is difficult.
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Distances between sites varied from 3.1 to 6.6 km. As stated previously, it is
possible that cyprid patches straddled more than one site in a day in 2005. It is possible
also that cyprid patches bypassed more than one site in a day. However, the fact that
peaks of supply were separated by three days between BH and SB in 2004 would argue
against this. Also, there was a lack of significant correlations between non-neighbouring
sites. Wethey’s (1986a) findings, although not directly comparable, would also suggest
that patches were not big enough to straddle two sites at once.
No correlations were seen between either SB and TM (2004) or SB and RW
(2005). It seems likely that the Eden estuary may have impacted on any potential
northerly transport processes (Ferentinos & McManus, 1981; Al-Washmi, 1996).
Finally, a substantial correlation was seen between RW and TM at 0 days in 2005,
possibly because onshore winds pushed cyprids onshore on the same days. Perhaps the
best evidence of a northerly moving system is provided by the lack of any significant
negative lags at any of the sites. This would suggest that all cyprid movement occurred
in a northerly direction.
Any northerly transport of cyprids to TM, and to an extent RW, would have been
confounded by the local gyre that exists around the southern part of the mouth of the Tay
estuary (Charlton, 1980). Such gyres are known to retain cyprids because water is
recycled within a specific area (Drouin et al., 2002 and references therein). Cyprids
caught in this gyre may have aged and become more desperate to settle (Jarrett &
Pechenik, 1997). Therefore, if they did come into contact with the deployed tiles,
settlement saturation levels may be greater than on other rocky sites that offer more
surfaces for settlement.
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Local retention of cyprids around the TM and RW area may explain why cyprid
abundance was highest at these sites despite having the smallest adult populations
compared to other sites. However, evidence from this study and past work on nearshore
hydrodynamics within the St Andrews Bay area (see section 1.7.1.1) suggest some
alongshore movement. The temporal patterns of supply at sites in both years demonstrate
marked peaks interspersed with either a return to very low or intermediate levels of
supply. Such patterns are indicative of transport of larvae from larval pools that may be
located intermediate to far distances from the shore under investigation (Pineda, 2000).
When comparing temporal patterns of supply between sites, it could be argued
that unwanted variation may be introduced by differing immersion times or changing
local hydrodynamics between sites. Sufficient replication within sites is needed to
counteract any small scale variation in supply. However, linear scaling of measures of
supply and settlement to immersion time seems arbitrary when such measures are not
directly proportional (Pineda, 2000).
Supply time-series data can be a valuable tool when investigating potential larval
transport processes. However, their true worth may be realised only when such methods
are integrated with other techniques, such as surface drifter trajectories and genetic
studies (Brown et al., 2001; Tapia et al., 2004). Future studies of cyprid transport along
the Fife coast would certainly benefit from detail information on the potential
destinations of passively-floating particles.
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5.5. Conclusions
This chapter has demonstrated that cyprid supply and settlement are very different
measures of cyprid abundance. The relationship between these two factors is also
variable both spatially and temporally on a variety of scales. Such differences appear to
be driven by cyprid behaviour at the settlement stage. Variation in cyprid desperation to
settle in response to the availability of suitable substrata is one mechanism that may
account for this. The larval traps permitted an investigation of potential transport
mechanisms along the Fife coast. There is evidence for a northerly movement of
planktonic cyprids.
Supply has been shown to be a biologically distinct measure of larval abundance
that differs from settlement, especially in areas where settlement saturation can occur.
The next chapter of this thesis is concerned with the effect of supply on recruitment of
individuals into the adult population.
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Chapter 6
Cyprid Recruitment to Adult Populations
6.1. Introduction
Comparisons of the results of investigations of recruitment to marine benthic
populations have been hampered by different uses of the term ‘recruitment’ (Fraschetti et
al., 2003). Recruitment is a composite of larval and juvenile stages (Keough & Downes,
1982). As such, the definition of recruitment varies among the experimenters (Hunt &
Scheibling, 1997). Definitions of recruitment include (1) the presence of individuals after
a specified time, (2) individuals which have reached a specified size, and, less frequently
used, (3) survival to a size when individuals are susceptible to predation. Further
definitions include (4) survival through a period of high early mortality, or (5) individuals
trapped by a specified sieve mesh size (for use in soft bottom environments) (Butman,
1987; Booth & Brosnan, 1995; Carroll, 1996).
When investigating the role of recruitment on future population demographics, it
is imperative that the operational definition selected is appropriate to that population
(Minchinton & Scheibling, 1993). Studies on barnacles have assumed the successful
recruitment of individuals into populations after days, weeks or months (Raimondi, 1990;
Walters & Wethey, 1996; Satumanatpan & Keough, 2001). However, before reaching
adulthood, juvenile barnacles are subjected to a host of post-settlement factors that may
influence future population structure.
Such factors include pelagic larval stresses leading to early post-settlement
mortality or metamorphosis failure (Jarrett & Pechenik, 1997; Jarrett, 2000), food
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availability (Bertness et al., 1991), physical disturbance (Shanks & Wright, 1986; Sousa,
2000), competition (Connell, 1961), limpet bulldozing (Hawkins, 1983), thermal stress
(Bertness & Gaines, 1993), sea temperature fluctuations (Blanchette et al., 2006) and
predation (Menge, 1976). In addition, the factors that influence cyprid concentration in
the water column, larval supply and successful settlement can also influence recruitment.
All studies in which individuals had survived an unspecified period of time
between settlement and census were actually studies of recruitment, rather than
settlement (Power et al., 2006). However, the results of such studies may vary depending
on the time elapsed between settlement and census (Delany et al., 2003). For example,
Herbert & Hawkins (2006) found that chalk boulders on the southern English coast had
higher numbers of settling C. montagui cyprids. For several months, correspondingly
high levels of recruitment were also observed. However, over the stormier winter
months, the friable chalk was subject to shattering. This resulted in very low levels of
survivorship for the new recruits after seven months. Had the duration of that study not
extended throughout the winter, very different conclusions would have been reached
concerning the final recruitment to chalk surfaces.
Understandably, such differences in recruitment over time will not always be
evident for barnacle populations (e.g. Holmes et al., 2005). Nevertheless, the majority of
studies tracking the fate of new recruits do not follow individuals to maturity and
adulthood (Hills & Thomason, 2003b). Without such comprehensive knowledge of the
entire life cycle, ascertaining the important factors which govern barnacle populations
may not be possible. Therefore, this study tracked individuals from settlement until
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reproductive maturity. Accordingly, a recruit was any individual that survived until
adulthood.
Sexual maturity of S. balanoides is normally reached within the first year after
settlement, but may also be delayed until the second year (Barnes, 1989; Anderson,
1994). If maturity is reached within the first year, fertilisation occurs later than for older
adults (Crisp, 1959). First year adults may also produce as few as 10% of the eggs
produced by an older adult of similar size, probably reflecting their investment in growth
rather than egg production after settlement (Arnold, 1977). Nevertheless, if individuals
are tracked from one settlement season to the next, it is likely that they would have
reached adulthood. Thus, by the definition used here, they would have successfully
recruited to the population.
Traditionally, individuals are tracked by mapping or photography, with their
presence recorded over weeks, months or even years (Delany et al., 2003). Barnacle
recruitment may also be expressed in a number of ways. Wethey (1983) described
recruitment as the number of newly-settled individuals of the same species within a 1 × 1
cm square centred on each adult. However, recruitment is usually referred to, as it will
be here, as the number of individuals per unit area (Connell, 1985).
Recruitment of juveniles to natural populations was studied at BH. This was to
facilitate an assessment of post-settlement factors, such as competition and predation,
which may influence recruitment. Larval supply data from the 2004 mesoscale array,
located 10 m away, was also available. This was to allow an appraisal of the importance
of supply on recruitment, something which is not commonly seen in the marine literature
(Pechenik, 2006).
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Recruitment of sessile barnacles into adult populations has traditionally been seen
as a trade-off between mutual repulsion driven by competition for limited resources
(Crisp, 1961), and mutual attraction to provide for potential future mates (Knight-Jones &
Stevenson, 1950). As population density increases, a threshold may be exceeded
whereby recruitment declines (Chabot & Bourget, 1988). Thus, there may be an optimal
population density that balances these opposing factors.
The importance of post-settlement factors such as competition and predation can
also vary with larval supply, recruitment and barnacle coverage (Sutherland & Ortega,
1986; Jeffery, 2003a). For example, predation may cease to play an important role in
controlling recruitment during periods of high abundance because predators are literally
swamped by the high numbers of new arrivals (Navarrete & Wieters, 2000). For these
reasons, recruitment to three distinct levels of population density was considered. These
low, medium and high density populations provided a range of conditions that were
predicted to impact on initial settlement rates and settler survival, growth and ultimate
recruitment. The experiment was run in close proximity to the 2004 BH mesoscale array
(see section 3.3.2.1) to allow the assessment of the particular role of larval supply on
recruitment to adult populations.
6.2. Methods
Recruitment of S. balanoides cyprids to adult populations was investigated at BH
from March 2004 to February 2005. Two flat rock sites ~ 5 m apart were chosen due to
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their proximity to the 2004 BH mesoscale array (see section 5.2.1), which was ~ 10 m
distant. These two flat rock sites exhibited consistently dense adult coverage. Within
each site, nine 5 × 5 cm quadrats were randomly selected. Of these nine quadrats,
triplicate low, medium and high density adult coverage quadrats were randomly
allocated. Adult coverage was modified by removal to achieve desired densities. Initial
average percent coverage was 28.8% (± 8.6) for low density, 54.2% (± 7.3) for medium
density and 79.3% (± 7.4) for high density quadrats.
6 mm holes were drilled into the rock (Bosch hammer drill with masonry bit) 3
cm away from two opposing corners of each quadrat. 6 mm nylon screws were then
cemented in place using polyester resin (Screwfix Direct, 13790). The screws were
positioned to accommodate a removable acrylic grid strung with monofilament nylon
(diameter = 0.4 mm) that divided each quadrat into 1 x 1 cm squares. Limpets and other
organisms were not removed throughout the experiment to ensure recruitment into
natural populations was observed.
Photographs of quadrats were taken using a digital camera (Nikon coolpix 5400)
mounted on a tripod. This method ensured photographs were always taken at a set
distance from the rock. On several occasions, quadrats had to be cleared of algal
fragments and other detritus obscuring a view of the barnacles. Several limpets were also
removed from atop the adult barnacles without any noticeable damage to the individuals
beneath. Photographs were analysed using Adobe Photoshop Elements 2.0 and all
growth, mortality and new settler occurrences recorded. Photograph 6.1 shows an
example of a sample quadrat.
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Photograph 6.1. Example of a sample quadrat. The photograph, taken on 6 September (after the settlement
season), clearly shows darker adults and lighter, smaller recruits. A limpet is also present (bottom centre),
but is outside of the experimental quadrat as defined by the red grid. One white screw is present in the
bottom right corner. Such screws were used to mark the experimental quadrat.
On 26 March 2004, prior to the commencement of the settlement season, each
quadrat was photographed to determine adult coverage. During the settlement season
photographs were taken every 7-9 days, weather permitting. After the season,
photographs were then taken intermittently until recruits had become reproductively
active. The last photograph was taken on 25 February 2005, just prior to larval release
(Kendall et al., 1985; Evans & Burrows, 1987; King et al., 1993).
In total, the photographed quadrats were monitored for 339 days. This period
encompassed settlement, development and fertilisation of first year recruits. It was later
determined that whilst cyprids could not be identified with certainty, newly
metamorphosed spat could be due to their associated colour change. Once settled,
metamorphosis of S. balanoides cyprids occurs within two days in sea temperatures of
4.5 to 12 oC (Connell, 1961; Wethey, 1986a; Jarrett, 2000; Pineda et al., 2002). Thus any
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new settler must have been at least two days old before its presence was noted.
Accordingly, post-settlement, pre-metamorphic mortality here remained un-quantified.
Nevertheless, the occurrence of new settlers was recorded, as were settler and adult
mortality and growth. Growth was measured as maximum shell length; a measure of
conicular growth, but not columnar growth. This method of measuring growth will also
not account for any soft tissue growth.
To determine whether first year adults were reproductively active, several natural
rock clearances were made in February 2004 on rocks adjacent to the quadrats. These
clearances were subsequently occupied by new recruits. On 27 January 2005, prior to
larval release, 77% of 56 randomly selected individuals were found to contain eggs.
Therefore, it is likely that the majority of first year adults in the quadrats were
reproductively active, even though egg production may be constrained compared to older
adults (Arnold, 1977).
Percentage cover for each quadrat was assessed by means of a grid containing 100
dots (Buschbaum, 2002). This was randomly placed in two different locations on each
photograph of each quadrat, and those dots which occurred on free space were
enumerated. A measure of percentage cover was then obtained by averaging the
duplicate measures. Daily larval supply for the 2004 settlement season was quantified
using an array containing triplicate resin 1 cm2 traps (see section 5.2.1), thus allowing
comparisons of supply and recruitment. Surface sea temperature data were collected bi-
weekly at East Sands (4.6 km N of BH) throughout the duration of the experiment.
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6.2.1. Data Analysis
Settler counts were expressed per cm2 of available space per day for each interval
between photographs. This was to permit comparisons between densities whilst
controlling for varying intervals between sampling. Final recruit counts after 339 days
were expressed per cm2 of available space averaged for the entire duration of the
experiment. Per capita mortality and specific growth rates for each period between
photographs were calculated, and then expressed on a daily basis, again to account for
varying intervals between sampling.
All cyprid, settler and recruit counts were transformed prior to analysis (see
section 2.2.3). Percentage cover and mortality were also arcsine transformed (see section
3.2.4). Using methods outlined in section 4.2.3, repeated measures GLM ANOVA was
used to analyse variations in percentage cover, mortality, growth, settlement and periods
when recruits actually settled. Density and block were treated as between-subjects
factors. Final numbers of recruits to differing adult population densities were analysed
using factorial GLM ANOVA (see section 2.2.3). Density was treated as a fixed factor
whilst block was considered to be random. To adjust probabilities for multiple
correlations, the Holm’s adjustment method was applied to levels of significance.
As with the supply-settlement relationship (see section 4.1.1), the supply-settler
and supply-recruit relationships were predicted to be asymptotic. However, because BH
experienced such low numbers of cyprids in 2004, asymptotic relationships were not
seen. Thus, relationships were analysed using linear regression, which was found to
provide a better model fit than nonlinear models (as analysed by AICc – see section
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4.2.3). Day 1 was allocated to 26 March 2004, when the first set of photographs was
taken. The experiment lasted until 25 February 2005, which was day 339.
6.3. Results
6.3.1. Temporal Variation in Percentage Cover
There was some fluctuation in percentage cover for all three densities of
populations, particularly towards the end of the study (figure 6.1). From days 132 to 339,
the high density populations experienced a substantial decrease in percentage cover.
After day 241, both the medium and low densities also experienced reduced percentage
coverage. Despite such changes in percentage cover throughout the experimental period,
the three densities will continue to be referred to as low, medium and high. Average
percentage coverage throughout the 339 day period was 37.7% (± 7.7) for low, 57.9% (±
6.7) for medium and 72.3% (± 6.9) for high density areas.
There was a significant difference in percentage cover between all three densities
(table 6.1). Cover between blocks did not differ, and no significant interactions between
factors were found. A non-significant day effect suggests that percentage cover within
each density did not significantly differ over the 339 day period. However, the low p
value of 0.08, combined with the substantial changes in percentage cover evident in
figure 6.1, necessitate that further comparisons between densities should consider data
per cm2 of available space.
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Figure 6.1. Variation in average percentage cover (back-transformed arcsine ± 1 SE) for the three
population densities (low, medium and high) at BH from March 2004 to February 2005. Post hoc analysis,
adjusted by Holm’s method, revealed significant differences between all three densities (p varied from <
0.01 to 0.01). Original percentage covers on day 1 for the three densities are marked by the dashed lines.
Table 6.1. Repeated measures ANOVA for percentage cover (arcsine transformed) for
low, medium and high density populations at BH for the 339 day period.
Source df SS MS F p
Density 2 1587.32 793.66 2.93 < 0.001
Block 1 23.27 23.27 0.09 0.34
Day 5.3 3952.01 740.82 2.02 0.08
Density × Block 2 5.46 2.73 0.12 0.89
Density × Day 10.7 4481.25 420.01 1.14 0.34
Block × Day 5.3 2318.64 434.64 1.18 0.33
Density × Block × Day 10.7 2891.26 270.99 0.74 0.70
Error 64 23509.16 367.24
178
6.3.2. Seasonal and Density-related Variation in Mortality
6.3.2.1. Adults
Levels of adult mortality did not display much variation for all three densities
over the study period (figure 6.2). One noticeable exception was the elevated level of
mortality recorded between days 132 and 165. After this period, mortality decreased to
levels comparable to before day 132. Slightly higher levels of mortality were also seen
on day 11. To achieve desired densities, adults had been removed from the quadrats 11
days before day 11. Such interference with the adult cover may well have led to
structural weaknesses that resulted in the mortality of additional adults. Daily levels of
adult mortality did not differ between densities or blocks, and no interactions between
factors were seen (table 6.2). However, a significant day effect was found, probably as a
result of the increased mortality around day 165.
Table 6.2. Repeated measures ANOVA for daily per capita percentage mortality (arcsine
transformed) for adults for low, medium and high density populations at BH for the 339
day period.
Source df SS MS F p
Density 2 0.002 0.001 0.004 0.86
Block 1 < 0.001 < 0.001 < 0.001 0.85
Day 4.1 4.58 1.13 6.07 < 0.001
Density × Block 2 0.03 0.01 1.68 0.23
Density × Day 8.1 2.43 0.30 1.61 0.15
Block × Day 4.1 1.34 0.33 1.77 0.15
Density × Block × Day 8.1 1.84 0.23 1.22 0.31
Error 48.7 9.06 0.17
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Figure 6.2. Variation in average daily per capita percentage mortality (back-transformed arcsine ± 1 SE) for
adults for the three population densities (low, medium and high) at BH from March 2004 to February 2005.
6.3.2.2. Settlers
During the settlement season, settlers experienced much higher levels of mortality
than adults (figure 6.3). However, settler mortality gradually decreased over time,
particularly after the conclusion of the settlement season. One exception to this was
observed on day 165, which saw an increase in mortality for all three densities. By the
end of the 339 day period, settlers exhibited similar levels of mortality to those seen for
adults. Despite there being no significant difference in settler mortality between densities
(table 6.3), the very low p value of 0.054 suggests that substantial differences were
evident. Average mortality in the medium density populations (1.61% ± 0.2) was less
than in the low (1.96% ± 0.2) and high (2.47% ± 0.3) density areas. There were no
differences between blocks and no significant interactions between factors.
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Figure 6.3. Variation in average daily per capita percentage mortality (back-transformed arcsine ± 1 SE)
for settlers for the three population densities (low, medium and high) at BH from March 2004 to February
2005.
A significant day effect was found. The high mortality observed on day 28 is
probably attributable to the very low numbers of settlers recorded, especially in the high
density quadrats which saw only six settlers across six quadrats. Nevertheless, settler
mortality does appear to be slightly higher early in the settlement season, suggesting that
survivorship improved later in the season.
Table 6.3. Repeated measures ANOVA for daily per capita percentage mortality (arcsine
transformed) for settlers for low, medium and high density populations at BH for the 339
day period.
Source df SS MS F p
Density 2 1.52 0.76 0.13 0.054
Block 1 0.01 0.01 0.002 0.82
Day 2.5 493.45 197.07 20.44 < 0.001
Density × Block 2 0.03 0.02 0.09 0.92
Density × Day 5 124.82 24.92 2.59 0.051
Block × Day 2.5 8.62 3.44 0.36 0.75
Density × Block × Day 5 28.63 5.72 0.59 0.71
Error 25 241.44 9.64
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6.3.3. Seasonal and Density-related Variation in Growth
6.3.3.1. Adults
Distinct seasonal changes in growth were evident in all three densities of quadrats
(Figure 6.4).
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Figure 6.4. Variation in average daily specific growth rates (arithmetic ± 1 SE) for adults for the three
population densities (low, medium and high) at BH from March 2004 to February 2005.
Growth rates before day 84 (17 June 2004) were markedly higher than after this
time. Sea temperature was increasing from day 1 to around day 65 (Figure 6.5), which
may explain the high growth observed during this time. However, sea temperature
remained at approximately 12-14 oC until around day 140. There was a sharp decrease in
growth from days 61 to 84, suggesting that sea temperature is not the primary factor
influencing growth. Instead, the marked decrease in growth may be linked to the end of
the spring algal bloom (see section 6.4.3).
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Figure 6.5. Surface sea temperature recorded at East Sands, adjacent to SB and 4.6 km N of BH, for the
duration of the 339 day study period. Day 1 is 26 March 2004.
Adult growth rates did differ between population densities (table 6.4). Growth in
the low density quadrats was significantly higher than in the medium densities (p = 0.01)
which in turn were greater than the high density quadrats (p = 0.02). No differences were
found between blocks, but an obvious day effect was present. The significant interaction
between day and density was probably an amplitudinal effect caused by varying levels of
growth between densities, rather than any cross-over between densities. No other
significant interactions between factors were found.
Table 6.4. Repeated measures ANOVA for daily specific growth rates (mm.day-1 × 103)
for adults for low, medium and high density populations at BH for the 339 day period.
Source Df SS MS F p
Density 2 12.93 6.47 23.21 < 0.001
Block 1 0.01 0.01 0.03 0.87
Day 3 41.70 14.11 34.11 < 0.001
Density × Block 2 1.50 0.75 2.69 0.11
Density × Day 5.9 13.60 2.30 5.56 < 0.001
Block × Day 3 1.00 0.34 0.82 0.49
Density × Block × Day 5.9 4.34 0.73 1.78 0.13
Error 35.5 14.67 0.41
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6.3.3.2. Settlers
Growth of settlers prior to day 84 was higher than adult growth for this time
(figure 6.6). Peak settler growth for this period was ~ 0.008 mm.day-1, whereas the
highest adult growth rate recorded was only ~ 0.002 mm.day-1. Growth rates of settlers
continually increased up to day 54, possibly in line with warmer seas and the occurrence
of the spring algal bloom (Figure 6.5). As seen with the adults, settler growth also
decreased markedly by day 84, possibly signifying the end of the algal bloom (see section
6.4.3).
Settler growth significantly differed between densities (table 6.5). Growth was
similar in low and medium density populations (p = 0.68), but was significantly less in
high density populations (p = 0.02). An obvious day effect and day × density interaction
was observed. No other significant interactions between factors were found.
Interestingly, there was a significant difference in settler growth between the two blocks.
Average settler growth was 1.0 (× 10-3) mm.day-1 higher in block 1 than in block 2
Table 6.5. Repeated measures ANOVA for daily specific growth rates (mm.day-1 × 10-3)
for settlers for low, medium and high density populations at BH for the 339 day period.
Source df SS MS F p
Density 2 26.36 13.18 10.67 < 0.01
Block 1 8.05 8.05 6.51 0.03
Day 2.8 1184.35 430.62 125.16 <0.001
Density × Block 2 4.52 2.26 1.83 0.20
Density × Day 5.5 48.71 8.85 2.57 0.04
Block × Day 2.8 15.99 5.81 1.69 0.19
Density × Block × Day 5.5 19.70 3.58 1.04 0.41
Error 33 113.55 3.44
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Figure 6.6. Variation in average daily specific growth rates (arithmetic ± 1 SE) for settlers for the three
population densities (low, medium and high) at BH from March 2004 to February 2005.
6.3.4. Density-related Variation in Settlement
All three population densities exhibited similar patterns of settlement, with most
settlers arriving between days 38 and 54 (figure 6.7). Medium density populations
demonstrated the highest levels of settlement with ~ 5 new settlers.cm2free space.day-1
settling between days 38 and 46. Settlement prior to day 37 and after day 54 was much
reduced for all three population densities.
The occurrence of new settlers differed significantly between densities but not
between blocks (table 6.6). High density populations received similar amounts of settlers
to low density (p = 1.00) and medium density populations (p = 0.12). However, medium
densities received more settlers than low densities (p = 0.05). There was again an
obvious day effect and day × density interaction. No other significant interactions
between factors were found. When absolute numbers of settlers were considered, there
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was still a significant difference in settlement between densities (F2,12 = 22.67, p <
0.001). However, low and medium densities received equal numbers of settlers (p =
1.00), whilst high densities had significantly less settlement (p < 0.001).
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Figure 6.7. Supply (back-transformed log (x + 1)) and occurrence of new settlers (back-transformed log (x
+ 1) ± 1 SE) for the three population densities (low, medium and high) at BH during the 2004 settlement
season. Day 11 is 5 April. Daily cyprid supply, quantified using resin 1 cm2 traps, was summed for each
period between sampling. Settlers are expressed per cm2 of free space per day for each quadrat.
Table 6.6. Repeated measures ANOVA for numbers of new settlers.cm2free space.day-1
(log (x + 1)) to the three population densities at BH during the settlement season.
Source df SS MS F p
Density 2 0.03 0.02 0.65 0.04
Block 1 < 0.001 < 0.001 0.003 0.78
Day 2.8 7.31 2.65 88.33 < 0.001
Density × Block 2 < 0.001 < 0.001 0.01 0.99
Density × Day 5.5 0.39 0.07 2.56 0.04
Block × Day 2.8 0.18 0.07 2.35 0.10
Density × Block × Day 5.5 0.17 0.31 1.14 0.36
Error 33.2 0.91 0.03
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The number of new settlers closely mirrored supply of larvae for all three
population densities at BH (figure 6.7). Because no asymptotic relationships were
present between supply and settlers, linear regression was employed. Significant linear
relationships between supply and new settlers were found for low (p = 0.03), medium (p
= 0.01) and high (p = 0.03) density populations. Despite the significant correlation
between supply and settlement, the supply-settlement relationships for all densities do
vary between days 29 and 54. On days 37 and 46, high supply in relation to settlement
was observed. However, on day 54, supply was much lower in relation to settlement.
The possible reasons for this reversal in the relationship are discussed in section
6.4.5. However, the apparent change in the relationship between supply and settlement
was mostly caused by a delayed effect introduced by limited sampling times. New
settlers were only identified after successful metamorphosis. Thus, settlers on day 54
could have settled as early as day 45, during the period of highest supply to BH. High
settlement would then have been recorded on day 54, even though supply would have
already decreased after the peak period.
6.3.5. Density-related Variation in Recruitment
Recruitment of settlers to quadrats after 339 days differed significantly between
densities (F2,18 = 9.31, p < 0.01). No block effect (F1,18 = 1.95, p = 0.19) or significant
density × block interaction (F2,18 = 1.22, p = 0.33) was observed. The low and high
density populations exhibited equal amounts of recruits.cm-2 of free space (p = 0.98,
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figure 6.8). However, the medium density populations had significantly more recruits
than both the low or high densities (p < 0.01).
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Figure 6.8. Average number of recruits (back-transformed (log (x + 1) ± 1 SE) per cm2 of free space
(averaged for each quadrat over the 339 day period) for the three population densities (low, medium and
high) at BH after 339 days.
Figure 6.9 shows when recruits, which survived until day 339, settled during the
settlement season. Consistent patterns were seen for all three population densities, with
most recruits settling during the middle of the settlement season. This strongly matches
patterns of settlement (figure 6.7), which also had the highest numbers of settlers during
this time. Indeed, highly significant linear relationships exist between observed settlers
and final recruits for low (p < 0.001), medium (p < 0.001) and high (p = 0.001) density
populations.
As expected, there was a significant effect of day on when recruits settled (table
6.7). However, there were no significant effects of either density or block, and no
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significant interactions between factors. Therefore, it would appear that successful
recruits in all population densities and blocks effectively settled in the same proportions
at the same time.
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Figure 6.9. Number of recruits (expressed as a percentage of the total settling in each density (back-
transformed arcsine ± 1 SE)) settling for each sampling period during the settlement season and supply
(quantified using resin 1 cm2 traps – see figure 6.7 for details) for the three population densities (low,
medium and high) at BH in 2004. Day 20 is 14 April. Three significant subgroups (α subject to Holm’s
adjustment) are denoted by the letters a, b and c.
Table 6.7. Repeated measures ANOVA to ascertain when recruits (percent arcsine
transformed) settled during the settlement season for the three population densities at BH
in 2004.
Source df SS MS F p
Density 2 6.60 3.30 0.04 0.40
Block 1 6.42 6.42 0.08 0.19
Day 5 17335.78 3467.16 29.20 < 0.001
Density × Block 2 7.02 3.51 1.07 0.37
Density × Day 10 815.23 81.52 0.69 0.73
Block × Day 5 746.04 149.21 1.26 0.30
Density × Block × Day 10 794.95 79.49 0.67 0.75
Error 60 7124.11 118.74
As with settlement, patterns of recruitment closely mirrored supply for all three
population densities (figure 6.9). Again, there was a lack of any asymptotic relationships
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due to low numbers at BH. However, significant linear relationships between supply and
recruitment were seen for low (p = 0.05), medium (p = 0.01) and high (p = 0.02) density
populations. As with the supply-settler relationship, an apparent change was observed
between days 37 and 46, and day 54. This change was most likely caused by the
previously-outlined delayed effect introduced by sampling times.
6.4. Discussion
6.4.1. Temporal Variation in Percentage Cover
Yearly variation in percentage cover of barnacle populations is to be expected.
However, the magnitude of such variation can differ greatly. Small-scale increases in
cover can result merely from pulses of newly-settling larvae (Caley et al., 1996). This
may explain some of the variation in cover seen during the settlement season. Overall,
however, cover at BH did not substantially vary throughout the year. Pineda et al. (2002)
reported that cover did not vary significantly over the five months encompassing the
settlement season and time afterwards. Their study sites were located in semi-enclosed
bays protected from open-ocean swells. Shore cover at the Isle of Man and Southern
Ireland differed by only 7% and 2% respectively over six months (Jenkins et al., 2001).
The authors also describe these sites as ‘stable’ environments with moderate wave action.
Jenkins et al. (2001) did record a 60% decrease in cover over six months at sites
in Sweden. Such variation may be caused by large fluctuations in salinity that typically
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occur in that area (Johannesson, 1989). Substantial changes in barnacle cover may also
be caused by temperature extremes (Wethey, 1984b) or ice scouring events (Minchinton
& Scheibling, 1991). BH is not subject to such extreme conditions or even heavy wave
action. Therefore, a constant cover throughout the year would be expected.
6.4.2. Seasonal and Density-related Variation in Mortality
Mortality of adults and settlers did not differ between densities, although the low
p value of 0.054 for differences in settler mortality between densities may suggest
otherwise. Similar findings for S. balanoides have also been found by Kent et al. (2003)
and Minchinton & Scheibling (1991). When density dependent mortality has been
observed in S. balanoides, this is usually in response to increasing numbers of individuals
(Connell, 1985; Hills & Thomason, 2003a; Miron et al., 1999).
Connell (1985) suggested that as numbers.unit area-2 increased, mortality would
gradually shift from density independence to density dependence. Threshold levels for
this switch vary from > 10 recruits.cm-2 (Hills & Thomason, 2003a) to > 25 recruits.cm-2
(Connell, 1985). BH experienced settler densities approaching the level at which density
dependent mortality might occur. Because settler mortality between medium and high
densities was almost significantly different (p = 0.056), this would appear to be the case.
Traditionally, it has been thought that as aggregations become denser, individuals
will suffer due to negative intraspecific interactions (Jeffery, 2003a). Not only may
higher densities have more individuals to share a food supply, but the presence of more
adults will result in a deeper boundary layer within which juveniles will settle (Lewis,
191
1981). This deeper boundary layer, with its relatively slower flow and reduced particle
delivery rate, may result in less efficient feeding and higher potential mortality of settlers
(Thomason et al., 1998). As individuals grow, competition for space will also intensify.
Neighbours may overgrow or undercut each other, or form unstable hummocks that are
easily torn from the substratum by wave action (Bertness et al., 1998; Svensson et al.,
2006).
However, mortality of recruits has been found to decrease as density increased in
B. glandula populations (Leslie, 2005). The overriding of the primacy of competition by
such intraspecific facilitation has seldom been seen before, and has previously been
documented only in populations subject to severe environmental extremes, such as
thermal stress (Bertness, 1989). Leslie (2005) studied B. glandula populations on Oregon
(USA) shores, for which no apparent extremes in environmental conditions were
apparent.
The simplistic relationship of increasing abundance leading to increasing
mortality may also be confounded when very low population densities are considered.
Such populations may be subject to increased physical stress and predation (Carroll,
1996; Bertness et al., 1998). This may explain why settler mortality was greater,
although not significantly, in low densities than in medium densities.
The impact of barnacle density on juvenile mortality is certainly still under
debate. Nevertheless, there is some evidence that settler mortality was affected by
density. Low densities, due to a lack of intraspecific facilitation, and high densities, due
to amplified competition, had greater settler mortality than medium densities. The lack
of any differences in adult mortality between densities suggests that established
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individuals may not be as susceptible to those factors that may influence settler mortality.
The obviously decreasing trend of settler mortality over time is to be expected. Gosselin
& Qian (1997) pooled data from 30 studies of juvenile mortality in benthic invertebrates
and found a similar decrease in mortality over time. As individuals aged, they appeared
to be less susceptible to environmental stresses, possibly better feeders, and immune from
limpet disturbance (Knight-Jones, 1953b; Dye, 1998).
Both adults and settlers across all three densities appeared to exhibit heightened
levels of mortality between 4 August (day 132) and 6 September (day 165). Such
elevated levels of mortality in the summer on Northern hemisphere shores have also been
reported by Bertness (1989) and Hills & Thomason (2003b). The agent of such mortality
is likely to be predation by the whelk Nucella lapillus (Fairweather, 1987), which is
commonly found at BH. Peak whelk predation of both juveniles and adults usually
occurs during late summer (Minchinton & Scheibling, 1991). A second complementary
reason for heightened mortality at BH during August was the occurrence of several
periods of strong onshore winds, with speeds in excess of 18 knots. Such speeds were
seldom seen throughout the whole 2004 settlement season. The resultant increase in
wave action may have led to higher mortality through direct physical damage (Connell,
1961).
6.4.3. Seasonal and Density-related Variation in Growth
Growth rates in adults and settlers up to mid-June were comparable to S.
balanoides populations found on the Isle of Man and Ireland; approximately 0.001 –
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0.002 mm.day-1 for adults and 0.005 mm.day-1 for settlers (Jenkins et al., 2001). Growth
rates for Swedish populations were higher (adults = > 0.003 mm.day-1, settlers = > 0.007
mm.day-1), but this is probably attributable to the very small tidal range on Swedish
shores. This would have resulted in more immersion and thus more opportunities to feed.
The higher growth rates of settlers compared to adults in all populations highlight their
fast-growing nature in a bid to establish themselves (Barnes, 1989).
Adult growth rates during the settlement season (days 1 to 61) were variable.
Such brief spikes of rapid growth are indicative of growth being directly related to
phytoplankton abundance (Sanford & Menge, 2001). The early increase in growth up to
day 20 may also be a result of individuals taking advantage of the available free space
after adult cover within the quadrats was modified. Adult growth was highest between
days 47 and 61. During this time there were several days of onshore winds, which would
probably have increased wave action at BH. Such conditions would have enabled more
efficient feeding, possibly resulting in elevated growth during the following days (Denny,
1994; Borja et al., 2006). A similar pattern is also evident for settlers, who also
experienced highest growth during this period. Increases in settler growth over the
settlement season may also be attributed to increases in sea temperature and the
occurrence of the peak of the algal bloom, which typically takes place in late April and
early May in the eastern North Sea (Pechenik, 1987; Reid et al., 1990; Thiyagarajan et
al., 2003).
Both adults and settlers displayed dramatic decreases in growth by day 84, and
then throughout autumn and winter. This is indicative of a change in the use of food
resources from somatic to gonadal growth, the end of the spring algal bloom and falling
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sea temperatures (Southward, 1957; Barnes, 1989; Anderson, 1994). The trigger for such
a change may be linked to photoperiod (Barnes, 1992). Both settlers and adults have
slightly increased growth during August. As outlined already, the long periods of
onshore winds seen throughout August may have improved feeding conditions and freed
up space for growth on the substratum through mortality events.
Adult conical growth was strongly density dependent. As densities increase,
intraspecific competition and a lack of free space can severely reduce conical growth and
possibly result in more columnar growth as individuals grow up rather than out (Crisp,
1960; Chan & Williams, 2004). Settler growth did not differ between low and medium
densities, but was significantly reduced in high densities. Growth of settlers in the high
density sites may have been limited by more intense competition and a deeper boundary
layer inhibiting feeding (Lewis, 1981; Thomason et al., 1998; Leslie, 2005).
Interestingly, settler growth was higher in block 1 than block 2. Due to its
location lower on the shore, block 1 was submerged approximately 10-15 min before
block 2. Barnes & Powell (1953) and Jenkins et al. (2001) both report higher growth
rates for S. balanoides with increasing immersion time, due to increased opportunity for
feeding. Thus, the longer immersion of block 1 probably induced faster growth in the
rapidly growing settlers.
6.4.4. Density-related Variation in Settlement
High density populations received similar numbers of settlers to low and medium
densities. However, medium densities received more settlers than low densities.
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Because pre-metamorphic mortality of settlers could not be quantified, the reasons behind
medium densities having more settlers than low densities are not known. There may just
have been more settlement in the medium than low densities due to cyprids
demonstrating aggregative settlement preferences. The advantages of such behaviour
may include access to potential mates and decreased physical stress and predation
(Carroll, 1996; Bertness et al., 1998; Kent et al., 2003; Leslie, 2005). Conversely, both
low and medium densities may have attracted similar numbers of settlers, but
significantly more settlers may have died before sampling in the low densities than in the
medium densities. However, the effect of such early density-dependent post-settlement
mortality is likely to be negligible (Minchinton & Scheibling, 1991; Hills & Thomason,
1996; Hunt & Scheibling, 1997).
Increasing population density above a threshold value may be expected to result
in the inhibition of further settlement (Kent et al., 2003). Chabot & Bourget (1988)
found that S. balanoides settlement increased up to 22 and 30% of adult cover at two sites
on the East coast of Canada. These sites were located in a sheltered bay (Gulf of St
Lawrence) and on the more exposed Atlantic coast (New Brunswick) respectively. After
these threshold values, further settlement decreased.
At BH, levels of settlement did not appear to be inhibited even when population
cover was 72.3%. Chabot & Bourget (1988) did use settlement substrata that featured
much deeper cracks (~ cm) than the relatively flat rock surfaces used at BH. These
differences in surface topography may have led to differences in settlement behaviour.
Even differences in the desperation of cyprids to settle may have helped to generate such
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conflicting results (see section 4.4.4). Regardless of the reason, cyprids do appear to
show much variation in settlement preferences (Jarrett & Pechenik, 1997).
6.4.5. Recruitment and Pre- and Post-Settlement Events
Levels of recruitment to low and high densities were similar, but both these
densities had significantly less recruitment than the medium density populations.
Patterns of settlement and recruitment did appear to closely match patterns of supply. At
BH, the highest density of recruits was observed at the medium density sites. Settlement
and growth were also higher at these sites. Medium density adult coverage may have
been sufficient to promote intraspecific facilitation, but overcrowding had not yet resulted
in negative interactions between individuals. The agents of such interactions have been
covered in sections 6.4.2 to 6.4.4.
Levels of settlement did not significantly differ between the medium and high
densities. However, after 339 days, there were significantly more recruits in the medium
than high densities. Because settler mortality was lower (although not significantly) in
the medium densities, it seems likely that post-settlement mortality resulted in less
recruitment to high densities. The importance of such post-settlement events in shaping
barnacle populations has also been demonstrated by Menge (1991), Delany et al. (2003),
Jenkins (2005) and Power et al. (2006).
The findings at BH also highlight the importance of continuing recruitment
studies for a relevant period of time (Hills & Thomason, 2003b). Had final recruitment
been assessed after several weeks or months, instead of after 339 days, then no difference
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in recruitment between medium and high densities may have been seen. However, post-
settlement events do not appear to be instrumental in the observed difference in
recruitment between low and medium densities. Increased recruitment was probably
driven by higher levels of settlement in medium densities than in the low densities. The
fact that settlement and recruitment both correlate with supply also indicates that pre-
settlement, as well as settlement events can be an important influence on recruitment.
Such findings have also been echoed by Minchinton & Scheibling (1991), Dye (1998),
Miron et al. (1999), Navarrete & Wieters (2000), Hutchinson & Williams (2001),
Satumanatpan & Keough (2001), Berntsson et al. (2004), Chan & Williams (2004),
Holmes et al. (2005), Blanchette et al. (2006) and Thiyagarajan et al. (2006).
Despite the apparent influence of supply, the supply-settlement relationships for
all densities do vary between days 29 and 54 (figure 6.7). On days 37 and 46, high
supply in relation to settlement was observed. However, on day 54, supply was much
lower in relation to settlement. Such a reversal between supply and settlement may have
occurred because post-settlement pre-sampling mortality had less of an influence later in
the season. The increasing numbers of conspecifics by day 54 may have helped moderate
the effects of predation and reduce limpet bulldozing (Carroll, 1996). Mortality may also
have been greater between days 29 to 46 due to periods of onshore winds seen during this
time (Connell, 1961). However, the most likely cause of this apparent change was the
delayed effect introduced by sampling times (see section 6.3.4). Ideally, the time
between photographs should be reduced to decrease this potential influence.
Overall cyprid abundance at BH in 2004 was much less than in either 2005 or
2006. Both the supply-settlement and supply-recruitment relationships also did not
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display the predicted asymptotic relationships. When barnacle abundance is so low and
mortality is unaffected by density, as in the low and medium densities, it is likely that
recruitment may depend more on patterns of supply (Caley, 1996; Fraschetti et al., 2003).
Thus, as supply increases, recruitment may increase.
When barnacle abundance is higher and mortality increases with increasing
density, as was almost seen in the high densities, then it is likely that recruitment may
depend on post-settlement events (Connell, 1985). Had the study at BH been conducted
at other Fife sites were cyprid abundance was greater, or indeed at BH in later years, then
the relative roles of pre- and post-settlement events on recruitment may have been
markedly different (Pineda et al., 2002; Forde & Raimondi, 2004). Finally, whilst it may
be expected that early settlers occupy the most advantageous sites, this does not seem to
be the case at BH or other UK sites (Wethey, 1986; Thomason et al., 2000). At BH, the
greatest numbers of successful recruits settled during the periods of highest supply.
6.5. Conclusions
S. balanoides populations at BH are a function of both pre- and post-settlement
events. Both survival and growth were lower at the highest densities, suggesting that
there is an optimum intermediate density where the benefits of intraspecific facilitation
exceed the cost of overcrowding and competition. Populations exhibiting ~ 58% cover at
the beginning of the settlement season may have been representative of such an optimum
density.
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Because early post-settlement mortality could not be quantified, this study has
assumed that equal levels of such mortality occurred in all three densities. This
assumption may be plausible (Minchinton & Scheibling, 1991; Hills & Thomason, 1996;
Hunt & Scheibling, 1997). However, the conclusions reached about the factors
controlling barnacle populations are only likely to be applicable to BH in 2004, and may
show distinct site and yearly variations. Nevertheless, this study has highlighted not only
the potential importance of supply in shaping future populations, but also the imperative
reason for developing a reliable and replicable means of assessing cyprid supply to the
substratum.
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Chapter 7
Summation
Population dynamics within the intertidal have been extensively studied for many
years. The wealth of literature that exists concerning this environment may reflect the
abundance and easy access of such a site. However, conclusions from such studies may
show a bewildering array of both spatial and temporal variation, generated by such
factors as geography, geology, hydrodynamic and meteorological influences, biological
interactions and even human interferences. The very nature of such variation may ensure
that even studies conducted at the same site will show different results over time. With
such potential variation, it is not surprising that there are a large number of studies trying
to understand the population dynamics of the intertidal environment. Of particular
relevance to the present study is the importance of larval supply on barnacle population
dynamics. Studies of this nature are not only subject to a large number of potentially
important controlling variables, but are also confounded by a lack of consensus over the
definition, and methods of investigation, of larval supply.
The relative importance of supply, compared to other settlement and post-
settlement events is likely to vary depending on a cascade of potential influences. In
broad terms, supply is likely to be important when there is low larval abundance and
overcrowding has not yet resulted in negative interactions between conspecifics
(Minchinton & Scheibling, 1991; Carroll, 1996; Hutchinson & Williams, 2001; Jeffery,
2003). As abundance increases, negative intraspecific interactions may result in
settlement and post-settlement events exerting more control than supply on subsequent
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recruitment (Connell, 1985; Caley et al., 1996). This was seen at BH in 2004, when
negative intraspecific interactions only occurred in denser aggregations.
It is this hierarchy of potential factors that influence settlement and recruitment
which makes the intertidal environment so complex. Pineda (2000) outlined one such
example of this hierarchy of processes. He considered settlement of larvae along 1 km of
rocky shore. Such a shore would be expected to exhibit much local hydrodynamic
variation. This variation, coupled with a heterogeneous substratum would be expected to
influence spatial settlement patterns. However, an element of temporal variation to the
settlement patterns would also be introduced because the flow environment was
constantly modified over time. Flows may be modified by changes in sea level, wave
regime and local current variation. In this environment, a potential settlement site may
experience differing flow conditions over a short period of time. Thus, a settlement site
may be temporally unavailable if, for example, strong currents generated by a breaking
wave generate sufficient shear stress to prevent settlement (Crisp, 1955). However, a few
seconds later, once the wave has broken, or several hours later, when the tide has receded
and the waves break further offshore, that site may become available for settlement.
Such small-scale variation in flow can be very important in determining
settlement patterns (Hill & Thomason, 1996). However, because currents exhibit spatial
and temporal variation over very small scales, a larva may always have the opportunity to
settle in a given area, or a second opportunity to settle in a given site, assuming the larva
is close by. Therefore, Pineda (2000) concluded that ‘larger scale processes responsible
for bringing larvae ready to settle close to the rocky shore may then be relatively more
important than smaller scale processes in determining settlement magnitude’.
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Such an effect was seen at the Fife coast sites used in 2004 and 2005. There
would have been obvious small-scale differences in local water flows around the
experimental arrays between years generated not only by spatial and temporal variation in
flow, but also because many of the blocks used in 2005 differed in their physical location
from 2004. Had such changes in flow impacted on supply and settlement, it may have
been expected that tile saturation levels between years would increase at some sites and
decrease at others. However, tile saturation levels universally increased at all sites in
2005 compared to 2004. This is probably because overall cyprid abundance was greater
in 2005 than in 2004, leading to fewer cyprids rejecting the substratum as a settlement
site. Thus, the larger scale process of increased planktonic cyprid abundance in 2005
compared to 2004 trivialised any effects of the smaller scale process of varying flow
regimes between years.
7.1. A Return to the Ecological Paradigm: Wind-driven Seed Dispersal
Following the conception of Bullock & Clarke’s (2000) seed trap, and others like
it (e.g. Saura-Mas & Lloret’s (2005) sticky-tray seed trap), advances in our understanding
of the mechanisms and consequences of seed dispersal have been made. Quantification
of every stage of offspring production is now possible, from seed production, through
dispersal, settlement and seedling emergence, to final recruitment into adult populations.
Wind-induced seed dispersal is composed of two phases (Chambers, 2000).
Phase I dispersal is concerned with movement from the parent plant to the soil surface.
Phase II dispersal describes any subsequent movement of seeds once they have arrived on
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the soil surface. Bullock & Clarke’s (2000) seed trap was primarily concerned with
assessing phase I dispersal because the top of the trap was raised above the ground.
However, by burying the trap deeper so that the top of the trap was flush with the ground,
both phases of dispersal could be considered together.
As with larval inputs to benthic populations, the factors that influence the
recruitment of seeds will intuitively vary in their importance based on specific conditions.
However, the fundamental problem that transcends all studies of species that display a
dispersive phase is how to measure supply. As a final example of this wide-reaching
conundrum, Li et al.’s (2005) study of recruitment in the shrub Artemisia halodendron
may be considered. To determine which factors influenced recruitment, the authors
collected data on key stages of the shrub’s reproductive cycle. This included data on the
number of seeds in the soil, seedling emergence and subsequent survival, and finally,
establishment and successful recruitment. From such data, the authors concluded that
‘post-germination factors (emergence and survival) had stronger effects on recruitment
than pre-germination factors (number of seed deposited)’ (Li et al., 2005).
However, their measure of the number of seeds deposited in the soil was obtained
by taking samples from the upper 5 cm of soil along specified transects. In effect, they
were measuring seed settlement rather than seed supply. As has been comprehensively
demonstrated in this thesis, settlement does not equal supply. Therefore, no information
on seed supply was actually available. Thus, no conclusions can be made as to which
factors determine recruitment, because the crucial dispersive phase remains un-
quantified.
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An obvious solution to this problem would be to deploy a suitably designed trap,
because the quantification of supply is crucial to understanding its role in recruitment.
Nevertheless, ecological studies are rarely straightforward. In this particular instance, the
presence of a subterranean seed bank may confound studies of seed supply and eventual
recruitment. Therefore, it is imperative to ensure that the methods employed to measure
supply are appropriate to the species under investigation.
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Appendix I
To compare two entire asymptotic curves using the F ratio (Motulsky, 1999);
1.
Fit the Michaelis-Menten function to each individual data set. Then calculate;
SSseperate = sum of sum-of-squares for each data set
dfseperate = sum of degrees of freedom for each data set
2.
Combine the two data sets and fit the Michaelis-Menten function to the entire data set;
SScombined = sum-of-squares for new fit
dfcombined = degrees of freedom for new data set
3.
Calculate the F ratio using;
F = (SScombined-SSseperate)/(dfcombined-dfseperate)
SSseperate/dfseperate
Appendix II
To compare two asymptotes of settlement using a t test;
t = B1 - B2
√(SE12+SE22)
Where B1 = tile saturation of first relationship
B2 = tile saturation of second relationship
SE1 = standard error of first relationship
SE2 = standard error of second relationship
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Appendix III
To calculate the F ratio from the cross correlation function (Johnston, 1972; Bennett,
1979);
F = R2/(ħ-1) = coefficient mean square
(1-R2)/(T-ħ) deviation mean square
To calculate the degrees of freedom;
df = (ħ-1, T-ħ)
Where R2 = cross correlation function
ħ = total number of system parameters
T = total time period or sample over which system observed
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