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ABSTRACT A statistical analysis of the distribution of the eigenvalues of the chemical shift interaction as detected by
nuclear magnetic resonance (NMR) spectroscopy in large biological systems is presented in the light of random matrix
theory. A power law dependence is experimentally observed for the distribution of the number of eigenvalues, N, of the
shielding hamiltonian with ei < E as a function of the energy E. From this cumulative distribution of energy levels,
N(E), we also obtain a density of states p(E). The exponent of the energy variation of N(E) and p(E) are correlated
with the dimensionality of the molecular system. A crossover in the values of the exponents is found in passing from low
to higher energy in the spectra. Our method classifies and reduces the chemical shift data base of proteins and also
demonstrates a degree of regularity in seemingly irregular spectral patterns.
INTRODUCTION
The visual complexity of an NMR chemical shift stick
spectrum of a protein, constructed from the data of Keller
et al. (1), is displayed in Fig. 1. The purpose of the
approach presented here and elsewhere (2) is to extract
from such one-dimensional spectral patterns qualitative
information which physically characterizes the system.
With the advent of technological and technical advances, it
becomes possible to separate and study the different
interactions contributing to an NMR spectrum. In this
respect, we note that state of the art two-dimensional
NMR techniques applied to proteins with known primary
structures permit the assignment of up to 250 resonance
lines for 'H chemical shift in small proteins (mol wt -
6,000) (1). Clearly, these upper limits should increase with
progress. The questions then become, how can we handle
this huge data base, what does it tell us about these
systems, and how can we compare data from one protein to
another? Our answer to these questions has been to
analyze the collection of chemical shifts from a molecule
rather than to treat shifts of individual atoms. In doing so,
we have essentially separated the problem of understand-
ing the chemical shift of complicated systems into a
nonstatistical part (i.e., the shift of individual atoms) and a
statistical part (i.e., the ensemble of shifts of a molecule).
From a microscopic point of view a description of
interactions in many-body systems such as magnetic
shieldings in a protein can be difficult to attain because of
the large number of particles involved. The microscopic
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approach is replaced by statistical methods to describe the
collective behavior of a representative ensemble of systems
in statistical mechanics, and by a phenomenological
approach in thermodynamics. In the event of discrete
energy levels in a many-body system, assignment of quan-
tum numbers to individual levels, based on various models,
becomes prohibitive as the number of particles increases.
In random matrix theory (3, 4), it is assumed that the
statistical behavior of energy levels of a complicated
system with either an unknown or unmanageable hamil-
tonian is represented by the eigenvalues obtained from an
ensemble average of random matrices. This method per-
mits a qualitative description of the general appearance
and the degree of regularity/irregularity of the level
structure observed experimentally in a spectrum. Statisti-
cal properties such as spacings of characteristic values of
the magnetic shielding hamiltonian can be studied success-
fully with NMR spectroscopy (2, 5). The extension of this
approach to the density or cumulative distribution of
eigenvalues of this interaction in large biological systems is
the subject of this paper.
Nearest-neighbor spacing distribution functions repre-
senting uncorrelated, correlated, and random superposition
of correlated energy levels have been observed for the
chemical shift interactions in the spectra of a vitamin, an
antibiotic, and a protein (2). Such functions represent
global properties of an energy level ensemble which serve
to characterize the molecule, in addition to the usual
characterization of the magnetic shielding of individual
levels from a local point of view. The statistical analysis of
the cumulative eigenvalue distribution will be correlated
with the dimensionality of the molecular geometry. This
analysis will also serve to distinguish systems with the same
energy spacing distribution functions.
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FIGURE I 'H NMR chemical shift stick spectrum of BTI, constructed from the data of two-dimensional NMR experiments (1). Energy in
ppm increases from left (high field) to right (low field).
In the next section, we discuss the chemical shift, the
cumulative distribution, and the density of a sequence of
energy levels in an energy interval in the context of random
matrix theory. An empirical scaling relationship is pro-
posed to treat the cumulative distribution of discrete
chemical shift obtained from spectral patterns of large
biomolecules. This method is then applied to data from
current literature in the Results and Discussion section.
Limitations, a possible implication for continuous spectra,
and a passing mention to randomness in a sequence of
eigenvalues are presented in the conclusions.
BACKGROUND
In the most general case, the chemical shift of a site in a molecule is a
property represented by a second rank cartesian tensor. Classically
speaking, the physical origin of this interaction in a system with no
macroscopic electron orbital or spin angular momentum is due to
a"small" magnetic field at the nuclei induced by the motions of electrons
in a "large" magnetic field (6). A microscopic approach to the under-
standing of the chemical shift tensor gives two contributions, a diamag-
netic and a paramagnetic part
aa= a. + u-, (1)
where
d- e2 /,. r?5,a, - riar113 (2ad. d = e- (O|Era9 rai1|° (2)
a-o = 2C2 Z (Eo - EJ
ZLi,, k )(k 0)
(
'a kk3|) Lip 0) (3)
a, , represent the components of the tensor, and r1, is the distance from the
nucleus of interest to the ith electron. The a component of the orbital
angular momentum operator of the ith electron is Lia. Ek is the electronic
(vibrational) energy of the state jk> with 1o> representing the ground
state. The other symbols are standard constants. In solution, only the
rotationally invariant part (scalar) of the tensor survives rapid random
molecular motions. The observed magnetic shielding a,,, in the laboratory
(or rotating) frame is related to the components ajj of the shielding tensor
in its principal axis system by
jiso = 1/3[(*l, + 022 + 033]. (4)
From the sums in Eqs. 2 and 3, one notes that a particular nucleus is
coupled in principle to all the electrons in a molecule. Numerous
approximation schemes have been devised to simplify these calculations to
account for effects such as neighbor anisotropy, ring currents, electric
fields, and solvents (7). It is obvious from the nature of the physical
problem that this complicated many-body interaction cannot be"solved"
explicitly for cases of interest in biological NMR. Hence, the methods of
random matrix theory (the statistical theory of energy levels) provide a
means of studying the properties of an ensemble of complicated levels
rather than attempting to understand individual levels.
To describe the regularity/irregularity in a spectrum such as level
repulsion and clustering, one resorts to statistical properties like the rth
nearest neighbor spacing distribution functions, and density of levels (or
mean spacings). The local density p(E) for a discrete spectrum (delta
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functions) is given by
p(E) = AN (5)AE
with AN levels in an energy interval AE. A related quantity is the
cumulative distribution N(E) of energy levels as a function of the energy
N(E) = JE p(y)dy. (6)
In other words, how many levels have energyei G E? In mathematics an
analogous problem, the prime number theorem, asks how many primes
N(n) can be found less than the integer n (4).
The slope of the staircase function N(E) gives the level density from
which the average spacing D is obtained, D = p-'. The secular energy
variation in the level density p (the curvature) is removed by local
averaging procedures which map p to a constant (3). This unfolding step
is technically difficult since one wants to preserve the fluctuation
measures or statistics about the smoothed or uniform spectrum. The
translational invariance of the spectral averaged density over the unfolded
spectrum is a stationary property of stochastic processes relevant to the
question of ergodicity, i.e., the spectral average being equal to the matrix
ensemble average. In a previous paper (2, Fig. 2 therein) a constant level
density was assumed though a secular energy variation in p was observed,
leading to nonstationarity of p. Instead of unfolding the spectrum, a
locally averaged density in the different parts of the spectrum were used
for the nearest neighbor spacing distributions. Similarly here, the difficul-
ties associated with the nonstationarity of p and its unfolding are
circumvented by considering the scaling behavior of the cumulative
distribution N(E).
We assume empirical scaling relationships for N(E) and p(E) of the
form
N(E) -Ex (7)
p(E) - ES. (8)
Because Eqs. 7 and 8 are not exact (note the absence of equality), these
relationships imply statistical scaling. From Eqs. 6, 7, and 8, we obtain
X=S+ 1. (9)
respect to E yields the partition function, while the log p(E) is propor-
tional to the entropy of the system (9). For the exponents of the empirical
relationships 7 and 8, no a priori model will "explain" their dependence in
the next section. However, a classification of levels according to distinct
exponents in the different parts of the spectrum will (a) correlate with the
dimensionality of the molecular geometry, (b) reduce the molecules
chemical shift data base, and (c) demonstrate a degree of regularity in a
seemingly irregular spectrum.
RESULTS
We examine experimental NMR chemical shift data avail-
able from current literature. The investigated systems
comprise two small proteins, Bovine trypsin inhibitor, BTI
(1); Bull seminal inhibitor, BSI (11); a vitamin, cyanoco-
balamine- B12 (12); and an antibiotic, Alamethicin (13).
For these molecules, with the exception of BSI, the prima-
ry, secondary, and tertiary structures are well character-
ized. We attempt to interpret the slopes obtained from the
doubly logarithmic plots, log N vs. log E, in terms of the
dimensionality of the tertiary structures.
These plots are presented in Fig. 2 for BTI, in Fig. 3 for
BSI, in Fig. 4 for B12, and in Fig. 5 for Alamethicin. For
each molecule, instead of fitting all the available chemical
shift data, a"coarse-grained" distribution of N vs. E was
used so that the analysis could be easily carried out on a
pocket calculator. The number of slopes was kept to a
minimum by visually examining the fit, and by deter-
mining the standard deviations and correlation coefficients
of the slopes. We must keep in mind that we are interested
in the scaling of the chemical shift over a distribution that
should reflect an intermediate scale rather than a local
(few levels) or global (all levels) scale property of the
sequence of levels. Table I summarizes the slopes, standard
E
Therefore, a logarithmic transformation of Eq. 7 gives
log N = X log E
or when plotting N(E) on doubly logarithmic plots
log (N2) = X log tE2),
(10)
(11)
where the variables N2 and E2 measured in one part of the cumulative
distribution are referenced to another part N, and E, of the distribution.
From Eqs. 8, 9, and 11, we can determine the exponent S of the density of
levels. The exponents of the energy variation of the density of states is an
interesting quantity since it is model dependent. For example (8), elastic
vibrations and deformations of solids have the following density of states
p(E) - Ed, (12)
whereas for a free particle subject to periodic or boundary conditions
(e.g., electron gas in a metal, particle in a box)
p(E) - E (13)
where d is the Euclidean and/or fractal dimension characterizing the
system. In statistical mechanics, the Laplace transform of p(E) with
log E
FIGURE 2 Distribution of the log N vs. log E for 'H NMR chemical
shift of BTI (1). N represents the number of energy levels (or transitions)
with energy - E.
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FIGURE 3 Distribution of the log N vs. log E for 'H NMR chemical
shifts of BSI (13).
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FIGURE 4 Distribution of the log N vs. log E for 13C NMR chemical
shifts of B,2 (14).
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FIGURE 5 Distribution of the log N vs. log E for 'H NMR chemical
shifts of Alamethicin (15).
deviations, and correlation coefficients calculated from a
linear least squares fit, the number of levels or transitions
contributing to a particular slope, and the exponent, S,
characterizing the density of states dependence on the
energy. When the number of levels is small (O10), we find
error limits of up to 25%.
TABLE I
DATA OBTAINED FROM DOUBLY LOGARITHMIC PLOTS
Number
System S Plo Corrt St Levels of1 levels
Cyano- 1.1 ± 0.1 0.979 0.10 0-29 29
cobalamine 0.51 ± 0.02 0.996 -0.49 29-49 20
B12 3.4 ± 0.9 0.982 2.4 49-60 11
Alamethicin 2.2 ± 0.1 0.998 1.2 0-30 30
1.5 ± 0.0 1.00 0.5 30-50 20
1.2 ± 0.3 0.960 0.2 50-62 12
Bovine 2.0 ± 0.2 0.990 1.0 0-60 60
trypsin 0.90 ± 0.05 0.918 -0.10 60-251 191
inhibitor
BTI
Bull seminal 2.2 ± 0.2 0.995 1.2 0-84 84
inhibitor 0.83 ± 0.10 0.977 -0.17 84-239 155
BSI at 180C
Bull seminal 2.1 ± 0.2 0.993 1.1 0-79 79
inhibitor 0.84 ± 0.09 0.978 -0.16 79-239 160
BSI at 450C
*Error limit on slope is one standard deviation.
tCorrelation coefficient from linear least-squares fit.
tError limit on s is the same as that of the slope.
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For both proteins, we may group the distribution of levels
according to their energy dependence into two groups. In
the case of B,2 and Alamethicin, three groups of levels are
necessary to account for the distribution. For N(E), all
systems display roughly an E2 dependence at low energies
(or high field), except B12, which has an El dependence. At
higher energies (or low field) we find a crossover to E9 for
BTI and BSI, whereas the distributions for B,2 and Alame-
thicin cross over twice to different power laws. The expon-
ent of the density of states' energy dependence, p(E), is
obtained by subtracting one from the value of the slope of
the doubly logarithmic plot (see Eq. 9 and Table I).
Crossover is a general feature observed for phonon
dispersion in the percolation network model (13). For these
extended states, at lower energies, one finds a normal or
classical behavior for N(E) and p(E) (see Eq. 12), i.e., d is
an integer. At higher energies, a crossover occurs in p(E)
to a fractal dimension d which characterizes nontopologi-
cal aspects of the form of these systems. The shape of some
hemoproteins at liquid helium temperatures has been
shown (14) with ESR relaxation measurements that are
proportional to the density of vibrational states to occupy a
space of fractal (and spectral) dimensionality 1.19 < d <
2.24. A striking similarity is observed and discussed below
in the crossover of the chemical shift spectral distributions.
If we assume (see Eqs. 7-9) that
x=d- 1 (14)
and therefore
observtions bear a striking resemblance to some of the
predictions of this model. It is evident that further investi-
gations are needed to elucidate the statistical scaling that
we propose on empirical grounds to classify the energy
levels.
CONCLUSIONS
The distribution of chemical shifts in large biological
systems has been shown to follow a power law relationship
in relative energies. For the investigated systems, we
observed for the distribution of the log N vs. log E a
behavior quite analogous to the predictions of a model for
vibrational states on a percolation cluster. Indeed, the
distribution of chemical shifts at low energies seemed to
reflect the dimension of the structure in which the atoms
were embedded. Crossover to different power law behavior
with fractional energy exponent is reminiscent of fractal
behavior of mode localization in solids. To understand the
empirical observation for the exponent ofN(E), x = d - 1,
further studies are needed before a claim to "universality"
can be envisioned.
Our analysis of a collection of chemical shifts in large
biological systems is presently limited to spectra with
discrete resonances. For continuous spectra, the common
slope x = d - 1 points to an intriguing possibility. If the
energy EC at which the crossover occurs is found to be a
constant, while the total energy range ET is approximately
a constant, say ET t 12 ppm for 'H chemical shift in
liquids, then Eq. 11 becomes a constant, i.e.,
log ()= X log (E) = constant, (16)
s=d - 2, (15)
then these relationships can be used to classify the initial
slope in N(E) according to the dimensionality d of the
molecular geometry as presented below. At low energy (see
Table I), N(E) of BTI, BSI, and Alamethicin all follow
roughly E2, whereas the distribution of the atoms contrib-
uting to that part of the spectrum are distributed over the
whole molecule, i.e., d = 3; therefore x = 2 if the above
assumptions are correct. In the case of B,2, the initial
distribution of '3C chemical shifts follows an El'. Of the 30
atoms that contribute to this part of the spectrum, 26 can
be found in the plane like environment defined by the
corrin ring, i.e., d = 2 and x = 1. At higher energies, the
distribution N(E) of chemical shifts crosses over to some
fractional power of E for BSI and BTI, x - 0.8 to 0.9,
which would imply d = 1.8-1.9. Two such crossovers are
observed for B,2 and Alamethicin, which give d 1.2-1.5.
One of the crossover for B,2 gives d = 4.4 ± 0.9, but with a
high uncertainty in view of the small number of levels.
At this point we caution the reader that we have not
proposed a microscopic interpretation of the scaling N(E)
of the chemical shift, nor have we rationalized the scaling
in terms of the percolation cluster model. Indeed, our
where N2 is the total number of levels, while N, is the
number of levels at which the crossover occurs. Therefore,
the ratio of the area of the spectrum below Ec to the total
area would be a constant. As two-dimensional NMR
techniques evolve, the possibility to unravel the spectra of
larger molecules will make the approach presented here
and elsewhere (2) more attractive and statistically more
reliable. The coarse grained distribution of N vs. E
smoothed the data. This step kept the analysis simple
enough that calculations could be done on a pocket calcu-
lator. At the same time, we bypassed the unfolding proce-
dures mentioned in the background section. Instead of
smoothing the data, a staircase distribution involving all
the available data could be used with appropriate computa-
tional facilities.
The analysis of the distribution of discrete chemical
shifts in large biological systems bears strong resemblance
to the problem of randomness in other disciplines. Accord-
ingly, we can benefit by briefly mentioning some general
models that are available for the discussion of randomness
in a sequence of eigenvalues. Ordered sets obtained from
discrete spectra can be modeled as eigenvalues of random
matrix ensemble, points on a line (disconnected sets, e.g.,
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Cantor dust [15, 16]), and noninvertible one dimensional
maps (17). The degree of randomness can be computed via
information theoretical approach with Kolmogorov
entropy (18), and algorithmic complexity (19). We men-
tion these models since in favorable cases, the correlation of
the chemical shift energy levels with global molecular
structures has been successful with other approaches such
as graph and group theoretical methods, and numerical
studies (20-22).
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