The goal of this paper is to investigate the impact of dictionary choosing for a total variation dictionary model. After theoretical analysis, we present the experiments in which the dictionary contains the curvatures of known forms (letters). The data-fidelity term of this model allows the appearance in the residue of all structures except forms being used to build the dictionary. Therefore, these forms will remain in the result image while the other structures will disappear. Our experiments are carried on the source separation problem and confirm this impression. The starting image contains letters (known) on a very structured background (an image). We show that it is possible, with this model, to obtain a reasonable separation of these structures. Finally, this work illustrates clearly that the dictionary must contain the curvature of elements which we seek to preserve.
INTRODUCTION
The task of image denoising is to recover an ideal image u ∈ L 2 (Ω) from a noisy observation:
where Ω is a rectangle of R 2 to define the image, v ∈ L 2 (Ω) is the noisy image and b ∈ L 2 (Ω) is Gaussian noise of standard variation σ.
In the past decades, a variety of denoising methods have been developed to process this task, among which two approaches, total variation initiated in [1] , and wavelet thresholding originally introduced in [2] , have drawn great attention. Eventually, the hybrid approach proposed in [3] may take the form of the following optimization model:
min T V (w) subject to w − v, ψ ≤ τ, ∀ψ ∈ D,
for a finite dictionary D ⊂ L 2 (Ω) which is often symmetric and a positive parameter τ associated with the noise level. Usually, the total variation for an image w ∈ L 2 (Ω) is defined as:
where the gradient is taken in the sense of distribution. Note that, as pointed out in [3] , when the dictionary D is the union of all unitnorm vectors of L 2 (Ω), the model (P * ) reduces to the Rudin-OsherFatami (ROF) model. For a small positive fixed, applying a steepest descent algorithm on the penalization energy:
Malgouyres [3] showed that when the dictionary D contains wavelet/wavelet packet bases and their opposites, the model (P * ) preserves the texture better than the ROF model. In [4] , the nonlinear programming task (P * ) was solved exactly via a dual Uzawa method and the authors reaffirmed that this model allows very good structure-preserving reconstructions. However, their experiments were still limited to the dictionary of wavelet/wavelet packet bases and their opposites. As a result, the role of dictionary D for (P * ) was obscure, though they had already realized the importance of this role and formulated it as:
Open Problem 1 Given a class of image, if one aims at obtaining
optimal results by (P * ), how should the dictionary D be designed?
Note that in this paper, the obscure concept optimal is evaluated by the peak signal-to-noise ratio (P SNR). Inspired by the open problem, the authors of [5] investigated twelve Gabor dictionaries for (P * ). Their experiments demonstrated clearly that the choice of dictionary deeply impacts the performance of the model. As Gabor filters are closely related to the representation of textures, their results are rather good for the preservation of textures. However, their conclusion to the open problem was still somewhat vague.
The goal of this paper is to provide a solid investigation on the open problem. The remaining paper is organized as follows. In Section 2, theoretical analysis is conducted to to illustrate the representation of the curvature of solution of (P * ) over the dictionary D. Then in Section 3, we present experiments with known features for two typical source separation examples: image decomposition and denoising. Finally, in Section 4, we address some discussion and then conclude that the dictionary must contain the curvature of elements which we seek to preserve. Some further research possibilities are also explored.
THEORETICAL ANALYSIS
Suppose w * is solution of (P * ) . Using Kuhn-Tucker Theorem (Thm.28.3, [6] ), we know that there exist positive Lagrangian parameters (λ * ψ ) ψ∈D such that:
From Eq.(1), it is easy to verify that for every w ∈ L 2 (Ω), we have: Therefore, by Eq. (2), (3), we get:
The right side of Eq. (4) is the curvature of w * . This shows that the curvature of the solution w * of (P * ) is represented positively by the elements of the dictionary D. Moreover, we would like to illustrate that in certain sense, this representation might be sparse. For this, we turn to considering the dual form of the optimization model (P * ). Our consideration is inspired by [7] where the dual form of the ROF model was investigated.
By the duality theory (see [6] ), the dual form of (P * ) is
Using the strong duality theorem (Corollary 28.2.2, [6]), we know that the duality gap for the linear constraints convex problem (P * ) is zero and we can exchange the min max as max min. Let's denote:
With a straightforward calculation, we obtain:
where the conjugate f * of a convex function f (see [6] ) is given by:
Specially, if we define the convex BG in the G-space of Meyer (see [8] ) by:
then easily we can prove that (for details, see [7] ):
From the above discussion, we know that the vector λ * (λ * ψ ) ψ∈D of Eq.(4) is solution of:
where
is a constant vector and
We remark here, the authors of [9] proved that the following linear programming problem gives the sparsest representation available by dyadic intervals:
where y ∈ R d is known, x ∈ R n , A is a d × n matrix, d < n. Then, note that Eq. (5) is also a linear programming over the convex BG 0 , though it differs from Eq. (7) in two aspects: the impact of vector a and the fact that the convex BG 0 might not be generated by finite linear equations. In ideal case, we may think that Eq.(5) might also provide sparse solution under mild condition, i.e, the vector (λ * ψ ) ψ∈D of Eq.(4) could be sparse. We just mention here, our opinion will be confirmed experimentally in the upcoming section.
Recall that if the dictionary D contains all unit-norm vectors of L 2 (Ω), the model (P * ) reduces to the ROF model. Various experiments have already shown that the ROF model is not good as (P * ) with wavelet/wavelet packets basis (and their opposites) or Gabor dictionaries (see [3, 4, 5] ). Therefore, the construction of the dictionary D is not simply the union of all possible atoms. Actually, when D is of large size, we can not neglect the interactions among the elements of D.
Note that the solution of (P * ) is only involved with the active constraints (where λ * ψ > 0 and w * − v, ψ = τ ). If the vector (λ * ψ ) ψ∈D is sparse, this will reduce the possibility of interactions among the atoms. Evidently, the non-trivial sparsest case is that the dictionary D contains only one element. By Eq.(4), neglecting a normalization constant, we should take this element as:
if one aims at recovering the ideal image u. We refer this as the adhoc dictionary. In the left image of Fig.1 , we show the curvature of the Lena image. Now, we add a Gaussian additive noise of standard variation 20 to the Lena image. Fig.2 shows the performances of (P * ) with the ad-hoc dictionary and the ROF model, where the parameter for both models are tuned to get better performance. From this Fig., we clearly see that the model (P * ) with this dictionary almost perfectly recovers the ideal image here. Not only the PSNR is very high, the visual effect are much better than the ROF model. The residue image is nearly a Gaussian noise and this is an important index to reflect the performance of the restoration (see [10] ).
This illustrates that we should choose a dictionary D which can give a sparse representation for the curvature of the underlying ideal image.
EXPERIMENTS
The above analysis and experiment illustrate that when we know the curvature of the ideal image, we can get a nearly perfect restoration.
Fig. 2.
Denoising by (P * ) with ad-hoc dictionary and ROF. Top: clean image, noisy image (σ = 20, PSNR = 22.11); middle: result of ROF (PSNR = 27.66), result of (P * ) with ad-hoc dictionary (PSNR = 34.93); bottom: residue of ROF and (P * ).
However, the task of obtaining a nearly perfect curvature is equivalent to recover the ideal image.
Fortunately, sometimes we have some prior information about the image. For instance, we may know that the ideal image contains some special structures and we are especially interested in processing these structures. In this case we can still apply (P * ) together with a dictionary reflecting the prior information. We present two examples of source separation: image decomposition and denoising. The numerical aspects follow from [5] . In each experiment, we tune the parameter τ for both ROF and (P * ) to obtain better performance.
Image decomposition
Suppose that we are interested in processing some letters in a noisy image (right of Fig.3 ) which is obtained by adding 20% impulse noise to the ideal image. Note that the impulse noise is adopted here to illustrate that the noise accepted by (P * ) is rather general.
We want to separate the noisy image into two parts: one part containing the letters and the other part containing the noise and the background information. Typically, the letter part can be used in a pattern recognition process.
The ordinary decomposition method is not suitable for this task. For instance, the up part of Fig.4 displays the result of the ROF method. The upper-left is the cartoon part that we want to represent the letter, but it also contains information of background; the upper-right is the texture part to represent the background and noise, however, it contains information of letters. Now suppose that we know the letters. Then we can construct a feature dictionary containing the curvature of the letters. The right image of Fig.1 displays these curvatures. After normalization, we translate all the filters of the feature dictionary on the plan to obtain a total dictionary D.
Using this dictionary D, the model (P * ) provides a fairly good image decomposition result displayed in bottom of Fig.4 . Clearly, most of the letter information is contained in the letter part while most of background and noise information is present in the residue part. Moreover, we can observe that the letters present in the bottomleft image of Fig.4 is rare, therefore, the curvature of this image is represented sparsely by the dictionary. 
Image denoising
Now we add a Gaussian noise of standard variation 20 to the clean image (top-left of Fig.5 ). The noisy image is shown in top-right of Fig.5 . We still suppose that we know the information about the letters. This time, the feature dictionary is composed of two parts. The first part contains also the curvatures of letters shown in right image of Fig.1 . The second part contains 13 filters {d1, . . . , d13} from the Daubechie-3 wavelet (see [11] ) of level 4 and their opposites {−d1, . . . , −d13}. Note that these 13 Daubechie-3 wavelet filters are shown in Chapter 3 of [12] . Overall, the feature dictionary contains 9 + 2 × 13 = 35 filters. After normalization, all the filters in the feature dictionary are then translated over the plan to build a total Fig. 5 . Image denoising. Top: clean image, noisy image with σ = 20, P SNR = 22.08; middle: denoise result of ROF with P SNR = 24.56, residue of ROF; bottom: denoise result of (P * ) with P SNR = 31.20, residue of (P * ).
dictionary D. The denoising results of model (P * ) with this dictionary and the ROF model are shown in Figure 5 . Clearly, with the known features we have a much better performance than the ROF model. Indeed, for the ROF model, the letters of result image are vague as some information presents in the residue. However, for (P * ) , the letters and the background are well recovered as the dictionary allows the appearance of letters and isotropic information.
DISCUSSION AND CONCLUSION
If we neglect the interactions between features, we can conclude that a feature of the form −∇T V (f ) in the dictionary D will favor the appearance of the pattern f in solution w * of (P * ) , i.e., we have the mechanism:
Thus if we aim at recovering a special pattern/structure f from the noisy image by (P * ), we should add the feature −∇T V (f ) into the feature dictionary (when the position of this feature is not known) or total dictionary D (when it has a known position). Now turning back to the open problem presented in Section 1, our conjecture is that for a certain class of images, in order to obtain ideal restoration result with (P * ) , we should take a dictionary D which gives sparse representation for the collection containing all the curvatures of image in that class. We mention that the method of [13] might be useful for this task.
Overall, in this paper, after the theoretical analysis illustrating the representation of the curvature of the solution of (P * ) over the dictionary, we presented the experiments in which the dictionary contains curvatures of known forms (letters). The data-fidelity term of the this model authorizes the appearance in the residue of all the structures, except forms being used to build the dictionary. Thus, we can expect that these forms remain in the result and that the other structures will disappear. Our experiments are carried on the problem of source separation and confirm this impression. The starting image contains letters (known) on a very structured background (an image). We showed that it is possible, with the model (P * ), to obtain a reasonable separation of these structures. Finally, this work illustrated clearly that the dictionary D must contain the curvature of elements which we prefer to preserve.
The future work could be learning typical patterns from the curvature of a certain class of image and then use (P * ) for image processing. Moreover, the more rigorous reasoning of the observation that the curvature of the solution of (P * ) is represented sparsely over the dictionary D is also expected. We remark that this problem might also be investigated by the active constraints of the original form (P * ).
