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RESUMO
Devido ao grande crescimento do uso de ambientes computacionais em
nuvem, a complexidade do gerenciamento destes ambientes tem aumen-
tado significativamente, tornando o gerenciamento manual impratica´vel.
Como consequeˆncia disto, a automatizac¸a˜o deste processo se mostra
importante pois auxilia a agilizar o gerenciamento, melhorando o de-
sempenho quando feito de forma correta. Neste trabalho, e´ apresentado
o desenvolvimento de uma heur´ıstica de balanceamento de memo´ria
RAM nestes ambientes, buscando aproveitar melhor este recurso entre
hosts e clusters. Esta heur´ıstica facilitara´ o gerenciamento deste recurso
em ambientes computacionais em nuvem.
Palavras-chave: Computac¸a˜o em nuvem. Heur´ıstica de balancea-
mento. Balanceamento de recursos.

ABSTRACT
Due to the large growing of cloud computing, the management comple-
xity of these environments has grown, turning the manual management
impractical. As a consequence, the automation of these environments
takes an important part in making the management faster, improving
the environment performance when implemented correctly. This work
presents the development of a RAM memory balancing heuristic direc-
ted to cloud computing environment. This heuristic aims at making a
better usage of this resource among hosts and clusters, improving the
RAM memory management in cloud computing environments.
Keywords: Cloud computing. Balancing heuristic. Resources balan-
cing
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1 INTRODUC¸A˜O
Computac¸a˜o em nuvem e´ um modelo que possibilita o acesso
conveniente e sob-demanda a recursos computacionais (por exemplo,
redes, servidores, armazenamento, aplicac¸o˜es e servic¸os) que podem ser
alocados e liberados com um mı´nimo de esforc¸o de gerenciamento ou
interac¸a˜o com o provedor de servic¸o (MELL; GRANCE, 2011).
Devido ao crescimento da demanda por servic¸os ofertados por
ambientes computacionais, a estrutura necessa´ria para hospedar estes
ambientes aumenta em tamanho e complexidade, impactando direta-
mente no gerenciamento destes ambientes (WEINGA¨RTNER; BRA¨SCHER;
WESTPHALL, 2015) e (GERONIMO et al., 2013). Devido a` complexidade
destas infraestruturas, a gereˆncia de ambientes de computac¸a˜o em nu-
vem requer o aux´ılio de sistemas computacionais autoˆnomos, como o
modelo autoˆnomo proposto por (KEPHART; CHESS, 2003).
Weinga¨rtner, Bra¨scher e Westphall (2016) desenvolveram um fra-
mework distribu´ıdo autoˆnomo para o CloudStack (FOUNDATION, 2016a)
que avalia a infraestrutura e, com base em determinadas heur´ısticas1,
toma deciso˜es para migrar ma´quinas virtuais2 e ligar/desligar servidores.
Com a finalidade de demonstrar o potencial do framework desenvol-
vido, Weinga¨rtner, Bra¨scher e Westphall (2016) implementaram uma
heur´ıstica que busca a reduc¸a˜o do consumo energe´tico em ambientes
de computac¸a˜o em nuvem, por meio de te´cnicas de consolidac¸a˜o3 de
ma´quinas virtuais. Pore´m, a soluc¸a˜o apresentada por Weinga¨rtner,
Bra¨scher e Westphall (2016) possui careˆncia de outras heur´ısticas, como
uma heur´ıstica que balanceasse as ma´quinas virtuais entre os hosts com
o melhor desempenho e aproveitamento poss´ıvel.
Te´cnicas de gereˆncia e otimizac¸a˜o de ambientes em nuvem podem
trazer benef´ıcios como o controle da qualidade de servic¸os (QoS) e
reduc¸a˜o de gastos energe´ticos. Pore´m, diferentes te´cnicas podem trazer
consequeˆncias, como por exemplo, o desligamento de servidores para
economizar recursos energe´ticos pode vir a sobrecarregar servidores e
prejudicar diretamente os clientes.
Apesar de muitos trabalhos desenvolverem te´cnicas de balancea-
1Uma heur´ıstica e´ um me´todo (ou estrate´gia) pra´tico suficiente para atingir um
objetivo. Elas podem ser utilizadas para acelerar o processo para atingir o objetivo.
2Ma´quinas virtuais sa˜o emulac¸o˜es de sistemas operacionais sobre um sistema
hospedeiro, por exemplo, um sistema operacional ou hardware.
3A consolidac¸a˜o e´ uma te´cnica aplicada em ambientes virtualizados onde a sua
implementac¸a˜o produz resultados significativos na eficieˆncia do uso de recursos
computacionais.
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mento de ma´quinas virtuais, poucos consideram o dinamismo, escala e
heterogeneidade de ambientes em nuvem. Motivado por tal careˆncia,
este trabalho tem como objetivo estender o framework desenvolvido por
Weinga¨rtner, Bra¨scher e Westphall (2016) apresentando uma proposta
de heur´ıstica que tem como princ´ıpio distribuir ma´quinas virtuais que
utilizam mais memo´ria RAM em diferentes hosts, diminuindo a con-
correˆncia entre elas por este recurso. Isto evita que alguns servidores
se encontrem subutilizados ou super utilizados, e tambe´m diminui a
concorreˆncia pelos mesmos recursos computacionais entre as ma´quinas
virtuais. Assim, a degradac¸a˜o de servic¸o diminui, melhorando a quali-
dade de servic¸o oferecida pelo ambiente.
1.1 MOTIVAC¸A˜O
Segundo (FORUM, 2013), a utilizac¸a˜o de computac¸a˜o em nuvem
tem crescido bastante. Em virtude deste amplo crescimento dos am-
bientes de computac¸a˜o em nuvem, a complexidade de gerenciamento
aumenta significativamente como apresentado por Weinga¨rtner, Bra¨scher
e Westphall (2015).
Atualmente, os ambientes computacionais em nuvem possuem
poucas ou nenhuma heur´ıstica de balanceamento dos recursos computa-
cionais utilizados pelas ma´quinas virtuais hospedadas. Nathuji, Kansal
e Ghaffarkhah (2010) mencionam que a virtualizac¸a˜o nos servidores
na˜o garante o isolamento de desempenho entre as ma´quinas virtuais.
Por exemplo, uma aplicac¸a˜o que esteja utilizando um nu´cleo de um
processador com va´rios nu´cleos, pode sofrer reduc¸a˜o de desempenho
quando outra aplicac¸a˜o estiver rodando simultaneamente em um nu´cleo
adjacente. Tal comportamento ocorre devido ao aumento na taxa de
falta (do ingleˆs, miss rate) no u´ltimo n´ıvel de cache. Ale´m disso, a
competic¸a˜o por recursos computacionais tambe´m agrava a degradac¸a˜o
de servic¸o, afetando a qualidade de servic¸o entregue ao cliente.
Motivado pela importaˆncia de evitar a degradac¸a˜o de servic¸o
nestes ambientes e o aproveitamento inteligente dos recursos computa-
cionais em ambientes de computac¸a˜o em nuvem, junto da necessidade
de gerenciar estes ambientes de forma eficiente e autoˆnoma, notou-se
a possibilidade do desenvolvimento de uma heur´ıstica para balancear
de forma eficiente a carga computacional utilizada por estes ambientes,
com o mı´nimo poss´ıvel de intervenc¸a˜o humana. Esta nova heur´ıstica
pode ser uma alternativa a heur´ıstica proposta em (WEINGA¨RTNER;
BRA¨SCHER; WESTPHALL, 2016).
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1.2 OBJETIVOS
Esta sec¸a˜o apresenta o objetivo geral e objetivos espec´ıficos deste
trabalho.
1.2.1 Objetivo Geral
Este trabalho tem como objetivo criar uma heur´ıstica de balan-
ceamento de carga computacional em ambientes computacionais em
nuvem. Esta heur´ıstica tem como princ´ıpio distribuir ma´quinas virtuais
que utilizam mais memo´ria RAM em diferentes hosts, diminuindo a
concorreˆncia entre essas ma´quinas por este recurso. Assim, e´ poss´ıvel
melhorar a qualidade de servic¸o entregue por estes ambientes.
1.2.2 Objetivos Espec´ıficos
Os objetivos espec´ıficos deste trabalho sa˜o:
• Modelar uma heur´ıstica de balanceamento;
• Implementar a heur´ıstica;
• Testar e avaliar a nova heur´ıstica em um simulador de ambientes
computacionais em nuvem.
1.3 ORGANIZAC¸A˜O DO TEXTO
O texto e´ organizado nos seguintes cap´ıtulos:
• Cap´ıtulo 1 - Introduc¸a˜o: apresenta o trabalho, sua motivac¸a˜o,
justificativa, objetivos e organizac¸a˜o do texto;
• Cap´ıtulo 2 - Fundamentac¸a˜o Teo´rica: apresenta os conceitos
e fundamentac¸a˜o teo´rica necessa´rios para a compreensa˜o deste
trabalho;
• Cap´ıtulo 3 - Trabalhos Relacionados: apresenta o estado da litera-
tura referente ao balanceamento de ma´quinas virtuais, analisando
e comparando com este trabalho;
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• Cap´ıtulo 4 - Proposta: apresenta o problema e uma soluc¸a˜o ao
mesmo tendo como base as refereˆncias bibliogra´ficas, trabalhos
relacionados e ferramentas apresentadas. Esta sec¸a˜o tambe´m
descreve o algoritmo para implementar a proposta;
• Cap´ıtulo 5 - Desenvolvimento e Ana´lise: descreve como foi rea-
lizado o processo para implementar o algoritmo proposto e sa˜o
apresentados os resultados e ana´lises;
• Cap´ıtulo 6 - Conclusa˜o: apresenta as concluso˜es finais e trabalhos
futuros.
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2 FUNDAMENTAC¸A˜O TEO´RICA
Neste cap´ıtulo sa˜o apresentadas as tecnologias e conceitos utiliza-
dos durante o desenvolvimento deste trabalho.
2.1 VIRTUALIZAC¸A˜O
Carissimi (2008) cita que virtualizac¸a˜o e´ a te´cnica que permite
particionar um u´nico sistema computacional em va´rios outros denomi-
nados de ma´quinas virtuais. Cada ma´quina virtual oferece um ambiente
completo muito similar a uma ma´quina f´ısica. Com isso, cada ma´quina
virtual pode ter seu pro´prio sistema operacional, aplicativos e servic¸os
de rede. E´ poss´ıvel ainda interconectar virtualmente cada uma dessas
ma´quinas atrave´s de interfaces de redes, switches, roteadores e firewalls
virtuais, ale´m do uso ja´ bastante difundido de Virtual Private Networks
(VPN).
Uma de suas principais vantagens e´ a possibilidade de hospedar
diferentes ma´quinas virtuais e cada uma executa um sistema operacional.
Assim, a falha de uma ma´quina virtual na˜o influencia nas outras. Pore´m,
uma consolidac¸a˜o de servidores como esta pode se tornar catastro´fica
caso todas as ma´quinas virtuais estejam em um u´nico servidor e ocorra
alguma falha nele. Com a virtualizac¸a˜o, e´ poss´ıvel salvar o estado das
ma´quinas virtuais a cada momento e tambe´m e´ poss´ıvel migra´-las para
outros servidores (TANENBAUM, 2007).
Segundo Thorpe (2012), um virtualizador e´ uma das va´rias
te´cnicas de virtualizac¸a˜o que permite mu´ltiplos sistemas operacionais,
denominado convidados (guests), que executam em um computador
hospedeiro (host). Thorpe (2012) cita que o virtualizador apresenta ao
sistema operacional convidado uma plataforma virtual operacional e ele
monitora a execuc¸a˜o deste sistema operacional. Mu´ltiplas instaˆncias de
va´rios tipos de sistemas operacionais podem compartilhar os recursos
de hardware virtualizados. O virtualizador e´ instalado em um servidor
e sua u´nica tarefa e´ executar sistemas operacionais convidados.
(ARCHER et al., 2010) e (TANENBAUM, 2007) apresentam alguns
tipos de virtualizac¸a˜o utilizadas neste trabalho. Sa˜o elas:
• Virtualizac¸a˜o por conteˆiner: a camada de virtualizac¸a˜o e´ imple-
mentada criando-se instaˆncias de um sistema operacional (SO)
base. Estas instaˆncias sa˜o ponteiros que apontam para os en-
derec¸os das rotinas SO base e estes ponteiros residem em uma
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memo´ria protegida dentro do conteˆiner. Isto possibilita um menor
consumo de memo´ria RAM e uma ampla densidade de conteˆineres.
Pore´m, o cliente deste tipo de virtualizac¸a˜o possui somente a opc¸a˜o
de criar instaˆncias com SOs ideˆnticos ao SO base. Um exemplo
de conteˆiner e´ o LXC (CANONICAL, 2017).
• Virtualizac¸a˜o do tipo 1: este tipo de virtualizac¸a˜o tem acesso
direto ao hardware e pode ou na˜o ser implementada sobre ele,
sem a necessidade de um SO base para funcionar. O virtualizador
executa em modo kernel enquanto as ma´quinas virtuais executam
em modo usua´rio. Isto possibilita ao virtualizador criar abstrac¸o˜es
de hardware para hospedar SOs distintos e intermediar a comu-
nicac¸a˜o entre hardware e ma´quinas virtuais. Assim, o cliente pode
instalar diferentes tipos de SOs em suas ma´quinas virtuais. Pore´m,
como cada ma´quina virtual tera´ seu pro´prio SO, isto gera um
maior consumo de memo´ria do sistema se comparado ao conteˆiner
(visto que as instaˆncias virtuais partilham de um mesmo sistema
operacional base). Alguns virtualizadores do tipo 1 sa˜o XenServer
(SYSTEMS, 2017) e KVM (ALLIANCE, 2017).
• Virtualizac¸a˜o do tipo 2: os virtualizadores deste tipo sa˜o conheci-
dos como virtualizadores hospedados. Isto se deve ao fato de que
o virtualizador necessita de um SO base onde ele e´ implantado.
Todas as instruc¸o˜es sens´ıveis, como chamadas de sistema, sa˜o
alteradas para rotinas onde o virtualizador emula estas instruc¸o˜es.
Assim, nenhuma instruc¸a˜o sens´ıvel e´ executada pelo SO hospe-
deiro diretamente sobre o hardware. Este tipo de virtualizac¸a˜o
e´ semelhante a` virtualizac¸a˜o do tipo 1, onde e´ poss´ıvel haver
ma´quinas virtuais com SOs distintos. Pore´m, como o virtualizador
se encontra sobre a camada de software, ele na˜o possui acesso
direto ao hardware. Um exemplo de virtualizac¸a˜o do tipo 2 e´ a
ferramenta Virtualbox (ORACLE, 2017).
Como e´ poss´ıvel observar, cada tipo de virtualizac¸a˜o tem suas
vantagens e desvantagens. A virtualizac¸a˜o por conteˆiner utiliza menos
memo´ria RAM, pore´m limita o usua´rio a um tipo de sistema operacional.
As virtualizac¸o˜es de tipo 1 e tipo 2, permitem ao usua´rio escolher o seu
sistema operacional. Entretanto, ha´ um maior consumo de memo´ria
visto que cada ma´quina virtual possui um sistema operacional diferente.
A virtualizac¸a˜o do tipo 2 pode ter um maior consumo de memo´ria pois
tera´ o consumo de memo´ria do sistema operacional hospedeiro e das
ma´quinas virtuais hospedadas pelo virtualizador, pore´m e´ uma soluc¸a˜o
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interessante para o desenvolvimento de ferramentas e aprendizado,
devido sua praticidade.
2.2 HYPERVISOR
O hypervisor e´ responsa´vel pela virtualizac¸a˜o num servidor, com-
partilhando os recursos f´ısicos necessa´rios e gerenciando as ma´quinas
virtuais. Ele cria um virtual machine monitor (VMM), em portugueˆs
monitor de ma´quina virtual, para cada instaˆncia virtual, permitindo a
separac¸a˜o lo´gica destas ma´quinas virtuais (WEINGA¨RTNER; BRA¨SCHER;
WESTPHALL, 2016).
Segundo VMware (2007), o virtual machine monitor e´ um com-
ponente do hypervisor com responsabilidade na gereˆncia, criac¸a˜o e
destruic¸a˜o de uma ma´quina virtual, gerando o ambiente virtualizado
necessa´rio para a execuc¸a˜o desta, atua configurando os recursos a serem
disponibilizados pelo hypervisor.
O hypervisor e´ utilizado nas virtualizac¸o˜es do tipo 1 e 2. Na
virtualizac¸a˜o do tipo 1, o hypervisor e´ implantado diretamente sobre o
hardware, permitindo um bom desempenho pois as requisic¸o˜es geradas
pelo hypervisor na˜o passam por nenhuma outra camada. Ja´ na virtua-
lizac¸a˜o do tipo 2, ele e´ implantado em cima de um SO base. Desta forma,
toda requisic¸a˜o gerada pelo hypervisor precisa passar pela camada do
SO, afetando o desempenho da virtualizac¸a˜o.
2.3 COMPUTAC¸A˜O EM NUVEM
Computac¸a˜o em Nuvem e´ um modelo que permite acesso onipre-
sente, conveniente e sob-demanda a` um conjunto de recursos computa-
cionais configura´veis (por exemplo, redes, servidores, armazenamento,
aplicac¸o˜es e servic¸os) que podem ser provisionados e liberados rapida-
mente com um mı´nimo de esforc¸o de gerenciamento ou interac¸a˜o com o
provedor de servic¸o (MELL; GRANCE, 2011).
A computac¸a˜o em nuvem atualmente pode oferecer diversos tipos
de servic¸os em diferentes modelos. Segundo Mell e Grance (2011) os
servic¸os de computac¸a˜o em nuvem podem ser classificados em treˆs
categorias: Software as a Service (SaaS - Software como um Servic¸o),
Platform as a Service (PaaS - Plataforma como Servic¸o) e Infrastructure
as a Service (IaaS - Infraestrutura como Servic¸o). Elas podem ser
descritas da seguinte maneira:
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• Software as a Service: capacidade provida ao consumidor de
usar as aplicac¸o˜es do provedor executando em um ambiente de
computac¸a˜o em nuvem. As aplicac¸o˜es sa˜o acess´ıveis a va´rios
dispositivos de clientes atrave´s de uma interface, como navegadores
web, ou de um programa. O consumidor na˜o gerencia ou controla
a infraestrutura do ambiente de computac¸a˜o em nuvem tal como
a rede, servidores, sistemas operacionais, armazenamento, entre
outros;
• Platform as a Service: capacidade provida ao consumidor de im-
plantar na estrutura de computac¸a˜o em nuvem aplicac¸o˜es criadas
ou adquiridas utilizando linguagens de programac¸a˜o, bibliotecas,
servic¸os e ferramentas suportadas pelo provedor. O consumi-
dor na˜o gerencia ou controla a infraestrutura do ambiente de
computac¸a˜o em nuvem tal como a rede, servidores, sistemas ope-
racionais ou armazenamento, pore´m, ele tem o controle sobre a
aplicac¸a˜o implantada e possivelmente as configurac¸o˜es do ambiente
do hospedeiro da aplicac¸a˜o;
• Infrastructure as a Service: capacidade provida ao consumidor
de suprir processamento, armazenamento, rede, e outros recursos
computacionais fundamentais onde o consumidor pode implantar
e executar softwares arbitra´rios, os quais podem incluir sistemas
operacionais e aplicac¸o˜es. O consumidor na˜o gerencia ou controla a
infraestrutura f´ısica do ambiente de computac¸a˜o em nuvem, pore´m,
ele tem o controle sobre os sistemas operacionais, armazenamento,
e aplicac¸o˜es implantadas; e possivelmente pode ter um controle
limitado de componentes de rede (por exemplo, o firewall da
ma´quina hospedeira).
2.4 ORQUESTRAC¸A˜O DE AMBIENTES DE COMPUTAC¸A˜O EM
NUVEM
Ambientes de computac¸a˜o em nuvem, sa˜o complexos e hete-
rogeˆneos, possuindo inu´meros componentes e varia´veis dinaˆmicas que
devem ser interligadas e gerenciadas. Essas caracter´ısticas, tornam a
gereˆncia manual destes ambientes humanamente imposs´ıvel. Sendo as-
sim, e´ necessa´ria a adoc¸a˜o de ferramentas capazes de orquestrar a infraes-
trutura, auxiliando na implementac¸a˜o, manutenc¸a˜o e otimizac¸a˜o da infra-
estrutura, sem o uso de um administrador (WEINGA¨RTNER; BRA¨SCHER;
WESTPHALL, 2015) e (WEINGA¨RTNER; BRA¨SCHER; WESTPHALL, 2016).
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Segundo Weinga¨rtner, Bra¨scher e Westphall (2016), orquestrac¸a˜o
de ambientes computacionais em nuvem e´ o processo de criar estes
ambientes. Orquestradores de ambientes computacionais em nuvem tal
como o Apache CloudStack (FOUNDATION, 2016a) e OpenStack (OPENS-
TACK, 2016d), conectam diferentes tipos de sistemas computacionais
(por exemplo, armazenamento, rede e hypervisors), criando a camada
de abstrac¸a˜o IaaS para os usua´rios e administradores.
Ferramentas de orquestrac¸a˜o de ambientes computacionais em nu-
vem surgiram para auxiliar na gereˆncia e orquestrac¸a˜o destes ambientes.
Elas podem auxiliar na visibilidade do ambiente (e.g estados dos hosts
e ma´quinas virtuais); podem facilitar o trabalho de instanciar uma nova
ma´quina virtual, podendo deixar o cliente fazer isso sem a ajuda de um
administrador; diminuem a necessidade de intervenc¸a˜o f´ısica em diversas
tarefas; entre outros benef´ıcios. Durante este trabalho, foram estudadas
algumas ferramentas de orquestrac¸a˜o de ambientes computacionais em
nuvem. Elas sa˜o apresentadas nas pro´ximas subsec¸o˜es junto de suas
arquiteturas que sa˜o explicadas brevemente.
2.4.1 Apache CloudStack
Apache CloudStack e´ um software desenvolvido para implantar e
gerenciar uma grande rede de ma´quinas virtuais com alta disponibilidade
e plataforma de computac¸a˜o em nuvem no modelo IaaS altamente
escala´vel. Esta plataforma e´ utilizada por provedores de servic¸os para
oferecer servic¸os pu´blicos de computac¸a˜o em nuvem, ou ser parte de
uma soluc¸a˜o h´ıbrida em computac¸a˜o em nuvem. Ale´m disso, ela oferece
orquestrac¸a˜o computacional, Network-as-a-Service, gerenciamento de
usua´rios e contas, Application Programming Interface (API)1 nativa
aberta e interface ao usua´rio (FOUNDATION, 2016a).
O Apache CloudStack possui suporte a` uma vasta variedade de
hypervisors, podendo assim, ter distintos hypervisors no mesmo ambi-
ente computacional em nuvem. Ale´m disso, ele pode gerenciar milhares
de servidores f´ısicos instalados em centros de dados geograficamente dis-
tribu´ıdos (FOUNDATION, 2016b). Isso tudo oferece uma maior liberdade
e alternativas de configurac¸o˜es aos provedores de servic¸os e usua´rios.
De acordo com Foundation (2016b) e como apresentado na fi-
gura 1, a infraestrutura do CloudStack e´ composta por sete recursos
1Uma API e´ um conjunto de co´digos e me´todos que podem ser reutilizados por
outros programadores. Por exemplo, com ela e´ poss´ıvel que programadores realizem
a comunicac¸a˜o entre o seu co´digo e o sistema a qual a API foi destinada. Sendo assim,
o programador na˜o precisa saber em grandes detalhes como o sistema funciona.
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2.4.3 HPE Helion Stackato
O HPE Helion Eucalyptus (PACKARD, 2016b) e´ uma soluc¸a˜o de
co´digo aberto para criar nuvens privadas e h´ıbridas compat´ıveis com
as APIs dos Amazon Web Services (AWS) (SERVICES, 2016). Ela pode
ser dinamicamente expandida ou contra´ıda, dependendo das cargas
de trabalho de aplicativos, e e´ adequada para nuvens empresariais.
Com o HPE Helion Eucalyptus, as organizac¸o˜es podem entregar uma
experieˆncia de nuvem pu´blica, usando recursos de TI privada para mais
economia, governanc¸a de dados mais forte e desempenho do aplicativo
mais ra´pido (PACKARD, 2016b).
Figura 3 – Arquitetura conceitual do HPE Helion Eucalyptus (PACKARD,
2016a).
De acordo com (PACKARD, 2016a) e a figura 3, o HPE Helion
Eucalyptus e´ divido em quatro camadas:
• User Interface (UI) e API: esta camada e´ composta pelos compo-
nentes Management Console e AWS-Compatible APIs. O Mana-
gement Console e´ uma interface baseada em web que permite os
usua´rios da nuvem prover e gerenciar recursos e tambe´m permite
criar contas de administradores para gerenciar usua´rios, grupos e
pol´ıticas do ambiente. Ja´ o componente AWS-Compatible APIs
implementa servic¸os web compat´ıveis com servic¸os AWS e APIs.
Este componente serve para clientes e usua´rios interagirem com a
plataforma de nuvem;
• Cloud : esta camada e´ composta pelos componentes Cloud Con-
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troller (CLC) e Scalable Object Storage (SOS). O Cloud Controller
hospeda um banco de dados para o rastreamento de recursos no
ambiente de nuvem. So´ e´ poss´ıvel haver um CLC por ambiente.
NoEucalyptus 4 o CLC tambe´m trata o DNS para servic¸os e re-
cursos dentro do ambiente de nuvem. Ja´ o Scalable Object Storage
realiza o armazenamento escala´vel de objetos, permitindo salvar
dados dos usua´rios, ale´m de armazenar as imagens e volumes de
todas ma´quinas virtuais do ambiente de nuvem;
• Cluster : esta camada e´ composta pelos componentes Cluster
Controller (CC) e Storage Controller (SC) Storage Controller
(SC). O Cluster Controller atua como ingresso de rede para um
cluster dentro do ambiente de nuvem do Eucalyptus e se comunica
tambe´m com o Storage Controller (SC) e o Node Controller (NC).
Ele tambe´m e´ responsa´vel por gerenciar a execuc¸a˜o das ma´quinas
virtuais. O Storage Controller se comunica com o CC e NC
que esta˜o dentro do ambiente de nuvem e gerencia os volumes e
snapshots das ma´quinas virtuais.
• Nodes : esta camada e´ composta pelo componente Node Controller,
podendo haver um ou mais deles no mesmo ambiente de nuvem.
Este componente hospeda as ma´quinas virtuais e gerencia as redes
virtuais. Ale´m disto, ele baixa e armazena na cache imagens das
ma´quinas virtuais localizadas no armazenamento compartilhado
do cluster e tambe´m cria e armazena ma´quinas virtuais no seu
disco local.
2.4.4 OpenNebula
OpenNebula (OPENNEBULA, 2016a) visa prover uma camada de
gerenciamento aberta, flex´ıvel, extens´ıvel e compreens´ıvel para automati-
zar e orquestrar operac¸o˜es de ambientes computacionais empresariais em
nuvem alavancando e integrando soluc¸o˜es implantadas ja´ existentes para
redes, armazenamento,virtualizac¸a˜o, monitoramento ou gerenciamento
de usua´rios (OPENNEBULA, 2016a).
A plataforma OpenNebula proveˆ servic¸os nas duas principais
camadas dos Centros de Dados de Virtualizac¸a˜o e Infraestrutura de
Ambientes Computacionais em Nuvem, sa˜o eles:
• Gerenciamento de Centros de Dados de Virtualizac¸a˜o: permite aos
usua´rios consolidar servidores e integrar recursos de TI existentes
a` computac¸a˜o, armazenamento e rede. A plataforma OpenNebula
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2.5 QUALIDADE E DEGRADAC¸A˜O DE SERVIC¸O
Qualidade de servic¸o (QoS) em ambientes computacionais em
nuvem e´ o termo que define a entrega de servic¸os compat´ıveis com os
requisitos do usua´rio. Isto e´, ele pode exigir que o servic¸o a ser contratado
por ele possua alta disponibilidade, confiabilidade e desempenho. Assim,
para atender estes requisitos e´ necessa´rio que o ambiente possua uma
baixa taxa de degradac¸a˜o de servic¸o. A degradac¸a˜o de servic¸o pode
ocasionar em baixo desempenho nas aplicac¸o˜es do usua´rio final, tomando
longos per´ıodos para responder suas requisic¸o˜es ou ate´ mesmo deixando
o servic¸o indispon´ıvel. Isto se deve ao fato de que a degradac¸a˜o de
servic¸o ocorre pela sobrecarga de hosts e/ou a disputa por recursos
computacionais entre aplicac¸o˜es e ma´quinas virtuais.
2.6 GEREˆNCIA DE AMBIENTES DE COMPUTAC¸A˜O EM NUVEM
Um dos aspectos fundamentais da virtualizac¸a˜o em ambientes
computacionais em nuvem e´ a consolidac¸a˜o e gereˆncia (YOUNGE et
al., 2010). Diferente da orquestrac¸a˜o de ambientes computacionais em
nuvem, onde conectam-se diferentes recursos computacionais e sistemas
operacionais para criar a camada IaaS, atrave´s da gereˆncia e monitora-
mento destes ambiente, e´ poss´ıvel tomar ac¸o˜es sobre eles. Um exemplo
disto e´ a migrac¸a˜o de ma´quinas virtuais entre os hosts para balancear
o consumo dos recursos computacionais do ambiente. Younge et al.
(2010) citam que atrave´s do gerenciamento destes ambientes, e´ poss´ıvel
desligar hosts ociosos, visto que em grandes ambientes computacionais
em nuvem nunca utilizam a sua capacidade ma´xima, diminuindo assim
o consumo energe´tico e contribuindo com a Computac¸a˜o Verde (Green
Computing).
2.6.1 Balanceamento
O balanceamento de recursos computacionais em um ambiente
computacional em nuvem pode trazer um melhor aproveitamento dos
recursos computacionais dispon´ıveis no ambiente, possibilitando a di-
minuic¸a˜o da sobrecarga dos hosts. Isto pode ser realizado de maneiras
distintas, podendo ser manual, automa´tica ou autoˆnoma. A diminuic¸a˜o
da sobrecarga nos hosts influencia diretamente na eficieˆncia energe´tica
e desempenho do ambiente.
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Srikantaiah, Kansal e Zhao (2008) apresentam que em um ambi-
ente consolidado, quando ocorre o balanceamento, o consumo energe´tico
na˜o e´ linear ao consumo dos recursos computacionais devido a` signi-
ficativa porcentagem de energia ociosa. Pore´m, ainda pode haver a
degradac¸a˜o de servic¸o pois pode ocorrer concorreˆncia interna pelos
mesmos recursos computacionais como CPU, memo´ria RAM, utilizac¸a˜o
de disco, entre outros. Assim, um balanceamento mais inteligente e´
necessa´rio.
2.7 SISTEMAS COMPUTACIONAIS AUTOˆNOMOS
Kephart e Chess (2003) citam que sistemas computacionais
autoˆnomos sa˜o capazes de gerenciar a si mesmos dado um objetivo
de alto n´ıvel. Para alcanc¸ar este objetivo, Kephart e Chess (2003)
acreditam que o sistema precisar ter algumas caracter´ısticas, como:
auto-gerenciamento, auto-configurac¸a˜o, auto-otimizac¸a˜o, auto-protec¸a˜o
e auto-recuperac¸a˜o. Estas tarefas quando realizadas por seres huma-
nos, demandam muito tempo, degradando a qualidade de servic¸o e
desempenho do sistema.
2.7.1 Sistemas Autoˆnomos x Sistemas Automatizados
Os termos “automa´ticos” e “autoˆnomo” parecem similares, pore´m,
a essencial diferenc¸a e´ que um sistema automa´tico precisa da inter-
venc¸a˜o humana para que sua tarefa possa ser conclu´ıda, diferente de
um sistema autoˆnomo que pode operar sozinho, isto e´, sem intervenc¸a˜o
humana. Atualmente, as plataformas de orquestrac¸a˜o de ambientes
computacionais em nuvem sa˜o automatizadas. Elas ainda necessitam
de administradores humanos para configura´-las, realizar a migrac¸a˜o de
ma´quinas virtuais, realizar ativac¸a˜o e desativac¸a˜o de servidores. Por
outro lado, em um sistema autoˆnomo como o apresentado por Kephart
e Chess (2003), poderia haver um componente de conhecimento que
aprende mais a medida que o sistema executa. Assim, o sistema vai
aprendendo como combater as ameac¸as, gerenciar, proteger, recuperar
e otimizar o sistema.
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2.8 PLATAFORMA AUTONOMICCS
A Autonomiccs (AUTONOMICCS, 2016) e´ uma plataforma escalo-
nadora de ma´quinas virtuais distribu´ıdas, ou, escalonadora de recursos
distribu´ıdos, desenvolvida como um plugin para o Apache CloudStack.
Ela e´ capaz de gerenciar e otimizar um ambiente computacional em
nuvem no modelo IaaS de forma autoˆnoma (AUTONOMICCS, 2016). Esta
plataforma faz o uso de heur´ısticas e agentes que agem no ambiente
constantemente buscando a melhor maneira para atingir o objetivo da
heur´ıstica implantada no ambiente. A vantagem de se utilizar agentes e´
que cada agente pode agir em diferentes aspectos do ambiente, dividindo
o trabalho entre eles e acelerando o desempenho.
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3 TRABALHOS RELACIONADOS
Neste cap´ıtulo sera˜o apresentados trabalhos desenvolvidos na a´rea
de Computac¸a˜o em Nuvem que realizaram algum tipo de balanceamento
de recursos computacionais semelhantes ao proposto neste trabalho. O
objetivo desta sec¸a˜o e´ comparar o conteu´do desenvolvido neste trabalho
a`s demais propostas, bem como apresentar o estado da arte nesta a´rea
de conhecimento.
Bala e Chana (2016) desenvolveram um algoritmo que tem como
base algoritmos de aprendizagem de ma´quina (como Redes Neurais,
Random Forest, entre outros) para a previsa˜o do consumo de recursos
computacionais de cada ma´quina virtual em um ambiente de nuvem.
Para que verificassem se um host estava sobrecarregado ou ocioso,
foram inseridos limites ma´ximos e mı´nimos. Assim, caso um host
estiver acima do limite de utilizac¸a˜o de recursos, ele e´ classificado como
“sobrecarregado”, inicializando assim a migrac¸a˜o de ma´quinas virtuais
para outros hosts ate´ ele ficar dentro dos limites estabelecidos. Caso
o host estiver abaixo do n´ıvel mı´nimo estabelecido, ele e´ classificado
como “ocioso”. Assim, se inicializa a migrac¸a˜o das ma´quinas virtuais
para outros hosts e quando na˜o houver mais ma´quinas virtuais nele, ele
e´ desligado.
Em s´ıntese, o trabalho de Bala e Chana (2016) tenta prever o
consumo de recursos computacionais das ma´quinas virtuais para assim
migra´-las ou na˜o para outros hosts que sejam capazes de suportar a
carga que elas ira˜o gerar num dado momento. Apesar de o trabalho de
Bala e Chana (2016) levar em considerac¸a˜o diferentes paraˆmetros como
CPU, RAM, rede e Leitura e Escrita em Disco, na˜o procura diminuir a
concorreˆncia pelos mesmos recursos entre as ma´quinas virtuais, como e´
proposto por este trabalho.
Kulkarni e Annappa (2015) apresentam em seu trabalho um
algoritmo de balanceamento de ma´quinas virtuais alternativo ao al-
goritmo nativo de balanceamento da ferramenta CloudAnalyst (WIC-
KREMASINGHE, 2009). O algoritmo de balanceamento nativo aloca
as requisic¸o˜es para as ma´quinas virtuais menos sobrecarregadas em
um dado momento para manter uma alocac¸a˜o uniforme para todas as
ma´quinas virtuais. Kulkarni e Annappa (2015) aponta que o algoritmo
nativo pode ocasionar uma super alocac¸a˜o de ma´quinas virtuais quando
ha´ muitas requisic¸o˜es ao controlador do centro de dados.
Para resolver este problema, Kulkarni e Annappa (2015) propu-
seram um algoritmo alternativo ao algoritmo nativo do CloudAnalyst.
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Neste algoritmo, eles adicionaram uma tabela de reservas interna ao
balanceador de ma´quinas virtuais para manter as recomendac¸o˜es de
reserva de cada ma´quina virtual sugeridas pelo controlador do centro de
dados (por exemplo, quantidade de memo´ria RAM e CPU necessa´rios
para executar a ma´quina virtual). Assim, o balanceador ira´ levar em
considerac¸a˜o a tabela de reservas interna e a tabela de alocac¸a˜o esta´tica
de uma ma´quina virtual em particular. O algoritmo garante a alocac¸a˜o
uniforme ate´ nas horas de pico.
Janpan, Visoottiviseth e Takano (2014) apresentam um fra-
mework de consolidac¸a˜o para o CloudStack atrave´s de live migration.
O framework proposto consiste de quatro componentes: um operador
do CloudStack, um operador de monitoramento, um operador de ma-
peamento e um controlador de forc¸a. O operador do CloudStack e´
responsa´vel por interagir com a API do CloudStack ; o operador de
monitoramento e´ responsa´vel por coletar dados de monitoramento de
sistemas de monitoramento; o controlador de forc¸a e´ responsa´vel por
ligar e desligar um host para economizar energia; e o operador de
mapeamento e´ responsa´vel por mapear ma´quinas virtuais para outros
hosts.
O me´todo de consolidac¸a˜o proposto por Janpan, Visoottiviseth
e Takano (2014) busca balancear a utilizac¸a˜o de CPU no ambiente de
computac¸a˜o em nuvem. A esseˆncia do algoritmo se da´ quando um host
e´ liberado para receber migrac¸o˜es de ma´quinas virtuais. Inicialmente,
buscam-se todos os hosts e ma´quinas virtuais do ambiente. Em seguida,
e´ realizada uma busca sobre esses hosts para achar aquele com o menor
ı´ndice de utilizac¸a˜o de CPU. Este ı´ndice e´ utilizado para determinar
quando o processo de migrac¸a˜o para o host alvo deve ser finalizado.
Enta˜o, inicia-se o processo de migrac¸a˜o de ma´quinas virtuais buscando
aqueles hosts com os maiores ı´ndices de utilizac¸a˜o de CPU. A escolha
da ma´quina virtual dentro destes hosts e´ feita aleatoriamente. Estes
dois u´ltimos passos sa˜o repetidos ate´ que o ı´ndice de utilizac¸a˜o de CPU
no host alvo seja maior que o limite determinado. Ale´m deste me´todo,
Janpan, Visoottiviseth e Takano (2014) apresentaram um me´todo de
desconsolidac¸a˜o responsa´vel por migrar as ma´quinas virtuais de um host
que sera´ desligado para outros hosts.
Beloglazov e Buyya (2012) apresentam uma proposta de heur´ısticas
adaptativas para consolidac¸a˜o dinaˆmica de ma´quinas virtuais. As
heur´ısticas se baseiam de acordo com a ana´lise dos histo´ricos de uso
dos recursos computacionais de cada ma´quina virtual. Para realizar a
consolidac¸a˜o do ambiente, quatro fatores sa˜o levados em considerac¸a˜o:
determinar quando um host e´ considerado sobrecarregado, necessitando
41
um balanceamento de carga; determinar quando um host e´ considerado
ocioso, podendo migrar suas ma´quinas virtuais e ser desligado para eco-
nomizar energia; selecionar quais ma´quinas virtuais devem ser migradas
de um host sobrecarregado; e encontrar um host alvo para receber as
ma´quinas virtuais de um host sobrecarregado.
O algoritmo desenvolvido em (BELOGLAZOV; BUYYA, 2012), de
forma resumida, busca inicialmente a lista de todos os hosts do am-
biente e verifica quais esta˜o sobrecarregados. Caso um host esteja
sobrecarregado, o algoritmo executa a selec¸a˜o das ma´quinas virtuais a
serem migradas de acordo com a pol´ıtica adotada. Apo´s construir a
lista de ma´quinas virtuais que necessitam ser migradas, buscam-se os
hosts que esta˜o ociosos para receber as ma´quinas virtuais. O algoritmo
enta˜o retorna um map contendo as informac¸o˜es dos novos locais das
ma´quinas virtuais que foram migradas. Para a verificar se um host esta´
sobrecarregado ou na˜o, e´ considerado o uso de CPU dos hosts, pore´m,
o limite utilizado para considerar se um host esta´ sobrecarregado ou
na˜o e´ dinaˆmico. A ideia principal deste limite dinaˆmico e´ ajustar o
ı´ndice limite dependendo do tamanho do desvio absoluto da utilizac¸a˜o
da CPU. Quanto maior este desvio, menor o ı´ndice limite de utilizac¸a˜o,
quanto maior o desvio, maior a probabilidade da utilizac¸a˜o da CPU
atingir 100%.
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4 PROPOSTA
A computac¸a˜o em nuvem tem ganhado cada vez mais destaque e
adesa˜o nos u´ltimos anos devido, principalmente, ao seu baixo custo de
alocac¸a˜o e gerenciamento. O custo de um servic¸o de nuvem comparado
a` compra, gerenciamento e manutenc¸a˜o de ma´quinas f´ısicas, seria muito
mais alto. Sendo assim, as empresas acabam migrando seus servic¸os para
a nuvem. Apesar dos servic¸os oferecidos hoje atrave´s da computac¸a˜o
em nuvem terem um alto desempenho, a concorreˆncia entre ma´quinas
virtuais por recursos computacionais pode ocasionar degradac¸a˜o do
servic¸o oferecido.
Como apresentado por (WEINGA¨RTNER; BRA¨SCHER; WESTPHALL,
2015) e (GERONIMO et al., 2013), o crescimento dos ambientes computa-
cionais em nuvem e servic¸os, acaba gerando a necessidade de aumentar
a estrutura necessa´ria para hospedar esses servic¸os, aumentando a
complexidade de gerenciamento destes ambientes.
Analisando e estudando os trabalhos relacionados, constatou-se a
necessidade de novas formas de consolidac¸a˜o dos ambientes computacio-
nais em nuvem para melhorar o desempenho e eficieˆncia energe´tica dos
mesmos. Como apresentado anteriormente nos trabalhos relacionados,
existem diferentes propostas para a consolidac¸a˜o dos ambientes com-
putacionais em nuvem, pore´m, nenhum deles leva em considerac¸a˜o a
concorreˆncia por recursos computacionais.
A proposta deste trabalho e´ minimizar a concorreˆncia por memo´ria
RAM entre as ma´quinas virtuais dentro de um cluster. Isto sera´ reali-
zado atrave´s de migrac¸o˜es de ma´quinas virtuais entre os hosts buscando
deixar o consumo de memo´ria RAM o mais balanceado poss´ıvel. O
escopo deste trabalho se limita apenas a` memo´ria RAM devido ao
fato de que ao acrescentar outros fatores, como utilizac¸a˜o de CPU ou
leitura e escrita em disco, por exemplo, aumentaria significativamente a
complexidade deste trabalho, indo ale´m de um trabalho de conclusa˜o
de curso.
4.1 ILUSTRAC¸A˜O DO PROBLEMA
Em um ambiente computacional em nuvem que carece de te´cnicas
inteligentes de balanceamento de carga computacional, existe a possi-
bilidade de ocorrer sobrecarga dos hosts, influenciando diretamente o
desempenho dos servic¸os entregues atrave´s deste ambiente. A figura
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Figura 5 – Ilustrac¸a˜o do problema a ser corrigido.
5 apresenta um ambiente heterogeˆneo onde a quantidade de recursos
disponibilizados pelos hosts sa˜o diferentes. Como e´ poss´ıvel analisar,
os hosts A e B possuem 8GB de memo´ria RAM, enquanto os hosts C,
D e E possuem 4GB de memo´ria RAM. Ainda nesta figura, e´ poss´ıvel
observar um eventual problema que pode acontecer nestes ambientes.
Os hosts A e B esta˜o com 90% de sua capacidade de memo´ria RAM em
uso, enquanto os servidores C,D e E esta˜o com sua taxa de utilizac¸a˜o
de memo´ria RAM entre 10% e 20% em uso.
A figura 6 representa a proposta deste trabalho. Considerando
um ambiente computacional em nuvem heterogeˆneo como apresentado
anteriormente, a heur´ıstica de balanceamento ira´ buscar equilibrar a
utilizac¸a˜o de memo´ria RAM entre os hosts do ambiente. Isto sera´
realizado atrave´s de migrac¸o˜es de ma´quinas virtuais dos hosts sobre-
carregados para os hosts com o menor ı´ndice de utilizac¸a˜o de memo´ria
RAM da sua capacidade total. Como e´ poss´ıvel analisar na figura 6,
para equilibrar a utilizac¸a˜o de memo´ria RAM apresentada na figura 5,
as ma´quinas virtuais VM3 e VM5 que estavam hospedadas nos hosts
A e B, respectivamente, foram migradas para os hosts C e D. Enta˜o, a
utilizac¸a˜o de memo´ria RAM nos hosts A e B passaram de 90% para
62%, enquanto que nos hosts C e D, passaram de 10% para 58%. Assim,
houve uma descarga de 28% dos hosts A e B e um aumento de utilizac¸a˜o
de memo´ria RAM de 48% nos hosts C e D, equilibrando a utilizac¸a˜o
de memo´ria RAM no ambiente e diminuindo a concorreˆncia por este
recurso.
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Figura 6 – Ilustracao da proposta deste trabalho.
4.2 ARQUITETURA DO FRAMEWORK AUTONOMICCS
O framework Autonomiccs foi desenvolvido para atuar no n´ıvel
de cluster, onde mu´ltiplos agentes podem gerenciar simultaneamente
ambientes de computac¸a˜o em nuvem grandes e dinaˆmicos. Cada al-
goritmo na˜o opera sobre a infraestrutura como um todo, mas sim
sobre fragmentos da mesma, permitindo uma aproximac¸a˜o distribu´ıda
(WEINGA¨RTNER; BRA¨SCHER; WESTPHALL, 2016). Este trabalho se
encontra na parte “Allocation Manager”, como apresenta a figura 7,
onde o agente ira´ executar a heur´ıstica desenvolvida neste trabalho
periodicamente.
Figura 7 – Arquitetura da orquestrac¸a˜o em nuvem com o framwork
Autonomiccs (WEINGA¨RTNER; BRA¨SCHER; WESTPHALL, 2016).
Como apresentado na figura 7, o framework foi desenvolvido
para ser parte de ferramentas de orquestrac¸a˜o. Assim, foi adicionado
um novo componente chamado cluster manager que e´ responsa´vel
por executar as migrac¸o˜es das ma´quinas virtuais e desligamento de
servidores ociosos. Ale´m disso, foi necessa´rio estender o comportamento
do allocation manager que e´ responsa´vel pelas alocac¸o˜es das ma´quinas
virtuais quando sa˜o criadas, inicializadas ou migradas (WEINGA¨RTNER;
BRA¨SCHER; WESTPHALL, 2016).
A careˆncia de alternativas de ferramentas de gereˆncia autoˆnoma
de co´digo aberto junto da facilidade e eficieˆncia de se implementar novas
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heur´ısticas de balanceamento ao framework para trabalhar sobre um
ambiente de nuvem, motivaram a escolha de utiliza´-lo neste trabalho,
acelerando a implementac¸a˜o e ana´lise da nova heur´ıstica desenvolvida.
4.3 ALGORITMO
Nesta sec¸a˜o sera´ apresentado o algoritmo da heur´ıstica e seus
principais me´todos.
O algoritmo 1 ira´ executar periodicamente em cada cluster isola-
damente e sera˜o necessa´rias algumas informac¸o˜es referente aos n´ıveis
de estrutura do ambiente no qual ele ira´ atuar. Seguindo do n´ıvel mais
alto para o mais baixo, as informac¸o˜es necessa´rias sera˜o:
• Cluster: sera´ necessa´rio saber a alocac¸a˜o me´dia de memo´ria RAM1
no momento em que o algoritmo rodar. Esta me´dia sera´ utilizada
de refereˆncia para balancear a alocac¸a˜o de memo´ria RAM dos
hosts ativos que atuam dentro do cluster ;
• Servidor: sera´ necessa´rio saber a alocac¸a˜o de memo´ria RAM do
host para verificar se existe a necessite de balancea´-lo ou na˜o; e
• Ma´quinas Virtuais: sera´ necessa´rio saber a quantidade de memo´ria
RAM alocada para cada ma´quina virtual num dado host para
verificar a possibilidade de migrac¸a˜o de uma dada ma´quina virtual
para outro host.
Para uma melhor apresentac¸a˜o do algoritmo 1 (balanceamento-
DeMemoriaRAM), ele foi subdivido em partes menores para facilitar o
entendimento. Inicialmente, na linha 1 e´ verificada a existeˆncia de hosts
ativos no cluster. Caso na˜o houverem hosts ativos, na˜o ha´ necessidade
de balancear o cluster. Enta˜o, e´ finalizado o algoritmo balanceamento-
DeMemoriaRAM, como mostra a linha 17. Caso contra´rio, isto e´, caso
existam hosts ativos, busca-se a me´dia de alocac¸a˜o de memo´ria RAM
do cluster. Esta me´dia sera´ utilizada como paraˆmetro para balancear a
alocac¸a˜o de memo´ria RAM dos hosts contidos neste cluster.
1E´ importante ressaltar que neste ponto foi escolhido trabalhar com a alocac¸a˜o
de memo´ria RAM ao inve´s da utilizac¸a˜o atual deste recurso. Trabalhar com o uso
dinaˆmico de memo´ria RAM e´ mais arriscado pois ele pode oscilar muito, o que torna
dif´ıcil a previsa˜o e controle do mesmo. Caso ele extrapole demais, ele pode causar
uma se´rie de erros no host, podendo comprometeˆ-lo. Por outro lado, trabalhar com
o que foi alocado para a ma´quina virtual, garantira´ que ela nunca ira´ utilizar mais
memo´ria RAM do que lhe foi permitido, evitando assim, poss´ıveis erros e problemas.
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A partir da linha 3 a` linha 9, e´ realizada uma busca entre os
servidores ativos verificando quais precisam ser balanceados e quais
esta˜o abaixo da alocac¸a˜o me´dia de RAM do cluster, podendo receber
ma´quinas virtuais de outros hosts.
Na linha 4, e´ realizada uma verificac¸a˜o para garantir que dentre
os hosts ativos existe a necessidade de balanceamento de memo´ria RAM
entre eles, isto e´, se existe alguma sobrecarga na alocac¸a˜o de memo´ria
RAM em algum host em relac¸a˜o a` me´dia de alocac¸a˜o de memo´ria RAM
do cluster. Caso negativo, na˜o ha´ necessidade de balancear o cluster,
finalizando assim o algoritmo como mostra a linha 14. Pore´m, caso
for constatada a sobrecarga de ao menos um host, enta˜o o algoritmo 2
(balanceiaHostsComMigracoes) e´ executado.
Algorithm 1 balanceamentoDeMemoriaRAM
Entrada: cluster, hostsAtivos
1: if hostsAtivos.size()>0 then
2: media← obterAlocaoMediaDeRAM(cluster)
3: for host : hostsAtivos do
4: if host.mediaDeAlocacaoDeRAM>media then
5: hostsComMigracoes.add(host)
6: else
7: possiveisHostsAlvo.add(host)
8: end if
9: end for
10: if hostsComMigracoes.size()>0 then
11: balanceiaHostsComMigracoes(hostComMigracoes,
12: possiveisHostsAlvo,media)
13: else
14: terminaAlgoritmo
15: end if
16: else
17: terminaAlgoritmo
18: end if
O algoritmo 2 recebe como entrada duas listas de hosts: hosts-
ComMigracoes e possiveisHostsAlvo; e tambe´m recebe a me´dia de
alocac¸a˜o de memo´ria RAM. Inicialmente a lista hostsComMigracoes e´
ordenada por alocac¸a˜o de memo´ria RAM em ordem decrescente, assim,
os primeiros hosts da lista sera˜o os mais sobrecarregados em questa˜o de
alocac¸a˜o de memo´ria RAM. Em seguida, a lista possiveisHostsAlvo e´
organizada em ordem crescente de alocac¸a˜o de memo´ria RAM, assim,
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os primeiros hosts sa˜o os com menores ı´ndices de alocac¸a˜o de memo´ria
RAM.
Em seguida, para cada host que foi adicionado a` lista hostsCom-
Migracoes, buscam-se as ma´quinas virtuais ativas do servidor e as ordena
por alocac¸a˜o de memo´ria RAM. Assim que todas as ma´quinas virtuais
ativas foram identificadas, o algoritmo 3 e´ chamado para cada delas.
Apo´s percorrer toda a lista de vmsAtivas, o algoritmo 2 e´ finalizado.
Algorithm 2 balanceiaHostsComMigracoes
Entrada: hostsComMigracoes, possiveisHostsAlvo,media
1: hostsComMigracoes← ordenaPorAlocacaoDeRAMdecrescente()
2: possiveisHostsAlvo← ordenaPorAlocacaoDeRAMcrescente()
3: for host : hostsComMigracoes do
4: vmsAtivas← buscaVMsAtivas(host)
5: if vmsAtivas.size()>0 then
6: vmsAtivas← ordenaPorAlocacaoDeRAM(vmsAtivas)
7: for vm : vmsAtivas do
8: migraVMs(vm, possiveisHostsAlvo,media)
9: end for
10: else
11: quebra lac¸o
12: end if
13: end for
O algoritmo 3 (migraVMs) recebe como entrada a lista de pos-
siveisHostsAlvo, a ma´quina virtual vm a ser migrada e a me´dia de
utilizac¸a˜o de RAM do cluster. O seu principal papel e´ buscar um host
ativo que esta´ contido na lista possiveisHostsAlvo que seja capaz de
suportar a ma´quina virtual vm e que quando migra´-la para este host
alvo, o seu ı´ndice de utilizac¸a˜o de RAM deve ser menor que a me´dia
de utilizac¸a˜o de RAM do cluster. A linha 9 se mostrou importante
pois apo´s o host alvo receber a ma´quina virtual, ele pode estar mais
carregado que os outros hosts alvos da lista. Assim, e´ feita uma nova
ordenac¸a˜o desta lista. O algoritmo 3 e´ finalizado quando o host esta
balanceado, ou todas as ma´quinas virtuais ativas foram balanceadas,
como mostra a linha 16.
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Algorithm 3 migraVMs
Entrada: vm, possiveisHostsAlvo,media
1: if possiveisHostsAlvo.size()>0 then
2: hostAlvo← possiveisHostsAlvo[head]
3: alocacaoDeRAMHostAlvo← hostAlvo.buscaAlocacaoDeRAM()
4: maximoRAMHostAlvo← hostAlvo.getRAM()
5: vmRAM ← vm.RAMAlocada()
6: tR← vmRAM + alocacaoDeRAMHostAlvo
7: if tR<media && tR<maximoRAMHostAlvo then
8: migra vm para hostAlvo
9: possiveisHostsAlvo← ordenaPorAlocacaoDeRAMcrescente()
10: else
11: pega proximo elemento de possiveis host
12: end if
13: end if
14: alocacao← host.alocacaoDeRAM()
15: numeroVMs← vmsAtivas.size()
16: if alocacao<media ||numeroVMs ≤ 0 then
17: quebra lac¸o
18: end if
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5 DESENVOLVIMENTO E ANA´LISE
Neste cap´ıtulo, sera´ discutida a implementac¸a˜o do algoritmo
proposto, apresentando as tecnologias envolvidas e o processo para
implementar o algoritmo.
Para implementar o algoritmo proposto, foi escolhida a plata-
forma Autonomiccs (AUTONOMICCS, 2016), que, como apresentada
anteriormente, e´ uma plataforma escalonadora de ma´quinas virtuais
distribu´ıdas, ou, escalonadora de recursos distribu´ıdos, desenvolvida
como um plugin para o Apache CloudStack atrave´s linguagem de pro-
gramac¸a˜o Java (ORACLE, 2017). Com ela, e´ poss´ıvel realizar simulac¸o˜es
de ambientes computacionais em nuvem atrave´s do cloud-traces.
O cloud-traces e´ um projeto que recebe dados de trac¸os da Google
(GOOGLE, 2017) (Google data traces) que sa˜o jobs (servic¸os) orientados a`
cena´rio e os transforma para um cena´rio de ambiente computacional em
nuvem (AUTONOMICCS, 2017). Assim, o cloud-traces consegue realizar
ac¸o˜es de consolidac¸a˜o, como utilizar heur´ısticas aplicadas ao ambiente.
5.1 AJUSTES PRELIMINARES E IMPLEMENTAC¸A˜O
Como a estrutura da plataforma Autonomiccs junto do cloud-
traces e´ modular, isto facilita o trabalho de implementac¸a˜o e ajustes
na plataforma. Assim, para implementar a proposta deste trabalho, foi
necessa´rio criar uma classe chamada ClusterVMsBalancingByRAMu-
sage.java no pacote br.com.autonomiccs.cloudTraces.algorithms.manage
ment. Este pacote conte´m as heur´ısticas dispon´ıveis para os gerentes de
alocac¸a˜o e consolidac¸a˜o. Foi necessa´rio realizar alguns ajustes na classe
principal do cloud-traces para que ele utilizasse somente a heur´ıstica de-
senvolvida neste trabalho, assim como foram realizados outros pequenos
ajustes para que a plataforma funcionasse.
Assim, na classe ClusterVMsBalancingByAllocatedRAM.java que
se encontra como apeˆndice A, foram implementados alguns me´todos:
• rankHosts: func¸a˜o exigida pela classe ClusterAdministrationAl-
gorithmEmptyImpl para organizar os hosts de acordo com algum
paraˆmetro;
• mapVMsToHost: func¸a˜o que agrega a heur´ıstica de balancea-
mento proposta neste trabalho, referente ao algoritmo 1;
• updateHostResources: atualiza os recursos (memo´ria RAM e
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CPU) do host sobrecarregado e do host alvo de acordo com os
recursos alocados pela ma´quina virtual que sera´ migrada do host
sobrecarregado para o host alvo;
• calculateClusterAllocatedRAMaverage: calcula a me´dia de
alocac¸a˜o de memo´ria RAM realizada pelos hosts ativos no cluster ;
• sortHostsByAllocatedRAMdecreasing: organiza uma lista
de hosts passada como paraˆmetro em ordem decrescente de acordo
a quantidade de memo´ria RAM alocada por cada host. E´ poss´ıvel
observar este me´todo na linha 1 do algoritmo 2;
• sortHostsByAllocatedRAMascending: organiza uma lista de
hosts passada como paraˆmetro em ordem crescente de acordo com
a quantidade de memo´ria RAM alocada por cada host. E´ poss´ıvel
observar este me´todo na linha 2 do algoritmo 2;
• sortVMsByRAMallocatedAscending: organiza uma lista de
ma´quinas virtuais passada como paraˆmetro em ordem crescente
de acordo com a alocac¸a˜o1 de memo´ria especificada para cada
uma. E´ poss´ıvel observar este me´todo na linha 6 do algoritmo 2;
• verifyPossibleOverload: func¸a˜o que verifica se um dado host
ira´ ficar sobrecarregado com a migrac¸a˜o de uma dada ma´quina
virtual para ele de acordo com a me´dia de uso de memo´ria RAM
do cluster ; e
• calculateTotalResources: func¸a˜o responsa´vel por buscar o
nu´mero de ma´quinas virtuais contidas no cluster, calcula o total
de memo´ria e o uso me´dio de memo´ria RAM do cluster.
Para realizar a ordenac¸a˜o crescente e decrescente de hosts e
ma´quinas virtuais de acordo a quantidade de memo´ria RAM alocada,
foram criadas duas classes: VirtualMachineComparator e HostCompa-
rator. Os me´todos criados para analisar o comportamento da heur´ıstica
e verificar poss´ıveis erros foram ocultados a fim de focar nos resultados
e desempenho da heur´ıstica desenvolvida.
1Lembrar que foi utilizada a alocac¸a˜o de memo´ria como me´trica pois a utilizac¸a˜o
do uso de memo´ria RAM num dado momento pode ser dif´ıcil de tratar como foi
apresentado anteriormente.
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5.2 RESULTADOS E ANA´LISE
Para realizar estudos de comparac¸a˜o e ana´lises da heur´ıstica de-
senvolvida neste trabalho, foi utilizada uma outra heur´ıstica preexistente
chamada ClusterAdministrationAlgorithmEmptyImpl. Esta heur´ıstica
na˜o realiza te´cnicas de gerenciamento de ambientes computacionais em
nuvem, ela apenas cria e destro´i ma´quinas virtuais de acordo com as
exigeˆncias do ambiente.
A heur´ıstica desenvolvida neste trabalho, realiza migrac¸o˜es de
ma´quinas virtuais entre os hosts ativos de um determinado cluster. O
paraˆmetro de refereˆncia utilizado para migrar as ma´quinas virtuais, e´
a alocac¸a˜o de memo´ria RAM de cada host comparado com a me´dia
de memo´ria RAM alocada pelos hosts dentro de um cluster. Caso a
me´dia de alocac¸a˜o de memo´ria RAM de um host for maior que a me´dia
de alocac¸a˜o de memo´ria RAM do cluster, enta˜o e´ realizada uma busca
por um host alvo que esteja apto a receber alguma ma´quina virtual,
diminuindo a sobrecarga do host sobrecarregado.
Assim, tem-se alguns fatores, seja M(c) a me´dia de alocac¸a˜o de
memo´ria RAM do cluster c, e R a quantidade de memo´ria RAM alocada
pelos hosts ativos no cluster c e n o nu´mero de hosts ativos no cluster
c, enta˜o:
M(c) =
R
n
Seja vr a quantidade de alocac¸a˜o de memo´ria RAM requisitada
pela ma´quina virtual, R a quantidade de memo´ria RAM alocada no
host h, tR o total de memo´ria RAM alocada, e tH o total de memo´ria
RAM2 do host, enta˜o:
tR = vr +R(h)
Logo, para saber se o host alvo ficara´ sobrecarregado em relac¸a˜o
a M(c), levando apenas a memo´ria RAM em considerac¸a˜o, sa˜o feitas
duas verificac¸o˜es: caso tr > M(c) ou tr > tH, enta˜o o host ficara´
sobrecarregado.
2O total de memo´ria RAM de um host ou cluster e´ a quantidade ma´xima de
memo´ria RAM que um host ou cluster pode ter, por exemplo, 32GB. A quantidade
de memo´ria RAM alocada e´ uma reserva de memo´ria RAM feita por um host ou
ma´quina virtual do total de memo´ria RAM. Ou seja, caso uma ma´quina virtual for
alocar memo´ria RAM num host que tem o total de memo´ria RAM de 32GB, enta˜o,
esta ma´quina virtual pode alocar ate´ 32GB de memo´ria RAM.
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Enta˜o, para realizar os testes foi realizada uma simulac¸a˜o sobre
um arquivo de entrada utilizando a heur´ıstica ClusterAdministrationAl-
gorithmEmptyImpl, e em seguida, foi realizada uma nova simulac¸a˜o sobre
este mesmo arquivo de entrada utilizando a heur´ıstica ClusterVMsBa-
lancingByAllocatedRAM. No final de cada simulac¸a˜o e´ gerado um log
de sa´ıda com diversas informac¸o˜es, onde e´ poss´ıvel filtrar o tempo de
execuc¸a˜o e me´dia de memo´ria RAM alocada pelo tempo. A figura 8
apresenta os resultados de ambas as heur´ısticas.
Figura 8 – Resultado de alocac¸a˜o de RAM x Tempo das heur´ısticas
Na figura 8, no eixo horizontal tem-se o Tempo e no eixo vertical
tem-se a Me´dia de Alocac¸a˜o de Memo´ria do Cluster. Como e´ poss´ıvel
observar, a simulac¸a˜o mostrou que quando executa sem uma heur´ıstica
de balanceamento de memo´ria RAM, a alocac¸a˜o me´dia de memo´ria RAM
foi de 68.73%, onde teve um pico ma´ximo de aproximadamente 87%.
Em um ambiente onde a me´dia de alocac¸a˜o de memo´ria RAM chega
a` 87% compromete a qualidade de servic¸o entregue ao usua´rio. Como
e´ poss´ıvel observar, a heur´ıstica desenvolvida neste trabalho mostrou
um o´timo resultado, tendo uma alocac¸a˜o me´dia de memo´ria RAM de
42.74%, contra 68.73%, apresentando uma otimizac¸a˜o de 37.81%. Com
isso a concorreˆncia por memo´ria RAM entre ma´quinas virtuais diminui,
deixando os hosts menos sobrecarregado neste requisito e melhorando a
qualidade de servic¸o entregue ao usua´rio.
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6 CONCLUSA˜O E CONSIDERAC¸O˜ES FINAIS
Este trabalho resultou no desenvolvimento de uma heur´ıstica de
balanceamento de memo´ria RAM em um ambiente computacional em
nuvem capaz de ser implementada em qualquer ambiente que conte-
nha a ferramenta de orquestrac¸a˜o CloudStack, visto que a plataforma
Autonomiccs e´ direcionada a ela.
A heur´ıstica desenvolvida, apesar de se apresentar simples, se
mostrou bastante eficiente, apresentando o´timos resultados como foi
mostrado.
Este trabalho conte´m as seguintes contribuic¸o˜es:
• Diminuiu a necessidade de intervenc¸a˜o manual para o balance-
amento de memo´ria RAM em um ambiente de computac¸a˜o em
nuvem;
• Agilizou o processo de balanceamento de memo´ria RAM em um
ambiente de computac¸a˜o em nuvem; e
• Melhoria e otimizac¸a˜o na alocac¸a˜o de memo´ria RAM em ambientes
computacionais em nuvem.
As principais contribuic¸o˜es, em relac¸a˜o a`s ideias propostas pelos
trabalhos relacionados apresentados, esta´ na busca de otimizac¸a˜o de
apenas um recurso computacional, que no caso deste trabalho foi a
memo´ria RAM. A heur´ıstica busca organizar os hosts mais sobrecarre-
gados em primeiro lugar e em outra lista de hosts alvos busca-se colocar
os menos sobrecarregados primeiro. Assim, empreende-se descarregar os
hosts mais sobrecarregados primeiro transferindo sua sobrecarga para o
menos sobrecarregados. Outra caracter´ıstica importante de ressaltar, e´
o fato de que uma melhor distribuic¸a˜o de ma´quinas virtuais que utilizam
muita memo´ria RAM entre hosts diferentes faz com que a concorreˆncia
por este recurso tenda a ser menor.
Como trabalhos futuros teˆm-se:
• Adicionar um histo´rico de consumo de recursos computacionais de
cada ma´quina virtual. Assim, seria poss´ıvel criar heur´ısticas mais
inteligentes que se baseassem em um consumo mais dinaˆmico e
previs´ıvel;
• Adicionar uma func¸a˜o que permitisse colocar um valor limite de
consumo de um dado recurso computacional, tal que quando uma
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ma´quina virtual atingisse este limite, um aviso seria lanc¸ado no
sistema para que ele possa realizar ac¸o˜es para amenizar o problema.
Por exemplo, colocar um limite de consumo de 60% de memo´ria
RAM. Caso uma ma´quina virtual atinja este limite, o sistema pode
ativar uma heur´ıstica de balanceamento para resolver o problema;
• Adicionar um aviso de sucesso ou falha de migrac¸a˜o de ma´quinas
virtuais ao CloudStack ;
• Alterar o foco da heur´ıstica para balanceamento de CPU e verificar
os resultados; e
• Produzir um artigo cient´ıfico apresentado este trabalho a` comuni-
dade.
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APEˆNDICE A -- Co´digo da Heur´ıstica Desenvolvida

ClusterVMsBalancingByAllocatedRAM.java
1 package br.com.autonomiccs.cloudTraces.algorithms.management;
2
3 import java.util.ArrayList;
16
17 public class ClusterVMsBalancingByAllocatedRAM extends 
ClusterAdministrationAlgorithmEmptyImpl {
18
19 private double totalClusterRAM; //In MB
20 protected long clusterRAMallocatedAverage = 0; //In MB
21 protected int numberOfVms = 0;
22     protected static final long NUMBER_OF_BYTES_IN_ONE_MEGA_BYTE = 1024l;
23
24     @Override
25     public List<Host> rankHosts(List<Host> hosts) {
26         return sortHostsByAllocatedRAMdecreasing(hosts);
27     }
28
29 /**
30  * Balance the cluster based on the allocated RAM of each host in it.
31  * @param hostsAtivos list of active hosts in the cluster.
32  * @param clusterRAMallocatedAverage RAM average used by the hosts.
33  */
34     @Override
35     public Map<VirtualMachine, Host> mapVMsToHost(List<Host> rankedHosts) {
36     Map<VirtualMachine, Host> mapOfMigrations = new HashMap<>();
37 List<Host> possibleTargets = new ArrayList<>();
38 List<Host> hostsToBeBalanced = new ArrayList<>();
39 calculateTotalResources(rankedHosts);
40
41 //Verifica os hosts que precisam ser balanceados e os adiciona numa lista 
hostsToBeBalanced
42 for (Host host : rankedHosts) {
43 if ( host.getMemoryAllocatedInMib() > clusterRAMallocatedAverage ) {
44 hostsToBeBalanced.add(host);
45 } else {
46 possibleTargets.add(host);
47 }
48 }
49
50 //Caso tenha hosts para serem balanceados
51 if (hostsToBeBalanced.size() > 0) {
52 hostsToBeBalanced = 
sortHostsByAllocatedRAMdecreasing(hostsToBeBalanced); //Os primeiros estão mais 
sobrecarregados
53 possibleTargets = 
sortHostsByAllocatedRAMascending(possibleTargets); //Os primeiros são os menos 
sobrecarregados
54 for (Host host : hostsToBeBalanced) 
{ //Hosts sobrecarregados
55 Set<VirtualMachine> setVms = host.getVirtualMachines();
56 List<VirtualMachine> vms = new 
ArrayList<VirtualMachine>(setVms); //vmsAtivas
57 vms = 
sortVMsByRAMallocatedAscending(vms); //ordena vmsAtivas 
por alocação de RAM
58 vmsMigration:
59 for (VirtualMachine vm : vms) {
60
61 searchTarget:
62 for (Host targetHost : possibleTargets) {
63 if (verifyPossibleOverload(targetHost, vm, 
clusterRAMallocatedAverage) != true) { //Se o host não ficar acima da média, passar a VM 
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para ele
64 updateHostResources(host, targetHost, vm);
65 mapOfMigrations.put(vm, targetHost);
66 possibleTargets = 
sortHostsByAllocatedRAMascending(possibleTargets); //Os primeiros são os menos 
sobrecarregados
67 break searchTarget;
68 }
69 }
70
71 if ((long) host.getMemoryAllocatedInMib() < clusterRAMallocatedAverage) 
{ //Não precisa mais migrar VMs pois já balanceou
72 break vmsMigration;
73 }
74 }
75
76 }
77
78 }
79
80     return mapOfMigrations;
81     }
82
83     /**
84      * Updates host resources of two given hosts (source and target) moving a VM from the 
source to the target. 
85      * @param hostToBeOffloaded source host that will migrate its VM.
86      * @param candidateToReceiveVms target host that will receive the VM.
87      * @param vm VM to be migrated.
88      */
89     protected void updateHostResources(Host hostToBeOffloaded, Host candidateToReceiveVms, 
VirtualMachine vm) {
90     long vmCpuConfigurationInMhz = vm.getVmServiceOffering().getCoreSpeed() * 
vm.getVmServiceOffering().getNumberOfCores();
91         long vmMemoryConfigurationInBytes = vm.getVmServiceOffering().getMemoryInMegaByte() 
* NUMBER_OF_BYTES_IN_ONE_MEGA_BYTE;
92         
93         hostToBeOffloaded.getVirtualMachines().remove(vm);
94         hostToBeOffloaded.setCpuAllocatedInMhz(hostToBeOffloaded.getCpuAllocatedInMhz() - 
vmCpuConfigurationInMhz);
95         
hostToBeOffloaded.setMemoryAllocatedInBytes(hostToBeOffloaded.getMemoryAllocatedInBytes() - 
vmMemoryConfigurationInBytes);
96         
97         candidateToReceiveVms.addVirtualMachine(vm);
98     }
99     
100     /**
101      * Calculate the allocated RAM average by hosts in the cluster.
102      * @param activeHosts list of hosts in the cluster.
103      */
104     void calculateClusterAllocatedRAMaverage(List<Host> activeHosts){
105     if (activeHosts.size() > 0) {
106         long allocatedClusterMemory = 0;
107         for (Host host : activeHosts) {
108         allocatedClusterMemory += host.getMemoryAllocatedInMib();
109     }
110         
111         clusterRAMallocatedAverage = allocatedClusterMemory/activeHosts.size();
112 }
113     }
114     
Page 2
ClusterVMsBalancingByAllocatedRAM.java
115 /**
116  * Sort a list of hosts in decreasing order of allocated RAM for each host.
117  * @param hostsToBeSorted list of hosts to be sorted
118  * @return returns a list of hosts sorted in decreasing order 
119  */
120 protected List<Host> sortHostsByAllocatedRAMdecreasing(List<Host> hostsToBeSorted){
121 List<Host> auxiliarList = hostsToBeSorted;
122 Collections.sort(auxiliarList, new HostComparator());
123 Collections.reverse(auxiliarList);
124 return auxiliarList;
125 }
126
127 /**
128  * Sort a list of hosts in ascending order of allocated RAM for each host.
129  * @param hostsToBeSorted list of hosts to be sorted
130  * @return returns a list of hosts sorted in ascending order 
131  */
132 protected List<Host> sortHostsByAllocatedRAMascending(List<Host> hostsToBeSorted){
133 List<Host> auxiliarList = hostsToBeSorted;
134 Collections.sort(auxiliarList, new HostComparator());
135 return auxiliarList;
136 }
137
138 /**
139  * Sort a list of virtual machines in ascending order of allocated RAM for each virtual 
machine.
140  * @param vmsToBeSorted list of virtual machines to be sorted
141  * @return returns a list of virtual machines sorted in ascending order 
142  */
143 protected List<VirtualMachine> sortVMsByRAMallocatedAscending(List<VirtualMachine> 
vmsToBeSorted){
144 List<VirtualMachine> auxiliarList = vmsToBeSorted;
145 Collections.sort(auxiliarList, new VirtualMachineComparator());
146 return auxiliarList;
147 }
148
149 /**
150  * Verify the possibility of a given host to get RAM overloaded by migration of a given 
virtual machine.
151  * @param targetHost candidate host to receive the virtual machine
152  * @param vm candidate virtual machine to be migrated to the given host.
153  * @param clusterAllocatedRAMaverage is used as a measure to know if the host allocated 
RAM will be over the cluster allocated RAM average
154  * @return returns true if the host will get overloaded with the migration of the 
virtual machine, or returns false otherwise
155  */
156 protected boolean verifyPossibleOverload(Host targetHost, VirtualMachine vm, long 
clusterAllocatedRAMaverage){
157 long vmRAMallocated = vm.getVmServiceOffering().getMemoryInMegaByte();
158 long hostRAMallocated = targetHost.getMemoryAllocatedInMib();
159 long totalAllocatedRAM = vmRAMallocated + hostRAMallocated;
160
161 if ((totalAllocatedRAM > clusterAllocatedRAMaverage) || 
targetHost.getTotalMemoryInMib() < vmRAMallocated + targetHost.getMemoryAllocatedInMib()) {
162 return true;
163 } else {
164 return false;
165 }
166 }
167
168 /**
169  * Calculates the total allocated RAM of the cluster based its hosts list.
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170  * @param hosts list of hosts from the cluster.
171  */
172 private void calculateTotalResources(List<Host> hosts){
173 long totalClusterRAMaux = 0;
174 for (Host host : hosts) {
175 totalClusterRAMaux += host.getTotalMemoryInMib();
176 numberOfVms += host.getVirtualMachines().size();
177 }
178 totalClusterRAM = (double)totalClusterRAMaux;
179 calculateClusterAllocatedRAMaverage(hosts);
180 }
181 }
182
183
184
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Abstract. Due to the large growing of cloud computing, the management com-
plexity of these environments has grown, turning the manual management im-
practical. As a consequence, the automation of these environments takes an
important part in making the management faster, improving the environment
performance when implemented correctly. This work presents the development
of a RAMmemory balancing heuristic directed to cloud computing environment.
This heuristic aims at making a better usage of this resource among hosts and
clusters, improving the RAM memory management in cloud computing environ-
ments.
Keywords: Cloud computing. Balancing heuristic. Resources balancing.
Resumo. Devido ao grande crescimento do uso de ambientes computacionais
em nuvem, a complexidade do gerenciamento destes ambientes tem aumentado
significativamente, tornando o gerenciamento manual impratica´vel. Como con-
sequeˆncia disto, a automatizac¸a˜o deste processo se mostra importante pois
auxilia a agilizar o gerenciamento, melhorando o desempenho quando feito
de forma correta. Neste trabalho, e´ apresentado o desenvolvimento de uma
heurı´stica de balanceamento de memo´ria RAM nestes ambientes, buscando
aproveitar melhor este recurso entre hosts e clusters. Esta heurı´stica facilitara´
o gerenciamento deste recurso em ambientes computacionais em nuvem.
Palavras-chave: Computac¸a˜o em nuvem. Heurı´stica de balanceamento. Balanceamento
de recursos.
Introduc¸a˜o
Computac¸a˜o em nuvem e´ um modelo que possibilita o acesso conveniente e sob-demanda
a recursos computacionais (por exemplo, redes, servidores, armazenamento, aplicac¸o˜es
e servic¸os) que podem ser alocados e liberados com um mı´nimo de esforc¸o de gerencia-
mento ou interac¸a˜o com o provedor de servic¸o [Mell and Grance 2011].
Devido ao crescimento da demanda por servic¸os ofertados por ambientes com-
putacionais, a estrutura necessa´ria para hospedar estes ambientes aumenta em tamanho e
complexidade, impactando diretamente no gerenciamento destes ambientes [Weinga¨rtner
et al. 2015] e [Geronimo et al. 2013]. Devido a` complexidade destas infraestruturas, a
gereˆncia de ambientes de computac¸a˜o em nuvem requer o auxı´lio de sistemas computa-
cionais autoˆnomos, como o modelo autoˆnomo proposto por [Kephart and Chess 2003].
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[Weinga¨rtner et al. 2016] desenvolveram um framework distribuı´do autoˆnomo
para o CloudStack [Foundation 2016] que avalia a infraestrutura e, com base em de-
terminadas heurı´sticas1, toma deciso˜es para migrar ma´quinas virtuais2 e ligar/desligar
servidores. Com a finalidade de demonstrar o potencial do framework desenvolvido, [We-
inga¨rtner et al. 2016] implementaram uma heurı´stica que busca a reduc¸a˜o do consumo en-
erge´tico em ambientes de computac¸a˜o em nuvem, por meio de te´cnicas de consolidac¸a˜o3
de ma´quinas virtuais. Pore´m, a soluc¸a˜o apresentada por [Weinga¨rtner et al. 2016] possui
careˆncia de outras heurı´sticas, como uma heurı´stica que balanceasse as ma´quinas virtuais
entre os hosts com o melhor desempenho e aproveitamento possı´vel.
Te´cnicas de gereˆncia e otimizac¸a˜o de ambientes em nuvem podem trazer
benefı´cios como o controle da qualidade de servic¸os (QoS) e reduc¸a˜o de gastos en-
erge´ticos. Pore´m, diferentes te´cnicas podem trazer consequeˆncias, como por exemplo,
o desligamento de servidores para economizar recursos energe´ticos pode vir a sobrecar-
regar servidores e prejudicar diretamente os clientes.
Apesar de muitos trabalhos desenvolverem te´cnicas de balanceamento de
ma´quinas virtuais, poucos consideram o dinamismo, escala e heterogeneidade de am-
bientes em nuvem. Motivado por tal careˆncia, este trabalho tem como objetivo estender
o framework desenvolvido por [Weinga¨rtner et al. 2016] apresentando uma proposta de
heurı´stica que tem como princı´pio distribuir ma´quinas virtuais que utilizammais memo´ria
RAM em diferentes hosts, diminuindo a concorreˆncia entre elas por este recurso. Isto
evita que alguns servidores se encontrem subutilizados ou super utilizados, e tambe´m
diminui a concorreˆncia pelos mesmos recursos computacionais entre as ma´quinas virtu-
ais. Assim, a degradac¸a˜o de servic¸o diminui, melhorando a qualidade de servic¸o oferecida
pelo ambiente.
Motivac¸a˜o e Justificativa
Segundo [Forum 2013], a utilizac¸a˜o de computac¸a˜o em nuvem tem crescido bastante. Em
virtude deste amplo crescimento dos ambientes de computac¸a˜o em nuvem, a complexi-
dade de gerenciamento aumenta significativamente como apresentado por [Weinga¨rtner
et al. 2015].
Atualmente, os ambientes computacionais em nuvem possuem poucas ou nen-
huma heurı´stica de balanceamento dos recursos computacionais utilizados pelas ma´quinas
virtuais hospedadas. [Nathuji et al. 2010] mencionam que a virtualizac¸a˜o nos servidores
na˜o garante o isolamento de desempenho entre as ma´quinas virtuais. Por exemplo, uma
aplicac¸a˜o que esteja utilizando um nu´cleo de um processador com va´rios nu´cleos, pode
sofrer reduc¸a˜o de desempenho quando outra aplicac¸a˜o estiver rodando simultaneamente
em um nu´cleo adjacente. Tal comportamento ocorre devido ao aumento na taxa de falta
(do ingleˆs, miss rate) no u´ltimo nı´vel de cache. Ale´m disso, a competic¸a˜o por recursos
computacionais tambe´m agrava a degradac¸a˜o de servic¸o, afetando a qualidade de servic¸o
entregue ao cliente.
1Uma heurı´stica e´ um me´todo (ou estrate´gia) pra´tico suficiente para atingir um objetivo. Elas podem ser
utilizadas para acelerar o processo para atingir o objetivo.
2Ma´quinas virtuais sa˜o emulac¸o˜es de sistemas operacionais sobre um sistema hospedeiro, por exemplo,
um sistema operacional ou hardware.
3A consolidac¸a˜o e´ uma te´cnica aplicada em ambientes virtualizados onde a sua implementac¸a˜o produz
resultados significativos na eficieˆncia do uso de recursos computacionais.
Motivado pela importaˆncia de evitar a degradac¸a˜o de servic¸o nestes ambientes e o
aproveitamento inteligente dos recursos computacionais em ambientes de computac¸a˜o em
nuvem, junto da necessidade de gerenciar estes ambientes de forma eficiente e autoˆnoma,
notou-se a possibilidade do desenvolvimento de uma heurı´stica para balancear de forma
eficiente a carga computacional utilizada por estes ambientes, com o mı´nimo possı´vel de
intervenc¸a˜o humana. Esta nova heurı´stica pode ser uma alternativa a heurı´stica proposta
em [Weinga¨rtner et al. 2016].
O resto deste artigo e´ organizado nas seguintes sec¸o˜es: trabalhos relacionados,
proposta, resultados e ana´lise, concluso˜es e refereˆncias.
Trabalhos Relacionados
[Bala and Chana 2016] desenvolveram um algoritmo que tem como base algoritmos de
aprendizagem de ma´quina (como Redes Neurais, Random Forest, entre outros) para a
previsa˜o do consumo de recursos computacionais de cada ma´quina virtual em um am-
biente de nuvem. Para que verificassem se um host estava sobrecarregado ou ocioso,
foram inseridos limites ma´ximos e mı´nimos. Assim, caso um host estiver acima do limite
de utilizac¸a˜o de recursos, ele e´ classificado como “sobrecarregado”, inicializando assim
a migrac¸a˜o de ma´quinas virtuais para outros hosts ate´ ele ficar dentro dos limites esta-
belecidos. Caso o host estiver abaixo do nı´vel mı´nimo estabelecido, ele e´ classificado
como “ocioso”. Assim, se inicializa a migrac¸a˜o das ma´quinas virtuais para outros hosts e
quando na˜o houver mais ma´quinas virtuais nele, ele e´ desligado.
Em sı´ntese, o trabalho de [Bala and Chana 2016] tenta prever o consumo de recur-
sos computacionais das ma´quinas virtuais para assim migra´-las ou na˜o para outros hosts
que sejam capazes de suportar a carga que elas ira˜o gerar num dado momento. Apesar de
o trabalho de [Bala and Chana 2016] levar em considerac¸a˜o diferentes paraˆmetros como
CPU, RAM, rede e Leitura e Escrita em Disco, na˜o procura diminuir a concorreˆncia pelos
mesmos recursos entre as ma´quinas virtuais, como e´ proposto por este trabalho.
[Kulkarni and Annappa 2015] apresentam em seu trabalho um algoritmo de bal-
anceamento de ma´quinas virtuais alternativo ao algoritmo nativo de balanceamento da
ferramenta CloudAnalyst [Wickremasinghe 2009]. O algoritmo de balanceamento nativo
aloca as requisic¸o˜es para as ma´quinas virtuais menos sobrecarregadas em um dado mo-
mento para manter uma alocac¸a˜o uniforme para todas as ma´quinas virtuais. [Kulkarni
and Annappa 2015] aponta que o algoritmo nativo pode ocasionar uma super alocac¸a˜o de
ma´quinas virtuais quando ha´ muitas requisic¸o˜es ao controlador do centro de dados.
Para resolver este problema, [Kulkarni and Annappa 2015] propuseram um al-
goritmo alternativo ao algoritmo nativo do CloudAnalyst. Neste algoritmo, eles adi-
cionaram uma tabela de reservas interna ao balanceador de ma´quinas virtuais para manter
as recomendac¸o˜es de reserva de cada ma´quina virtual sugeridas pelo controlador do cen-
tro de dados (por exemplo, quantidade de memo´ria RAM e CPU necessa´rios para executar
a ma´quina virtual). Assim, o balanceador ira´ levar em considerac¸a˜o a tabela de reservas
interna e a tabela de alocac¸a˜o esta´tica de uma ma´quina virtual em particular. O algoritmo
garante a alocac¸a˜o uniforme ate´ nas horas de pico.
[Janpan et al. 2014] apresentam um framework de consolidac¸a˜o para o Cloud-
Stack atrave´s de live migration. O framework proposto consiste de quatro componentes:
um operador do CloudStack, um operador de monitoramento, um operador de mapea-
mento e um controlador de forc¸a. O operador do CloudStack e´ responsa´vel por interagir
com a API do CloudStack; o operador de monitoramento e´ responsa´vel por coletar dados
de monitoramento de sistemas de monitoramento; o controlador de forc¸a e´ responsa´vel
por ligar e desligar um host para economizar energia; e o operador de mapeamento e´
responsa´vel por mapear ma´quinas virtuais para outros hosts.
O me´todo de consolidac¸a˜o proposto por [Janpan et al. 2014] busca balancear a
utilizac¸a˜o de CPU no ambiente de computac¸a˜o em nuvem. A esseˆncia do algoritmo se
da´ quando um host e´ liberado para receber migrac¸o˜es de ma´quinas virtuais. Inicialmente,
buscam-se todos os hosts e ma´quinas virtuais do ambiente. Em seguida, e´ realizada uma
busca sobre esses hosts para achar aquele com o menor ı´ndice de utilizac¸a˜o de CPU. Este
ı´ndice e´ utilizado para determinar quando o processo de migrac¸a˜o para o host alvo deve
ser finalizado. Enta˜o, inicia-se o processo de migrac¸a˜o de ma´quinas virtuais buscando
aqueles hosts com os maiores ı´ndices de utilizac¸a˜o de CPU. A escolha da ma´quina virtual
dentro destes hosts e´ feita aleatoriamente. Estes dois u´ltimos passos sa˜o repetidos ate´
que o ı´ndice de utilizac¸a˜o de CPU no host alvo seja maior que o limite determinado.
Ale´m deste me´todo, [Janpan et al. 2014] apresentaram um me´todo de desconsolidac¸a˜o
responsa´vel por migrar as ma´quinas virtuais de um host que sera´ desligado para outros
hosts.
[Beloglazov and Buyya 2012] apresentam uma proposta de heurı´sticas adaptativas
para consolidac¸a˜o dinaˆmica de ma´quinas virtuais. As heurı´sticas se baseiam de acordo
com a ana´lise dos histo´ricos de uso dos recursos computacionais de cada ma´quina virtual.
Para realizar a consolidac¸a˜o do ambiente, quatro fatores sa˜o levados em considerac¸a˜o:
determinar quando um host e´ considerado sobrecarregado, necessitando um balancea-
mento de carga; determinar quando um host e´ considerado ocioso, podendo migrar suas
ma´quinas virtuais e ser desligado para economizar energia; selecionar quais ma´quinas
virtuais devem ser migradas de um host sobrecarregado; e encontrar um host alvo para
receber as ma´quinas virtuais de um host sobrecarregado.
O algoritmo desenvolvido em [Beloglazov and Buyya 2012], de forma resum-
ida, busca inicialmente a lista de todos os hosts do ambiente e verifica quais esta˜o so-
brecarregados. Caso um host esteja sobrecarregado, o algoritmo executa a selec¸a˜o das
ma´quinas virtuais a serem migradas de acordo com a polı´tica adotada. Apo´s construir
a lista de ma´quinas virtuais que necessitam ser migradas, buscam-se os hosts que esta˜o
ociosos para receber as ma´quinas virtuais. O algoritmo enta˜o retorna ummap contendo as
informac¸o˜es dos novos locais das ma´quinas virtuais que foram migradas. Para a verificar
se um host esta´ sobrecarregado ou na˜o, e´ considerado o uso de CPU dos hosts, pore´m,
o limite utilizado para considerar se um host esta´ sobrecarregado ou na˜o e´ dinaˆmico. A
ideia principal deste limite dinaˆmico e´ ajustar o ı´ndice limite dependendo do tamanho do
desvio absoluto da utilizac¸a˜o da CPU. Quanto maior este desvio, menor o ı´ndice limite
de utilizac¸a˜o, quanto maior o desvio, maior a probabilidade da utilizac¸a˜o da CPU atingir
100%.
Proposta
A computac¸a˜o em nuvem tem ganhado cada vez mais destaque e adesa˜o nos u´ltimos anos
devido, principalmente, ao seu baixo custo de alocac¸a˜o e gerenciamento. O custo de um
Figure 1. Ilustrac¸a˜o do problema a ser corrigido.
servic¸o de nuvem comparado a` compra, gerenciamento e manutenc¸a˜o de ma´quinas fı´sicas,
seria muito mais alto. Sendo assim, as empresas acabam migrando seus servic¸os para a
nuvem. Apesar dos servic¸os oferecidos hoje atrave´s da computac¸a˜o em nuvem terem um
alto desempenho, a concorreˆncia entre ma´quinas virtuais por recursos computacionais
pode ocasionar degradac¸a˜o do servic¸o oferecido.
Como apresentado por [Weinga¨rtner et al. 2015] e [Geronimo et al. 2013], o
crescimento dos ambientes computacionais em nuvem e servic¸os, acaba gerando a ne-
cessidade de aumentar a estrutura necessa´ria para hospedar esses servic¸os, aumentando a
complexidade de gerenciamento destes ambientes.
Analisando e estudando os trabalhos relacionados, constatou-se a necessidade de
novas formas de consolidac¸a˜o dos ambientes computacionais em nuvem para melhorar o
desempenho e eficieˆncia energe´tica dos mesmos. Como apresentado anteriormente nos
trabalhos relacionados, existem diferentes propostas para a consolidac¸a˜o dos ambientes
computacionais em nuvem, pore´m, nenhum deles leva em considerac¸a˜o a concorreˆncia
por recursos computacionais.
A proposta deste trabalho e´ minimizar a concorreˆncia por memo´ria RAM entre
as ma´quinas virtuais dentro de um cluster. Isto sera´ realizado atrave´s de migrac¸o˜es de
ma´quinas virtuais entre os hosts buscando deixar o consumo de memo´ria RAM o mais
balanceado possı´vel. O escopo deste trabalho se limita apenas a` memo´ria RAM devido
ao fato de que ao acrescentar outros fatores, como utilizac¸a˜o de CPU ou leitura e escrita
em disco, por exemplo, aumentaria significativamente a complexidade deste trabalho,
indo ale´m de um trabalho de conclusa˜o de curso.
Ilustrac¸a˜o do Problema
Em um ambiente computacional em nuvem que carece de te´cnicas inteligentes de bal-
anceamento de carga computacional, existe a possibilidade de ocorrer sobrecarga dos
hosts, influenciando diretamente o desempenho dos servic¸os entregues atrave´s deste am-
biente. A figura 1 apresenta um ambiente heterogeˆneo onde a quantidade de recursos
disponibilizados pelos hosts sa˜o diferentes. Como e´ possı´vel analisar, os hosts A e B pos-
suem 8GB de memo´ria RAM, enquanto os hosts C, D e E possuem 4GB de memo´ria
RAM. Ainda nesta figura, e´ possı´vel observar um eventual problema que pode acontecer
nestes ambientes. Os hosts A e B esta˜o com 90% de sua capacidade de memo´ria RAM
em uso, enquanto os servidores C,D e E esta˜o com sua taxa de utilizac¸a˜o de memo´ria
RAM entre 10% e 20% em uso.
A figura 2 representa a proposta deste trabalho. Considerando um ambiente com-
putacional em nuvem heterogeˆneo como apresentado anteriormente, a heurı´stica de bal-
anceamento ira´ buscar equilibrar a utilizac¸a˜o de memo´ria RAM entre os hosts do am-
biente. Isto sera´ realizado atrave´s de migrac¸o˜es de ma´quinas virtuais dos hosts sobre-
carregados para os hosts com o menor ı´ndice de utilizac¸a˜o de memo´ria RAM da sua
capacidade total. Como e´ possı´vel analisar na figura 2, para equilibrar a utilizac¸a˜o de
memo´ria RAM apresentada na figura 1, as ma´quinas virtuais VM3 e VM5 que estavam
hospedadas nos hosts A e B, respectivamente, foram migradas para os hosts C e D.
Enta˜o, a utilizac¸a˜o de memo´ria RAM nos hosts A e B passaram de 90% para 62%, en-
quanto que nos hosts C e D, passaram de 10% para 58%. Assim, houve uma descarga de
28% dos hostsA eB e um aumento de utilizac¸a˜o de memo´ria RAM de 48% nos hosts C e
D, equilibrando a utilizac¸a˜o de memo´ria RAM no ambiente e diminuindo a concorreˆncia
por este recurso.
Figure 2. Ilustracao da proposta deste trabalho.
Arquitetura do Framework Autonomiccs
O framework Autonomiccs foi desenvolvido para atuar no nı´vel de cluster, onde mu´ltiplos
agentes podem gerenciar simultaneamente ambientes de computac¸a˜o em nuvem grandes
e dinaˆmicos. Cada algoritmo na˜o opera sobre a infraestrutura como um todo, mas sim
sobre fragmentos da mesma, permitindo uma aproximac¸a˜o distribuı´da [Weinga¨rtner et al.
2016]. Este trabalho se encontra na parte “Allocation Manager”, como apresenta a figura
3, onde o agente ira´ executar a heurı´stica desenvolvida neste trabalho periodicamente.
Figure 3. Arquitetura da orquestrac¸a˜o em nuvem com o framwork Autonomiccs
[Weinga¨rtner et al. 2016].
Como apresentado na figura 3, o framework foi desenvolvido para ser parte de fer-
ramentas de orquestrac¸a˜o. Assim, foi adicionado um novo componente chamado cluster
manager que e´ responsa´vel por executar as migrac¸o˜es das ma´quinas virtuais e desliga-
mento de servidores ociosos. Ale´m disso, foi necessa´rio estender o comportamento do
allocation manager que e´ responsa´vel pelas alocac¸o˜es das ma´quinas virtuais quando sa˜o
criadas, inicializadas ou migradas [Weinga¨rtner et al. 2016].
A careˆncia de alternativas de ferramentas de gereˆncia autoˆnoma de co´digo aberto
junto da facilidade e eficieˆncia de se implementar novas heurı´sticas de balanceamento ao
framework para trabalhar sobre um ambiente de nuvem, motivaram a escolha de utiliza´-lo
neste trabalho, acelerando a implementac¸a˜o e ana´lise da nova heurı´stica desenvolvida.
Algoritmo
Nesta sec¸a˜o sera´ apresentado o algoritmo da heurı´stica e seus principais me´todos.
O algoritmo 1 ira´ executar periodicamente em cada cluster isoladamente e sera˜o
necessa´rias algumas informac¸o˜es referente aos nı´veis de estrutura do ambiente no qual
ele ira´ atuar. Seguindo do nı´vel mais alto para o mais baixo, as informac¸o˜es necessa´rias
sera˜o:
• Cluster: sera´ necessa´rio saber a alocac¸a˜o me´dia de memo´ria RAM4 no momento
em que o algoritmo rodar. Esta me´dia sera´ utilizada de refereˆncia para balancear
a alocac¸a˜o de memo´ria RAM dos hosts ativos que atuam dentro do cluster;
• Servidor: sera´ necessa´rio saber a alocac¸a˜o de memo´ria RAM do host para verificar
se existe a necessite de balancea´-lo ou na˜o; e
• Ma´quinas Virtuais: sera´ necessa´rio saber a quantidade de memo´ria RAM alo-
cada para cada ma´quina virtual num dado host para verificar a possibilidade de
migrac¸a˜o de uma dada ma´quina virtual para outro host.
Para uma melhor apresentac¸a˜o do algoritmo 1 (balanceamentoDeMemoriaRAM),
ele foi subdivido em partes menores para facilitar o entendimento. Inicialmente, na linha
1 e´ verificada a existeˆncia de hosts ativos no cluster. Caso na˜o houverem hosts ativos, na˜o
ha´ necessidade de balancear o cluster. Enta˜o, e´ finalizado o algoritmo balanceamentoDe-
MemoriaRAM, como mostra a linha 17. Caso contra´rio, isto e´, caso existam hosts ativos,
busca-se a me´dia de alocac¸a˜o de memo´ria RAM do cluster. Esta me´dia sera´ utilizada
como paraˆmetro para balancear a alocac¸a˜o de memo´ria RAM dos hosts contidos neste
cluster.
A partir da linha 3 a` linha 9, e´ realizada uma busca entre os servidores ativos
verificando quais precisam ser balanceados e quais esta˜o abaixo da alocac¸a˜o me´dia de
RAM do cluster, podendo receber ma´quinas virtuais de outros hosts.
Na linha 4, e´ realizada uma verificac¸a˜o para garantir que dentre os hosts ativos
existe a necessidade de balanceamento de memo´ria RAM entre eles, isto e´, se existe
alguma sobrecarga na alocac¸a˜o de memo´ria RAM em algum host em relac¸a˜o a` me´dia de
alocac¸a˜o de memo´ria RAM do cluster. Caso negativo, na˜o ha´ necessidade de balancear o
cluster, finalizando assim o algoritmo como mostra a linha 14. Pore´m, caso for constatada
a sobrecarga de ao menos um host, enta˜o o algoritmo 2 (balanceiaHostsComMigracoes)
e´ executado.
4E´ importante ressaltar que neste ponto foi escolhido trabalhar com a alocac¸a˜o de memo´ria RAM ao
inve´s da utilizac¸a˜o atual deste recurso. Trabalhar com o uso dinaˆmico de memo´ria RAM e´ mais arriscado
pois ele pode oscilar muito, o que torna difı´cil a previsa˜o e controle do mesmo. Caso ele extrapole demais,
ele pode causar uma se´rie de erros no host, podendo comprometeˆ-lo. Por outro lado, trabalhar com o que
foi alocado para a ma´quina virtual, garantira´ que ela nunca ira´ utilizar mais memo´ria RAM do que lhe foi
permitido, evitando assim, possı´veis erros e problemas.
Algorithm 1 balanceamentoDeMemoriaRAM
Entrada: cluster, hostsAtivos
1: if hostsAtivos.size()>0 then
2: media← obterAlocaoMediaDeRAM(cluster)
3: for host : hostsAtivos do
4: if host.mediaDeAlocacaoDeRAM>media then
5: hostsComMigracoes.add(host)
6: else
7: possiveisHostsAlvo.add(host)
8: end if
9: end for
10: if hostsComMigracoes.size()>0 then
11: balanceiaHostsComMigracoes(hostComMigracoes,
12: possiveisHostsAlvo,media)
13: else
14: terminaAlgoritmo
15: end if
16: else
17: terminaAlgoritmo
18: end if
O algoritmo 2 recebe como entrada duas listas de hosts: hostsComMigracoes e
possiveisHostsAlvo; e tambe´m recebe a me´dia de alocac¸a˜o de memo´ria RAM. Inicial-
mente a lista hostsComMigracoes e´ ordenada por alocac¸a˜o de memo´ria RAM em ordem
decrescente, assim, os primeiros hosts da lista sera˜o os mais sobrecarregados em questa˜o
de alocac¸a˜o de memo´ria RAM. Em seguida, a lista possiveisHostsAlvo e´ organizada em
ordem crescente de alocac¸a˜o de memo´ria RAM, assim, os primeiros hosts sa˜o os com
menores ı´ndices de alocac¸a˜o de memo´ria RAM.
Em seguida, para cada host que foi adicionado a` lista hostsComMigracoes,
buscam-se as ma´quinas virtuais ativas do servidor e as ordena por alocac¸a˜o de memo´ria
RAM. Assim que todas as ma´quinas virtuais ativas foram identificadas, o algoritmo 3
e´ chamado para cada delas. Apo´s percorrer toda a lista de vmsAtivas, o algoritmo 2 e´
finalizado.
O algoritmo 3 (migraVMs) recebe como entrada a lista de possiveisHostsAlvo, a
ma´quina virtual vm a ser migrada e a me´dia de utilizac¸a˜o de RAM do cluster. O seu
principal papel e´ buscar um host ativo que esta´ contido na lista possiveisHostsAlvo que
seja capaz de suportar a ma´quina virtual vm e que quando migra´-la para este host alvo, o
seu ı´ndice de utilizac¸a˜o de RAM deve ser menor que a me´dia de utilizac¸a˜o de RAM do
cluster. A linha 9 se mostrou importante pois apo´s o host alvo receber a ma´quina virtual,
ele pode estar mais carregado que os outros hosts alvos da lista. Assim, e´ feita uma nova
ordenac¸a˜o desta lista. O algoritmo 3 e´ finalizado quando o host esta balanceado, ou todas
as ma´quinas virtuais ativas foram balanceadas, como mostra a linha 16.
Algorithm 2 balanceiaHostsComMigracoes
Entrada: hostsComMigracoes, possiveisHostsAlvo,media
1: hostsComMigracoes← ordenaPorAlocacaoDeRAMdecrescente()
2: possiveisHostsAlvo← ordenaPorAlocacaoDeRAMcrescente()
3: for host : hostsComMigracoes do
4: vmsAtivas← buscaVMsAtivas(host)
5: if vmsAtivas.size()>0 then
6: vmsAtivas← ordenaPorAlocacaoDeRAM(vmsAtivas)
7: for vm : vmsAtivas do
8: migraVMs(vm, possiveisHostsAlvo,media)
9: end for
10: else
11: quebra lac¸o
12: end if
13: end for
Algorithm 3 migraVMs
Entrada: vm, possiveisHostsAlvo,media
1: if possiveisHostsAlvo.size()>0 then
2: hostAlvo← possiveisHostsAlvo[head]
3: alocacaoDeRAMHostAlvo← hostAlvo.buscaAlocacaoDeRAM()
4: maximoRAMHostAlvo← hostAlvo.getRAM()
5: vmRAM ← vm.RAMAlocada()
6: tR← vmRAM + alocacaoDeRAMHostAlvo
7: if tR<media && tR<maximoRAMHostAlvo then
8: migra vm para hostAlvo
9: possiveisHostsAlvo← ordenaPorAlocacaoDeRAMcrescente()
10: else
11: pega proximo elemento de possiveis host
12: end if
13: end if
14: alocacao← host.alocacaoDeRAM()
15: numeroVMs← vmsAtivas.size()
16: if alocacao<media ||numeroVMs ≤ 0 then
17: quebra lac¸o
18: end if
Resultados e Ana´lise
Para realizar estudos de comparac¸a˜o e ana´lises da heurı´stica desenvolvida neste trabalho,
foi utilizada uma outra heurı´stica preexistente chamada ClusterAdministrationAlgorith-
mEmptyImpl. Esta heurı´stica na˜o realiza te´cnicas de gerenciamento de ambientes com-
putacionais em nuvem, ela apenas cria e destro´i ma´quinas virtuais de acordo com as
exigeˆncias do ambiente.
A heurı´stica desenvolvida neste trabalho, realiza migrac¸o˜es de ma´quinas virtuais
entre os hosts ativos de um determinado cluster. O paraˆmetro de refereˆncia utilizado para
migrar as ma´quinas virtuais, e´ a alocac¸a˜o de memo´ria RAM de cada host comparado com
a me´dia de memo´ria RAM alocada pelos hosts dentro de um cluster. Caso a me´dia de
alocac¸a˜o de memo´ria RAM de um host for maior que a me´dia de alocac¸a˜o de memo´ria
RAM do cluster, enta˜o e´ realizada uma busca por um host alvo que esteja apto a receber
alguma ma´quina virtual, diminuindo a sobrecarga do host sobrecarregado.
Assim, tem-se alguns fatores, seja M(c) a me´dia de alocac¸a˜o de memo´ria RAM
do cluster c, e R a quantidade de memo´ria RAM alocada pelos hosts ativos no cluster c e
n o nu´mero de hosts ativos no cluster c, enta˜o:
M(c) =
R
n
Seja vr a quantidade de alocac¸a˜o de memo´ria RAM requisitada pela ma´quina
virtual, R a quantidade de memo´ria RAM alocada no host h, tR o total de memo´ria RAM
alocada, e tH o total de memo´ria RAM5 do host, enta˜o:
tR = vr +R(h)
Logo, para saber se o host alvo ficara´ sobrecarregado em relac¸a˜o aM(c), levando
apenas a memo´ria RAM em considerac¸a˜o, sa˜o feitas duas verificac¸o˜es: caso tr > M(c)
ou tr > tH , enta˜o o host ficara´ sobrecarregado.
Enta˜o, para realizar os testes foi realizada uma simulac¸a˜o sobre um arquivo de en-
trada utilizando a heurı´stica ClusterAdministrationAlgorithmEmptyImpl, e em seguida,
foi realizada uma nova simulac¸a˜o sobre este mesmo arquivo de entrada utilizando a
heurı´stica ClusterVMsBalancingByAllocatedRAM. No final de cada simulac¸a˜o e´ gerado
um log de saı´da com diversas informac¸o˜es, onde e´ possı´vel filtrar o tempo de execuc¸a˜o e
me´dia de memo´ria RAM alocada pelo tempo. A figura 4 apresenta os resultados de ambas
as heurı´sticas.
Figure 4. Resultado de alocac¸a˜o de RAM x Tempo das heurı´sticas
Na figura 4, no eixo horizontal tem-se o Tempo e no eixo vertical tem-se a Me´dia
de Alocac¸a˜o de Memo´ria do Cluster. Como e´ possı´vel observar, a simulac¸a˜o mostrou
5O total de memo´ria RAM de um host ou cluster e´ a quantidade ma´xima de memo´ria RAM que um
host ou cluster pode ter, por exemplo, 32GB. A quantidade de memo´ria RAM alocada e´ uma reserva de
memo´ria RAM feita por um host ou ma´quina virtual do total de memo´ria RAM. Ou seja, caso uma ma´quina
virtual for alocar memo´ria RAM num host que tem o total de memo´ria RAM de 32GB, enta˜o, esta ma´quina
virtual pode alocar ate´ 32GB de memo´ria RAM.
que quando executa sem uma heurı´stica de balanceamento de memo´ria RAM, a alocac¸a˜o
me´dia de memo´ria RAM foi de 68.73%, onde teve um pico ma´ximo de aproximada-
mente 87%. Em um ambiente onde a me´dia de alocac¸a˜o de memo´ria RAM chega a` 87%
compromete a qualidade de servic¸o entregue ao usua´rio. Como e´ possı´vel observar, a
heurı´stica desenvolvida neste trabalho mostrou um o´timo resultado, tendo uma alocac¸a˜o
me´dia de memo´ria RAM de 42.74%, contra 68.73%, apresentando uma otimizac¸a˜o de
37.81%. Com isso a concorreˆncia por memo´ria RAM entre ma´quinas virtuais diminui,
deixando os hosts menos sobrecarregado neste requisito e melhorando a qualidade de
servic¸o entregue ao usua´rio.
Concluso˜es
Este trabalho resultou no desenvolvimento de uma heurı´stica de balanceamento de
memo´ria RAM em um ambiente computacional em nuvem capaz de ser implementada
em qualquer ambiente que contenha a ferramenta de orquestrac¸a˜o CloudStack, visto que
a plataforma Autonomiccs e´ direcionada a ela.
A heurı´stica desenvolvida, apesar de se apresentar simples, se mostrou bastante
eficiente, apresentando o´timos resultados como foi mostrado.
Este trabalho conte´m as seguintes contribuic¸o˜es:
• Diminuiu a necessidade de intervenc¸a˜o manual para o balanceamento de memo´ria
RAM em um ambiente de computac¸a˜o em nuvem;
• Agilizou o processo de balanceamento de memo´ria RAM em um ambiente de
computac¸a˜o em nuvem; e
• Melhoria e otimizac¸a˜o na alocac¸a˜o de memo´ria RAM em ambientes computa-
cionais em nuvem.
As principais contribuic¸o˜es, em relac¸a˜o a`s ideias propostas pelos trabalhos rela-
cionados apresentados, esta´ na busca de otimizac¸a˜o de apenas um recurso computacional,
que no caso deste trabalho foi a memo´ria RAM. A heurı´stica busca organizar os hosts
mais sobrecarregados em primeiro lugar e em outra lista de hosts alvos busca-se colocar
os menos sobrecarregados primeiro. Assim, empreende-se descarregar os hosts mais so-
brecarregados primeiro transferindo sua sobrecarga para o menos sobrecarregados. Outra
caracterı´stica importante de ressaltar, e´ o fato de que umamelhor distribuic¸a˜o de ma´quinas
virtuais que utilizam muita memo´ria RAM entre hosts diferentes faz com que a con-
correˆncia por este recurso tenda a ser menor.
Como trabalhos futuros teˆm-se:
• Adicionar um histo´rico de consumo de recursos computacionais de cada ma´quina
virtual. Assim, seria possı´vel criar heurı´sticas mais inteligentes que se baseassem
em um consumo mais dinaˆmico e previsı´vel;
• Adicionar uma func¸a˜o que permitisse colocar um valor limite de consumo de um
dado recurso computacional, tal que quando uma ma´quina virtual atingisse este
limite, um aviso seria lanc¸ado no sistema para que ele possa realizar ac¸o˜es para
amenizar o problema. Por exemplo, colocar um limite de consumo de 60% de
memo´ria RAM. Caso uma ma´quina virtual atinja este limite, o sistema pode ativar
uma heurı´stica de balanceamento para resolver o problema;
• Adicionar um aviso de sucesso ou falha de migrac¸a˜o de ma´quinas virtuais ao
CloudStack;
• Alterar o foco da heurı´stica para balanceamento de CPU e verificar os resultados;
e
• Produzir um artigo cientı´fico apresentado este trabalho a` comunidade.
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