This study develops spatial lag models to evaluate the performance of neighborhoods with new urbanist features in the recent housing recession in the Portland, Oregon, metropolitan area. It found that single-family homes that are closer to the central city held their value better in the recent recession, which might be a sign of recentralization. The effects of new urbanist features on home appreciation rate, however, were moderate and many of them were neutral or even negative. The study revealed that there existed synergistic effects between some dimensions of new urbanist development on appreciation rates of single-family homes in the recession.
Introduction
The effects of new urbanist features on property values have been extensively studied, but very few studies have tested the performance of neighborhoods with new urbanist features in a housing downturn. The recent economic recession provides a unique opportunity to test the price resiliency of properties in different types of neighborhoods. Using disaggregated repeat sales data for single-family homes in the Portland, Oregon, metropolitan area, this study examines whether single-family home prices in neighborhoods with new urbanist features have been more resilient in the recent housing downturn than those in sprawl-style neighborhoods.
Understanding the market performance of new urbanist development is important for the design and success of urban policies that encourage new urbanism in U.S. cities. In a market economy, most urban space is developed by private real estate developers whose primary goal is to maximize profit. When they decide between alternative types of development, one key concern is the market performance of each type. Thus, whether new urbanist principles and policies will be embraced by the real estate industry largely depends on their economic outcomes.
The market performance of new urbanist development is also important because about twothirds of American households own their homes, and real estate is often the single largest asset 2 in their portfolio. As voters, when members of these households decide on new urbanist policies, one of their basic concerns is how the policies will affect the value of their property. For home buyers, the potential for appreciation is also a vital factor in their home buying decision. Thus, public support for new urbanist policies is also highly dependent on the economic and market effects of those policies.
Several studies have shown that home buyers are willing to pay a premium for properties in new urbanist neighborhoods (e.g., Plaut and Boarnet 2003; Song and Knaap 2003; Tu and Eppli 1999) . Unlike previous studies, however, this study evaluates whether new urbanist features helped properties sustain their market prices in a housing downturn. To the best of my knowledge, this is one of the few studies to evaluate the economic performance of new urbanist development in an economic recession.
The remainder of this article is organized as follows. The next section reviews previous studies that help explain why new urbanist development would be expected to perform better than conventional development in an economic recession. The methodologies and data used are then introduced in the third section. The fourth section reports model results, which are summarized and discussed in the fifth section. The sixth section concludes.
Theoretical Background
New urbanist development has been promoted as an alternative to conventional low-density development to reduce or eliminate the perceived ills that have been caused by urban sprawl (Downs 2005) . At the regional level, new urbanism encourages limited outward development, downtown revitalization, and a compact urban spatial structure (Calthorpe and Fulton 2001) . At the neighborhood level, new urbanism promotes a built environment that is denser, more diverse, and more transit user, pedestrian and bicycler friendly (Cervero and Kockelman 1997) . These new urbanist features are expected to help enhance community life, promote healthier life styles, and strengthen a sense of community. If these benefits are real, one would expect them to be capitalized into higher property values.
In general, previous studies on the effects of new urbanist features on property values have concentrated in two areas. One focuses on the demand side of the real estate market, examining consumer preferences for new urbanist development. The other is on the supply side of the market, evaluating whether the supply of new urbanist development has been constrained by regulations. Before proceeding to review these studies, it should be noted that this study does not differentiate the term "new urbanism" from similar terms, such as "neotraditional neighborhood development," "smart growth," and "compact development."
Consumer Preferences for New Urbanist Development
The study by Tu and Eppli (1999) was one of the earliest studies to evaluate the value of new urbanism. Their findings indicated that residents of the Kentlands neighborhood, a new urbanist neighborhood designed by Duany and PlaterZyberk, were willing to pay a 12 percent premium for homes over the cost of comparable homes in conventional subdivisions. Plaut and Boarnet (2003) compared three neighborhoods in Haifa, Israel, and found that the cost of homes in the new urbanist neighborhood had a premium over the cost of the homes in the other two conventional neighborhoods. One drawback of these two studies, however, is that they used a neighborhood dummy variable to estimate the overall price premium that consumers were willing to pay to live in a new urbanist neighborhood. This prohibited them from drawing conclusions on the specific new urbanist features that contributed to the price premium. Song and Knaap (2003) filled this gap by measuring several individual features of new urbanist residential development in Portland, Oregon. Their estimation results showed that residents were willing to pay a price premium for some but not all features of new urbanist development. For example, they found that residents were willing to pay premiums for houses in neighborhoods with better street design and connectivity, but wanted to pay less for houses in neighborhoods with higher densities. Moreover, a later study by Song and Quercia (2008) indicated that the same design attributes were valued differently in different neighborhood types in Washington County, Oregon. Traditional design features were valued more in the traditional and neo-traditional neighborhoods than they were in conventional suburban neighborhoods.
Besides studies that focused on new urbanist design, a vast amount of research has focused on the effect of public transit, especially rail transit, on property values. The literature in this field has been well reviewed (for thorough reviews of the literature, see Bartholomew and Ewing 2011; Bhatta and Drennan 2003; Debrezion, Pels, and Rietveld 2007; and Medda 2012) . In summary, the majority of studies show that public transit had a significant and positive effect on the values of surrounding properties (e.g. Ahlfeldt and Wendland 2009; Gibbons and Machin 2005; McMillen and McDonald 2004) , though such effect may not be linear (Bowes and Ihlanfeldt 2001) . Some studies, however, found that public transit had only a moderate effect (e.g., BaumSnow and Kahn 2000; Gatzlaff and Smith 1993) and even a negative effect (e.g. Bowes and Ihlanfeldt 2001; Chatman, Tulach, and Kim 2012; Kilpatrick et al. 2007) on property values.
Recently, some studies have examined the synergistic effects between transit accessibility and other features of new urbanist development. These studies show that the effect of rail transit varied spatially, depending on their distance to the central business district (CBD) (Bowes and Ihlanfeldt 2001) and the characteristics of surrounding neighborhoods, such as zoning (Atkinson-Palombo 2010; Munoz-Raskin 2010) , walkability (Duncan 2011; Matthews and Turnbull 2007) , and socioeconomic status (Bowes and Ihlanfeldt 2001) . In addition, Duncan (2008) showed that rail transit had a larger positive effect on the values of condominiums than the values of single-family homes.
One important limitation of the studies reviewed above, as Morrow-Jones, Irwin, and Roe (2004) have pointed out, is that the analyses have relied on consumers' revealed preferences and the housing products that were available in the local housing market. If alternative housing or neighborhood types are not available or undersupplied, hedonic models that focus on real home sales may not accurately reveal consumer preferences for such alternatives (MorrowJones, Irwin, and Roe 2004) .
Supply Constraints of New Urbanist Development
Has consumer choice of new urbanist alternatives been constrained in the housing market in the United States? Some have argued that the prevalence of low-density suburban development is mainly a reflection of revealed consumer preferences (Gordon and Richardson 1997) . Others, however, have contended that consumer preference does not fully explain suburbanization and decentralization in U.S. suburban areas (Ewing 1997; Levine, Inam, and Torng 2005) . Imperfect land markets, public subsidies, and government regulations might have distorted the housing market.
Levine and colleagues (Levine, Inam, and Torng 2005; Levine and Frank 2007) conducted two empirical studies to evaluate whether new urbanist developments were undersupplied in some U.S. metropolitan areas. In the first study, Levine, Inam, and Torng (2005) tested this hypothesis by comparing two contrasting metropolitan areas in terms of new urbanist development: Boston, Massachusetts, and Atlanta, Georgia. They found that, compared with their counterparts in Boston, Atlanta residents with a strong preference for a new urbanist neighborhood were less likely to live in neighborhoods that matched their preferences. They argued that this was because, compared with Boston, the Atlanta region had more regulatory barriers that had constrained the supply of new urbanist neighborhoods. In the second study, Levine and Frank (2007) tested a similar hypothesis through a stated-preference survey of 1,455 residents of metropolitan Atlanta. Their survey results confirmed that there was an unmet demand for new urbanist development in the Atlanta region.
A study by Cao (2008) , however, indicated that the unmet demand for alternative new urbanist development might have been overstated in studies that relied on a stated-preference survey approach. Using a revealed preference survey of movers in Northern California, Cao found that that only a small share of them experienced dissonances in neighborhood accessibility except for proximity to their workplace. Cao's survey also indicated that transportation accessibility and land use were much less important than home prices and neighborhood safety in the residential location choice decision of those movers.
Methodology and Data

Recent Housing Downturn in Portland and Study Period
This study focuses on three counties in the Portland, Oregon, metropolitan area: Multnomah, Clackamas and Washington. Compared with most U.S. metropolitan areas, the Portland metropolitan area was a latecomer to the recent recessions (Potiowsky 2008) . As indicated by Case-Shiller home price indices (Figure 1 ), home prices in the Portland metropolitan area reached a peak in mid-2007 and hit bottom in late 2011. This study uses dwelling-unit-level single-family home transaction information from Metro's Regional Land Information System (RLIS) to identify repeat sales that occurred twice: the first time during the period when housing prices were at their peak (referred to here as the "peak period") and the second time during the period when prices were at the bottom (referred to here as the "bottom period"). As shown in Figure 1 , the 2-year peak period was from July 2006 to July 2008 and the 2-year bottom period was from July 2010 to July 2012.
Empirical Model
Spatial lag models were developed to evaluate the impacts of new urbanist variables on the appreciation rates of single-family homes in the recent housing downturn, controlling for a set of physical, socioeconomic, and market condition variables and spatial autocorrelation. The model equation can be expressed as follows:
where measures the appreciation rate of single-family home i in the recession, which is calculated as the ratio of the sale price in the bottom period ( ) to the sale price in the peak period ( ); the ratio is transformed into natural log form when it is used as the dependent variable in the model;
measures new urbanist characteristics of the neighborhood where single-family home i was located during the peak period, such as public transit accessibility, walkability, availability of a high-quality bike route, and land use characteristics; measures changes of new urbanist characteristics of the neighborhood where single-family home i was located from the peak to the bottom periods, mainly, the opening of new light rail transit; Li measures single-family home i's relative location to the CBD; Si denotes the structural characteristics of single-family home i, which did not change between the two periods; Ci represents a set of control variables of the neighborhood where single-family home i was located, such as foreclosures, the pre-bust home appreciation rate, the vacancy rate, and a set of physical and socioeconomic characteristics; Fi denotes a set of dummy variables that are used to control for the fixed effects of submarkets and transaction time; Wi j is a spatial lag variable that is included to control for the spatial autocorrelation between single-family home i and j ; εi is an error component after controlling for spatial autocorrelation, which takes identically independent distribution (IID); β and ρ are the coefficients to be estimated; and α is a constant.
In this analysis, it is assumed that the spatial correlation between neighboring dwellings is inverse distance weighted (IDW) with a power of 2. For each single-family home, only a fixed number (k) of neighboring single-family homes are considered. To determine an appropriate number of neighboring homes that should be considered, the results of the models with k = 50, 100, and 200 were compared. The results showed that the model goodness of fit is significantly improved when k is increased from 50 to 100, but the improvement is trivial when k is increased from 100 to 200. Thus, a value of k equals to 100 was used in the models.
Previous studies have shown that new urbanist variables might have synergistic effects on property values (Atkinson-Palombo 2010; Duncan 2011). In this study, to test for the existence of such effects, a factor analysis on new urbanist variables was conducted to extract latent variables and examine the effects of their interaction terms in the model. The purposes of the factor analysis were to reduce the number of variables and to remove redundancy from them, as some of them are statistically correlated.
Repeat Sales Data
Repeat sales records for single-family homes in the Portland metropolitan area were identified by joining housing transactions in the two-year peak period (July 2006 to July 2008) to those in the two-year bottom period (July 2010 to July 2012). This yielded 6,328 repeat single-family home sales and they were cleaned as follows. First, 1,419 records with missing sale price information were removed. Second, 185 transactions with sale prices lower than $50,000 (in 2000 dollars) were eliminated because such transactions were unlikely to occur at arm's length. Third, 48 transactions with sales prices higher than $2 million (in 2000 dollars) were also removed as outliers. Fourth, 103 transaction records were dropped because their recorded years in which they were built were different for the two sales and 405 homes were excluded because their total floor space changes between the two sales were larger than 5 percent of their total areas in the first sale. This was done to remove some dwelling units that were demolished and rebuilt and those that were structurally modified. Fifth, 79 transaction records whose price changes between the two sales were higher than 50 percent or lower than 75 percent of the first sale prices were excluded as outliers. Sixth, 35 observations were removed due to missing explanatory variables. Lastly, the repeat sales were compared with a list of foreclosure sales that occurred during the bottom period. This comparison identified 114 foreclosure sales, and they were dropped because they may not reflect the real market values of properties. After these data-cleaning processes, we were left with 3,940 repeat single-family home sales for analyses.
The use of repeat sales prices to measure economic impact has potential advantages and disadvantages. The advantages, as Chatman, Tulach, and Kim (2012) pointed out, are that they are a good way to control for endogeneity and the bias that occurs because of omitted variables. In contrast, hedonic models that rely on cross-sectional data to examine variation between properties are more likely to be biased by unobserved or unobservable variables. One disadvantage of the use of repeat sales is that it reduces the sample size because it utilizes information only on identical properties that have been sold more than once.
A more important issue, however, is the sample selection bias that may exist if some types of houses are traded more frequently on the market than other types (Giuliano et al. 2010) . In Table 1 , we compare our 3,940 observations with the single-family home stock and all singlefamily home transactions in 2007 in the Portland region. Table 1 indicates that our sample highly resembles the single-family home stock by average floor space and their geographic distribution among the three counties in the region. Nevertheless, they are newer (32.8 vs. 41.6 years) and located slightly further away from the CBD (9.1 vs. 8.4 miles), which is consistent with expectations. Furthermore, the average peak sale price of observations in our sample is very close to the average single-family home price in 2007 in the study area ($342,038 vs. $343,059) . In general, the comparisons suggest that there is no serious selection bias in our data sample. Table 2 explains explanatory variables that were tested in the models. Descriptive statistics for these variables are presented in Table 3 Key variables that this study is interested in are variables that relate to new urbanist development. Following previous studies (e.g. Chatman, Tulach, and Kim 2012; Duncan 2011; Plaut and Boarnet 2003; Song and Knaap 2003; Tu and Eppli 1999) , new urbanist variables that have been developed include accessibility to light rail and bus transit; neighborhood walkability; availability of high-quality bike routes; and some land use characteristics, such as density, mixed use, and mixed housing. Studies by McMillen (2003a McMillen ( , 2003b indicated that distance to CBD was a key indicator of the spatial heterogeneity of home prices and appreciation rates. This study thus included a variable indicating the distance from each single-family home to the Portland CBD. Some basic housing characteristics, such as housing size and lot size, are also of interest as they have implications for new urbanist policies. The general hypothesis of this study is that if consumers did show preferences for these new urbanist features and/or new urbanist development had been undersupplied in the Portland metropolitan area, properties with new urbanist features would have sustained their values better in the recent recession.
Explanatory Variables
As mentioned earlier, since foreclosure sales may not reflect the real market values of the properties, they were excluded from the data set. Furthermore, this study includes two variables to control for their potential effects on the same properties in later transactions and nearby properties. First, a dummy variable was included to indicate whether a transaction for the same property occurred within the past 12 months after a foreclosure sale. Second, the number of foreclosures that occurred within a quarter mile of each dwelling unit within 12 months was controlled for. These two variables are expected to have negative effects on home appreciation.
This study also included two variables that measure levels of speculation before the bust: the estimated pre-bust home appreciation rate from 2000 to the peak period and the vacancy rate reported by the 2006-2010 ACS. The expectation is that neighborhoods that experienced more speculation before the bust would lose more value after the bust. The pre-bust rate of appreciation of each dwelling unit was estimated through the ordinary kriging method on the basis of single-family housing units that were traded twice before the bust: the first time in the 2-year period from January 2000 to December 2001 and the second time in the 2-year peak period from July 2006 to July 2008.
In addition, a set of neighborhood attributes that might affect home appreciation rates were controlled for. These include school quality, distance to a highway, availability of publicly and privately owned parks, accessibility to a major river, median household income, the proportion of minorities, and homeownership rate in the neighborhood.
Finally, fixed effects of local housing submarkets and sale time were controlled for in the models. The fixed effect dummy variables for submarkets were created on the basis of administrative boundaries of the thirty-three cities within the Portland metropolitan area. The city of Portland, the largest city in the region, was divided into six submarkets: downtown, north, northeast, northwest, southeast, and southwest. Rural areas outside of the city boundaries were divided into three submarkets on the basis of county boundaries. These subareas result in forty-one submarkets in the model estimation. The purpose behind the use of submarket dummy variables is to account for unobserved spatial differences in home appreciation rates not captured by aforementioned variables, such as zoning regime, blight, local market conditions, and other community characteristics (Chatman, Tulach, and Kim 2012) . The fixed effects of sale time were controlled for by the use of dummy variables that represent combinations between the two quarters in which the first and second transactions occurred. i This is to control for market volatility during the study period and the various durations between the two transactions across observations.
Model Results
Controlling for Spatial Autocorrelation
The model results presented in Table 4 show that the spatial lag coefficient (ρ) is positive and very significant, confirming that strong and positive spatial autocorrelation exists among adjacent dwelling units. The goodness of fit of model measured by Akaike information criteria also suggests that the spatial lag model is superior to an ordinary least squared (OLS) model for the data from the present study. LeSage and Fischer (2008) have shown that the standard interpretation of estimated coefficients in an OLS model is no longer valid for spatial lag regression models because of the spatial connectivity relationships that are incorporated in the models. In a spatial lag model, a change in an explanatory variable can impact the dependent variable directly and indirectly. Using the present study as an example, a direct impact represents the effect of a change in an explanatory variable of the dwelling i on the appreciation rate of this dwelling. This measure also takes into account feedback effects that arise from the change in the explanatory variable of dwelling i on the appreciation rates of neighboring dwellings. An indirect impact measures the effect of the change in an explanatory variable of all other dwellings on the appreciation rate of dwelling i, averaged over all regions.
The total impact combines both the average direct impact and the average indirect impact, measuring the average total impact on the appreciation rate of dwelling i resulting from changing the explanatory variable by the same amount across all dwelling units in the region. Direct, indirect, and total impacts of each variable are reported in Table 4 , though the interpretation is mainly focused on the total impacts.
Effects of Individual New Urbanist Variables
The model results presented in Table 4 indicate that distance to CBD yields a significant and negative coefficient, indicating that single-family homes that are closer to downtown Portland held their value better in the recent recession. Estimated total impact of distance to CBD in a natural log is about −0.123, meaning that holding other variables constant, when all singlefamily homes move 10 percent closer to the CBD, on average, it will lead to a 1.23 percent greater home appreciation rate of a typical single-family home in the recent recession.
The effect of preexisting light rail transit was neutral in the model. The newly opened light rail transit, however, exerted negative effects on single-family homes that were within 1 mile of light rail stations. The effect of bus transit was not statistically significant. The effect of bike route accessibility, as measured by a dwelling's distance to the nearest high-quality bike route, was also not statistically significant.
Both street connectivity and the completeness of sidewalk showed statistically significant and positive coefficients in the model, although the coefficient of street connectivity was significant only at the 10 percent level. This finding suggests that better neighborhood walkability helped single-family homes sustain their prices in the recession. Everything else equal, a 10 percent increase in street connectivity of all neighborhoods tended to increase the appreciation rate of a typical single-family home by 0.21 percent, and a one-unit (equal to 100 percent) increase in sidewalk completeness was associated with a 12.9 percent greater appreciation rate of a typical single-family home.
Model results indicate that residential density had a marginally negative effect on appreciation rates of single-family homes. On average, with a one-unit increase in density in all neighborhoods, the appreciation rate of a typical single-family home tended to decrease by 0.25 percent. Mixed land use and mixed housing did not have significant effects on appreciation rates of single-family homes in the recession.
Among several basic housing characteristics, dwelling size was the one that had a significant and positive coefficient, implying that larger homes have been more resilient to the effects of the recession. This could be attributed to the fact that buyers of larger homes tended to have high incomes and were less affected by the recent economic recession.
As expected, foreclosures had significant and negative impacts on home appreciation. First, single-family homes that were traded within 12 months after their foreclosure sales were likely to lose more of their values. Second, the presence of foreclosure sales in surrounding areas also had a negative impact on home values. On average, one more foreclosure sale within a quarter mile for all dwellings in the previous 12 months tended to decrease the appreciation rate of a typical single-family home by about 0.4 percent.
Estimated pre-bust appreciation and vacancy rates were controlled for as indicators of prebust speculation levels. The model results showed that the effect of the pre-bust appreciation rate was marginally negative: a one-unit (100 percent) higher appreciation rate before the bust was associated with an approximately 8.5 percent greater loss in the recession. The effect of the vacancy rate was not statistically significant.
School quality, distance to the nearest highway, the availability of public and private parks, and proximity to a major river were controlled for in the models. School quality ii measured as SAT scores showed a negative effect, but it was only marginally significant. The marginal negative effect of school quality on home appreciation in the recession might simply suggest that highly rated schools were overvalued by home buyers in the boom. Publicly owned and privately owned parks showed significant but opposite signs. The amount of publicly owned parks in surrounding areas appeared to negatively affect single-family home appreciation but the effect of privately owned parks was positive. This might be because private parks are more likely to be well maintained and less likely to attract strangers because of their exclusive nature. Another possible explanation is that they may act as surrogates of unobserved characteristics of surrounding communities. Private parks are more likely than public ones to be located in highincome communities.
Median household income, the percentage of minorities, and home ownership rate were also controlled for in the model. It appeared that single-family homes in neighborhoods with higher incomes held their value better, which is consistent with expectations.
Synergistic Effects between New Urbanist Features
To test for potential synergistic effects between different dimensions of new urbanist development on single-family home appreciation, a factor analysis was conducted to extract latent variables underlying these new urbanist variables. The factor analysis helps to reduce redundancy from these variables as some of them are correlated with each other. More importantly, it is easier to test interaction terms after the number of variables is significantly reduced by the factor analysis.
As indicated in Table 5 , of nine new urbanist variables iii , 3 three factors were extracted through the use of principal component analysis for extraction and Varimax with Kaiser Normalization as a rotation method. The three factors accounted for about 62.7 percent of the total variation in the nine variables. In Table 5 , only correlations above 0.4 are presented. Variables are listed in order of the magnitude of their loadings on each factor, which represents both the correlation between the variables and the factor and the weighting of the variables for each factor.
The first factor mainly reflects land use patterns and bus transit in the neighborhoods. The signs of the factor loading indicate that a higher score on Factor 1 is associated with smarter land use patterns (a higher residential density, a higher proportion of multifamily home, and a higher level of mixed land use) and denser bus service. The second factor basically represents accessibility to light rail transit service and high-quality bike routes. A higher score on Factor 2 indicates longer distances and, thus, lower levels of accessibilities to rail transit service and high-quality bike routes. The third factor includes the two variables that measure neighborhood walkability. A higher score on Factor 3 indicates better walkability in the neighborhood. Table 6 presents the results of a base model that includes individual factors derived through factor analysis and the results of an interaction model that includes an interaction term. Note that Table 6 does not report estimated impacts of individual variables as Table 4 does because the primary purpose of the models in this table is to detect the existence of synergistic effects between different dimensions of new urbanist development.
Overall, the results of the base model in Table 6 confirm the findings from the model in Table  4 that most of the new urbanist variables did not have significant and positive effects on singlefamily home appreciation rates during the recession. In the base model, Factor 3, which indicates neighborhood walkability, is the only one that yields a significant coefficient. This is also consistent with the finding from the model in Table 4 that neighborhood walkability is the only new urbanist variable that showed a significant and positive effect on the appreciation rate of single-family homes during the recession, after controlling for other variables.
The interaction model includes an interaction term between Factor 1 and a dummy variable created by the even classification of all observations into two groups on the basis of Factor 2. Dwelling units with lower Factor 2 scores were coded as 1 and those with higher scores were coded as 0. As discussed above, single-family homes with lower scores on Factor 2 have shorter distances to light rail stations and high-quality bike routes. The model results show that the interaction term is significant and Factor 1 is marginally significant, with opposite coefficient signs. They indicate that single-family homes in neighborhoods with smarter land use patterns, better transit service, but poor access to light rail service and bike routes lost more values. In contrast, neighborhoods that not only showed smarter land use patterns and denser transit service, but also had good access to light rail transit and high-quality bike routes, helped singlefamily homes sustain their values in the recession. This finding also suggests that there was a synergistic effect between land use, good access to bus service, light rail service, and highquality bike routes on the appreciation rate of single-family homes in the recent recession. By a similar approach, the synergistic effect between Factors 1 and 3 were also tested (results not presented). The coefficients of these interaction terms were not statistically significant.
The estimation results for control variables in Table 6 are generally consistent with those in Table 4 . The negative effects of being close to preexisting and new light rail lines turned statistically significant in the interaction model. This might be because the interaction model has enabled these two variables to capture some negative effects of being close to rail lines, such as noise and pollution.
Discussion
This study has developed spatial lag models to evaluate the performance of neighborhoods with new urbanist features in the recent housing downturn in the Portland metropolitan area. Several overarching findings are worth further discussions.
The Return of Centralization?
One interesting finding from this study is that proximity to the Portland central city showed a very consistent, significant, and positive role in sustaining the prices of single-family homes in the recent housing downturn in the Portland metropolitan area. The model results also showed that residential density had a marginally significant and negative effect on the appreciation rate of single-family homes. Since residential density was negatively correlated with the distance to the CBD, its negative effects might compromise the positive effect of proximity to the CBD. Further calculations performed here, however, indicate that the positive effect of proximity to the CBD dominates. In other words, even after the counter effect of residential density is subtracted, the positive effect of proximity to the CBD still holds.
Because the built and socioeconomic environments were carefully measured and controlled for in the models, the significant and positive role of proximity to the central city was unlikely to be caused by these variables. One possible explanation is that Portland's downtown revitalization efforts in the past three decades have made Portland's central city and its surrounding areas attractive places to live. Unlike many inner cities in the United States, downtown Portland is walkable and attractive. Although the Portland metropolitan area also experienced suburbanization after World War II, downtown Portland has retained its economic and institutional dominance in the region (Anderson and Bogart 2001) . More importantly, downtown Portland lacks a dead zone of derelict industrial districts and abandoned neighborhoods in its surrounding areas (Abbott 1997) . Old neighborhoods in its inner-ring suburban areas, especially those in the close-in east side and the West Hills are among the most attractive places to live in the region.
Moreover, because of its urban growth boundaries, inner-ring and mid-ring suburban areas in the Portland metropolitan area have much less vacant land that can be used for new residential development. As a result of an inelastic housing supply, single-family homes in these areas might have held their value better in the recent recession. Another possible explanation is that the high gas prices that have been encountered since the mid-2000s have made exurban areas less attractive, as those who live in those areas tend to incur greater costs for transportation.
It is worth noting that the centralization to the inner-city housing market was also observed by previous studies of other U.S. metropolitan areas before the recent housing downturn. For example, two studies by McMillen (2003a McMillen ( , 2003b showed that in the city of Chicago, the negative house price gradient returned at the end of the 1990s and house values declined by more than 8 percent with each mile of distance from the Chicago CBD. Annual appreciation rates in Chicago between 1990 and 1996 were also higher in neighborhoods closer to the city center. Glaeser, Gottlieb, and Tobio (2012) evaluated the inter-and intra-metropolitan spatial heterogeneity of home appreciation rates in three hundred U.S. metropolitan areas at the zip code level during two housing booms: 1982 to 1989 and 1996 to 2006. They found that in both booms, home appreciation rates tended to be higher in city centers, especially those with more poverty. However, because most previous studies were conducted in the context of housing booms, it is unknown if proximity to the central city also played significant and positive roles in sustaining home prices in the recent housing bust in other U.S. metropolitan areas. In a study on the role of city-suburban location on foreclosure rates in the recent recession, Hepp (2013) found that there were more foreclosures farther from the urban core in the Washington D.C. region.
Are New Urbanist Neighborhoods More Resilient to Economic Recession?
Among a list of new urbanist variables that have been tested in our models, few of them showed significant and positive effects after controlling for the distance to the CBD and other variables. Neighborhood walkability was the only new urbanist variable that exhibited a significant and positive effect on single-family home appreciation in the recent recession in Portland. Everything else equal, being located within one mile of a newly opened light rail station and higher residential density showed negative effects on the appreciation rates of single-family homes. Further analysis, however, did show that synergistic effects existed between different dimensions of new urban development. Neighborhoods that show not only smarter land use patterns and denser transit service but also good access to light rail transit and high-quality bike routes helped single-family homes sustain their values in the recession.
Overall, these findings have not provided very strong support for the hypothesis that there was unmet demand of neighborhoods with new urbanist features in the Portland metropolitan area. One may argue that this could be because the Portland metropolitan area is progressive in smart growth and new urbanist development has been less constrained than it has been in most other U.S. metropolitan areas. However, the analyses indicated that even in the Portland metropolitan area, single-family homes in neighborhoods with new urbanist features account for only a very small share of the whole housing market. For example, as Table 3 indicates, among our 3,940 observations, only 4 percent of them are within a half mile of a preexisting light rail station and less than 1 percent of them are within a half mile of a newly opened light rail station. The average density of their neighborhoods is about seven units per acre and only 16 percent of them are in neighborhoods that are denser than ten units per acre. The model results showed, however, that home buyers in the Portland region did not show a strong preference for those new urbanist features in the recent recession. The demand for new urbanist development is quite limited among home buyers even in the Portland metropolitan area, a region that is well known for its progressive attitudes toward smart growth.
What Other Factors Have Helped Homes Sustain Their Prices in the Recent Recession?
Besides distance to CBD and new urbanist variables, several variables were found to have significant effects on single-family home appreciation in the recent recession in the Portland metropolitan area. For example, larger single-family homes held their prices better. Singlefamily homes in neighborhoods with higher incomes retained their market prices better. The presence of privately owned parks also seemed to have a positive effect on sustaining the values of single-family homes in the recession.
Conclusion
This study has found that in the Portland metropolitan area, single-family homes that were closer to the Portland central city sustained their value better in the recent recession. This finding could be a sign of centralization to the central city housing market and can be attributed to several factors, such as a revitalized downtown, attractive neighborhoods in the inner-ring suburban areas, high gas prices, and an inelastic housing supply in these areas. If this trend persists, it may encourage residential infill and redevelopment in the inner city, which will help reinforce the revitalization of downtown Portland and its surrounding areas.
Findings on the effects of new urbanist neighborhood characteristics provides weak support for the hypothesis that the supply of neighborhoods with new urbanist features has been constrained in the Portland metropolitan area and/or home buyers in the region showed strong preferences for neighborhoods with new urbanist features. Neighborhood walkability is the only one that showed a positive effect on single-family home appreciation during the recession. The attitudes of home buyers to many new urbanist characteristics such as accessibility to preexisting light rail transit and high quality bike routes, mixed land use, and mixed housing, seemed to be neutral. Some new urbanist characteristics such as higher residential density even exhibited a marginally negative effect on single-family home appreciation in the recent recession. However, because of the short-term nature of this study, it could not be determined whether these findings reflect long-term trend of the housing market in the Portland region.
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