Abstract. The aim of this paper is to present theoretical basis for computing a representation of a compact Riemann surface as an algebraic plane curve and to compute a numerical approximation for its period matrix. We will describe a program Cars ( 3] ) that can be used to de ne Riemann surfaces for computations. Cars allows one also to perform the Fenchel{Nielsen twist and other deformations on Riemann surfaces.
Introduction
A compact Riemann surface is a projective complex algebraic curve. Any Riemann surface of genus g > 1 can be embedded into a complex projective space P 3g?4 (C ) via the bicanonical map. The image of the Riemann surface in P 3g?4 (C ) is a complex algebraic curve of degree 4g ?4 de ned by a set of homogeneous polynomials. A projection of this algebraic curve onto a generic plane in P 3g?4 (C ) is a (singular) plane algebraic curve de ned by one homogeneous polynomial of degree at most 4g ? 4. In this paper we will derive a method for computing an approximation of a polynomial that corresponds, in the way described above, to a given compact Riemann surface. This is based on the basis for holomorphic 2{forms of a Riemann surface given by S. Wolpert in 18] .
In his forthcoming thesis, Pekka Smolander studies this embedding in more detail deriving estimates for the errors of the numercial approximations to be used.
For the reader's convenience we recall here the constructions related to the bicanonical map, Poinc are series and the equations of the image of a Riemann surface under a bicanonical map.
Symmetric Riemann surfaces form a special case in that for such Riemann surfaces we can actually compute numerically the canonical map. Therefore symmetric The above Riemann surfaces are the most elementary hyperbolic Riemann surfaces. A hyperbolic Riemann surface X has the unit disk as its universal cover. The hyperbolic metric of X comes from the hyperbolic metric of the unit disk via the representation X = D=G where G is a Fuchsian group.
If X = D=G is a hyperbolic Riemann surface with boundary components, then: G is a freely generated group. The hyperbolic metric of (the interior of) X, obtained from that of the unit disk D, is complete. In particular the boundary curves of X have in nite length in this metric.
A Fuchsian group G Y corresponding to a Y{piece Y is freely generated by two hyperbolic M obius transformations g and h whose axes do not intersect. The axes of the the transformations g and h cover closed geodesic curves homotopic to two of the three boundary curves of Y . Provided that the orientations are suitably chosen, the axis of g h covers the geodesic curve freely homotopic to the third boundary component.
It is well known that the lengths of the geodesic curves freely homotopic to the boundary curves determine the hyperbolic metric of the Y{piece in question (see e.g. 16] ). The lengths of these geodesic curves freely homotopic to the boundary curves can, furthermore, be freely chosen. Therefore the Teichm uller space of a Y{piece is simply (R + ) 3 .
A Q{piece Q can be expressed as Q = D=G Q where G Q is a group generated by two hyperbolic M obius transformations g and h with intersecting axes. Here again G Q is a free group. The commutator of g and h, c = g h ?1 g ?1 h; is a hyperbolic M obius transformation, whose axis covers a closed geodesic freely homotopic to the boundary curve of Q (provided that the orientations are suitably chosen).
Using the above described Y{pieces Y = D=G Y and Q{pieces Q = D=G Q we build Riemann surfaces in the following way.
Let W 1 and W 2 be Y{ or Q{pieces. Assume that the geodesic curves j , homotopic to a boundary curve of W j , j = 1; 2; have the same length. Delete, from W 1 and from W 2 , the in nite cylinders bounded by the geodesics j and by the respective boundary curves. Next identify 1 with 2 using constant speed. This procedure can be repeated to get any Riemann surface of any nite type.
Cars ( 3] ) is a program which can be used to de ne random Y{pieces and Q{ pieces and glue them together in the way described above. The program keeps in mind the generators of the Fuchsian groups corresponding to all the above pieces. The program allows the user to deform the resulting Riemann surface by Dehn twists along the gluing geodesics. This deformation can be conveniently done by a mouse. That program has many other functionalities that will be described in part later and more completely elsewhere 2 .
Let now G j = hg j ; h j i be the Fuchsian group corresponding the a Q{piece Q j in the above construction, j = 1; : : : ; g. The program Cars produces, especially, a list containing these M obius transformations g j and h j . By the construction, it is immediate that the axes of the transformations g j and h j cover curves freely homotopic to generators of the rst homology group of the resulting Riemann surface. Therefore, when constructing Riemann surfaces by the program Cars we get, in addition, a homology basis for the Riemann surface just constructed. This is the homology basis that will be used later to compute a period matrix for the Riemann surface.
3. Real curves and symmetric Riemann surfaces Symmetric Riemann surfaces form a special class that can be treated separately. For non{hyperelliptic symmetric Riemann surfaces we may form the canonical map and nd a representation as an algebraic plane curve of a lower degree than in the general case. For the computation of a period matrix of a symmetric Riemann surface we also have a more precise algorithm ( 15] ) than that of this paper (which works in the general case). Therefore we review, in this section, some basic results concerning symmetric Riemann surfaces.
Geometrically a smooth real algebraic curve C is a compact Riemann surface X together with an antiholomorphic involution : X ! X. This involution is induced by the complex conjugation. A Riemann surface X which has an antiholomorphic Figure 1 . This gure shows a display of Cars of a genus four Riemann surface that has been obtained by rst gluing two Y{ pieces together; the black arc on the vertical diagonal of the unit disk is the \waist" geodesic along which gluing has been performed. Then four Q{pieces has been added to ll the holes. The union of the polygons bounded by the black geodesic arcs forms in this case a fundamental domain for the action of the corresponding group. involution will be called symmetric. Any symmetric compact Riemann surface is a smooth real algebraic curve. This correspondence between real algebraic curves and symmetric Riemann surfaces was observed already by Felix Klein ( 8] ) and has recently been investigated in detail by many authors. Figure 1 after a deformatin which has made the \waist" geodesic much shorter. in addition a Fenchel{Nielsen twist has been performed along the \waist". The result is that all closed geodesics intersecting the \waist" (and not homotopic to a multiple of it) have become much longer. This is a simple consequence of a well known property of hyperbolic metrics, often referred to as a Marguillis theorem, and clearly displayed in these gures.
For our applications it is convenient to divide real algebraic curves or symmetric Riemann surfaces (X; ) into three classes:
Curves without real points. They are symmetric Riemann surfaces (X; ) for which the involution does not have xed points.
Orthosymmetric real curves are symmetric Riemann surfaces (X; ) for which X nX has two components. Here X denotes the xed{point set of : X ! X:
Diasymmetric real curves are symmetric Riemann surfaces (X; ) such that X is non{empty and X n X has only one component.
Sometimes real curves without real points are considered to be special cases of orthosymmetric Riemann surfaces. It is, however, more convenient for us to consider them as a separate class.
Let (X; ) be an orthosymmetric real curve and let Y be a component of X nX .
It is immediate that Y is a (non{compact) Riemann surface with ideal boundary components which correspond to the xed{point set X of . Recall that components of the xed{point set of an antiholomorphic involution are always simple closed geodesic curves on X. Therefore, the Riemann surface Y is the interior of a bordered Riemann surface Y .
We have assumed that the genus of X is at least 2. Then Y can be expressed as D=G where G is a freely generated group of M obius transformations acting in the unit disk D. The group G is of the second kind, i.e., the domain (G) of discontinuity of G is connected and symmetric with respect the unit circle @D. The re ection in @D is an antiholomorphic involution mapping (G) onto itself.
Call this mapping~ . Then~ (z) = 1=z.
It follows that X = (G)=G and the re ection~ : (G) ! (G) induces the symmetry : X ! X: This is the representation that we will use to study orthosymmetric real curves.
Assume now that (X; ) is diasymmetric. Consider the quotient Y = X=h i. It is important that X S is now an orthosymmetric Riemann surface. It can, therefore be expressed as X S = (G)=G for a Fuchsian group G of the second kind. This orthosymmetric Riemann surface has an additional symmetry induced by the symmetry of the orientable double covering Y o . This symmetry acts on X S and X = X S =h i. This construction allows us to apply the methods, that we will rst develop for orthosymmetric Riemann surfaces, to the diasymmetric case.
Poincar e series
Assume that a Riemann surface X is given in terms of its Fuchsian group G. In the classical case, G acts in the unit disk D, and X = D=G. For practical purposes, we often consider other kinds of representations for X in which we have X = (G)=G, where (G) is the domain of discontinuity of G. In these cases the domain of discontinuity of G is connected but not simply connected.
In all of the above cases, holomorphic m{forms (or m{di erentials) of X are holomorphic functions de ned either in the unit disk (if X = D=G) or in the domain of discontinuity of G (if X = (G)=G) satisfying, at all points z:
We use the notation
for the space of integrable holomorphic m{forms of the group G. Here is the tensor of the hyperbolic metric of the Riemann surface (G)=G.
We are mainly interested in holomorphic 2{forms and 1{forms. 
If this series converges, then its limit is a meromorphic function ! satisfying equa-
The series (2) were introduced by H. Poincar e ( 13]) in 1884, who, in that paper, proved that these Poincar e series do converge if m 2. Poincar e series can be used to approximate holomorphic or meromorphic m{forms of any Riemann surface, m > 1. Assume that a symmetric Riemann surface X is given in the form X = (G)=G where G is a Fuchsian group of the second kind acting in the unit disk. This kind of a representation is always possible if the the xed{point set X of the symmetry : X ! X of X is not empty and X n X has two components.
The fact that G is of the second kind means that the limit set of G is of measure 0. This fact can be used to show that in this case, for suitable rational functions f, (f) is a holomorphic one form of G. We have, in fact, the following result.
Lemma 1 (Earle and Marden 4, Corollary 1, page 208]). Assume that the group
G is freely generated by the hyperbolic M obius transformations g 1 ; g 2 ; : : : ; g p mapping the unit disk onto itself and that G is of the second type. For j = 1; 2; : : : ; p let h j (z) = j 1 ? j z ; j = g j (0); 1 j p: (3) Then the Poincar e series (h j ) converge to holomorphic 1{forms of the group G and f (h j ) j 1 j pg is a basis for holomorphic di erentials on X = (G)=G:
The case of higher order forms has been under intensive study for several years. The problem of nding a generating set, in terms of Poincar e series, for higher order holomorphic forms was solved in the general case in 9] by I. Kra.
For our purposes it is enough to nd generators for the space of holomorphic 2{forms of a Fuchsian group G. We will use the construction of S. Wolpert 18] . (5) Here k g is the multiplier of the hyperbolic M obius transformation g and tr 2 g is the square of the trace of a matrix, of determinant +1, corresponding to the M obius transformation g. Observe that such a matrix is well{de ned only up to sign. The square of the trace is, however, always well{de ned.
Using this notation de ne
(6) The importance of the formula (6) lies in the fact that
as can be veri ed by a direct computation. Therefore ! g is a holomorphic 2{form of the cyclic group hgi. This motivates one to look at the Petersson{Poincar e series Theorem 2. Let 1 ; : : : ; 3p?3 be a decomposition of the Riemann surface D=G into Y{pieces (i.e., into pairs of pants, f j g is a maximal set of non{intersecting simple closed curves). Then the Petersson{Poincar e series j converge, their limits are holomorphic 2{forms of the group G, and f j g is a basis (over C ) for the space of holomorphic 2{forms of the group G.
We will use this basis in our numerical computations. In certain applications it may be necessary to study higher order pluricanonical mappings. That can be done numerically as well. For completeness, we recall here brie y the result of Kra which allows one to approximate higher order pluricanonical mappings numerically.
Consider the space of holomorphic m forms, 2 m 2g ? 2. Let a 1 ; : : : ; a 2m?1 be distinct xed points of hyperbolic elements of G. Let L(G) denote the limit set of G.
We de ne a family of rational functions f(z; ) with variable for z 2 L(G) n fa 1 The values of these functions at the point p depend on the choice of the local coordinate (U; z). However, the quotients of these values do not depend on the choice of (U; z). We obtain, therefore, a well de ned mapping The projection of 2K (X) P 3g?4 (C ) onto a generic plane in P 3g?4 (C ) is a (singular) plane curve of degree at most 4g ? 4. It is de ned by one homogeneous polynomial of degree at most 4g ? 4. The statement about the degree follows from the fact that, in projections, the degree of an algebraic curve does not grow. We propose here a method that can be used, in the general case, to compute an equation for the image of 2K (X) under a projection into plane. Our main problem is how to choose this`generic' plane in P 3g?4 (C ). That will be done in the following way.
We assume that X is a compact Riemann surface and express it in the form X = D=G where G is a Fuchsian group of the second kind acting in the unit disk and (G) is the domain of discontinuity of G. Let ! 1 ; : : : ; ! 3g?3 be a basis for D 2 (X) given by Theorem 3. By means of the Poincar e series (9) we can approximate values of these base di erentials as precisely as we want.
Let n j 1 ; n j 2 ; : : : ; n j 3g?3 , j = 1; 2; 3; be three sets of random integers. Assume that they are linearly independent. If they are not linearly independent, then choose another set of random integers n j m in such a way that the di erentials j in (11) are linearly independent. Now form the mapping : X ! P 2 (C ); X 3 p 7 ! ( 1 (p); 2 (p); 3 (p)):
Theorem 4. Assume that X is a riemann surface of genus g; g > 2. For a generic choice of the di erentials 1 ; 2 ; 3 , the image of X under the mapping (12) is an algebraic curve of degree at most 4g?4 with at most ordinary quadratic singularities. This result is based on a special case of well{known classical results. For reader's convenience we will sketch a proof below. We would like to observe, at this point, that there is another way to form a basis for quadratic di erentials that is due to Petri ( 12] or 1, Page 127] ).
In the case of non{hyperelliptic symmetric Riemann surfaces we may use Lemma 1 and study the canonical map instead of the bicanonical map. This gives us, for the given Riemann surface, an equation that is of lower degree than that of the above construction. By the results of 15] we have also some control over the inaccuracies of our approximations.
Let 2K :?! P 3g?4 be the bicanonical map de ned by the basis ( 1 ; : : : ; 3g?3 ). For g > 2 this map is an embedding. In particular 2K (X) is a smooth curve.
If V is the projective subspace of P n de ned by x 0 = = x m = 0, m < n, then one can de ne the projection from V of P n ? V onto P m by (x 0 ; : : : ; x m ; x m+1 ; : : : ; x n ) 7 ?! (x 0 ; : : : ; x m ) :
Choosing another set of homogeneous coordinates for P n we can de ne the projection from any projective subspace. Proof of Theorem 4 is based on the following well{known result (see e.g. 7, pp. 310{314].
Lemma 5. There exists a non empty open set U in G (3g?7;3g?4) (the space of projective subspaces of dimension 3g ? 7 in P 3g?4 ) such that if V 2 U then, the projection from V of 2K (X) into P 2 is well de ned. the image of 2K (X) under this projection is a curve with at most ordinary quadratic singularities.
In general this lemma is formulated by saying that if C is a smooth curve in P n then there exists a non empty open set U n such that the projection of C onto P n?1 from a point in U is a smooth curve if n > 3 and a curve with at most ordinary quadratic singularities if n = 3. Now it is easy to check that composing m+1 successive projections from points is the same as projecting from a projective subspace of dimension m. Now let U n be as above and de ne U n?1 P n?1 in a similar fashion. Choosing a point p 0 2 U n and a point p 1 2 U n?1 de nes a line in P n (the pull-back of p n?1 by the projection from p n ). The existence of U n and U n?1 implies the existence of an open set in the space of lines in P n . Obviously this argument generalizes and proves the existence of the open set U. This proves
Lemma 5
The open set U of Lemma 5 is in general not easy to compute but to nd a space V in U we can do the following. Let fa 1 ; : : : ; a k g be the coe cients of the polynomials de ning 2K (X) and let fb 0 ; : : : ; b k 0 g be the coe cients of the linear equations de ning V . If the family fa 1 ; : : : ; a k ; b 0 ; : : : ; b k 0 g is algebraically independent over Q then V is generic, in the sense of Weil, with respect to 2K (X). This implies that V will be in U. We can reformulate this in a less formal way, by saying that if we choose V \generic" then the conclusions of Lemma 5 will hold.
Of course for a computer generic makes no sense but if we replace \generic" by \su ciently general" then we can get a reasonably good approximation by taking a random V . This can be achieved in the following way. Let f k g be the quadratic di erentials we have obtained in the preceding section and let i , 1 i 3, be random linear combinations of the 's then the curve in P 2 de ned by ( 1 ; 2 ; 3 ) will be the projection of 2K (X) from a random V . These remarks prove Theorem 4.
An equation for a Riemann surface
In this section we put the pieces of the previous sections together to produce an algorithmic way to compute an equation for a Riemann surface. This works in the general case of Riemann surfaces of genus g, g > 2. It is probabilistic in the sense that it depends on choosing a su ciently generic projection.
Assume that a Riemann surface X of genus > 2 is given either as X = D=G, where G is of the rst kind, or as X = (G)=G, where G is of the second kind and X is a symmetric, non{hyperelliptic Riemann surface.
We proceed as follows.
1. First map X,using either the canonical map or the bicanonical map, to a projective space P n (C ) for suitable n. In both cases call this map : X ! P n (C ). coe cients. Fit such a polynomial to go through (X) by determining 2m random' points of (X). This leads to solving a set of 2m linear equations in m unknowns. Using the singular value decomposition described in the next section, we compute the best polynomial to t through these points.
7. Holomorphic differentials of an algebraic plane curve An explicit way to compute holomorphic di erentials of an algebraic plane curve is known since the XIX century (N other). In the case of curves whose singularities are at most ordinary double points, the problem becomes much simpler and a direct algorithm can be given based only on linear algebra.
To explain the algorithm we are going to propose, we will need to recall some facts.
Let C be a plane algebraic curve de ned by a homogeneous equatioñ f(x; y; z) = 0: Assume that C has only ordinary quadratic singularities, then an adjoint of C is an algebraic plane curve, not necessarily irreducible, which passes through all the singular points of C. In particular, if C is smooth, then any curve is an adjoint of C.
Consider the a ne part of P 2 (C ) de ned by z 6 = 0. Let (x; y) be the correspond- Hence, in order to nd a basis for the space of holomorphic di erentials on C, all we have to do is to nd a basis of the space of adjoint polynomials, i.e., polynomials ' such that '(x; y) = 0 is an adjoint curve to f(x; y) = 0 of degree deg f ? 3: We can also assume that the given curve has no singularities at z = 0. If this were the case we can perform the following coordinate transformation:
1. Find rst a line not going through any of the singular points.
2. Do a projective transformation sending this line to z = 0. Under our hypothesis that f(x; y) has only ordinary double points, the ideal of adjoint polynomials I coincides with the jacobian ideal of f which de nes the singular locus: @f @x (x; y); @f @y (x; y); f(x; y) : (14) We need to nd a basis for the polynomials of degree deg f ? 3 in the adjoint ideal. If we let n = deg f then our adjoint ideal can be generated by three polynomials of degree n ? 1, namely : @f @x (x; y); @f @y (x; y); nf(x; y) ? x @f @x (x; y) ? y @f @y (x; y) : (15) and the ideal has no solutions at in nity. Under these hypotheses the following result holds: If we denote with J D = fp 2 J j degree(p) Dg, the previous proposition allows one to describe a set of generators for it; our aim is to extract from this set of generators a basis for the holomorphic di erentials. We have to take into account the fact that the coe cients of the polynomial describing the curve are only \approximately" known, but we can take advantage of additional information such as the genus and the number of singularities of our curve.
We x on the set of polynomials of degree up to D = 3(n?2)+1 a monomial basis P D , consisting of N = ? D+2 2 elements. We can suppose these elements ordered in increasing degree with respect to a total degree ordering.
We use the generators of J D to construct the matrix M D which represents the linear map which takes any three polynomials (a 1 ; a 2 ; a 3 ?1)). This matrix was introduced by Lazard in 10] and used for solving system of polynomial equations. In particular the number of solutions of a polynomial system is equal to the di erence between the number of rows and the rank of its corresponding matrix.
If we assume the curve has only ordinary double points, then the jacobian ideal has a simple zero at each double point. Thus the number of solutions of the jacobian ideal is the number of singular points of the curve. Using the genus formula for plane curves with ordinary double points, we can compute the number of singular Since all of our polynomials are only \approximately" given, we need to use a numerically stable algorithm and one which is able to solve the \nearby" more singular problem. If we start with perturbed coe cients and try to treat them as exact, we will have \lost" our singular points and thus changed the genus of the curve, \nearby" to the given curve is the actual curve whose holomorphic di erentials we are trying to determine. For this purpose we have chosen to base our algorithm on the singular value decomposition construction. After constructing a matrix which represents all multiples of our generators up to the degree of our bound, the problem of nding the elements of degree n ? 3 can be reduced to the problem of computing the null space of the submatrix representing the terms of degree > n ? 3. We are now able to describe how to nd a basis for J n?3 . We compute U D and V D orthogonal matrices and S diagonal such that M D = U D SV D T is the singular value decomposition of M D , 6]. For our purposes the main property of this decomposition is that the diagonal entries of S, 1 ; : : : ; N , are such that k k+1 and each k is the 2{norm distance to the nearest matrix of rank strictly less than k. So if our choices and hypothesis were satis ed, we will nd k 0 for k > rankM D = N ? = r. Before proceeding we impose that k = 0 for k > r, i.e. that the ranks is precisely r. We can verify our assumption that the curve has only ordinary double points by checking r+1 is small relative to r , (check 1 in the algorithm given below). We can summarize the previous discussion in the following algorithm:
Algorithm:
Input: f(x; y) 2 R x; y] polynomial of degree n, corresponding to a curve C of genus g with only ordinary quadratic singularities, and not singular at in nity.
Output: A basis for the holomorphic di erentials of C.
Step 1 (16) This is the correct number of generators for holomorphic di erentials of C, since the genus of C (or of the normalization of C) is ordinates for this singular point can be read from the numerators of the holomorphic di erentials (16) . This point is the center{point of the small circle on the right hand side of the three ovals. The singularity would disappear if we were to treat the equation as exact. This is a general phenomena and because of such inaccuracies, the singular points cannot be traced by plotting the curves numerically. One needs stronger symbolic methods like the ones presented here.
Approximation of period matrices of compact Riemann surfaces
The above considerations provide theoretical bases for numerical approximation of period matrices of Riemann compact Riemann surfaces. We proceed as follows. Observe:
The generators of the Q{pieces give us immediately a canonical homology basis. This is the homology basis that will be used in the computation of a period matrix. The generators of the Y{pieces together with one of the generators of each of the Q{pieces give us a partition on the Riemann surface in question. This is the partition that we use in Theorem 2 to compute numerically a basis for the space of the quadratic di erentials of the Riemann surface. The program Cars allows one to de ne \random" Riemann surfaces of any genus. The word random in the above is in quotation marks because the Riemann surface is not truly random. Its parameters are only as good approximations of true random numbers as what is possible using a computer.
It is also possible to build Riemann surfaces with given parameters using the program Cars, that is one option o ered to the user. In trying to understand Riemann surfaces it is usually not a single Riemann surface that one is interested in. One rather wants to see what happens to Riemann surfaces as we deform them. This is possible by the program Cars. One can perform Fenchel{Nielsen twists in a very convenient manner by a mouse. It is also possible to change lenghts of some of the geodesic curves along which one makes twist deformations. In this way one can actually walk around in the Teichm uller space of compact Riemann surfaces and see, on the computer screen, how the group gets deformed. Next use the considerations of Section 7 to nd a basis for holomorphic 1-forms of the algebraic curve 2K (X). Call this basis f! 1 ; : : : ; ! g ).
As the Riemann surface X was de ned for computations, also a canonical homology basis was automatically de ned. Call the simple closed curves corresponding to this basis 1 ; 1 ; : : : ; g ; g . For our computations these curves are expressed as arcs on the axes of the hyperbolic M obius transformations corresponding to each of the Q{pieces that were used in the construction. So they are explicitly given.
The nal step is to compute, numerically, the integrals ! i (18) which are the entries of a period matrix of the Riemann surface X.
