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Re´sume´
On introduit une nouvelle structure alge´brique qui formalise bien les proble`mes
de reconstruction, assortie d’une conjecture qui permettrait de traiter directe-
ment des syme´tries. Le cadre fournit par cette e´tude permet de plus d’en-
gendrer des relations qui ont lieu entre les nombres de sous-structures, et
d’une certaine fac¸on, la conjecture formule´e aﬃrme qu’on les obtient toutes.
De plus, la ge´ne´ralisation des re´sultats pre´ce´demment obtenus pour la recon-
struction permet de chercher a` en appre´cier les limites en recherchant des
cas ou` ces relations sont optimales. Ainsi, on montre que les the´ore`mes de
V.Mu¨ller et de L.Lova´sz sont les meilleurs possibles en exhibant des cas
limites. Cette ge´ne´ralisation aux alge`bres d’invariants, de´ja` eﬀectue´e par
P.J.Cameron et V.B.Mnukhin, permet de placer les proble`mes de recon-
struction en tenaille entre d’une part des relations (fournies) que l’on veut
exploiter, et des exemples qui e´tablissent l’optimalite´ du re´sultat. Ainsi, sans
aucune donne´e sur le groupe, le re´sultat de L.Lova´sz est le meilleur possible,
et si l’on conside`re l’ordre du groupe, le re´sultat de V.Mu¨ller est le meilleur
possible.
Mots cle´s
reconstruction, graphes, conjecture d’Ulam, sous-ensembles, alge`bre d’invari-
ants, ensemble partiellement ordonne´, groupe agissant sur un ensemble par-
tiellement ordonne´, coeﬃcients binomiaux
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Titre en Anglais
On algebraic and combinatorial aspects of the subgraphs of a graph.
Re´sume´ en Anglais
A new algebraic structure is described, that is a useful framework in which
reconstruction problems and results can be expressed. A conjecture is made
which would, provided it is true, help to address the problem of symmetries.
A consequence of the abstract language in which the theory is formulated is
the expression of relations between the numbers of substructures of a struc-
ture (for example, the number of subgraphs of a given type in a graph).
Moreover, a generalisation similar to the one achieved by P.J.Cameron and
V.B.Mnukhin of the results of edge reconstruction to invariant algebras is
stated. Examples are then provided to show that the result of L.Lova´sz is
best possible if one knows nothing about the underlying group, and that the
result of V.Mu¨ller is best possible if one knows only the order of the group.
Thus, reconstruction problems are set in a theory that generates relations
to address them, and at the same time, provides examples establishing the
sharpness of the theorems.
Mots cle´s en Anglais
reconstruction, graphs, Ulam’s conjecture, subsets, invariant algebras, posets,
groups acting on posets, binomial coeﬃcients
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Introduction
E´tant donne´ une structure quelconque, on peut se demander si elle peut
eˆtre identiﬁe´e a` partir de ses composants. Pour que ce proble`me ait un sens,
il faut naturellement que les composants soient utiles a` plusieurs structures.
Ainsi on est amene´ a` formuler un proble`me de reconstruction, en de´ﬁnissant
une classe de structures, dote´e d’une notion de sous-structure. Pour alimenter
le cote´ ge´ne´rique des briques de base, on dote l’ensemble des structures d’une
action de groupe compatible avec la notion de sous-structure. C’est donc
naturellement vers la notion de groupe agissant sur un ensemble partiellement
ordonne´ (poset) que l’on va se tourner en suivant cette approche.
Ainsi, on est amene´ a de´ﬁnir un proble`me de reconstruction ge´ne´rique de
fac¸on formelle :
Proble`me 1. E´tant donne´ un ensemble partiellement ordonne´ ﬁni P , muni
de l’action d’un groupe G, compatible avec la structure de poset, c’est a` dire :
si A ⊆ B et σ ∈ G, alors σ(A) ⊆ σ(B), et un ensemble d’orbites O1, . . . ,Or
de P sous l’action de G, peut-on identiﬁer l’orbite a` laquelle appartient un
e´le´ment A de P par le nombre d’e´le´ments de chacune des Oi inclus dans A ?
En the´orie des graphes, ce cadre ge´ne´rique est motive´ par la conjecture
de reconstruction formule´e par S.M.Ulam et P.J.Kelly ([6], [26]). On rappelle
ici l’e´nonce´ de cette conjecture, ainsi que quelques re´sultats. On pourra se
reporter a` [2] pour un excellent aperc¸u de la the´orie des graphes, ainsi qu’a` [1]
pour le de´tail des re´sultats de´ja` obtenus sur les conjectures de reconstruction.
Si G est un graphe sur l’ensemble de sommets {1, . . . , n}, on peut, pour
chaque sommet i, conside´rer le graphe obtenu en retirant de G toutes les
areˆtes incidentes a` i. L’ensemble de tous les types de graphes obtenus de
cette fac¸on a` partir de G, compte´s avec multiplicite´s, est appele´ le deck de
G.
Conjecture 1 (Ulam). Si G est un graphe sur au moins trois sommets, alors
le type de G est uniquement de´termine´ par son deck.
Une autre conjecture plus faible concernant les areˆtes est due a` F.Harary
([5]). Si G est un graphe, on peut, pour chaque areˆte a de G, conside´rer le
graphe obtenu en retirant a de G. L’ensemble de tous les types de graphes
obtenus de cette fac¸on a` partir de G, compte´s avec multiplicite´s est appele´
le deck-areˆte de G.
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Conjecture 2 (Harary). Si G est un graphe ayant au moins quatre areˆtes,
alors le type de G est uniquement de´termine´ par son deck-areˆte.
Pour la Conjecture 2, divers re´sultats ont e´te´ obtenus, notamment :
Proposition 1 (Lova´sz). Un graphe sur n sommets est areˆte-reconstructible
si il a strictement plus de n(n−1)
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areˆtes.
Proposition 2 (Mu¨ller). Un graphe sur n sommets est areˆte-reconstructible
si il a plus de 1 + log2n! areˆtes.
En revanche, pour la reconstructibilite´ associe´e a` la Conjecture 1 on sait
qu’un graphe est reconstructible si et seulement si son comple´mentaire l’est.
On sait aussi que les graphes non connexes sont reconstructibles [7], que le
nombre de cycles hamiltoniens est reconstructible, et donc aussi le polynoˆme
caracte´ristique.
Enﬁn, on sait que la conjecture de Ulam-Kelly implique celle de Harary.
Au titre des ge´ne´ralisations, on peut noter que la conjecture de sommet-
reconstruction pour les digraphes est fausse (Stockmeyer [22]).
On de´veloppe ici l’approche mentionne´e plus haut qui met en avant le
groupe de permutations agissant sur un poset P qui est ici celui des par-
ties d’un ensemble. Il est probable que des re´sultats et me´thodes soient
ge´ne´ralisables a` un poset quelconque, mais la complexite´ du proble`me dans
le seul cas du poset boole´en impose la plus grande humilite´ pour ce qui est
du cas ge´ne´ral.
On remarque que l’ensemble des fonctions a` valeurs re´elles de´ﬁnies sur
P est en bijection avec l’espace vectoriel re´el formel de´ﬁni sur P graˆce a` la
relation d’inclusion (une base de cet espace est forme´e par les applications
pB : A → 1 si A ⊆ B, 0 sinon) et que cet espace est naturellement muni
d’une structure d’alge`bre graˆce a` la multiplication dans R, correspondant a`
l’ope´ration union.
On pose donc Sn l’alge`bre forme´e par l’espace vectoriel re´el P muni de
l’ope´ration biline´aire union, qui est en bijection avec L (P,R). Cette alge`bre
a` de´ja` fait l’objet de travaux importants et une partie des re´sultats pre´sente´s
ici (celle qui traite du calcul et des premie`res proprie´te´s) n’est qu’une re-
formulation de conside´rations eﬀectue´es par d’autres (voir par exemple [9],
[4],[12], et [14]).
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Il est ainsi possible d’exprimer les fonctions qui, a` un ensemble A, asso-
cient le nombre d’e´le´ments d’une orbiteOi inclus dans A, comme des e´le´ments
de Sn : ce sont en fait les pOi , sommes des applications pB pour B parcourant
Oi.
La structure d’alge`bre de Sn de´ﬁnie de cette manie`re traduit le proble`me
de reconstruction ge´ne´rique (Proble`me 1) en ce sens qu’un proble`me de re-
construction par les Oi est vrai si et seulement si les pOi engendrent l’alge`bre
des invariants SGn du groupe G.
Il est clair que l’ensemble des polynoˆmes reconstructibles est contenu
dans SGn , et s’il existe un groupe H plus grand que G qui stabilise les Oi,
contenu dans SHn . Deux cas sont possibles : soit l’alge`bre engendre´e par les
pOi est l’alge`bre des invariants d’un certain groupe, auquel cas on obtient le
meilleur re´sultat possible de reconstruction, soit ce n’est pas le cas. Ainsi, on
est naturellement amene´ a` se demander sous quels crite`res une sous-alge`bre
de Sn est l’alge`bre des invariants d’un certain groupe G. Une re´ponse a` cette
question rame`nerait l’e´tude d’un proble`me de reconstruction au fait de savoir
si l’alge`bre engendre´e par les pOi ve´riﬁe ces crite`res.
Il est clair que toute alge`bre d’invariants ve´riﬁe certaines proprie´te´s,
comme par exemple :
• e´tant donne´ deux orbites O1 et O2, le nombre d’e´le´ments de O1 qui
contiennent un repre´sentant de O2 est inde´pendant du repre´sentant
choisi. On peut traduire ceci par la stabilite´ des alge`bres d’invariants
sous l’ope´ration :
∂
(∏
i∈S
xi
)
=
∑
i∈S
∏
j∈S\i
xj
• e´tant donne´ une orbite O1 l’ensemble des comple´mentaires des e´le´ments
de O1 est aussi une orbite. On peut traduire ceci par la stabilite´ des
alge`bres d’invariants sous l’ope´ration :

(∏
i∈S
xi
)
=
∏
j /∈S
xj
On conjecture ici que, re´ciproquement, toute sous-alge`bre de Sn invariante
par ∂ et  est l’alge`bre des invariants d’un certain groupe H .
L’essentiel de ce travail est le re´sultat de tentatives infructueuses de
de´monstration de cette conjecture qui reste a` ce jour irre´solue.
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Il est inte´ressant de remarquer que les objets introduits dans ce but perme-
ttent d’expliciter tre`s convenablement les re´sultats de L.Lova´sz et V.Mu¨ller,
et de proposer des pistes pour de nouveaux re´sultats.
En eﬀet, on peut remarquer qu’une sous-alge`bre de Sn est une alge`bre
d’invariants, si et seulement si elle est stable par les applications des Comk(Sn),
espaces vectoriels des applications line´aires h de S⊗kn dans Sn telles que
∀σ ∈ Sn, σ ◦ h = h ◦ (σ ⊗ σ ⊗ . . .⊗ σ︸ ︷︷ ︸
k
)
c’est a` dire qu’une sous alge`bre A de Sn est une alge`bre d’invariants si et
seulement si
Comk(Sn)(A
⊗k) ⊆ A
On cherchera donc a` exprimer les applications de Comk(Sn) graˆce aux
trois ope´rations dont on dispose, c’est a` dire ∂, , et la multiplication.
Si l’on s’inte´resse aux nombres
(
O1
O2
)
d’e´le´ments d’une orbite O2 inclus
dans un repre´sentant quelconque d’une orbite O1 on peut remarquer que les
matrices de ces trois ope´rations peuvent s’exprimer graˆce au nombres
(
O1
O2
)
. Il
est donc clair que les relations de de´pendance qui existent entre ces ope´rateurs
fournissent imme´diatement des relations entre ces coeﬃcients. Ces relations
sont d’un inte´reˆt e´vident pour les proble`mes de reconstruction, en eﬀet, on
peut traduire tous les re´sultats existants en termes de relations polynomiales,
valables dans toute alge`bre d’invariants. Un proble`me de reconstruction est
facilement traduisible par la possibilite´ d’e´galite´ entre certaines lignes de
coeﬃcients. On s’inte´resse e´galement a` la ge´ne´ralisation aux alge`bres stables
par ∂ et  (dige`bres), pour lesquelles on ge´ne´ralise les re´sultats de Lova´sz et
Mu¨ller sur la reconstruction. Comme on l’a de´ja` remarque´, cette approche
met en valeur le groupe sous-jacent aux proble`mes de reconstruction, aspect
qui a de´ja` fait l’objet de travaux par P.J. Cameron, V.B. Mnukhin, ce qui
permet de donner des limites a` ces re´sultats, et on montre ici que sous leurs
hypothe`ses, ils sont les meilleurs possibles.
Ce travail se termine par la description de cas particuliers inte´ressants
comme ceux des graphes et des digraphes, et l’on remarquera que le cas des
graphes pre´sente une particularite´ inte´ressante : en eﬀet dans ce cas on peut
montrer que le groupe de syme´tries sous-jacent est celui d’un seul e´le´ment.
Dans, ce cadre, la conjecture sur les alge`bres stables par ∂ et  pre´sente des
liens tre`s inte´ressants avec la Conjecture 1. On s’inte´resse donc aux dige`bres
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engendre´es par un seul e´le´ment, cas particulier qui s’ave`re toutefois diﬃcile
et pour lequel la conjecture reste inde´montre´e.
Dans le cadre plus ge´ne´ral d’une action de groupe sur l’ensemble par-
tiellement ordonne´ des sous-ensembles d’un ensemble, de nombreux re´sultats
ont e´te´ obtenus, dont le fameux the´ore`me de Livingstone et Wagner([10]). On
pourra par exemple citer [17], [21], [3]. Des travaux pre´sentant des similarite´s
ont aussi e´te´ eﬀectue´s, par exemple [24], [25], [19], et enﬁn [20] qui pre´sente
un the´ore`me dont l’e´nonce´ ressemble fort a` la conjecture originale pre´sente´e
ci-dessus.
Le chapitre 1 concerne la the´orie ge´ne´rale associe´e aux alge`bres stables par
∂ et , elle met en place une structure de blocs qui correspond a` celle d’orbites
dans le cas des alge`bres d’invariants, et de´taille diverses re`gles de calculs et
outils relatifs aux dige`bres. Ce cadre alge´brique abstrait a e´te´ forge´ pour
donner une rigueur ne´cessaire aux re´sultats naturels, et s’il est inte´ressant du
point de vue esthe´tique, et fonctionnel (en ce sens qu’il engendre ex-nihilo des
relations), son inte´reˆt principal re´side dans le fait qu’il fut a` maintes reprises
un langage de validation performant.
Le chapitre 2 concerne les coeﬃcients
(
O1
O2
)
, et les relations qui les re-
lient, on y fait le lien avec les travaux et re´sultats pre´ce´dents qui sont
inte´gre´s dans la the´orie des dige`bres par le biais des relations polynomiales
entre coeﬃcients. L’aspect reconstructif de ces re´sultats y est volontairement
sous-repre´sente´, en eﬀet il s’agit surtout de mettre en e´vidence les relations
polynomiales, et d’inte´grer les travaux pre´ce´dents dans un traitement plus
syste´matique et e´labore´ de l’ensemble des relations polynomiales entre les(
O1
O2
)
. On y e´tabli e´galement une petite classiﬁcation de ces relations, dans
le but de mettre en e´vidence ce que chaque re´sultat apporte d’un point de
vue strictement formel. Contrairement a` celui de L. Lova´sz, le re´sultat de V.
Mu¨ller ne ﬁgure toutefois pas dans cette e´tude, en eﬀet il repose plus sur une
interpre´tation que sur une nouvelle relation. Son expression est reporte´e dans
le chapitre 3, le lecteur inte´resse´ pourra sans peine imaginer que ce re´sultat
s’inte`gre bien dans le cadre propose´.
On exprime dans le chapitre 3 des proble`mes de reconstruction ge´ne´raux
comme indique´ ci-dessus, pour lesquels les re´sultats de V.Mu¨ller et de L.Lova´sz
sont valides, et l’on montre des cas ou ces re´sultats sont les meilleurs pos-
sibles. On pre´sente ensuite les cas particuliers des graphes et des digraphes,
et l’on montre les liens qui existent entre la conjecture de Ulam, la conjec-
ture pre´sente´e ci-dessus sur les alge`bres stables par ∂ et , et en particulier
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le cas inte´ressant des dige`bres engendre´es par un e´le´ment, dans lequel la
reconstruction par les sommets trouve sa place.
Une annexe pre´sente les caracte´ristiques des alge`bres d’invariants de pe-
tits ordres, dont on a ve´riﬁe´ qu’elles sont les dige`bres pour les tre`s petits cas.
On y pioche au ﬁl de l’eau quelques dige`bres remarquables, notamment des
exemples de dige`bres non e´quivalentes ayant pourtant le meˆme jeu de coef-
ﬁcients. Les exemples limites des re´sultats de L.Lova´sz et V.Mu¨ller y sont
aussi repre´sente´s. Ils peuvent servir d’exemple a` tout moment au lecteur
qui pourra y ve´riﬁer les re´sultats pre´sente´s, ou quelque autre intuition per-
sonnelle. On y montre aussi les cardinalite´s non reconstructibles pour un
proble`me de reconstruction par les areˆtes ge´ne´ralise´ au sens de P.J. Cameron
et V.B Mnukhin.
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Chapitre 1
Dige`bres
Dans toute cette partie, n est un nombre entier ﬁxe´ supe´rieur ou` e´gal a`
un. On conside`re l’ensemble {1, . . . , n} des nombres entiers de 1 a` n, ainsi
que l’ensemble de ses parties : P ({1, . . . , n}).
1.1 Alge`bre d’incidence, fonctions polynomi-
ales, et actions de groupes
1.1.1 Alge`bre d’incidence
De´ﬁnition 1. On note Sn l’alge`bre re´sultant du quotient de l’alge`bre de
polynoˆmes sur n inde´termine´es R[x1, . . . , xn] par l’ide´al engendre´ par les
polynoˆmes x21 − x1, x
2
2 − x2, . . . , x
2
n − xn.
Pour mettre l’accent sur le produit dans Sn on le notera parfois p · q en
lieu et place de pq.
Il est clair que Sn est un R-espace vectoriel de dimension 2
n dont une
base est forme´e par les
pS =
∏
i∈S
xi, ou` S ∈ P({1, . . . , n})
On a donc par convention p∅ = 1, et pour tout couple de sous-ensembles
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A et B de {1, . . . , n}, pA · pB = pA∪B. On notera dans toute la suite |S| le
cardinal de S.
De´ﬁnition 2. Si A et B sont des sous-ensembles de {1, . . . , n}, on de´ﬁnit
pA(B) comme e´tant e´gal a` 1 si A est contenu dans B, et a` 0 sinon. On
obtient ainsi un isomorphisme d’alge`bre entre Sn et l’ensemble des fonctions
a` valeurs re´elles sur P ({1, . . . , n}).
Proposition 3. Soit p ∈ Sn, alors
p(S) = 0, ∀S ⊆ {1, . . . , n} ⇔ p = 0
Preuve : Soit
p =
∑
A⊆{1,...,n}
αApA ∈ Sn
si p 
= 0, il existe C ⊆ {1, . . . , n} tel que
αC 
= 0 et ∀D t.q. D ⊆ C, αD = 0
On a alors p(C) = αC 
= 0, la re´ciproque est e´vidente.
1.1.2 Caracte`res et sous-alge`bres de Sn
Proposition 4. Si φ est un morphisme d’alge`bre non nul de Sn dans R,
alors il existe S ⊆ {1, . . . , n} tel que
φ(p) = p(S), ∀ p ∈ Sn
Preuve : On a pour toute partie A de {1, . . . , n} : φ(pA) = φ(pA
2) = φ(pA)
2
donc φ(pA) vaut soit 0 soit 1. De plus pour toutes les parties A et B de
{1, . . . , n} , on a φ(pA)φ(pB) = φ(pApB) = φ(pA∪B). Donc l’ensemble des
parties A telles que φ(pA) = 1 est stable par union et on a :
si A ⊆ B alors φ(pB) = 1 ⇒ φ(pA) = 1
On en de´duit que l’ensemble des parties A telles que φ(pA) = 1 est
l’ensemble des parties d’un certain sous-ensemble S de {1, . . . , n}.
Re´ciproquement, pour toute partie S de {1, . . . , n}, l’application de Sn
dans R qui a` p associe p(S) est un morphisme d’alge`bre.
14
Proposition 5. Si A est une sous-alge`bre de Sn contenant 1, alors il existe
une partition P de P ({1, . . . , n}) telle que
A =
{
p ∈ Sn t.q. ∀Pi ∈ P ∀(A,B) ∈ P
2
i p(A) = p(B)
}
Remarque 1. On peut donc dire que les caracte`res de Sn (i.e. les mor-
phismes d’alge`bre de Sn dans R) trient les sous-alge`bres.
Preuve : On de´ﬁnit une relation d’e´quivalence sur P ({1, . . . , n}) par :
ARB ⇔ p(A) = p(B), ∀p ∈ A
Cette relation partitionne P ({1, . . . , n}) en blocs P1, . . . , Pn. On va montrer
que pour tout bloc Pi, il existe un polynoˆme qi de A tel que qi(A) = 1 si
A ∈ Pi et qi(A) = 0 sinon.
Supposons tout d’abord que A soit engendre´e par un seul polynoˆme p.
Alors si A est un e´le´ment de Pi on prend
qi =
∏
T /∈Pi
(p− p(T ))∏
T /∈Pi
(p(A)− p(T ))
Dans le cas ge´ne´ral, comme A est de dimension ﬁnie, il existe p1, . . . , ps
des ge´ne´rateurs de A, et alors les blocs de A sont les intersections de ceux
des alge`bres engendre´es par p1, par p2, par ..., par ps. Il suﬃt ensuite de
conside´rer le produit des qi obtenus.
Remarque 2. La construction qui pre´ce`de est une interpolation de Lagrange.
On verra dans la suite l’usage qu’on en fait pour construire les idempotents
de l’alge`bre Sn. L’usage de cette construction dans ce but est bien connue en
alge`bre commutative, le lecteur interresse´ pourra se reporter a` [14] comme
premie`re re´fe´rence bibliographique.
Remarque 3. Re´ciproquement, toute partition de P({1, . . . , n}) de´ﬁnit une
unique sous-alge`bre de Sn, d’ou` le corollaire suivant :
Corollaire 1. Il y a un nombre ﬁni de sous-alge`bres de Sn.
Preuve : Elles sont en bijection avec les partitions de P({1, . . . , n}).
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1.1.3 Actions de groupes
Le groupe des permutations Sn de 1, . . . , n agit de manie`re naturelle sur
Sn comme un groupe d’isomorphismes d’alge`bre de´ﬁni par :
σ · xi = xσ(i) , σ ∈ Sn
En eﬀet, on obtient pour tout sous-ensemble A de {1, . . . , n}, σ (pA) =
pσ(A) avec σ (A) = {σ(a), a ∈ A}. On a donc bien, pour tout couple de
sous-ensembles A et B de {1, . . . , n}, σ (pA · pB) = σ (pA∪B) = pσ(A∪B) =
σ (pA) · σ (pB).
De´ﬁnition 3. E´tant donne´ un sous-groupe G de Sn, l’ensemble :
SGn = {p ∈ Sn t.q. σ · p = p ∀σ ∈ G}
est une sous-alge`bre de Sn. On l’appelle sous-alge`bre d’invariants de G. Les
e´le´ments de SGn sont appele´s invariants de G, et on parlera donc parfois
d’ensemble des invariants de G pour de´signer SGn .
L’objet de ce chapitre est une tentative de caracte´risation des sous-alge`bres
de Sn qui sont des sous-alge`bres d’invariants.
1.2 Dige`bres
1.2.1 De´ﬁnition
De´ﬁnition 4.
• On appelle de´rivation et on note ∂ l’application line´aire de Sn dans Sn
de´ﬁnie par :
∂
(∏
i∈S
xi
)
=
∑
i∈S
∏
j∈S\i
xj
c’est a` dire :
∂ (pS) =
∑
i∈S
pS\i
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• On appelle comple´mentation et on note  l’application line´aire de Sn
dans Sn de´ﬁnie par :

(∏
i∈S
xi
)
=
∏
j /∈S
xj
c’est a` dire :
 (pS) = pSc
On a alors par convention ∂(p∅) = ∂(1) = 0 et (p∅) = (1) = p{1,...,n}.
Remarque 4. Le comple´mentaire de l’ensemble S dans {1, . . . , n} sera note´
Sc dans toute la suite.
Proposition 6.  est un isomorphisme et 2 = Id.
Preuve : A partir de la de´ﬁnition et du fait que la comple´mentation est
d’ordre 2.
Proposition 7. Soit S ⊆ {1, . . . , n}, on a :
∂k(pS) =
∑
A⊆S
|A|=|S|−k
k!pA ∀k ≥ 0
Il s’agit tout simplement de compter combien il y a de fac¸ons d’enlever
successivement k e´le´ments de l’ensemble S pour obtenir un certain ensemble
A ⊆ S.
Preuve : par re´currence sur k :
• si k = 0 les deux membres de l’e´quation valent pS.
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• On a
∂k+1(pS) = ∂ ◦ ∂
k(pS)
=
∑
A⊆S
|A|=|S|−k
k!∂(pA)
=
∑
B⊆S
|B|=|S|−k−1
⎛
⎜⎜⎝ ∑
B⊆A⊆S
|A|=|S|−k
1
⎞
⎟⎟⎠ k!pB
=
∑
B⊆S
|B|=|S|−k−1
(|S| − |B|) k!pB
=
∑
B⊆S
|B|=|S|−k−1
(k + 1)!pB
Corollaire 2. ∂ est un endomorphisme nilpotent d’indice n+1.
De´ﬁnition 5. On appelle dige`bre une sous-alge`bre non vide, non re´duite a`
{0} de Sn, qui est stable par de´rivation et par comple´mentation.
Remarque 5. Pour eˆtre pre´cis, on devrait parler de n-dige`bre, ou de dige`bre
d’ordre n. On omettra ne´anmoins de pre´ciser le n lorsque le contexte l’indique
clairement. Dans tout ce chapitre, n est un entier ﬁxe´. Les trois ope´rations
de de´rivation, comple´mentation, et multiplication sont indispensables a` la
de´ﬁnition, comme on le verra p37.
Exemples :
• Il est clair que Sn est une dige`bre.
• si n=3, l’alge`bre S3 est forme´e par les combinaisons line´aires sur les
vecteurs
1, x1, x2, x3, x1x2, x1x3, x2x3, x1x2x3
Soit D l’ensemble des combinaisons line´aires sur les vecteurs
1, x1 + x2, x3, x1x2, x1x3 + x2x3, x1x2x3
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on a la table de multiplication :
∗ ↗ 1 x1 + x2 x3 x1x2 x3x1 +
x2x3
x1x2x3
1 1 x1 + x2 x3 x1x2 x3x1 +
x2x3
x1x2x3
x1 + x2 x1 + x2 x1+x2+
2x1x2
x1x3 +
x2x3
2x1x2 x1x3 +
x2x3 +
2x1x2x3
2x1x2x3
x3 x3 x1x3 +
x2x3
x3 x1x2x3 x1x3 +
x2x3
x1x2x3
x1x2 x1x2 2x1x2 x1x2x3 x1x2 2x1x2x3 x1x2x3
x3x1 +
x2x3
x3x1 +
x2x3
x1x3 +
x2x3 +
2x1x2x3
x1x3 +
x2x3
2x1x2x3 x1x3 +
x2x3 +
2x1x2x3
x1x2x3
x1x2x3 x1x2x3 2x1x2x3 x1x2x3 x1x2x3 2x1x2x3 x1x2x3
Donc D est une sous-alge`bre de S3. On a de plus :
∂ (1) = 0
∂ (x1 + x2) = 2
∂ (x3) = 1
∂ (x1x2) = x1 + x2
∂ (x1x3 + x2x3) = x1 + x2 + 2x3
∂ (x1x2x3) = x1x2 + x1x3 + x2x3
et :
 (1) = x1x2x3
 (x1 + x2) = x1x3 + x2x3
 (x3) = x1x2
 (x1x2) = x3
 (x1x3 + x2x3) = x1 + x2
 (x1x2x3) = 1
Donc D est en plus stable par de´rivation et par comple´mentation : c’est
une dige`bre.
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1.2.2 Premie`res proprie´te´s
De´ﬁnition 6. On note l l’endomorphisme de Sn de´ﬁni par
l(x) =
n∑
k=0
∂k(x)
k!
Proposition 8. ∀S ⊆ {1, . . . , n}, on a :
l(pS) =
∑
A⊆S
pA
Preuve : D’apre`s la Proposition 7 p17,
n∑
k=0
∂k(pS)
k!
=
n∑
k=0
∑
A⊆S
|A|=|S|−k
pA =
∑
A⊆S
pA
Proposition 9. Pour tout entier r non nul, on a :
lr =
n∑
k=0
rk
k!
∂k
Preuve : Si r 
= 0 et s 
= 0, alors(
n∑
k=0
rk
k!
∂k
)
◦
(
n∑
i=0
si
i!
∂i
)
=
n∑
k=0
n∑
i=0
rksi
k!i!
∂k+i
=
2n∑
m=0
∂m
m∑
k=0
rksm−k
k!(m− k)!
=
n∑
m=0
∂m
m!
m∑
k=0
m!
k!(m− k)!
rksm−k
=
n∑
m=0
(r + s)m
m!
∂m
La proposition est vraie pour r = 1, donc par re´currence pour tout r ≥ 1
graˆce au calcul ci-dessus. Ce meˆme calcul montre que(
n∑
k=0
(−1)k
k!
∂k
)
◦ l = Id
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La proposition est donc vraie pour r = −1, et par suite pour tout r ≤ −1
par re´currence.
Corollaire 3. l est un isomorphisme de Sn.
Preuve : on a d’apre`s la Proposition 9 p20 :
l−1 =
n∑
k=0
(−1)k
k!
∂k
Proposition 10. Il existe des nombres rationnels a1, . . . , an+1 tels que :
∂ =
n+1∑
r=1
arl
r
Preuve : D’apre`s la Proposition 9 p20, si r ≥ 1 :
lr =
n∑
k=0
rk
k!
∂k
Il faut donc choisir les a1, . . . , an+1 de telle fac¸on que :
n+1∑
r=1
arr
k =
{
1 si k = 1
0 sinon
C’est a` dire :
⎡
⎢⎢⎢⎣
1 1 · · · 1
1 2 · · · n + 1
...
...
. . .
...
1 2n · · · (n + 1)n
⎤
⎥⎥⎥⎦ ·
⎡
⎢⎢⎢⎣
a1
a2
...
an+1
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
0
1
...
0
⎤
⎥⎥⎥⎦
Ceci est toujours possible graˆce a` l’inversion de la matrice de Vander-
monde conside´re´e.
Corollaire 4. Si V est un sous-espace vectoriel de Sn alors V est stable par
∂ si et seulement si V est stable par l.
21
Corollaire 5. Une dige`bre est une sous-alge`bre non vide, non re´duite a` {0}
de Sn qui est stable par l et par .
De´ﬁnition 7. On note ε l’endomorphisme de Sn de´ﬁni par
ε(x) =  ◦ l−1 ◦ (x)
De plus, si x = pS, on notera εS = ε (pS).
Proposition 11. Une dige`bre est une sous-alge`bre non vide, non re´duite a`
{0} de Sn qui est stable par ε et par .
Preuve : D’apre`s le Corollaire 5 p22, D est une dige`bre si, et seulement si D
est stable par l et par . Comme l est un isomorphisme, il est clair que D est
stable par l si et seulement si D est stable par l−1.
Proposition 12. L’ensemble {εS : S ⊆ {1, . . . , n}} est une base de Sn.
Preuve : ε est un isomorphisme, comme compose´ d’isomorphismes.
Proposition 13.
εS =
∑
A⊇S
(−1)|A|−|S|pA
Preuve : Par de´ﬁnition :
εS =
n∑
k=0
(−1)k
k!
 ◦ ∂k(pSc)
=
n∑
k=0
(−1)k
∑
A⊆Sc
|A|=|Sc|−k
pAc
=
n∑
k=0
(−1)k
∑
B⊇S
|B|=|S|+k
pB
=
∑
B⊇S
(−1)|B|−|S|pB
Proposition 14. εS(T ) = 1 si S = T et 0 sinon.
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Preuve :
εS(T ) =
∑
A⊇S
(−1)|A|−|S|pA(T )
= (−1)|S|
∑
A t.q. S⊆A⊆T
(−1)|A|
=
{
1 si S = T
0 si S 
= T
Proposition 15. Pour tout polynoˆme p de Sn, on a :
p · εT = p(T )εT
Preuve : D’apre`s la Proposition 3 p14, il suﬃt de ve´riﬁer que :
∀S ⊆ {1, . . . , n}, p(S)εT (S) = p(T )εT (S)
D’apre`s la Proposition 14 p22, on a :
p(S)εT (S) =
{
p(T ) si S = T
0 sinon
= p(T )εT (S)
Proposition 16. Si S et T sont deux parties de {1, . . . , n}, on a :
εS · εT =
{
εS si S = T
0 sinon
Preuve : D’apre`s la Proposition 15 p23
εS · εT = εS(T )εT
On conclut graˆce a` la Proposition 14 p22.
Remarque 6. La de´ﬁnition des ε rentre dans le cadre des alge`bres de Mo¨bius,
telles que de´ﬁnies par V.B.Mnukhin ([14]). Ils repre´sentent une base de
l’alge`bre Sn dans laquelle le produit correspond au produit de Kronecker, ce
qui facilite grandement les calculs.
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Corollaire 6. Si B1 et B2 sont deux ensembles de sous-ensembles de {1, . . . , n},
alors : (∑
S∈B1
εS
)
·
(∑
T∈B2
εT
)
=
∑
U∈B1∩B2
εU
Proposition 17.
pS =
∑
A⊇S
εA
On remarque que ceci n’est qu’une inversion de Mo¨bius de la Proposition
13 p22.
Preuve : On sait que les εA forment une base de Sn, donc il existe des coef-
ﬁcients αSA tels que
pS =
∑
A⊆{1,...,n}
αSAεA
On doit alors avoir
pS · εT =
∑
A⊆{1,...,n}
αSAεAεT = α
S
T εT
d’apre`s la Proposition 16 p23, et
pS · εT = pS(T )εT =
{
ε(T ) si S ⊆ T
0 sinon
d’apre`s la Proposition 15 p23. On a donc
αST =
{
1 si S ⊆ T
0 sinon
, pS =
∑
T t.q. S⊆T
εT
Proposition 18. Si D est une dige`bre, alors D contient les polynoˆmes∑
A t.q. |A|=k
pA, k ∈ {0 . . . n}
Remarque 7. On obtient ainsi le fait que toute dige`bre contient l’alge`bre
des invariants du groupe syme´trique, c’est a` dire SSn .
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Preuve : D est une dige`bre, donc il existe
p =
∑
A⊆{1,...,n}
αAεA 
= 0 ∈ D
D’apre`s la Proposition 16 p23 :
p2 =
∑
A⊆{1,...,n}
α2AεA ∈ D
donc :
ε−1(p2) =
∑
A⊆{1,...,n}
α2ApA ∈ D
Posons k = max {r t.q. ∃A ⊆ {1, . . . , n} t.q. |A| = r et αA 
= 0}. Alors
∂k ◦ ε−1(p2) =
⎛
⎝ ∑
A⊆{1,...,n} t.q. |A|=k
k!α2A
⎞
⎠ p∅ ∈ D
Donc 1 = p∅ ∈ D qui est stable par  donc p{1,...,n} ∈ D. Il ne reste plus
qu’a` remarquer que :
1
s!
∂s(p{1,...,n}) =
∑
A t.q. |A|=n−s
pA, s ∈ {1 . . . n}
De´ﬁnition 8. Il est clair que l’intersection de deux dige`bres est une dige`bre
non re´duite a` {0} d’apre`s la Proposition 18 p24. On peut donc parler de
dige`bre engendre´e : si S est un sous-ensemble de Sn, on de´ﬁnit la dige`bre
engendre´e par S comme e´tant la plus petite dige`bre (au sens de l’inclusion)
contenant S.
Exemple : si n = 3, la dige`bre engendre´e par x1x2x3 est forme´e par les
combinaisons line´aires des vecteurs
1, x1 + x2 + x3, x1x2 + x2x3 + x1x3, x1x2x3
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1.2.3 Syste`me de blocs d’une dige`bre
De´ﬁnition 9. On appelle bloc d’une dige`bre D une partie B non vide de
P({1, . . . , n}) telle que :
1. ∑
S∈B
pS ∈ D
2. B est minimal pour cette proprie´te´ :
∀ C ⊆ B, C 
= ∅
∑
S∈C
pS /∈ D
Proposition 19.
1. L’ensemble des blocs d’une dige`bre D forme une partition de P({1, . . . , n}).
2. L’ensemble des polynoˆmes εB =
∑
S∈B εS , ou B parcourt l’ensemble
des blocs de D, est une base de D comme R-espace vectoriel.
3. L’ensemble des polynoˆmes pB =
∑
S∈B pS , ou B parcourt l’ensemble
des blocs de D, est une base de D comme R-espace vectoriel.
Preuve :
1. Soient B1 et B2 deux blocs de D. Alors B1 ∩B2 = ∅. En eﬀet sinon, on
a
∑
S∈B1
εS ∈ D et
∑
S∈B2
εS ∈ D car D est stable par ε. Donc d’apre`s
le Corollaire 6 p24 :(∑
S∈B1
εS
)(∑
T∈B2
εT
)
=
∑
U∈B1∩B2
εU
Comme D est stable par ε−1, on a
∑
U∈B1∩B2
pU ∈ D, c’est a` dire que
B1 et B2 ne sont pas minimaux.
On remarque ﬁnalement que pour tout sous ensemble S de {1, . . . , n},
il existe un bloc de D qui contient S, d’apre`s la Proposition 18 p24.
2. D’apre`s la Proposition 5 p15 on sait qu’il existe une partition P =
(P1, . . . , Ps) de P ({1, . . . , n}) telle que
D =
{
p ∈ Sn t.q. ∀Pi ∈ P ∀(A,B) ∈ P
2
i p(A) = p(B)
}
Pour chacun des Pi, on pose qi =
∑
B∈Pi
εB. Alors d’apre`s la Proposi-
tion 15 p23 on a :
D = {p ∈ Sn t.q. ∀i ∃ti ∈ R t.q. p · qi = tiqi}
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En eﬀet, d’apre`s la Proposition 15 p23, pour tout polynoˆme p, on a
p · qi =
∑
B∈Pi
p(B)εB. On en de´duit donc que p a la meˆme valeur ti
sur tous les e´le´ments du bloc Pi si et seulement si le polynoˆme p · qi est
un multiple du polynoˆme qi, et plus pre´cise´ment tiqi.
Comme q2i = qi on a qi ∈ D. Il ne reste plus qu’a` remarquer par
e´valuation que, pour tout polynoˆme p appartenant a` D, p s’e´crit comme
une combinaison line´aire re´elle des polynoˆmes qi :
s∑
i=1
p · qi =
s∑
i=1
p(Bi)qi = p
Comme les εS sont inde´pendants (Proposition 12), et les Pi disjoints,
les qi sont inde´pendants. On remarque au passage que les Pi sont ex-
actement les blocs de D.
3. On vient de voir que l’ensemble des polynoˆmes εB =
∑
S∈B εS , ou
B parcours l’ensemble des blocs de D, engendre D comme R-espace
vectoriel. Comme ε−1 est un isomorphisme qui stabilise D, il envoie
une base de D vers une base de D.
De´ﬁnition 10. On parlera de syste`me de blocs de D pour de´signer l’ensem-
ble des blocs de D. De plus, si B est un bloc, on note pB =
∑
A∈B pA et
εB =
∑
A∈B εA.
Proposition 20. Si D1 et D2 sont deux dige`bres telles que D1 ⊆ D2, alors
les blocs de D2 sont contenus dans ceux de D1.
Preuve : Si B est un bloc de D1, alors∑
A∈B
pA ∈ D1 ⊆ D2
Donc B est une re´union de blocs de D2.
Corollaire 7. Tous les sous-ensembles de {1, . . . , n} contenus dans un bloc
B d’une dige`bre D sont de meˆme cardinalite´.
Preuve : D’apre`s la Proposition 18 p24, si D est une dige`bre, alors D contient
la dige`bre dont les blocs sont les :
{A, t.q. |A| = k} , k ∈ {1 . . . n}
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Exemple : Si A est un sous-ensemble de {1, . . . , n}, alors on va montrer
que les blocs de la dige`bre engendre´e par le polynoˆme pA sont les
Br,l = {U ⊆ {1, . . . , n} t.q. |U | = r et |A ∩ U | = l}
Pour tout r ∈ {1 . . . , n} et tout l ∈ {1, . . . |A|},on pose qr,l =
∑
S∈Br,l
pS.
Alors :
• (qr,l) = qn−r,|A|−l
• ∂(qr,l) = (n− |A| − r + l + 1) qr−1,l + (|A| − l + 1) qr−1,l−1
•
qu,v · qr,l =
∑
i=1...n
j=1...|A|
(
j
v, l
)(
i− j
u− v, r − l
)
qi,j
ou`
(
j
v,l
)
est le nombre de fac¸ons d’exprimer un ensemble a` j e´le´ments
comme l’union d’un de ses sous-ensembles a` v e´le´ments et d’un de ses
sous-ensembles a` l e´le´ments, c’est a` dire :(
j
v, l
)
=
(
j
v
)(
v
j − l
)
=
(
j
l
)(
l
j − v
)
Donc l’espace vectoriel engendre´ par les qr,l est une dige`bre.
Re´ciproquement,
ql,l =
∑
U∈Bl,l
pU =
∑
U⊆A
|U |=l
pU =
1
(|A| − l)!
∂|A|−l (pA)
d’apre`s la Proposition 7 p17, donc ql,l appartient a` la dige`bre engendre´e par
pA.
De la meˆme fac¸on,
ql,0 =
∑
U∈Bl,0
pU =
∑
U⊆Ac
|U |=l
pU =
1
(|A| − l)!
∂|A
c|−l(pA)
appartient a` la dige`bre engendre´e par pA.
Il ne reste plus qu’a` remarquer que
qr,l =
∑
U∈Br,l
pU = ql,l · qr−l,0 ∀r ≥ l
appartient a` la dige`bre engendre´e par pA.
Remarque 8. La dige`bre engendre´e par pA est l’alge`bre des invariants du
stabilisateur de A.
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1.2.4 Exemple emble´matique
On a vu pre´ce´demment (1.1.3 p16) que le groupe des permutations Sn
de {1, . . . , n} agit de manie`re naturelle sur Sn comme un groupe d’isomor-
phismes d’alge`bre de´ﬁnis par :
σ · xi = xσ(i) , σ ∈ Sn
Proposition 21. Les σ ∈ Sn de´ﬁnis en 1.1.3 p16 sont des homomor-
phismes de dige`bre, au sens ou` :
1. ce sont des homomorphismes d’alge`bre de Sn dans Sn.
2. on a σ ◦ ∂ = ∂ ◦ σ
3. et σ ◦  =  ◦ σ
Preuve :
1. Par de´ﬁnition de l’action de Sn sur Sn.
2.
σ ◦ ∂(pS) = σ
⎛
⎝∑
i∈S
∏
j∈S\i
xj
⎞
⎠
=
∑
i∈S
∏
j∈S\i
xσ(j)
= ∂ ◦ σ(pS)
3.
σ ◦ (pS) = σ
⎛
⎝∏
j /∈S
xj
⎞
⎠
=
∏
j /∈S
xσ(j)
=  ◦ σ(pS)
Proposition 22. Tout homomorphisme de dige`bre est soit nul, soit injectif.
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Preuve : Le noyau d’un homomorphisme de dige`bre est soit re´duit a` {0}, soit
une dige`bre, auquel cas il contient 1 = p∅ (d’apre`s la Proposition 18 p24) et
est en plus un ide´al de Sn, c’est donc tout Sn.
Proposition 23. Tout isomorphisme de dige`bre est l’un des σ de´ﬁnis a` la
Proposition 21 p29.
Preuve : Soit φ un isomorphisme de dige`bre. On a alors
φ(εSεT ) = φ(εS)φ(εT ) ∀S, T
donc si l’on pose φ(εS) =
∑
A α
S
AεA, on a : α
S
A ∈ {0, 1} et α
S
Aα
T
A = 0 ∀S 
= T .
Comme φ est un isomorphisme φ permute les εS, en eﬀet si α
S
A 
= 0 et α
S
B 
= 0
avec A 
= B alors on aurait αTA = 0 et α
T
B = 0 pour tout T diﬀe´rent de S, ce
qui contredit le fait que φ est un isomorphisme. De la meˆme fac¸on φ permute
les pS car φ ◦ ε = ε ◦ φ. On doit de plus avoir φ(pS∪T ) = φ(pS)φ(pT ) donc
φ(p∅) = p∅. On a enﬁn
∂ ◦ φ
(
p{xi}
)
= φ ◦ ∂
(
p{xi}
)
= φ(p∅) = p∅
Donc φ
(
p{xi}
)
= p{xk}, pour un certain k. On a ainsi φ qui permute les xi,
et donc φ est l’un des σ ci-dessus.
Proposition 24. L’ensemble des invariants de G est une dige`bre note´e
D(G). Le syste`me de blocs de cette dige`bre est l’ensemble des orbites de l’ac-
tion naturelle de G sur P ({1, . . . , n}).
Preuve : Le fait que D(G) soit une dige`bre re´sulte imme´diatement de la
Proposition 21 p29.
L’inte´reˆt des dige`bres re´side dans la re´ciproque de cette proposition, c’est
a` dire :
Conjecture 3. Si D est une dige`bre, alors D est une alge`bre d’invariants.
1.3 Commutants
Dans cette partie, on de´veloppe des outils de calcul dans le but d’attaquer
la conjecture ci-dessus.
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1.3.1 Structures d’incidence
Dans cette section, on de´crit les orbites de Sn sur P ({1, . . . , n})
k, c’est
a` dire la fac¸on dont le groupe des permutations d’un ensemble agit sur les
k-uplets de ses sous-ensembles. Il est clair que, par exemple, pour que deux
paires d’ensembles soient dans la meˆme orbite, il faut que les cardinaux des
ensembles correspondent deux a` deux, mais aussi que les cardinaux des in-
tersections correspondent. Ceci se ge´ne´ralise facilement de la fac¸on suivante :
De´ﬁnition 11. On dit que deux e´le´ments S = (S1, . . . , Sk) et T = (T1, . . . , Tk)
de P({1, . . . , n})k ont la meˆme structure d’incidence si pour toute partie J
de {1, . . . , k}, on a : ∣∣∣∣∣⋂
j∈J
Sj
∣∣∣∣∣ =
∣∣∣∣∣⋂
j∈J
Tj
∣∣∣∣∣
Cette relation partitionne P({1, . . . , n})k en classes d’e´quivalence qu’on ap-
pelle structures d’incidence de P({1, . . . , n})k.
Alternativement, le terme structure d’incidence d’ordre k de´signera la
fonction μ de P ({1, . . . , k}) dans N, telle que
∀J, μ (J) =
∣∣∣∣∣⋂
j∈J
Sj
∣∣∣∣∣
pour un repre´sentant S de la structure d’incidence. Par convention, on pose
μ (∅) = n. Ainsi on pourra dire que la structure d’incidence d’ordre 2 de
(A1, A2) est
μ :
⎧⎨
⎩
{1} → |A1|
{2} → |A2|
{1, 2} → |A1 ∩A2|
Si (A1, A2) appartient a` la structure d’incidence μ, on note (A1, A2)  μ.
Proposition 25. Les structures d’incidences d’ordre k sont les fonctions μ
de P ({1, . . . , k}) dans N telles que :
∀J ⊆ {1, . . . , k},
∑
L⊆{1,...,k}
L⊇J
(−1)|L|−|J |μ (L) ≥ 0
Si de plus on note
μˆ : J →
∑
L⊆{1,...,k}
L⊇J
(−1)|L|−|J |μ (L)
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alors μˆ(J) est le cardinal de
⋂
j∈J
Sj ∩
⋂
i/∈J
Sci pour tout repre´sentant S de la
structure d’incidence μ d’ordre k, et pour toute sous-partie J de {1, . . . , k}.
Preuve : Soit S un repre´sentant d’une structure d’incidence d’ordre k, et
posons pour toute partie J de {1, . . . , k}, f(J) = |
⋂
j∈J
Sj ∩
⋂
i/∈J
Sci |. Alors il est
clair que pour tout J ,
μ(J) =
∑
J⊆L⊆{1,...,k}
f(L)
Par inversion de Mo¨bius, on obtient :
f(J) =
∑
J⊆L⊆{1,...,k}
(−1)|L|−|J |μ(L)
Comme f(J) est toujours positif, on a ne´cessairement∑
J⊆L⊆{1,...,k}
(−1)|L|−|J |μ(L) ≥ 0
pour toute structure d’incidence μ, et cette quantite´ repre´sente bien le car-
dinal de l’ensemble mentionne´. Re´ciproquement, si g est une fonction de
P ({1, . . . , k}) dans N telle que :
∀J ⊆ {1, . . . , k}, h(J) =
∑
J⊆L⊆{1,...,k}
(−1)|L|−|J |g (L) ≥ 0
alors on peut trouver une famille de 2k ensembles disjoints AJ , J ⊆ {1, . . . , k}
telle que |AJ | = h(J), ∀J . En eﬀet on a vu que n = μ (∅) =
∑
L h(L). En
posant Ti =
⋃
i∈J⊆{1,...,k}AJ pour tout i, alors la famille T a la structure
d’incidence μ (T  μ).
Proposition 26. Les structures d’incidence de P({1, . . . , n})k sont les or-
bites de l’action naturelle de Sn sur P({1, . . . , n})
k.
Preuve : Soient deux e´le´ments S = (S1, . . . , Sk) et T = (T1, . . . , Tk) de
P({1, . . . , n})k ayant la meˆme structure d’incidence. Alors∣∣∣∣∣
n⋂
i=1
Si
∣∣∣∣∣ =
∣∣∣∣∣
n⋂
i=1
Ti
∣∣∣∣∣
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Supposons que St =
⋂n
i=1 Si 
= ∅ : alors Tt =
⋂n
i=1 Ti 
= ∅ et les deux
e´le´ments S ′ = (St, S1 \ St, . . . , Sk \ St) et T
′ = (Tt, T1 \ Tt, . . . , Tk \ Tt) de
P({1, . . . , n})k+1 ont la meˆme structure d’incidence.
Donc il suﬃt de prouver que quelque soit k, si deux e´le´ments S =
(S1, . . . , Sk) et T = (T1, . . . , Tk) de P({1, . . . , n})
k ont la meˆme structure
d’incidence avec St = ∅, alors il existe une permutation σ de Sn telle que
σ(Si) = Ti, i = 1 . . . k.
On appelle profondeur de S = (S1, . . . , Sk) le nombre
p = min
{
r ≥ 1 t.q. ∀J ⊆ {1 . . . k} t.q. |J | = r, |
⋂
j∈J
Sj | = 0
}
On proce`de pour tout k par re´currence sur p :
• Si p = 1 alors S = T = (∅, . . . , ∅).
• Supposons le re´sultat vrai pour tout k et pour tout p ≤ f , et soit
S = (S1, . . . , Sk) et T = (T1, . . . , Tk) deux e´le´ments de P({1, . . . , n})
k
ayant la meˆme structure d’incidence et une profondeur f + 1.
On pose :
S˜ = (Si ∩ Sj , 1 ≤ i < j ≤ k, Si \
⋃
j=1...k
j 
=i
Sj, i = 1 . . . k)
et
T˜ = (Ti ∩ Tj, 1 ≤ i < j ≤ k, Ti \
⋃
j=1...k
j 
=i
Tj, i = 1 . . . k)
Alors S˜ et T˜ ont la meˆme structure d’incidence et une profondeur f .
Donc il existe une permutation σ de Sn telle que σ(S˜u) = T˜u, ∀u. Il ne
reste plus qu’a` remarquer que σ(S) = T .
Proposition 27. Il y a
(
n+2k−1
2k−1
)
structures d’incidence d’ordre k sur {1, . . . , n}.
Preuve : On a vu dans la Proposition 25 p31 que les structures d’incidence
sont en bijection avec les fonctions μˆ de P ({A, . . . , k}) dans N telles que∑
J⊆{1,...,k} μˆ(J) = n c’est a` dire avec les compositions de n en 2
k entiers. Le
nombre de compositions de n en l entiers est connu pour eˆtre
(
n+l−1
l−1
)
, ce qui
cloˆt la preuve.
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1.3.2 Commutant
On a de´ja` de´ﬁni quelques ope´rations supple´mentaires sur les dige`bres,
par exemple l et ε, et remarque´ qu’on pouvait s’en servir pour reformuler
la de´ﬁnition de celles-ci. On s’attache dans cette section a` de´ﬁnir la sous-
alge`bre d’endomorphismes de Sn engendre´e par ∂ et , qui se trouve, et ce
n’est pas un hasard, eˆtre l’ensemble des applications qui commutent avec
tous les e´le´ments de Sn.
De´ﬁnition 12. On note Com(Sn) l’ensemble des applications line´aires h de
Sn dans Sn telles que
∀σ ∈ Sn, h ◦ σ = σ ◦ h
De´ﬁnition 13. Si A1 et A2 sont deux sous-ensembles de {1, . . . , n}, on pose
EA1→A2 l’application line´aire de Sn dans lui meˆme qui envoie pA1 sur pA2 et
pS sur 0 si S 
= A1.
La famille de fonctions ainsi de´ﬁnie forme une base de l’espace vectoriel
L (Sn) des applications line´aires de Sn dans lui meˆme.
Proposition 28. Les
Eμ =
∑
(A1,A2)μ
EA1→A2
ou` μ parcours l’ensemble des structures d’incidences d’ordre 2, forment une
base de Com(Sn).
Preuve : E´tant donne´ un couple (A1, A2) de sous ensembles de {1, . . . , n}, et
une permutation σ ∈ Sn, on remarque que σ ◦EA1→A2 ◦ σ
−1 = Eσ(A1)→σ(A2).
Donc si ∑
(A1,A2)
λ(A1,A2)EA1→A2
est un e´le´ment de Com(Sn), alors on a λ(σ(A1),σ(A2)) = λ(A1,A2) pour tout
couple (A1, A2). D’apre`s la Proposition 26 p32, l’ensemble des couples (C,D)
tels qu’il existe un e´le´ment σ de Sn tel que σ(A1) = C et σ(A2) = D est
exactement la structure d’incidence de (A1, A2), ce qui montre la Proposition.
Remarque 9. Dans les calculs, on notera parfois Ek,l,r l’application Eμ
lorsque μ est d’ordre 2, et
• k = μ ({1})
34
• l = μ ({2})
• r = μ ({1, 2})
On note id =  ◦  l’identite´ de Sn, et idk l’application de Sn dans lui-
meˆme qui envoie pS sur lui-meˆme si |S| = k et sur ze´ro sinon. Il est clair que
toutes ces applications sont dans Com(Sn). De plus, d’apre`s le Corollaire 7
p27, elles stabilisent toute dige`bre.
Proposition 29. Com(Sn) est le plus petit sous-espace vectoriel (au sens
de l’inclusion) de L (Sn,Sn) contenant ∂,  et les idk qui soit stable par ◦.
De plus, si D est une dige`bre, alors :
Com(Sn)(D) ⊆ D
Preuve : Soit H l’espace engendre´ par ∂,  et les idk (par combinaisons
line´aires et par ◦). Il est clair que H ⊆ Com(Sn) car ce dernier contient
∂,  et les idk, et est stable par combinaisons line´aires et par ◦.
D’apre`s la Proposition 28 p34, il s’agit de montrer que les applications
Eμ sont dans H. En eﬀet les applications de H stabilisent toute dige`bre D.
D’apre`s la Proposition 7 p17, on a :
∂l(pS) =
⎧⎨
⎩
0 si |S| < l∑
A⊆S
|A|=|S|−l
l! pA si |S| ≥ l
Donc ∂l ◦ idk = l! Ek,k−l,k−l, c’est a` dire que les Ek,s,s ou` s est plus petit
que k sont dans H.
On a Ac ∩ Bc = (A ∪ B)c, donc  ◦ Ek,l,r ◦  envoie un ensemble A de
taille n − k sur les ensembles B de taille n − l tels que r = |Ac ∩ Bc| =
|(A ∪ B)c| = n − |(A ∪ B)| = n − |A| − |B| + |A ∩ B| c’est a` dire que
 ◦ Ek,l,r ◦  = En−k,n−l,n−k−l+r. Donc graˆce a` ce qui pre´ce`de, les Ek,s,k ou` s
est plus grand que k sont dans H.
Finalement, si r est plus petit que k et que l, on a :
Er,l,r ◦ Ek,r,r =
∑
s≥r
(
s
r
)
Ek,l,s
Donc quels que soient k, l, et r, Ek,l,r ∈ H et Ek,l,r stabilise toute dige`bre
D.
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On peut en fait obtenir mieux :
Proposition 30. Com(Sn) est le plus petit sous-espace vectoriel (au sens
de l’inclusion) de L (Sn,Sn) contenant ∂ et  qui soit stable par ◦.
Preuve : Il s’agit de montrer que les Ek,l,r peuvent eˆtre obtenus graˆce a` ∂ et
, au moyen de compositions et de combinaisons line´aires. On se propose de
le de´montrer par re´currence sur k, pour k variant de 0 a` n.
• Si k = 0, alors r = 0, et on a
∂n−l ◦  ◦ ∂n ◦  =
n!2
(n− l)!
E0,l,0
• Supposons le re´sultat vrai pour tout k strictement infe´rieur a` j. Alors
pour tout u strictement infe´rieur a` j, on sait engendrer les
Eu,j,u ◦ ∂
j−u =
j∑
r=u
(
r
u
)
Ej,j,r
En particulier, pour u = j − 1, l’application
w = Ej,j,j−1 + jEj,j,j = Ej,j,j−1 + jidj
On remarque que w2 = (n− 2)Ej,j,j−1 + j(n− j)idj + 4Ej,j,j−2.
D’autre part, on sait aussi engendrer, dans le cas u = j−2, l’application
x = Ej,j,j−2 + (j − 1)Ej,j,j−1 +
(
j
2
)
idj .
Comme la matrice
⎡
⎣ 0 4 11 n− 2 j − 1
j j(n− j) j(j−1)
2
⎤
⎦ est de de´terminant j2, on
en conclut que l’on peut retrouver l’application idj lorsque j > 0.
Il ne reste plus qu’a` remarquer pour conclure que
 ◦ ∂l−r ◦  ◦ ∂j−r ◦ idj =
min(j,l)∑
s=r
(
s
r
)
Ej,l,s
Com(Sn) e´tant stable par transposition, il est le´gitime de chercher a`
appliquer la the´orie des ∗-alge`bres aﬁn de proﬁter de sa semi-simplicite´. Ceci
est aussi l’occasion de revenir sur la de´ﬁnition des dige`bres en montrant que
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les trois ope´rateurs sont ne´cessaires : on a de´ﬁni les dige`bres a` l’aide de
trois ope´rations : ∂,  et la multiplication. On se propose ici de montrer que
chacune d’elle est ne´cessaire, c’est a` dire que les deux autres ne suﬃsent pas
a` de´ﬁnir la structure de dige`bre.
multiplication et ∂
On peut conside´rer les polynoˆmes engendre´s par pA si A est un sous-
ensemble strict de S = {1, . . . , n} : ce sont les
∑
U⊆A
|U |=k
pU , pour k variant de
0 a` |A|.
multiplication et 
Comme contre exemples, on peut citer {p∅, pS} pour S ≥ 2, ou encore
{p∅, pA, pAc , pS} pour un ensemble A de cardinal strictement compris entre 1
et |S| ≥ 3, ou meˆme ge´ne´raliser ceci avec plusieurs ensembles : si A1, . . . , Ar
sont des sous-ensembles de S, alors les pB ou` B est l’un des :⎧⎨
⎩⋂
j∈J
Aj ∩
⋂
j /∈J
Acj , J ⊂ S
⎫⎬
⎭
forment une alge`bre stable par .
 et ∂
On a vu que ∂ et  engendrent Com (Sn) en tant que sous-alge`bre de
L (Sn). Com (Sn) est stable par transposition (dans la base forme´e des pS
par exemple), c’est donc une *-alge`bre, et on a les deux proprie´te´s suivantes :
• Tout sous-espace stable par ∂ et  admet un supple´mentaire stable :
son orthogonal. Autrement dit Com (Sn) est semi-simple.
• Com (Sn) est e´gal a` son bicommutant, autrement dit toute application
line´aire qui commute avec ∂ et  appartient a` la sous-alge`bre de L (Sn)
engendre´e par les permutations de Sn. On peut peut-eˆtre avoir ceci en
conside´rant que l’alge`bre de groupe est semi-simple.
Il est donc envisageable de de´composer Sn en sous-espaces vectoriels sta-
bles par ∂ et . Cette de´composition n’est en rien unique, on exhibe ici une
de´composition qui n’est pas totale.
Pour tout entier k compris entre 0 et n, on pose :
Vk =
⋂
i,j
kerEi,k,j
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Proposition 31. On a alors :
• si k ≥ n
2
, alors Vk = Vn−k
• si k ≤ l ≤ n
2
, alors Vl  Vk
Preuve :
• On a  ◦ Ei,k,j = Ei,n−k,i−j, de plus  est inversible, donc Ei,k,j(p) = 0
si et seulement si Ei,n−k,i−j(p) = 0.
• El,k,k ◦ Ei,l,v =
∑v
u=max(0,i+l−n)
(
i−u
v−u
)(
n−i−k+u
l−k−v+u
)
Ei,k,u, donc on obtient
facilement les Ei,k,j en fonction des El,k,k ◦ Ei,l,v par un syste`me trian-
gulaire, pourvu que l < n− i. Si l < i, alors les En−i,k,j s’expriment en
fonction des El,k,k ◦ En−i,l,v, donc on peut conclure en conside´rant que
Ei,k,j = En−i,k,j ◦ . Finalement, si l > n− i et l > i, alors l > n/2.
On remarque aussi que l’orthogonal V⊥0 de V0 est S
Sn
n , l’alge`bre des
invariants du groupe syme´trique. En eﬀet pour tout polynoˆme p de Sn,
et tout entier k compris entre 0 et n, on a Ek,0,0(p) = 〈pk, p〉 p∅, avec
pk =
∑
U t.q. |U |=k pU .
On peut donc e´tablir une de´composition stable de Sn :
Sn = S
Sn
n ⊕
n
2
−1⊕
k=0
Wk, avec Wk = Vk+1 \ Vk
Il est clair que SSnn est irre´ductible pour Com (Sn), en eﬀet quel que soit
p vecteur non nul de SSnn , Com (Sn) · p = S
Sn
n .
Il n’en est pas de meˆme pour les Vk, par exemple si l’on conside`re la
dige`bre D3 d’ordre 3 qui est l’alge`bre des invariants pour une transposition,
on obtient :
D3 = S
S3
3 ⊕ < p{1} + p{2} − 2p{3}, p{1,2} + p{2,3} − 2p{1,2} >
Ainsi, D3 se de´compose en deux sous espaces simple pour Com (Sn), dont le
deuxie`me est inclus strictement dans W1.
On voit donc que les Wk sont des espaces stables par  et ∂, mais pas
par multiplication. Finalement, il est clair que la de´composition partielle ci-
38
dessus vaut pour toutes les dige`bres D, c’est a` dire que :
D = SSnn ⊕
n
2
−1⊕
k=0
(Wk ∩ D)
Remarque 10. Cette de´composition des dige`bres en somme directe de noy-
aux est tre`s librement inspire´e des travaux autour du the´ore`me de Livingstone
et Wagner ([10]), entre autres le travail de Maurice Pouzet [17] (voir aussi
[21]).
1.3.3 Commutants d’ordres supe´rieurs
Il s’agit dans cette section de prendre en compte la multiplication, qui
est un ope´rateur binaire sur Sn, comme on l’a fait pour ∂ et  dans la sec-
tion pre´ce´dente. On remarque la` encore, que la multiplication a de bonnes
proprie´te´s par rapport aux e´le´ments de Sn, et le principal re´sultat de cette
section est la Proposition 33 p40, qui donne un nouveau re´sultat de ge´ne´ration
par ∂, , et la multiplication. Il s’agit ici d’une attaque de la conjecture 3
p30 a` travers une version qui met en jeu les applications qui commutent avec
les e´le´ments de Sn, cette de´marche sera de´taille´e dans la prochaine section.
E´tant donne´ un entier strictement positif k, on conside`re
S⊗kn = Sn ⊗ . . .⊗ Sn︸ ︷︷ ︸
k
le produit tensoriel de k copies de Sn.
C’est un R-espace vectoriel de dimension 2kn dont une base est forme´e
par les
pS = pS1 ⊗ . . .⊗ pSk , ou` S ∈ P({1, . . . , n})
k
E´tant donne´ deux entiers positifs k et l, on peut de´ﬁnir l’ensemble L
(
S⊗kn ,S
⊗l
n
)
des applications line´aires de S⊗kn dans S
⊗l
n , qui est un espace vectoriel, et a`
l’inte´rieur de ce dernier Comlk(Sn) le sous-espace vectoriel des applications
line´aires h de S⊗kn dans S
⊗l
n telles que
∀σ ∈ Sn, (σ ⊗ σ ⊗ . . .⊗ σ︸ ︷︷ ︸
l
) ◦ h = h ◦ (σ ⊗ σ ⊗ . . .⊗ σ︸ ︷︷ ︸
k
)
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De´ﬁnition 14. On pose E(A1...,Ak)→(B1,...,Bl) l’application line´aire de S
⊗k
n dans
S⊗ln qui envoie pA1 ⊗ . . .⊗ pAk sur pB1 ⊗ . . .⊗ pBl et pS1 ⊗ . . .⊗ pSk sur 0 si
S 
= A.
La famille ainsi de´ﬁnie forme une base de l’espace vectoriel L
(
S⊗kn ,S
⊗l
n
)
des applications line´aires de S⊗kn dans S
⊗l
n .
Proposition 32. Les
Eμ =
∑
(A1,...,Ak,B1,...,Bl)μ
E(A1...,Ak)→(B1,...,Bl)
ou` μ parcourt l’ensemble des structures d’incidence d’ordre k + l, forment
une base de Comlk(Sn).
Preuve : de la meˆme fac¸on que pour la Proposition 28 p34, e´tant donne´ un
k-uplet A et un l-uplet B de sous ensembles de {1, . . . , n}, on remarque que
σ ◦EA→B ◦ σ
−1 = Eσ(A)→σ(B). Donc si
∑
(A,B) λ(A,B)EA→B est un e´le´ment de
Com(Sn), alors on a λ(σ(A),σ(B)) = λ(A,B) pour tout couple (A,B). D’apre`s la
Proposition 26 p32, l’ensemble des couples (C,D) tels qu’il existe un e´le´ment
σ de Sn tel que σ(A) = C et σ(B) = D est exactement la structure d’inci-
dence de (A,B), ce qui montre la Proposition.
La section pre´ce´dente de´crit donc Com11(Sn) = Com(Sn) et montre que
ce dernier est engendre´ par ∂, , et les idk.
Com12(Sn) et Com
2
1(Sn)
De´ﬁnition 15. On note m la multiplication de Sn. Il est clair que c’est un
e´le´ment de Com12(Sn).
De plus, quelque soit h une application de Com12(Sn) et j, k, l trois ap-
plications de Com(Sn) il est clair que j ◦ h ◦ (k⊗ l) est aussi une application
de Com12(Sn).
Proposition 33. Com12(Sn) est le sous-espace vectoriel de L
(
S⊗kn ,S
⊗l
n
)
en-
gendre´ par les
j ◦m ◦ (k ⊗ l), avec j, k, l ∈ Com(Sn)
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Preuve : On peut conside´rer que j, k, et l sont des applications du type
ek,l,r :
⎧⎪⎪⎨
⎪⎪⎩
εS →
∑
T t.q.
|T |=l
|T∩S|=r
εT si |S| = k
εS → 0 sinon.
on a alors :
ek,a3,r3 ◦m ◦ (ea1,k,r1 ⊗ ea2,k,r2) (εA1 ⊗ εA2) =
∑
A3
Za1,a2,a3k,r1,r2,r3 (A1, A2, A3) εA3
ou`
Za1,a2,a3k,r1,r2,r3 (A1, A2, A3) =
{
0 si |Ai| 
= ai pour l’un des i = 1, 2, 3
| {U ∈ {1, . . . , n} t.q. |U | = k, |U ∩Ai| = ri, i = 1, 2, 3} | sinon
Il s’agit donc de montrer que la fonction indicatrice d’une structure d’in-
cidence quelconque s’exprime comme une combinaison line´aire des Z.
Soit U tel que :
|U | = k
|U ∩A1| = r1
|U ∩A2| = r2
|U ∩A3| = r3
On a alors :
r1 + r2 − k ≤ |U ∩A1 ∩ A2|
r1 + r3 − k ≤ |U ∩A1 ∩ A3|
r2 + r3 − k ≤ |U ∩A2 ∩ A3|
r1 + r2 + r3 − k ≤ |U ∩A1 ∩ A2 ∩ A
c
3|+ |U ∩A1 ∩A
c
2 ∩ A3|
+|U ∩Ac1 ∩A2 ∩ A3|+ 2|U ∩ A1 ∩A2 ∩A3|
On a donc Za1,a2,a3k,r1,r2,r3 (A1, A2, A3) 
= 0 seulement si :
r1 + r2 − k ≤ |A1 ∩A2|
r1 + r3 − k ≤ |A1 ∩A3|
r2 + r3 − k ≤ |A2 ∩A3|
r1 + r2 + r3 − k ≤ |A1 ∩A2 ∩A
c
3|+ |A1 ∩ A
c
2 ∩ A3|
+|Ac1 ∩A2 ∩A3|+ 2|A1 ∩A2 ∩ A3|
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De plus, le cas d’e´galite´ est valide, c’est a` dire que si (A1, A2, A3) sont
trois ensembles de cardinaux respectifs a1, a2, et a3 tels que :
r1 + r2 − k = |A1 ∩ A2|
r1 + r3 − k = |A1 ∩ A3|
r2 + r3 − k = |A2 ∩ A3|
r1 + r2 + r3 − k = |A1 ∩ A2 ∩ A
c
3|+ |A1 ∩A
c
2 ∩A3|
+|Ac1 ∩A2 ∩ A3|+ 2|A1 ∩ A2 ∩A3|
alors on a Za1,a2,a3k,r1,r2,r3 (A1, A2, A3) 
= 0.
En eﬀet si on pose V = (A1 ∩A2) ∪ (A2 ∩ A3) ∪ (A1 ∩A3), alors :
|V | = 2(r1 + r2 + r3 − k)− (r1 + r2 − k)− (r1 + r3 − k)− (r2 + r3 − k) = k
|V ∩A1| = (r1 + r2 + r3 − k)− (r2 + r3 − k) = r1
|V ∩A2| = (r1 + r2 + r3 − k)− (r1 + r3 − k) = r2
|V ∩A3| = (r1 + r2 + r3 − k)− (r1 + r2 − k) = r3
Donc en ordonnant les structures d’incidence d’ordre 3 telles que |A1| =
a1, |A2| = a2, |A3| = a3, et les fonctions Z
a1,a2,a3
k,r1,r2,r3
dans un ordre conven-
able, on obtient un syste`me triangulaire bien de´ﬁni qui donne les indicatrices
recherche´es.
Corollaire 8. Pour toute dige`bre D :
Com12(Sn) (D ⊗D) = D
Preuve : D’apre`s ce qui pre´ce`de, Com12(Sn) (D ⊗D) ⊆ D. Pour l’inclusion
dans l’autre sens, il suﬃt de remarquer que pour tout bloc B de D, on a
m(εB ⊗ εB) = εB.
Le cas de Com21(Sn) est entie`rement syme´trique, et on montrera ainsi
facilement que ce dernier est l’espace vectoriel engendre´ par les
(k ⊗ l) ◦Δ ◦ j, avec j, k, l ∈ Com(Sn)
ou` Δ est l’application syme´trique de m, c’est a` dire l’application qui envoie
εS sur εS ⊗ εS pour toute partie S de {1, . . . , n}.
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Com22(Sn), Com
1
3(Sn), et Com
3
1(Sn)
On pourrait imaginer obtenir ces trois espaces vectoriels de fonctions de
fac¸on naturelle a` partir de la de´rivation, de la comple´mentation, et de la
multiplication graˆce au trois espaces suivants :
• Le sous-espace vectoriel H22 de Com
2
2(Sn) engendre´ par les compose´es
d’une fonction de Com12(Sn) puis d’une fonction de Com
2
1(Sn).
• Le sous-espace vectoriel H13 de Com
1
3(Sn) engendre´ par les compose´es
d’une fonction de id⊗ Com12(Sn) puis d’une fonction de Com
1
2(Sn).
• Le sous-espace vectoriel H31 de Com
3
1(Sn) engendre´ par les compose´es
d’une fonction de Com21(Sn) puis d’une fonction de id⊗ Com
2
1(Sn).
Les e´galite´s d’un de ces espaces avec son commutant associe´ sont e´quivalentes,
cela ne fait que traduire le fait que certaines fonctions engendrent Com04 (Sn ).
La Proposition suivante montre que c’est faux en ge´ne´ral :
Proposition 34. Si n ≥ 20, H22 est strictement inclus dans Com
2
2(Sn).
Preuve : L’identite´ de Sn ⊗ Sn est bien une application de Com
2
2(Sn), mais
elle n’est pas incluse dans H22. En eﬀet si l’on pose id =
∑
t htlt avec pour
tout t, ht ∈ Com
2
1(Sn) et lt ∈ Com
1
2(Sn), alors pour tout couple d’ensembles
B1 et B2 :
pB1 ⊗ pB2 =
∑
t
ht ◦ lt (pB1 ⊗ pB2)
autrement dit pour tout couple B1, B2, il existe des e´le´ments xt de Sn, et des
fonctions ht de Com
2
1(Sn), telles que
pB1 ⊗ pB2 =
∑
t
ht (xt)
Ceci est impossible, en eﬀet Sn est, on l’a vu, de dimension 2
n et Com21(Sn)
a pour dimension le nombre de structures d’incidence d’ordre 3 (d’apre`s la
Proposition 32 p40), c’est a` dire
(
n+7
7
)
d’apre`s la Proposition 27 p33. On en
de´duit que l’image de Sn par Com
2
1(Sn) est de dimension infe´rieure ou e´gale
a`
(
n+7
7
)
2n, ce qui est strictement infe´rieur a` la dimension de Sn×Sn (i.e. 4
n)
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si n est supe´rieur ou e´gal a` 20, en eﬀet dans ce cas :
ln
((
n+7
7
)
2n
)
=
7∑
i=1
ln(n + i)− n ln(2)− ln(7!)
=
7∑
i=1
ln(20 + i) +
7∑
i=1
ln
(
1 +
n− 20
20 + i
)
− n ln(2)− ln(7!)
≤
7∑
i=1
ln(20 + i) +
7∑
i=1
n− 20
20 + i
− (n− 20) ln(2)− 20 ln(2)− ln(7!)
≤ (n− 20)
(
7∑
i=1
1
20 + i
− ln(2)
)
︸ ︷︷ ︸
<0
+
7∑
i=1
ln(20 + i)− 20 ln(2)− ln(7!)︸ ︷︷ ︸
<0
1.3.4 Une conjecture e´quivalente sur les commutants
On a vu que les Comlk (Sn) sont partie prenante de la structure de dige`bre,
en eﬀet les trois ope´rations de de´rivation, comple´mentation, et multiplication
engendrent notamment Com11 et Com
1
2, mais pas les commutants d’ordre
supe´rieur. On se doute bien que cette ide´e de ge´ne´ration est au coeur de
la Conjecture 3 p30, on peut en fait la reformuler totalement en terme de
commutants :
Conjecture 4. Si D est une dige`bre, alors pour tout entier k supe´rieur ou
e´gal a` 1 :
Comk(Sn)(D
⊗k) ⊆ D
Proposition 35. Les Conjectures 3 p30 et 4 p44 sont e´quivalentes.
Remarque 11. L’e´tude de la section pre´ce´dente montre que la proprie´te´ de
la Conjecture 4 p44 est vraie si k = 1 ou k = 2.
Preuve : Il est clair que la Conjecture 3 p30 implique la Conjecture 4 p44.
Il s’agit donc de prouver que si pour tout entier k supe´rieur ou e´gal a` 1
Comk(Sn)(D
⊗k) ⊆ D
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alors D est une alge`bre d’invariants.
Soient C et D deux parties de {1, . . . , n}. On veut montrer que l’une des
deux conditions suivantes est ve´riﬁe´e :
• C et D ne sont pas dans un meˆme bloc de D
• il existe σ ∈ Sn tel que σ(C) = D et σ stabilise tous les blocs de D.
Soit Ai, i ∈ {1, . . . , 2
n} la famille des sous-ensembles de {1, . . . , n}, pour
tout i, Bi le bloc de D qui contient Ai, et r l’entier tel que Ar = C. On pose
P =
2n⊗
i=1
Ai ∈ S
⊗2n
n
On de´ﬁnit ensuite c l’application de S⊗2
n
dans Sn qui a` pA1⊗. . .⊗pA2n associe
pAr si (A1, . . . , A2n) a` la meˆme structure d’incidence que P , et 0 sinon. Il est
clair que cette application est un e´le´ment de Com12n (Sn).
Donc si la Conjecture 4 p44 est vraie, c (pB1 ⊗ . . .⊗ pB2n ) est un e´le´ment
de D. De plus :
c
(∑
Si∈Bi
pS1 ⊗ . . .⊗ pSk
)
= pC + . . .
Comme ceci est contenu dans D, le deuxie`me membre contient pD.
On en de´duit qu’il existe une famille Ci, i ∈ {1 . . . 2
n} de sous-ensembles
de {1, . . . , n} telle que
• les familles A et C ont la meˆme structure d’incidence,
• quel que soit i, les ensembles Ai et Ci sont dans un meˆme bloc de D,
• Cr = D.
Finalement, le passage de A a` C est une permutation de {1, . . . , n}, car
on a vu que les structures d’incidence sont les orbites de l’action naturelle de
Sn (Proposition 26 p32).
Au vu de la preuve, on ne se sert que du cas k = 2n, c’est a` dire du fait
que si D est une dige`bre, alors :
Com2n(Sn)(D
⊗2n) ⊆ D
Il est clair que ceci implique la meˆme proprie´te´ pour les k plus petits, en eﬀet
on peut toujours ”oublier” un argument, c’est a` dire sommer sur tous les
parame`tres le concernant. En revanche on peut se demander ce qui se passe
lorsque k est plus grand que 2n : il est clair que D est alors une dige`bre, mais
est-il possible de ”rebaˆtir” Comk(Sn) (k > 2
n) a` partir de Com2n(Sn) ?
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En fait, Comk(Sn) n’existe pas vraiment si k > 2
n, car d’une certaine
fac¸on il y a au plus 2n arguments distincts : on sait qu’une base de Comk(Sn)
est indexe´e par les structures d’incidence de taille k+1. Pour toute structure
d’incidence μ d’ordre 2n sur {1, . . . , n}, et tout repre´sentant (S1, . . . , Sk) de μ,
il existe des sous-ensembles A1, . . . , Ar de {1, . . . , k} tels que ∀i, j ∈ Ak, Si =
Sj . Il est facile de voir que les A1, . . . , Ar sont inde´pendants du repre´sentant
de μ choisi. On peut donc engendrer Comk(Sn) avec Com2n(Sn) et quelques
multiplications.
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Chapitre 2
Coeﬃcients des dige`bres,
Relations polynomiales
Dans toute cette partie, on utiliseras la notation Ω pour de´signer l’ensem-
ble {1, . . . , n}. On notera |A| le nombre d’e´le´ments de A si A est un sous-
ensemble de Ω, ou le nombre d’e´le´ments d’un de ses repre´sentants si A est
un bloc d’une dige`bre D. Le nombre de sous-ensembles de Ω formant le bloc
A sera quant a` lui note´ A.
2.1 Coeﬃcients des dige`bres
On a vu que chaque dige`bre est munie d’un syste`me de blocs, qui en
supposant que la Conjecture 3 p30 soit vraie, repre´sente les orbites de son
groupe d’automorphismes sur P (Ω). Il existe une notion d’incidence entre ces
blocs, qui transmet la notion d’inclusion dans Sn au quotient que repre´sente
une dige`bre, plus pre´cise´ment :
Proposition 36. Si B1 et B2 sont deux blocs d’une dige`bre D, et A un
e´le´ment de B1 donne´, alors le nombre d’e´le´ments de B2 qui sont inclus dans A
est inde´pendant du repre´sentant A choisi. On note
(
B1
B2
)
D
ce nombre, ou plus
simplement
(
B1
B2
)
lorsque le contexte indique clairement dans quelle dige`bre
on se trouve.
Remarque 12. Jusqu’ici, on a note´
(
n
k
)
le coeﬃcient binomial qui repre´sente
le nombre de fac¸ons de choisir k e´le´ments dans un ensemble a` n e´le´ments. La
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similarite´ des notations est voulue, en eﬀet les deux interpre´tations co¨ıncident
dans la dige`bre des invariants du groupe syme´trique SSnn dont les blocs (c’est
a` dire les orbites) sont constitue´s par les ensembles de meˆme cardinalite´, et
ou` par conse´quent un nombre suﬃt pour de´crire un bloc.
Preuve : Soient B1 et B2 deux blocs d’une dige`bre D, de cardinalite´s respec-
tives k1 et k2 avec k2 ≤ k1. Conside´rons l’application E, de Sn dans lui-meˆme,
qui envoie pour tout sous-ensemble S de Ω, pS sur
∑
A t.q. S⊆A pA. Cette ap-
plication est un e´le´ment de Com (Sn), donc on a E(pB2) ∈ D, et donc quel
que soit l’e´le´ment A du bloc B1, le nombre d’e´le´ments de B2 qui sont inclus
dans A est inde´pendant du repre´sentant A choisi.
Proposition 37. Soit (B1, . . . , Bk) une liste des blocs d’une dige`bre D, et
M la matrice k× k dont le coeﬃcient (i, j) est
(
Bi
Bj
)
. Alors M est la matrice
de  ◦ l ◦  (voir la de´ﬁnition 6 p20 pour l) dans la base (pB1 , . . . , pBk).
Preuve : On a vu a` la Proposition 8 p20 que pour tout S contenu dans Ω,
on a :
l(pS) =
∑
A⊆S
pA
donc :
 ◦ l ◦ (pS) =
∑
A t.q. S⊆A
pA
On en de´duit donc que si Bj est un bloc de D,
 ◦ l ◦ 
(
pBj
)
=
∑
S∈Bj
∑
A t.q. S⊆A
pA =
k∑
i=1
(
Bi
Bj
)
pBi
Pour toute dige`bre D sur n e´le´ments, on peut ordonner ses s blocs par car-
dinalite´ croissante, de fac¸on a` ce que le bloc en position i soit le comple´mentaire
du bloc en position s-i. Dans la base de D ainsi forme´e, la matrice de  s’ex-
prime tre`s simplement comme une antidiagonale de 1, et la matrice de ◦ l◦
examine´e ci-dessus est triangulaire infe´rieure, avec des 1 sur la diagonale. Ce
genre de base n’est e´videmment pas unique en ge´ne´ral, mais reste fort sympa-
thique. En eﬀet si on suppose donne´ la matrice de ◦ l◦ dans une telle base,
alors on dispose e´videment de la matrice de , et par conse´quent de toutes les
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matrices des applications de Com (Sn) que l’on peut obtenir par composition
comme on a vu a` la Proposition 29 p35. De plus, la multiplication des blocs
est facilement accessible, en eﬀet :
Proposition 38. Si (B1, . . . , Bs) sont les blocs d’une dige`bre D, alors pour
tout i, j, on a :
pBi · pBj =
s∑
k=1
(
Bk
Bi, Bj
)
pBk
avec (
Bk
Bi, Bj
)
=
s∑
l=1
(−1)|Bk |−|Bl|
(
Bk
Bl
)(
Bl
Bi
)(
Bl
Bj
)
Preuve : D’apre`s la Proposition 17 p24 on a :
pBi =
∑
A
(
A
Bi
)
εA pBj =
∑
A
(
A
Bj
)
εA
Donc
pBipBj =
∑
A
(
A
Bi
)(
A
Bj
)
εA
Comme de plus
εA =
∑
B
(−1)|B|−|A|
(
B
A
)
pB
On a
pBipBj =
∑
B
(∑
A
(−1)|B|−|A|
(
B
A
)(
A
Bi
)(
A
Bj
))
pB
Remarque 13. La proposition ci-dessus de´ﬁnit implicitement
(
Bk
Bi,Bj
)
comme
le nombre de fac¸ons d’e´crire un e´le´ment du bloc Bk comme une re´union d’un
e´le´ment du bloc Bi et d’un e´le´ment du bloc Bj, et aﬃrme qu’il est inde´pendant
du repre´sentant choisi. Ceci a de´ja` e´te´ mis en e´vidence par W.L.Kocay [8]
dans le cadre de la reconstruction des graphes.
L’ensemble de la structure d’une dige`bre se trouve donc re´sume´ dans cette
matrice de coeﬃcients qui repre´sente ◦l◦ dans une bonne base. En eﬀet on
vient de voir qu’elle fournit les trois ope´rations ne´cessaires a` e´tablir la struc-
ture de dige`bre. Il est donc naturel de penser que la donne´e de cette matrice
de´crit uniquement une dige`bre, c’est a` dire qu’elle de´ﬁnit une sous-alge`bre
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de R[x1, . . . , xn]/ < x
2
1 − x1, x
2
2 − x2, . . . , x
2
n − xn >, stable par ∂ et par ,
a` isomorphisme pre`s. On peut de´ja` se demander si les autres ope´rations que
repre´sentent les applications line´aires des Comk(Sn) peuvent eˆtre reconstru-
ites a` partir des coeﬃcients comme on l’a fait pour la multiplication. Pour
cela, il faut bien suˆr supposer qu’elle stabilisent toute dige`bre, c’est a` dire
que la Conjecture 4 p44 est vraie. La proposition suivante traduit ce que l’on
sait de´ja` sur Com(Sn) et Com2(Sn) :
Proposition 39. Si D est une dige`bre et k vaut 1 ou 2, alors
Comk(Sn)(D
⊗k) ⊆ D
et on peut calculer les matrices des applications line´aires de Comk(Sn) re-
streintes a` D⊗k a` partir de la matrice des coeﬃcients mentionne´e ci-dessus.
Il est inte´ressant de constater que la seule preuve dont on dispose pour
prouver que Com2(Sn)(D
⊗2) ⊆ D fournit directement le calcul des matrices
associe´es. Par ailleurs, la ge´ne´ralisation de cette proposition a` tous les k
implique la Conjecture 4 p44, et se trouve eˆtre en meˆme temps e´quivalente
au fait que la donne´e de la matrice de coeﬃcients de´crit uniquement une
dige`bre a` isomorphisme pre`s. En eﬀet il n’est pas diﬃcile de voir que le
calcul d’une application de Com02n(Sn) bien choisie dans une base de D
2n
de´crit explicitement la fac¸on dont 2n ensembles forment D.
Une question plus faible que de savoir quelles sont toutes les dige`bres
(les alge`bres d’invariants ?) est donc de savoir quels sont les jeux de coeﬃ-
cients possibles. Il est clair que certaines relations doivent exister entre les
trois ope´rations de de´rivation, comple´mentation, et de multiplication, tout
simplement parce que ces relations existent dans Sn, et doivent donc se trans-
mettre a` ses sous-alge`bres. Ces relations auront bien e´videmment lieu dans
les Comlk (Sn) e´tudie´s plus haut, et fourniront ainsi les ge´ne´rateurs d’un ide´al
de relations polynomiales qui doivent eˆtre ve´riﬁe´es par les coeﬃcients d’une
dige`bre tels que de´crit ci-dessus.
Avant de proce´der plus avant vers ses relations, on peut remarquer que
la stabilite´ par les deux ope´rations ∂,  n’est pas ne´cessaire a` la de´ﬁnition de
coeﬃcients. D’apre`s les Proposition 5 p15 et 19 p26, on sait que la structure
d’alge`bre de Sn de´ﬁnit une structure de blocs qui correspond aux ensembles
sur lesquels une sous-alge`bre prend toujours une valeur constante. On de´taille
dans la section suivante les conditions a` re´unir pour de´ﬁnir une matrice de
coeﬃcients raisonnable.
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2.2 ε-alge`bres
Soit D une dige`bre d’ordre n, et A un sous-ensemble de Ω = {1, . . . , n}.
D est alors une sous-alge`bre de Sn, l’alge`bre des polynoˆmes sur les variables
x1, . . . , xn. Il est possible de de´ﬁnir des dige`bres d’ordre |A| avec comme
ensemble de base A, en prenant une variable pour chaque e´le´ment de A, ce
qui engendre une alge`bre de polynoˆmes que l’on note SA. On pose alors hA
l’application de Sn dans SA qui envoie pS sur lui-meˆme si S est contenu dans
A, et sur 0 sinon. Alors hA (D) est stable par εA et par la multiplication dans
SA, mais n’est pas toujours une dige`bre :
• hA (D) est stable par multiplication, en eﬀet hA (p · q) = hA (p) ·hA (q),
car pour tous ensembles S, T , S ∪ T est inclus dans A si, et seulement
si S et T sont inclus dans A. On a donc hA (pS · pT ) = hA (pS) ·hA (pT )
pour tout couple S, T , et on peut conclure par line´arite´.
• On a vu qu’une base de D en tant qu’espace vectoriel est donne´e par
les pBi ou` les Bi sont les blocs de D. Pour montrer que hA (D) est
stable par ε, il suﬃt donc de montrer que pour tout bloc Bi de D,
εA ◦ hA
(∑
B∈Bi
pB
)
appartient a` hA (D).
On a :
εA ◦ hA
(∑
B∈Bi
pB
)
= εA
⎛
⎜⎝∑
B∈Bi
B⊆A
pB
⎞
⎟⎠
=
∑
B∈Bi
B⊆A
∑
U
B⊆U⊆A
(−1)|U |−|B|pU
=
∑
U⊆A
(−1)|U |−|B|pU |{B ∈ Bi t.q. B ⊆ U}|
Comme D est une dige`bre, tous les e´le´ments d’un bloc Bj contiennent
le meˆme nombre d’e´le´ments de Bi, donc
εA ◦ hA
(∑
B∈Bi
pB
)
=
∑
j
(−1)|Bj |−|Bi|
(
Bj
Bi
) ∑
U⊆A
U∈Bj
pu
=
∑
j
(−1)|Bj |−|Bi|
(
Bj
Bi
)
hA
(
pBj
)
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• Dire que hA (D) est une dige`bre e´quivaut a` dire que c’est un espace
stable par comple´mentation. A supposer que la conjecture soit vraie,
ceci e´quivaut au fait que pour tout couple U1, U2 de sous-ensembles
de A inclus dans un meˆme bloc de D, il existe une permutation des
e´le´ments de A qui stabilise tous les polynoˆmes de hA (D), et qui envoie
U1 sur U2. Ceci peut arriver, par exemple lorsque D est l’alge`bre des
invariants de Sn.
Mais ce n’est pas toujours le cas, ceci suppose en eﬀet que les comple´mentaires
de U1 et U2 dans A soient isomorphes dans hA (D). Il est clair que ces
derniers peuvent ne pas eˆtre isomorphes dans D.
Par exemple, si D est l’alge`bre des invariants du groupe de permu-
tations {id, (1, 2)(3, 4)} sur quatre e´le´ments, et A est le sous-ensemble
{1, 2, 3}, alors on a hA (D) =
{
p∅, p{1} + p{2}, p{3}, p{1,2}, p{1,3}, p{2,3}, p{1,2,3}
}
.
En revanche, en supposant que D est une alge`bre d’invariants, et que A
est stable par le groupe, hA (D) est une dige`bre. Dans tous les cas, on peut
toujours de´ﬁnir une matrice de coeﬃcients pour hA (D) : ce n’est autre que
la sous-matrice de celle de D dont les lignes et les colones correspondent aux
blocs de D qui contiennent au moins un e´le´ment inclus dans A.
De´ﬁnition 16. On appelle ε-alge`bre une sous-alge`bre non vide, non re´duite
a` {0} de Sn qui est stable par ε.
On vient de voir que les ε-alge`bres ne sont pas force´ment des dige`bres,
en eﬀet pour qu’une ε-alge`bre soit une dige`bre, il faut et il suﬃt qu’elle soit
stable par comple´mentation. On peut e´galement conside´rer comme contre
exemple l’alge`bre forme´e par les multiples de pA pour un certain ensemble
A.
De la meˆme fac¸on que pour les dige`bres, on peut de´ﬁnir une structure de
blocs, ainsi que les coeﬃcients associe´s. Il faut toutefois noter que si les blocs
d’une ε-alge`bre sont toujours disjoints, il ne partitionnent plus force´ment
P (Ω).
Proposition 40. E´tant donne´ deux blocs B1 et B2 d’une ε-alge`bre E , et A
un e´le´ment de B1 donne´, alors le nombre d’e´le´ments de B2 qui sont inclus
dans A est inde´pendant du repre´sentant A choisi. On note toujours
(
B1
B2
)
E
ce
nombre, ou plus simplement
(
B1
B2
)
lorsque le contexte indique clairement dans
quelle ε-alge`bre on se trouve.
Preuve : Il suﬃt de remarquer que l’application E utilise´e dans la preuve de
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la Proposition 36 p47 n’est autre que l’inverse de ε, en eﬀet :
E ◦ ε(pS) =
∑
A t.q. S⊆A
(−1)|A|−|S|E(pA)
=
∑
A t.q. S⊆A
(−1)|A|−|S|
∑
B t.q. A⊆B
pB
=
∑
B
(−1)|S|pB
∑
A t.q. S⊆A⊆B
(−1)|A|
= pS
Proposition 41. Re´ciproquement, si p est une partition de P ({1, . . . , n})
telle que tous les e´le´ments A d’un bloc B1 contiennent le meˆme nombre
d’e´le´ments d’un bloc B2, alors les
{∑
A∈pi
pA, pi ∈ p
}
forment une ε-alge`bre.
Preuve : Il est clair que les
{∑
A∈pi
εA, pi ∈ p
}
forment une alge`bre. Il suﬃt
de montrer que c’est un espace stable par ε−1 : soit pi ∈ p, alors∑
A∈pi
pA =
∑
A∈pi
∑
B t.q. A⊆B
εB
=
∑
B
(
B
pi
)
εB
On peut montrer que si m est une ε-alge`bre, alors hA(m) aussi. Ceci ouvre
la voie a` l’e´nume´ration des ε-alge`bres a` permutation pre`s, ainsi que de leurs
matrices de coeﬃcients. Malheureusement, le proble`me reste doublement ex-
ponentiel.
Avant de passer a` l’e´tude syste´matique des relations que l’on peut obtenir,
on peut de´ja` s’inte´resser aux relations, plus ou moins e´videntes, qui peuvent
eˆtre e´tablies entre les coeﬃcients, inte´grant de fait toute l’e´tude pre´ce´dente
dans une se´rie de re´sultats relatifs aux proble`mes de reconstruction.
2.3 Relations connues
Certaines relations sont imme´diates, par exemple :
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• Si H1, . . . , Hp sont tous les blocs de cardinalite´ k, alors
p∑
i=1
(
G
Hi
)
=
(
|G|
k
)
• Si |G| ≥ |H| on a
(
B1
B2
)
= 1 si B1 = B2, et 0 sinon.
En regardant ce qui se passe avec le comple´mentaire, on peut aussi trouver
certaines relations, par exemple, il est clair que
(
Ω
G
)
=
(
Ω
Gc
)
.
Proposition 42. Plus ge´ne´ralement, pour tout couple d’e´le´ments G et H,
on a (
Ω
H
)(
Hc
Gc
)
=
(
Ω
G
)(
G
H
)
Preuve : Conside´rons le graphe biparti dont les sommets sont forme´s par les
e´le´ments du bloc de G et ceux du bloc de H, un e´le´ment H e´tant relie´ a` un
e´le´ment de G si le premier est inclus dans le second.
Alors les e´le´ments du bloc de G ont tous le meˆme nombre de voisins
(
G
H
)
.
Deux ensembles sont dans le meˆme bloc si et seulement si leurs comple´mentaires
le sont, et on a de plus H ⊆ G si et seulement si Gc ⊆ Hc, donc les e´le´ments
du bloc de H ont tous le meˆme nombre de voisins
(
Hc
Gc
)
. Le nombre d’areˆtes
de ce graphe est donc : (
Ω
H
)(
Hc
Gc
)
=
(
Ω
G
)(
G
H
)
Diverses relations supple´mentaires entre les coeﬃcients sont de´ja` connues,
elles proviennent de l’e´tude du proble`me de reconstruction, mais s’appliquent
au cas ge´ne´ral. Un des premiers re´sultats des travaux sur la reconstruction
est le suivant :
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Proposition 43 (Lemme de Kelly). Si H1, . . . , Hp sont les blocs de cardi-
nalite´ |G| − 1, on a (
G
H
)
=
1
|G| − |H|
p∑
i=1
(
G
Hi
)(
Hi
H
)
pour tout bloc H tel que |H| < |G|.
On peut ge´ne´raliser facilement :
Proposition 44. Si H1, . . . , Hp sont les blocs de cardinalite´ k, on a(
|G| − |H|
k − |H|
)(
G
H
)
=
p∑
i=1
(
G
Hi
)(
Hi
H
)
pour tout H tel que |H| ≤ k.
Pour de´montrer cette proposition, il suﬃt de conside´rer qu’un e´le´ment du
bloc de H inclus dans G est inclus dans exactement
(
|G|−|H|
k−|H|
)
sous-ensembles
a` k e´le´ments de G.
Une jolie proprie´te´ de la matrice des coeﬃcients d’une dige`bre a e´te´ mise
en e´vidence par V.B.Mnukhin [12] :
Proposition 45. Si M est une matrice de coeﬃcients d’une dige`bre D, on
a, pour tout k dans Z et tout couple (G,H) de blocs de D :
MkG,H = k
|G|−|H|
(
G
H
)
avec la convention 00 = 1
Preuve : Soit Mk la matrice dont le coeﬃcient G,H est k
|G|−|H|
(
G
H
)
. Alors on
a avec la convention conside´re´e, M0 = Id l’identite´ de l’alge`bre des matrices,
et pour tout k diﬀe´rent de 0, MkA = Mk+1. En eﬀet le coeﬃcient G,H du
produit MkA est
(MkA)G,H =
∑
U
k|G|−|U |
(
G
U
)(
U
H
)
55
ou` la somme porte sur tous les blocs U de D, ce qui en ﬁxant un repre´sentant
g du bloc G donne
(MkA)G,H =
∑
U⊆g
k|g|−|U |
(
U
H
)
ou` la somme porte sur tous les sous-ensembles U de g.
(MkA)G,H =
∑
U⊆g
k|g|−|U |
∑
V⊆U
 {V H}
=
∑
V⊆g
k|g| {VH}
∑
V⊆U⊆g
k−|U |
=
∑
V⊆g
k|g| {VH}
|g|−|V |∑
r=0
(
|g| − |V |
r
)
k−r−|V |
=
∑
V⊆g
k|g|−|V | {VH}
(
1 +
1
k
)|g|−|V |
(2.1)
=
∑
V⊆g
 {V H} (k + 1)
|g|−|V | (2.2)
= (k + 1)|G|−|H|
(
G
H
)
(2.3)
En conside´rant qu’avec la convention 00 = 1 , les e´quations 2.1 p56, 2.2 p56,
et 2.3 p56 restent valables.
Comme on a M1 = A et MkA = Mk+1 pour tout k, c’est facilement vrai
pour k = 0, et la proposition re´sulte d’une induction dans les deux sens.
Proposition 46. Les relations (entre les coeﬃcients d’une dige`bre) fournies
par les Propositions 43 p55, 44 p55, et 45 p55 sont e´quivalentes.
Preuve :
• Il est clair que la Proposition 44 p55 implique la Proposition 43 p55,
il suﬃt de prendre k = |G| − 1. Pour la re´ciproque, on proce`de par
re´currence sur r = |G| − k. Lorsque r = 1, on retrouve le cas de la
Proposition 43 p55, donc la re´currence est initialise´e. Supposons les
relations ve´riﬁe´es jusqu’a` r, alors :(
G
H
)(
|G| − |H|
|G| − |H| − r
)
=
p∑
i=1
(
G
Hi
)(
Hi
H
)
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ou` les Hi sont les blocs de cardinalite´ |G| − r. D’apre`s la Proposition
43 p55, on a alors(
Hi
H
)
=
1
|Hi| − |H|
q∑
j=1
(
Hi
Fj
)(
Fj
H
)
si les Fj sont les blocs de cardinalite´ |G|−r−1. En regroupant les deux
e´quations, on obtient :(
G
H
)(
|G| − |H|
|G| − |H| − r
)
=
p∑
i=1
1
|Hi| − |H|
q∑
j=1
(
Hi
Fj
)(
Fj
H
)(
G
Hi
)
(
G
H
)(
|G| − |H|
|G| − |H| − r
)
(|G| − r − |H|) =
q∑
j=1
(
Fj
H
) p∑
i=1
(
G
Hi
)(
Hi
Fj
)
C’est a` dire, par application de l’hypothe`se de re´currence au rang r
pour les
(
G
Fj
)
:
(
G
H
)(
|G| − |H|
|G| − |H| − r
)
(|G| − r − |H|) =
q∑
j=1
(
Fj
H
)
(r + 1)
(
G
Fj
)
Soit au ﬁnal :(
G
H
)(
|G| − |H|
|G| − |H| − r − 1
)
=
q∑
j=1
(
G
Fj
)(
Fj
H
)
Ce qui ache`ve la preuve de l’e´quivalence de la Proposition 44 p55 et de
la Proposition 43 p55.
• Supposons ve´riﬁe´es les relations de la Proposition 44 p55. Alors avec
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Mk la matrice dont le coeﬃcient G,H est k
|G|−|H|
(
G
H
)
, on a
(Mk ·M)G,H =
∑
U
k|G|−|U |
(
G
U
)(
U
H
)
=
|G|∑
l=|H|
k|G|−l
∑
E
|E|=l
(
G
E
)(
E
H
)
=
(
G
H
) |G|∑
l=|H|
k|G|−l
(
|G| − |H|
l − |H|
)
=
(
G
H
) |G|−|H|∑
i=0
k(|G|−|H|)−i
(
|G| − |H|
i
)
= (k + 1)|G|−|H|
(
G
H
)
• Dans l’autre sens, on se propose de montrer que pour tout k, si H1, . . . , Hp
sont les blocs de cardinalite´ k, on a(
|G| − |H|
k − |H|
)(
G
H
)
=
p∑
i=1
(
G
Hi
)(
Hi
H
)
pour tout H tel que |H| ≤ k.
Si les relations de la Proposition 45 p55 sont ve´riﬁe´es, alors quel que
soit l, on a
(l + 1)|G|−|H|
(
G
H
)
=
∑
U
l|G|−|U |
(
G
U
)(
U
H
)
C’est a` dire :
|G|−|H|∑
i=0
(
|G| − |H|
i
)
l|G|−|H|−i
(
G
H
)
=
|G|−|H|−i∑
i=0
l|G|−|H|−i
∑
E
|E|=i+|H|
(
G
E
)(
E
H
)
Comme ceci est valable pour tout l, l’identiﬁcation des deux polynoˆmes
fournit le re´sultat souhaite´.
Finalement, on peut examiner un re´sultat tre`s connu sur les proble`mes
de reconstruction : la preuve par Lova´sz [11] que les graphes sur n som-
mets posse´dant strictement plus de n(n−1)
4
areˆtes sont areˆtes-reconstructibles
58
(voir aussi [18], [17]). Il est de prouver ce re´sultat en utilisant seulement les
relations ci-dessus, et une nouvelle relation facile :
Proposition 47. Si A et B sont deux blocs d’une dige`bre D, alors le nombre
de fac¸ons d’e´crire l’ensemble total Ω comme union d’un e´le´ment de A et d’un
e´le´ment de B est : (
Ω
A,B
)
=
(
Ω
A
)(
A
Bc
)
On peut alors reformuler le re´sultat de Lova´sz, qui est valable dans toutes
les dige`bres :
Proposition 48. Si D est une dige`bre sur n e´le´ments dont les blocs sont
B1, . . . , Bs et A, B sont deux sous-ensembles de Ω de cardinalite´ k >
n
2
,
tels que pour tout bloc Bi de cardinalite´ strictement infe´rieure a` k on ait(
A
Bi
)
=
(
B
Bi
)
, alors A et B sont inclus dans un meˆme bloc.
Preuve : Elle repose sur le lemme suivant, que l’on pourrait appeler “relation
de Lova´sz”.
Lemme 1. Si D est une dige`bre sur n e´le´ments dont les blocs sont B1, . . . , Bs,
alors quels que soient U et V deux sous-ensembles de Ω :
s∑
i=1
(−1)e(Bi)
(
U
Bi
)(
V
Bi
)(
Ω
Bi
) = (UcV )(
Ω
V
)
En posant U = V = A puis U = A et V = B dans le lemme ci-dessus, on
obtient la Proposition.
Preuve du lemme : On a
s∑
i=1
(−1)e(Bi)
(
U
Bi
)(
V
Bi
)(
Ω
Bi
) = s∑
i=1
(−1)e(Bi)(
Ω
Bi
) (ΩBi)(
Ω
U
) (Bci
U c
)(Ω
Bi
)(
Ω
V
) (Bci
V c
)
=
1(
Ω
U
)(
Ω
V
) s∑
i=1
(−1)e(Bi)
(
Ω
Bi
)(
Bci
U c
)(
Bci
V c
)
=
1(
Ω
U
)(
Ω
V
) s∑
i=1
(−1)e(Kn)−e(B
c
i )
(
Ω
Bci
)(
Bci
U c
)(
Bci
V c
)
=
1(
Ω
U
)(
Ω
V
)( Ω
U c, V c
)
=
(
Uc
V
)(
Ω
V
)
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De plus, on a de´ja` vu des relations a` l’inte´rieur de Com (Sn) lorsqu’on
a e´tudie´ les dige`bres, la liste n’a pas d’importance, puisque l’on peut e´crire
toutes les matrices de ses e´le´ments.
2.4 De nouvelles relations ?
2.4.1 Relations d’ordre 0
On a vu a` la Proposition 28 p34 que les :
Eμ =
∑
(A,B)μ
EA→B
ou` μ parcours l’ensemble des structures d’incidences d’ordre 2, forment une
base de Com(Sn).
Il est facile de voir que les matrices de ces derniers s’expriment en fonction
des coeﬃcients, en eﬀet on a vu a` la Proposition 29 p35 que Com(Sn) est
engendre´ par ∂,  et les idk et la loi de composition ◦. Plus pre´cise´ment, si
|G| = l et |H| = k, alors :
∑
s
(
s
r
)
Ek,l,s[G,H] =
∑
U
|U |=r
(
G
U
)(
U c
Hc
)
On a donc
Ek,l,r[G,H] =
∑
U
(−1)|U |−r
(
|U |
r
)(
G
U
)(
U c
Hc
)
Il est clair que Ek,l,r est nulle si k + l − r > n ou si r > k ou encore si
r > l. Ces deux derniers cas sont inclus dans l’e´quation ci-dessus, on obtient
donc les relations polynomiales :
si k + l − r > n,
∑
U
(−1)|U |−r
(
|U |
r
)(
G
U
)(
U c
Hc
)
= 0
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2.4.2 Relations d’ordre 1
On peut e´tablir une loi de composition entre les Eμ facilement graˆce a`
Com12(Sn). En eﬀet si on pose :
Ek,l,r ◦ Ei,k,j =
∑
t
Yi,j,k,l,t,rEi,l,t
ou` Yi,j,k,l,t,r est le nombre de sous-ensembles C de Ω, de cardinalite´ k, qui
forment la structure d’incidence suivante :
• |A ∩ C| = j
• |B ∩ C| = r
avec un couple A,B de sous-ensembles donne´s de Ω, de cardinalite´s re-
spectives i et l tels que |A ∩ B| = t, alors ce nombre peut eˆtre calcule´ de la
fac¸on suivante : si (A,B,C) ve´riﬁe les conditions ci-dessus, alors on a :
• |A| = i
• |B| = l
• |C| = k
• |A ∩ C| = j
• |B ∩ C| = r
• |A ∩ B| = t
si on suppose de plus que |A ∩ B ∩ C| = s, alors on doit avoir :
• C ∩Ac∩Bc est un sous-ensemble de cardinalite´ k− j−r+s de Ac∩Bc
• C ∩ A ∩ Bc est un sous-ensemble de cardinalite´ j − s de A ∩Bc
• C ∩ Ac ∩B est un sous-ensemble de cardinalite´ r − s de Ac ∩ B
• C ∩ A ∩ B est un sous-ensemble de cardinalite´ s de A ∩ B
Les quatre ensembles Ac∩Bc, A∩Bc, Ac∩B, et A∩B forment une partition de
Ω de cardinalite´s respectives n−i−l+t, i−t, l−t, et t, donc re´ciproquement,
e´tant donne´ A et B de cardinalite´s respectives i et l et d’intersection de taille
t, tout ensemble C ve´riﬁant les quatre conditions ci-dessus convient. On en
de´duit donc que
Yi,j,k,l,t,r =
t∑
s=0
(
n− i− l + t
k − j − r + s
)(
i− t
j − s
)(
l − t
r − s
)(
t
s
)
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2.4.3 Relations d’ordre 2
De la meˆme fac¸on, on peut chercher les relations qui ont lieu pour les
fonctions de Com12(Sn). On a vu qu’une base de cet espace vectoriel est
forme´e par les Eμ, ou` μ est une structure d’incidence d’ordre trois. De plus,
on sait que la famille{
Ek,a3,r3 ◦m ◦ (Ea1,k,r1 × Ea2,k,r2)
}
est ge´ne´ratrice de l’espace vectoriel Com12(Sn) (voir Proposition 33 p40).
On n’a besoin, pour exprimer les Eμ, que des fonctions parame´tre´es par
a1, a2, a3, r1, r2, r3 et k, tels que :
• μ(∅) = n
• μ({1}) = a1
• μ({2}) = a2
• μ({3}) = a3
• μ({1, 2}) = r1 + r2 − k
• μ({1, 3}) = r1 + r3 − k
• μ({2, 3}) = r2 + r3 − k
• μ({1, 2, 3}) = r1 + r2 + r3 − 2k
est une structure d’incidence, c’est a` dire que d’apre`s la Proposition 25
p31 , elle ve´riﬁe :
∀J ⊆ {1, . . . , k},
∑
J⊆L⊆{1,...,k}
(−1)|L|−|J |μ (L) ≥ 0
On obtient donc :
• μ({1, 2, 3}) = r1 + r2 + r3 − 2k ≥ 0
• μ({2, 3})− μ({1, 2, 3}) = k − r1 ≥ 0
• μ({1, 3})− μ({1, 2, 3}) = k − r2 ≥ 0
• μ({1, 2})− μ({1, 2, 3}) = k − r3 ≥ 0
• μ({3})− μ({1, 3})− μ({2, 3}) + μ({1, 2, 3}) = a3 − r3 ≥ 0
• μ({2})− μ({1, 2})− μ({2, 3}) + μ({1, 2, 3}) = a2 − r2 ≥ 0
• μ({1})− μ({1, 3})− μ({1, 2}) + μ({1, 2, 3}) = a1 − r1 ≥ 0
• μ(∅)− μ({1})− μ({2})− μ({3}) + μ({1, 2}) + μ({1, 3}) + μ({2, 3})−
μ({1, 2, 3}) = n− a1 − a2 − a3 − k + r1 + r2 + r3 ≥ 0
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Remarquons que l’on sait de´ja` que pour tout i = 1, 2, 3, on doit e´videment
avoir, n ≥ k ≥ ri ≤ ai ≤ n, c’est a` dire que les Ek,ai,ri ne sont pas nulles. On
obtient donc deux relations supple´mentaires :
r1 + r2 + r3 ≥ 2k
n− k ≥ a1 + a2 + a3 − r1 − r2 − r3
La premie`re e´quation traduit le fait qu’on s’inte´resse uniquement aux
intersections d’au moins deux ensembles, alors que la deuxie`me concerne le
fait que les sous-ensembles qu’on laisse ne s’intersectent pas.
Comme on s’y attend, ces dernie`res relations sont plus faibles, en eﬀet on
doit avoir n − k ≥ a1 − r1 + a2 − r2 + a3 − r3 ≥ 0, et pour tout i = 1, 2, 3,
n− ai ≥ k − ri +
∑
j 
=i (aj − rj) ≥ 0.
Donc les fonctions en n, a1, a2, a3, r1, r2, r3, k qui violent au moins l’une
des ine´galite´s de la liste tout en ve´riﬁant celles ci-dessus sont inutiles : elles
s’expriment comme combinaisons line´aires des autres. Remarquons que cela
implique d’avoir des relations entre les fonctions Z de la preuve de la Propo-
sition 33 p40, ce sont celles qui ont lieu dans l’alge`bre syme´trique.
2.4.4 Relations d’ordre quelconque, tests
On a vu dans la premie`re partie qu’il est impossible d’utiliser la meˆme
technique pour exprimer tous les Eμ lorsque l’ordre de la structure d’incidence
μ est au moins quatre. Ne´anmoins, on peut penser qu’il existe des relations de
de´pendance line´aire entre les fonctions de Comlk (Sn) que l’on sait exprimer
graˆce aux coeﬃcients.
Se pose alors la question de savoir si ce processus peut-eˆtre stoppe´, c’est
a` dire si l’on peut espe´rer obtenir un ensemble ﬁni de relations polynomiales
entre les coeﬃcients. E´tant donne´ une matrice de coeﬃcients, ces derniers
e´tant en nombre ﬁni, il est clair que tout ide´al de relations polynomiales qui
les relient est noethe´rien donc admet un nombre ﬁni de ge´ne´rateurs. Dans
l’absolu, si l’on pouvait exprimer toutes les applications des Comk(Sn) en
fonction des coeﬃcients, on aurait probablement une preuve de la Conjecture
4 p44, mais on serait aussi assure´ d’obtenir un syste`me complet de relations.
Ceci n’est malheureusement pas possible, en eﬀet il existe des dige`bres ayant
la meˆme matrice de coeﬃcients, mais qui ne sont pas isomorphes par per-
mutation. Or les applications de Com2n(Sn) permettent, on l’a vu sans la
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preuve de la Proposition 35 p44, de retrouver l’incidence des e´le´ments des
blocs, et donc d’identiﬁer une dige`bre a permutation pre`s.
Le plus petit exemple, parmi les alge`bres d’invariants est d’ordre 8, il y
en a deux couples pre´sente´s en annexe.
Remarque 14. A priori, ceci ne remet pas en cause la Conjecture 4 p44,
en eﬀet ce n’est pas parce qu’on ne peut exprimer un ope´rateur en fonction
d’ope´rateurs stabilisants connus, que cet ope´rateur ne stabilise pas. A titre
d’exemple simple, on pourra conside´rer les sous espaces vectoriels de R2 sta-
bles par
[
1 1
0 1
]
: ils sont stables par
[
1 0
0 0
]
qui n’est pourtant pas dans
l’alge`bre engendre´e par
[
1 1
0 1
]
. On trouve ici un lien inte´ressant avec le
the´ore`me du bicommutant de von Neumann, qu’on a` de´ja` aperc¸u a` travers
les ∗-alge`bres p36.
Finalement, a-t-on vraiment obtenu de nouvelles relations ? Pour le savoir,
il suﬃt de chercher des exemples de matrices ve´riﬁant certaines relations mais
pas d’autres, ce qui e´taie une classiﬁcation dont une bonne partie a de´ja` e´te´
eﬀectue´e dans la Proposition 46 p56.
La matrice suivante ve´riﬁe les relations de comple´ment, et de Kelly,
Mnukhin, mais pas celle de Lova´sz :
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 0
1 2 1 0 0 0 0 0 0 0 0
1 2 0 1 0 0 0 0 0 0 0
1 3 3 0 1 0 0 0 0 0 0
1 3 3 0 0 1 0 0 0 0 0
1 3 3 0 0 0 1 0 0 0 0
1 4 6 0 0 4 0 1 0 0 0
1 4 6 0 0 4 0 0 1 0 0
1 5 10 0 0 10 0 0 5 1 0
1 6 15 0 0 20 0 0 15 6 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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contrairement a`, par exemple :⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 0
1 2 1 0 0 0 0 0 0 0 0
1 2 0 1 0 0 0 0 0 0 0
1 3 0 3 1 0 0 0 0 0 0
1 3 1 2 0 1 0 0 0 0 0
1 3 0 3 0 0 1 0 0 0 0
1 4 1 5 1 2 1 1 0 0 0
1 4 2 4 0 4 0 0 1 0 0
1 5 2 8 2 6 2 4 1 1 0
1 6 3 12 4 12 4 12 3 6 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
La matrice suivante ve´riﬁe les relations de Kelly, Mnukhin, Lova´sz (sous
une forme de´pourvue de division), pourtant elle ne ressemble pas a` une ma-
trice de coeﬃcients de dige`bre :⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 2 1 0 0 0 0 0
1 2 0 1 0 0 0 0
1 3 0 3 1 0 0 0
1 3 1 2 0 1 0 0
1 4 0 6 4 0 1 0
1 5 0 10 10 0 5 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
On peut ve´riﬁer que par exemple, les coeﬃcients de E2,5,2 sur la troisie`me
colonne sont tous nuls, ce qui contredit le fait que E5,2,2 ◦E2,5,2 contient des
termes de la forme E2,2,r qui ne sont pas tous nuls sur la troisie`me colonne.
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Chapitre 3
Dige`bres engendre´es par un
e´le´ment, application aux
proble`mes de reconstruction
On formalise un proble`me de reconstruction de la manie`re suivante :
E´tant donne´ un ensemble partiellement ordonne´ S muni de l’action d’un
groupe G respectant l’ordre, et un ensemble de fonctions f1, . . . , fp de´ﬁnies
sur les orbites de S pour G, peut-on identiﬁer une orbite O a` partir des
valeurs prises par les fonctions f1, . . . , fp sur O ?
Dans ce travail, l’ensemble S est restreint aux parties d’un ensemble Ω =
{1, . . . , n}, et par conse´quent le groupe G sera donc un sous-groupe de Sn.
L’ensemble d’arrive´e des fonctions f1, . . . , fp n’a pas d’importance, ce qui
importe ce sont les points qu’elles se´parent. Comme l’ensemble de de´ﬁnition
que l’on conside`re est ﬁni, on pourra toujours se ramener a` un ensemble
d’arrive´e de taille suﬃsante, on choisit le corps R des nombres re´els.
On a vu dans la premie`re partie que les fonctions
pA : S →
{
1 si A ⊆ S
0 sinon
forment une base de l’ensemble L des applications de P (Ω) dans R. On peut
donc ramener les fonctions f1, . . . , fp a` des e´le´ments de Sn c’est a` dire de la
dige`bre R[x1, . . . , xn]/ < x
2
1 − x1, x
2
2 − x2, . . . , x
2
n − xn >.
Le proble`me de reconstruction se rame`ne alors a` celui de savoir si l’alge`bre
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engendre´e par les e´le´ments f1, . . . , fp de Sn, c’est a` dire l’alge`bre des fonctions
qui se´parent les meˆme points que f1, . . . , fp, est une alge`bre d’invariants.
En eﬀet il est clair que tout sous-groupe G de Sn qui laisse invariant les
fonctions f1, . . . , fp laissera invariante l’alge`bre qu’ils engendrent. Il s’agit
donc de savoir si les f1, . . . , fp engendrent S
G
n .
Une re´ponse positive a` la Conjecture 3 p30 rame`nerait la question a` celle
de savoir si l’alge`bre engendre´e par les f1, . . . , fp est une dige`bre. On peut
donc conside´rer un sous-proble`me de reconstruction :
E´tant donne´ un ensemble d’e´le´ments f1, . . . , fp de Sn, a` quelle(s) condi-
tion(s) engendrent-t-ils une alge`bre qui est une dige`bre ?
3.1 Une conjecture de reconstruction ge´ne´rale
P.J.Cameron [4] a propose´ une ge´ne´ralisation de la conjecture de recon-
struction par les areˆtes a` l’ensemble des alge`bres d’invariants, que l’on e´tend
facilement aux dige`bres :
De´ﬁnition 17.
• Etant donne´ un groupe G agissant sur un ensemble Ω, on dit que deux
sous-ensembles A et B de Ω sont G-isomorphes si il existe un e´le´ment
σ de G tel que σ(A) = B.
• On dit que deux sous-ensembles U et V sont G-hypomorphes si il existe
une bijection φ de U vers V telle que pour tout e´le´ment u de U , U \{u}
et V \ {φ(u)} sont G-isomorphes.
• On dit qu’un sous ensemble S de Ω est G-reconstructible si tout sous-
ensemble G-hypomorphe a` S est G-isomorphe a` S.
Le proble`me de reconstruction ge´ne´ralise´ est donc de savoir quelles peu-
vent eˆtre les cardinaux des ensembles non reconstructibles.
Le re´sultat de Mu¨ller se ge´ne´ralise, de meˆme que celui de Lova´sz comme
on l’a de´ja` vu plus haut :
Proposition 49. Si D est une dige`bre sur n e´le´ments dont les blocs sont
B1, . . . , Bs, et si A, B sont deux sous-ensembles de Ω de meˆme cardinalite´
k, tels que pour tout bloc Bi de cardinalite´ strictement infe´rieure a` k on ait :(
A
Bi
)
=
(
B
Bi
)
, et tels que k > 1+ log2
(
Ω
A
)
, alors A et B sont contenus dans un
meˆme bloc.
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Preuve : Pour tout couple d’ensembles U et V , et tout nombre entier r, on
pose :
GrU,V =
s∑
i=1
(−1)e(Bi)−r
(
e(Bi)
r
)(U
Bi
)(
V
Bi
)(
Ω
Bi
)
On a alors
∑
r G
r
U,V = 1. De plus, sous les hypothe`ses du the´ore`me,
GrA,A −G
r
B,A = (−1)
e(H)−r
(
e(A)
r
)(
Ω
A
)
On obtient donc
2e(A)(
Ω
A
) =∑
r
|GrA,A −G
r
B,A| ≤
∑
r
GrA,A +
∑
r
GrA,B = 2
Remarque 15. On remarque la re´apparition de la quantite´
∑
Bie(Bi)=r
(UBi)(
V
Bi
)
( ΩBi)
qui apparaissait de´ja` dans le preuve de Lova´sz. A ce sujet, il est inte´ressant
de noter que les GrU,V sont exactement les Ek,k,r [U,V ] de´ﬁnis plus haut, et que
les quantite´s pre´ce´dentes leur correspondent par inversion de Mo¨bius.
Dans le cas des alge`bres d’invariants, ce re´sultat est connu sous la forme
suivante : les ensembles de cardinal k > 1 + log2 |G| sont reconstructibles,
ou |G| est l’ordre du groupe sous-jacent, qui est une conse´quence directe
de la formulation pre´ce´dente. Il est amusant de noter que pour le groupe
syme´trique de Ω, la borne obtenue est 1+log2 n!, ce qui est asymptotiquement
moins bonne que celle de Lova´sz.
Il existe des dige`bres d’ordre 2p avec des ensembles de cardinal p non
reconstructibles. Par exemple, on peut conside´rer l’alge`bre des invariants du
groupe de permutations dont les ge´ne´rateurs sont les :
{(1, 2)(2i+ 1, 2i + 2) i = 1..p− 1}
Les deux ensembles A = {1, 3, 5, . . . , 2p − 1} et B = {2, 4, 6, . . . , 2p} des
nombres impairs et pairs ne sont pas dans la meˆme orbite (donc pas dans le
meˆme bloc). En eﬀet il suﬃt de conside´rer pour chaque ensemble S de taille
p le nombre r(S) : re´sidu modulo 2 du nombre d’e´le´ments impairs supe´rieurs
ou e´gaux a` trois. On remarque que les ensembles :
• U contient 1 et r(U) = 0 ou U contient 2 et r(U) = 1
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• U contient 1 et r(U) = 1 ou U contient 2 et r(U) = 0
sont disjoints et stables par tous les ge´ne´rateurs du groupe, de plus ils
se´parent A et B.
Malgre´ cela, A et B ont les meˆmes types de sous-ensembles, en eﬀet, si
U est un sous-ensemble de A de cardinal q < p, on associe a` U un unique
sous-ensemble V de B de la manie`re suivante : pour chaque e´le´ment i de U ,
on ajoute i + 1 a` V . Il est clair que chaque sous-ensemble V ainsi obtenu
provient d’un seul et unique ante´ce´dent U . Il suﬃt donc de montrer que dans
tout les cas, U et V sont dans une meˆme orbite. On applique successivement
a` U toutes les permutations de la forme (1, 2)(u, u+1) pour chaque e´le´ment
u de U diﬀe´rent de 1 (elles commutent). On obtient ainsi un ensemble qui est
soit V , soit (1, 2)(V ). Dans ce dernier cas, comme q < p, il existe un nombre
impair j n’appartenant pas a` U (donc j + 1 n’appartient pas a` V ), donc il
suﬃt d’appliquer la permutation (1, 2)(j, j + 1) pour obtenir V .
Cet exemple est facilement adaptable en dige`bre d’ordre 2p+1 contenant
des ensembles de cardinal p non reconstructibles, en eﬀet il suﬃt de conside´rer
le meˆme groupe agissant sur l’ensemble des nombres compris entre 1 et 2p+1.
(On ne peut pas conside´rer des ensembles de cardinal p + 1, car les orbites
de cardinal p sont de´ja` se´pare´es).
On peut remarquer que l’ordre du groupe est 2
n−2
2 . En eﬀet on a de´ja` vu
qu’il e´tait commutatif, engendre´ par n−2
2
ge´ne´rateurs d’ordre 2. On a donc
1 + log2 (G) =
n
2
. Le meˆme groupe est donc aussi un cas limite du the´ore`me
de Mu¨ller.
On peut meˆme ajouter que ceci permet de ge´ne´rer tous les cas limites du
the´ore`me de Mu¨ller, il suﬃt d’ajouter un certain nombre d’e´le´ments ”ﬁctifs”,
sur lequel le groupe n’a aucun eﬀet.
On peut alors se demander quels sont les parame`tres du groupe, autre
que son ordre, qui peuvent avoir une inﬂuence. Il est tre`s facile d’e´tablir un
re´sultat complet de non 2-reconstructibilite´, en eﬀet :
Proposition 50. Les orbites de taille 2 pour G sont reconstructibles si et
seulement si n2 =
n1(n1+1)
2
, ou n1 et n2 repre´sentent respectivement les nom-
bres d’orbites de G sur les ensembles ayant 1 ou 2 e´le´ments.
Cette trivialite´ est bien un re´sultat sur le groupe au sens ou`, d’apre`s
la formule de Po´lya, si Fix(g) est le nombre d’e´le´ments de Ω ﬁxe´s par la
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permutation g :
n1 =
1
|G|
∑
g∈G
Fix(g)
n2 =
1
|G|
∑
g∈G
((
Fix(g)
2
)
+
Fix(g2)− Fix(g)
2
)
Pour ce genre de proble`me, il y a donc deux fac¸ons de proﬁter de la
structure de dige`bre :
• Vouloir montrer qu’une alge`bre engendre´e est une dige`bre, alors en
supposant que la conjecture 3 soit vraie, c’est une alge`bre d’invariants.
• Proﬁter des relations obtenues pour obtenir de meilleurs re´sultats.
3.2 Graphes non oriente´s
3.2.1 Reconstruction par les sommets
On ne conside´rera que des graphes simples, qui seront de plus vus comme
des sous-graphes de Kn, le graphe complet sur n sommets, dont on a nume´rote´
les sommets de 1 a` n. C’est a` dire qu’on conside`re un graphe comme une partie
des areˆtes de Kn. De meˆme, un sous-graphe d’un graphe G est une partie de
l’ensemble des areˆtes de G. On utilisera donc la notation ∅ pour de´signer le
graphe sans areˆte.
Si G est un graphe, on peut pour chaque sommet i de {1, . . . , n} conside´rer
le graphe obtenu en retirant de G toutes les areˆtes incidentes a` i. L’ensemble
de tous les types de graphes obtenus de cette fac¸on a` partir de G, compte´s
avec multiplicite´s est appele´ le deck de G.
Conjecture 5 (Ulam). Si G est un graphe sur au moins trois sommets, alors
le type de G est uniquement de´termine´ par son deck.
On associe a chaque areˆte {u, v} de Kn une variable x{u,v}. On peut alors
conside´rer Gn l’alge`bre re´sultant du quotient de l’alge`bre de polynoˆmes sur
(
n
2
)
inde´termine´es R[x{1,2}, . . . , x{n−1,n}] par l’ide´al engendre´ par les polynoˆmes
x2{1,2} − x{1,2}, x
2
{1,3} − x{1,3}, . . . , x
2
{n−1,n} − x{n−1,n}.
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Il est clair que Gn est un R-espace vectoriel de dimension 2
(n2) dont une
base est forme´e par les
pG =
∏
{u,v}∈E(G)
x{u,v}, ou` G est un graphe
.
Le groupe syme´trique Sn agit naturellement sur les sommets de Kn par
renume´rotation. Ceci induit une action sur les areˆtes de Kn par σ · {u, v} =
{σ(u), σ(v)}. On a donc une inclusion de Sn dans le groupe des permutations
des areˆtes, et donc une sous-dige`bre Tn associe´e dans Gn, dont les blocs sont
les types de graphe a` isomorphisme pre`s.
De´ﬁnition 18. On note En l’alge`bre engendre´e par les polynoˆmes correspon-
dant aux types de graphes ayant au moins un sommet isole´.
Proposition 51. Les blocs de En sont forme´s par les graphes ayant le meˆme
deck.
Corollaire 9. La Conjecture 1 p7 est e´quivalente a` Tn = En.
En eﬀet si Tn = En, alors tout polynoˆme p[G] correspondant a` un type
de graphe [G] s’exprime alge´briquement en fonction des polynoˆmes corre-
spondant aux types de graphes ayant au moins un sommet isole´. Donc si un
graphe a un deck de type [G], il contient le meˆme nombre de sous-graphes
isomorphes a` [G] qu’un e´le´ment de [G], comme il a en particulier le meˆme
nombre d’areˆtes, c’est donc un e´le´ment de [G].
Re´ciproquement, si la Conjecture 1 p7 est vraie, alors la valeur p[G](A)
est uniquement de´termine´e par les valeurs p[T ](A), ou` T est un type de
graphe ayant au moins un sommet isole´. On en de´duit que p[G] s’exprime
alge´briquement en fonction des p[T ], ou` T est un type de graphe ayant au
moins un sommet isole´.
Corollaire 10. Le type [G] est reconstructible si, et seulement si ε(p[G])
appartient a` En.
De´ﬁnition 19. On note
g =
n∑
i=1
n∏
j=1
j 
=i
x{i,j}
Proposition 52. Si σ est une permutation des areˆtes de Kn, alors σ est
induite par une permutation des sommets si et seulement si σ · g = g
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Preuve : Il est clair que si σ est induite par une permutation des sommets,
alors σ · g = g. Re´ciproquement, si σ · g = g alors σ permute les
ei =
n∏
j=1
j 
=i
x{i,j}
On note τ la permutation de {1, . . . , n} telle que σ · ei = eτ ·i. Alors σ est
induite par τ .
Si la Conjecture 3 p30 est vraie, alors il suﬃrait de montrer que En est une
dige`bre pour prouver la conjecture d’Ulam (1 p7) : en eﬀet il est clair que En
est incluse dans Tn. On aurait alors que En est une alge`bre d’invariants. Son
groupe d’automorphismes associe´ contient e´videmment Sn, de plus comme
g est dans En, on aurait e´galite´.
On peut de´ja` dire que En est une alge`bre, de plus le fait qu’un graphe et
son comple´mentaire aient le meˆme deck fournit la stabilite´ par ε ◦  ◦ ε−1.
On n’aurait en fait pas besoin de la Conjecture 3 p30, il suﬃrait de la
de´montrer dans ce cas particulier, c’est a` dire :
Conjecture 6. La dige`bre engendre´e par g est Tn.
Proposition 53. La conjecture d’Ulam (1 p7) pour tout n implique la Con-
jecture 6 p72 pour tout n.
Preuve : D’apre`s la Proposition 18 p24, 1 et
∑
{u,v}∈E(G) x{u,v} sont inclus
dans la dige`bre engendre´e par g. On va montrer par re´currence sur le nombre
de sommets non-isole´s de G que pG est dans la dige`bre engendre´e par g.
Supposons que tous les pG soient engendre´s par g si G a au plus t-1
sommets non-isole´s, et soit H un graphe ayant t sommets non-isole´s. D’apre`s
la conjecture d’Ulam au rang t, dans Tt, les pG ou` G a au plus t-1 sommets
non-isole´s, engendrent pH . C’est a` dire que, dans Tt, pH s’exprime comme
un polynoˆme en fonction des pG, ou` G a au plus t-1 sommets non-isole´s. La
meˆme combinaison polynomiale c des pG ou` G a au plus t-1 sommets non-
isole´s dans Tn donne pH plus une combinaison line´aire de pU ou` U a plus de
t sommets non-isole´s. (En eﬀet le coeﬃcient sur pA du produit des pBi est
le meˆme dans toute alge`bre contenant ces derniers : il s’agit du nombre de
fac¸ons d’e´crire A comme une re´union des Bi).
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Il ne reste plus qu’a` constater qu’on peut ”ﬁltrer” les termes supple´mentaires
en :
• fabriquant le polynoˆme pt correspondant au cliques de taille t graˆce a`
des intersections,
• multipliant ε(c) par ε ◦ l(pt),
• appliquant ε−1.
3.2.2 Reconstruction par les areˆtes
Si G est un graphe, on peut pour chaque areˆte a de G conside´rer le graphe
obtenu en retirant a de G. L’ensemble de tous les types de graphes obtenus de
cette fac¸on a` partir de G, compte´s avec multiplicite´s est appele´ le deck-areˆte
de G.
Conjecture 7 (Harary). Si G est un graphe ayant au moins quatre areˆtes,
alors le type de G est uniquement de´termine´ par son deck-areˆte.
Avec les notations employe´es ci-dessus, il est e´quivalent de dire que ∂pG =
∂pH si et seulement si H et G sont de meˆme type, autrement dit dans un
meˆme bloc de Tn. Ce proble`me s’inscrivant naturellement dans le proble`me
ge´ne´ral de la De´ﬁnition 17, et ses re´sultats ayant de´ja` e´te´ traite´s, on ne le
de´taille pas plus.
3.3 Graphes oriente´s
3.3.1 Reconstruction par les sommets
Les digraphes ne sont pas reconstructibles par les sommets : Stockmeyer
[22] a exhibe´ une suite de contre-exemples qui montrent que les tournois ne
sont pas reconstructibles par les sommets.
On peut regarder ce qui se passe pour les petits cas :
1. sur trois sommets : le groupe d’automorphismes est clair : il s’agit des
permutations des areˆtes qui pre´servent les paires oppose´es. L’alge`bre
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engendre´e par les polynoˆmes correspondants aux graphes sur deux som-
mets est donc une dige`bre, mais le groupe des syme´tries est plus grand
que celui attendu.
2. sur quatre sommets : l’ensemble de polynoˆmes forme´ par les digraphes
ayant le meˆme deck n’est pas une dige`bre, en eﬀet s’il est bien stable
par comple´mentaire, il ne l’est pas par de´rivation. Les deux digraphes
suivants ont le meˆme deck :
On peut ve´riﬁer qu’ils sont les seuls a` avoir ce deck.
Ils ne contiennent pas de copie du premier graphe ci-dessous, mais ils
contiennent tous les deux une copie du deuxie`me
Ces deux graphes ont pourtant aussi le meˆme deck. Donc en de´rivant le
polynoˆme somme des deux premiers graphes, on obtient un polynoˆme
qui contient le quatrie`me graphe, mais pas le troisie`me. On n’obtient
donc pas une dige`bre.
Remarque : le groupe d’automorphismes des types de digraphes sur
quatre sommets dont un isole´ est re´duit au groupe des permutations
des quatre sommets.
3.4 Dige`bres engendre´es par un e´le´ment
Le proble`me de reconstruction des graphes par les sommets pre´sente un
cas inte´ressant de la conjecture sur les dige`bres dans le cas ou le groupe sta-
bilisateur est celui d’un seul polynoˆme. On a vu que dans ce cas, la conjecture
implique que la dige`bre est engendre´e par un e´le´ment : l’un de ses blocs. On
s’inte´resse dans cette section a` ce cas particulier de la conjecture, c’est a` dire :
Conjecture 8. Si D est une dige`bre engendre´e par un de ses blocs, alors D
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est une alge`bre d’invariants.
On a de´ja` vu que la dige`bre engendre´e par pA, ou` A est un ensemble,
est bien l’alge`bre des invariants pour le groupe de permutations qui stabilise
A. Il est clair que cette proprie´te´ est aussi ve´riﬁe´e pour deux ensembles,
c’est a` dire : si A et B sont deux ensembles de meˆme cardinalite´, alors la
dige`bre engendre´e par pA + pB est l’alge`bre des invariants pour le groupe
de permutations qui stabilise la paire A,B, c’est a` dire la dige`bre dont les
blocs sont constitue´es d’ensembles formant une structure d’incidence donne´e
avec A et B ou avec B et A. En eﬀet, ces blocs sont tout simplement les
Eμ (pA, pB) + Eμ (pB, pA) lorsque μ parcourt l’ensemble des structures d’in-
cidence d’ordre 3. En d’autres termes, la dige`bre engendre´e par pA + pB est
tout simplement Com12 (Sn) (pA + pB, pA + pB).
Que se passe-t-il si A et B n’ont pas la meˆme cardinalite´ ? Dans ce cas
on peut facilement obtenir pA et pB, et le meˆme raisonnement que ci-dessus
s’applique pour donner cette fois ci l’alge`bre des invariants pour le groupe de
permutations qui stabilise A et B, c’est a` dire la dige`bre dont les blocs sont
constitue´es d’ensemble formant une structure d’incidence donne´e avec A et
B.
Le cas de trois ensembles est inte´ressant, en eﬀet on a vu que dans ce
cas, on ne sait pas si Com13 (Sn) ”stabilise” toute dige`bre. On met en lumie`re
ici la possibilite´, jusqu’a` maintenant ignore´e, d’utiliser plusieurs fois le meˆme
e´le´ment de D : e´tant donne´ une application h de Com13 (Sn), et trois e´le´ments
p1, p2, p3 de D, on aurait voulu montrer que h(p1, p2, p3) est un e´le´ment de
D.
On peut penser a` construire, graˆce a` ∂,  (c’est a` dire Com (Sn)), et
la multiplication (donc au total, tout Com2 (Sn)), une application hˆ de
Comk (Sn), avec k plus grand que 3, telle que, par exemple
hˆ(p1, p1, p1, p2, p2, p2, p3, p3) = h(p1, p2, p3)
On se place ici dans un cadre diﬀe´rent, mais cette ide´e y transparait, et vient
apporter quelques arguments en faveur de la conjecture 3.
Soit donc trois ensembles A1, A2, et A3 qui forment un seul bloc d’une
dige`bre, c’est a` dire que pour toute partie J de {1, 2, 3}, le nombre∣∣∣∣∣∣
⋂
j∈J
Aj ∩
⋂
j /∈J
Acj
∣∣∣∣∣∣
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ne de´pend que du nombre d’e´le´ments de J .
On pose q = pA1 + pA2 + pA3. On veut montrer que la dige`bre < q >
engendre´e par q est la sous alge`bre des polynoˆmes invariants par les permuta-
tions qui stabilisent le triplet (A1, A2, A3). On peut de´crire cette sous-alge`bre
par ses blocs qui sont forme´s par les sous-ensembles U de Ω qui forment une
structure d’incidence donne´e avec un triplet d’ensembles compose´ de A1, A2
et A3.
Lemme 2. < q > contient les
1. pA1∩A2 + pA1∩A3 + pA2∩A3
2. pA1∩Ac2 + pA1∩Ac3 + pA2∩Ac1 + pA2∩Ac3 + pA3∩Ac1 + pA3∩A2c
3. pAc1∩Ac2 + pAc1∩Ac3 + pAc2∩Ac3
Preuve :
1. q ∩ q − q = 2 (pA1∩A2 + pA1∩A3 + pA2∩A3)
2. qc ∩ q = 3 + pA1∩Ac2 + pA1∩Ac3 + pA2∩Ac1 + pA2∩Ac3 + pA3∩Ac1 + pA3∩A2c
3. qc ∩ qc − qc = 2
(
pAc1∩Ac2 + pAc1∩Ac3 + pAc2∩Ac3
)
Lemme 3. < q > contient les
1. pA1∩A2∩A3
2. pAc1∩A2∩A3 + pA1∩Ac2∩A3 + pA1∩A2∩Ac3
3. pA1∩Ac2∩Ac3 + pAc1∩A2∩Ac3 + pAc1∩Ac2∩A3
4. pAc1∩Ac2∩Ac3
Preuve :
1. q ∩ q ∩ q = q + 6 pA1∩A2∩A3 + 6 (pA1∩A2 + pA1∩A3 + pA2∩A3)
2. qc ∩ q ∩ q = 4 q + 2
(
pAc1∩A2∩A3 + pA1∩Ac2∩A3 + pA1∩A2∩Ac3
)
+ pA1∩Ac2 +
pA1∩Ac3 + pA2∩Ac1 + pA2∩Ac3 + pA3∩Ac1 + pA3∩A2c + 3
3. qc∩qc∩q = 3+4 qc+2
(
pA1∩Ac2∩Ac3 + pAc1∩A2∩Ac3 + pAc1∩Ac2∩A3
)
+pA1∩Ac2 +
pA1∩Ac3 + pA2∩Ac1 + pA2∩Ac3 + pA3∩Ac1 + pA3∩Ac2
4. qc ∩ qc ∩ qc = 6 pAc1∩Ac2∩Ac3 + 6 (pA1∩A2 + pA1∩A3 + pA2∩A3) + q
Lemme 4. < q > contient les ra,b =
∑
U pU ou la somme porte sur les U
tels que :
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• |U ∩Aσ(1)| = 0
• |U ∩Aσ(2) ∩Aσ(3)| = a
• |U ∩Aσ(2)| = b
• |U ∩Acσ(2) ∩Aσ(3)| = 0
pour une permutation σ de {1, 2, 3}, et un entier strictement positif a.
Preuve : Un tel U est de cardinalite´ b. Soit h l’e´le´ment de Com12 (Sn) qui
envoie une paire d’ensembles distincts X, Y de meˆme cardinalite´ que les Ai
et dont l’intersection est de meˆme cardinalite´ que les Ai ∩Aj vers la somme
des εZ pour les ensembles Z de cardinal b tels que :
• |U ∩X ∩ Y | = a
• |U ∩Xc ∩ Y | = b
• |U ∩X ∩ Y c| = 0
Soit l l’e´le´ment de Com (Sn) qui envoie un ensemble X de meˆme cardi-
nalite´ que les Ai vers la somme des εZ pour les ensembles Z de cardinalite´ b
dont l’intersection avec X est vide.
Alors ε−1 (l(q) · h(q, q)) fournit le polynoˆme recherche´.
Lemme 5. < q > contient les sa,b =
∑
U pU ou la somme porte sur les U
tels que :
• |U ∩Aσ(1) ∩Aσ(2)| = 0
• |U ∩Aσ(1) ∩Aσ(3)| = 0
• |U ∩Aσ(1) ∩A
c
σ(2) ∩ A
c
σ(3)| = 0
• |U ∩Aσ(2) ∩A
c
σ(1) ∩ A
c
σ(3)| = 0
• |U ∩Acσ(1) ∩A
c
σ(1) ∩ Aσ(3)| = b
• |U ∩Aσ(1) ∩Aσ(2) ∩ A
c
σ(3)| = a
pour une permutation σ de {1, 2, 3}.
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Preuve : D’apre`s le Lemme 3 p76, < q > contient p1 = pAc1∩A2∩A3+pA1∩Ac2∩A3+
pA1∩A2∩Ac3 et p2 = pA1∩Ac2∩Ac3 + pAc1∩A2∩Ac3 + pAc1∩Ac2∩A3 .
Soit l1 l’application de Com (Sn) qui envoie un ensemble X de meˆme
cardinalite´ que Ac1 ∩ A2 ∩ A3 vers la somme des pZ pour les ensembles Z de
cardinalite´ a inclus dans X, et l2 l’application de Com (Sn) qui envoie un
ensemble X de meˆme cardinalite´ que Ac1 ∩ A
c
2 ∩ A3 vers la somme des pZ
pour les ensembles Z de cardinalite´ b inclus dans X. Alors l1(p1) ∩ l2(p2) =
ra,b + sa,b.
Lemme 6. < q > contient les wa1,a2,a3,b1,b2,b3 =
∑
U pU ou la somme porte
sur les U tels que :
• |U ∩A1 ∩ A2 ∩ A3| = 0
• |U ∩Acσ(1) ∩Aσ(2) ∩ Aσ(3)| = a1
• |U ∩Aσ(1) ∩A
c
σ(2) ∩ Aσ(3)| = a2
• |U ∩Aσ(1) ∩Aσ(2) ∩ A
c
σ(3)| = a3
• |U ∩Aσ(1) ∩A
c
σ(2) ∩ A
c
σ(3)| = b1
• |U ∩Acσ(1) ∩Aσ(2) ∩ A
c
σ(3)| = b2
• |U ∩Acσ(1) ∩A
c
σ(2) ∩ Aσ(3)| = b3
• |U ∩Ac1 ∩ A
c
2 ∩ A
c
3| = 0
pour une permutation σ de {1, 2, 3}.
Preuve : On a
sa1,b1 · sa2,b2 =
∑
i,j
(
i
a1, a2
)(
j
b1, b2
)
qi,j + wa1,a2,0,b1,b2,0
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Ou
(
s
t,u
)
est le nombre de fac¸on de de´composer un ensemble a` s e´le´ments en
union d’un ensemble a` t e´le´ment et d’un ensemble a` u e´le´ments.
De la meˆme fac¸on :
sa1,b1 · sa2,b2 · sa3,b3 =
∑
i,j
(
i
a1, a2, a3
)(
j
b1, b2, b3
)
qi,j
+
∑
i,j
(
i
a1, a2
)(
j
b1, b2
)
wi,a3,0,j,b3,0
+
∑
i,j
(
i
a1, a3
)(
j
b1, b3
)
wi,a2,0,j,b2,0
+
∑
i,j
(
i
a2, a3
)(
j
b2, b3
)
wi,a1,0,j,b1,0
+wa1,a2,a3,b1,b2,b3
Proposition 54. La dige`bre < q > engendre´e par q est la sous alge`bre des
polynoˆmes invariants par les permutations qui stabilisent le triplet (A1, A2, A3),
c’est a` dire < q > contient les
∑
U pU ou la somme porte sur les U tels que :
• |U ∩A1 ∩ A2 ∩ A3| = a0
• |U ∩Acσ(1) ∩Aσ(2) ∩ Aσ(3)| = a1
• |U ∩Aσ(1) ∩A
c
σ(2) ∩ Aσ(3)| = a2
• |U ∩Aσ(1) ∩Aσ(2) ∩ A
c
σ(3)| = a3
• |U ∩Aσ(1) ∩A
c
σ(2) ∩ A
c
σ(3)| = b1
• |U ∩Acσ(1) ∩Aσ(2) ∩ A
c
σ(3)| = b2
• |U ∩Acσ(1) ∩A
c
σ(2) ∩ Aσ(3)| = b3
• |U ∩Ac1 ∩ A
c
2 ∩ A
c
3| = b0
pour une permutation σ de {1, 2, 3}.
Preuve : Soit l0 l’application de Com (Sn) qui envoie un ensemble X de
meˆme cardinalite´ que A1 ∩A2 ∩A3 vers la somme des pZ pour les ensembles
Z de cardinalite´ a0 inclus dans X, et m0 l’application de Com (Sn) qui envoie
un ensemble X de meˆme cardinalite´ que Ac1 ∩A
c
2 ∩A
c
3 vers la somme des pZ
pour les ensembles Z de cardinalite´ b0 inclus dans X. Alors
l0 (pA1∩A2∩A3) ·m0
(
pAc1∩Ac2∩Ac3
)
· wa1,a2,a3,b1,b2,b3
est le polynoˆme recherche´. On remarquera pour conclure qu’on a utilise´ au
total 36 fois q pour pouvoir obtenir un e´le´ment quelconque de la dige`bre
engendre´e.
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Remarque 16. Dans le cas des graphes, on veut montrer que la dige`bre est
engendre´e par un e´le´ment, lequel provient d’un bloc dont trois e´le´ments dis-
tincts ont toujours une intersection nulle. Cette proprie´te´ remarquable n’aide
pourtant pas vraiment a` la simpliﬁcation du calcul.
fin
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Annexe A
Dige`bres de petits ordres
A.1 Dige`bres simples
Il est facile de produire des dige`bres par produit direct :
Proposition 55. Si D et E sont deux dige`bres d’ordres respectifs n et m, on
de´ﬁnit la dige`bre produit d’ordre n + m en posant :
D ⊗ E = 〈ν(p) · τ(q), p ∈ E , q ∈ F〉
R
ou
• ν est l’unique homomorphisme de dige`bre de Sn dans Sm+n qui envoie
xi sur xi.
• τ est l’unique homomorphisme de dige`bre de Sm dans Sm+n qui envoie
xi sur xn+i.
Preuve : En proce´dant de cette manie`re, on obtient bien une dige`bre, en
eﬀet, pour tout e´le´ment p de E et tout e´le´ment q de F ,
• ∂ (ν(p) · τ(q)) = ν ◦ ∂(p) · τ(q) + ν(p) · τ ◦ ∂(q)
•  (ν(p) · τ(q)) = ν ◦ (p) · τ ◦ (q)
Il est facile d’obtenir la matrice de coeﬃcients de D ⊗ E en fonction de
celles de D et E , en eﬀet les blocs de D⊗E sont en bijection e´vidente avec les
e´le´ments du produit carte´sien de ceux de D et de E . Dans le cas ou D et E
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sont des alge`bres d’invariants, D⊗E est l’alge`bre des invariants du ”produit
carte´sien” de Aut(D) par Aut(E).
Les dige`bres produit se de´composant facilement, on est donc amene´ a
ne conside´rer que les dige`bres inde´composables, qui seront naturellement af-
fuble´es de l’attribut simple.
De´ﬁnition 20. Une dige`bre D d’ordre n est dite de´composable s’il existe
une partition non triviale (V1, V2) de {1, . . . , n} telle que
• V1 (donc V2) est le seul e´le´ment de son bloc (il est ”stable”).
• Si BV1 est l’ensemble des blocs de D dont tous les e´le´ments sont inclus
dans V1 (et respectivement pour BV2), alors les blocs de D sont les :
{U ∪ V, U ∈ B1, V ∈ B2} , B1 ∈ BV1 , B2 ∈ BV2
dans le cas contraire, elle est dite simple.
Proposition 56. L’indice de reconstructibilte´ de D⊗E est e´gal au maximum
des indices de reconstructibilite´ de D et de E .
Pour clore ce travail, on pre´sente la liste des alge`bres d’invariants de petits
ordres accompagne´es de leurs matrices de coeﬃcients, ainsi que des cardinaux
des orbites non reconstructibles. Cette liste a e´te´ construite facilement graˆce
au logiciel gap.
A.2 Alge`bres d’invariants d’ordre 1
Il n’y en a qu’une seule : celle du groupe trivial, dont la matrice est [1].
A.3 Alge`bres d’invariants d’ordre 2
Il y en a deux :
• celle du groupe trivial, dont la matrice est
⎡
⎢⎢⎣
1 0 0 0
1 1 0 0
1 0 1 0
1 1 1 1
⎤
⎥⎥⎦, qui n’est
pas simple.
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• celle du groupe syme´trique a` deux e´le´ments, dont la matrice est
⎡
⎣ 1 0 01 1 0
1 2 1
⎤
⎦
qui est simple.
A.4 Alge`bres d’invariants d’ordre 3
Il y a trois alge`bres d’invariants, dont une est simple :
Group( [ (1,2,3) ] )
Group( [ (1,3,2), (1,2) ] ) [ 1 ]
⎡
⎢⎢⎣
1 0 0 0
1 1 0 0
1 2 1 0
1 3 3 1
⎤
⎥⎥⎦
{}
{1},{2},{3}
{1,2},{2,3},{1,3}
{1,2,3}
A.5 Alge`bres d’invariants d’ordre 4
Il y a huit alge`bres d’invariants, dont quatre sont simples :
Group( [ (1,3)(2,4) ] ) [ 1, 2 ]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0
1 2 0 0 1 0 0 0 0 0
1 1 1 0 0 1 0 0 0 0
1 0 2 0 0 0 1 0 0 0
1 2 1 1 1 1 0 1 0 0
1 1 2 1 0 1 1 0 1 0
1 2 2 2 1 2 1 2 2 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
{}
{1},{3}
{2},{4}
{1,2},{3,4}
{1,3}
{1,4},{2,3}
{2,4}
{1,2,3},{1,3,4}
{1,2,4},{2,3,4}
{1,2,3,4}
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Group( [ (1,4)(2,3), (1,3)(2,4) ] ) [ 1, 2 ]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 2 1 0 0 0 0
1 2 0 1 0 0 0
1 2 0 0 1 0 0
1 3 1 1 1 1 0
1 4 2 2 2 4 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
{}
{1},{4},{3},{2}
{1,2},{3,4}
{1,3},{2,4}
{1,4},{2,3}
{1,2,3},{2,3,4},{1,3,4},{1,2,4}
{1,2,3,4}
Group( [ (1,2)(3,4), (1,3,2,4) ] )
Group( [ (1,3)(2,4), (1,4)(2,3), (1,2) ] ) [ 1, 2 ]
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
1 1 0 0 0 0
1 2 1 0 0 0
1 2 0 1 0 0
1 3 1 2 1 0
1 4 2 4 4 1
⎤
⎥⎥⎥⎥⎥⎥⎦
{}
{1},{2},{3},{4}
{1,2},{3,4}
{1,3},{2,4},{2,3},{1,4}
{1,2,3},{1,2,4},{2,3,4},{1,3,4}
{1,2,3,4}
Group( [ (1,3)(2,4), (1,4)(2,3), (2,4,3) ] )
Group( [ (1,3)(2,4), (1,4)(2,3), (2,4,3), (1,2) ] ) [ 1 ]
⎡
⎢⎢⎢⎢⎣
1 0 0 0 0
1 1 0 0 0
1 2 1 0 0
1 3 3 1 0
1 4 6 4 1
⎤
⎥⎥⎥⎥⎦
{}
{1},{3},{2},{4}
{1,2},{3,4},{1,4},{2,3},{1,3},{2,4}
{1,2,3},{1,3,4},{1,2,4},{2,3,4}
{1,2,3,4}
A.6 Alge`bres d’invariants d’ordre 5
Il y a onze alge`bres d’invariants, dont deux sont simples :
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Group( [ (1,2,3,4,5) ] )
Group( [ (1,2,3,4,5), (2,5)(3,4) ] ) [ 1, 2 ]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 2 1 0 0 0 0 0
1 2 0 1 0 0 0 0
1 3 2 1 1 0 0 0
1 3 1 2 0 1 0 0
1 4 3 3 2 2 1 0
1 5 5 5 5 5 5 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
{}
{1},{2},{3},{4},{5}
{1,2},{2,3},{3,4},{4,5},{1,5}
{1,3},{2,4},{3,5},{1,4},{2,5}
{1,2,3},{2,3,4},{3,4,5},{1,4,5},{1,2,5}
{1,2,4},{2,3,5},{1,3,4},{2,4,5},{1,3,5}
{1,2,3,4},{2,3,4,5},{1,3,4,5},{1,2,4,5},{1,2,3,5}
{1,2,3,4,5}
Group( [ (1,2,3,4,5), (2,5)(3,4), (2,3,5,4) ] )
Group( [ (1,2,3,4,5), (3,4,5) ] )
SymmetricGroup( [ 1 .. 5 ] ) [ 1 ]
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
1 1 0 0 0 0
1 2 1 0 0 0
1 3 3 1 0 0
1 4 6 4 1 0
1 5 10 10 5 1
⎤
⎥⎥⎥⎥⎥⎥⎦
{}
{1},{2},{3},{5},{4}
{1,2},{2,3},{1,5},{1,3},{3,4},{4,5},{3,5},{1,4},{2,4},{2,5}
{1,2,3},{2,3,4},{1,4,5},{1,3,5},{3,4,5},{2,3,5},{1,2,5},{1,2,4},{2,4,5},{1,3,4}
{1,2,3,4},{2,3,4,5},{1,3,4,5},{1,2,3,5},{1,2,4,5}
{1,2,3,4,5}
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A.7 Alge`bres d’invariants d’ordre 6
Il y a trente cinq alge`bres d’invariants, dont dix neuf sont simples :
Group( [ (1,2)(3,4)(5,6) ] ) [ 1, 2 ]
Group( [ (1,2,3)(4,5,6) ] ) [ 1, 2 ]
Group( [ (3,4)(5,6), (1,2)(5,6) ] ) [ 1, 3 ]
Group( [ (3,4)(5,6), (1,2)(3,5,4,6) ] ) [ 1, 2, 3 ]
Group( [ (3,4)(5,6), (1,2)(3,5)(4,6) ] ) [ 1, 2 ]
Group( [ (5,6), (1,2)(3,4) ] ) [ 1, 2 ]
Group( [ (1,2,3)(4,5,6), ( 1, 4)( 2, 6)( 3, 5) ] ) [ 1, 2 ]
Group( [ (1,2,3)(4,5,6), (2,3)(5,6) ] ) [ 1, 2 ]
Group( [ (1,2)(3,4)(5,6), (1,3,5)(2,4,6) ] ) [ 1, 2, 3 ]
Group( [ (5,6), (3,4), (1,2)(3,5)(4,6) ] ) [ 1, 2 ]
Group( [ (3,4)(5,6), (3,5)(4,6), (1,2)(5,6) ] ) [ 1, 2, 3 ]
Group( [ (3,4)(5,6), (1,2)(5,6), (1,3,5)(2,4,6) ] ) [ 1, 2, 3 ]
Group( [ (1,2)(3,4)(5,6), (1,3,5)(2,4,6), (3,5)(4,6) ] ) [ 1, 2 ]
Group( [ (4,5,6), (1,2,3), ( 1, 4)( 2, 5)( 3, 6) ] )
Group( [ (4,5,6), (1,2,3), (2,3)(5,6), ( 1, 4)( 2, 5)( 3, 6) ] )
Group( [ (4,5,6), (1,2,3), (2,3)(5,6), (1,4)(2,5,3,6) ] )
Group( [ (4,5,6), (4,6), (1,2,3), (2,3), ( 1, 4)( 2, 5)( 3, 6) ] ) [ 1, 2 ]
Group( [ (5,6), (3,4), (1,2), (1,3,5)(2,4,6) ] ) [ 1, 2, 3 ]
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Group( [ (3,4)(5,6), (1,2)(5,6), (1,3,5)(2,4,6), (3,5)(4,6) ] ) [ 1, 2, 3 ]
Group( [ (3,4)(5,6), (1,2)(5,6), (1,3,5)(2,4,6), (3,5,4,6) ] )
Group( [ (5,6), (3,4), (1,2), (1,4,5)(2,3,6), (3,5)(4,6) ] ) [ 1, 2 ]
Group( [ (1,2,3,4,6), (1,4)(5,6) ] ) [ 1, 3 ]
Group( [ (1,5,3,6,4), (1,6)(2,4), (3,4,6,5) ] )
Group( [ (1,2,3,4,5), (4,5,6) ] )
SymmetricGroup( [ 1 .. 6 ] ) [ 1 ]
A.8 Alge`bres d’invariants d’ordre 7
Il y a cinquante et une alge`bres d’invariants, dont dix sont simples :
Group( [ (5,6,7), (1,2)(3,4) ] )
Group( [ (5,6,7), ( 1, 2)( 3, 4)( 6, 7) ] )
Group( [ (5,7,6), (6,7), (1,2)(3,4) ] ) [ 1, 2 ]
Group( [ (1,2,3,4,5,6,7) ] ) [ 1, 2, 3 ]
Group( [ (4,5)(6,7), (4,6)(5,7), (1,2,3)(5,6,7) ] ) [ 1, 3 ]
Group( [ (1,2,3,4,5,6,7), ( 2, 7)( 3, 6)( 4, 5) ] ) [ 1, 2 ]
Group( [ (3,4,5,6,7), (4,7)(5,6), (1,2)(4,5,7,6) ] ) [ 1, 3 ]
Group( [ (1,2,3,4,5,6,7), (2,3,5)(4,7,6) ] ) [ 1, 3 ]
Group( [ (4,5)(6,7), (4,6)(5,7), (1,2,3)(5,6,7), (2,3)(6,7) ] ) [ 1, 3 ]
Group( [ (1,2,3,4,5,6,7), (2,3,5)(4,7,6), ( 2, 7)( 3, 6)( 4, 5) ] ) [ 1, 3 ]
Group( [ (1,2,3,4,5,6,7), (1,2)(3,6) ] ) [ 1, 3 ]
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Group( [ (1,2,3,4,5,6,7), (5,6,7) ] )
SymmetricGroup( [ 1 .. 7 ] ) [ 1 ]
A.9 Alge`bres d’invariants d’ordre 8
Il y a 168 alge`bres d’invariants, dont 86 sont simples. Parmi elles, on
trouve :
Group( [ (5,6)(7,8), (3,4)(7,8), (3,5,7)(4,6,8), (5,7)(6,8), (1,2)(7,8) ] ) [1,2,4]
Group( [ (7,8), (5,6), (3,4), (3,6,7)(4,5,8), ( 1, 2)( 5, 7)( 6, 8) ] ) [1,2,4]
et
Group( [ (7,8), (5,6), (3,4), (3,6,7)(4,5,8), (1,2) ] ) [1,2,3]
Group( [ (7,8), (3,4)(5,6), (1,2)(5,6), (1,3,5)(2,4,6), (3,5)(4,6) ] ) [1,2,3]
qui sont les deux seuls couples d’alge`bres d’invariants non isomorphes par
une permutation de S8 ayant meˆme matrice de coeﬃcients.
On remarque aussi par exemple, pour son manque de reconstructibilite´ :
Group( [ (5,6)(7,8), (1,2)(3,4), ( 1, 3, 2, 4)( 5, 7, 6, 8) ] ) [1,2,3,4]
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G-reconstructible, 67
Sn, 13
ε-alge`bre, 52
bicommutant, 37
bloc, 26
Cameron, 67
comple´mentation, 17
de´rivation, 16
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