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Abstract
We propose and analyze batch greedy heuristics for cardinality constrained maxi-
mization of non-submodular non-decreasing set functions. Our theoretical guarantees
are characterized by the combination of submodularity and supermodularity ratios. We
argue how these parameters define tight modular bounds based on incremental gains,
and provide a novel reinterpretation of the classical greedy algorithm using the minorize–
maximize (MM) principle. Based on that analogy, we propose a new class of methods
exploiting any plausible modular bound. In the context of optimal experimental design
for linear Bayesian inverse problems, we bound the submodularity and supermodularity
ratios when the underlying objective is based on mutual information. We also develop
novel modular bounds for the mutual information in this setting, and describe certain
connections to polyhedral combinatorics. We discuss how algorithms using these mod-
ular bounds relate to established statistical notions such as leverage scores and to more
recent efforts such as volume sampling. We demonstrate our theoretical findings on
synthetic problems and on a real-world climate monitoring example.
Keywords— greedy methods, submodularity, non-submodular functions, optimal experi-
mental design, inverse problems, mutual information, uncertainty quantification, Bayesian
statistics.
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1 Introduction
Many design problems in engineering and science are inherently combinatorial. A typical
goal in these problems is to select a subset of indices from a larger candidate set, by
maximizing or minimizing an objective subject to certain constraints. In resource allocation,
for instance, a goal may be to assign tasks to different actors to ensure their expedited and
efficient completion. In the climate sciences, a goal might be to create the most informative
network of monitoring stations by identifying a set of locations from a larger list of plausible
candidate sites.
Problems such as these can be formulated as the optimization of set functions. They
have a rich mathematical structure and have been studied extensively [94, 66, 81, 75]. Often
the set functions exhibit properties such as submodularity (Definition 2.1), which allow for
efficient optimization solutions [32]. The optimization of submodular functions has been a
topic of intense research in the past decade owing to these functions’ significance for several
problems in machine learning. The maximization and minimization of such functions under
very general matroid constraints has been a focus of several studies [88, 90, 52, 44, 85]. For
a catalog of historical efforts, as well as more recent investigations on these topics, we refer
to the monographs [2, 59].
While submodularity naturally arises in many problems, there are important problems
where the objective lacks this property. Our interest is one such case, where the core
task is to maximize a non-submodular but non-decreasing objective. Such objectives are
ubiquitous in optimal experimental design (OED), a fundamental problem in statistics which
involves the specification of all aspects of an experiment. The mathematical foundations of
experimental design have a history spanning almost a century [30, 91]. Methods developed
in this field are relevant to engineering, the social and medical sciences, and econometrics.
In broad terms, a typical goal is to seek a design that provides the best “return” (suitably
defined) for the least amount of experimental effort. More specifically, we will consider
optimal experimental design under cardinality constraints in the Bayesian setting, with
an objective that reflects an end goal of parameter inference. For a classical overview of
experimental design, we refer the reader to [76, 29], and for a perspective on Bayesian
optimal experimental design, we highlight the review in [13].
When maximizing a submodular function under cardinality constraints, the greedy
heuristic of successively picking the best candidate performs remarkably well despite its
simplicity [74, 73]. The same technique works well in many cases with a non-submodular
objective [21, 6]. Yet the repeated function evaluations necessary to update the incremental
gains (see Definition 3.1) at every step may comprise a staggering computational cost if
each function evaluation is computationally intensive. It is natural, then, to ask if there
are favorable properties of the function that circumvent the need to repeatedly update the
incremental gains. To what extent do such properties hold for a given function, and how
can we exploit them? And how does the worst case bound suffer if the incremental gains
are only periodically updated?
Motivated by these questions, we propose and analyze a variant of the greedy heuristic
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for non-submodular functions which we refer to as batch greedy. Every step in the algorithm
requires selecting a batch of indices, thus reducing the number of function evaluations. In
many practical problems—for instance Bayesian optimal experimental design—this heuristic
still yields excellent solutions, as we shall demonstrate.
The solution index set of the greedy algorithm results from a sequence of locally optimal
choices. The choice in every step is determined by the incremental gains associated with
each index, or—in the batch greedy setting—by the sum of incremental gains corresponding
to a fixed-size subset of indices. The sum of incremental gains is simply a modular function
(Definition A.7) and the individual incremental gains define a subgradient (Definition A.10).
Analogous to results in the convex analysis for the optimization of continuous functions, the
performance of the greedy algorithm can be tied to properties of the subgradient. The choice
of subgradient is not unique for any real valued continuous function, and the same is true
for set functions. This observation motivates us to recast sequential greedy algorithms in
a more abstract framework using minorize–maximize (MM) optimization principles. Using
this framework, we propose several alternative modular bounds and use them to develop
novel techniques for linear Bayesian optimal experimental design.
1.1 Outline and summary of key contributions
Much of the manuscript, including the notational style, is written with Bayesian optimal
experimental design as a focus and motivation. Yet many of our results are more general—
applicable to any monotone set function. In describing these results (see Sections 3 and 4),
we have favored a more abstract notation to help reach a more diverse readership. These
sections can be read more or less independently. With the same intention, we disperse much
of the relevant literature survey into the sections that follow.
• In Section 2 we introduce some notation and background on set functions, and give
an overview of the Bayesian experimental design problem. We formulate the design
objectives we study, and comment on some of their set theoretic properties.
• In Section 3 we discuss one of our primary results. We provide an approximation
guarantee (Theorem 3.1) for the batch greedy heuristic in the context of maximizing
monotone but non-submodular objectives. Our result can be interpreted as the natural
generalization of the result in [21] to the batch setting, and it shows the joint expressive
power of the submodularity and supermodularity ratios. The two parameters quantify
how much a function deviates from submodularity and supermodularity, respectively.
We then bound these parameters for the information theoretic objective in linear
Bayesian experimental design.
• Viewing the sub/super-modularity ratios as parameters that define tight modular
bounds, we argue in Section 4 that the classical greedy heuristic can be viewed as one
instance of optimization based on the MM principle. Building on that insight, we put
forth a general framework for optimizing monotone set functions using any modular
bound (Theorem 4.1).
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• In Section 5, for the problem of linear Bayesian experimental design, we explicitly
discuss one such MM-based optimization approach exploiting modular bounds on the
mutual information objectives. These modular bounds are constructed using standard
inequalities but, as we show, they have surprising connections to notions in polyhedral
combinatorics.
• In Section 6 we investigate the performance of our algorithms on random instances
of structured inverse problems, and on the problem of designing sensor networks for
improving climate models. We end with a broader discussion of future directions in
Section 7.
• Appendix A contains some background to help with the reading, and all the technical
results are collected in Appendix B. In Appendix D we provide some supplementary
numerical results and more discussion that helps contextualize the core ideas explored
in this work.
2 Preliminaries and notation
2.1 Set function properties and subset selection
Consider an index set V := {1, . . . ,m}, m ∈ Z>0, and let its power set (i.e., set of all
subsets) be denoted by 2V . We will refer to V as the candidate set. Any real-valued set-
function F : 2V → R such that F (∅) = 0 is submodular [32, 2] if and only if, for all subsets
A ,B ⊆ V , we have:
F (A ) + F (B) ≥ F (A ∪B) + F (A ∩B) . (1)
A function is supermodular if its negation is submodular, and it is modular (see also Defi-
nition A.7) if it is both supermodular and submodular.
An alternative but equivalent [2, Proposition 2.2] definition of submodularity highlights
the diminishing returns property and is often easier to demonstrate in practice:
Definition 2.1 (Submodular set function defined using first-order differences [32, 2])
The set function F is submodular if and only if, for all A ,B ⊆ V and ν ∈ V such that
A ⊆ B and ν /∈ B, we have
F (A ∪ {ν})− F (A ) ≥ F (B ∪ {ν})− F (B).
In the experimental design problems we investigate, the indices of the candidate set will
correspond to individual components of a multivariate random variable Y ∈ Rm. For the
purpose of selecting k < m components we introduce the notion of a selection operator.
Definition 2.2 (Selection operator) We refer to P ∈ Rm×k, k < m, as a selection
operator with index set I (P) ≡ IP = {i1, . . . , ik} ⊂ V , when P =
[
ei1 , . . . , eik
]
. The eij
are distinct canonical unit vectors from the m-dimensional identity matrix Im.
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Two selection operators that are unique up to permutation of their columns will have
identical index sets, and are equivalent for our purposes. We will denote by S(k) the
set of all permutation invariant selection operators P with |I (P)| = k. It is clear that
|S(k)| = (mk ). As an abstract operator, P can be understood as a full-column rank matrix,
and an isometry on a k-dimensional subspace of Rm. Applying P on Y allows us to select
k components out of m,
YP := P>Y = [Yi1 , . . . , Yik ]> ∈ Rk (2)
2.2 Bayesian inference and optimal experimental design
In Bayesian parameter inference, we seek to characterize the distribution of some parame-
ters of interest, X ∈ Rn, given a realization of some (related) observations Y ∈ Rm. More
specifically, having endowed X with a prior distribution (whose density we denote by piX)
and knowing the conditional density of the data piY |X , we wish to characterize the posterior
distribution piX|Y=y∗ for some realization y∗ of Y .1 The associated Bayesian optimal ex-
perimental design problem is to find the subset of observations YP that is most informative
about the parameters of interest X. Solving the inference problem with YP , or equivalently
those observations specified by the index set IP , will result in a posterior piX|YP that in
general differs from piX|Y . We refer to the latter as the “full posterior” to indicate it is
obtained by conditioning on all candidate observations.
To assess the quality of selected observation subset, we will evaluate the mutual infor-
mation between the inference parameter X and the selected observations YP . Of course,
many other experimental design criteria could be considered and have been employed in
the literature. Here we focus on mutual information as it is broadly applicable, and well-
founded in Bayesian decision theory as measure of the utility of an experiment [64] in fully
non-Gaussian/nonlinear settings [13].
Definition 2.3 (Mutual information [19]) Let two random variables X and Y have
joint density piX,Y and let piX and piY denote the densities of their respective marginals.
The mutual information I (X;Y ) is the relative entropy or Kullback–Leibler divergence
(Definition A.6) between the joint density and the product density piXpiY .
I (X;Y ) := DKL (piX,Y ‖piXpiY ) = EpiX,Y log
(
piX,Y
piXpiY
)
.
Bayes’ rule allows us to rewrite mutual information as an expected information gain from
prior to posterior, i.e., I (X;Y ) = EpiYDKL
(
piX|Y ‖piX
)
. This interpretation is quite intu-
itive: a larger mutual information or expected information gain means that the posterior
differs more strongly from the prior, on average.
Formally, we can now state the problem of interest as follows: Given a desired number
of observations k < m, we seek a selection operator Popt ∈ S(k) (Definition 2.2) such that
1To simplify this exposition, we assume all random variables to have densities with respect to a suitable
base measure.
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the mutual information between the inference parameter X and the selected observations
YPopt := P>optY is maximized:
Popt = arg max
P∈S(k)⊂Rm×k
I
(
X;P>Y
)
. (Prob-Max)
Alternatively, we could indirectly determine the selection operator by first finding a
complementary set of observations that do not significantly inform the inference parameters.
While this approach may seem convoluted, its value is easier to appreciate when the goal is
to remove a small fraction of observations from the parent set while retaining the bulk. To
the best of our knowledge this has not been studied in the context of Bayesian inference, but
the underlying reverse/backward principle can be found in earlier investigations concerning
subset and feature selection [18, 96], graph cut approximation [7], optimization of a certain
class of set functions [47], and classical experimental design using elementary symmetric
polynomials [68].
For any selection operator P ∈ S(k), let Pc ∈ S(m−k) denote its complement, meaning
their corresponding index sets are such that IP ∪ IPc = V and IP ∩ IPc = ∅. Our
objective now is to minimize the loss of mutual information by discarding an optimal subset
of observations YPcopt := Pcopt>Y . The loss is measured with respect to mutual information
as determined by the set of all candidate observations.
Pcopt = arg min
Pc∈S(m−k)⊂Rm×m−k
I (X;Y )− I
(
X;Y \ Pc>Y
)
(Prob-Min)
The optimal index sets pertinent to (Prob-Max) and (Prob-Min) are identical; hence we
do not distinguish between them notationally. Note, however, that the objectives differ
in how they vary as functions of IP . The objective in (Prob-Max) is a non-decreasing
function with respect to cardinality of IP , and consequently non-increasing with respect to
IPc . In contrast, the objective in (Prob-Min) has opposite relationships with respect to the
same cardinalities. More importantly, the two approaches have philosophical and practical
differences, which we discuss in Appendix D.
We show in Proposition 2.1 that the objective in (Prob-Max), is a submodular function
when the observations are conditionally independent.
Proposition 2.1 Given random variables X ∈ Rn and Y ∈ Rm, let P ∈ Rm×k be a
selection operator such that P>Y = [Yi1 , . . . , Yik ]>, with IP ⊂ V . The mutual information
I(X;P>Y ), between X and P>Y is submodular if Yij |X are independent.
The proof is given in Appendix B.
It is worth emphasizing that the submodularity of the mutual information I(X;P>Y ) for
conditionally independent observations holds even when the underlying joint distribution
is non-Gaussian. As a simple corollary of Proposition 2.1, the objective in (Prob-Min)
can be shown to be supermodular under the same assumptions. More precisely, it is the
supermodular dual, but we will defer more discussion on the topic of duals to Section 5.
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3 A batch greedy algorithm for maximizing monotone set
functions
We now focus solely on cardinality-constrained maximization of monotone set functions.
We will not restrict these functions to be submodular. We begin with a summary of various
existing greedy heuristics, to contextualize the results that follow.
3.1 Greedy algorithms: a brief history
In the case of cardinality-constrained maximization of non-decreasing submodular functions,
the greedy heuristic of successively picking the candidate corresponding to the highest
incremental gain (Definition 3.1) performs well despite its simplicity. It has a constant factor
(1− 1/e) approximation guarantee [74], which cannot be improved in general by any other
polynomial time algorithm [73]. If the function can be shown to have small curvature c ∈
[0, 1] (Definition A.13), then the greedy algorithm possesses a more refined guarantee, 1c (1−
e−c) [17]. If the function is not submodular, then one can still provide an approximation
guarantee by incorporating a submodularity ratio γ ∈ [0, 1] (see Definition A.15) [21] and a
generalized curvature α ∈ [0, 1] (Definition A.14) to obtain a similar factor, 1α(1− e−αγ) [6].
Definition 3.1 (Incremental gain) We denote the incremental or marginal gain of a
set A ⊂ V given a set B ⊂ V as ρA (B) := F (A ∪B) − F (B). For ν ∈ V , we use the
shorthand ρν(B) for ρ{ν}(B).
Closely related variants of the greedy heuristic can be better choices depending on the
context and needs.
• In [79], an accelerated version was explored wherein the computed incremental gains
are stored and exploited in the successive step, possibly reducing the overall number
of function evaluations.
• [70] analyzes a randomized version of the greedy heuristic, termed stochastic greedy.
This algorithm achieves, in expectation, a (1−1/e− ) approximation guarantee rela-
tive to the optimum solution. The number of function evaluations does not depend on
the cardinality constraint, but linearly on the size of the candidate set, thus reducing
the complexity substantially.
• In [65] the authors analyzed the greedy heuristic wherein the locally optimal decision
involved selecting the best possible set of q > 1 indices. This necessarily requires
evaluating incremental gains associated with all combinatorial possibilities, a poten-
tially severe overhead but one which offers better guarantees. The algorithm was
referred to as batch greedy in [65], where the batch size is the cardinality of the locally
combinatorially optimal set chosen in each step.
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More recently, approximation guarantees and optimal complexity results have been
shown for more general constraints using the continuous greedy algorithm and closely re-
lated variants [88, 89, 15, 90, 12, 85]. When the function is not submodular but still non-
decreasing, one can still provide approximation guarantees [85, 6] in terms of attributes
such as curvature (Definitions A.13 and A.14) [17, 85, 6] and submodularity ratio (Defini-
tions A.15 and A.16) [21]. For a broader survey on submodular maximization, we refer the
reader to [59].
3.2 Batch greedy algorithm and its analysis
The three variants of greedy discussed in Section 3.1 were analyzed only in the context of
non-decreasing submodular functions. Our approach (Algorithm 1) can be understood to
be yet another distinct variant of the greedy heuristic, but one which we analyze for the
more general case of monotone non-submodular objectives. While we label our approach
as batch greedy, it is unlike the algorithm in [65] and in some sense its polar opposite.
In particular, we investigate the greedy strategy of picking multiple candidates in each
step but relying solely on the incremental gains associated with individual candidates. This
naturally reduces the computational overhead by avoiding combinatorial combinations, but
at the expense of inferior approximation guarantees. It is in this sense the exact opposite of
the algorithm in [65], since we are at the other end of the trade-off spectrum. Our approach
is described in Algorithm 1.
Algorithm 1 Batch greedy algorithm
1: Input F,V , l, {q1, . . . , ql}
2: Initialize A = ∅
3: for i = 1 to l do
4: Determine ρa(A ) ∀a ∈ V \A .
5: Find Q ⊆ V \A , |Q| = qi comprising the indices with the highest incremental gains.
6: A ← A ∪Q
7: end for
return Index set A
In the most general case, the input to Algorithm 1 includes batch sizes qi, i = 1, . . . , l,
indicating the number of indices selected at each step. The total cardinality constraint k is
necessarily the sum of batch sizes across all steps, k =
∑
i qi
We seek approximation guarantees for Algorithm 1 pertinent to the maximization of
any non-decreasing set function. To aid our arguments we introduce the supermodularity
ratio, which has very recently been used in other contexts too [86, 8, 55].
Definition 3.2 (Supermodularity ratio) The supermodularity ratio of a non-negative
set function F with respect to a set V and a parameter k ≥ 1 is
ηV ,k(F ) = min
B⊆V ,A :|A |≤k,A ∩B=∅
ρA (B)∑
ν∈A ρν(B)
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The supermodularity ratio is inspired by and related to the submodularity ratio (Defini-
tion A.15), originally introduced in [21]. It is a lower bound on the ratio of the incremental
gain associated with any set compared against the sum of incremental gains associated with
its elements. In contrast, the reciprocal of submodularity ratio is an upper bound on the
same quantity. In [6] the authors define the submodularity ratio without the cardinality pa-
rameter k (Definition A.16) by taking a minimum across all possibilities. In the same way,
we can define the supermodularity ratio without the cardinality parameter as the largest
scalar η such that
ρA (B)∑
ν∈A \B ρν(B)
≥ η, ∀A ,B ⊆ V .
We will refer to both ηV ,k and η as supermodularity ratio, preferring one over the other
depending on the context. Informally, the supermodularity ratio quantifies how close a set
function is to being supermodular, while the submodularity ratio performs the same task
for submodularity. More formally, we can prove that a function F is supermodular iff the
supermodularity ratio ηV ,k(F ) = 1 for all k ≥ 1 (see proof in Appendix B.1). For all set
functions which are not supermodular (but which may or may not be submodular) we have
the condition ηV ,k ≤ 1 as a direct corollary.
Now we state the main result of this section.
Theorem 3.1 Let F be a non-decreasing function with F (∅) = 0. The batch greedy algo-
rithm for maximizing F (A ) subject to |A | ≤ k outputs a set A such that
F (A ) ≥
(
1−
l∏
i=1
(
1− qiηV ,qiγV ,k
k
))
max
B⊂V ,|B|≤k
F (B)
where γV ,k is the submodularity ratio and ηV ,qi is the supermodularity ratio.
The proof is given in Appendix B.1.
If we chose q indices during each step with the total number of indices k = ql, the
approximation guarantee in Theorem 3.1 can be simplified using a standard logarithmic
inequality:
F (A ) ≥ (1− e−ηV ,qγV ,k) max
B⊂V ,|B|≤k
F (B). (3)
Alternatively q can also be the maximum batch size across all steps, q = max qi, i =
1, . . . , l. The approximation guarantee as given in (3) can be viewed as a straightforward
generalization of that in [21] pertinent to the variant of greedy with batch selection. Letting
the function be submodular, γV ,k = 1, and choosing one index in every step, q = 1, reduces
the guarantee to the classical result by [74] since ηV ,1 = 1 for any set function. Selecting
more than one index during each step worsens the guarantee since ∀k1, k2 with k1 ≥ k2 ≥ 1
we have ηV ,k1 ≤ ηV ,k2 . The claim holds by definition because the constraint set of the latter
is contained in the former.
In Figure 3.1 we visualize the approximation factor 1−e−ηV ,qγV ,k in (3) for the range of
submodularity and supermodularity ratios. If the function is modular, the approximation
10
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Figure 3.1: Visualization of the approximation factor 1− e−ηV ,qγV ,k in (3).
factor 1−e−ηV ,qγV ,k reduces to 1−1/e, highlighting a gap in our analysis similar to [21]. The
supermodularity ratio ηV ,q is necessary to characterize the batch greedy heuristic, while the
submodularity ratio γV ,k characterizes the non-submodularity of the function. Together,
as they appear in (3) they are not sufficient to refine the worst case bound accounting for
modularity. The notions of curvature (Definition A.13) [17] for submodular functions and
generalized curvature (Definition A.14) [6] for non-submodular functions have been used in
non-batch settings to give refined approximation guarantees avoiding such gaps. It should
be possible to incorporate curvature in an analysis of the batch greedy heuristic to generalize
the result in Theorem 3.1, but we defer this investigation to the future.
If we consider the result in Theorem 3.1 directly and simplify it for the case when we
choose all the indices in one step, we get a tight bound:
F (A ) ≥ ηV ,kγV ,k max
B⊂V ,|B|≤k
F (B). (4)
The product ηV ,kγV ,k ≤ 1 by definition. The algorithm returns an optimal index set if
ηV ,kγV ,k = 1, ∀k. One instance of this scenario is when the function is modular, in which
11
case it is both supermodular and submodular, meaning γV ,k = ηV ,k = 1,∀k and hence
ηV ,kγV ,k = 1, ∀k. Of course, we can always optimize a modular function exactly, and hence
this observation is not entirely useful on its own. If we view the product of supermodularity
and submodularity ratios as a measure of deviation from modularity, however, then they
together prescribe favorable circumstances for a function that is not necessarily modular to
be almost maximized exactly.
3.3 Complexity of the batch greedy algorithm
If the size of the candidate set V is m and k is the desired cardinality, then the number of
function evaluations needed to find the standard greedy solution is O(mk). In the batch
heuristic with a uniform batch size q, the number of function evaluations reduces to O(mkq ).
Thus a suitably chosen batch size reduces the computational overhead of a large cardinality
constraint, but the linear dependence on the size of the candidate set remains the same.
3.4 Theoretical guarantees for linear Bayesian optimal experimental de-
sign
The Bayesian linear–Gaussian model arises in numerous practical applications, and is a
building block for countless others. It is particularly important in inverse problems [84, 54],
where the observations may depend indirectly on the parameters through the action of a
smoothing forward operator. Examples of such problems include computerized tomography
and electromagnetic source inversion. Here we discuss theoretical guarantees for the perfor-
mance of Algorithm 1 when used in optimal experimental design for these problems. First,
we set up the relevant notation and discuss some important features of linear Bayesian
experimental design.
3.4.1 Linear Bayesian inverse problem
Without loss of generality, we model the parameters X and observation noise  as zero-mean,
normally distributed random variables with covariance matrices ΓX and ΓY |X , respectively.
Here Y denotes the observed data. We assume that X and  are independent of each other.
The linear forward model that maps parameters to data is represented by G ∈ Rm×n. Hence
Y = GX +  (5)
serves as our statistical model for the data and specifies the likelihood, i.e., Y |x ∼ N (Gx,ΓY |X).
The data Y thus have a marginal distribution N (0,ΓY ), where the covariance ΓY is
ΓY := GΓXG
> + ΓY |X . (6)
The linearity of the forward model, along with Gaussianity of the prior and observation
noise, allows us to characterize the posterior in closed form: X|Y ∼ N (µX|Y ,ΓX|Y ). Here
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ΓX|Y is the posterior covariance matrix and µX|Y is the posterior mean, which is a function
of the actual realization of the data y:
ΓX|Y :=
(
Γ−1X +G
>Γ−1Y |XG
)−1
, (7a)
µX|Y (y) := ΓX|YG>Γ−1Y |Xy. (7b)
In (7a), the term G>Γ−1Y |XG is the Hessian of the negative log-likelihood (i.e., the Fisher
information matrix).
The task of optimal experimental design involves selecting a subset of observations
YP = P>Y ∈ Rk, corresponding to some selection operator P ∈ Rm×k, such that X|YP ∼
N (µX|YP ,ΓX|YP ) has minimal uncertainty (given constraints on k). We make this goal pre-
cise by using the mutual information between X and YP , I (X;YP), as our design objective.
Analogous to (7) we can write the statistical moments of the posterior X|YP as
ΓX|YP :=
(
Γ−1X +G
>
PΓ
−1
YP |XGP
)−1
, (8a)
µX|YP (y) := ΓX|YPG
>
PΓ
−1
YP |XP
>y. (8b)
In (8) GP := P>G ∈ Rk×n and ΓYP |X := P>ΓY |XP : Rk×k is the compression of ΓY |X by
P to Rk. In linear algebraic terms, ΓYP |X is a principal submatrix of ΓY |X . In a similar
manner, the marginal covariance of YP is
ΓYP := GPΓXG
>
P + ΓYP |X = P>ΓY P : Rk×k. (9)
From (8a) we can identify G>PΓ
−1
YP |XGP as the relevant Hessian term when the likelihood is
specified using any subset of observations YP . It is clear that this term is not a compression
of the full Hessian G>Γ−1Y |XG unless ΓY |X is diagonal, meaning that the observation errors
are uncorrelated.
3.4.2 Spectral properties of the mutual information
Since the inference parameters X and the data Y are jointly Gaussian random variables,
the mutual information between them, I (X;Y ), can be written as
I(X;Y ) = I(Y ;X) = 1
2
log
det(ΓY )
det(ΓY |X)
=
1
2
log
det(ΓX)
det(ΓX|Y )
. (10)
The above expression can be easily verified from first principles. From (10), it is clear that we
could alternatively express mutual information as a function of the generalized eigenvalues
of the definite pencils (ΓY ,ΓY |X) or (ΓX ,ΓX|Y ) (Definition A.3). The first can be viewed
as a “data space” pencil, while the second is the corresponding “parameter space” pencil.
Since ΓY  ΓY |X  0 and ΓX  ΓX|Y  0, the eigenvalues of both definite pencils are lower
bounded by one. Here the symbol ‘’ denotes the Lo¨wner ordering, or the positive semi-
definite ordering of Hermitian matrices (Definition A.1). Furthermore, the two generalized
eigenvalue problems, while differing in dimension, have identical generalized eigenvalues that
are strictly greater than one. We make this fact precise through the following proposition.
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Proposition 3.2 Let X ∈ Rn and Y ∈ Rm be jointly Gaussian random variables as defined
in Section 3.4.1. Then the following conditions are equivalent:
1. The definite pairs (ΓY −ΓY |X ,ΓY |X) and (ΓX−ΓX|Y ,ΓX|Y ) have identical non-trivial
generalized eigenvalues, σj > 0.
2. The definite pairs (ΓY ,ΓY |X) and (ΓX ,ΓX|Y ) have identical generalized eigenvalues
that are strictly greater than 1, 1 + σj > 1.
The proof is given in Appendix B.2.
Using the notation of Proposition 3.2, we can now write I(X;Y ) as follows:
I(X;Y ) = 1
2
∑
j
log (1 + σj) . (11)
Such an expression for mutual information in terms of the generalized eigenvalues σj has
been highlighted in many works [1, 34] that adopt a Bayesian formalism. From a more clas-
sical statistics perspective, mutual information can be written using the squared canonical
correlation scores [3] between the concerned random variables. These scores can be com-
puted using generalized eigenvalue problems that are different from those in Proposition 3.2,
but not surprisingly have a similar dual representation.
If we were to determine I(X;YP), the mutual information between X and a subset of
observations YP , then the relevant generalized eigenvalues are those of the definite pairs
(ΓYP ,ΓYP |X) or equivalently (ΓX ,ΓX|YP ). The equivalence holds since Proposition 3.2 ap-
plies to these new definite pairs constructed using the compressed covariance operators. If
we denote by σ̂j the eigenvalues for the case when we use a subset of observations YP , then
we can write I(X;YP) in a manner analogous to (10) and (11) as
I(X;YP) = 1
2
log
det(ΓYP )
det(ΓYP |X)
=
1
2
log
det(ΓX)
det(ΓX|YP )
=
1
2
∑
j
log (1 + σ̂j) . (12)
The expression for mutual information I(X;YP) is quite revealing upon closer scrutiny.
First, notice that we can rewrite (12) as the difference of log principal determinant of the
data marginal and observation error covariance operators,
I(X;YP) = 1
2
(
log det
(
P>ΓY P
)
− log det
(
P>ΓY |XP
))
. (13)
It is thus the difference between two set functions, each one defined as the log determi-
nant of the principal submatrix of a definite matrix. Here the set comprises the indices of
rows/columns of the principal submatrix, with each index corresponding to a unique obser-
vation. Each of those set functions can be inferred to be submodular [33, 57, 27, 28, 56, 53].
Mutual information can thus be interpreted as the difference between two submodular func-
tions (and hence is a DS function, following the terminology in [48]). This is not entirely
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surprising since it has been shown that every set function can be decomposed as the differ-
ence between two submodular functions [72, Lemma 4], [48, Lemma 3.1]. This fact is akin
to how any continuous function, subject to weak conditions, can be expressed as the sum
of a convex and concave part [95, Theorem 1]. Such a decomposition is not unique and can
be exponentially hard to compute [48], but in our case it is readily apparent.
The sum of the generalized eigenvalues,
∑
σ̂j , is the expected symmetrized Kullback–
Leiber divergence between the prior piX and posterior piX|YP ; this relationship is shown in
Proposition B.2. Note that the expected symmetrized Kullback-Leiber divergence EpiYP
[
DKL(piX|YP‖piX) +DKL(piX‖piX|YP )
]
is nothing but the mutual information I(X;YP) plus an additional term. It is worth con-
trasting this design criterion with that used in traditional Bayesian A-optimal design, where
the trace of the posterior covariance operator (i.e., sum of simple eigenvalues) is minimized.
In the former case the generalized eigenvalues correspond to the largest reductions in pos-
terior variance relative to the prior [82, Corollary 3.1], while in the latter case the simple
eigenvalues represent the largest absolute contributions to the posterior variance, without
regard to the prior. On the other hand, Bayesian D-optimal design in the linear–Gaussian
case, wherein we minimize the determinant of the posterior covariance operator, is identical
to maximizing mutual information; this can be easily inferred from (12).
3.4.3 Bounds for the performance of the batch greedy algorithm
We now provide bounds for the submodularity and supermodularity ratios of the set func-
tion objective of (Prob-Max) in the setting of linear Bayesian inverse problems, where the
objective is given by (12). These bounds enter our theoretical guarantees for the solution
of (Prob-Max) using Algorithm 1.
Proposition 3.3 In the linear–Gaussian setting defined in Section 3.4.1, the submodularity
ratio γ and supermodularity ratio η pertinent to (Prob-Max) can be both lower bounded by
log ζmin
log ζmax
, where ζ is any generalized eigenvalue of the definite pair
(
ΓY ,ΓY |X
)
.
The proof is given in Appendix B.1.
Recall from Section 3.4.1 that ζ = 1 + σ, where σ is any generalized eigenvalue of
the definite pair
(
ΓY − ΓY |X ,ΓY |X
)
. We know σmin ≥ 0, and thus ζmin ≥ 1. If the least
eigenvalue is 1, its algebraic multiplicity is the difference between the number of observations
and the dimension of the inference parameters (Proposition 3.2). In such cases we obtain
a trivial bound on the submodularity and supermodularity ratios. If the dimension of the
inference parameters is greater than the number of observations, as is typically the case in
inverse problems (for instance, consider the limit n→∞ analyzed in [84]), we obtain a non-
trivial bound on the same parameters. The empirical performance of Algorithm 1 is however
impressive in all cases as will be demonstrated. Such gaps between worst-case bounds and
practical performance are commonplace in algorithmic analysis. In this particular case the
culprit is not necessarily the analysis framework, but a loose bound on the parameters
featuring in the approximation guarantee.
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4 Sequential greedy algorithms based on the MM principle
We now explore algorithms of a slightly different flavor, which are still greedy in a sense but
do not necessarily make the locally optimal choice corresponding to incremental gain. They
are based on the MM (minorize–maximize or majorize–minimize) principle [63], and involve
maximizing (resp. minimizing) at every step a minorizing (resp. majorizing) counterpart
function to eventually obtain the arg max (resp. arg min). Every instance of applying the
MM principle is prompted by the need to transform a hard optimization problem into a
sequence of simpler ones. Here simplicity can refer to one of many desirable attributes,
such as reduction in overall computational complexity, linearization or convexification of
the problem, easing the handling of complex constraints, and so on. For a broad survey of
techniques and algorithms based on the MM principle we refer the readers to the excellent
text [63].
While most of the work in optimization using the MM principle has been in the setting
of continuous functions, in the recent past these have been adapted to the world of set
functions [50, 51]. In [72, 48], the authors explored these ideas for the most general case of
difference between two submodular functions. Concrete hardness results on multiplicative
inapproximability of such optimization problems were also shown in the same work [48]. The
MM principle proves handy in these scenarios; it is deployed by first seeking tight modular
bounds for one (or both) of the terms in the difference, and subsequently optimizing the
resulting submodular (or modular) objective using existing methods. The key property of
submodular functions that enables such approaches is that one can define a subgradient [32]
(Definition A.10) and supergradient [52] (Definition A.11) at every point, meaning for every
subset in the power set. Calculation of those semigradients, however, will require repeated
function evaluations of appropriate subsets, and the semidifferential sets (Definitions A.10
and A.11) that contain them constitute a polyhedral partitioning of Rm [49].
Our efforts utilizing the MM principle differ from the approaches summarized above and
perhaps to a certain degree from how MM algorithms are generally thought of. The tech-
niques in [50, 51, 48] are applicable for fairly general constraints and can be best understood
as an iterative framework where one continues until local convergence is achieved. The al-
gorithms we consider, however, are sequential in a ‘bonafide’ sense, meaning an individual
element or a batch of elements are selected at every step and appended to the previously
chosen set of elements. Our focus is restricted to cardinality-constrained problems. We
begin by providing a reinterpretation of the classical greedy heuristic.
4.1 Reinterpreting the classical greedy heuristic for maximization
The definitions of the submodularity and supermodularity ratios allow us to write the
following bounds for the incremental gain ρA (B),
η
∑
ν∈A
ρν(B) ≤ ρA (B) ≤ 1
γ
∑
ν∈A
ρν(B). (14)
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If we view ρA (B) as a function of A , then what we have above are modular bounds on
ρA (B) defined using the incremental gains ρν(B), ν ∈ A . Alternatively if we view the set
B as one individual entity and the elements of A as distinct entities, we can write modular
bounds on F (A ∪B) in terms of F (B) and ρν(B), ν ∈ A :
F (B) + η
∑
ν∈A
ρν(B) ≤ F (A ∪B) ≤ F (B) + 1
γ
∑
ν∈A
ρν(B). (15)
Thus we can view the submodularity and supermodularity ratios as parameters that allow
us to define the tightest possible modular bounds of the above form for any A ,B ⊆ V .
Note that the bounds are also tight in the sense that if A \B = ∅ then (15) reduces to
a trivial statement. Viewed through the lens of MM algorithms, the modular lower/upper
bound serves as the minorizing/majorizing counterpart to F (A ∪B).
With these perspectives, the greedy heuristic for maximization in Algorithm 1 can be
easily paraphrased in the language of MM algorithms. Having selected the set Aj−1 after
j− 1 steps, we seek Aj−1→j ⊆ V \Aj−1, |Aj−1→j | = qj that maximizes F (Aj−1 ∪Aj−1→j).
We achieve this by maximizing the minorizing counterpart: the modular lower bound as in
(15) defined using the incremental gains ρν(Aj−1), ν ∈ V \Aj−1.
Incremental gains associated with individual elements, coupled with the submodularity
or supermodularity ratios, are an obvious combination for defining modular bounds for a
function. Many problems, however, may have additional attributes that enable other ways
of defining modular bounds. The greedy heuristic can be adapted appropriately to utilize
these special modular bounds. Such bounds could be easier to compute and perhaps perform
better empirically. In Algorithm 2 we outline a greedy procedure built on the ansatz of an
abstract modular lower bound M↑ [·] and modular upper bound M↓ [·] for the incremental
gain ρA (B) associated with any A , B ⊆ V :
M↑ [ρA (B)] ≤ ρA (B) ≤M↓ [ρA (B)] (16)
The symbols ↓, ↑ are a visual cue to pinpoint whether the bound is from above or below.
Algorithm 2 Greedy algorithm using modular lower bounds
1: Input F,V , l, {q1, . . . , ql}
2: Initialize A = ∅
3: for i = 1 to l do
4: Determine M↑
[
ρV \A (A )
]
.
5: Find Q ⊆ V \A , |Q| = qi that maximizes M↑ [ρQ(A )]
6: A ← A ∪Q
7: end for
return Index set A
Now we give performance bounds for the abstract batch greedy approach of Algorithm 2.
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Theorem 4.1 Let F be a non-decreasing function. Algorithm 2 for maximizing F (A )
subject to |A | ≤ k outputs a set A such that
F (A ) ≥
(
1−
l∏
i=1
(
1− qi
k (1 + τi)
))
max
B⊂V ,|B|≤k
F (B)
where τi > 0 is a parameter that encapsulates the effectiveness of the modular lower bound
M↑ [·] in locally describing the function.
The proof is given in Appendix B.1.
The analysis of Algorithm 2 is along the same lines as that of Algorithm 1. The ef-
fectiveness of the modular lower bound in locally describing the function is baked into the
approximation guarantee via the parameter τi. If A ∗ is the optimal set of the maximization
problem, then for the ith step, τi is defined as the smallest scalar satisfying
ρA ∗ (Ai−1)−M↑ [ρA ∗ (Ai−1)] ≤ τikρAi (Ai−1)
qi
. (17)
The dependence of τi is strictly on the modular lower bound, but in many cases estimating
it is easier when it is defined as the smallest scalar satisfying
M↓ [ρA ∗ (Ai−1)]−M↑ [ρA ∗ (Ai−1)] ≤ τikM↑ [ρAi (Ai−1)]
qi
. (18)
Notice that τi estimated using the definition in (18) is always larger than what is necessary
to satisfy (17).
One instance of τi which we have previously seen, indirectly, is when the modular bounds
are defined using incremental gains and submodularity/supermodularity ratios. In that case,
with a little effort it is easy to see that τi according to (18) will be
1−γV ,kηV ,k
γV ,kηV ,qi
. But this
value is sub-optimal when compared to the τi one can implicitly infer from the result in
Theorem 3.1, which is
1−γV ,kηV ,qi
γV ,kηV ,qi
. The sub-optimality stems from the fact that ηV ,qi ≥ ηV ,k,
∀qi ≤ k. The discrepancy is easily explained since in the proof of Theorem 4.1 we allow for
the modular lower boundM↑ [·] to be negative. If we assume non-negativity of the modular
lower bound, the proof can be accordingly modified to obtain the optimal result.
5 Adapting MM techniques for linear Bayesian optimal ex-
perimental design
In this section we develop specialized MM-based algorithms for the linear Bayesian optimal
experimental design problem formulated in Section 3.4.2.
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5.1 Modular bounds for mutual information design criteria
In Section 3.4.2 we discussed some key spectral properties of design criteria based on mutual
information. Now we derive helpful majorizations and minorizations using tight modular
bounds on these information theoretic objectives.
Proposition 5.1 Let X ∈ Rn and Y ∈ Rm be jointly Gaussian random variables as de-
fined in Section 3.4.1. Let P ∈ Rm×k be a selection operator such that YP := P>Y =
[Yi1 , . . . , Yik ]
>. The mutual information between X and YP can be bounded on both sides by
the following modular functions:
I (X;YP) ≥ 1
2
trace
(
P> (log (ΓY )− log diag (ΓY |X))P) ,
I (X;YP) ≤ 1
2
trace
(
P> (log diag (ΓY )− log (ΓY |X))P) .
The proof is given in Appendix B.3.
Note that the lower bound in the proposition above is always positive when mutual
information is submodular (Corollary 5.2), but in general it need not be. The machinery
used to obtain Proposition 5.1 exploits the linear algebraic structure of the information
theoretic objectives. Using the same arsenal of tools we can provide the following alternative
bounds:
I (X;YP) ≥ 1
2
trace
(
P> (log (ΓY )− log (ΓY |X)+ Im log (%1))P) , (19a)
I (X;YP) ≤ 1
2
trace
(
P> (log (ΓY )− Im log (%2)− log (ΓY |X))P) . (19b)
We include arguments for these bounds (19) in the proof of Proposition 5.1 as well. The con-
stants %1, %2 ∈ (0, 1] depend on the range of the spectrum of covariance operators ΓY |X ,ΓY
respectively. If eig(ΓY |X) ∈ [αs, αl] ⊂ R>0 and eig(ΓY ) ∈ [βs, βl] ⊂ R>0, then %1 := 4αsαl(αs+αl)2
and %2 :=
4βsβl
(βs+βl)
2 . Note that lower bound in (19) is not guaranteed to be positive even when
mutual information is submodular, and the bounds in (19) are tighter when the cardinality
of I (P) is smaller.
To understand the modular bounds in Proposition 5.1 and their significance, it is helpful
to discuss two simple corollaries. We begin with the more restricted of the two, which is
valid only when the observations are conditionally independent.
Corollary 5.2 For random variables X ∈ Rn and Y ∈ Rm as defined in Proposition 5.1, if
Yik |X are additionally independent, then the following bounds hold for any selection operator
P ∈ Rm×k:
I(X;Y )− I(X;Y \ YP) ≤ 1
2
trace
(
P> (log (ΓY )− log (ΓY |X))P) ≤ I (X;YP) .
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The proof is given in Appendix B.3.
Recall that I (X;YP) is the objective corresponding to (Prob-Max), and I(X;Y ) −
I(X;Y \ YP) is the objective corresponding to (Prob-Min). If P is square with its corre-
sponding index set IP = V , then the corollary statement reduces to a simple identity. In
all other circumstances the inequalities are strict.
We now highlight a few properties encapsulated by Corollary 5.2 which relate to concepts
in polyhedral combinatorics.
• We know the mutual information I (X;YP) is submodular when observations are
conditionally independent (Proposition 2.1). The term I(X;Y )−I(X;Y \YP) is the
supermodular dual (Definition A.12) of I (X;YP), and both the functions have the
same base polytope (Definition A.8).
• The diagonal of the matrix appearing in the middle term deserves special attention.
We denote the diagonal of 12
(
log (ΓY )− log
(
ΓY |X
))
by the vector d ∈ Rm. Note that
the covariance ΓY |X in this context is diagonal since we are presently discussing the
case of uncorrelated observation error. The vector d can be inferred to be a point in
the base polytope (Definition A.8) of I (X;YP) or equivalently of I(X;Y )−I(X;Y \
YP). As a result, it is naturally a subgradient (Definition A.10) of I (X;YP) and a
supergradient of I(X;Y )−I(X;Y \YP) defined at V or ∅. The individual components
of d are all positive, which must be the case since the base polytope lies in the positive
orthant for all non-decreasing submodular functions.
• Most interestingly, d is not necessarily one of the extreme points of the base polytope
but rather can lie in its interior. Note that there are at most m! extreme points and
these are at least in theory determinable using the ‘greedy algorithm’ (Rado–Edmonds
theorem [24]). Typically subgradients defined using extremal points are used to drive
the optimization steps [50, 51, 48]. Using a non-extremal point to drive optimization,
as we do here, is a novel approach, albeit specific to the setting of linear–Gaussian
Bayesian problems.
We now consider a generalization of Corollary 5.2 pertinent to the case of correlated
observation errors. Recall that in this case the mutual information I (X;YP) is neither
submodular nor supermodular, but simply a non-decreasing set function.
Corollary 5.3 For random variables X ∈ Rn, Y ∈ Rm as defined in Proposition 5.1, the
following bounds hold for any selection operator P ∈ Rm×k:
I(X;Y )− I(X;Y \ YP) ≤ 1
2
trace
(
P> (log (ΓY )− log (ΓY |X))P)+DPc , (20)
⇐⇒ I(X;YP) ≥ 1
2
trace
(
P> (log (ΓY )− log (ΓY |X))P)−DP , (21)
where DP := 12trace
(P> (log diag (ΓY |X)− log (ΓY |X))P).
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The proof is given in Appendix B.3.
The term DP is non-negative and strictly increases with increasing cardinality of the
index set I (P). When the observation errors are uncorrelated, meaning that the covari-
ance operator ΓY |X is diagonal, DP evaluates to zero and we recover the statement in
Corollary 5.2 by combining (20) and (21). Adding (20) and (21) we obtain,
I(X;Y )− I(X;Y \ YP) ≤ I (X;YP) + 1
2
trace
(
log diag
(
ΓY |X
)− log (ΓY |X)) . (22)
Loosely speaking, D := 12trace
(
log diag
(
ΓY |X
)− log (ΓY |X)) reflects the deviation from
submodularity of the mutual information I (X;YP): the smaller its magnitude, the more
I (X;YP) behaves as a submodular function. If DPc and DP in Corollary 5.3 are replaced
by D, the inequalities are akin to affine modular bounds on the set functions I(X;Y ) −
I(X;Y \ YP) and I(X;YP). The pair (d,D), where the vector d ∈ Rm is the diagonal of
1
2
(
log (ΓY )− log
(
ΓY |X
))
, characterizes the affine modular bound in Corollary 5.3. Such a
pair in general defines generalized lower and upper polyhedra (Definition A.9) for arbitrary
set functions that need not be sub/super-modular. [49] uses those theoretical constructs to
study polyhedral aspects of submodular functions.
5.2 MM algorithms for maximizing information gain
For the problem of maximizing information gain (Prob-Max), wherein the objective is non-
decreasing, we have previously discussed the performance of the standard batch greedy
algorithm (Algorithm 1) in Section 3.4. We now consider Algorithm 2, implemented with
the modular lower bounds for incremental gain given in Proposition 5.1. We will refer to this
algorithm as MMGreedy in the comparative discussion of Section 6. Note that incremental
gain in the present context corresponds to information gain, which in turn can be written as
conditional mutual information. The inequalities in Proposition 5.1 can be suitably adapted
by replacing the covariance operators with the appropriate conditional covariances. We
describe this process below.
Suppose our goal is to select k < m observations altogether, and we have already selected
k1 < k. Let the indices of the selected k1 observations correspond to the selection operator
P1, IP1 ⊂ V . We now seek the remaining k2 = k − k1 observations whose corresponding
index selection operator P2, with IP2 ⊂ V \ IP1 , is arg maxP,|IP |=k2 I(X;YP |YP1). In
the proposed MM framework, this is achieved by maximizing the minorizing modular lower
bound,
1
2
trace
(
P̂>
(
log
(
ΓYPc1 |YP1
)
− log diag
(
ΓYPc1 |X,YP1
))
P̂
)
≤ I(X;YP |YP1). (23)
In (23), Pc1 is the complement of P1 with IPc1 = V \ IP1 . The selection operator P̂
in (23) has the same index set as P and is simply its counterpart when selecting from
the reduced dimension random variable YPc1 ∈ Rm−k1 . The approximation guarantee in
this case follows from Theorem 4.1. Bounding the parameter τi (see Theorem 4.1) that
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encapsulates the effectiveness of the modular lower bound is a non-trivial exercise which
we will not pursue. Our empirical results (see Section 6), however, demonstrate that the
performance of the algorithm is comparable to that of standard batch greedy (Algorithm 1)
and in some instances slightly better.
5.3 MM algorithms for minimizing information loss
Our motivation to independently study minimizing information loss is triggered by a com-
bination of factors. The asymmetry that exists between incrementally choosing good
observations—as opposed to discarding bad observations—is perhaps the most intriguing
reason. In the context of linear Bayesian inverse problems, Corollary 5.2 encapsulates our
motivation perfectly. Observe how the same modular bound proves useful in selecting the
best observation and discarding the worst. Yet each procedure carried out sequentially, by
updating the modular bound, yields different answers in general. While Corollary 5.2 is
restricted to the submodular case with conditionally independent observations, we have the
generalization in Corollary 5.3 with slightly different modular bounds.
(Prob-Min) is the formal representation of the problem of minimizing information loss.
Exploiting the previously discussed modular bounds for mutual information, we propose
the following approach for its solution. Suppose our goal is to discard k < m observations,
and we have already removed k1 < k. Let the indices of the discarded k1 observations
correspond to the selection operator P1, IP1 ⊂ V . We now seek k2 := k − k1 observations
whose corresponding index selection operator P2, with IP2 ⊂ V \ IP1 , is the solution of
the following problem:
P2 = arg min
P,|IP |=k2
I(X;Y )− I(X;Y \ YP1 , YP) = arg min
P,|IP |=k2
I(X;Y |YP1)− I(X;Y \ YP1 , YP).
(24)
We solve (24) using Algorithm 3 by minimizing the majorizing modular upper bound,
as given in Proposition 5.4. We refer to this algorithm as MMReverseGreedy, alluding to the
fact that we remove indices sequentially from the candidate set until we reach the desired
cardinality. While it is unclear if this approach can be supplemented with an approximation
guarantee, numerical results indicate excellent empirical performance.
Proposition 5.4 For random variables X ∈ Rn and Y ∈ Rm as defined in Proposition 5.1,
and selection operators P ∈ Rm×k and P1 ∈ Rm×k1 such that k1 < k, the following bound
holds:
I(X;Y |YP1)− I(X;Y \ YP1 , YP) ≤ trace
(
P̂>
(
log
(
ΓY |YP1
)
− log
(
ΓY |X,YP1
))
P̂
)
+ trace
(
P̂c>
(
log diag
(
ΓY |X,YP1
)
− log
(
ΓY |X,YP1
))
P̂c
)
+ trace
(
P̂c>
(
log diag
(
ΓY \YP1 |X
)
− log
(
ΓY |X,YP1
))
P̂c
)
.
Here P̂ is the counterpart of P when selecting from the reduced dimension random variable
YPc1 ∈ Rm−k1.
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Algorithm 3 Sequential greedy algorithm for minimizing information loss
1: Input G,ΓX ,ΓY |X ,V , l, {q1, . . . , ql}
2: Initialize I (Pr) = ∅
3: for i = 1 to l do
4: Determine M↓ [I(X;Y |YPr)− I(X;Y \ YPr , YP)] as per Proposition 5.4.
5: Find P with IP ⊆ V \ IPr and |IP | = qi that minimizes
M↓ [I(X;Y |YPr)− I(X;Y \ YPr , YP)]
6: IPr ← IPr ∪IP
7: end for
return Index set IPr
The proof is given in Appendix B.3.
The two trace terms involving P̂c are non-negative and identically zero if the observations
are conditionally independent. In that scenario, the proposition statement reduces to a
slightly modified version of Corollary 5.2.
5.4 Numerical and computational issues concerning MM algorithms
Our aim here is to provide some technical information on how to compute the modular
bounds, and the associated computational costs. With regard to computational complexity,
our focus here is not the number of function calls to the value oracle model, but complexity in
terms of number of floating point operations (FLOPs). This is a more pertinent comparative
metric since the optimization is performed using a minorizing/majorizing surrogate, not the
actual objective itself. We will use the symbol O(·) when referring to FLOP count, rather
than O(·), which we previously used to specify the number of function evaluations.
For the algorithms outlined in Sections 5.2 and 5.3, one critical task is estimating the
diagonal of the matrix logarithm of a definite matrix. In each iteration, the matrix of interest
is obtained using a Schur complement operation. More precisely, it is the Schur complement
corresponding to one of the principal submatrices of the (larger) matrix in the previous
iteration. The computational overhead of the Schur complement is moderate compared to
that of determining the diagonal entries of the matrix logarithm. The cumulative cost of
the latter task across all the iterations is what determines the complexity of the algorithm.
If the objective is submodular, and when the batch size is one, it is easy to see that we
only require the relative ordering of the diagonal entries as opposed to absolute accuracy
of each. However there is no direct way to obtain relative ordering and, surprisingly, nor
is there a direct efficient way to estimate the diagonal of a matrix logarithm. At first
glance, it is tempting to consider estimating each entry of the diagonal as the bilinear form
e>i log(A)ei, but such efforts [36, 4, 35] are quickly realized to be inefficient in this case.
Avoiding computation of the matrix logarithm in all but special cases in not an option.
We refer to the readers to [42, Chap. 11] for a comprehensive survey on computing matrix
logarithms.
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In our case, since we seek the logarithm of a definite matrix, we can use its eigenvalue
decomposition. Recall that for a definite matrix A ∈ Rm×m with eigendecomposition A =
UΣU∗, its matrix logarithm is simply logA = U log ΣU∗. Note how any favorable decay
in the spectrum of the matrix A may not necessarily aid the estimation of its matrix
logarithm, since eigenmodes corresponding to the smallest eigenvalues could also dominate
the estimate. In special cases, though, randomized methods that provide inexpensive low
rank approximations of a matrix could still be useful.
In general, however, the leading order complexity for the algorithms in Sections 5.2
and 5.3 is O(m
3k
q ). Here m is the size of the candidate set, k is the desired cardinality,
and q is the batch size. The dominating cost is that of determining the sub/super–gradient
using the modular bounds of Proposition 5.1. Asymptotically, we do not improve on the
complexity of batch greedy based on incremental gains (Algorithm 1); the dominating cost
there is that of evaluating log determinants.
5.5 Contextualizing with other approaches
In various simplified settings, the sequential methods outlined in Sections 5.2 and 5.3 for
the linear Bayesian optimal experimental design problem share similarities to existing tech-
niques. Consider the case of independent and identically distributed observation errors;
in this case the objective in (10) is submodular and defined entirely by the data marginal
piY . (Prob-Max) is now equivalent to finding the mode of a fixed-size determinantal point
process (DPP) [61, 62], with the kernel of the DPP being the marginal covariance of the
data, ΓY .
In the MM approach of Section 5.2, we define a tight modular lower bound on the
objective using the trace of the logarithm of the data marginal covariance, or its appropriate
conditional counterpart. The individual diagonal entries of the matrix logarithm are akin
to weighted leverage scores associated with each row/column index; here the weights are
simply the logarithms of the eigenvalues. Historically, the notion of leverage scores was
introduced in the context of linear regression for outlier detection, and to assess the amount
of influence exerted by one observation regardless of its actual value [14, 43]. In the recent
past such scores have been useful in performing subset selection [11] and in linear regression
[23], both of which directly relate to optimal experimental design.
Sampling based on leverage scores versus DPPs. Volume sampling in DPPs
and sampling based on traditional statistical leverage scores are clearly different. But in
precisely what way? Contrasting their differences and understanding the nuances is a useful
exercise. Consider a DPP defined through an L-ensemble specified by L  0; often the semi-
definite matrix L is also termed the kernel matrix. One popular interpretation is obtained
by expressing L as a Gram matrix, B>B, where the columns of B are feature vectors
representing items in the candidate set. Furthermore, if each column Bi is written as the
product of a quality term qi ∈ R>0 and a vector of normalized diversity features φi ∈ Rd,
‖φi‖ = 1, then we have Lij = qiφ>i φjqj . Now suppose that UΛU> is the eigendecomposition
of L. Then it is easy to see that q2i = UΛU>[i,i]. The diagonal entries in UΛU> are
strictly speaking not statistical leverage scores, since we are weighing the contribution of
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each eigenvector by its corresponding eigenvalue. But note that when using randomized
numerical linear algebra methods, the practice is always to give more importance to higher
eigenmodes. In the context of this comparative discussion, it is evident that sampling based
on leverage scores does not account for diversity among the candidates, but accounts only
for the quality of each one.
6 Numerical results
In this section we evaluate the performance of the batch greedy algorithms when applied to
linear Bayesian optimal experimental design. In the discussion and figures that follow, we
label the approach of maximizing information gain using Algorithm 1 as StdGreedy; the
approach of maximizing information gain using the minorizing surrogate (Algorithm 2 and
Section 5.2) as MMGreedy; and analogously, the approach of minimizing information loss
using the majorizing surrogate (Algorithm 3 and Section 5.3) as MMReverseGreedy.
6.1 An inverse problem with structured random operators
We consider a Bayesian inference problem in the setting of Section 3.4.1, with a randomly
generated linear forward operator G. The dimension of the parameters X is set to n = 20,
while cardinality of the candidate set of observations Y is fixed at m = 100. Realizations
of the forward operator are constructed by independently generating random singular val-
ues and left/right singular vectors. The spectrum of G, while random, has a prescribed
exponential rate of decay reflective of many real world inverse problems [82]. The random
left and right singular vectors are obtained by taking a modified Gram-Schmidt QR fac-
torization of a random normal matrix of the appropriate dimension. We specify the prior
and observation error covariances, ΓX and ΓY |X , using squared exponential kernels with
correlation lengths 0.105 and 0.021, respectively, on a unit domain. We draw 1000 random
instances of the forward operator G and solve the experimental design problem of maximiz-
ing mutual information I(X,P>Y ) in each case. The spectra of the relevant operators are
shown in Figure 6.1. If a spectrum corresponds to a random operator, we plot the median
and indicate the spread.
In Figure 6.2 we showcase the influence of decreasing batch size for each algorithm.
On the horizontal axis we have the number of observation indices included, and on the
vertical axis we plot the amount of mutual information captured at that cardinality rela-
tive to the maximum amount possible. We consider 7 different batch size, corresponding
to q ∈ {1%, 10%, 20%, 30%, 40%, 50%, 100%}. Here we are only plotting the median per-
formance across 1000 random instances of the forward model; in Figure 6.3 we illustrate
the spread in mutual information captured for a select few batch sizes. Improved gains at
smaller batch sizes are consistent with our theoretical claims in Theorems 3.1 and 4.1. The
numerical results also corroborate our remark in Section 3.4, that the trivial approximation
guarantee for m > n is merely an artifact of loose bounds on the sub/super-modularity
ratios. Interestingly, while we do not have a theoretical analysis of the MMReverseGreedy
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Figure 6.1: Spectrum of the relevant operators of the inverse problem with correlated
observation error. The solid line is the median across 1000 random instances of the forward
model. The whiskers capture the interquantile range (10% to 90%), and the ? marks the
maximum and minimum eigen/singular value. The prior and observation error covariances
are fixed and not random.
algorithm, the effect of batch size on its performance is similar to that of the other two
heuristics.
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Figure 6.2: Performance of each greedy heuristic for different batch sizes, ranging from
single index selection (q = 1%) to a one shot approach (q = 100%). The solid line is the
median across 1000 random instances of the forward model.
Fixing the batch size, we compare the three algorithms’ performance in Figure 6.4.
We consider the cases q ∈ {1%, 20%, 40%, 100%}. Once again, we only plot the median
performance across 1000 random instances of the forward model to retain visual clarity.
When choosing indices one at a time (q = 1%) the standard greedy heuristic does marginally
better than both MM greedy heuristics, but at larger batch sizes, both MM approaches
provide better gains. This distinction is more readily apparent in Figure 6.5, where we
plot the difference between the relative amount of information captured by MMGreedy and
MMReverseGreedy in comparison to the standard greedy heuristic. Here we also indicate the
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Figure 6.3: Performance of the greedy heuristics for different batch sizes across all 1000
random instances of the forward model. The solid line is the median; the whiskers capture
the 10% to 90% interquantile range, and the ? marks the maximum and minimum mutual
information captured.
spread due to the forward model being random. The differences in the performances of the
three heuristics are stark at relatively lower cardinalities, and diminish at higher cardinality
since information saturates. The upside to using the MMGreedy heuristic in comparison
to the standard greedy heuristic is much greater than the downside, as indicated by the
interquantile range and the maximum/minimum mutual information captured.
The results we have discussed thus far are for the case of strongly correlated but struc-
tured observation error covariance. Smaller batch sizes clearly yield more information gain,
and ought to be preferred unless computational demands dictate otherwise. But many
realistic problems have error terms with a less structured correlation (see Section 6.2), or
independent and identically distributed (i.i.d.) observation errors. In the latter case, the
experimental design objective is also submodular. We have included results for the case of
i.i.d. observation errors in Appendix D.1. In these scenarios, the use of smaller batch size
may not be justifiable, as our numerical experiments in Section 6.2 and Appendix D.1 indi-
cate. More generally, if the observation error covariance is not strongly correlated, meaning
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Figure 6.4: A comparative study of the greedy heuristics for four different batch sizes. The
solid line is the median across 1000 random instances of the forward model.
the observations are nearly conditionally independent, the advantage of a smaller batch size
is diminished.
We have compiled in Appendix D.2 numerical results for the case when the prior covari-
ance is defined using a exponential kernel, while the observation error covariance is defined
using a squared exponential kernel as before. Now there is significantly less prior correlation
among the parameters. The results indicate, however, that the choice of prior covariance
kernel is not particularly important; the performance of each heuristic is similar to this
section, where we used a squared exponential kernel to define the prior covariance.
We have also numerically investigated the performance of the selection algorithms when
the dimension of the parameters is greater than the cardinality of the candidate set of
observations, i.e., n > m; these results are resported in Appendix D.3. Recall that in
such cases the results in Proposition 3.3 provide non-trivial bounds on the sub/super–
modularity ratios. The StdGreedy and MMGreedy heuristics perform similarly to the case
discussed in this section. The performance of the MMReverseGreedy heuristic, however,
appears insensitive to the batch size.
6.2 Optimal sensor placement to improve climate models
We now consider a problem of optimizing sensor networks for climate models (which we
refer to as the “SNCM” problem). Given a desired cardinality, our goal is to select field
observation sites that will yield the most informative data for parameter inference. In the
present application, the parameters are uncertain inputs to the land-surface component of
a climate model, while the field data correspond to certain observable outputs of the same
model. Our example is based on the land-surface component of the Energy Exascale Earth
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Figure 6.5: MM-based batch greedy approaches compared against the standard batch greedy
heuristic for different batch sizes, across all 1000 random instances of the forward model.
The solid line is the median; the whiskers capture the 10% to 90% interquantile range, and
the ? marks the maximum and minimum mutual information captured.
System Model (E3SM) [87]. The latter is an ongoing effort, led by the US Department of
Energy, comprising multiple model components, each with its own set of uncertain input
parameters. These individual components can be coupled, and together they simulate
the earth’s atmosphere, ocean, land surface, and sea ice [46]. Uncertainty in any one
component can contribute to a large spread in the overall model predictions. This affects
our understanding of severe climate events, their timing, and our ability to cope with the
consequences.
The simplified E3SM land model [77], henceforth referred to as sELM, is a “land model”
derived from E3SM that simulates carbon cycle processes relevant to the earth system in an
efficient way. This allows for large regional ensemble simulations that would otherwise be
infeasible using the complete land model. The simulation region of our focus is the eastern
part of the north American continent located between the latitudes 28.25◦N–48.25◦N and
longitudes 66.25◦W–96.25◦W. Please see Figures 6.6 and 6.7b for a depiction of the region.
The simulation resolution is 0.5◦ in each direction, which corresponds to a grid of 41 × 61
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points. Only 1642 of those grid points fall within the land area, however, and at those
locations we have access to the sELM outputs. In the version of sELM we consider, there
are 47 input parameters; these parameters have no spatial variability and have the same
prior distribution at every location. Drawing realizations of these parameters yields a
simulation ensemble with 2000 samples. The code for sELM is publicly available [77], and
more details about the E3SM land models can be found in [67, 78].
To set up the optimal experimental design problem, we focus exclusively on one output
of the sELM, the gross primary production (GPP). GPP can be understood to be a proxy
for the amount of carbon flux attributable to the natural vegetation at that location. GPP
is a function of the sELM input parameters and relevant meteorological quantities such as
temperature. In the version of sELM we consider, the GPP is output as monthly averages
for thirty years starting from the year 1980. In Figure 6.6 we plot the monthly GPP averaged
across the 2000 samples of the parameter ensemble and across thirty years of output history.
The trends in the plot reflect expected seasonal variations, with more activity in the tropical
southern regions. If we treat the GPP output at any grid point as a random variable, then
its variance is affected by the uncertainty of the sELM input parameters and the temporal
variation of meteorological quantities. In Figure 6.7b we plot the variance of the GPP as
output from the sELM.
Isolating the contribution of the model parameter uncertainty to the variance of the
GPP output can be accomplished in a number of ways. We could perform a multivari-
ate regression with covariance estimation that accounts for spatial correlation among the
GPP output variables [80], or alternatively use factor model approaches that are popular
in econometrics [25, 26]. However we adopt a more straightforward technique, since our
primary goal is to set up a design problem suitable for a comparative study of the batch
greedy algorithms we have proposed. We simply estimate the linear relationship between
the GPP output, Y , and sELM model parameters, X, using an empirical estimate of the
cross-covariance ΓY,X . Incorporating this result into the setting of Section 3.4.1 assumes
that the parameters have a normal prior and that the error term is independent of the
parameters. In Figure 6.7a we plot the spectrum of the linear forward operator G obtained
in such a manner, along with the prior covariance ΓX . Observe that we have reduced the
dimension of the parameters to 10 by retaining only those that have a prior variance larger
than O(1). The number of candidate observations, corresponding to the dimension of Y ,
is m = 1642. The generalized eigenvalues of the matrix pencil (ΓX ,ΓX|Y ), also shown in
Figure 6.7a, suggest that the data are only marginally informative about the parameters.
Using the derived operators, we study the performance of the previously proposed batch
greedy algorithms. From Figure 6.8, it is evident that decreasing the batch size does not
reward us with any significant gains; furthermore, all the greedy heuristics have similar
performance as indicated in Figure 6.9. The difference between the relative amount of
information captured by the MM greedy heuristics in comparison to the standard greedy
heuristic is shown in Figure 6.10. The MM greedy heuristics have better gains at lower
cardinality numbers (except for extremely low cardinality), but these differences return to
zero once information saturates. In Figures 6.8 to 6.10, we have not shown the case of
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Figure 6.6: Mean GPP for each month averaged across both the parameter ensemble and
temporally.
q = 1% since it requires substantial computing time, but given the trends we expect its
performance will not be any better than that of batch size q = 10%.
In Figure 6.11 we have marked the first 10 locations given by each of the heuristics for the
case when the batch size is 10% of the total cardinality. The fact that most of these locations
are close to the coastal boundaries—and predominantly the southern coast—is intriguing.
This phenomenon is simply a result of the sELM data. To comprehend it better, we have
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Figure 6.7: Linear operators of the SNCM problem.
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Figure 6.8: Performance of each greedy heuristic for different batch sizes for the SNCM
problem. The batch sizes range from q = 10% to the one shot approach with q = 100%.
visualized in Figure 6.12 the rankings of locations at the start of the standard greedy and
MM greedy heuristics (i.e., the “one-shot” rankings). These rankings follow from either the
incremental gain associated with each location (StdGreedy) or the initial evaluation of the
modular lower bound (MMGreedy). While each heuristic provides a different set of locations
as the solution of the design problem, the collective information gained from them may not
differ significantly. Such a behavior is not unique to the SNCM problem, and is common in
many scenarios where combinatorial choices have to be made.
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Figure 6.9: A comparative study of the greedy heuristics for different batch sizes for the
SNCM problem.
7 Discussion
This paper has focused on investigating batch variants of the greedy heuristic for maximizing
monotone non-submodular functions under cardinality constraints. Our theoretical guar-
antees for the batch greedy approach are characterized by a combination of submodularity
and supermodularity ratios. In the context of linear Bayesian optimal experimental design,
we bound these parameters for the mutual information design criterion. Reinterpreting the
classical greedy heuristic in the language of MM algorithms, we also argue how any good
modular bound—not necessarily one based on incremental gains—can instantiate a related
greedy technique. Based on those insights, we proposed several novel modular bounds and
algorithms for optimizing information theoretic design criteria in the context of Bayesian
experimental design. Now we discuss some further context and potential extensions.
Our result as expressed in (3) does not incorporate curvature of the function. The
classical notion of curvature ([17] and Definition A.13) measures how close a submodu-
lar set function is to being modular, while the notion of generalized curvature ([6] and
Definition A.14) measures how close a set function is to being supermodular. In [6], the
submodularity ratio and the generalized curvature together quantify how close a set func-
tion is to being modular. These parameters provide approximation guarantees that refine
the worst case bounds depending on the instance of the function. In our case, the product
of supermodularity and submodularity ratios characterizes the modularity of a function.
But as they appear in Theorem 3.1, they do not refine the worst case bound as ideally
desired. Incorporating curvature into our arguments should result in a more expressive
approximation guarantee, and the technical path could be similar to [17, 6].
The batch size q implicitly appears in the result (3) through the supermodularity ratio.
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Figure 6.10: MM-based batch greedy approaches compared against the standard batch
greedy heuristic for different batch sizes for the SNCM problem.
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Figure 6.11: The first ten locations obtained by each greedy heuristic when the batch size
q is set to 10% of the full cardinality.
It can be understood to be either the uniform batch size or more generally the maximum
batch size. One’s computational budget should ultimately dictate the batch size; we know
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Figure 6.12: (i) Incremental gains of each candidate location, diag(ΓY − ΓY |X), scaled to
the interval [0, 1]. (ii) The modular lower bound associated with the one-shot MM greedy
approach, diag(log ΓY − ΓY |X), scaled to the interval [0, 1].
that a smaller maximum batch size will tend to yield better performance. An adaptive
strategy to change the batch size across different steps could thus aid the efficient utilization
of computational resources. Such a strategy will not influence the worst case bound, but
in many practical problems should improve empirical performance. Several factors should
impact any adaptive strategy: the number of indices already selected, the number that
remains to be selected, and the contrasts between the incremental gains corresponding to
each of the remaining indices. It would make sense to measure the latter contrasts relative
to the function value evaluated on the set of already chosen indices.
The supermodularity ratio that is essential to characterize the batch greedy heuristic
can be a useful theoretical construct in several other settings. Consider the work [47],
where the author analyzed the greedy descent algorithm for minimizing any non-increasing
supermodular function. The approximation guarantee was given using the steepness of
the function, which is a counterpart to curvature for supermodular functions. Using the
supermodularity ratio, it should be possible to analyze the case of minimizing any non-
increasing set function. Such an effort would mirror the work in [6] but in the context of
minimizing non-increasing functions.
The modular bounds we derived for the information theoretic objectives in Section 5
have intriguing connections to concepts in polyhedral combinatorics. When the design ob-
jective is a submodular function, the subgradient vector that defines the modular bound is
in general a non-extremal point in the base polytope associated with the function. Typi-
cally algorithms rely on enumerating coordinates of the vertices of the polytope and iterate
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towards a locally optimal solution [50, 51]; our approach is evidently somewhat unconven-
tional. The existence of such a subgradient was established using the operator concave
inequality (Theorem B.5), and was possible since our objective involves an operator mono-
tone function, log(·), acting on a Hermitian operator (covariance of the data marginal).
Hermitian operators that characterize the volume/diversity of subsets arise in other situa-
tions too—for instance, as kernels of determinantal point processes. In all such cases it is
unclear if more nuanced and fundamental links exist between classical results in functional
analysis and notions in combinatorial optimization. It would be interesting to understand
these connections more fully, building on what we have been able to show and exploit.
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A Additional background and definitions
A.1 Definite matrices and generalized eigenvalue problems
Definition A.1 (Lo¨wner ordering or the positive semi-definite ordering) For any
two Hermitian matrices A and B, we write A  B if and only if A − B is positive semi-
definite. The positive semi-definite condition can be used to define a partial ordering on all
Hermitian matrices.
Definition A.2 (Matrix pencil [83]) Given matrices A and B, a matrix pencil is a fam-
ily of matrices A− λB, parametrized by a complex number λ.
Definition A.3 (Definite pencil and definite generalized eigenvalue problem [83])
The pair of Hermitian matrices (A,B) is a definite pencil if
c(A,B) = inf
‖x‖=1
{x∗(A+√−1B)x} > 0,
where c(A,B) is called the Crawford number [20] of the definite pencil A− λB. The gener-
alized eigenvalue problem AΥ = BΥΣ is definite if (A,B) is definite.
Throughout the manuscript we refer to the generalized eigenvalue problem involving ma-
trices A and B through the pair (A,B). We use σk to denote any non-trivial generalized
eigenvalue of (A,B) and Σ to denote the diagonal matrix of eigenvalues.
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A.2 Notions from statistical information theory
Definition A.4 (Differential entropy [19]) The entropy of a continuous random vari-
able X with density piX is defined as
H(X) := −EpiX log piX(x) .
Definition A.5 (Condtional differential entropy [19]) For two continuous random vari-
ables X and Y , let piX,Y denote their joint density and let piX|Y denote the density of the
conditional distribution of X|Y . Then the conditional entropy H (X|Y ) is defined as
H (X|Y ) := −EpiX,Y log piX|Y (x|y) .
Definition A.6 (Relative entropy / Kullback–Leibler divergence [19]) The relative
entropy or Kullback–Leibler divergence between two distributions with densities pi and pi is
defined as,
DKL (pi‖pi) := Epi log pi(x)
pi(x)
.
A.3 Submodularity and related concepts
Definition A.7 (Modular set function [32, 2]) A set function F : 2V → R is modular
(i.e., both submodular and supermodular) if and only if there exists s ∈ R|V | such that
F (A ) =
∑
k∈A sk.
In the literature concerning submodular functions, it is common to refer to any vector s ∈
R|V | as the modular set function defined as s(A ) =
∑
k∈A sk. This practice is particularly
useful when discussing submodular and base polyhedra, or subgradients.
Definition A.8 (Submodular and base polyhedra [32, 2]) Let F be a submodular func-
tion such that F (∅) = 0. The submodular polyhedron P (F ) and the base polyhedron B(F )
are defined as:
P (F ) := {s ∈ Rm,∀A ⊂ V , s(A ) ≤ F (A )} , and
B(F ) := {s ∈ Rm, s(V ) = F (V ),∀A ⊂ V , s(A ) ≤ F (A )} ,
= P (F ) ∩ {s(V ) = F (V )} .
Remark A.1 Analogous to the submodular polyhedron, one can also define the supermod-
ular polyhedron for supermodular functions with the inequalities in Definition A.8 being
accordingly reversed.
Definition A.9 (Generalized lower and upper polyhedra [49]) Let F be any set func-
tion, not necessarily sub- or super-modular. The generalized lower polyhedron is defined as:
P genl (F ) := {(s,S) , s ∈ Rm,S ∈ R,∀A ⊂ V , s(A ) +S ≤ F (A )}
By reversing the inequality above, we can define the generalized upper polyhedron as:
P genu (F ) := {(s,S) , s ∈ Rm,S ∈ R,∀A ⊂ V , s(A ) +S ≥ F (A )}
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Definition A.10 (Subgradients and subdifferentials of submodular functions [32])
Consider a submodular function F : D → R on a distributive lattice D ⊆ 2V , with ∅,V ∈ D .
For α ∈ RV and A ∈ D , if
α(B)− α(A ) ≤ F (B)− F (A )
holds for each B ∈ D , then we call α a subgradient of F at A . We denote by ∂F (A ) the
set of all the subgradients of F at A and call ∂F (A ) the subdifferential of F at A .
Definition A.11 (Supergradients and superdifferentials of submodular functions [32])
Consider a submodular function F : D → R on a distributive lattice D ⊆ 2V , with ∅,V ∈ D .
For α ∈ RV and A ∈ D , if
α(B)− α(A ) ≥ F (B)− F (A )
holds for each B ∈ D , then we call α a supergradient of F at A . We denote by ∂F (A ) the
set of all the supergradients of F at A and call ∂F (A ) the superdifferential of F at A .
Definition A.12 (Supermodular dual [32]) For any submodular function F : 2V → R,
the function F#(X ) := F (V )−F (V \X ),X ⊆ V is referred to as its supermodular dual,
with the properties (F#)# = F , and B(F ) = B(F#) [32, Lemma 2.4]. Here B is the base
polytope associated with each function (Definition A.8).
Definition A.13 (Total curvature of a non-decreasing submodular function [17, 85])
c := max
ν∈V
ρν(∅)− ρν(V \ {ν})
ρν(∅) = 1−minν∈V
ρν(V \ {ν})
ρν(∅) .
Definition A.14 (Generalized curvature [6]) The generalized curvature of a non-negative
set function F is the smallest scalar α s.t.,
ρν (A \ {ν} ∪B) ≥ (1− α)ρν (A \ {ν}) , ∀A ,B ⊆ V , ν ∈ A \B.
Definition A.15 (Submodularity ratio from [21]) The submodularity ratio of a non-
negative set function F with respect to a set V and a parameter k ≥ 1 is
γV ,k(F ) := min
B⊆V ,A :|A |≤k,A ∩B=∅
∑
ν∈A ρν(B)
ρA (B)
Definition A.16 (Submodularity ratio from [6]) The submodularity ratio of a non-
negative set function F is the largest scalar γ s.t.,∑
ν∈A \B
ρν(B) ≥ γρA (B), ∀A ,B ⊆ V .
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B Technical results
Proof of Proposition 2.1 If Yij |X are independent then the conditional entropy of P>Y |X
can be written as, H(P>Y |X) = ∑kk=1H(Yij |X). This allows us to write the mutual infor-
mation I(X;P>Y ) as follows,
I(X;P>Y ) = H(P>Y )−H(P>Y |X) = H(P>Y )−
k∑
j=1
H(Yij |X). (25)
Consider selection operators P1 ∈ Rm×k1 , P2 ∈ Rm×k2 such that I (P1) ⊆ I (P2). Consider
a canonical row ej that selects Yij , with supp(ej) /∈ I (P2). We define new selection
operators P̂1 := [P1, ej ] ∈ Rm×k1+1, P̂2 := [P2, ej ] ∈ Rm×k2+1 by appending ej to P1 and
P2 respectively. The incremental change in mutual information from incorporating Yij can
be determined for each case. Let us consider I(X; P̂>2 Y )− I(X;P>2 Y ); the expression can
be adapted for I(X; P̂>1 Y )− I(X;P>1 Y ) accordingly.
I(X; P̂>2 Y )− I(X;P>2 Y ) = H(P̂>2 Y )−H(P>2 Y ) +H(Yij |X), (26a)
= H(Yij |P>2 Y ) +H(Yij |X). (26b)
To obtain (26b) we recognize from the chain rule for entropy that H(Yij |P>2 Y ) = H(P̂>2 Y )−
H(P>2 Y ). Since conditioning cannot increase entropy we can assert,
H(Yij |P>1 Y ) ≥ H(Yij |P>2 Y ), (27)
⇒ I(X; P̂>1 Y )− I(X;P>1 Y ) ≥ I(X; P̂>2 Y )− I(X;P>2 Y ), (28)
which concludes the proof.
B.1 Proofs concerning batch greedy algorithms
Below we provide a formal proof demonstrating that any function F is supermodular if and
only if the supermodularity ratio (Definition 3.2) ηV ,k(F ) = 1 for all V and k ≥ 1.
Proof Assuming the lower bound on ηV ,k, we can claim the following inequalities for any
set B ⊆ V , and {ν1, ν2} ∈ V \B
F ({ν1, ν2} ∪B)− F (B) ≥
2∑
i=1
(F ({νi} ∪B)− F (B)) , (29)
⇒ F ({ν1, ν2} ∪B)− F ({ν1} ∪B) ≥ F ({ν2} ∪B)− F (B). (30)
This demonstrates supermodularity [2, Proposition 2.3] having assumed the bound. To
complete the proof, we prove the proposition statement the other way around by recursively
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exploiting the supermodularity property. For any sets A ,B ⊆ V with |A | ≤ k,A ∩B = ∅
consider νk ∈ A , we claim because of supermodularity
F (A ∪B)− F (B) ≥ F (A \ {νk} ∪B)− F (B) + F ({νk} ∪B)− F (B)︸ ︷︷ ︸
ρνk (B)
. (31)
Repeating the same argument but on the term F (A \ {νk} ∪B)− F (B) we have,
F (A ∪B)− F (B) ≥ F (A \ {νk, νk−1} ∪B)− F (B) + ρνk(B) + ρνk−1(B). (32)
Continuing the process gives us the inequality
F (A ∪B)− F (B) ≥
∑
ν∈A
(F ({ν} ∪B)− F (B)) . (33)
Proof of Theorem 3.1 Our arguments closely follow that of [74, 93] with suitable modifi-
cations. Let A ∗ be a maximizer of F with k elements. Let {ai1 , . . . , aiqj } be the qj elements
selected during the j–th step of the greedy algorithm. If Aj−1 is the set of elements after
j − 1 steps, then Aj = Aj−1 ∪ {ai1 , . . . , aiqj }. If there are l–steps all together, we naturally
have q1+q2+ · · ·+ql = k. For a given j ∈ {1, . . . , l}, we denote by {b1, . . . , bm} the elements
of A ∗ \Aj ( we must have k ≥ m). We then have,
F (A ∗)
a≤ F (A ∗ ∪Aj−1), (34a)
b≤ F (Aj−1) + 1
γV ,m
m∑
i=1
(F (Aj−1 ∪ {bi})− F (Aj−1)) (34b)
c≤ F (Aj−1) + m
qjγV ,m
qj∑
t=1
(F (Aj−1 ∪ {ait})− F (Aj−1)) (34c)
d≤ F (Aj−1) + m
qjηV ,qjγV ,m
(F (Aj)− F (Aj−1)) (34d)
e≤ F (Aj−1) + k
qjηV ,qjγV ,k
(F (Aj)− F (Aj−1)) . (34e)
a) holds because F is non-decreasing,
b) holds by definition of the submodularity ratio (Definition A.15),
c) holds by definition of the batch greedy algorithm,∑m
i=1 (F (Aj−1 ∪ {bi})− F (Aj−1))
m
≤
∑qj
t=1 (F (Aj−1 ∪ {ait})− F (Aj−1))
qj
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d) holds by definition of ηV ,qj as the supermodularity ratio, (Definition 3.2),
e) holds because m ≤ k, and γV ,m ≥ γV ,k.
A simple manipulation of (34e) allows us to write the following,
F (A ∗)− F (Aj) ≤
(
1− qjηV ,qjγV ,k
k
)
(F (A ∗)− F (Aj−1)) . (35)
This leads to F (A ∗)−F (Al) ≤
∏l
j=1
(
1− qjηV ,qj γV ,kk
)
F (A ∗), and the theorem statement
follows.
We adapt an eigenvalue interlacing result for definite pairs which will prove useful to
prove Proposition 3.3.
Theorem B.1 (Cauchy Interlacing Theorem) [45, 5],[60, Theorem 2.3],[58, Theorem 2.1]
Let A,B ∈ Rn×n with A  0, B  0, and let γ1 ≥ γ2 ≥ · · · ≥ γn̂ > 0, n̂ ≤ n, be the
eigenvalues of (A,B). For any Z ∈ Rn×p, with p ≤ n and full column-rank, let µ1 ≥ µ2 ≥
· · · ≥ µp̂ > 0, p̂ ≤ p, be the eigenvalues of (Z>AZ,Z>BZ). Then:
γn−p+k ≤ µk ≤ γk, k = 1, . . . , p̂.
If additionally A  0, then n̂ = n and p̂ = p.
Proof of Proposition 3.3 In [6] the authors provide a bound on the submodularity ratio
for Bayesian A-optimality design criterion. Our arguments use that proof as a template,
but they are suitably modified to account for the mutual information design criterion. In
addition we seek a bound for the supermodularity ratio, which intriguingly is the same.
In order to bound the submodularity ratio we need to lower bound,∑
ν∈A \B ρν(B)
ρA (B)
=
∑
ν∈A \B F (ν ∪B)− F (B)
F (A ∪B)− F (B) , ∀A ,B ⊆ V .
Similarly, in order to bound the supermodularity ratio we need to lower bound,
ρA (B)∑
ν∈A \B ρν(B)
=
F (A ∪B)− F (B)∑
ν∈A \B F (ν ∪B)− F (B)
, ∀A ,B ⊆ V .
It is clear that we can achieve the above tasks by finding lower and upper bounds for
F (A ∪B)− F (B) and ∑ν∈A \B F (ν ∪B)− F (B) respectively.
First we introduce some notation to aid the proof. For any index set A with corre-
sponding selection operator PA , let ζAj represent the eigenvalue of the compressed pencil(P>A ΓY PA ,P>A ΓY |XPA ). ζj–without any superscript–will continue to represent any eigen-
value of the pencil
(
ΓY ,ΓY |X
)
. Since we consider mutual information as the objective,
F (A ) in terms of the eigenvalues ζAj is simply (10) and (12),
F (A ) =
1
2
log
|A |∏
j=1
ζAj . (36)
49
We now state a simple corollary of Theorem B.1. We omit the proof since it is quite
trivial. For any two index sets A ,B we have,
ζA ∪Bj ≥ ζBj ≥ ζA ∪B|A ∪B|−|B|+j , j = 1, . . . , |B|. (37)
As in Theorem B.1, in the above statement we have ordered the eigenvalues such that,
ζB1 ≥ · · · ≥ ζB|B| and ζA ∪B1 ≥ · · · ≥ ζA ∪B|A ∪B|. This simple result proves handy in bounding
the F (A ∪B)− F (B).
F (A ∪B)− F (B) = 1
2
log
|A ∪B|∏
j=1
ζA ∪Bj −
1
2
log
|B|∏
j=1
ζBj , (38a)
=
1
2
log
|A ∪B|−|B|∏
j=1
ζA ∪Bj +
1
2
log
|B|∏
j=1
ζA ∪B|A ∪B|−|B|+j
ζBj
, (38b)
≤ 1
2
log
|A \B|∏
j=1
ζA ∪Bj , ∵ (37)⇒
ζA ∪B|A ∪B|−|B|+j
ζBj
≤ 1, (38c)
≤ 1
2
log
(
ζA ∪B1
)|A \B|
, ∵ ζA ∪B1 ≥ ζA ∪Bj ∀j, (38d)
≤ |A \B|
2
log ζA ∪B1 . (38e)
F (A ∪B)− F (B) = 1
2
log
|A ∪B|−|B|∏
j=1
ζA ∪B|B|+j +
1
2
log
|B|∏
j=1
ζA ∪Bj
ζBj
, (39a)
≥ 1
2
log
|A \B|∏
j=1
ζA ∪B|B|+j , ∵ (37)⇒
ζA ∪Bj
ζBj
≥ 1, (39b)
≥ 1
2
log
(
ζA ∪B|A ∪B|
)|A \B|
, ∵ ζA ∪B|A ∪B| ≤ ζA ∪B|B|+j ∀j, (39c)
≥ |A \B|
2
log ζA ∪B|A ∪B|. (39d)
Specializing (37) to the case when the set A is a singleton set consisting of the element
ν we have the following result,
ζν∪Bj ≥ ζBj ≥ ζν∪Bj+1 , j = 1, . . . , |B|. (40)
Using (40) we can bound the term
∑
ν∈A \B F (ν ∪B)− F (B) using similar arguments as
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in (38) and (39).
∑
ν∈A \B
F (ν ∪B)− F (B) =
∑
ν∈A \B
1
2
log
|B|+1∏
j=1
ζν∪Bj −
1
2
log
|B|∏
j=1
ζBj
 , (41a)
=
∑
ν∈A \B
1
2
log ζν∪B|B|+1 +
1
2
log
|B|∏
j=1
ζν∪Bj
ζBj
 , (41b)
≥ |A \B|
2
log ζν∪B|B|+1, ∵
ζν∪Bj
ζBj
≥ 1. (41c)
∑
ν∈A \B
F (ν ∪B)− F (B) =
∑
ν∈A \B
1
2
log ζν∪B1 +
1
2
log
|B|∏
j=1
ζν∪Bj+1
ζBj
 , (42a)
≤ |A \B|
2
log ζν∪B1 , ∵
ζν∪Bj+1
ζBj
≤ 1. (42b)
Gathering the results from (38), (39), (41) and (42) we have,
|A \B|
2
log ζν∪B|B|+1 ≤
∑
ν∈A \B
F (ν ∪B)− F (B) ≤ |A \B|
2
log ζν∪B1 , (43)
|A \B|
2
log ζA ∪B|A ∪B| ≤ F (A ∪B)− F (B) ≤
|A \B|
2
log ζA ∪B1 . (44)
Using (43) and (44) we have,∑
ν∈A \B F (ν ∪B)− F (B)
F (A ∪B)− F (B) ≥
log ζν∪B|B|+1
log ζA ∪B1
≥ log ζmin
log ζmax
. (45)
F (A ∪B)− F (B)∑
ν∈A \B F (ν ∪B)− F (B)
≥
log ζA ∪B|A ∪B|
log ζν∪B1
≥ log ζmin
log ζmax
. (46)
Proof of Theorem 4.1 The arguments are similar to the proof of Theorem 3.1. Let
A ∗ be a maximizer of F with k elements. Let {ai1 , . . . , aiqj } be the qj elements selected
during the j–th step of the greedy algorithm. If Aj−1 is the set of elements after j − 1
steps, then Aj = Aj−1 ∪ {ai1 , . . . , aiqj }. If there are l–steps all together, we naturally have
q1 + q2 + · · ·+ ql = k. For a given j ∈ {1, . . . , l}, we denote by {b1, . . . , bm} the elements of
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A ∗ \Aj ( we must have k ≥ m). We then have,
F (A ∗)
a≤ F (A ∗ ∪Aj−1), (47a)
b
= F (Aj−1) + ρA ∗ (Aj−1) , (47b)
c≤ F (Aj−1) + δj +M↑ [ρA ∗ (Aj−1)] , (47c)
d≤ F (Aj−1) + δj + k
qj
M↑
[
ρAj (Aj−1)
]
, (47d)
e≤ F (Aj−1) + δj + k
qj
ρAj (Aj−1) , (47e)
f
≤ F (Aj−1) + k (1 + τj)
qj
ρAj (Aj−1) . (47f)
a) holds because F is non-decreasing,
b) is an identity since F (A ∗ ∪Aj−1)− F (Aj−1) =: ρA ∗ (Aj−1) is the incremental gain,
c) holds by defining δj as the smallest scalar satisfying,
ρA ∗ (Aj−1) ≤ δj +M↑ [ρA ∗ (Aj−1)] , (48)
d) holds by the greedy heuristic M↑ [ρA ∗ (Aj−1)] ≤ kqjM↑
[
ρAj (Aj−1)
]
,
e) holds since M↑
[
ρAj (Aj−1)
] ≤ ρAj (Aj−1),
f) holds by defining τj as the smallest scalar satisfying
δj ≤
τjkρAj (Aj−1)
qj
. (49)
δj quantifies the slackness of the modular lower bound, while τj does so relative to the
incremental gain at the current step. A simple manipulation of (47f) allows us to write the
following,
F (A ∗)− F (Aj) ≤
(
1− qj
k (1 + τj)
)
(F (A ∗)− F (Aj−1)) . (50)
This leads to F (A ∗) − F (Al) ≤
∏l
j=1
(
1− qjk(1+τj)
)
F (A ∗), and the theorem statement
follows
B.2 Proofs concerning linear Bayesian experimental design criterion
Proof of Proposition 3.2 Let (σj , Uj) be any generalized eigenvalue-eigenvector pair of
the definite pair (ΓY −ΓY |X ,ΓY |X). Since ΓY −ΓY |X  0, and ΓY |X  0, we can claim σj ≥
0. It is evident that, (1+σj , Uj) is the corresponding generalized eigenvalue-eigenvector pair
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of the definite pair (ΓY ,ΓY |X). To establish item 1 and item 2 we need to show that, σj and
1 + σj are the corresponding generalized eigenvalues of the definite pair (ΓX − ΓX|Y ,ΓX|Y )
and (ΓX ,ΓX|Y ) respectively. item 1 ⇔ item 2, then holds automatically.
Using the specified linear statistical model (5), we can deduce ΓY − ΓY |X = GΓXG>.
For the generalized eigenvalue-eigenvector pair (σj , Uj), we have the relationship
GΓXG
>Uj = ΓY |XUjσj . (51)
Multiplying (51) by G>Γ−1Y |X we have,
G>Γ−1Y |XGΓXG
>Uj = G>Ujσj . (52)
Define V˜j :=
1
αj
ΓXG
>Uj , where αj is some scaling parameter to obtain the desired orthog-
onality, and rewrite (52)
G>Γ−1Y |XGV˜j = Γ
−1
X V˜jσj . (53)
From (53), we claim (σj , V˜j) is a generalized eigenvalue-eigenvector pair of (G
>Γ−1Y |XG,Γ
−1
X ).
Consequently, (1+σj , V˜j) is the corresponding pair of (Γ
−1
X +G
>Γ−1Y |XG,Γ
−1
X ) =: (Γ
−1
X|Y ,Γ
−1
X ).
By definition the definite pairs (Γ−1X|Y ,Γ
−1
X ) and (ΓX ,ΓX|Y ) have the same spectrum. Fur-
ther, if (1 + σj , V˜j) is a generalized eigenvalue-eigenvector pair of (Γ
−1
X|Y ,Γ
−1
X ), then (1 +
σj ,Γ
−1
X V˜j) is the corresponding pair of (ΓX ,ΓX|Y ). This completes the proof for item 2. We
could have alternatively defined Γ−1X|Y V˜j as the generalized eigenvector and it has no bearing
on the spectrum. The choice we make is motivated by the orthogonality of eigenvectors we
desire.
Let us define Vj := Γ
−1
X V˜j , item 1 follows by recognizing that (σj , Vj) is the corresponding
generalized eigenvalue-eigenvector pair of (ΓX − ΓX|Y ,ΓX|Y ).
Proposition B.2 Let X ∈ Rn and Y ∈ Rm be normally distributed random variables as
defined in Section 3.4.1. Let P ∈ Rm×k be a selection operator such that YP := P>Y =
[Yi1 , . . . , Yik ]
>. The expected symmetrised Kullback-Leiber divergence, EpiYP
[
DsymKL (piX|YP , piX)
]
,
between the prior density piX and the posterior density obtained by conditioning on YP ,
i.e., piX|YP , is equal to the sum of the generalized eigenvalues of the definite pair (ΓYP −
ΓYP |X ,ΓYP |X) or equivalently (ΓX − ΓX|YP ,ΓX|YP ).
EpiYP
[
DsymKL (piX|YP , piX)
]
:= EpiYP
[
DKL(piX|YP‖piX) +DKL(piX‖piX|YP )
]
=
∑
j
σ̂j .
Proof of Proposition B.2 Since the prior and posterior are normal distributions we can
write the expected symmetrised KL–divergence analytically,
EpiYP
[
DsymKL (piX|YP , piX)
]
=
1
2
(
trace
(
Γ−1X ΓX|YP
)
+ E
[
µ>X|YPΓ
−1
X µX|YP
]
+ trace
(
Γ−1X|YPΓX
)
+ E
[
µ>X|YPΓ
−1
X|YPµX|YP
]
− 2n
)
. (54)
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Above we have assumed without any loss of generality that the prior has zero mean. The
posterior mean µX|YP := ΓX|YPG
>
PΓ
−1
YP |XYP is a function of the actual realization of data,
unlike the covariance operator ΓX|YP which is independent of data.
Simplifying the above expression is easier when we evaluate EpiYP
[
µX|YPµ
>
X|YP
]
.
EpiYP
[
µX|YPµ
>
X|YP
]
= ΓX|YPG
>
PΓ
−1
YP |XE
[
YPY >P
]
Γ−1YP |XGPΓX|YP , (55a)
(i)
= ΓX|YPG
>
PΓ
−1
YP |X
(
ΓYP |X +GPΓXG
>
P
)
Γ−1YP |XGPΓX|YP , (55b)
= ΓX|YP
(
Γ−1X +G
>
PΓ
−1
YP |XGP
)
ΓXG
>
PΓ
−1
YP |XGPΓX|YP , (55c)
(ii)
= ΓX|YPΓ
−1
X|YPΓX
(
Γ−1X|YP − ΓX
)
ΓX|YP , (55d)
= ΓX − ΓX|YP . (55e)
In the above set of equations, (i) holds since ΓYP |X +GPΓXG
>
P = EpiYP
[
YPY >P
]
=: ΓYP is
the marginal of the data, and (ii) holds since Γ−1X +G
>
PΓ
−1
YP |XGP =: Γ
−1
X|YP is the posterior
precision.
Using the cyclic property of trace and linearity of the expectation operator it is now
easy to see that,
EpiYP
[
µ>X|YPΓ
−1
X µX|YP
]
= trace
(
Γ−1X
(
ΓX − ΓX|YP
))
= n− trace (Γ−1X ΓX|YP ) , (56)
EpiYP
[
µ>X|YPΓ
−1
X|YPµX|YP
]
= trace
(
Γ−1X|YP
(
ΓX − ΓX|YP
))
= trace
(
Γ−1X|YPΓX
)
− n. (57)
Using (56) and (56) in (54) we have,
EpiYP
[
DsymKL (piX|YP , piX)
]
= trace
(
Γ−1X|YPΓX
)
− n. (58)
The proof is completed by recognizing that trace
(
Γ−1X|YPΓX
)
is the sum of generalized
eigenvalues of the definite pair
(
ΓX ,ΓX|YP
)
, which we know from Proposition 3.2 is n +∑
j σ̂j , where σ̂j are the generalized eigenvalues of the definite pair (ΓX − ΓX|YP ,ΓX|YP ) or
equivalently (ΓYP − ΓYP |X ,ΓYP |X).
NOTE: The results from Proposition 3.2 have been suitably adapted to make the above
arguments. In particular the discussion herein is valid for the posterior defined using any
selected subset of observations. Hence we denote the generalized eigenvalues σ̂j as opposed
to σj when all the observations are used. The fact σ̂j ≤ σj can be argued using Theorem B.1.
B.3 Proofs concerning MM algorithms for linear Bayesian experimental
design
This subsection is devoted to proving Proposition 5.1 and its corollaries. We begin by
stating certain standard results in linear algebra, subsequently deducing useful corollaries,
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and some helpful lemmas from them, all of which contribute to the argument of the main
result.
Theorem B.3 (Hadamard’s inequality [45]) Let A ∈ Rm×m be any positive definite
Hermitian matrix, with aij representing its individual entries. Then,
detA ≤ a11 · · · amm
Corollary B.4 Let A ∈ Rm×m be any positive definite Hermitian matrix, and P ∈ Rm×k, k <
m be a selection operator (Definition 2.2), then:
log
(
det
(
P>AP
))
≤ trace
(
P> log (diag (A))P
)
Proof The corollary follows immediately from Theorem B.3.
Remark B.1 The log det of a principal submatrix is a submodular function with respect
to the indices defining the submatrices [33, 57, 27, 28, 56, 53]. We know that submodu-
larity implies subadditivity for nonnegative functions, thus the modular upper bound in the
statement of Corollary B.4 can be understood in that sense as well.
Theorem B.5 (Operator concave inequality [22, 39, 40, 41, 10]) Let A be any Her-
mitian operator defined on a Hilbert space, and K be an isometry on a subspace of the Hilbert
space. Denote the compression of A by K as K∗AK, then for any operator concave function
φ(·) we have that,
K∗φ(A)K  φ(K∗AK)
Theorem B.6 (Matrix versions of the Cauchy and Kantorovich inequalities [69, 71, 9])
Let A ∈ Rm×m be any positive definite Hermitian matrix, with eigenvalues contained in the
interval [λs, λl] ⊂ R>0. If K is an isometry then:
4λsλl
(λs + λl)
2K
∗A−1K  (K∗AK)−1  K∗A−1K
As pointed out in [69], if K is merely a selection operator, then the upper bound of The-
orem B.6 reduces to a standard result in linear algebra, first established in [16] and now a
common theorem in texts [45, Theorem 7.7.15.]; the inverse of a principal submatrix of any
definite matrix is less than or equal to the corresponding submatrix of the inverse.
Corollary B.7 Let A ∈ Rm×m be any positive definite Hermitian matrix with an eigenvalue
interval [λs, λl] as prescribed in Theorem B.6. Define the scalar parameter % :=
4λsλl
(λs+λl)
2 . If
K ∈ Rm×k, k < m is an isometry, K∗K = Ik, then:
trace (K∗ log (A)K) ≤ log det (K∗AK) ≤ trace (K∗ (log (A)− Im log (%))K)
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Proof of Corollary B.7 Since A  0, its compression by K, K∗AK  0. Hence we have
the identity trace (log (K∗AK)) = log det (K∗AK). Since log is a concave function, we
claim using Theorem B.5 log (K∗AK)  K∗ log (A)K, and this implies the lower bound.
To prove the upper bound, we begin by using the identity
log det (K∗AK) = − log det (K∗AK)−1 = −trace
(
log (K∗AK)−1
)
. (59)
Using the lower bound in Theorem B.6 we have,
log det
(
%K∗A−1K
) ≤ log det (K∗AK)−1 . (60)
⇒ −trace
(
log (K∗AK)−1
)
≤ −trace (log (K∗A−1K))− trace (Ik log (%)) . (61)
K∗A−1K is a compression by K of A−1  0. Using Theorem B.5 we claim,
log
(
K∗A−1K
)  K∗ log (A−1)K = −K∗ log (A)K. (62)
⇒ −trace (log (K∗A−1K)) ≤ trace (K∗ log (A)K) . (63)
Using (63) in (61) we have,
− trace
(
log (K∗AK)−1
)
≤ trace (K∗ log (A)K)− trace (Ik log (%)) . (64)
The upper bound in the corollary statement is now immediately obtained by linearity of
the trace operator and the isometry property of K.
Proof of Proposition 5.1 Equation (12) provides an expression for the mutual informa-
tion I(X;YP),
I(X;YP) = 1
2
log
(
det
(P>ΓY P)
det
(P>ΓY |XP)
)
.
The proposition statement and the alternative modular bounds in (19) are easily obtained
by using Corollaries B.4 and B.7 on the two log det terms.
Proof of Corollary 5.3 Eq. (20) is simply a restatement of the lower bound in Proposi-
tion 5.1. The equivalence between (20) and (21) is trivial. Rewriting (21) with Y \ YP as
the argument, and subtracting that term from I(X;Y ) we obtain (20). In a similar way we
can obtain (21) from (20).
Proof of Corollary 5.2 If Yik |X are independent, then we know ΓY |X is diagonal, and
hence log diag
(
ΓY |X
)
= log
(
ΓY |X
)
. Thus the corollary statement is apparent as a conse-
quence of Corollary 5.3.
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Proof of Proposition 5.4 Observe that,
I(X;Y \ YP |YP1)−I(X;Y \ YP , YP1) = I(YP1 ;Y \ YP , YP1 |X)−I(YP1 ;Y \ YP , YP1). (65)
This implies,
I(X;Y \ YP |YP1)− I(X;Y \ YP , YP1) ≤ I(YP1 ;Y \ YP , YP1 |X). (66)
Using (66) we have,
I(X;Y |YP1)−I(X;Y \YP1 , YP) ≤ I(X;Y |YP1)−I(X;Y \YP |YP1)+I(YP1 ;Y \YP , YP1 |X).
(67)
Consider the term I(X;Y |YP1)−I(X;Y \YP |YP1), adapting the result in Corollary 5.3 we
have the following bound
I(X;Y |YP1)− I(X;Y \ YP |YP1) ≤ trace
(
P̂>
(
log
(
ΓY |YP1
)
− log
(
ΓY |X,YP1
))
P̂
)
+ trace
(
P̂c>
(
log diag
(
ΓY |X,YP1
)
− log
(
ΓY |X,YP1
))
P̂c
)
.
(68)
Consider the term I(YP1 ;Y \YP , YP1 |X), using Corollaries B.4 and B.7 we have the following
bound,
I(YP1 ;Y \ YP , YP1 |X) ≤ trace
(
P̂c>
(
log diag
(
ΓY \YP1 |X
)
− log
(
ΓY |X,YP1
))
P̂c
)
. (69)
Adding (66) and (68) we get the proposition statement.
C Maximizing information gain versus minimizing informa-
tion loss
When solving the design problem using sequential algorithms, is maximizing information
gain necessarily better than minimizing information loss? Are there circumstances when
one ought to be preferred over the other? These are natural questions that arise when
contrasting the two approaches. We discuss some nuances for the two formulations, using
the Bayesian experimental design problem of Section 2.2 as a template. Recall that the
goal there is to select a subset of observation YP that inform on the inference parameters
X. The fundamental difference between the two approaches is most evidenced right at
the onset of each procedure. When maximizing information gain we compare independent
contributions given by I (X;Yi). Whereas when minimizing information loss we assess the
relative magnitudes of I (X;Y ) − I (X;Y \ Yi), here the amount of collective information
provided by the observations Y \ Yi is the guiding factor. In the latter case note how the
relative importance of each observation Yi is dictated by its absence, in contrast to the
former. These suggests two things,
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i) If the dominating contributor to the total mutual information I (X;Y ) is the aggregate
of independent contributions I (X;Yi), then maximizing information gain does seem
the right approach.
ii) Conversely, if the interactions among the observations Yi is the dominating contributor
to I (X;Y ) then minimizing information loss would appear as a better choice.
The above remarks are not entirely new in of themselves. Several authors have discussed
similar notions in the context of seeking symmetric multivariate correlation measures [92,
38], and analyzing the polymatroidal dependence structure of a set of random variables
[37, 31]. If there is a subset of observations already selected/discarded; one would simply
redefine the terms by appropriately conditioning on that set. The main caveat of course is
the size of the conditioning set. If a substantial number of observations have already been
chosen, then the strategy of maximizing information gain is also implicitly accounting for
any favorable interactions among the observations. Thus the desired cardinality constraint,
and a prior knowledge about the strength of the interaction can help in the choice of strategy.
From a theoretical perspective, there are important differences between the two ap-
proaches. Maximizing information gain corresponds to maximizing a non-decreasing set
function, and when the observations are conditionally independent the function is submod-
ular. Minimizing information loss corresponds to minimizing a non-decreasing set function,
and when the observations are conditionally independent the function is supermodular.
The constrained maximization of non-decreasing set functions is well understood theo-
retically, especially when the function in submodular. However the results for minimization
of non-decreasing set functions are fewer and less satisfactory. Even in the restricted set-
ting of the non-decreasing set function being supermodular, the analysis of the greedy
algorithm is more involved [47], and the approximation guarantee is given using steepness
of the function. For the more general case of minimizing a set function which is not nec-
essarily sub/super-modular, there are no approximation guarantees of which we are aware.
Note that in [47] the result was given for any non-increasing supermodular function. We
are dealing with a non-decreasing function since the function argument (Y \ YP) involves
the complement of index set, IP , we seek. The result in [47] is applicable with suitable
modifications.
D Additional numerical results
D.1 Structured random example with i.i.d. observation error
Consider the linear inverse problem as described in Section 6.1, but with i.i.d. observation
error. In Figures D.1 to D.5 we present numerical investigations analogous to those in
Section 6.1.
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Figure D.1: Spectrum of the relevant operators of the inverse problem with i.i.d. observation
error. The solid line is the median across 1000 random instances of the forward model. The
whiskers capture the interquantile range (10% to 90%), and the ? marks the maximum and
minimum eigen/singular value. The prior and observation error covariances are fixed and
not random.
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Figure D.2: Performance of each greedy heuristic for different batch sizes for the case
of inverse problem with i.i.d. observation error. The batch size ranges from single index
selection to one shot approach. The solid line is the median across 1000 random instances
for the forward model.
D.2 Structured random example with exponential prior covariance
Consider the linear inverse problem as described in Section 6.1, but with exponential kernel
used to define the prior on the inference parameters. In Figures D.5 to D.9 we present
numerical investigations analogous to those in Section 6.1.
D.3 Structured random example with dimension of inference parameters
greater than observations
We consider a linear inverse problem with random linear forward model similar to the one
described in Section 6.1, but now the dimension of parameters is set to 100, X ∈ R100,
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Figure D.3: A comparative study of the greedy heuristics for four different batch sizes for
the case of inverse problem with i.i.d. observation error. The solid line is the median across
1000 random instances for the forward model.
while cardinality of the candidate set of observations is fixed at 50, Y ∈ R50. We fix the
prior, ΓX and observation error, ΓY |X , covariances using squared exponential kernel with
correlation length 0.021 and 0.042 respectively. In Figures D.1 to D.5 we present numerical
investigations analogous to those in Section 6.1.
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Figure D.4: Performance of the greedy heuristics for different batch sizes across all 1000
random instances of the forward model for the case of inverse problem with i.i.d. observation
error. The solid line is the median; the whiskers capture the interquantile range (10% to
90%), and the ? marks the maximum and minimum mutual information captured.
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Figure D.5: MM based batch greedy approaches compared against the standard batch
greedy heuristic for different batch sizes across all 1000 random instances of the forward
model for the case of inverse problem with i.i.d. observation error. The solid line is the
median; the whiskers capture the interquantile range (10% to 90%), and the ? marks the
maximum and minimum mutual information captured.
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Figure D.6: Spectrum of the relevant operators of the inverse problem with exponential
prior covariance. The solid line is the median across 1000 random instances of the forward
model. The whiskers capture the interquantile range (10% to 90%), and the ? marks the
maximum and minimum eigen/singular value. The prior and observation error covariances
are fixed and not random.
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Figure D.7: Performance of each greedy heuristic for different batch sizes for the case of
inverse problem with exponential prior covariance. The batch size ranges from single index
selection to one shot approach. The solid line is the median across 1000 random instances
for the forward model.
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Figure D.8: A comparative study of the greedy heuristics for four different batch sizes for
the case of inverse problem with exponential prior covariance. The solid line is the median
across 1000 random instances for the forward model.
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Figure D.9: Performance of the greedy heuristics for different batch sizes across all 1000
random instances of the forward model for the case of inverse problem with exponential
prior covariance. The solid line is the median; the whiskers capture the interquantile range
(10% to 90%), and the ? marks the maximum and minimum mutual information captured.
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Figure D.10: MM based batch greedy approaches compared against the standard batch
greedy heuristic for different batch sizes across all 1000 random instances of the forward
model for the case of inverse problem with exponential prior covariance. The solid line is
the median; the whiskers capture the interquantile range (10% to 90%), and the ? marks
the maximum and minimum mutual information captured.
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Figure D.11: Spectrum of the relevant operators of the inverse problem with number of
parameters greater than observations. The solid line is the median across 1000 random
instances of the forward model. The whiskers capture the interquantile range (10% to
90%), and the ? marks the maximum and minimum eigen/singular value. The prior and
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Figure D.12: Performance of each greedy heuristic for different batch sizes for the case
of inverse problem with number of parameters greater than observations. The batch size
ranges from single index selection to one shot approach. The solid line is the median across
1000 random instances for the forward model.
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Figure D.13: A comparative study of the greedy heuristics for four different batch sizes for
the case of inverse problem with number of parameters greater than observations. The solid
line is the median across 1000 random instances for the forward model.
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Figure D.14: Performance of the greedy heuristics for different batch sizes across all 1000
random instances of the forward model for the case of inverse problem with number of
parameters greater than observations. The solid line is the median; the whiskers capture
the interquantile range (10% to 90%), and the ? marks the maximum and minimum mutual
information captured.
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Figure D.15: MM based batch greedy approaches compared against the standard batch
greedy heuristic for different batch sizes across all 1000 random instances of the forward
model for the case of inverse problem with number of parameters greater than observations.
The solid line is the median; the whiskers capture the interquantile range (10% to 90%),
and the ? marks the maximum and minimum mutual information captured.
70
