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6.5.2.1 Array subscripting
Constraints
987 One of the expressions shall have type “pointer to object type”, the other expression shall have integer type, subscripting
and the result has type “type”.
Commentary
Surprisingly there is no requirement that the pointer type be restricted to occurring as the left operand
(because such a requirement invariably exists in other computer languages).
Other Languages
Most languages require that the left operand have an array type. The implicit conversion of arrays to pointers
is unique to C (and C++). A few languages (e.g., Awk, Perl, and Snobol 4) support the use of strings as
indexes into arrays (they are called tables in Snobol 4).
Coding Guidelines
Although the C Standard permits the operands to occur in any order, the pointer type nearly always appears
(in source) as the left operand. Developers have not gotten into the habit of using any other operand ordering.
Introductory books on C teach this operand order and many don’t even mention that another order is permitted.
There is nothing to be gained by specifying a particular operand order in a coding guideline; the alternative is
very rarely seen.
Example
The following all conform to this requirement:
1 extern int arr[10];
2 extern int glob;
3
4 void f(void)
5 {
6 (glob++)[arr] = 9;
7 arr[glob-1]=10;
8 (arr+2)[3]=4["abcdefg"];
9 "abc"[2]=’z’; /* Ok, undefined behavior. */
10 }
Semantics
988 A postﬁx expression followed by an expression in square brackets [] is a subscripted designation of an
element of an array object.
Commentary
Many developers do not think of square brackets, [], as being an operator. A single token would be sufﬁcient
to indicate an array subscript. However, existing practice in other languages and the advantages of the
bracketing effect of using two tokens (it removes the need to use parentheses when the subscript expression
is more complex than a unary-expression) were more important considerations.
Subscripted arrays are not as commonly seen in C source code as they are in programs written in other
languages. Using pointers where arrays would be used in other languages, seems like a more natural ﬁt in C.
Among the reasons for this might be the support for pointer arithmetic available in C but not many other
languages, and the automatic conversion of arrays to pointers to their ﬁrst element.
additive
operators
pointer to object
Other Languages
Many languages allow all of the subscripts in a multidimensional array access to appear within a single pair
of square brackets (or parentheses for some languages), with each subscript being separated by a comma footnote
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(rather like the arguments in a function call). In some languages subscripting an array is implied by the
appearance of an expression to the right of an object having an array type.
Common Implementations
Most processor instruction sets support one or more forms of addressing that is designed to handle the
accessing of storage via array subscripting. In practice the pointer-to object type is often a value that is
known at translation time (e.g., a ﬁle scope array object whose address is decided at link time). In this case
the subscript value can be loaded into a register and a register with displacement addressing mode used (an
almost universally available addressing mode).
Values contained within arrays are often accessed sequentially, one at a time. A common C practice is to
assign the base address of the array to a pointer, access each element through that pointer, incrementing the
pointer to move onto the next element.
1 #define NUM_ELEMS (20)
2
3 extern int a[NUM_ELEMS];
4
5 void f(void)
6 {
7 int *p = a;
8
9 while (p != a+NUM_ELEMS)
10 /*
11 * Do something involving:
12 *
13 * *p
14 *
15 * p will need to be incremented before the loop goes around again.
16 */
17 ;
18
19 for (int a_index=0; a_index < NUM_ELEMS; a_index++)
20 /*
21 * Do something involving:
22 *
23 * a[a_index]
24 */
25 ;
26 }
Depending on the processor instruction set and the surrounding source code context, use of a pointer may data dependency
result in more or less efﬁcient machine code than an array access. However, looking at the code in a wider
perspective, the use of pointers rather than arrays makes some optimizations signiﬁcantly more difﬁcult to
implement. The problem is one of possible data dependencies— an optimizer needs to know what they are;
and the analysis is signiﬁcantly more difﬁcult to perform when pointers rather than arrays are involved.
Scientiﬁc and engineering programs often spend a large amount of time within loops reading and writing
array elements. Such programs tend to loop through elements of different arrays, performing some calculation
involving each of them. When a processor can execute more than one instruction at the same time, ﬁnding
the most efﬁcient ordering is technically very difﬁcult. The problem is knowing when the value read from an
array element is going to be affected by the writing of a value to the same array. Knowing that there is no
dependency between two accesses allows an optimizer to order them as it sees ﬁt. (If there is a dependency,
the operations must occur in the order as written.) The sequence of statements within a loop may also have
been unrolled, exposing dependencies between accesses in what were different iterations. The patterns of loop unrolling
array reference usage have been studied in an attempt to generate faster machine code. The three types of
array reference patterns are:
Flow-dependent
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1 for (index = 1; index < 10; index++)
2 {
3 A[index-1] = B[index];
4 C[index] = A[index];
5 }
Anti-dependent
1 for (index = 1; index < 10; index++)
2 {
3 B[index] = A[index-1];
4 A[index] = C[index];
5 }
Output-dependent
1 for (index = 1; index < 10; index++)
2 {
3 A[index-1] = B[index];
4 A[index] = C[index];
5 }
It is not necessary to be targeting a special-purpose parallel processor to want to try to optimize these loops.
Modern processors have multiple execution integer and ﬂoating-point arithmetic units.[1,5,7,9] Keeping all
units busy can result in signiﬁcant performance improvements.
For the ﬂow-dependent case: Unrolling the loop once, we see the order of execution for the assignment
statements is:
Time step Operation
t=1 A[0] = B[1]
t=2 C[1] = A[1]
t=3 A[1] = B[2]
t=4 C[2] = A[2]
Attempting to perform these two iterations in parallel, we get:
Time step Thread 1 Thread 2
t=1 A[0] = B[1] A[1] = B[2]
t=2 C[1] = A[1] C[2] = A[2]
There is an assignment to A[1] in execution thread 2 at time t=1 before that value is used in execution
thread 1 at time t=2. Executing this code in parallel would cause the array element value to be given a new
value before its previous value had been used. A modiﬁcation to the loop, known as preloading, removes this
ﬂow dependency:
1 for (index = 1; index < 10; index++)
2 {
3 T = A[index];
4 A[index-1] = B[index];
5 C[index] = T;
6 }
For the anti-dependency case: Unrolling the loop once, we see the order of execution for the assignment
statements is:
Time step Operation
t=1 B[1] = A[0]
t=2 A[1] = C[1]
t=3 B[2] = A[1]
t=4 A[2] = C[2]
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Attempting to perform these two iterations in parallel, we get:
Time step Thread 1 Thread 2
t=1 B[1] = A[0] B[2] = A[1]
t=2 A[1] = C[1] A[2] = C[2]
Here the value assigned to B[2] in execution thread 2 at time t=1 is the old value of A[1], before it is
updated in execution thread 1 at time t=2. Executing this code in parallel would cause the array element
value to be given a value that is incorrect, the correct one not yet having been calculated. Reordering the
sequence of assignments removes this anti-dependency:
1 for (index = 1; index < 10; index++)
2 {
3 A[index] = C[index];
4 B[index] = A[index-1];
5 }
For the output dependent case: Unrolling the loop once, we see the order of execution for the assignment
statements is:
Time step Operation
t=1 A[0] = B[1]
t=2 A[1] = C[1]
t=3 A[1] = B[2]
t=4 A[2] = C[2]
Attempting to perform these two iterations in parallel, we get:
Time step Thread 1 Thread 2
t=1 A[0] = B[1] A[1] = B[2]
t=2 A[1] = C[1] A[2] = C[2]
Here the correct assignment to A[1] in execution thread 2 at time t=1 is overwritten by an assignment in
execution thread 2 at time t=2. Executing the code in parallel causes the ﬁnal value of the array element to
be incorrect. Reordering the sequence of assignments removes this output dependency:
1 for (index = 1; index < 10; index++)
2 {
3 A[index] = C[index];
4 A[index-1] = B[index];
5 }
It is not usually intuitively obvious if a dependency exists between elements of an array in different iterations
of a loop. A number of tests based on the mathematics of number theory are known; for instance, in:
1 for (index = 5; index < 10; index++)
2 {
3 A[2*index - 1] = C[index];
4 B[index] = A[4*index - 7];
5 }
if a dependency exists, there must be values of x and y such that the element accessed in statement S(x) is
the same as that in statement S(y). For this to occur the relation 2x   1 = 4y   7 must hold. This occurs
when x and y equal 3, which is not within the bounds of the loop, so there is no dependency in this case.
Equations such as these, known as Diophantine equations, are usually written with the variable terms
on the left and the constant value on the right (e.g., 4y   2x = 6). It is known that a solution to such an
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equation, in integer values, exists if and only if the greatest common divisor of the constants on the left hand
side divides the constant on the right-hand side (which it does in this case). This test, known as the GCD
test, is very simple to apply and will determine whether there is a dependency between accesses to an array.
However, the problem with the GCD test is that it does not fully take advantage of the known information
(the bounds of the loop). The Banerjee test[3] is a much more sophisticated test that is often performed
(others have also been proposed).
Even with these sophisticated tests, it is still only possible to deduce whether dependencies exist for
a fraction of the cases commonly seen in industrial applications.[8] Allen and Kennedy[2] discuss data
dependency in detail, speciﬁcally algorithms for optimizing the ordering of array accesses within loops
(Fortran-based). For calculations involving sparse matrices, it is sometimes possible to improve performance
and reduce storage overhead by mapping the representation of the nonzero array elements to another kind of
data structure.[4]
Example
1 extern int a[3][4];
2 extern int (*p1)[];
3 extern int *p2;
4 extern int p3;
5
6 void f(void)
7 {
8 p1=a; /* An array of array of int becomes a pointer to an array of int. */
9
10 p2=a[1]; /* Indexing exposes the array of int, which is converted to pointer to int. */
11
12 p3=a[1][2]; /* Indexing again reveals an int. */
13
14 if (a[1][2] != p2[2]) /* p2 points at the start of a[1] */
15 printf("Something wrong here\n");
16 }
989 The deﬁnition of the subscript operator [] is that E1[E2] is identical to (*((E1)+(E2))). array subscript
identical to
Commentary
This explains the symmetry between the operands of the [] operator. In their equivalent form, operand order
is irrelevant. This equivalence also highlights the point that C requires as much checking on the bounds of
array subscripts by implementations as it requires on pointer differencing.
Other Languages
This equivalence relationship is unique to C (and C++).
Common Implementations
Some translators rewrite array accesses into this form in their internal representation. It reduces the number
of different cases that need to be considered during code generation.
The degree to which the use of subscripted arrays or pointers affects the quality of generated machine
code will depend on the sophistication of the analysis performed by a translator. Simpler translators usually
generate higher-quality machine code when pointers are used. More sophisticated optimizers can make
use of the information provided by a subscripted array (the name of the object being accessed) to generate
higher-quality code. A study by Franke and O’Boyle[6] obtained up to 14% improvement in execution
time (for several DSPstone benchmarks[12] using the same translator) by source-to-source transformation,
converting pointer accesses to explicit array accesses prior to processing by the compiler proper.
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Coding Guidelines
Some guidelines documents recommend against the use of pointer arithmetic. Such a recommendation
overlooks the equivalence between array subscripting and pointer arithmetic. While, it could be argued that
this equivalence relationship is purely a speciﬁcation detail in the C Standard, this would not correspond
to how many developers think about array subscripting. This stated equivalence shows the extent to which
the use of pointers, rather than arrays, are embedded within the C language. Coding guidelines that simply
recommend against the use of pointer arithmetic are generally unworkable in practice. If developers are
using C, guidelines need to work within the framework of that language.
990 Because of the conversion rules that apply to the binary + operator, if E1 is an array object (equivalently, a
pointer to the initial element of an array object) and E2 is an integer, E1[E2] designates the E2-th element of
E1 (counting from zero).
Commentary
It is sometimes claimed that having arrays zero based results in more efﬁcient machine code being generated.
Basing the array at zero can result in a small efﬁciency improvement for those cases where the address of
the array is not known at translation (or link) time (machine code does not need to be generated to subtract
one from the index expression). However, this analysis ignores the impact of the algorithm on the index
expression. Any algorithm which naturally uses an array indexed from one, requires the developer to either
adjust the index expression to make it zero-based or to ignore the zero’th element (the array will contain an
unused element). Whether more algorithms are naturally one-based rather than zero-based is not known.
Given the general interchangeability of arrays and allocated storage, the only practical option is for arrays
to be zero-based. Arrays based at one would require that all allocated storage also have an implied base
of one. In a language supporting pointer arithmetic, nonzero based arrays and pointers would signiﬁcantly
complicate the generated machine code and the developer’s conception of where pointers actually pointed.
1 void f(void)
2 {
3 char a[10];
4 char *p = a;
5
6 a[1] = ’q’;
7 p[1] = ’q’;
8 *p = ’q’;
9 p++;
10 *p = ’q’;
11 }
Other Languages
Some languages base their array at one (e.g., Fortran). Languages in the Algol family allow the developer
to specify both the lower and upper bounds of an array. For instance, in Pascal the deﬁnition a[4..9]
:Integer; would deﬁne an array of integers that was to be subscripted with values between four and nine,
inclusive (the underlying implementation would be zero-based, the translator generating code to subtract four
from the index expression).
Coding Guidelines
Off-by-one coding errors may be the most common problems associated with array subscripting. This
problem seems to be generic to all programming languages, independent of whether arrays start at zero, one,
or a user deﬁned value.
991 Successive subscript operators designate an element of a multidimensional array object.
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Commentary
Just like using the structure member selection operator (.) to access successive members of a nested structure, footnote
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the [] operator can be used to select successive elements of a multidimensional array. A two-dimensional
array can be thought of as adjacent slices of a single dimension array. As suggested by the mathematical
terminology dimension, an array subscript can be thought of as the coordinates of the element being accessed
in the deﬁned array object.
For an array of arrays the word object denotes the speciﬁc object determined directly by the pointer’s
type and value, not other objects related to that one by contiguity. Therefore, if an array index exceeds the
declared bounds, the behavior is undeﬁned.
1 void DR_017_Q16(void)
2 {
3 int a[4][5];
4
5 a[1][7] = 0; /* Undefined behavior. */
6 }
Other Languages
Many languages require that all subscripts be given inside one pair of [] brackets. Such languages do not
usually treat [] as an operator. A few languages provide operators that enable subsets of an array’s elements
to be selected. For instance, the Fortran 95 array selection B(1:4, 6:8:2, 3) speciﬁes the set of elements
whose ﬁrst subscript varies between 1 and 4, the second subscript is either 6 or 8 (the third value, 2, in the
index is a stride), and the third subscript is 3.
Common Implementations
Accesses to a multidimensional array requires that the translator calculate the address of the indexed element
within the array object. In:
1 extern int a[3][5][7];
2 extern int j,
3 k,
4 l;
5
6 void f(void)
7 {
8 int i = a[j][k][l];
9 }
the array reference is equivalent to (*(a+((((j*3)+k)*5)+l))). The value of this expression will also
need to be multiplied by sizeof(int) to calculate the start of the element address.
When accesses to a multidimensional array occur within a nested loop, the evaluation of the indexing
expression can often be optimized. For instance, in the following:
1 for (j=0; j<MAX_X; j++)
2 for (k=0; k<MAX_Y; k++)
3 for (l=0; l<MAX_Z; l++)
4 a[j][k][l]=formula;
parts of the array index calculation are the same for each iteration of some of the loops (e.g., j*3 has a
constant value during the iteration of the two nested loops, as does ((j*3)+k)*5 during the iteration of the
innermost loop). It may be worthwhile to keep one or both of these values in a register, or save either of them
to a temporary storage location (which at worst is likely to be faster than loading the loop control variable loop control
variable
and performing a multiply).
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Coding Guidelines
Accessing the elements of a multidimensional array requires additional instructions to scale the index. A
technique sometimes used by developers to reduce this overhead, when accessing all the elements (e.g., to
assign an initial value), is to treat the array as if it had a single dimension.
1 #define NUM_1 10
2 #define NUM_2 20
3
4 int a[NUM_1][NUM_2];
5
6 void init(void)
7 {
8 int *q = (int *)a;
9
10 /*
11 * Some developers prefer using pointer arithmetic here.
12 */
13 for (int index=0; index < NUM_1*NUM_2; index++)
14 q[index]=0;
15 }
Use of this technique can be an indicator of an unnecessary interest in efﬁciency by developers. The guideline
recommendation dealing with use of representation information is applicable here.
?? represen-
tation in-
formation
using
Table 991.1: Occurrence of object declarations having an array type with the given number of dimensions (as a percentage of all
array types in the given scope; with local scope separated into parameters and everything else). Based on the translated form of
this book’s benchmark programs.
Dimensions Parameters Local non-parameter
Scope File Scope
1 100.0 97.9 91.9
2 0.0 2.0 7.5
3 0.0 0.1 0.6
992 If E is an n-dimensional array (n2) with dimensions ij  k then E (used as other than an lvalue) is array
n-dimensional
reference converted to a pointer to an (n-1)-dimensional array with dimensions j  k
Commentary
Because this conversion does not occur when E is used as an lvalue, it is not possible to simultaneously
assign multiple array elements. For instance, in:
1 int a[10][20];
2 int b[20];
3
4 /*
5 * The left operand has type array of int.
6 * The right operand has type pointer to int.
7 */
8 a[4]=b;
there is a type mismatch. It is not possible to assign all of b’s elements in one assignment statement.
C++
Clause 8.3.4p7 uses the term rank to describe ij  k, not dimensions.
Other Languages
In most languages arrays are never converted to a pointer to their ﬁrst element. Like C++, some other
languages use the term rank.
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Coding Guidelines
The equivalence relationship between array subscripting and pointer accesses sometimes leads to developer
confusion over when arrays and pointers types can be interchanged. A multidimensional array is not the
same as an array of pointers or a pointer-to pointer. Both of these are common, incorrect assumptions made
by inexperienced developers. In:
1 int a[10][20];
2 int (*q)[];
3 int **p;
4
5 void f(void)
6 {
7 q=a; /* a is a pointer to int, the first element of the first row. */
8 p=a; /* Incompatible types, a is not a pointer to pointer to int. */
9 p=(int *)a; /* Translator is not required to issue a diagnostic here. */
10 }
Mixing these different types will result in diagnostic messages being generated. While developers have
been known to use explicit casts to stop these diagnostics from appearing, it is likely that the resulting
programs will fail to work correctly and a guideline recommendation addressing this usage is not considered
worthwhile.
Example
1 int a[10][20][30];
2
3 void f(void)
4 {
5 int (*p1)[20][30] = a;
6 int (*p2)[30] = a[0];
7 /* ... */
8 }
993 If the unary * operator is applied to this pointer explicitly, or implicitly as a result of subscripting, the result is
the pointed-to (n - 1)-dimensional array, which itself is converted into a pointer if used as other than an lvalue.
Commentary
This process can continue for as many dimensions as there are in the array type. The last dereference yields
the value of the pointed-to element (if used as other than an lvalue). The unary * operator has the same effect
as subscripting the array with a zero index, [0]. This fact can be deduced from the deﬁnition of the subscript
operator.
array sub-
script
identical to
989
C++
8.3.4p7 If the * operator, either explicitly or implicitly as a result of subscripting, is applied to this pointer, the result is
the pointed-to ( n   1 )-dimensional array, which itself is immediately converted into a pointer.
While the C++ Standard does not require the result to be used “as other than an lvalue” for it to be converted
to a pointer. This difference does not result in any differences for the constructs available in C.
Coding Guidelines
While, technically, the forms * and [0] are interchangeable in many contexts, developers rarely think of them
as such. For instance, many developers do not seem to separate out the components of an array deﬁnition as
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being both an allocation of storage and a creation of a reference to it (the array name). Are there any costs or
beneﬁts of only using the array subscript operator, [], for operands having an array type and only the unary *
operator for operands having a pointer type? Are there any costs or beneﬁts of using one of these operators
for both cases? The following are some of the issues:
• The notation *a is visually more compact than a[0], while a[index] is shorter than *(a+index).
• The unary * occurs much more frequently in C source code than the array subscript operator. It is
possible that developers will be more practiced in the use of this form.
• In many contexts arrays are implicitly converted to pointers and arguments are always passed by
value (not address). Less developer effort is needed to structure source code that uses pointers rather
than arrays (which require decisions to be made on the number of elements to be speciﬁed in their
declarations).
Example
Taking the example from the previous sentence, we have:
1 int a[10][20][30];
2
3 void f(void)
4 {
5 int (*p1)[30] = *a;
6 int (*p2) = *a[0];
7 /* ... */
8 }
994 It follows from this that arrays are stored in row-major order (last subscript varies fastest). array
row-major
storage order Commentary
Thatis, thefollowingequalitieshold: &a[i][j+1] == (&a[i][j]+1)and &a[i+1][j] == &a[i][j]+(sizeof(a[i])/
sizeof(a[i][j])). Figure 994.1 illustrates the difference between row and column major storage layouts.
Figure 994.2 illustrates the difference in data structures used to represent the following two initialized
object deﬁnitions in storage:
Figure 994.1: Row (left) and column (right) major order. The dotted line indicates successively increasing addresses for the two
kinds of storage layouts, with the gray boxes denoting the same sequence of index values.
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1 char day_arr[][10] = {
2 "Monday", "Tuesday", "Wednesday", "Thursday", "Friday",
3 "Saturday", "Sunday"
4 };
5 char *day_ptr[] = {
6 "Monday", "Tuesday", "Wednesday", "Thursday", "Friday",
7 "Saturday", "Sunday"
8 };
The order in which array elements are organized can have signiﬁcant performance implications. Processors
use caches because their designers are aware that many data accesses exhibit spatial locality. If array elements cache
are accessed in the order they are held in storage, maximum advantage can be taken of any available processor
cache. The conditions under which the order of array element access might have an effect on program
performance are discussed in the Common implementation section that follows.
Other Languages
Some languages store arrays in column-major order (the ﬁrst subscript varies the fastest). The most well-
known being Fortran. One of the ﬁrst things that developers of scientiﬁc and engineering applications, using
Fortran, are told about is the importance of nesting loops to maintain spatial locality of reference.
Common Implementations
A processor’s storage hierarchy can include a paged memory management system and often a cache. The cache
performance of both of these can be affected by the order in which array elements are accessed.
In a paged memory management system the amount of storage available for use by programs is usually
greater than physically available. Memory is divided up into pages, usually 4K or 8K chunks, the less
frequently used pages being swapped out to large, lower-cost storage (most often a hard disk). A large
array can occupy many pages. Accessing noncontiguous array elements can require different pages needing
to be in memory for each access. This can signiﬁcantly impact performance because a swapped-out page
consumes a lot of resources being swapped back into memory. Accessing elements in a contiguous order can
signiﬁcantly reduce the amount of paging activity.
A processor cache is usually structured to hold lines of data from memory. Each cache line holds a ﬁxed
number of bytes, usually some small power of 2 (but invariably larger than any scalar type). A load from
an address will result in a complete cache line being fetched if the data at that address is not already in the
cache. Accesses to sequential locations in storage can often be satisﬁed from data already in the cache.
1 #define INNER 1000
2 #define OUTER 2000
3
4 extern int a[INNER][OUTER];
5
6 void f(void)
7 {
M o n d a y \0
T u e s d a y \0
W e d n e s d a y \0
T h u r s d a y \0
F r i d a y \0
S a t u r d a y \0
S u n d a y \0
day_arr
->
->
->
->
->
->
->
day_ptr
M o n d a y \0 T u e s d a y \0 W
e d n e s d a y \0 T h u r s d a
y \0 F r i d a y \0 S a t u r d a
y \0 S u n d a y \0
Figure 994.2: Difference in storage layout between an array of array of characters (left) and array of pointer to characters (right;
not all pointers shown and the relative storage locations of the strings is only one of many that are possible).
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8 /*
9 * This loop could execute more quickly than the one below
10 */
11 for (int i=0; i < INNER; i++)
12 {
13 /*
14 * Each access will be adjacent, in storage, to the previous one.
15 */
16 for (int j = 0; j < OUTER; j++)
17 a[i][j]+=1;
18 }
19
20 for (int j=0; j < OUTER; j++)
21 {
22 /*
23 * Each access will be disjoint, in storage, to the previous one.
24 */
25 for (int i = 0; i < INNER; i++)
26 a[i][j]+=1;
27 }
28 }
The preceding example illustrates spatial locality. A program’s use of arrays can also show temporal locality.
In the following example (function g), each element of the array c is accessed in the inner loop. If the number
of bytes in the array c is greater than the total size of the cache, then on the next iteration of the outer loop
the values from the ﬁrst elements will not be in the cache. Loading these values will cause other elements’
values of c to be ﬂushed from the cache.
A performance-driven solution is to introduce a nested loop. This loop iterates over a smaller range of
values, sufﬁciently small that all the elements ﬁt within the cache. This transform is known as strip-mine and
interchange and is one of a family of so-called cache blocking transforms. Function h shows such a rewritten
form of the calculation in function g. For optimal performance, the program needs to take account of the
processor cache size.
1 #define INNER 1000
2 #define OUTER 2000
3 #define STRIP_WIDTH 32
4
5 extern int b[OUTER],
6 c[INNER];
7
8 void g(void)
9 {
10 for (int i=0; i < OUTER; i++)
11 for (int j = 0; j < INNER; j++)
12 b[i] += c[j];
13 }
14
15 void h(void)
16 {
17 for (int j = 0; j < INNER; j+=STRIP_WIDTH)
18 for (int i=0; i < OUTER; i++)
19 for (int k=j; k < MIN(INNER, j+STRIP_WIDTH-1); k++)
20 b[i] += c[k];
21 }
When the calculation within the loop involves both one- and two-dimensional arrays, the order of loop
nesting can depend on how the arrays are indexed. The following code gives an example where the two outer
loops are in the opposite order suggested by spatial locality, but temporal locality is the dominant factor here.
1 #define INNER 1000
2 #define OUTER 2000
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Figure 994.3: Two possible element layouts of an 8  8 array; Blocked row-major layout (left) and Morton element layout
(right). Factors such as efﬁciency of array index calculation, whether array size can be made a power of two, or array shape (e.g.,
non-square) drive layout selection.[10]
3 #define STRIP_WIDTH 32
4
5 extern int b[OUTER],
6 c[INNER][OUTER];
7
8 void h(void)
9 {
10 /*
11 * for (int i=0; i < INNER; i++)
12 * for (int j = 0; j < OUTER; j++)
13 * b[j] += c[i][j];
14 *
15 * is transformed in to the following:
16 */
17 for (int j = 0; j < OUTER; j+=STRIP_WIDTH)
18 for (int i=0; i < INNER; i++)
19 for (int k=j; k < MIN(OUTER, j+STRIP_WIDTH-1); k++)
20 b[k] += c[i][k];
21 }
An extensive discussion of the issues involved in taking account of the cache, when ordering array accesses
within loops is given in Chapter 9 of Allen and Kennedy.[2]
Provided a multi-dimensional array is accessed through indexing (i.e., not via a pointer whose value
has been explicitly calculated) an implementation can use any algorithm it chooses to layout elements in
storage. One such algorithm is Morton layout,[13] which has the advantage that element access performance
is independent of whether the elements are accessed in row-major or column-major order, see Table 994.1.
Table 994.1: Cache hit-rate for sequentially accessing, in row-major order, a two-dimensional array stored using various layout
methods. If the same array is accessed in column-major order the ﬁgures given in the Row-major and Column-major columns are
swapped and the Morton layout ﬁgure remains unchanged. These ﬁgures ignore the impact that accessing other objects might
have on cache behavior, and so denote the best hit-rate that can be achieved. Based on Thiyagalingam et al.[11]
Cache size Row-major Morton Column-major
32 byte cache line 75% 50% 0%
128 cache byte 93.75% 75% 0%
8K byte cache page 99.9% 96.875% 0%
Coding Guidelines
As the preceding discussion in Common implementations showed, the optimal nesting of loops is not always
obvious. If all of the elements of a multidimensional array are to be accessed, some choice has to be made
v 1.1 January 30, 20086.5.2.1 Array subscripting 996
about the order in which the associated loops are nested. There is no evidence to suggest that always using
the same ordering, rather than say varying the ordering, can lead to a worthwhile reduction in the cost of
comprehending source. The use of multidimensional arrays is rarely seen outside of applications that perform
some kind of numerical analysis, where developers are often willing to invest effort in tuning performance
(and these coding guidelines are not intended to provide efﬁciency recommendations).
995 EXAMPLE Consider the array object deﬁned by the declaration
int x[3][5];
Here x is a 3 × 5 array of ints; more precisely, x is an array of three element objects, each of which is an array
of ﬁve ints. In the expression x[i], which is equivalent to (*((x)+(i))), x is ﬁrst converted to a pointer to the
initial array of ﬁve ints. Then i is adjusted according to the type of x, which conceptually entails multiplying i
by the size of the object to which the pointer points, namely an array of ﬁve int objects. The results are added
and indirection is applied to yield an array of ﬁve ints. When used in the expression x[i][j], that array is in
turn converted to a pointer to the ﬁrst of the ints, so x[i][j] yields an int.
996 Forward references: additive operators (6.5.6), address and indirection operators (6.5.3.2), array declarators
(6.7.5.2).
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