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Abstract
Business process modelling languages (BPMLs) typically enable the representation
of business processes via the creation of process models, which are constructed
using the elements and graphical symbols of the BPML itself. Despite the wide
literature on business process modelling languages, on the comparison between
graphical components of different languages, on the development and enrichment
of new and existing notations, and the numerous definitions of what a business
process is, the BPM community still lacks a robust (ontological) characterisation
of the elements involved in business process models and, even more importantly, of
the very notion of business process. While some efforts have been done towards this
direction, the majority of works in this area focuses on the analysis of the behavioural
(control flow) aspects of process models only, thus neglecting other central modelling
elements, such as those denoting process participants (e.g., data objects, actors),
relationships among activities, goals, values, and so on. The overall purpose of this
PhD thesis is to provide a systematic study of the elements that constitute a business
process, based on ontological analysis, and to apply these results back to the Business
Process Management field. The major contributions that were achieved in pursuing
our overall purpose are: (i) a first comprehensive and systematic investigation of
what constitutes a business process meta-model in literature, and a definition of what
we call a literature-based business process meta-model starting from the different
business process meta-models proposed in the literature; (ii) the ontological analysis
of four business process elements (event, participant, relationship among activities,
and goal), which were identified as missing or problematic in the literature and in
the literature-based meta-model; (iii) the revision of the literature-based business
process meta-model that incorporates the analysis of the four investigated business
process elements - event, participant, relationship among activities and goal; and
(iv) the definition and evaluation of a notation that enriches the relationships between
activities by including the notions of occurrence dependences and rationales.
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This Chapter is dedicated to the general introduction of this PhD thesis. In particular, westart the Chapter with the description of the context and the motivations of this research(Section 1.1), then we introduce the goals that guided the thesis (Section 1.2) and how we
reached them by means of the research tasks (Section 1.3). We conclude with the structure of the
thesis (Section 1.4) and the list of publications (Section 1.5).
1.1 Context and motivations
Business process modelling languages (BPMLs) typically enable the representation of business
processes via the creation of process models, which are constructed using the elements and
graphical symbols of the BPML itself. A process model is a conceptual\abstract representation
of a business process, whose goal is to describe or prescribe a real process by specifying how the
process should\could\might be performed.
Business process modelling languages enable the creation of process models by exploiting graph-
ical symbols to denote the key elements to be represented. Examples of elements of a business
process are the sequence of activities to be executed (the so-called control flow), the actors in-
volved in the process, the data objects required/manipulated by the activities, message exchanges,
and so on. If we focus on typical business-to-consumer (B2C) scenarios, examples of business
process modelling languages include well-known imperative languages such as the Business
Process Model and Notation (BPMN)1 [OMG11a], the Unified Modeling Language Activity Di-




declarative notations such as the CaseManagement Model and Notation (CMMN)3, and declare
[PSvdA07].
Despite thewide literature on the execution semantics of business processmodelling languages, on
the comparison between graphical components of different languages [SAJ+02, LK06,MTJ+10a],
on the development and enrichment of new and existing notations, and the numerous definitions of
what a business process is (see, e.g., [Dav93, HC93, JMPW93, Wes12b]), the BPM community
still lacks a robust (ontological) characterisation of the elements involved in business process
models and, even more importantly, of the very notion of business process. While some efforts
have been done towards this direction (see, e.g., [SBM14] for an investigation of the ontological
commitments of activities and events in BPMN), the majority of works in this area focus on
the analysis of the behavioural (control flow) aspects of process models only, thus neglecting
other central modelling elements, such as those denoting process participants (e.g., data objects,
actors), relationships among activities, goals, values, and so on.
This lack of investigation of a wide set of elements that constitute a business process model is an
opportunity for carrying out interesting research. The growth of approaches and tools aiming at
supporting business processes in a multi-perspective manner by looking beyond the control-flow
view and including other dimensions, such as the data, organisational and goal oriented ones,
shows that the time is now ripe to focus on an investigation of different types of process elements
also at the conceptual level. Indeed, even though all the most popular definitions of business
process contain aspects that go beyond the control flow (see e.g., [Dav93, HC93, JMPW93,
Wes12b]), some of these aspects are still neglected, or not clearly described.
This lack of investigation of business process elements also raises several challenges for the
Business ProcessManagement community. By looking at the literaturewe identified the following
ones:
1. A reference meta-model that clarifies the elements that constitute a business process is
missing. As a result, several heterogeneous meta-models, often based on intuitive and even
conflicting semantics, have been proposed in the literature either independently or as the
backbone of business process modelling languages. While a certain degree of flexibility
between the meta-models of different representation languages can be expected, it would be
nevertheless desirable that they would agree on what core modelling elements of business
process are. A reference meta-model could help to define what business process in a clear
manner.
2. The meaning of business process modelling elements is often unclear and based on an
intuitive semantics. As a result certain elements may be semantically overloaded, while
others may be semantically unspecified. An example of the first problem is given by the
term “event” in well-known business process modelling languages that sometimes is used
3https://www.omg.org/spec/CMMN/About-CMMN/
6
in a similar way than the label “activity”. An example concerning the second problem is
the label “actor”. Indeed, in some notations, it can be used to represent both, the role played
by an individual as well as the person. Providing a better understanding of the business
process modelling elements we are using is important to have a clearer idea of the world
we would like to represent. These clarifications could lead to less ambiguous meta-models
and models as well as to the improvement of business process modelling notations which
could facilitate the modelling activities.
1.2 Objectives
The purpose of this thesis is to address the challenges mentioned above by providing a system-
atic and comprehensive study of the elements that constitute a business process by analysing
problematic business process elements from an ontological point of view, and by applying these
ontological analysis results back to the Business Process Management field so that they can be
useful within this community. In a few words, we aim at: (i) picking up some challenging issues
concerning business process modelling from the Business Process Management research area,
(ii) analysing them using ontological analysis approach, and (iii) bringing the results back to the
Business Process Management community so that they can provide a starting point for being
useful in practice. More in detail, the research goals of this PhD thesis are:
• GOAL 1: to develop a business process meta-model grounded in the Business Process
Management literature which includes the fundamental elements of a business process;
• GOAL 2: to analyse the meta-model’s elements from an ontological perspective;
• GOAL 3: to apply the results of ontological analysis back to the field of Business Process
Management.
Compared toGOAL 1 andGOAL 2,GOAL 3 is expressed in broad terms, and indeed resembles
more a wish than a real goal. To make it more concrete, in this thesis we do not address GOAL
3 as such but we replace it with two sub-goals:
• GOAL 3.1: to enrich the business process meta-model with the outcomes of ontological
analysis;
• GOAL 3.2: to incorporate some results of the ontological analysis into a notation for
modellers and analysts and to evaluate its usage.
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Figure 1.1: Tasks and outcomes of the thesis.
1.3 Realising the goals: tasks, outcomes, and contributions
This Section describes the tasks that we performed to achieve the four goals of this PhD thesis.
Each goal is associated with a research TASK which produces an outcome. Figure 1.1 depicts
the process of the four tasks and associated outcomes; moreover each task is connected to a pink
cloud which refers to its corresponding goal.
• TASK 1: The first task is to build the meta-model and is associated with GOAL 1. Rather
than proposing ameta-model from scratch, we decided to first investigatewhatwas available
in the literature. We decided to take a systematic data driven strategy which is based on
an extensive and Systematic Literature Review (SLR) of existing meta-models found in the
literature and then on the extraction of the most recurrent entities and relations from the
identified meta-models. The Systematic Literature Review had the objective of identifying
a literature-based meta-model (LB meta-model) which would act as a starting point to
understand and clarify which elements characterise a business process and how they can be
understood. The outcome of this task consists in the construction of the LB meta-model.
• TASK 2: GOAL 2 is reached by means of the second task to clarify the meta-model’s
elements. The task was defined in order to understand what the typical business process
model elements denote. To choose the elements, we decided to start from the ones identified
in the LB meta-model as problematic. The kind of clarification we offer is ontological: it is
focused on the analysis of the entities, their properties\qualities and relations. The outcome
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of this task consists in four ontological analysis results. They concern the elements: events,
participants, relationships between activities (i.e., occurrence dependences and rationales),
and goals.
• TASK 3: The task revise the meta-model is associated with GOAL 3.1. This task has
the purpose of refining the LB meta-model with some results of the ontological analysis
performed in TASK 2. The outcome associated with this task is the re-factoring of the LB
meta-model enriched with: a clarification on the use of the label “event” and its relation
with activities and states, a revision of the meta-model in its parts that represent the process
participants, the addition of different flow elements, and finally the enrichment of the
meta-model with the classification of business process goals.
• TASK 4: The last task of the thesis is to propose a notation and evaluate it in order to achieve
GOAL 3.2. In this task we are focused on people, in particular modellers and analysts,
demonstrating how ontological analysis outcomes, in particular the one concerning the
relationships among activities (occurrence dependences and rationales), could facilitate
and support them in the activities of business process redesign and comprehension. The
outcomes of this task are a new modelling notation and its evaluation using an empirical
study.
Contributions of the thesis. The purpose of this thesis is to provide a systematic study of the
elements that constitute a business process, based on ontological analysis, and to apply these
results back to the Business Process Management field. The major contributions of this research
work that were achieved in pursuing our overall purpose are:
• A first comprehensive and systematic investigation of what constitutes a business process
meta-model in the literature, and a definition of what we call a literature-based business
process meta-model (LB meta-model) starting from the different business process meta-
models proposed in the literature. This investigation had the objective of (i) identifying
which elements constitute a business process according to the literature; and (ii) how these
elements are understood in the BPM research field. Moreover, the production of a single
meta-model that combines different conceptualisations of business processes enabled us to
identify discrepancies and inconsistencies originated by heterogeneous (and often blurred
or conflicting) views on business process elements.
• A thorough investigation of four business process elements, mainly based on ontological
analysis. The analysis and clarification of these elements (event, participant, relationship
among activities, and goal), which were identified as missing or problematic in the liter-
ature and in the literature-based meta-model, can provide a step forward towards a better
understanding of what constitutes a business process.
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• Two efforts to bring the results of the ontological analysis back to the Business Process
Management field. The first effort consists in the revision of the literature-based business
process meta-model that incorporates the analysis of the four investigated business process
elements - event, participant, relationship among activities and goal. This contribution
goes into the direction of producing a reference business process meta-model. The second
effort consists in the definition and evaluation of a notation that enriches the meaning
of relationship between activities by including the notion of occurrence dependences and
rationales. This contribution goes into the direction of producing a notation based on a
solid analysis, which can support business process modellers and analysts in the activities
of business process (re)design and comprehension.
1.4 Structure of the thesis
Chapter 2 contains an overview of the the background notions necessary to understand the
research reported in the thesis. First, we illustrate some fundamental notions in the fields
of business process, business process modelling, modelling languages, and meta-modelling.
Second, we provide an overview of the Systematic Literature Reviews. Third, we summarise key
notions concerning ontologies and ontological analysis. Finally, we provide a short description
of empirical studies and evaluations.
Chapter 3 contains the research methodology that we adopted for each task in Section 1.3.
In Chapter 4 we describe the steps we performed in TASK 1. We present the phases of the
Systematic Literature Review on business process meta-models and its results. In particular we
illustrate the research questions of the study, the protocol of the review, the extraction of business
process entities and relations, and how we combine them to develop the LB meta-model. We also
identify and list the limitations of the Systematic Literature Review, some critical observations
concerning the LB meta-model, and we provide a comparative assessment of the meta-model
using five popular business process modelling languages.
Chapter 5 contains the ontological analysis of the business process modelling elements, which
constitutes TASK 2. It starts from the use of the term “event” in the LB meta-model and then
in the BPM community. This first part allows us to clarify other entities which are related with
events, such as activities and states. The second part focuses on the notion of business process
participants, their classification and their relations with other entities. The third part is centred on
the relationships between business process activities that go beyond the typical temporal sequence
flow relationships. The fourth part regards the notion of business process goal. At the end of
the Chapter we describe the limitations of the analysis presented in this part of the thesis and we
discuss the results by situating them in the context of business process modelling languages.
Chapter 6 is dedicated to TASK 3. We revise the LB meta-model by manually adding to it some
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of the ontological analysis outcomes. This enrichment concerns: (i) the element event and its
related elements (activities and states); (ii) the process participants, in particular resources, actors,
artefacts, and roles; (iii) the occurrence dependence between activities, as a form of ontological
constraint; and (iv) a classification of types of business process goals.
In Chapter 7 we execute TASK 4 by proposing: (i) a new notation that allows us to represent
occurrence dependence and rationales between activities; (ii) two use case scenarios that show
the usefulness of the new notation for business process documentation and redesign; and (iii)
an empirical user study that evaluates the actual effectiveness of the new ontologically-based
notation for business process modellers and analysts.
Finally, we provide an overview of the related works in Chapter 8 and we conclude with some
further remarks in Chapter 9.
1.5 List of publications
Publications related to the PhD thesis are:
• Under review:
– Greta Adamo, Chiara Ghidini, and Chiara Di Francescomarino. What’s My Process
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International Journal on Software and Systems Modeling (SoSyM) (under major
revision).
This paper describes the Systematic Literature Review of business process meta-
models provided in Chapter 4 and Appendix A.
• Accepted:
– Greta Adamo, Chiara Ghidini, and Chiara Di Francescomarino. Digging into Busi-
ness Process meta-models: a first ontological analysis. Accepted to CAiSE 2020.
This paper describes the work presented in Chapters 4, 5, and 6, in which we provide:
the meta-model inspired from the literature, its analyses, the ontological analyses
of “event” and some organisational entities, in particular the resources, and their
refactoring.
• Published:
– Greta Adamo, Stefano Borgo, Chiara Di Francescomarino, Chiara Ghidini, and
Nicola Guarino. On the notion of goal in business process models. In Chiara
Ghidini, Bernardo Magnini, Andrea Passerini, and Paolo Traverso, editors, AI*IA
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Springer, 2018.
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presented in Chapter 5.
– Greta Adamo, Stefano Borgo, Chiara Di Francescomarino, Chiara Ghidini, Nicola
Guarino, and Emilio M. Sanfilippo. Business process activity relationships: Is there
anything beyond arrows? In Mathias Weske, Marco Montali, Ingo Weber, and Jan
vom Brocke, editors, Business Process Management Forum - BPM Forum 2018,
Sydney, NSW, Australia, September 9-14, 2018, Proceedings, volume 329 of Lecture
Notes in Business Information Processing, pages 53–70. Springer, 2018.
This paper reports on the ontological analysis of business process activity relationships
(occurrence dependences and rationales) that can be found in Chapter 5 and the
application scenarios of occurrence dependences and rationales for business process
documentation and redesign which inspired part of Chapter 7.
– Greta Adamo, Stefano Borgo, Chiara Di Francescomarino, Chiara Ghidini, Nicola
Guarino, and Emilio M. Sanfilippo. Business processes and their participants: An
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Francesca A. Lisi, editors, AI*IA 2017 Advances in Artificial Intelligence - XVIth In-
ternational Conference of the Italian Association for Artificial Intelligence, Bari, Italy,
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Science, pages 215–228. Springer, 2017.
This paper investigates the notion of business process participants, which is part
of Chapter 5. It also contains some background notions of business processes and
business process modelling included in Chapter 2. The comparative analysis of the
LB meta-model (see Chapter 4 and Appendix C) found in this thesis is the evolution,
extension, and application of the comparison between business process modelling
languages from this paper.
– Greta Adamo, Stefano Borgo, Chiara Di Francescomarino, Chiara Ghidini, Nicola
Guarino, and Emilio M. Sanfilippo. Business process languages: An ontology-based
perspective. In Stefano Borgo, et al., editors, Proceedings of the Joint Ontology
Workshops 2017 Episode 3: The Tyrolean Autumn of Ontology, Bozen-Bolzano,
Italy, September 21-23, 2017, volume 2050 of CEURWorkshop Proceedings. CEUR-
WS.org, 2017.
In this paper we further extend the work on business process participants and we in-
troduce the contextual analysis between participants and business process modelling
languages4 as found in Chapter 5. Part of this work is also used to introduce some no-
4Note that the contextual analysis between business process participants and business processmodelling languages
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tions on the fields of business processes and business process modelling (see Chapter
2). The paper presents the comparison between the business process modelling no-
tations that represents the initial development for the comparative analysis performed
between the LB meta-model and the notations shown in Chapter 4 and Appendix C.
Works not related with the PhD thesis:
• Leysan Nurgalieva, Marcos Baéz, Greta Adamo, Fabio Casati, and Maurizio Marchese.
Designing interactive systems to mediate communication between formal and informal
caregivers in aged care. IEEE Access, 7:171173–171194, 2019.
• Greta Adamo, Mark Mushiva, and Max Willis. Persuasion and Empathy in Computer
Games, An Ontological Perspective. In The 12th International Conference on the Philos-
ophy of Computer Games, 2017.5
• Greta Adamo, Stefano Borgo, Chiara Di Francescomarino, Chiara Ghidini, and Marco
Rospocher. BPMN 2.0 choreography language: Interface or business contract? In Stefano
Borgo, et al., editors, Proceedings of the Joint Ontology Workshops 2017 Episode 3: The
Tyrolean Autumn of Ontology, Bozen-Bolzano, Italy, September 21-23, 2017, volume 2050
of CEUR Workshop Proceedings. CEUR-WS.org, 2017.
has been further developed in this thesis compared with the one included in this paper.





This Chapter introduces the notions that stand behind this research thesis. Since the topicof the thesis lies across different research areas, the content of this Chapter spans acrossdifferent theoretical and application oriented fields.
The Chapter is articulated as follows: Section 2.1 provides a cliffs note of the basic concepts con-
cerning the business process modelling field. Section 2.2 describes what a Systematic Literature
Review is. Section 2.3 deals with the role of ontology in philosophy, in computer science, and as
a methodological tool. Finally, Section 2.4 outlines the main aspects related to empirical studies.
2.1 Business process modelling
This Section introduces: the most popular and recent definitions of business processes; the main
techniques and paradigms proposed in literature focusing on specific notations. The final part of
the Section is dedicated to an overview of meta-modelling in business process modelling.
2.1.1 On the definition of business process
The notion of what a business process is has changed over time according to the way business
processes were understood both in research and in the actual organisations [LDL03].
Davenport [Dav93] defines a business process as:
a structured, measured set of activities designed to produce a specific output for a
particular customer or market. [. . . ] A process is thus a specific ordering of work
14
activities across time and space, with a beginning and an end, and clearly defined
inputs and outputs.
Another definition is provided in Hamer and Champy in [HC93] where business processes are:
a collection of activities that takes one or more kinds of input and creates an output
that is of value to the customer.
A similar perspective is taken by Johansson [JMPW93] who defines a business process as:
a set of linked activities that take an input and transform it to create an output.
Ideally, the transformation that occurs in the process should add value to the input.
Finally, a more modern and comprehensive definition is presented by Weske in [Wes12b] where
business processes are:
a set of activities that are performed in coordination in an organizational and tech-
nical environment. These activities jointly realize a business goal. Each business
process is enacted by a single organization, but it may interact with business processes
performed by other organizations.
By analysing these definitions we can divide them in two groups. The first three see a business
process as composed by a set of (ordered) activities that aim to transform an input in an output
which is of value for (or is desired by) a customer or market. The most recent definition
replaces this notion of “output for someone” with the stronger notion of business goal, thus
better empowering and taking into account also the goals of the organisation where the process
is enacted together with the desires of the customer(s) and markets.
2.1.2 Business process modelling languages
All the elements that constitute business processes as defined in the previous Section are captured
by business processmodels specified in a business processmodelling language. In past years, there
has been a growing effort in providing business process modelling techniques, methodologies, as
well as tools and approaches for the representation of business process models [As04]. In order to
identify and capture the complexity of business processes and select aspects and concepts which
are important in business process models, different business process modelling languages have
been proposed [Had06, MTJ+10b].
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In the literature, several classifications of business process modelling languages exist [LK06,
RRIG09, KLL09, NLM07]. To provide an illustration of the variety of categorizations, and of
the modelling differences among business process modelling languages, we illustrate here the
following ones:
1. Descriptive languages VS formal languages. Descriptive languages are a class of
diagram-based languages. Examples are EPC [STA05], UML-AD [Spe07] and BPMN
[Mod11]. The diagrams specify the process definition and are often conceived as user-
friendly languages which lack of a semantic formalization [DvdAtH05]. Formal languages
are based on mathematical or logic-based languages and present a clear formal semantics.
Being formal, they provide the basis for a precise formal analysis but they are not easy to
use for business practitioners (e.g., Petri-net, Pi-Calculus).
2. Imperative languages VS declarative languages. Declarative languages specify business
processes through a set of constraints (e.g., declare and CMMN1) [PSvdA07]. In contrast,
in imperative processes all the states are explicitly specified (e.g., BPMN, EPC, UML-AD).
3. Data-centric languages VS activity-centric languages. Data-centric languages are fo-
cused on the representation of the life-cycle of data entities [CH09] (e.g., CMMN). Activity-
centric languages represent business processes primarily as flow of activities (e.g., BPMN,
UML-AD, EPC).
In the following we illustrate the five business process modelling languages (BPMLs) we mostly
use in the thesis. We have chosen these languages as they are a mixture between highly popular
languages and languages that follow different approaches towards modelling.
BPMN (2.0). It is a standard language, proposed by the Object Management Group (OMG), to
design business processes. BPMN [Mod11] defines a Business Process Diagram (BPD) which
includes a set of graphical constructs divided in: (i) flow objects, (ii) artefacts, (iii) connecting
objects, and (iv) swimlanes. Flow objects define the behaviour of a business process. They are
divided into events, activities and gateways. Events represent things that happen during a process;
they are classified into start, intermediate and end events. An activity is a generic term that is used
to indicate the work to be performed. It can be either atomic (task) or compound (sub-process).
A gateway determines the forking, merging or joining of paths. Artefacts in BPMN are: text
annotation, group, and data object, including its explicit modelling components (e.g., data inputs,
data output and data stores). Flow objects are inter-linked through connecting objects which are
not further discussed here. Swimlanes are used to specify who is responsible for the execution of
a certain activity.
Following the classification provided before, the BPMN 2.0 is a descriptive and imperative
language which is mainly focused on an activity-centric representation.
1https://www.omg.org/spec/CMMN/About-CMMN/
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UML-AD. It is one of the diagram families of the OMG standardized UML language [Spe07]2,
whose purpose is to describe the control and data flow as a sequence of activity nodes connected
by activity edges. The nodes responsible for describing the control flow are the action nodes
and the control nodes. While the former represent atomic steps within an activity, the latter
allow for controlling the execution flow by means of the AND, OR or XOR logical operations.
Additional control flow nodes are used to depict the initial and final nodes of process models.
Object nodes and object flows are the main UML-ADs constructs describing the data flow. The
former represent objects at a given point of the flow and, as such, they can also have an associated
state. The latter are instead used for connecting object nodes to actions. Activity partitions are
a mechanism for grouping activity nodes that have common characteristics. They are mainly
used to define organizational units. Finally, the notation allows for specifying activity pre- and
post-conditions, for instance, by annotating activity edges with guards.
The UML-AD, similarly to BPMN, is a descriptive and imperative language that provides an
explicit representation of the organization and it is centred on the representation of activities
(activity-centric).
EPC. It is a modelling language developed in the early 1990s as part of the Architecture of Inte-
grated Information Systems (ARIS) framework [Sch02b]. Three types of nodes are responsible
for describing the control flow: function, event and logical operators. Function nodes represent
atomic activities and can be considered as the “active” part of the control flow; event nodes stand
for the states in which a process happens to be and can be therefore considered as the “passive”
part of the control flow. Functions and events alternate, capturing the intuition that states lead
to activities, while activities generate states. Finally, the XOR, AND and OR logical operators
allow for controlling the execution flow.
According to the above classification, EPC is an imperative and descriptive language which is
focused on representing the sequences of activities in a business process (activity-centric).
CMMN. It is a OMG standard for the declarative representation of process models. Its main
modelling construct is the case, which is described by a case diagram. Differently from the
previous languages, CMMN follows a declarative approach. Thus, rather than describing all
the allowed flows of a process from the start to the end, it models cases composed of process
segments (called stages) and tasks. A case plan model contains: (possibly discretionary) tasks,
stages, milestones, event listeners, connectors, and sentries. A task is a unit of work. Stages are
plan fragments which can be composite or atomic. A milestone represents an accomplishment
which occurs during the execution of a case. Events represent something that can happen to a
plan construct (e.g., a task is cancelled) or in general (timer and user event listener). Connectors
are used to link different plan items. Finally, sentries represent the entry / exit criteria for path
items and can direct the control flow mimicking the AND and OR logical operators.
Following the classification reported before, CMMN is a declarative and data-centric language.
2https://www.omg.org/spec/UML/About-UML/
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Figure 2.1: declare patterns
declare. It is one of the most popular declarative languages for modelling business processes
[PSvdA07]. It grounds on the finite-trace semantics of LTL and aims at capturing variable cases
by means of the so- called patterns (see Figure 2.1). These are particular LTL formulae that
have been singled out for process modelling taking inspiration from [DDM14]. Combinations of
patterns, such as precedence and not-coexistence, can be used to mimic the control flow using
the AND, OR, and XOR logical operators.
declare is a formal and declarative language which provides a representation of the activities of
business processes.
2.1.3 Meta-models in business process modelling
Meta-models can be developed to describe specific modelling languages or can be independent
from specific notations as a way to capture typical aspects of a domain. However, meta-models
are very often associated with a specific modelling notation, and they allow us to capture general
conceptual architectures rooted in the notations [Gui06], by quoting Weske in [Wes12a] (pg. 76):
“Models are expressed in metamodels that are associated with notations, often of
graphical nature. For instance the Petri net metamodel consists of places and transi-
tions that form a directed bipartite graph. The traditional Petri net notation associates
graphical symbols with metamodel elements. For instance, places are represented
by circles, transitions by rectangles, and the graph structure by directed edges.”
Thus, the business process modelling language of Petri net provides two constructs, places and
transitions, and rules them to create directed bipartite graphs. Circles, rectangles, and directed
edges are instead the graphical elements that a specific notation employs to denote the available
constructs and their relations.
Due to the number of BPMLs available in literature, a number of associated meta-models exist.
These meta-models can vary greatly, reflecting the expressive power of the language, its charac-




















agency web site Check flight offer
Reject offer






























Figure 2.2: BPMN 2.0 diagram.
and approach the BPML adheres to. Think for instance of the different representations that could
be provided by declarative vs imperative BPMLs, by activity centric vs data centric BPMLs, by
formal-based vs descriptive-based BPMLs, just to mention some. Meta-models are also defined
in literature independently from specific BPMLs with the aim of “navigating” across the different
BPMLs, bridge the gap across them, foster a common ground across different notations, and
promote interoperability, thus further increasing their overall number.
Take as an example the processes represented in Figures 2.2 and 2.3, they capture a simple
scenario of buying a flight ticket from a travel agency using BPMN 2.0 and EPC.
For the sake of clarity, we “annotate” the diagrams with speech balloons to explicitly indicate
the graphical constructs. By looking at the diagrams, we observe that both languages allows for
representing the activities (e.g., make flight offer). The situation changes as soon as we move to
the specification of the business goal or to the representation of the world’s states. EPC, indeed,
allows for explicitly representing in the graphical language states (event entities) and somehow
the goals. BPMN, instead, leaves implicit in the mind of the modeller and of the reader the goal
the activities that contribute to realise it, as well as the effects of the activities and the state of
the world. On the other hand, BPMN enables a detailed representation of the communication
between different actors, by means of message events, which is left unspecified in EPC. These









































































Figure 2.3: EPC diagram.
2.2 Systematic literature review
In this Section we summarise what a Systematic Literature Review (SLR) is following the works
in [Kit04, KC07]. According to [KC07] pg.3, a SLR is:
“[...] (often referred to as a systematic review) is a means of identifying, evaluating
and interpreting all available research relevant to a particular research question, or
topic area, or phenomenon of interest.”
A SLR is commonly conceived as a secondary study, which means a study of the primary studies.
Yet, what is very relevant in performing a SLR is the procedure that needs to be followed to
obtain the results. There are three main activities that compose a SLR:
1. Planning the review: This phase concerns the identification of the needs for the specific
SLR, depending also on the existence of other reviews on the same topic, its objectives,
the development of the research questions, and the organisation of the review according to
the protocol of review. The protocol guarantees that the SLR is conducted according to
non-subjective criteria in order to minimise possible research biases.
2. Conducting the review: This phase concerns the identification of the relevant papers, their
selection criteria, the completion of the quality assessment study, the extraction of data and
their synthesis and classification.
3. Reporting the review: This final phase concerns the writing and submission for publication
of the SRL.
In the following we describe the activities of planning the review, conducting the review, and
reporting the review, which is the outcome of the SLR that will take the form of a document.
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Planning the review ASLR should always start with a clear reason why it should be performed.
This phase concerns the need for a systematic reviewwhich is included in the activity of planning
the review. The inquiry regarding the need(s) for a systematic review could start either from the
necessity to propose a SLR in a specific topic, if it is missing, or from the existence of other SLRs
partially covering the same topic, but out of date. Other need(s) could raise from well-established
challenges in the literature.
Once the need(s) for a systematic review has been clearly identified, the second important phase
of the planning is the development of the research questions (RQs). The research questions are
the guide for the SLR. The work in [KC07] (pp. 9-12) describes a few guidelines to support the
development of appropriate RQs that will lead the review in the direction of the expected results.
The last phase included in the planning concerns the protocol of the review which is composed of
all the tasks required to complete the SLR. The protocol of the review includes standard practices
on how to perform the SLR. Examples of items that should be included in the protocol of the
review are: research questions, inclusion and exclusion criteria, quality assessment lists, data
extraction strategy and analysis, timetable of the study.
Conducting the review Once that the protocol is established, it should be followed in order
to select the primary studies and answer the research questions. When selecting the primary
studies is important to: try different combinations of boolean strings for the queries, find the data
repositories for the field, and search into the proceedings of the main conferences\journals. For
instance a list of data repositories can be found in [BKB+07a].
In conducting the research, the researcher could face biases ([KC07], pp. 15-16) in selecting the
primary studies. Positive biases could be directed to include positive results, but also influential
authors in the fields, the use of popular frameworks or formalisms. On the contrary, negative
biases could exclude from the primary studies works with negative results (e.g., the tool x is not
useful for the purpose p).
The primary studies should be selected according to the inclusion and exclusion criteria (ICs\ECs)
identified during the protocol of the review. The ICs\ECs usually involve some general infor-
mation (e.g., publication year, venues, language, availability of the paper, peer-reviewing), or
specific issues. For instance, whether or not the paper belongs to the field under examination, or
whether or not the paper is relevant according to the RQs.
After having identified the primary studies, a quality assessment is conducted. The quality
assessment criteria are identified during the phase of the protocol and refer to publication qualities
aspects. For examplewhether or not the study has been evaluated, whether or not the data analysed
is comprehensive enough, whether or not the study is well-situated in the literature.
The final step, reporting the review, is to provide an analysis based on the extracted information
and answer to the RQs.
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2.3 Ontology and ontological analysis
This Section is focused on the description of the notion of ontology in the fields of philosophy
(Section 2.3.1) and computer science (Section 2.3.2). These two different views of ontology
are often denoted with the terms “Ontology” (with the capital “O”) and “an ontology” (with the
lower-case “o” with the indeterminate article) [GG95]. The final Section addresses the role of
ontology in terms of methodological approaches (Section 2.3.3).
2.3.1 Ontology in philosophy
In the philosophical field Ontology (with capital “O” [GG95]) is generally understood as the
study of what there is [Smi03]. The term “Ontology” is a Greek neologism that unifies on, einai,
(i.e., “to be”) and logos (i.e., “saying something", “talking about”) [Hen08].
The term “Ontology” was introduced in the seventeenth century, when it appeared in an inde-
pendent manner in two philosophical works, by Rudolf Göckel (Goclenius) and Jacob Lorhard
(Lorhardus) [Hen08, Smi03]. Ontology is often associated with studies in the field metaphysics,
which date back to Aristotle. Then if we take metaphysics into account, the origin of the
notion of Ontology is more ancient3 [Hen08, Smi03]. Aristotle refers to metaphysics as the
first philosophy, which is the study of what it is (i.e., the being as such) and its characteristics
[Hen08, Smi03, GOS09].
Ontology in philosophy aims at studying “the nature and structure of “reality”” [GOS09]. In this
sense Ontology deals with the development of a classification system of the elements that exist in
the “world”, their properties, and relations [Smi03]. Examples of topics considered in Ontology
[Gui05] are: identity, causality, dependence, mental dependent entities, time and change.
Differently from applied sciences which have the purpose of studying particular elements (e.g.,
molecules, illnesses, plants), Ontology is centred on the analysis of reality from a more general
and abstract perspective [GOS09, Hen08, San17]. Entering evenmore into details, this distinction
between general Ontology and particular sciences leads to the discussion concerning formal and
materialOntology [San17, GG95, Var11], while the former deals with identification of the formal
structure of the entities and the reality, the latter is focused on the study of particular entities
belonging to a specific domain or field. For example, formal Ontology investigates the general
relations among entities (e.g., instantiation) as well as the classification of the general entities
of the world (e.g., abstract entities, events), instead material Ontology could analyse the specific
relations among domain entities (e.g, among illnesses) and classify specific entities (e.g., illnesses,
plants).
3Here we do not focus on the distinction between Ontology and metaphysics [Var11].
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2.3.2 Ontology in computer science
In the last 20 years, ontology4 experienced a heyday in computer science. As reported in [Gui05],
Smith and Welty [SW01] classify three areas that contributed to the expansion of ontologies
in computer science: database and information systems, software and domain engineering, and
finally Artificial Intelligence (AI).
The most popular, and likely most widely quoted definition of an ontology (with the lower-case
“o” and the indeterminate article [GG95]) in computer science is provided by Gruber in [Gru95]:
An ontology is an explicit specification of a conceptualization.
This definition captures the role of an ontology in terms of conceptualisation, which can be
understood as an abstract model of the world (or pieces of the world) [Fen00]. Another definition
of an ontology as been provided in [Gua98]:
An ontology is a logical theory accounting for the intended meaning of a formal
vocabulary, i.e. its ontological commitment to a particular conceptualization of
the world. The intended models of a logical language using such a vocabulary
are constrained by its ontological commitment. An ontology indirectly reflects this
commitment (and the underlying conceptualization) by approximating these intended
models.
This more articulated definition states that an ontology is a formal object and is based on an
ontological commitment (i.e., “intensional first order structure” [GOS09]) of (a conceptualisation)
of the world. An ontology represents domain elements and relations using a vocabulary which
is committed to a certain conceptualisation [GOS09] and has specific capabilities in terms of
expressivity. Yet, an ontology is also somehow language dependent as it is developed following
some languages’ constraints. For instance, although first-order logic is neutral in terms of
ontological commitment5[Gua98], it is still bound by its expressive capabilities.
Often an ontology takes the form of an engineering artefact that formally represent the world
[Gua98]. This engineering artefact is an implementation that is dependent uponmachine-readable
languages (e.g., OWL, the Web Ontology Language [MvH04]). Because of this, an ontology has
assumed a strong pragmatic role in computer science by helping to foster a “shared and common
understanding of a domain that can be communicated between people and heterogeneous and
widely spread application systems” [Fen00].
Several different ontologies have been produced in computer science, with different aims and
different representation characteristics. This plethora of artefacts has originated different attempts
4Here we are using the term “ontology” in a general manner.
5In general, logic does not help us to clarify the ontological status in the formulas [Gua09]
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to classify them (see e.g., [UJ99, RPKC11, RGdAF+17]). An important way to classify ontologies
is in terms of generality [Gua98, RGdAF+17]. In this classification ontologies are distinguished
in: top-level ontologies and foundational ontologies, domain ontologies, task ontologies, and
finally application ontologies. Top-level ontologies represent general entities which are domain-
independent (e.g., time, event). Another kind of ontology is called foundational, which is a
top-level ontology based on solid ontological choices [BH18]. Domain ontologies are focused
on the description of specific domain (e.g., the business processes domain, the biology domain).
Task ontologies define notions of a certain domain activity or performance (e.g., government
processes, clinical trials). Often, domain and task ontologies are aligned with the top-level
elements. Application ontologies captures the role that some domain and task ontologies elements
play in a certain context and activity (e.g., a resource plays the role of information).
Top-level and foundational ontologies are often used to develop more robust domain ontologies
(and also task and application ontologies) so that the entities of the domain inherit the character-
istics of the top-level or foundational entities. In this case the top-level and foundational elements
provide the general backbones for the domain elements [Smi03].
Many ontologies have been proposed. Focussing on the top-level and foundational ones, examples
are SUMO (Suggested Upper Merged Ontology) [NP01], DOLCE (Descriptive Ontology for
Linguistic and Cognitive Engineering) [MBG+03], and UFO (Unified Foundational Ontology)
[GW04b]. SUMO is developed merging many other ontologies and it is extended with several
domain ontologies. It includes cognitive and realist aspects [FB04] and is the largest domain-
independent ontology (1000 terms and 4000 axioms without considering the domain ontologies)
[MCR07]. DOLCE has a cognitive approach, and captures aspects of natural language and
common-sense. DOLCE is an ontology of particulars and includes several extensions and
refinements. DOLCE follows been aligned with WordNet6 and there are available in several
formats [BM09]. Finally, UFO is based on several theories drawn from cognitive science,
linguistics and philosophical logics [GWAG15]. The UFO ontology is composed of three parts:
UFO-A, UFO-B, and UFO-C. Roughly speaking, UFO-A is an ontology of endurants (e.g.,
physical objects), UFO-B represents perdurants (e.g., events), and finally UFO-C describes the
social realm (e.g., social entities) [GW04b].
Domain-dependent ontologies can be found across a wide swathe of research territory. In the
following we mention only few of these domains. For example, the BWW (Bunge Wand and
Weber ontology) [WW90b] is developed in the contexts of information systems and conceptual
modelling. Many domain ontologies are developed in the manufacturing domain, such as,
MASON [LSDS06], ADACOR [BL07], and PSL [Grü09]. Also the medical domain produced




2.3.3 Ontological analysis as practice
In the previous two Sections, we have introduced what ontology is in the fields of philosophy
and computer science. However, ontology can also assume the role of a method, not only
for developing solid engineering artefacts, but also to support formal and informal theoretical
analysis. This methodological role of ontology is sometimes called ontological analysis8.
Often ontological analysis uses ontological knowledge and reference ontologies as a foundational
guide to clarify, align, compare, and evaluate more specific notions, such as domain elements,
with the ones of the reference framework. Several papers in the literature describe ontological
analyses focussing on some foundational choices for ontologies and taxonomies (e.g., [GW04a,
GGMO01, GW00]), on specific domains (e.g., [SBB+18, FG08]) and on on modelling languages
and techniques (e.g., [SAG10, OHS02, GR99, RGI04, GM02,WW88, GW04b]). In the following
paragraphs we restrict two ways of conducting ontological analyses on specific domains and
notations, one using existing ontologies and another one using the ontological literature.
Ontological analysis using ontologies. Ontological analyses can be performed using reference
ontologies, such as top-level and foundational ontologies, as well as more specific domain
ontologies. These kinds of ontological analyses can be applied to domains (or aspects of such
domains), but also to particular notations.
Using existing ontologies it is possible to investigate the semantics of domain notions and
sometimes enrich them (see e.g., [SBB+18, FG08]). Let us assume that the considered domain
field is business processes and “activity” is one of the core domain entity to be investigated.
In order to clarify the meaning of such entity and enrich it we could use the explicit semantics
adopted for the entity “activity” in a reference ontology. Existing ontologies can also be adopted
to compare and evaluate the explicit or intended semantics of the domain elements using the ones
of the selected ontology. In this case the elements of the domains are assessed on the basis of the
ontology.
Similarly, reference ontologies can also be used to investigate and enrich specific modelling
notations’ semantics, and to provide a comparative framework to evaluate the expressivity of the
notations (see e.g., [SAG10, OHS02, GR99, RGI04, GM02, WW88, GW04b]).
Ontological analysis on the basis of the literature. Domain notions and specific notations can
be analysed using existent theoretical studies from the ontological literature. Usually these onto-
logical works investigate specific entities and aspects and are often based on explicit philosophical
positions. For instance, the literature provides ontological positions on: parts and wholes of the
8The term ontological analysis is mostly used in computer science, however it is applicable also in ontological
philosophy.
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objects [Var00], causation [Gal12b], events [CV08, Dav69], particular relations [Cor08, Fin94],
abstract objects [Low95] ans so on.
In order to perform an ontological analysis using the literature one must know the overall onto-
logical topics provided by the philosophical corpus of knowledge. Indeed on each topic there
are many ontological positions and then it is important to be familiar with the related works
on that particular aspect (e.g., events). There are also some open and reliable philosophical
resources which provide an initial picture concerning the topic and a starting point for identifying
the relevant works on the topic. Examples of these resources are: the Stanford Encyclopedia of
Philosophy9 and the Internet Encyclopedia of Philosophy10.
Once the related works have been explored and properly understood, the researcher can select
the ontological position suitable for the study and then can contextualise the analysis with the
domain notions or with the elements of the notations which are under investigation. These kinds
of ontological analyses promote the semantic enrichment of the domain notions and the notations’
semantics.
2.4 Empirical studies in BPM
In this thesis we include the empirical evaluation with human subjects of one specific outcome
of the ontological analysis investigation. For this reason, in this Section we focus on empirical
studies and the techniques used for conducting them with human subjects. Moreover, since in
this thesis we perform an empirical evaluation of business process redesign and comprehension
tasks (see Chapter 7), Section 2.4.2 and Section 2.4.3 reports some of the background concepts
related to the factors impacting this type of tasks and the metrics used in these tasks.
2.4.1 Empirical studies
Most of the material below is based on [WHH03, WRH+12].
Empirical methods. Depending on the purpose of the evaluation and on the context in which
the empirical investigation is carried out, we can identify different types of empirical methods:
qualitative methods and quantitative methods. The former are focused on capturing the under-
standing of human subjects, their reasons, and explanations. For instance, a qualitative study
could be interested in investigating the “mental states” of the subjects concerning a specific use




of the results. Indeed these kinds of methods are also suitable to extract statistics. Note that
often, these two kinds of studies co-exist, indeed they offer a multifaceted way to interpret the
data [WHH03].
Moreover, as classified in [KBR08] in the context of design studies, these types of investigations
can be conducted: (i) as field trials also known as “in the wild” research (e.g., [BRS11]), (ii) in
the gallery or showroom11, where the situation is “naturally” present or can be easily re-proposed
(see e.g., [WDAZ17]), (iii) in addition to lab-based studies, where almost all the factors can be
controlled.
In practising empirical research it is also necessary to identify the kinds of investigation suitable
for the study. For instance, game and gamified techniques are often used to promote the collection
of information from the subjects in an informal settings [HK13]. A survey is also an empirical
research technique that is based on past experiences of the subjects collected using questionnaires
or interviews [WHH03]. Case studies are another example of empirical strategy often used for
monitoring projects and activities through the collection of data and their (statistical) analysis.
Experiments are another, more controlled form of empirical investigation. Experiments are
usually conducted in labs, i.e., in an artificial environment in which the selected parameters
are manipulated and measured by researchers. Usually the participants to the experiment are
randomly assigned to groups (or assigned to groups by researchers in case of quasi-experiments)
to evaluate the effects of the manipulation of the controlled variables.
Since in this thesis we used experiments with human subjects, in the following we report the key
concepts of experiments.
Experiments. Usually, researcher(s) conduct experiments in order to evaluate an intuition, for
instance whether or not using a modelling tool (tool x) is more effective than the old one (tool y)
on the productivity of the modellers.
When conducting an experiment researchers want to study the outcome, i.e., the dependent
variable(s), when varying some of the input variables, i.e., the independent variables [Pat08].
The independent variables are the variables under examination that can be manipulated by the
scientists. The dependent variables are influenced instead by the independent variables. For
instance, in the case of modelling tool, the dependent variable is the productivity of the modellers
and the independent variable is the modelling tool. The experiment studies the effect of the
independent variables (factors) on the dependent variables [WRH+12]. A treatment is one
particular value of an independent variable. For instance, in the example, the independent
variable is the modelling tool and the treatments are the old (tool y) or the new tool (tool x).
Experiments have objects and subjects of the study. The former are documents, models to be
11Here “gallery” or “showroom” mean an environment that is close to the field, although it is somehow artificial
[KBR08].
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used to carry on the experiments; the latter are the individuals that will be part of the study. For
instance the object of a study could be a process description to be modelled and the subjects
involved in the study could be a group of users with a background in Business Process Modelling
[WRH+12]. It is important to identify a sample of the population for the study. The sample must
present characteristics of the population. For instance, the population of a study could be the
citizens of a certain city, the process modeller that use a specific notation, business analysts, and
so on. The sample can be selected by the researcher or can be randomly extracted [WHH03].
When running an experiment, researcher(s) design the so called tests by dividing in groups
the subjects and assigning to them a task on the object. The tests are organised based on the
different treatments assigned to the groups of subjects. Then for instance, suppose that there are
40 subjects and the object is a model to be designed, 20 are randomly assigned to the treatment
1 (e.g., model tool x) and the second group of 20 people is assigned to treatment 2 (e.g., model
tool y) [WHH03, WRH+12].
Experimental phases. Experiments must follow some standard guidelines to ensure the quality
of the results and avoid biases. The phases of the experiment are: (i) scoping; (ii) planning; (iii)
operation; (iv) data analysis; and finally (v) presentation [WHH03, WRH+12].
In the first phase (scoping), the hypothesis of the research, as well as the objectives and goals are
investigated. For instance, the hypothesis could be “the modelling tool x improves the activity
of modelling in terms of modellers productivity”. In this phase the fundamental framework of
the study, which is composed of objectives, goals, quality focus, perspectives, and context, is
defined. The objectives of the study help to make it clear what is the target of the research (e.g.,
investigate the impact of using the modelling tool x). The goals are the final reasons why the
study is performed (e.g., to improve the modelling activity). The quality focus is related to the
results studied (e.g., the productivity of modellers in terms of models designed per day). Usually
these studies are interested in testing the research focusing on a specific population of subjects
(e.g., process modellers), who represent the so called study perspective. Finally, the context is
the place, also virtual, where the study is executed (e.g., the Company C, The University U ) and
the objects used to carry on th experiment (e.g., the specific model used).
The second phase is called planning. In this phase the context must be decided and the hypothesis
formally established. In general, what the experiment aims at demonstrating is the non-validity
of the null hypothesis (H0), which is the one that denotes that there is no impact of independent
variables (e.g., the modelling tool) on the dependent ones (e.g., the modelling productivity). The
variables (independent and dependent) are defined together with the kind of scale to measure
them. The last important step for the planning is related to the design of the experiment,
including deciding the instruments, the objects and the metrics. For instance, the experiment
can be designed so as to have an experimental and a control group. The experimental group is
provided with the experimental treatment (e.g., the modelling tool x), while the control group
deals with the control treatment (e.g., the modelling tool y), i.e., an established method that is
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used to compare its results with the ones of the method that we want to evaluate.
In the operation phase the study is prepared, executed and the data are validated. In preparing
the study the researcher(s) must introduce the subjects to the objects and materials. In this phase,
the forms for the data collections and the informed consent are also provided.
Once the experiment has been carried out, the data is analysed. It must be well-formed and
correct. Usually, the first data analysis is performed descriptively (e.g., data entry in Excel
sheets) with the support of data visualisation tools. Note that it is important to carefully annotate
all the unexpected values in order to analyse them. To test the hypothesis it must be considered
the influence of independent variables on the dependent ones.
Once the results have been collected, possible threats affecting its validity have to be analysed.
Validity threats can be classified in: internal, external, conclusion, and construct. The internal
validity is related to factors external to the control of the researcher that could have impact on
dependent variables. The generalisation of the study is considered pertaining to its external
validity. Since it is also important that the results of the experiment and the treatments are
correlated, it is important to consider the conclusion validity to certify the findings of the study.
Finally, the construct validity considers the compliance of the theory with the experimental
practice [WHH03].
Finally, there are the presentation and package phases. In these phases the documentation is
prepared to be delivered either as a publication or as a report. Together with the lessons learned,
a thoughtful reflection is necessary to identify the limitations as well as biases and improve
potential future experiments.
2.4.2 Business process redesign
In this Section we focus on the main aspects of business process redesign, such as its performance
dimension and its “best practices” [RM05, MR07, DRMR13, SRvB12].
Business processmodels are artefacts designed to capture “real”world phenomena called business
processes. These phenomena are part of socio-technical organisational settings which are subject
to changes. Then, often, business process models need to be redesigned in order to fulfil new
management needs [RM05, MR07]. Business process redesign deals with the re-organisation of
business processes [Rei05]. For instance, a redesign of a business processmodel could be required
because of a re-organisation of the resources, or because the life-cycle of the process is too slow
due to bottlenecks. Time, cost, flexibility, and quality (the so called devil’s Quadrangle) are the
main performance dimensions usually involved in a redesign effort [DRMR13]. Besides these
dimensions, more recently some “green” dimensions to support sustainable practices have also
been introduced [SRvB12]. The Quadrangle has been indeed expanded with a fifth dimension of
sustainability (including, for instance, renewable energy and reduction of carbon footprint) and
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has been called Devil’s Pentagon.
Although business process redesign can be considered more as an art than a science, during
the years some “best practices” that impact the redesign and a framework that guides the im-
plementation of each best practice for the redesign have been identified [RM05, MR07]. The
framework is composed of the following elements: customers, products, operation view, be-
haviour view, organisational structure, organization population, information, technology, and
external environment.
The elements of this framework can be used to: (i) classify the best practices, and (ii) to evaluate
the effects of these on the basis of the redesign [RM05]. For instance, the behavioural view
is associated with two kinds of best practices, i.e., resequencing and parallelism. The former
consists of evaluating whether it could make sense “moving the activities to more convinient
places”, while the latter consists in evaluating what “can be executed in parallel” [DRMR13].
The best practices are meant to help practitioners in redesign. In particular, these two best
practices are usually recommended to reduce the overall cycle time of a procedure [DRMR13],
i.e., the overall time required by the procedure.
Time, as well as the other performance dimensions driving the effort towards business process
redesign, can be used as metrics for evaluating the quality of the outcome of the redesign activity.
Other factors that can be considered when evaluating the business process redesign are related
with the (perceived) quality of the models [KVDD09].
2.4.3 Understandability in business process modelling
A definition of understandability is suggested by Figl and Laue [FL11] by re-formulating the
definition of understandability in computer programs proposed in [BMW93]:
A person understands a BPM12 when they are able to explain the BPM, its structure,
its behavior, its effects on its operational context, and its relationships to its applica-
tion domain in terms that are qualitatively different from the tokens used to construct
the BPM in a modeling language.
The BPM understandability is a cognitive response that is manifested through the capability
of learning, grasping, and internalising conceptual and procedural notions on business process
modelling. Note that the understandability of a business process model is tested following the
experimental paradigm and practice in science introduced in the previous Section (see Section
2.4).
12Here “BPM” stands for business process models.
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Since in our empirical evaluation we focus on the business process redesign and comprehension
tasks, in the following we report some useful concepts related to the main factors impacting these
tasks and to the metrics used to evaluate them [DTD18, HFL14].
Understandability factors. The understandability (and redesign) of business process models is
influenced by many factors, both external and thus related to the model itself (e.g., complexity of
the model, language characteristics), which are called model factors and internal to the modellers
(e.g., background and domain knowledge), which are called personal factors. Due to the number
of factors that could influence the comprehension of the process models it is necessary to identify
them to analyse their correlation with the understandability metrics [DTD18]. For the sake of
simplicity we grouped the model factors into three sets: conceptual factors, quality model factors
and design factors.
Conceptual and cognitive factors: many conceptual factors could influence the understandabil-
ity; some of them are related to the use of a specific notation (e.g., BPMN and EPC [RD07],
UML-AD [RRS+11]) and the modelling symbols that they include in the representation [FMS13].
Also the notation approach (see Section 2.1.2) impacts the understandability of the process
models. For instance, it seems that the imperative approach is more understandable compared to
the declarative one [PWZ+11].
Another factor impacting understandability is the quality of labels [Fra11]. For instance, some
findings underline that the use of verb-object labels is not only one of the most popular approach
for labelling in many modelling techniques [MR08], but it is also more understandable than other
styles (e.g., action-noun) [MRR10].
Semantically annotating business process models could also impact the quality and the under-
standability of the process. Semantic annotations allow for reasoning and querying on business
process models and then bridging the gap between BPM and the Semantic Web [Fra11]. Seman-
tic annotations contribute also to facilitate understandability, for instance in [DFRGV14] a user
study evaluation that confirms that models semantically annotated are more understandable than
the ones without annotations has been performed.
Quality model factors: one of the first process model characteristic that interferes with the
understandability is complexity. In [Car06] process model complexity is defined as: “the degree
to which processes are difficult to analyze, understand, or explain”. The control-flow is a part
of the process that often suffers from complexity issues. The control-flow complexity is usually
computed taking into account gateways (AND, OR, XOR) [Car06, ACG+09]. Complexity is also
related to the block-structure and block-structuredness of the processmodels [DRM+12]. Another
aspect of complexity involves the relations, connections and separateness between elements
[FL11]. A final example of complexity is related to the size of the models.
A process has modules when it can be decomposed in sub-processes (see for instance the sub-
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process element in BPMN [TRV+16]). Modules allow us to reuse parts of the business process
models and also to perform multiple grouped activities during an execution [RM08]. While in
some cases the modularity could increase the understandability by “packing” and structuring the
information, in other cases the modules create a splitting of attention in people, thus increasing
the cognitive load [DTD18].
Visualisation\aesthetics factors: some factors are related with the graphical and visual charac-
teristcs of the business process models. The design of the element and its aesthetic is correlated
with its semantic transparency [FRM13]. The design of the elements is important also for per-
ceptual discriminability and immediacy, the visual expressiveness, and the graphic parsimony
[FMSR10]. Also the colour of the process models components could impact the understandabil-
ity, as described in (see [RFME11]) focused on the syntax highlighting colours use in workflow
nets.
Another important factor is the visualisation perspective (or view) taken by looking at the
models. In fact the same model can encapsulate many perspectives, such as the control-flow,
the information, and the organisational one. For example in [KKU13] the visualisation style
of the process models (single view, multiple-view, multiple views in connection with linking
and brushing) has been analysed. As a result it emerged that the multiple views together with
linking and brushing are the preferred choice of the subjects. This is in line with the necessity of
decreasing the complexity of the model by reducing the number of symbols. Finally, the visual
layout of business process models is connected with the factors that influence understandability.
Indeed, since process models are usually graphically depicted, the way in which the models are
visually returned to the users (e.g., length of edges, amount of ending points, shape of the model)
affects the model comprehension [BS15].
All the factors described above concerns the model, however the understandability is also widely
influenced by personal factors. In the following we introduce the personal factors that could
impact on the understandability [RM11, DTD18]. Examples of personal factors impacting the
model understandability are the theoretical background of the subjects, i.e., their knowledge of
process modelling, of the notations used for the task and of the domain knowledge, the amount of
past and every-day practice in performing process modelling, the third factor is the educational
setting, aswell as the cognitive (e.g., use of abstraction),motivational (e.g., intrinsic and extrinsic
motivations), and learning style (e.g., sensing and intuitive learners).
Understandability indicators. In the literature there are two main indicators adopted to quan-
tify and measure the understandability: (i) objectively measured understandability and (ii) per-
ceived understandability [DTD18]. In the first case there are two aspects that are taken into
account, the first is the effectiveness, the other is called efficiency [Moo03].
• Effectiveness: the understandability is evaluated on the basis of the correctness of the task
(or the questions of the answers) according to the hypothesis that have to be evaluated.
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• Efficiency: In this case the understandability is calculated considering the time that
was spent to complete the task (or to answer to the questions) without calculating the
positive\negative results of the task (or of the answers).
Concerning the perceived understandability of the models, there are four main indicators: one is
related to a cognitive science theory (Cognitive load), while the other three are focused on the
Technology Acceptance Model (TAM) [Moo03], which is one of the methods to evaluate design
techniques in information systems (perceived ease to use, perceived usefulness, intention to use).
Cognitive load: The amount of information that the memory (a.k.a. working memory) has
to process matters in accomplishing one or more tasks (problem-solving skills) [Swe88]. This
happens because the memory has a finite capability to process information in a time. This
assumption is based on the Cognitive Load Theory [Kir02]. When the information given to a
cognitive agent exceeds a certain limit, thememory overload creates a decrease of the performance
in achieving the tasks.
Technology Acceptance Model (TAM): The perceived ease to use is related to the perception
about how easy it is using, for instance, the new system, adopting the new modelling elements,
and the new paradigm. The perceived usefulness in performing a specific activity evaluates the
perception of the utility of the new system, elements, and paradigm. Finally, the intention to





The purpose of this Chapter is to describe the research methodologies embraced in this PhDthesis. The structure of this Chapter reflects the goals widely described in Chapter 1.In the next Sections we provide a description of the methodologies embraced for each task (see
Section 1.3 and Figure 1.1). In particular, in Section 3.1 we describe TASK 1 and how we
developed a business process meta-model from a Systematic Literature Review. Moreover in
this Section we list the steps we developed to assess the extracted meta-model. In Section 3.2
we address the methodological steps for TASK 2 that make use of the ontological analysis. In
Section 3.3 we explain the methodology we followed to revise the meta-model (TASK 3). Finally,
in Section 3.4 we describe the methodological steps of TASK 4 which involved the proposal of a
new notation for the representation of occurrence dependences among activities and its empirical
evaluation.
3.1 Methodology for TASK 1
TASK 1 was designed in order to achieve GOAL 1 which aims at developing a business process
meta-model grounded in the literature and its fundamental components. The Systematic Literature
Review (SRL) was the research strategy we decided to adopt in order to accomplish this task.
The SLR was motivated by the decision of exploring what was already available in the literature.
SRLs are typically used in order to have a comprehensive view on a topic. They are performed
by gathering selected data, by studying and analysing those data, and finally by synthesising the
results. A generic description of how to conduct a SLR is provided in Section 2.2. We performed
an SLR in the area of business process meta-models with the aim of extracting the components
of business processes as presented in literature and then build from those a literature-based
meta-model (LB meta-model) which represents the outcome of TASK 1.
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During the execution of TASK 1, we decided to assess the LB meta-model by comparing its
elements with the ones contained in specific business process modelling languages (BPMLs).
We selected five popular BPMLs, which are BPMN 2.0, UML-AD, EPC, CMMN, and declare
and extracted their components. These five languages were selected as a representative sample
of the available notations and follow different approaches to the modelling of business processes.
They are described in Section 2.1.2. We compared the elements of the LB meta-model with the
ones of BPMLs in order to verify whether the LB meta-model was “in line” with the popular
notations or not.
3.2 Methodology for TASK 2
TASK 2 had the aim of achieving GOAL 2 and thus to clarify the ontological status of business
process modelling elements. The approach we adopted to do so is the one of ontological analysis.
This approach is often used to have a better understanding of the entities involved in a specific
domain by defining their properties\qualities and their relations with other entities. An extensive
explanation of the use and applications of ontological analysis can be found in Section 2.3.3.
We decided to focus our analysis on those entities that were: (i) poorly represented in the LB
meta-model, or (ii) missing when comparing the LB meta-model with the five business process
modelling languages named in the previous Section. Concerning group (i) we clarified the use of
the label “event", the notion of participants belonging to the organisational and data component
of a business process, and the element goal. Focussing on group (ii) we provided an analysis of
the flow relationships among business process activities. The analysis of these four elements are
contained in Sections 5.1-5.4. Here we report, for each element, a summary of what was done
and the reference ontological views that we adopted.
• Event: The first ontological analysis was focused on the disambiguation between different
uses of the term “event” in the LB meta-model, which reflects different understandings of
this term in the BPM community. More specifically, we summarised some of the meanings
of the label “event” in this field, and in the LB meta-model, and we compared them with
the way an event is commonly understood in the ontology field. We used the work of
Galton as reference ontological view [Gal12a, Gal12b]. This reference work did allow us
to clarify that at the type (i.e., conceptual) level the label “event” is referred to (kinds of)
activities. Moreover, the analysis of the term “event” involved the study of the notion of
state, especially when represented by pre-postconditions, and their ontological status.
• Participants: The second ontological study aimed to unravel some confusions on the
notion of business process participant that emerged from the LB meta-model in particular
concerning the ontological status of actor, artefact, and resource. In this work we defined
a taxonomy of participants, and investigated their relations and properties (or qualities).
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The DOLCE ontology [MBG+03] has been used as a domain independent ontology for
this analysis, together with its extension to social concepts and descriptions contained in
[MVB+04] and [BF09]. The UFO ontology has also been adopted for the study of the
notion of resource and roles [Gui05, GW04b].
• Flow: The third ontological analysis was focused on the relations among business process
activities, which were completely absent in the LB meta-model. We started this analysis
by observing that most business process modelling languages focus only on sequence flow
relationships which merely capture the temporal aspect of a relationship between activities.
In our analysis we identified occurrence dependences between activities and rationales
which is in part inspired by the literature on ontological dependence following the work
described in [Cor08, Fin94].
• Goal: The last study was conducted on the goal element. Although goals are mentioned in
popular definitions of a business process (see Section 2.1.1), the BPM literature on goals
very limited. Therefore we started our analysis by investigating the notion of goal in other
research areas, such as multi-agent systems, philosophy, psychology, planning systems, and
requirement engineering. We selected the most popular definitions of goal and their related
classifications and from that we made an attempt to investigate the notion of goal in the
context of business processes.
The results of these four ontological analyses are the outcome generated from TASK 2.
3.3 Methodology for task TASK 3
TASK 3 consisted in an enrichment of the business process meta-model extracted from the
literature with the ontological analysis outcomes of TASK 2.
To perform this task we did not follow a specific methodology. Rather we decided to manually
incorporate the results that were useful to solve some of the shortcomings that we found in the
LB meta-model. These enrichments consisted in: (i) the notion of event, activity, and state; (ii)
the notions of resources, roles, actors, and artefacts and their relations; relationships between
activities to capture both the temporal connections and occurrence dependence aspects; and (iv)
goals. These four re-factorings constitute the associated outcome of TASK 3.
3.4 Methodology for TASK 4
TASK 4 aims at introducing a new notation and validate it to achieve GOAL 3.2. For this task we
proposed the following methodological strategies:
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• The development of the new notation was performed by graphically annotating BPMN
process models with information on occurrence dependences and rationales. We decided
to use annotations as they enable to enrich existing notations without being too disruptive.
We decided to focus on BPMN because of its popularity, but the idea of the annotation
could be applied, in principle, to other business process modelling languages.
The evaluation made use of different instruments:
• Two use cases scenarios were used to show the usefulness of the new notation for business
process documentation and redesign purposes;
• An empirical user studywas conducted in two settings: (i) the first setting aims at evaluating
the effectiveness of the new notation in the tasks of redesign and comprehension;(ii) in the
second setting we performed a more qualitative analysis focused on the costs of introducing
the new notation during the modelling activity.
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Chapter 4
The literature-based business process
meta-model
The fist contribution of the thesis is to develop a business processmeta-model which includesthe fundamental components of a business process (GOAL 1). This contribution has beenachieved by performing TASK 1. Business process meta-models are used in the literature
to capture the types of entities included in a notation and the way these entities can be related to
each other. They can also make explicit the specific view of business process (e.g., instance level,
model level), or the specific sub-domain (dimension) they focus on (e.g., organisation-oriented,
information-oriented, behaviour-oriented, and so on). For these reasons we deemed important to
propose a meta-model as a way to contribute to the investigation of what constitutes a business
process.
Rather than proposing a meta-model from scratch, we decided to first investigate what was
available in the literature. Indeed several meta-models were proposed in the literature, both
Business Process Modelling Language (BPML) dependent and BPML independent with different
aims such as: “navigating” across the different BPMLs, bridge the gap across them, foster a
common ground across different notations, and promote interoperability. Thereforewe considered
already existing business process meta-models a crucial source of knowledge on the constructs
and rules which allow us to better understand what a business process is.
This initial search made us aware of the existence of several meta-models, which needed to be
investigated and compared in depth. In addition, we realised that a framework that categorises
and provides a general rationale of all the business process meta-models described in literature
was still absent. Indeed, while several Systematic Literature Review (SLR) and surveys on
Model Driven Engineering (MDE), and Model Driven Architecture (MDA) existed (see e.g.,
[dS15, SJV+12, LIA10, GC14, NKKT15]), a systematic investigation on the different types
of meta-models available in the field of BPM was still lacking. This lack of a descriptive
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categorisation had several negative consequences: the first, and obvious one, was the lack of a
comprehensive and easily accessible overview of what has been produced so-far in literature;
the second consequence was the danger of over production of quasi same meta-models across
the community of Business Process Management (BPM); a third consequence was the lack of a
framework to categorise and compare the different proposals, which can act as a comprehensive
common ground where to place new proposals of meta-models; and, finally, an investigation was
missing on the characteristics, strengths and limits of the current meta-models, so as to identify
gaps that may originate further investigations.
As a consequence of these observation, rather than selecting only few meta-models from the
literature and use them as a starting point for proposing a “yet another meta-model” we decided
to take a systematic data driven strategy which is based on an extensive and Systematic Literature
Review (from now a SRL) of existing meta-models found in the literature and then on the
extraction of the most recurrent entities and relations from the meta-models identified. This SLR
had the objective of identifying a literature-based meta-model (LB meta-model) which would act
as a starting point to understand and clarify which elements constitute a business process and
how they can be understood.
This SRL of business process meta-models follows the guidelines for conducting a SLR proposed
in [Kit04, KC07] and follows the approach introduced in Section 3.1. In this Chapter we describe
the results that emerged from the SLR concerning the components of the identified meta-models.
These results are organised as follows: in Section 4.1 we present the research questions that drove
the review and the protocol of the review; in Section 4.2 we describe the findings of the review,
in particular in Sections 4.2.2 we explain the process of extracting the entities of various meta-
models, while in Section 4.2.3 we report the extraction of the different relations. In Section 4.3
we combine entities and relations thus composing the LB meta-model; in Section 4.4 we discuss
some open issues including of the LB meta-model; in Section 4.5 we provide an assessment of
the LB meta-model; ultimately, in Section 4.6 we focus on the contributions and the limitations
of the Chapter. Finally, by conducting the SLR we were able to address some further research
questions concerning the characteristics of the proposed meta-models that are not directly linked
with the achievement of GOAL 1. These results are condensed in Appendix A.
4.1 Planning the review of business process meta-models
Following the guidelines proposed in [Kit04, KC07], this SLR is divided in three pivotal phases,
graphically summarised in Figure 4.1: planning the review; conducting the review; and reporting.
This Section is focused on the description of the planning of this SLR with particular emphasis to
the definition of the research questions and the specific protocol adopted. The conduction of the
review, and its results are described in the next three sections, while this work, and the additional
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Figure 4.1: Method used for the SLR
The research questions. Starting from the needs identified and described in the previous section
we have formulated a generic research question further detailed in two specific ones. They are:
• RQ 1. How can we extract a meta-model from the literature?
– RQ1.1What are the business process entities recurring across business process meta-
models?
– RQ1.2What are the relations between those entities?
The aim of RQ1.1 is the identification of the entities and components of business processes that
occur in meta-models. Besides providing a photograph of the different components, this research
question aims at investigating which are the elements of a business process that are (more) often
represented in meta-models and whether these elements correspond to the ones that often occur in
the definition of a business process. Focusing on the RQ1.2, RQ1.2 is designed with the purpose
to find the most recurrent relations between the entities.
The protocol of review. The protocol of review was designed around four main phases: (i)
data source and strategy; (ii) inclusion and exclusion criteria; (iii) development of the quality
assessment; and finally (iv) data extraction strategy and analysis.
In the phase of data source and strategy we selected the paper repositories and we created the
search queries to be used in our SLR. We decided to perform two different types of searches.
First, we decided to targeted paper repositories, and retrieve papers by means of keyword-based
queries. Second, we decided to targeted proceedings of relevant conferences.
The paper repositories we decided to target are DBLP1, Scopus2, and Web of Science3 (WoS).





Scopus (“metamodel” OR “meta-model”) AND






((TS =“metamodel” OR TS=“meta-model”) AND
(TS=“business process” OR TS=“process model”)) AND
LANGUAGE:(English)
Table 4.1: Key-words on Scopus, DBLP, and WoS.
literature, especially journal papers. DBLP was included because of its extensive coverage of
papers on computer science including papers published in peer reviewed conference andworkshop
proceedings. To formulate the keyword-based query we queried the three paper repositories in
an iterative manner considering several combinations of keywords (e.g., process, process model,
business process, business process modelling languages, meta-model, metamodel) connected by
the logical operators AND and OR. The result was the adoption of the query
metamodel OR meta-model AND business process OR process model (4.1)
whose actual implementation in the syntax of the three repositories is shown in Table 4.1.
The proceedings we included in the data sources are the ones of the two reference conference
venues in the BPM research area, namely the Business Process Management (BPM) conference
series4 and the Conference on Advanced Information Systems Engineering (CAiSE) series5.
The next step of the protocol was to define some relevant inclusion and exclusion criteria
(ICs\ECs) in order to evaluate the appropriateness of the papers returned as query results for this
study and thus filter them.
Inclusion (IC) and Exclusion (EC) criteria are reported in Table 4.2. In order to be included papers
had to satisfy all inclusion criteria IC 1 – IC 3. Moreover, they were excluded if they satisfied
at least one of the exclusion criteria between EC 1 and EC 8. Basically, all these inclusion and
exclusion criteria focus on removing duplicate, incomplete or not scientifically valid papers or
refer to the primary criterion of this review, i.e., the paper has to present a meta-model of business
processes. Moreover, to maintain the SLR focused, and the amount of papers manageable, we
restricted ourselves only to papers where the business process aspect is the main / exclusive
focus of the paper, thus excluding papers mainly devoted to enterprise (meta-)models or service
oriented (meta-)models.
In this phase we decided not to consider ECs limiting the papers selection according to the date
of publication. The reason for this choice lies in the fact that this is the first SLR in this field.




IC 1: The paper proposes a meta-model of business processes or BPMLs.
IC 2: The meta-model is either originally developed or originally adapted by the authors.
IC 3: The paper focuses mainly / exclusively on business process aspects.
EC 1: The paper is not available.
EC 2: The paper is duplicate.
EC 3: The paper does not belong to the BPM field.
EC 4: The paper does not mainly consider the business process view, but rather it is focused on
organisational\entrepreneurial aspects without touching the business process level.
EC 5: The paper either was not under peer-review, or it is a technical report.
EC 6: The paper is almost the “same copy" of others of the same author(s).
EC 7: The paper either does not include a wide analysis of related works or does not position in
the state of the art.
EC 8: The paper is not long enough to present a complete meta-model.
Table 4.2: Inclusion and Exclusion Criteria.
The last phase of the protocol is defining the quality assessment (QA) criteria. The four quality
assessment criteria we planned and used in this SLR are:
QA1: Is a well-defined methodology used?
• Yes: The study relies on a methodology, which is clearly described in the study.
• Partially: The study relies on a methodology, but the methodology is not clearly described
in the study.
• No: No methodology is used in the study.
QA2: Is the study clearly positioned within the state-of-the-art landscape?
• Yes: The study is inserted in the state-of-the-art landscape, which is well documented in a
dedicated related work section.
• Partially: The study is inserted in the state-of-the-art landscape, but a proper related work
section is missing in the paper.
• No: The study is not inserted in the state-of-the-art landscape and a proper related work
section is missing in the paper.
QA3: Is the goal of the study elucidated?
• Yes: The goal of the study is clearly defined and supported by results.
• Partially: The goal of the study is clearly defined but it is not supported by results.
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• No: The goal of the study is not defined.
QA4: Was the study evaluated\validated?
• Yes: The primary study was evaluated\validated through a case study.
• Partially: The primary study was evaluated\validated through a simple example.
• No: The study was not evaluated\validated at all.
We decided to use QA1–QA4 to mark papers with three possible scores: Yes (Y), No (N), and
Partially (P), weighted 1, 0 and 0.5 respectively. The actual conduction of the SLR and its results
are widely described in Section 4.2.
4.2 Conducting the Systematic Literature Review and answer-
ing the RQs
The extraction of the primary studies and the answer to the research questionsRQ1.1 andRQ1.2 are
described in this Section. More specifically, this Section is organised as follows: the identification
of the primary studies is described in Section 4.2.1; the recurring entities contained in the meta-
models are is presented in Section 4.2.2 where we answer RQ1.1; the recurring business process
relations are presented in Section 4.2.3 where we answer to RQ1.2.
4.2.1 Extraction of the primary studies
This section briefly describes the extraction of the primary studies according to the protocol,
and the outcomes of each single step in the process (data search, application of inclusion and
exclusion criteria, and quality assessment).
Papers were selected using the keyword-based queries in early April 2018. Their numbers are
reported in the first column of Table 4.3. 1398 papers were returned (1005 from Scopus, 367
from WoS, and 26 from DBLP), which were reduced to 1306 after the deletion of collections
(e.g., entire proceedings) which were not considered as a single item in this survey. All 452
papers from the BPM conferences (starting from 2003 to 2018) and all 1065 papers published in
the CAiSE conferences (starting from 1990 to 2018) were also included in the initial set of papers
to be considered6. The resulting 2823 papers were pruned from duplicates (papers appearing
6We have not considered papers related to keynotes speeches and tutorials from both the BPM and CAiSE
proceedings.
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Query No In Primary
Source Results Collections Studies
Scopus 1005 913 31
WoS 367 367 16
DBLP 26 26 5
CAiSE 1065 No After 4
BPM 452 Duplicates IC/EC 0
Total 2823 2463 36
Table 4.3: Query results and selection of Primary Studies.
more than once in the same data source or in at least two data sources) and retracted articles thus
reducing the total number of candidates to 24637.
The next step was to apply the IC/EC described in Table 4.2 to these 2463 papers that constitute
our starting data collection. IC/EC have been applied by looking at the title and the abstract and
by inspecting the paper, when the information in the abstract was not informative enough. As a
result of this step, 36 papers were retained. These 36 papers constitute our primary studies and
are listed in Table 4.4 classified as workshop, conference (symposium), and journal publications.
While their venue of publication is reported in Table 4.58.
Year Workshop Reference Conference Reference Journal Reference
2002 Söderström et al. [SAJ+02]
2003 Papavassiliou and Mentzas [PM03]
2004 Momotko and Subieta [MS04]
2005 Grangel et al. [GCSP05] Russell et al. [RvdAtHE05]
Thom et al. [TIM05]
2006 List and Korherr [LK06]
Weigandet al. [WJA+06]
2007 Combemale et al. [CGC+07] Axenath et al. [AKR07]
Korherr and List [KL07] Farrell et al. [FSB07]
2008 Holmes et al. [HTZD08] Rosemann et al. [RRF08]
La Rosa et al. [LDtH+08]
2009
2010 De Nicola et al. [DMPS10] Mili et al. [MTJ+10b]
7Details of all the retrieved papers, and of the ones removed in each step can be found in the CSV (Comma
Separated Values) files accessible starting from the folder at https://drive.google.com/drive/folders/1_
mdJBCtfQg2triqUb01AoMu7OBfahIZz?usp=sharing
8The venues marked with ∗∗ are classified as Quartile 1 (Q1) or A/A∗ according to the Scopus journal ranking
2017 and the CORE conference ranking 2017, respectively. The venues marked with ∗ are classified as Quartile 2
(Q2) or B according to the Scopus journal ranking 2017 and the CORE conference ranking 2017, respectively.
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Hua et al. [HZS10]
Santos Jr. et al. [SAG10]
2011 Heidari et al. [HLK11] Brüning and Gogolla [BG11] Strembeck and Mendling [SM11]
Natschläger [Nat11] Weißand Winkelmann [WW11]
2012
2013 Bouneffa and Ahmad [BA13] Cherfi et al. [CAC13]
Heidari et al. [HLBB13] Damaggio et al. [DHV13]
Mosser and Blay-Fornarino [MB13]
2014 Kunchala et al. [KYY14] Rospocher et al. [RGS14]
Ruiz et al. [RCE+14]
2015 Sprovieri and Vogler [SV15] Martins and Zacarias [ZMG17]
2016 Ben Hassen et al. [BTG16] Arévalo at al. [ACRD16]
Krumeich et al. [KZM+16]
2017 Ben Hassen et al. [BTG17] Zacarias et al. [MZ15]
Dörndorfer and Seel [DS17]
Table 4.4: The Primary Studies.
Journal Paper
Information and Software Technology∗∗ [ACRD16, SM11]
International Journal of Business Process Integration and Management [AKR07, RRF08]
Journal on Data Semantics∗ [CAC13]
Journal of Knowledge Management [PM03]
Information Systems∗∗ [DHV13]
Science of Computer Programming [MB13]
Procedia Computer Science∗ [MZ15]
Group Decision and Negotiation∗ [FSB07]
Conference & Symposium Paper
International Conference on Business Informatics [HLBB13]
International Conference on Intelligent Systems Design and Applications [BTG16]
International Conference on Database and Expert Systems Applications∗ [DMPS10]
International Conference on Conceptual Modeling∗∗ [LDtH+08]
International Conference on Information Systems∗∗ [HZS10]
East European Conference on Advances in Databases and Information Systems [MS04]
International Conference on Enterprise Information Systems [KL07, BA13]
International Conference on Advanced Information Systems Engineering∗∗ [SAJ+02, RCE+14, RvdAtHE05, WJA+06]
European Conference on Model Driven Architecture-Foundations and Applications [HTZD08]
International Conference on Enterprise Systems [SV15]
Hawaii International Conference on System Sciences [WW11]
International Enterprise Distributed Object Computing Conference∗ [BG11]
Multikonferenz Wirtschaftsinformatik [KZM+16]
Internationale Tagung Wirtschaftsinformatik [DS17]
ACM Symposium on Applied Computing∗ [LK06, SAG10]
International Symposium on Business Modeling and Software Design [BTG17]
Workshop Paper
International Workshop on Personalization and Context-Awareness in Cloud and Service Computing [KYY14]
Workshop on Enterprise and Organizational Modeling and Simulation [HLK11]
Workshop on Business Process Intelligence [GCSP05]
Workshop XML for Business Process Management [TIM05]
International Workshop on Business Process Modeling Notation [Nat11]
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Table 4.5: Primary Studies’ Publication Venues.
As summarised in the last column of Table 4.3, 31 of these 36 papers were extracted (at least)




















Figure 4.2: Results grouped by paper.
QA1 QA2 QA3 QA4
Yes 36 34 36 23
Partially 0 2 0 6
No 0 0 0 7
Total Score 36 36 36 36
Table 4.6: Results grouped by QA.
A summary of the quality assessment evaluation is reported in Figure 4.2 and Table 4.6. All
papers scored high on most of the questions, with 21 papers scoring Yes in all four questions, 8
papers scoring 3.5 in total and 7 papers scoring 3 in total (see Figure 4.2). The only No answers
concerned the evaluation, where 7 papers out of 36 had a negative score as they did not report
any evaluation (see Table 4.6).
4.2.2 Recurring business process entities
The aim of RQ1.1 is to present an overview of the entities9 involved in the primary studies’
meta-models. In answering this question we have read the paper and extracted 374 single entities.
We considered as single entities only those that are not collections of other entities. For instance
“business process”, “process” and “control flow” were not included in this analysis. These entities
have been grouped in 12 sets of recurrent constructs across the classes of meta-models. These
12 sets identify macro-entities that appear in the primary studies’ meta-models, and are: activity,
event, state, sequence flow, time, data flow, data object, actor, resource, value10, goal, and context.
Out of the 374 single entities we kept only the ones appearing in at least two meta-models, thus
reducing the number of entities to 91.
9Here, we take the terminology “entity" as in Entity-Relationship (ER) language [Che76].
10Although the explicit entity “value” only occurs in one of the meta-models of the primary studies [WJA+06]
and hence does not explicitly appear among the entities of the value group, all the entities included in this group
refer to measurable aspects related to the value of a business process.
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Table 4.7 reports the 91 entities, organised according to the 12 macro-entities11. Note that,
entities labelled as events have been classified either as events with a BPMN-like semantics, i.e.,
“something that happens during the course of a process” [Mod11] (event-BPMN) or as events
à-la EPC, i.e., in terms of pre-postconditions (event-EPC). The table also reports the number
of meta-models in which the entity occurred (reported in round brackets), when it is applied.
For instance, the entity time point occurred in (2) meta-models. Entities with the same (very
similar) meaning but with different names, i.e., syntactic variables, have been all classified under
a single name. The table also reports in round brackets, for each macro-entity, the number of
entities per category together with the total number of occurrences of macro-category entities.
For example, the macro-entity state includes 5 different entities for a total of 27 occurrences of
those entities.
From the analysis we identified four main groups of macro-entities: activity, sequence flow, data
object and actor. The sequence flow macro-entity is the most articulated one with its 18 entities
and 91 occurrences. An interesting group is the one of data object, showing 17 entities, even
though their appearance is not as frequent as the one of the other three groups. The second
largest group is activity with its 64 occurrences. Also this group is very diversified including
many kinds of “activities”. This group also contains the most recurrent entity in the meta-models,
i.e., activity (27). Another key area of business processes is the actor/organisational aspect.
Indeed, also in the meta-models, we found several occurrences of organisational-related entities
(72). We also surprisingly found that other groups of entities appearing in existing business
process definitions, as for instance goal and value, do not occur very often in the meta-models.
In particular goal is considered as central in one of the most recent business process definition
proposed by Weske in [Wes12b], however the entity goal appears only few times in the meta-
models. Yet, also some time-related entities are not very represented. For instance only five
entities are considered in the macro-entity state and also the entity state itself appears in only
4 meta-models. We also observed that five entities are considered as members of more than one
group, such as information, position, role, application, and process participant.
In this sense, the macro-entity resource is the most interconnected having entities in common
with the group actor and data object. This aspect is mainly due to the fact that some entities could
play several roles in a business process (model). For instance information could be conceived
as a resource but also as a data object.
Overall, only 14 entities of the extracted ones occurred in at least the 25% of the meta-models.
These entities are reported in bold in Table 4.7. The only entity that appeared in more than half
of the meta-models is activity.






activity (27), atomic activity (9), compound activity (13), activity instance (4),
manual activity (2),
automatic activity (2), collaborative organisational activity (2),
critical organizational activity (2), cancel activity (3)
event
(10/41)
event-EPC (4), event-BPMN (9), event sub-process (3), throw event (2),
interrupting (2),
start event (6), intermediate event (3), end event (8), message event (2), event
location (2)
state
(5/27) state (4), precondition (9), postcondition (8), data input (3), data output (3)
sequence flow
(18/91)
conditional control flow (4), sequence (3), multimerge (2), multi choice (2),
syncronisation point (2), connecting object (7), sequence flow (7), condition (2),
merge (2),
join (2), fork (2), gateway (16), complex gateway (2), event-based gateway (2), parallel
gateway (12),
inclusive gateway (9), exclusive gateway (11), flow operator (4)
time
(3/6) time point (2), cycle time duration (2), temporal dependency (2)
data flow
(6/19)
message flow (5), data flow (5), association (3), conversational link (2),
knowledge flow (2), assignment to an actor (2)
data object
(17/48)
artefact (9), physical artefact (2), data object (5), message (3), conversation (3),
call conversation (2), information (3), physical knowledge support (2), internal
knowledge (2),
tacit knowledge (2), external knowledge (2), explicit knowledge (2), procedural
knowledge (2), knowledge (3),
document (2), artefact instance (2), data store (2)
actor
(14/72)
actor (14), collective agent (4), organisation (6), organisation unit (6), human
expert (2),
internal agent (2), external agent (2), client (4), position (4), application (4),
role (15),
process owner (2), process participant (4), person (3)
resource (8/50)
resource (13), material resource (3), immaterial resource (3), information (4),
position (4), role (15),
application (4), process participant (4)
value
(2/5) measure (3), cost (2)
goal
(2/8) organisational objective (2), goal (6)
context
(2/4) context (2), business area (2)
Table 4.7: Recurring entities in meta-models.
4.2.3 Recurring business process relations
RQ1.2 is answered by examining the relations between the business process entities that: (i)
either occurred in at least the 25% of the primary studies (i.e., the ones reported in bold in
Table 4.7)12; or (ii) occurred at least 6 times in the macro-category goal. These criteria guarantee
that most of the macro-entities include their most recurrent components. In total 15 entities
were hence considered: activity, atomic activity, compound activity, event-BPMN,
event-EPC, gateway, AND (parallel gateway), OR (inclusive gateway), XOR (exclusive gateway),
precondition, artefact, actor, role, resource, and goal.
12For the entity event, we considered the global frequency of the event label given by the sum of the frequencies
of the two entities event-BPMN and event-EPC.
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Among these entities, we manually inspected the papers and identified 89 relations. Some
of these relations exhibited a similar semantics and were hence merged; others had a very
generic semantics (e.g., is_related_with ) and were hence removed - unless they were the
only representative relation between a pair of entities. As result of this filtering, a total of 57
different types of relations between business process (modelling) entities were taken into account.
Table 4.9 reports these resulting 57 relations and the number of meta-models in which the relation
occurred (among round brackets), in the case these relations occur in more than one meta-model
The list of the 57 relations with cardinalities and references can be found in Table 4.8. Concerning
the cardinalities, when two or more relations did overlap, we kept the less restrictive one. In
Table 4.9, we grouped business process modelling entities acting as domain and codomain of
the relations into the three basic business process modelling language categories (behavioural,
organisational, and data) and a fourth goal category characterizing the entities related to the
goal of the process. Relations are organized such that each block collects the list of relations having
as domain an entity belonging to the category in the row and as codomain an entity belonging
to the category in the column13. For instance, the relation involves between activity and
actor lies in the cell at the cross between the behavioural row (as activity is a behavioural
entity) and the organisational column (as actor is an organisational entity).
Relation Domain Codomain Reference
(with cardinality) (with cardinality)
composed_of one or two activity at least one activity [LK06]
transition(CF) 0,n activity 0,n activity [RvB15]
initiated_by at least one activity zero or more event-BPMN [LK06]
creates 1 or more activity 1 or more event-EPC [SAG10]
predecessor 0 or more activity at least one event-EPC [KZM+16]
successor 0 or more activity at least one event-EPC [KZM+16]
requires exactly one activity 0 or more precondition [HLBB13]
is_performed_on no specified activity no specified artefact [KYY14]
manipulates 0 or more activity 0 or more artefact [RvB15]14
invokes 0 or more activity 0 or more artefact [RvB15]15
involves no specified activity no specified actor [RCE+14]
performed_by no specified activity no specified actor [BA13]
under_the_responsability no specified activity no specified role [PM03]
requires no specified activity no specified resource [CAC13]
inputs at least one activity at least one resource [SAJ+02]
outputs at least one activity at least one resource [SAJ+02]
supports 0 or more activity 0 or more goal [RvB15]
is_a atomic activity activity [HLBB13, AKR07]
[LK06, CAC13]
[ACRD16, TIM05, MS04]
belongsTo exactly one atomic activity at least one compound activity [HLBB13]
is_related_to no specified atomic activity at least one artefact [MS04]
performed_by zero or more atomic activity at least one actor [LK06]
produces_or_consumes zero or more atomic activity at least one resource [LK06]
is_a compound activity activity [HLBB13, AKR07]
[LK06, TIM05, CAC13]
13The entity resource is used both in terms of human resource, i.e., organisational resource and in terms of
data resource, so the relations having resource as domain or codomain are duplicated in the table.
14This meta-model includes the relation invokes App(lication) to connect activity manipulates artefact.
15This meta-model includes the relation manipulates artefact to connect activity invokes App(lication).
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[MS04, ACRD16]
composed_of no specified compound activity no specified activity [TIM05]
refined_by at least one compound activity 0 or more activity [LK06]
composed_of at least one compound activity exacctly one atomic activity [HLBB13]
composed_of 0 or more compound activity no or one compound activity [HLBB13]
performed_by no specified compound activity no specified actor [BA13]
activates one or more event-EPC one or more activity [SAG10]
successor at least one event-EPC 0 or more activity [KZM+16]
predecessor at least one event-EPC 0 or more activity [KZM+16]
is_a gateway activity [MS04, BG11]
is_related_with no or one gateway 0 or more compound activity [BG11]













is_required_by exactly one precondition 0 or more activity [HLBB13]
enables no specified precondition no specified activity [SV15]
carriesOut one or more actor 0 or more activity [SAG10]
carriesOut no specified actor no specified activity [RCE+14]
is_associated_with exactly one actor no or one actor [ACRD16]
inherited_role 0 or more actor 0 or more role [SM11]
is_a actor role [PM03]
uses_owns no specified actor no specified resource [PM03]
achieves no specified actor no specified goal [RCE+14]
enacts no specified role no specified activity [CAC13]
inherited_task 0 or more role 0 or more activity [SM11]
responsible exactly one role at least one activity [SAJ+02]
temporal_relationship no specified role no specified activity [HZS10]
is_a role actor [RCE+14]
subordinated_of 0 or more role 0 or more role [TIM05]
is_a no specified role no specified resource [SAJ+02]
assigned_to no specified resource no specified activity [AKR07]
is_a resource precondition (of data, action) [RCE+14]
is_a resource artefact [WJA+06]
satisfies no specified resource no specified actor [RCE+14]
is_a resource role [PM03]
is_composed_of no or one goal 0 or more goal [RvB15]
Table 4.8: Meta-models relations and cardinality.
The analysis of Table 4.9 shows that relations among entities in existingmeta-models are relatively
few with respect to the number of retrieved entities. Furthermore, most of the relations appear
in only one meta-model, as for instance the relation assigned_to between resource and
activity. In contrast, a very small set of relations occurs in more than one meta-model, as
for instance the is_a relation between atomic activity and activity as well as between
compound activity and activity.
By looking at the table, we can observe that the behavioural entities are mostly disjoint from
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Table 4.9: Recurring relations in meta-models.
the organisational/data and goal categories. We can indeed identify two main clusters of
relations: the one having domain and codomain entities in the behavioural category (top left
cell of Table 4.9); and the one with domain and codomain entities in the organisational\data
categories (central cells in Table 4.9). Besides these two main clusters, we can identify few
relations at the cross between the behavioural and organisational/data categories and very
few relations involving the goal category (and corresponding goal entity).
Looking at the entities, we can also observe that some of them are scarcely connected through
relations. For instance, the entity goal acts as the domain of only one reflexive relation (goal
composed_of goal) and as codomain of only two further relations (achieves and supports).
Entities such as artefact, AND, XOR, OR and event-BPMN,EPC are other examples of entities
that are poorly connected to other entities. In contrast activity is shown to be the most
interconnected entity: it is the domain of 17 types of relations and the codomain of 19 types of
relations. In the group of organisational entities, the entity acting as domain for most of the
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Figure 4.3: Literature-based meta-model
relations is instead actor, having as codomain mainly organisational and data entities. By
looking at the number of different relations between pairs of entities, we can observe that, also
in this case, while most of the pairs of entities have at most one relation, the highest number of
different relations can be found between activity and event-EPC and event-BPMN as well as
between role and activity. Finally, a handful of entities display a finer level of granularity
being composed of simpler entities, e.g., activity, compound activity and goal.
Summing up, more than 10% of the types relations occurred more than once in state-of-the-art
meta-models: the is_a relation between atomic activity and activity, between compound
activity and activity, between AND and gateway as well as between OR, XOR and gateway;
and the relation carries_out between actor and activity. Slightly more than 63% of the
relations included the entity activity either as domain or codomain. Around 42% of the
relations have both domain and codomain in the behavioural entities, more than 17% involve
organisational/data domains and codomains, while out of the remaining of the relations, 35%
is at the intersection of the two and roughly 5% of the relations deals with the goal entity.
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4.3 The literature-based meta-model
The extraction of the entities and the relations described in the last two sections allows us to
outline those aspects of business processes (models) deemed most important by the scholars
who have proposed business process meta-models in the literature. This section answer RQ1 by
combining the extracted entities and relations and merging all of them in a unique meta-model,
the so called literature-based business process meta-model (LB meta-model). Note that the LB
meta-model is composed of: (i) the entities selected for the extraction of the relations (entities
that occurred in at least the 25% of the primary studies or that occurred at least 6 times in the
macro-category goal) and (ii) the relations occurring among these entities summarised in Table
4.9. This meta-model together with its critical analysis and assessment contained in the next
sections, represents our contribution towards the achievement of GOAL 1.
When combining parts of different meta-models together into a unique conceptual model, we
were fully aware of the fact that some discrepancies or inconsistencies could arise. Indeed, it
was clear to us that different meta-models had heterogeneous views on (part of) business process
components. Nevertheless we decided to create this unique LB meta-model as a way to identify
these discrepancies and contradictions.
Figure 4.3 depicts the literature-based meta-model in UML without the taxonomical relations.
In the meta-model the grey boxes represent the behavioural entities, the pink boxes denote the
organisational entities, the yellow boxes represent the data entities, and the red box depicts the
unique goal entity. Finally, the resource entity, which is shared by the organisational and
data components, is depicted in white. Each entity is connected to the other entities according
to the relations reported in Table 4.9. We chose to report on the connecting edges the label of all
the relations connecting the two entities.
In the process of creating the meta-model, a problemwe had to overcomewas the establishment of
the semantics of its components (i.e., the labels’ semantics) or, at the very least, the clarification
of their intended meaning. In fact, only few authors included explicit meta-model (formal
or not) semantics (e.g.,[DHV13, SAG10, WJA+06]), while in most of the cases it was either
lacking or provided only in terms of common-sense descriptions. Since our overarching meta-
model is generated from the ones available in the surveyed papers, in order to avoid bias, we
also opted to use an intuitive semantics for business process (modelling) components (e.g.,
https://www.businessprocessglossary.com).
Behavioural part. Observing the meta-model in Figure 4.3, it is immediately clear that
activity is the most important entity. It is directly connected with almost all other enti-
ties, that is reasonable given its centrality for business processes. Moreover, most of the entities
of the behavioural component (e.g., atomic activity, compound activity, gateway) are
related through is_a relations to activity (see next Section 4.3). Differently from activity,
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Figure 4.4: Literature-based meta-model taxonomy
more than half of the behavioural entities (e.g., event-BPMN, event-EPC, gateway, AND, OR
and XOR) are almost disconnected from the other categories. This lack of connection with other
components is particularly surprising for gateways that we would have expected to be connected
not only with behavioural but also with data entities, considering the fact that they deal with
control and decision flow.
Organisational\data and goal parts Looking at thedata andorganisational entities, we can
also notice that, despite the importance of data and organisational aspects in business processes, a
unique data entity - artefact - and two organisational entities - actor and role - appear in
the meta-model, besides the shared resource entity. The artefact, which has several relations
with the activity (and its sub-classes) and an is_a relation with resource, is only indirectly
related to the other entities. For instance, it is indirectly connected to the actor, through the
activity entity: the actor carries_out an activity, which, in turn manipulates an
artefact. An actor, besides performing activities, has also other agentive capabilities,
e.g., it uses and owns resources, as well as achieves goals. The resource entity also
presents a number of relations, many of which are is_a relationships. Lying at the cross between
the data and organisational boundaries, indeed, it has been classified using different terms,
e.g, as a precondition, as an artefact and as a role.
Last but not least, the meta-model in Figure 4.3 reveals the marginal role of the goal category
and of the goal entity, which appears as an auxiliary entity that is_composed_of other goals,
supports activities and is achieved by actors.
Taxonomy of the literature-based meta-model To conclude this section we provide a brief
description of the taxonomy of the LB meta-model (Figure 4.4). Looking at the behavioural
component, we can observe two main subsumption blocks, where an entity is specialised into
entities with a finer level of granularity: atomic and compound activity are sub-classes of
activity, and parallel (AND) inclusive (OR) and exclusive (XOR) gateways are sub-classes of
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gateway. Instead, event-BPMN and event-EPC are floating within the taxonomy. Moreover,
besides reconfirming the centrality of the activity, we can also notice that all the behavioural
entities - except for the event-BPMN, event-EPC and precondition - are subsumed directly or
indirectly by the activity entity. Differently from what we found, we would have expected that
at least the event-BPMN, being a “dynamic” entity, i.e., an entity with a duration, was classified
as a behavioural component.
Considering the organisational and data components, these are not integrated with the be-
havioural part. The is_a relations are intricately articulated: resource is_a sub-class of
role, artefact and precondition; moreover role is an actor and vice-versa. As a conse-
quence, a resource is a sub-class of actor. Finally, looking at the goal component, the goal
entity is completely disconnected from any other components in the taxonomy.
4.4 Observation on the literature-based meta-model
The analysis carried out in the previous section reveals that the extracted meta-model is not very
well balanced: some parts have richer descriptions, while others are only roughly specified. The
entities and relations extracted from the primary studies reveal a good level of maturity in the
behavioural component both in terms of entities and relations among entities. Also some of
the organisational and data entities, such as actor, resource and artefact, are quite well
investigated although their semantics and relations are still quite unclear. The goal component,
instead, is under-investigated and represented both in terms of entities and relations. The relations
between entities across different categories are also rather limited, thus leaving the behavioural,
the data/organisational and the goal components poorly connected. Also within the same
category, we can find a disproportion among entities: for instance, in the behavioural category,
activity has been largely studied and is well connected to almost all the other entities, while
entities as event-BPMN and event-EPC are less investigated and also disconnected from the
other entities. In our opinion these points denote a lack of a mature answer to the fundamental
question of “what constitutes a business process” and an evidence of the fact that most works
have mainly addressed business processes just looking at control flow related aspects, somehow
neglecting a comprehensive investigation which takes into account all the characterising aspects
of this notion.
The imbalance among entities and categories in the LB meta-model is even more critical when
taking into account their importance in business processes. For instance, according to Weske,
a business process is “a set of activities that are performed in coordination in an organizational
and technical environment. These activities jointly realize a business goal [emphasis added]
[...].” [Wes12b]. By looking at the LB meta-model and at its taxonomy, however, we can clearly
notice that the goal entity, besides being under-investigated in the literature, is also scarcely
connected. This can be due to the lack of a graphical construct for representing goals in most of
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the business process modelling graphical notations. Indeed, only few notations include an explicit
symbol for the representation of goals [ABF+18a].16 Thus, while it seems to be “extremely
clear and well agreed that business processes realise a business goal”, as recently highlighted
in [ABF+18a], it appears to be more difficult to leverage state-of-the-art business process meta-
models to state exactly what this business goal is and which characteristics it detains, as recently
highlighted in [ABF+18a]. Similarly, value, which appears in several business process definitions,
does not appear at all in the LB meta-model.
A second criticality that we can observe in the LB meta-model revolves around event (and its two
semantics) and precondition. The same label, indeed, is used in the literature for denoting two
different concepts. The event-BPMN is commonly understood as “something that happens during
the course of a process” [Mod11], that is, as an exogenous activity. The EPC-event is intended
instead as “describing preconditions and postconditions of functions” [Men08], that is, in terms of
state. This overloading of the same label, as well as the lack of a clear relation between event-EPC
and precondition reveals a non-agreed understanding of these notions and of their relations
within the community. This criticality is further confirmed when looking at the relations between
the two notions of event and activity. While the causality essence of the initiated_by
relation between activity and event-BPMN reflects the active nature of the event-BPMN,
the predecessor and successor relations between activity and event-EPC confirms their
temporal characterisation, the activates relation between activity and event-EPC is tricky.
A state, indeed, is a passive entity, that cannot activate or cause anything by itself. The activate
relation, however, refers to the complex notion of ARIS EPC event, which combines the two
notions of event-EPC and event-BPMN.
Another issue emerging from the taxonomy extracted from the LB meta-model is related to
the organisational/data components. Indeed, the model reveals subsumption cycles between
actor, role and resource, thus resulting in the equivalence of the three entities. These
subsumption cycles and the consequent equivalence relation, due to the way in which entities and
relations extracted from the literature have been composed in the LB meta-model, reveals that
the community does not completely agree yet on the semantics of some organisational/data
entities and on the relations among them. This is especially true for the resource entity that in
the taxonomy of the LB meta-model shows a hybrid nature. Indeed, besides its organisational
(a resource is_a role) and data nature (resource is_an artefact), the resource entity
has also a behavioural nature (resource is_a precondition).
16Some versions of EPC, the ARIS modelling language [Sch02a], and Guard-Stage Milestone (GSM) nota-
tion [DHV13] include goals.
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4.5 Assessing the LBmeta-model against popular business pro-
cess modelling languages
In this Section we provide a comparative assessment of the LB meta-model by comparing its
components with five business process modelling languages (BPMLs). The assessment has
been performed by following three steps: (i) extract the graphical components of five BPMLs
(Section 4.5.1); (ii) group and systematise those components (Section 4.5.2); and (iii) compare
the BPMLs graphical components with the entities of the LB meta-model (Section 4.5.3). The
focus of this comparison is limited to the meta-model entities since the BPMLs not always have
explicit relations in their notations.
The goal of this assessment was to understand the relationship between the meta-model entities
and the ones proposed in mainstream BPMLs and from that to assess the coverage of typi-
cal components available in BPMLs (which intuitively represent different entities of business
processes).
4.5.1 Extraction of the languages’ graphical components
The languages considered for this study are: BPMN 2.0, UML-AD, EPC, CMMN, and declare.
These languages are already fully described in Section 2.1.2, however for a sake of presentation
we summarise the main notations’ constructs that we extracted for this study below:
• BPMN 2.0: The elements are divided in: (i) flow objects, (ii) data (i.e., artefact), (iii)
connecting objects, and (iv) swimlanes:
– Flow objects: events (start, intermediate, end), activities (task, sub-process), gateways
(AND, OR, XOR),
– Data: data objects, data inputs, data output, data stores,
– Connecting objects: sequence flow, message flow, association,
– Swimlanes: lane, pool.
• UML-AD: action node, object node, control node (decision node, fork, initial and activity
final node, flow final node), activity partitions.
• EPC: function, event, logical operators (XOR, AND, OR), input and output data, material,
services or resource objects; owners; organization units; supporting systems. In some
versions there is represented also the element of goal.
• CMMN: tasks, stages (composite, atomic), milestones, event listeners, connectors, sentries
(AND, OR).
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• declare: task, connectors, and patterns. For instance, precedence(A, B) is a pattern, A
and B are task and the precedence connector is the relationship between A and B.
4.5.2 Grouping and systematization of the languages’ components
We divided the modelling languages’ components in three groups: Behavioural (BEV), Data
(DT), and Organizational (ORG). The behavioural is further grouped in: Functional, Flow,
Event, and State. The result of this grouping is summarized in Table 4.10.
In commenting Table 4.10, we can note that all the imperative languages, namely BPMN, EPC,
andUML-AD, provide distinctive constructs to indicate the start and the end of a process. CMMN
specifies only exiting conditions while declare allows (but does not force) only the specification
of the initial activity. Not surprisingly, all five languages have graphical symbols for atomic
activities. Instead, subprocesses and generic groups of activities are foreseen in all languages but
EPCs and declare. Other common constructs are routing nodes, connectors and data objects.
CMMNdoes not have specific constructs for routing nodes; nevertheless a combination of sentries
and connectors can be used to route the control flow mimicking the logical operators. Similarly,
also indeclare, where dedicated routing constructs aremissing, declare patterns are used to this
purpose. The level of details of connectors can vary. Besides the one used to denote connections
of the control flow, common to all languages, BPMN, EPC, and UML-AD provide symbols to
denote the connections between actors (data) and activities, or the messages exchanged between
different activities. Also, the level of detail of data objects can vary; e.g., EPC is particularly rich
in defining a taxonomy of data objects. Alternative (OR, XOR) routing nodes can incorporate
guards, i.e., conditions that specify which branch to follow, in all languages but EPC, where
this role can be taken by states. Actors and organizational constructs are present in imperative
languages, although using different notations.17
A distinction that is present in BPMN (and to some extent also in CMMN) is between active tasks,
explicitly performed by the actor specified in a corresponding swimlane, and passive events that
occur independently from the actor itself. Other distinctive aspects are (i) the explicit presence
of pre- (activation) and post-conditions on activities, which is one of the characteristic features
of CMMN and is also foreseen in UML-AD; (ii) the explicit presence of a state, which is a
characteristic feature of EPCs where states and functions (tasks) have to interleave, and is also
present in CMMN in the form of milestones.
17Note that CMMN allows to associate organizational entities to cases during the run-time phase.
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Object node (I/O) data object Case file item –
O
RG Pool, Lane Activity Partition OrganizationActivity Owner –
Table 4.10: BPML’s graphical components
4.5.3 Comparing theLBmeta-model entitieswith the notations’ components
Focusing on the comparison between the LB meta-model and the BPMLs, first we investigate
which entities of the LB meta-model occur in the different BPMLs; then we focus on the opposite
direction by analysing the components of the BPMLs which are, and are not contained in the LB
meta-model.
Table 4.11 summarised the assessment of which entities of the LB meta-model occur in which
BPMLs. In this Table we can note that the central entity of the LB meta-model, activity
is considered in all BPMLs. Moreover all languages except EPC and declare also consider
activity elements of different granularity, corresponding to the ones of atomic activity and
compound activity. Concerning the element event let us first consider the one à-la BPMN,
that is event-BPMN. This element is included in BPMN, in a detailed and granular specification
much greater than the one contained in the LB meta-model (see Table 4.10), in UML-AD and
CMMN. The graphical element of event à-la EPC is instead only included in EPC. However in
BPMN, UML-AD and CMMN it is possible to combine the symbols, such as states and events,
to emulate the event-EPC. Regarding the entity gateway, the majority of the languages have
either a representative component for the control nodes or a way to capture it. Continuing with
the behavioural aspects, the entity precondition is included in most of the BPMLs either as
a guard for the decision points or as a condition for the next activity.
Shifting the attention on the organisational and data aspects, it is evident that only the
imperative languages, BPMN, UML-AD and EPC, have building blocks-specific for the entities
actor and artefact18. Instead the entity role is mostly implicit or absent. The five BPMLs
do not have a specific graphical component for resource, only EPC names artefacts “resource
object” (i.e., information and material). However also in this language there is no distinction
18Excluding CMMN which has the symbols for the artefacts.
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LB meta-model BPMN 2.0 UML-AD EPC CMMN declare
activity Yes Yes Yes Yes Yes
atomic activity Yes Yes Yes Yes Yes
compound activity Yes Yes No Yes No
event-EPC No Somehow Yes Somehow No
event-BPMN Yes Yes No Yes No
gateway Yes Yes Yes Somehow Somehow
AND Yes Yes Yes No No
OR Yes Yes Yes No No




precondition Yes Yes Yes Yes No
actor Yes Yes Yes No No
role Somehow Somehow Somehow No No






artefact Yes Yes Yes Yes No
G
.
goal No No Somehow Somehow No
Table 4.11: Comparison between LB meta-model and BPMLs
between a data object and a resource object. Finally, althoughmilestones inCMMNare considered
as accomplishments, they seem to be more similar to states than to goals. The only language that
explicitly contains a goal construct is (one of the variants of) EPC. Thus, we can say that most
BPM languages leave implicit in the modeller’s (and the reader’s) mind the goal the activities
contribute to realise.
By examining which BPML constructs belong to the LB meta-model, we have summarised the
results in Table 4.12, instead Appendix C shows a more complete mapping between BPML and
LB meta-model entities. In this table the BPML’ graphical constructs are labelled Yes, Somehow
and No depending on whether they occur in the LB meta-model or not. As the table summarises,
all the Functional and Event elements of all BPMLs are represented in the LB meta-model,
sometimes with differences in granularity, as already discussed above for the event-BPMN entity.
When it comes to the Flow constructs we can notice that some elements of the BPMLs are
completely lacking in the LB meta-model. For example while all notations include some sort of
sequence\data flow (i.e., connecting arrows), the LB meta-model does not include them. Here we
can also report that while almost all the languages only characterise sequence flow arrows in terms
of a generic “before-after” temporal connection between activities, declare instead enables the
representation of a wider set of (temporal) relations between activities. Concerning the State
elements, most BPML elements can be considered represented by the precondition entity of the
LB meta-model. What the LB meta-model lacks is the ability to capture also the guards for the
decision points. For the data part, some notations allow to depict the data input\output, while the
LB meta-model considers only the entity artefact. Finally, both imperative languages and the
LB meta-model consider the actors executing activities, yet the LB meta-model lacks to represent
the organisation while instead EPC mostly does.
To sum up, by looking at Tables 4.11 and 4.12 we can observe that: (i) overall there is a
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Accept event action (S)
Send signal action (S)






























Object node (Y) (I/O) data object (Y) Case file item (Y) –
O
RG Pool, Lane (Y) Activity Partition (Y) Organization (S)Activity Owner (Y) –
Table 4.12: Comparison between BPMLs and LB meta-model
correspondence between the entities of the LBmeta-model and the components of the fiveBPMLs;
especially when focusing on the behavioural part; (ii) the LB meta-model represents better the
entities of imperative languages, namely BPMN, EPC, and UML-AD, than the declarative ones.
This is not particularly surprising as imperative languages are more widely used and investigated
and therefore more present in literature; (iii) the LB meta-model contains entities such as role,
resource and goal that are not widely represented in the five BPMLs; (iV) on the other hand
the LB meta-model lacks important constructs such as “sequence flow”, and “(data) input/output”
that are well represented in most of the five BPML.
In the next Chapter, we take our analysis further, investigating components of the LB meta-model
(including the ones for which misalignments with the BPMLs exist) more in depth.
4.6 Contributions and limitations of the Chapter
In this Chapter we provide an LB meta-model built starting from the different business process
meta-models proposed in the literature. The Systematic Literature Review we performed do
build the LB meta-model enabled us to (i) identify which elements constitute a business process,
and (ii) how they are understood in the BPM field. The Chapter also provides a discussion of
the proposed LB meta-model and a comparative assessment using five popular business process
modelling languages.
The main limitations of this study are mostly related with the Systematic Literature Review and
consist of (i) flaws in selection of the papers; (ii) imprecisions introduced in the extraction of data
from the selected works; (iii) potential inaccuracies due to the subjectivity of the analysis carried
out.
Wemitigated these limitations by following the guidelines reported in [KC07, Kit04]. We applied
the standard procedures reported to ensure the correctness of a SLR, such as the identification
61
of the proper keywords to perform the data search, the selection of the appropriate sources and
repositories for the field under investigation, the definition of clear inclusion and exclusion criteria,
as well as of the quality assessment parameters. In particular, we relied on well reputed literature
sources, such as Scopus, Web of Science, and DBLP and we expanded the search by manually
inspecting two important conferences in the field of BPM. To further improve the reliability of the
SLR, we put some effort in guaranteeing the reproducibility of the queries by other researchers,
although ranking algorithms used by the source libraries could be updated and could provide
different results.
We are aware that our investigation did not include meta-models of popular business process
modelling languages, such as Petri-nets and declare, as they were not retrieved by our data
search. This may be something to consider for further work.
A further limitation of this study lies in the fact that only one researcher selected the candidate
primary studies, and furthermore one researcher worked on the data extraction. Nevertheless,
both aspects have been mitigated by the fact that another researcher checked the inclusion and
the exclusion of the studies, and a second researcher checked the data extraction, as suggested
in [BKB+07b].
Concerning the limitations of the LB meta-model itself, these are mainly related to the way in
which it has been built. As we outlined in the previous Section (see Section 4.4), indeed the
construction of the LB meta-model starting from the literature resulted in a meta-model in which
some parts are more articulated than others, and other parts that are completely missing.
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Chapter 5
An analysis of business process components
from an ontological perspective
The GOAL 2 of the thesis, that is, to analyse the meta-model’s elements from an ontologicalperspective, was defined in order to understand the meaning of the typical elements of abusiness process model. In order to achieve this goal we carried on TASK 2 of the thesis.
Instead of making our own list of elements to analyse, we decided to start from the ones identified
as problematic in the LB meta-model, or completely missing according to the comparison of the
meta-model with the BPMLs (see 4.5.3). This choice was made for two reasons: first, the LB
meta-model, as seen in the previous Chapter, contains typical elements that compose a business
process; second, clarifying the (intuitive and sometimes unclear) meaning of these elements can
contribute to a better understanding of the elements themselves, and to a revision and improvement
of the LB meta-model.
Despite the wide literature on the semantics of business processes, often investigated in terms of
process execution in terms of comparison between the graphical constructs of different modelling
languages [SAJ+02, LK06, HLBB13, MTJ+10b], the BPM community still lacks a robust onto-
logical characterisation of the entities involved in business process models. While some efforts
have been done towards this direction (see, e.g., [SBM14] for an investigation of the ontological
commitments of activities and events in BPMN), the majority of works focus on the analysis of
behavioural aspects of process models, thus neglecting other central modelling constructs, such
as those denoting process participants (e.g., data objects, actors), relationships among activities,
goals, values, and so on.
In this Chapter four different types of elements are analysed and these investigations are our
contributions towards the achievement of GOAL 2. While the long term goal of this work would
be to investigate many more entities and their relations, the limited time-frame of my PhD forced
us to make choices. Although these studies do not resolve all the issues discussed in Sections
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4.4 and 4.5, we believe that the analysis described here contributes to clarify some controversial
challenges. Below we provide the motivations that stimulated the choice of the elements to
investigate and the approach we have taken in the investigation.
1. Event. While the behavioural aspects of business processes are the most explored in
literature, we choose to further expand the analysis of events in its usages. This decision
was motivated by the different use of the label event in different business process modelling
languages which created some ambiguities in the LB meta-model. This analysis facilitated
the clarification of the distinction between event à-la BPMN and à-la EPC.
2. Participants. Business process participants are often represented in business process mod-
elling notations, thus showing the importance of their usage in modelling. Yet participants
are: (i) not as explored in the literature as the behavioural components, and (ii) their inter-
relations are still not so clear. A witness of the lack of clarity of the notion of participants
in business processes can be found in the “confusing” loop involving actor, artefact, role,
and resource in the organisational\data components of the LB meta-model.
3. Relationships among activities. This study was motivated by the importance that activities
and activity sequences have in the business process notations and at the same time by the
lack of the element sequence flow in the LB meta-model. In fact, despite the emphasis on
the fact that activities must compose in sequences in order to achieve a business process
goal, most BPMLs simply allow for connecting activities using precedence relationswithout
considering ontological constraints which encompass the temporal dimension. The purpose
of this study is to make explicit some of these constraints using the notions of occurrence
dependences and rationales of these dependences.
4. Business process goals. The analysis of the notion of goal started as we observed its
relevance in most business process definitions and its blurriness in the LB meta-model
and business process modelling languages. Due to the lack of studies focused on the
understanding of what goals are in the context of business processes, we felt that a deep
ontological analysis of this notion was still premature. We focused instead on a first
categorisation of classes of goals that pertain to business process, identifying the ones that
concern the process itself, the ones that concern the behavioural part, the ones that pertain
to participants, and the ones that refer to the business process meta-level.
The Chapter is organised as follows: the study of event à-la BPMN and à-la EPC is described
in Section 5.1; the ontological analysis of business process participants is provided in Section
5.2; the investigation of business process activity relationships using the notions of occurrence
dependence and rationale is described in Section 5.3; the study of business process goals is placed
in Section 5.4. In Section 5.5 we investigated how the results of the analysis of Sections 5.1-5.4 are
present in the five modelling languages previously used to evaluate the LB meta-model. Finally,
in Section 5.6 we conclude by outlining the contributions and the limitations of this Chapter.
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5.1 Event à-la BPMN and à-la EPC
Behavioural elements are well studies in literature, with a particular focus on the meaning of
event and other control-flow related components (e.g., activities and states). Examples are:
[SAG10, SBM14, GWdAF+13, GGA16, PV00, Gal90, Ven57, Gal05, Bac80, Try07]. Yet, in
the BPM community the use of event is sometimes semantically overloaded1. An example
of this overload is the use of the label “event” in the LB meta-model, where the same term
is referred to different semantics (à-la BPMN and à-la EPC). In this Section we will provide
an examination of these two different event constructs and how they are correlated with other
behavioural components.
This thesis embraces some of the ontological positions explained in a work by Galton [Gal12a],
where events are understood in terms of instances that occur, then events reside at token level.
The ontological status of the event types can be better explained as “pattern of behaviours” than
as activity types2, which are abstract entities [Gal12a]3. Activity types can be realised at token
level by event occurrences. For instance, the event token “make the pizza” is the realisation of
the activity type “making the pizza”. The latter can be repeated again and again to make other
pizzas.
The different meta-models analysed in Chapter 4 associate two different semantics to the term
“event” at type (i.e., conceptual) level, which we resolved by explicitly renaming these terms into
event-BPMN and event-EPC. This overloading would become even more complex if we would
take into account also the token (i.e., execution) level (mentioned for instance in [SAJ+02]),
where the term event is used to denote specific executions of activities and is close to the meaning
of event as used in an “event log”. In this thesis we concentrate our analysis mainly on the way
“event” is used. Nonetheless, as mentioned above, from an ontological point of view, events are
often understood as elements happening at token level, that is, specific occurrences in time (see
e.g., [Gal12a]). Then, what are event-BPMN and event-EPC?
Event à-la BPMN. By looking at the language specification of BPMN, event-BPMN can be
explained in terms of “a pattern of behaviour”, that is, an activity type, which is an abstract
entity [Gal12a]. Indeed event-BPMN, similarly to activities in that language, can be realised at
token level by event occurrences (they happen in time), and can be repeated in several process
executions. What seems to differentiate the two notions of event and activity in BPMN is more
the fact that events “happen” in the world while activities are terms for descriptions of works that
1See e.g., the definitions of event at https://www.businessprocessglossary.com/11516/event.
2“Token” is hereby synonym of a occurrence (an instance of a type). While a token occurs at a specific time,
a type is an abstract entity with no specific temporal location (see e.g., the distinction between Activity (type) and
ActivityOccurrence (token) in the Process Specification Language (PSL) [Grü09]).
3The work of Galton [Gal12a] considers the differences between events and processes, the latter are the general
counterpart of activities (see e.g., [Mou78]).
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a company (or a process owner more in general) should perform. Our proposal, therefore, is to
borrow some concepts from the domains of statistics, biology, and planning and conceive event
à-la BPMN as a sort of exogenous activity type, in contrast to the activities that happen within
the process owner boundaries, which we rename as endogenous activity type. This is a first
analysis that may be further refined as these boundaries in BPMN are not always clear and events
in BPMN are used to denote both elements with an “active” flavour (e.g., sending a message)
as well as elements with a more “passive” flavour (e.g., exceptions or timers), whose differences
should be accounted for. Nonetheless, we consider event-BPMN as an activity type as all these
elements would be considered as “a pattern of behaviour” at type level according to [Gal12a] and
not elements happening at token level.
Event à-la EPC. When we move to event-EPC, the analysis is slightly more complex. On
the one hand, this element is used as pre-(post-)conditions which seem to be conceived as
states. On the other hand, event-EPC is also described as an activator of activities. These two
views are, from an ontological point of view, incompatible, as states cannot have causal power
characteristics. Indeed, although states can be involved in causal relations, they cannot cause
anything per-se [Gal12b]. For example, in a loan application process [DRMR13], “To have the
credit history” is a state which acts as precondition for the “assess eligibility” activity, but that
precondition alone cannot cause the assessment of eligibility.
Since the notion of event-EPC appears to be related to the notion of state, we need to clarify
what a state is. States have been classified as occurrents, which are “entity that ‘happen in time”’
and are “extend in time by accumulating different ‘temporal parts”’ [MBG+03]. Occurrents are
cumulative and homeomeric [MBG+03]4. Cumulative means that, two states of the same type
are still the same state. For instance, the result of the sum of two instances of “standing by” is
still a “standing by”. Focusing on homeomericity, a state holds the same description during its
manifestation. For instance, all temporal parts of “standing by” are describe as “standing by”.
However in some views states are treated as continuants\endurants, which are wholly present in
time [MBG+03], such as physical objects. For instance, in the BFO ontology (see e.g., [GS04] pg.
151) states are considered more as SNAP (“snapshot of the world”) then in terms of continuants.
More specifically, in [GS04] states are considered dependent continuants, such as roles.
From this analysis states can be considered both as occurrents and as continuants. However both
views face some issues. For instance, it is complicated to define a boundary between a state and
a quality\property of a thing [Ste18, Gal05]. While, it makes sense to say that “standing by” is
a state, how far can we go? Is “being a human being” [Ste18] still a state or is it a quality that
someone has? We could assume that while states change more quickly, qualities\properties do
not [MW18], and then are not a state. Some other challenges arise from the use of the terms.
In fact while “standing by" can be considered a state, if we consider also the object in stand by,
4For a detailed explanation see also http://isao2016.inf.unibz.it/wp-content/uploads/2016/06/
bolzano-notes.pdf.
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things get more uncertain. Indeed, “the PC is in standing by” could appear to be a description of
the object’s quality.
To solve these issues that arise when we view a state as continuant and\or as an occurrent, in this
thesis we propose to consider states in business processes in a very similar way than activities.
Then, states are abstract “pattern of staying” (“way of staying”). These abstract states can be
realised at token level as instances of states. These “pattern of staying” can be more or less
specific5 according with who and what participates in the states. For instance, while “standing
by” is a generic state, “the PC is in standing by” is treated as a specific state since the object is
specified (i.e., PC).
Then an event-EPC is a state (e.g., postcondition) in the terms explained above, yet an event-EPC
can also (potentially) “activate" something. This means that the ontological status of this element
is complex and includes states and triggers having causal characteristics (e.g., agents). Although
this notion of trigger is interesting, it was not possible to investigate it in the time-frame of this
thesis. We propose to further expand this research for future works, in order to fully characterise
the notion of event-EPC.
5.2 Business process participants
While some analysis of the behavioural components of business processes exist in literature, an
ontological investigation of participants is less developed. We then decided to provide a study
of business process participants. This study allows to clarify also several components of the LB
meta-model, such as actor, artifacts, role and resources.
Business process participants are exposed to a dichotomy: on the one hand they are among the
main entities in a business process (diagram) and a fundamental component of an informative
processmodel; on the other hand they are emblematically neglectedwhen explaining or illustrating
the very notion of process. In fact, for instance, what is the identity of a data object, i.e., whether
different actors deal with the same or different data objects, or what is the status of a data object
throughout the process execution, remain unclear. In this Section of the thesis we overcome
the above paradox, offering an ontological analysis of the various kinds of process participants
that will hopefully contribute to the ontological foundations of BPM and an elucidation of the
participants involved in the LB meta-model.
To investigate business processes from this viewpoint, we firstly need to clarify what is an action
and what are its participants. Recall that in the BPM literature actions (at the token level) refer to
intentional transformations from some initial state (of the local world at stake) to some other state.
Their participants are the entities that take part in the transformations [BM13]. In the terminology
of [MBG+03], action tokens are events, while their participants are objects. Generally speaking,
5This explanation concerning states is a further rework of the paper of Galton [Gal12a].
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objects are in time at moment of existence, events are extended across time. As we shall see, the
very same action may involve several types of objects as participants: physical objects (e.g., a
knife used to cut a piece of bread); information objects (e.g., personal data involved in submitting
a request); agents and/or organisations playing certain roles (e.g., an administrative employee
receiving a form).
From a general perspective, participants can be physical or non-physical: both exist in time, but
only the former are located in the physical space. A person is an example of physical participant,
whereas an information object such as the content of a person’s ID (not its physical support) is a
non-physical participant.
Information objects (a.k.a. data objects) are rather common in business processes and, as seen
in the previous sections, modelling notations include different constructs for them. In applied
ontology, only a few systems [SC15, MVB+04, BDLBR15, MT17] have attempted a formal
treatment of information objects. These ontologies agree in distinguishing between information
objects and their physical carriers like paper sheets or computer files; also, the same information
object may be encoded in multiple carriers while retaining its identity. For example, John’s
and Mary’s copies of the Divine Comedy are two different carriers of the same information
object. Generalising, we consider an information participant as a non-physical participant that
is somehow ‘manipulated’ during a process. Additionally, we consider information participants
as dependent entities that, in order to participate in a process, have to be encoded in at least
one carrier. Note also that all the actions performed within a particular process occurrences
are ultimately physical actions involving physical participants, so that information objects are
actually indirect participants, which participate in the process by means of information-bearing
objects containing their physical encodings.
Regarding physical participants, we may distinguish between material and immaterial entities.
Material participants have some physical body (e.g., a human body or ametallic frame), differently
from immaterial objects like holes [Var19], which in some cases may still be considered as
participants (e.g., in a process including a pin to be inserted in a hole). Holes belong to the
broader class of features, which are dependent entities like information objects. Indeed, both
holes and information objects require a host to “exist”.
Another crucial distinction in BPM is between agentive and non-agentive participants. The
former are indirectly represented in BPMN, whose pools and lanes refer to participants that are
committed to and are responsible for the execution of the depicted process. Notoriously, the
definition of agency is largely debated in AI. For our purposes, we take the view that an agent is
an entity with sensors, actuators and the capability to act on itself or on the environment [NI02].
Human beings and organisations, such as “customer” and “travel agency”, are clearly agents. In a
manufacturing domain, a lathe machine is an agent when, e.g., it has sensors by which it acquires
data from the objects to be manufactured and acts upon them by elaborating these data through
some software. So, in general, a cyber-physical system is an agent, while a traditional mechanical
late is not an agent.
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Figure 5.1: Taxonomy of participants
A taxonomy of process participants based on some of the distinctions discussed so far is reported in
Figure 5.1. Notice that the agentive/non-agentive dichotomy only applies to physical participants,
since we assume that non-physical ones lack the capability of interacting with the environment.
Note also that some of the distinctions discussed above are orthogonal to those shown in the
figure, so that they have not been reported explicitly. In particular, we assume that all agentive
participants are material, while non-agentive participants may be either material or immaterial.
Moreover, all physical participants may (or may not) be information-bearers.
Apart from the classification above, all participants can play roles. Non-agentive participants
may be distinguished according to whether they undergo a change during an action. If so, they are
called the patients of the action; otherwise, theymay play the role of instruments or resources. We
assume that roles can be ascribed to any type of participant represented in Figure 5.1, including
information objects.
Focusing on resources, the BPM community has defined them in many different ways, such as:
“[...] items necessary for a team to understand a problem and implement solutions [...]”, “Agent
used to perform activities [...]”, “People, equipment, or materials required or used to accomplish
an activity. [...]”, and “Asset that is consumed in the operations [...]”6. State-of-the-art ontological
analysis in the context of EnterpriseModelling andmanufacturing has classified resources in terms
of roles that entities play within the context of an activity [AIA+15, FFG94, SBB+18]. While an
in-depth analysis of the notion of role is beyond the scope of this thesis we can rely on the ones
that have already been undertaken in literature, such as [MGV+05, MVB+04]). What we can
retain here is the assumption that roles are dependent upon other entities for their existence and
6See e.g., the definitions of resource at: https://www.businessprocessglossary.com/8450/resources.
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can be played, in context and time, by agentive (e.g., a person, an organisation) and non-agentive
(e.g., a data object, information) participants. Thus, roles can be conceived in different ways, such
as social concepts that describe what that role is, or in terms of relations [MGV+05, MVB+04].
Then, participants are objects and they participate in activities and events. For instance, the actor
“chef” participates in the activity “making the pizza”. The characteristics of the participants are
usually linked to capabilities associated to performances, such as activities [AIA+15, SBB+18].
For instance, the chef has some physical capabilities that allowed them to prepare the pizza,
as well as they have non-physical capabilities that facilitate the pizza preparation, such as the
knowledge and the experience on how to make a pizza. However, those capabilities are not
relevant for the chef to perform other activities, such as “delivering the pizza”. The context is
important to define a resource, indeed an object can be considered a resource in one specific
business process (model) and not in another [AIA+15, SBB+18]. Then, the chef is a resource
when is assigned to the activity “making the pizza”, on the contrary they are not a resource in the
activity “delivering the pizza”. However, the chef is always considered an agentive participant
and its role is recognised only where exists a valid associated description [BF09, MVB+04].
Finally, note that we rely on a general notion of participant covering any object that takes part
in a process. One may however restrict this notion only to “relevant” objects. In this sense, the
relevant participants of a process are those that are directly related to the desired goal, which are
typically common to multiple activities7. This seems indeed to be the idea behind the notion of
business artifacts [CH09], which may be intended as process participants that are passed by from
an activity to another, somehow keeping track of what happens as long as the process goes on.
In this Section an ontological analysis of business process participants has been explored in its
complexity. This study contributed also to understand the participant concepts included in the
LB meta-model, such as actors and their agentive role, non-agentive artifacts in terms of
information objects and carriers, roles as dependent constructs, and finally resources in their
multifaceted perspectives.
5.3 Flow relation between activities
As the comparative assessment described in Section 4.5 made explicit, common BPMLs always
include a component to capture the sequence flow of business processes. However in the LB
meta-model the connections among elements remained neglected. Instead of simply adding an
entity for a sequence flow, which typically only addresses the temporal relationship between
activities, we decided to provide an extensive ontological analysis of the kinds of relationships
among business process activities.
We based our analysis on ontological dependences resulting in occurrence constraints involving
7An extensive analysis of goals can be found in Section 5.4.
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activities that occur during the same process execution. Such constraints necessarily hold in
a particular domain, independently of the way a business process is designed. For example,
delivering a pizza necessarily presupposes that the pizza was baked. Similarly, no receive event
can occur without a corresponding send event.
In formal ontology, ontological dependence is a fundamental relationship (or set of relationships)
which can take many forms [Cor08, Fin94]. In general, an entity is dependent upon another
when it is not ontologically self-sufficient, in the sense that it cannot exist alone. A basic form
of dependence is the so-called specific (or rigid) existential dependence, which holds among two
objects when the existence of one necessarily implies the existence of the other. For instance, we
may say that a person is specifically existentially dependent on her brain. A weaker form is the
so-called generic existential dependence, which holds when the existence of an object requires
the existence of another of a given kind. For instance, a human being is generically dependent
on a heart (under the assumption that the heart may be substituted). An even weaker form of
dependence may hold between kinds, when the existence of an instance of one kind requires
the existence of an instance of the other kind. This seems to be enough in our case, since in
most business process models key elements (such as activities in a BPMN model or transitions
in a Petri Net) are indeed understood as kinds, and we are interested in the relationships among
them. However, since the instances of such kinds are temporal entities, we should talk about
occurrence instead of existence, so that instead of existential dependence relationships we have
to talk about co-occurrence dependence relationships. In the following, we shall introduce
three forms of ontological relations that characterize the nature of such occurrence dependence
relationships. The reason why we have chosen these specific forms of ontological dependences
between activities is twofold: on the one hand they are grounded on important generic ontological
dependences investigated in literature; on the other hand they seem to play a fundamental role in
all the business processes (models).
In the following paragraphs we describe in detail the dependences. The process in Figure 5.2 will
be used as an illustrative example. It describes a very simple pizza delivery process in whose
control arcs specify that the execution of a pizza delivery process starts with the order, continues
with the baking of the pizza, the addition of toppings, the delivery, and the payment. In addition
to the relation between activities captured by the control arcs, most human beings would easily
identify further relationships in this process. We will explain them below.
5.3.1 Activity Co-occurrence
In this Section we describe and illustrate three types of co-occurrence dependence relationships
that are grounded in the notion of ontological dependence and which are relevant in the business
processes examples introduced in this Section. These co-occurrence dependence relationships
are: historical dependence, causal dependence, and rationale-based co-occurrence.
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Figure 5.2: A simple pizza delivery process model
Historical dependence. A first type of occurrence dependence relationship is the historical
dependence8. This dependence captures the situation where a certain activity occurrence pre-
supposes that another activity occurred in the past. For example, an instance of Deliver pizza
may occur only if an instance of Bake pizza occurred beforehand. We shall define historical
dependence as follows:
Let P1 and P2 be business process activities (that is, kinds of actions that have at least
one occurrence in a business process). We shall say that P1 is historically dependent
on P2 iff, necessarily, whenever an instance x of P1 occurs at time t, there exists an
instance y of P2 that has occurred at a time t′ < t.
Note that historical dependence is a relation holding necessarily, and has therefore an ontological
nature. In contrast, a mere temporal precedence relation simply resulting from the fact that two
activities precede one another in a particular business process model may have just a prescriptive
nature, if no historical dependence holds between the same activities. For example, a certain
model may say that an activity Check contract should always precede the activity Sign
contract. Although these activities may be done in any order (since none of them causes or
implies the existence of the other), there is a clear reason to have them in a specific temporal
order, but this reason reflects a business rule and not an ontological constraint.
Causal dependence. A stronger type of occurrence dependence relationship is causal depen-
dence. Causality is notoriously challenging to define [Gal12b], and its complete characterisation
is beyond the purposes of this work. For our purposes, we assume the following definition, which
characterizes causality in terms of contribution to explanation:
A process activity P1 is causally dependent on P2 iff, necessarily, whenever an
instance x of P1 occurs, there exist an instance y of P2 that occurs before x, whose
occurrence contributes to explain why x occurred.
8For a generic account on dependence and, in particular, historical dependence see [Gal14].
72
This definition is admittedly naive, but it seems to be enough for practical cases. For example, an
event of message receiving occurs because an event of message delivering occurred. Analogously,
a pizza delivering activity occurs because an ordering event occurred in the past, and not because
a particular pizza was baked. So, the relation between Deliver pizza and Bake pizza is a
historical dependence, while that between Deliver pizza and Order pizza delivery is a
causal dependence. Of course, a causal dependence implies a historical dependence.
Rationale-based co-occurrence. Finally, a third kind of occurrence dependence relationship
is what we shall call rationale-based co-occurrence. The main rationales of business processes
that we have identified are described in detail in the next Section (see Section 5.3.2): ‘law of
nature’, goal, and norm.
Let R be a rationale, typically associated to a certain business process. The process
activities P1 and P2 are related by a rationale-based co-occurrence iff the occurrence
of both P1 and P2 is necessary for the satisfaction of R.
Consider that no temporal constraint is imposed on P1 and P2, which may occur in whatever
order. Focusing on the kind of rationale, while the goal and the norm are imposed by design, the
‘law of nature’ is a stronger constraint since it is imposed by nature. As consequence, the process
has to comply to the “natural” constraints. Consider, for example, the activity Deliver pizza
in Figure 5.2. Given the nature of our process’ rationale, which may be stated as “Selling pizza”,
both Deliver pizza and Make payment (for the pizza) are necessary for the satisfaction of
such rationale, and they are therefore co-occurrent with respect to such rationale. Assuming that
no historical dependence holds necessarily between the two activities, a process re-factoring is
possible, where the delivery occurs before the payment. What is necessary, however, is that the
payment occurs sooner or later. Note that rationale-based co-occurrence is symmetric, differently
from the previous two relations.
For the sake of simplicity, we are considering here only relationships between pairs of activities.
Nonetheless the dependences introduced in this section could be generalised to multiple activities
or to process patterns / sub-processes.
5.3.2 Rationales of occurrence dependence
After the investigation of dependences, we asked ourselves why these relationships occur. De-
pendence relationships between business process activities can be motivated by different aspects
of the world a real process is embedded in. In this section we exemplify, by means of examples,
the role that (i) genuine ontological constraints (hereafter ‘laws of nature’), (ii) the goal of the
process, and (iii) norms can play in determining historical dependence, causal dependence and
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rationale-based co-occurrence. While the categories considered here are not meant to be exhaus-
tive, they are of fundamental importance for the representation of business processes. Genuine
ontological dependence exists because of the way the real world is structured and cannot be cir-
cumvented by business processes. Dependences related to the goal often refer, in our opinion, to
the very nature of the process. They may be circumvented, but their violations may have dramatic
effects on the meaningfulness of the process. Finally, laws and regulations often define a social
world as important as the physical one for business processes. Also in this case, dependences
may be violated but their violations have strong effects on the compliance of the process w.r.t.
the normative world that regulates them (see e.g., [GR10]).
Rationales in historical dependence Historical dependence seems to play an important role
in business process models and may come in different forms. A first example is provided by
pairs of activities that pertain to the “switch” between two complementary states such as turning
on and off, entering and exiting and so on. A paradigmatic example in business process models
is constituted by the activities Login and Logout from a web page in a session. While it is
possible the login occurs without a logout, the opposite can not occur. If a logout does occur,
then the login must have occurred before. This is a particular case of historical dependence
and is due to a ‘law of nature’ that can be generalised, as we said, to all changes between
complementary and mutually exclusive binary states. Different examples still due to ‘laws of
nature’ are the ones of Bake pizza and Deliver pizza discussed in previous sections, or the
one of an administrative procedure of applying for a PhD position in which an applicant submits
the PhD request (application form) to the PhD office, which is then checked for compliance to the
submission rules. Submit PhD application and Check PhD application are connected
together by a historical dependence as the PhD office can not check something that has not been
submitted. By generalisation, the two forms of historical dependence mentioned here depend
upon a ‘law of nature’ that determines that one can perform an activity on an artefact only if this
artefact exists and is available.
An example of historical dependence related to the goal of the process is the one involving two
activities Make diagnosis and Propose treatment activities in a healthcare process. While
a diagnosis is not a genuine ontological constraint for the proposal of a treatment, the goal of
the process of providing an effective (if not the best) cure to a patient triggers this historical
dependence in a meaningful process.
A further example of historical dependence may be due to normative laws. For instance, in an
on-line shopping purchase activity Login may be a normative necessary pre-requisite for the
execution of activity Purchase goods, in order to certify the identity of the customer. Similarly
to the example above, while a login is not ontologically needed for a customer in order to buy
something, the social world determined by the norm imposes that a customer identification via
Login is strictly necessary in order to accomplish an e-buy activity.
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Rationales in causal dependence A first form of causal dependence, due to a sort of ‘law of
nature’, is the one that holds between Send and Receive activities (events, in certain notations).
Indeed the activity Send message not only is an existential requirement for Receive message
to exist but it also causes the receipt of the message itself9.
Further examples of causal dependence can be found if we focus on the goal of a business
process. Consider again the pizza example. In this example Order pizza delivery causes
several further activities in the process, and in particular Deliver pizza. Note that this is not
due to a ‘law of nature’ but to the goal of the pizza shop, which is the one of making money
by selling pizzas to customers and fulfilling their (customers) expectations. While a causal
dependence is also a historical dependence the opposite does not hold as Bake pizza does not
cause its delivery. Indeed a pizza (or any good) is not sold just because it is made but because
someone asked for it.
Normative regulations can also refer to activities that are involved in a causal dependence. Con-
sider for instance the activityFirst use of software andEvaluate terms and conditions.
In this example, the first usage of a just installed software triggers the evaluation of terms and
conditions and also motivates/explains why this activity occurs in a software installation process.
Similarly to the above this is not due to a ‘law of nature’ but to normative requirements regulating
the usage of artefacts (the software, in our case).
Rationales in rationale-based co-occurrence When it comes to the goal of the process, a
typical example of rationale-based co-occurrence is the one involving the activities Deliver
good and Pay for good in the context of an economically motivated selling-oriented business
process, of which Deliver pizza and Make payment (for pizza) in Figure 5.2 is a specific
example already illustrated in before. As a further example, consider the annual evaluation
process of an employer in a given organisation. Whenever the goal is to ensure a transparent and
fair evaluation, a rationale-based co-occurrence may involve two activities Send evaluation
to Human Resources and Send evaluation to employer executed by the employer’s boss.
Indeed the provision of the evaluation to Human Resources is required to make the evaluation
adopted by the organisation, while with the provision of the evaluation to the employer provides
the possibility to highlight unfair treatments, and they are jointly required to achieve the overall
goal.
The inquiry carried out in this Section exposed many types of relationships between activities go-
ing beyond their common temporal precedence. Since well known definitions of business process
(see e.g., [Wes12b, JMPW93]) and most BPMLs stress the importance of the interconnection
among activities (for instance to achieve a goal), we believe that both temporal relationships and
co-occurrence dependences should be considered as business process elements. We will see in
Chapter 6 how to include this analysis in the LB meta-model.
9Here we do not consider the situations in which the message has been sent but not received for whatever reason.
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5.4 Business process goals
In this Section we take a step forward by investigating a central notion in the definition of business
processes, that is, the notion of (business) process goal. As emerged from the work described in
Chapter 4, the element goal is widely neglected and poorly interconnected with other business
process elements both in the LB meta-model and in the notations of popular BPMLs considered
in Section 4.510.
As a consequence, the link between goals and business processes remains often implicit, with
the risk of slipping into a paradoxical situation: on the one hand, it is said to be central to the
definition of business processes; on the other hand, it is treated somehow as external to the process
itself. Thus, differently from what happens, e.g., in software development, where goal-oriented
methodologies have heavily contributed to the development of the field of requirement engineer-
ing, goals rarely appear as first class citizens in business process modelling methodologies, while
implicitly (and often heavily) influencing the way a process is designed.
The purpose of this Section is then to tackle the above paradox by offering an investigation of the
notion (or the notions) of goal in the business process context, by providing a first classification
of types of goals and their relationship with typical process participants. Differently from the
previous Sections we do not provide here a careful ontological characterisation of the notion of
goal, but primarily a first investigation and a classification. The reason we do this resides in the
fact that this notion was so poorly understood in this context that we thought a preliminary study
was first of all necessary in order to understand, at least in an intuitive manner, this notion. This
classification and clarification will serve as a starting point for future ontological analysis that we
decided to leave for future works.
Consider, for example, the generation process of the fiscal code for a newborn in an Italian
hospital. Regardless of how the process is carried out, we can say that the overall primary process
goal, or the reason to exist, of this process is the generation and association of a unique fiscal
code to each newborn (and to no one else). Thus, the process is characterised by a well defined
input (the presence of a newborn in a hospital) and a well defined output (the state of the world
in which this newborn is associated to a fiscal code).
The diagram in Figure 5.3 shows the process model (represented in the BPMN 2.0 notation)
describing (a simplified11 version of) the generation of a newborn’s fiscal code in an Italian
hospital. The process starts with the obstetrician producing a (required) birth certificate, which
is given to the parents who present it at the municipality. The municipality registers the request,
optionally generates a proposed fiscal code, and then sends the request (possibly with the tentative
fiscal code) to the (national) SAIA information system managed by a specific branch of the Home
10Exceptions can be found in some versions of EPC, the ARIS modelling language [Sch02a], and in the Guard-
Stage Milestone (GSM) notation [HDF+11].
11We omit here several variants such as the registration directly at the hospital.
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Figure 5.3: Birth management process
Office. SAIA checks the request and generates or validates the fiscal code before returning it to
the municipality which then generates the card for the newborn.
The diagram in Figure 5.3 depicts a process that, given the expected initial state, leads to realise
the goal expressed above. Indeed, it starts with a well defined input of an obstetrician delivering a
newborn and describes how to bring about a state of the world in which this newborn is associated
with a fiscal code. Nonetheless, the gap between the primary process goal and this (simplified, yet
articulated) process representation is huge. Is the primary process goal depicted above the only
motivation for the process to be organised in this way? Are there further factors (and therefore
goals) that we need to explicitly take into account when we talk about the goals of a business
process?
A first observation we can make concerns the relation / distinction between the primary process
goal and the richer final state (output) of the process itself. For example, often business processes
do not terminate with the achievement of the desired state of the world, but carry on additional
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steps. In the scenario of Figure 5.3, for example, the process terminates with the communication
of the fiscal code to the newborn (parents). In this specific case this activity appears to be justified
by other considerations which are not part of the process goal, and concern the participant data
object handled by the process: one goal that the data object carries is to be recognised (having a
social value) as fiscal code.
A second observation concerns the relation between the primary process goal and the specific
goals of single activities that can be included in the business process. As already observed in
Section 5.3 certain activities, or co-occurrences of activities, appear to be strongly related to the
primary process goal of the process, and their change, e.g., removal, can modify the nature of
the business process and even lead to question whether it should still be considered the “same”
process, while others seem to be merely related to how steps are performed. As an example
the removal of any ‘generate fiscal code’ in our scenario would dramatically change the process
meaning. On the other hand the removal of ‘generate fiscal code’ at the municipality level alone
would be considered just a process refactoring.
As this short informal discussion shows, characterising the goals of a business process is not a
trivial activity, due to the multitude of aspects and features that may be considered.
5.4.1 On the definition of goal and its classifications
Since the notion of goal is not really well defined in the BPM field, then we methodologically
decide to analyse the definitions of goals in other quasi-related areas of research.
In areas like multi-agent systems, philosophy, and psychology, goal is generally understood in
terms of states that are desired by an agent. Rolf and Asada in [RA15] state that the goal is a state
of the world which satisfies some conditions posed by the agent (for whatever reason). There are
different ways to understand this notion depending on whether the desired state is a setting of
the world (a situation external to the agent) or is the agent’s representation of it (e.g., an internal
description like a list of values for state variables). The difference is that in the second case the
goal indicates only the relevant features that the achieved state should satisfy. Practically, the
goal corresponds to a class of world states.
The notion of goal plays also a crucial role in the area of planning systems. Indeed, as stated in
[GNT16] “planning concerns the computational deliberation capabilities that allow an artificial
agent to reason about its actions, choose them, organize them purposefully, and act deliberately
to achieve an objective” often referred to as a goal. Goals are therefore typically meant to be
states or conditions that have to be reached by the system in order to solve a problem represented
in terms of initial condition (see e.g., [ML17]).
In software engineering, the notion of goal of a system has been investigated in the field of
goal-based requirement engineering (GORE). Here goals are not defined in terms of states of
78
the world but in terms of objectives: Van Lamsweerde defines a goal as an objective the system
under consideration should achieve. [...][VL01], while Anton states that goals are high level
objectives of the business, organization or system. They capture the reasons why a system is
needed and guide decisions at various levels within the enterprise [Ant96]. Within this field
several classifications of goals were developed, for instance the distinction between functional
and non-functional goals [VL01]. The first ones denote the services that the systemmust provide;
the second ones refer to quality attributes and constraints of the system, such as security, usability,
and reliability.12 Another way to classify goals is related to their temporal characteristics [VL01]:
achieve goals specify the behaviour required by a system sometimes in the future, whilemaintain
goals regulate the behaviour of a system in all possible states. Finally, an optimize goal is
used to compare behaviours to select those which better meet some (soft) property. A further
classification of goals is among hard goals and soft goals [VL01]. Hard goals are related to
functional requirements and are well defined and measurable, while soft goals are defined as
imprecise with a no clear cut sense, and they lay the basis for the non-functional requirements
[CdPL09].
5.4.2 Business processes and their goals
We present here a first investigation and categorisation of the notion(s) of goal(s) that can be
found in business processes. We ground our investigation on the notion of participant (see Section
5.2) so as to keep our analysis independent from the specific modelling approach or modelling
language that can be used to represent business process models.
We have identified five categories of goals: (i) primary goal (reason to exist), (ii) transaction
goal, (iii) data and organization oriented goal (actors and objects), (iv) instantiation goal, (v)
quality goal. Some of these goals are linked with the analysis of the literature provided above in
Section 5.4.1. The primary goal is inspired by the definition of goals given in multi-agent systems
(i.e., [RA15]) and quality goals are inspired by research in goal-based requirement engineering.
The primary goal (reason to exist). The first, and possibly most important perspective upon
which to explore the notion of goal in business processes, is tied up to the process’ “reason to
exist”. From an intuitive point of view most people would answer the question “why does the
process in Figure 5.3 exist?” with the answer “to generate a fiscal code for a newborn”. Or to
the question “why does a loan process exist?” with the answer “to handle requests and issue loan
offers.” Formulating this intuition in a precise definition is not easy. If we take seriously the
investigation of the reason to exist of a business process, several other elements may need to be
12Functional and non-functional goals are linked with the notions of functional and non-functional requirements
(NFR) [CdPL09]. Despite the overlaps / similarities between the terms goal and requirement, they should be treated
separately: indeed goals are used to capture why (the motivation for which) the system needs to behave in a certain
way, while requirements underlie how the goal must be achieved [Ant96].
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addressed. Onemay say that a loan process exists because banks exist and have the goal of making
money, or because people are willing to borrow from banks in order to satisfy their personal goals.
To narrow the investigation, recall that business processes need to have a well defined input, which
constraints the state of the word in which the process starts, and also organisational boundaries,
which informally demarcate the actors for which the goal should have value.
Thus, since the goal appears to be connected to an evolution of states of the world (or a fragment
of it) for some actors / organisations, we can start from the definition of goal for an agent as
expressed in [RA15] (see Section 5.4.1) and modify it as follows:
the goal of a business process is the realisation of a state of the world, starting from an initial
condition, which is of value to one or more organisational participants (for whatever reason).
That is, the goal of a process is to bring about a state of the world, starting from some initial
conditions, which is of interest to at least one organisational participant. Usually, one or more
of these participants is regarded as the process owner. For instance, the goal of the process in
Figure 5.3 is to generate a fiscal code for each newborn, and this is the goal of the municipality
and of SAIA.
Transaction goals. While the primary goal gives a high level perspective, it does not aim to
explain why, at the end of the modelling process, the model layout is in this or that way. This
organisational aspect is related to transaction goals (and sub-goals), that is, all those goals which
are roughly represented and observable in the behavioural model of a business process, where
the procedural aspects are explicitly defined. If we take this perspective, a business process is
conceived as a processable workflow (model) system composed of: (i) a set of activities, (ii) their
transactions and relationships (control flow), (iii) the participants that perform the activities, as
well as the data flow.
The elements characterised by the transaction goals, which are mostly present in the behavioural
view of a business process (model) are: (i) the final state reached after the last transaction (e.g.,
the token in an end state in a Petri-net.); and (ii) the output (effects) of each activity / sub-process.
The behavioural perspective focuses on the cumulative effects’ of activities which participate in
the process, and the effect of the final activity is assumed to be the final desired state of the
process. Thus, from this perspective the goal of the process is given by the accumulation of
activities’ (desired) effects conceived as partial or intermediate goals. The accumulation leads to
a final comprehensive effect taken as the desired goal of the process itself.
Compared to the primary goal, transaction goals represent a richer descriptions. A problem
in focusing only on this perspective is the fact that not all activities which participate to the
behavioural dimension are essential to achieve the primary goal of the process (think of a
verification check which is not necessary to the process) neither to characterise the identity of
the process itself. Also, it may be the case that accumulations of activities’ effects already realise
80
a state of the world that correspond to the primary goal even before the process’ end. Thus an
investigation of primary and transaction goals may be useful in order to isolate representative
activities that are relevant to the identity of the process.
Data and organization oriented goals. Although the specific relations between actors and
goals, as well as, data objects and goals are likely to be different, we consider them together
because we analyse the relations between business process participants and goals. Among the
different process participants, actors playing roles in organisations and objects in the data flow
appear to be particularly important when describing process goals. Both participants are explicitly
represented in certain modelling languages (e.g., BPMN or EPCs) together with their intuitive
relation with the behavioural component. For instance, in BPMN 2.0 organisational actors and
roles are captured by modelling elements such as pools and lanes, whose intuitive meaning is to
specify who, within the organisation, is in charge of executing a specific set of tasks. Similarly
data objects are often depicted together with their relations with activities, and they can serve as
a prerequisite of an activity or be something produced / updated by an activity.
Organisational actors and data objects can have specific goals which do not necessarily coincide
with those of the process. Some of the goals of actors / data objects appear to be close to the
overall goal of the process, while others may differ, or even be conflicting. Another important
characteristic of participants is that often they act as carriers of the primary goal. This is what
happens to the fiscal code in our example. This object, travelling along the data flow of the
process changes its state such as into registered, requested, generated, checked and so on. An
object can also have goals attributed to it such as, for the fiscal code, being permanently stored
somewhere or being revealed to the person it corresponds to. Besides these specific aspects, this
object participates in a fundamental manner to the overall process goal.
Instantiation goals. Although business processes are traditionally conceived as types at the
diagram level, they assume a significance only because they are executable. The execution level
concerns the instantiation of the process in so-called execution traces, or cases. A case, thus,
assumes the form of a sequence of events (thought of as the executions of the activities at the
diagram level), each of them paired with its execution time and, possibly, additional attributes
concerning performers, data objects and so on. For example, the instantiation of the fiscal code
process concerns the generation of a specific code x concerning a newborn y with parents z, in a
specific municipality, with each activity happening at a specific time.
The instantiation dimension can be another lens through which to observe business process goals.
A first class of meta-goal that concerns all business processes is related to properties that are
usually investigated in formal methods and verification under the umbrella of soundness prop-
erties [vHH+10]. Indeed processes have the goal of being sound, with no livelocks, deadlocks,
and other anomalies which relate to the fact that they can be executed from start to end in any (or
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relevant) circumstances. Further goals, which are implicit and always valid at the instantiation
level, are related to execution repeatability. The generation of the fiscal code must be executed
(and in the same way) not only once, or twice, or ten times, but for all newborns until the goal
of generating a fiscal code per newborns remains valid. Similarly, it has to allow the concurrent
execution of several instances, a property that may be unwanted in other scenarios. While these
goals may be rarely visible at an abstract representation level, such as the one of Figure 5.3, they
become determinant when refining the representation at a level that is closer to the technological
one.
Quality goals. Another orthogonal dimension in discussing goals of a business process is
provided by the categories of hard and soft goals typical of requirement engineering. In this
perspective, if the hard goals appear to be related to the primary goal of the process, the notion
of soft goal appears to be related to all the organisational, decisional, and strategic assumptions
that are expressed in term of business functions having an impact on the enterprise choices.
Consider, for instance, the process of purchasing raw material to sell a product. This process
involves many functions and departments, such as acquisition, quality, marketing, and sale. All
of them have activities to perform and goals to be achieved, and often the strategic and decision
oriented dimensions of an organisation are captured by qualities the process must satisfy rather
than procedures the process must perform (see [CAGG11]). These qualities of a process are rather
close to the notion of soft goals proper characteristics of non-functional requirements. Typical
examples that pertain to business processes are performance, security, multidimensionality, and
user-friendliness goalswith all their subgoals. For instance, securitymay be expanded in accuracy,
traceability, availability, and so on. Quality goals are indeed present in our example: fiscal codes
should be generated within a certain timeframe and stored in a reliable data store, just to mention
two of them.
This identification of business process goals provided an initial exploration useful to improve how
this notion should be understood in the BPM community. Moreover this study will contribute to
an expansion of the element goal included in the LB meta-model.
5.5 Ontological elements in the five business processmodelling
languages
The purpose of this Section is to contextualise the analysis provided in this Chapter in light
of the five business process modelling languages introduced in Section 4.5 (i.e., BPMN 2.0,
UML-AD, EPC, CMMN, and declare). We propose the following discussions: (i) a reflection
on the representation of enodogenous and exogenous activities, preconditions, and event à-la
EPC in the five languages; (ii) an investigation about the possibility of representing participants’
82
ELEMENTS BPMN UML-AD EPC CMMN declare
Endogenous act. vs
exogenous act. Somehow Yes Somehow No No
event-EPC vs precondition Somehow Somehow Yes Somehow No
Agentive vs non agentive Somehow No Somehow No No
Information vs carrier No No No No No
Object vs role Somehow Somehow Somehow No No
Object vs resource Somehow Somehow Somehow No No
Different types of
relations between activities No No No No Somehow
goal No No Somehow Somehow No
Table 5.1: Ontological elements in the notations
characteristics in the modelling languages; (iii) an analysis of the languages looking at their
capability to express occurrence dependences and their rationales; and (iv) an analysis of the
notations to understand if and how their provide the possibility to represent goals13.
The presence of event-BPMN and event-EPC. While the behavioural components of business
processes are well represented in the considered languages, there are still some notions that are
not so well-specified. For example, the distinction between endogenous and exogenous activities
is often implicit or missing. As we can observe in Table 5.1, both declare and CMMN do not
represent this difference. Instead in BPMN and UML-AD endogenous and exogenous activities
are somehow represented. In BPMN a task is an endogenous activity and event is an exogenous
activity. In UML-AD this distinction is event more clear; indeed the language includes not only
endogenous activities as actions and exogenous activities as events, UML-AD but also specifies
explicitly “external” partitions which include exogenous activities. The situation ismore confused
for EPC, where functions (i.e., activities) are meant to be endogenous; yet the notation does not
make explicit whether exogenous activities exist or not. For instance, the element event14 in EPC
could be exogenous (as well as endogenous), but this aspect is not fully clarified.
Concerning event à-la EPC and preconditions, this distinction is more subtle. In fact an
event-EPC is composed of a state and a trigger. Since preconditions are states, precondi-
tions can therefore be part of an event-EPC. Without considering the EPC language which, of
course, includes the event-EPC, the languages BPMN, UML-AD, and CMMN comprise pre-
conditions (e.g., guards and sentry) as well as “activators”, such as activities and events. However
this exact combination of a state plus trigger which characterises event-EPC is not explicit in
these languages. declare does not allow to represent this distinction at all. These points are all
summarised in Table 5.1.
13Due to the lack of a deeper characterisation of the goals in BPMLs, this point is not dissimilar from the results
provided in 4.5.1.
14An event in EPC is considered as sort of state with activator power (see discussion in Section 4.4).
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Representation of participants’ characteristics. The representation of participants in the five
BPMLs differs greatly as represented in Table 5.1. Indeed many characteristics of business
process participants are still hidden. CMMN and declare do not offer any support to the
modelling of entities that participate into the activities. It is therefore ignored in the remaining of
the discussion. Focussing on the agentive\non-agentive participants, the specification of activity
owners in EPCs seems to suggest that they have the ability to act. Also, pools in BPMN are
understood as participants in collaboration, and therefore exhibiting the capability to collaborate.
In UML-AD, activity partitions may be used for grouping activities with different purposes,
which encompass the one indicating the activity performer; however, when used for this purpose,
also the UML-AD notation seems to suggest the representation of an ability of the performer to
act.
No actors appear in CMMN and neither BPMN nor UML-AD specify whether the actor (e.g.,
customer) explicitly refers to a single individual (e.g., Nina) or to an organisation. In both cases,
it reasonably stands for the role of a participant. This consideration reveals, besides the lack of
graphical constructs for specifying actors in declarative languages, also the underspecification of
both BPMN and UML-AD with respect to our analysis, since pools and activity partitions can
be used to refer to different types of participants, but also to their roles.15 On the other hand, the
distinction between single actors and organisations can be explicitly conveyed in EPC, although
the difference between participants and their roles is blurred.
Also the distinction between objects and resources for the achievement of the process and
activities is not clear. For instance, EPC characterises the graphical elements for resources that
are allocated to activities, however the language does not permit to distinguish between role as
a resource. Similarly, BPMN, UML-AD and CMMN define the data-objects for an activity, yet
without discerning between objects and resource.
Considering the status of data objects, BPMN (and in part UML-AD) offers the possibility to
model it (e.g., Ticket paid, Loan approved, Claim issued). On the other hand, in EPC and CMMN
this cannot be explicitly modelled, although it can be inferred by looking at the changes of the
world. From a more general perspective, BPMN and EPC separate the data from the control flow
(they have explicit different graphical notations for the two flows). In contrast, in UML-AD and
CMMN, data objects are represented in a unique flow with activities and control flow elements,
so that the process execution cannot proceed unless the data objects are processed/available. In
this sense, data object participants play a fundamental role within the overall process, and it
becomes necessary to properly identify which data objects the process manipulates. As well as it
is important to distinguish between information and its carries.
15Although some support is given in the meta-models of the different languages, what we aim at emphasising here
is the lack of support provided by the graphical notations of the different languages.
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Representation of temporal and occurrence dependence and rationale. Focusing on the
relationships between activities, the five BPMLs capture only the temporal aspect of the con-
nections among them (i.e., the temporal sequence flow). The only language that specifies other
types of relations is declare (see Table 5.1). While it would be incorrect to say that declare
patterns have the aim of specifying the kind of relation existing between different activities, it
is also true that some (temporal) patterns may be better suited to model causal vs. temporal vs.
dependent relations. Thus we may say that, from an ontological perspective, declare somehow
guides the modellers to think about the type of relation existing between activities, besides the
simple sequencing.
This parallelism between occurrence dependences and declare patterns has been developed and
presented in detail in [ABF+18b]. The general idea is based on the fact that since dependence
expressions have effects on finite execution traces, a way to characterise (some of) their effects
on process executions is to describe them using Linear-time Temporal Logic (ltlf ) with f inite
execution semantics [DDM14]. Then we can translate co-occurrence dependence as the ltlf
to the formula ♦A ↔ ♦B which corresponds to the co-existence declare template. Historical
dependence can be interpreted in ltlf as ¬BW Awhich corresponds to the precedence declare
template. Finally, causal dependence corresponds in ltlf to the formula¬BW A∧(A→ ♦B)
and succession is the declare template counterpart. Given this interpretation of dependence
expressions, we can note that a causal dependence enforces also a rationale-based co-occurrence
and an historical dependence.
Representation of goals Finally, moving to the specification of the kinds of goals that a business
process realises, as Table 5.1 points out, none of the modelling languages force the modeller to
make them explicit. The only language that explicitly contains a general goal construct is (one
of the variants of) EPC. While the milestones of CMMN can be conceived as goals, yet there is
no clear distinction between milestone as a goal and as a state.
To conclude, in this Chapter we dug into the ontological status of several business process
components, ranging from the usage of the label “event” to the roles of participants in business
processes and business process models. We also investigated deep into the kinds of ontological
relations among activities proposing possible classes of motivations which can explain these
relations. Finally, we defined types of business process goals that pertain to several aspects of the
process itself.
This last Section made explicit how some of the aspects that emerged from our investigation are
actually included in the available notations. We are convinced that the analysis carried out in this
Chapter can help the BPM community to better understand important components of business
processes. Furthermore, this analysis will be used in the next two Chapters to accomplish two
different tasks: in Chapter 6 it will be useful to revise some aspects of the LB meta-model
proposed in Chapter 4 and to solve some of the critical issues identified there; in Chapter 7
we will illustrate how the investigation on the notions of dependence relationships and rationale
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supported a refinement of the BPMN notation and how we evaluated the usability and usefulness
of this extended notation in an empirical manner.
5.6 Contributions and limitations of the Chapter
In this Chapter we analysed from an ontological perspective four elements (event, participant,
relationship among activities, and goal), which were identified as missing or problematic in the
literature and in the LB meta-model.
The limitations of this study regard mostly the approach we decided to adopt. Indeed, ontological
analysis presents some limitations and the ones that concern the thesis are: (i) the selection of
the elements to investigate, and (ii) the identification of the “most suitable” ontological approach
for the analysis.
The first limitation was mitigated by deciding to perform the ontological analysis on business
process elements which are relevant in the BPM literature. Relevance for the field was evaluated
using the LB meta-model which was extracted from works in the field, several definitions of
business process, and by comparing the LB meta-model with five business process modelling
languages.
The second limitation was mitigated by evaluating and choosing the most suitable ontological
view for the analysis of each element without being tied to a single specific ontological view.
In this case the appropriateness of each ontological strategy was evaluated on the basis of the
business process modelling element to be investigated.
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Chapter 6
Revising the LB meta-model
Chapter 4 and Chapter 5 addressed the main challenges of this thesis that is, to develop abusiness process meta-model starting from the literature and perform an analysis of someof its components using ontological analysis. The content of those Chapters contributed
to the achievement of the twomain goals of this thesis, that is,GOAL 1 andGOAL 2 as described
in Chapter 1.2. This Chapter presents the realisation of GOAL 3.1: which shows how we can
apply ontological analysis in the field of BPM to enrich the LB meta-model presented in Chapter
4 with the results obtained in Chapter 5. In this Chapter we perform the methodology which
pertains to TASK 3.
Before presenting the content, we would like to stress the fact that this Chapter presents a still
preliminary effort to improve the LB meta-model. We consider this study preliminary since in
the time-frame of the thesis we were not able to implement all the results of the ontological
analysis in the LB meta-model. For instance, the rationales explored in Section 5.3 are not
integrated in the refactoring of the meta-model. Nevertheless we decided to include this work
in the thesis for two reasons: (i) although preliminary, we believe that the proposal we make
in this Chapter can contribute to clarify the meaning of some problematic entities of business
processes; (ii) the Chapter represents an important application of ontological analysis in the field
of BPM. Indeed, the results of the ontological analysis can support the BPM community to have a
better understanding of their domain of investigation, and to create more robust business process
meta-models and models.
In this Chapter we enrich the LB meta-model presented in Section 4.3 in four different ways:
• The first enrichment concerns the notions of event-BPMN and event-EPC and their rela-
tions with the notions of activity and state.
• The second re-elaboration of the meta-model is focused on the analysis of business process
participants, with a particular emphasis on resources and roles.
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(a) Snippet of the original LB meta-model. (b) The new proposal.
Figure 6.1: Re-factoring of the event, activity and state component.
• The third part is centred on the integration of the connection flows and the ontological
occurrence dependences.
• Finally, the fourth study presents a re-factoring of the meta-model to incorporate several
notions of goal.
These enrichments aim at solving some issues of the LB meta-model discussed in Sections 4.4,
4.5.1 and 5.5, yet maintaining as much as possible unaltered the original LB meta-model. For
this reason, we chose to leave in the revised meta-model all the relations collected in the LB
meta-model (including the inverse relations).
This Chapter is organised as follows: the integration of the ontological analysis of event-BPMN
and event-EPC is described in Section 6.1; the extension of the LB meta-modelwith participants
is explained in Section 6.2; the addition of the connection flow and occurrence dependences is
addressed in Section 6.3; the insertion of goals is provided in Section 6.4; Section 6.5 discuss
some issues concerning the enrichment of the LB meta-model using ontological analysis; finally
in Section 6.6 we present the contributions and the limitations of this Chapter.
6.1 event-BPMN and event-EPC in the LB meta-model
In this Section we propose to integrate in the LB meta-model the results of the analysis of
event-BPMN and event-EPC described in Section 5.1.
In the original LB meta-model (see Section 4.3 and Figure 6.1a where a snippet of the LB meta-
model concerning the event is reported), there were two kinds of events: event à-la BPMN and
event à-la EPC, with two associated different intuitive semantics. The event-BPMN is described
in [Mod11] as “something that happens during the course of a process”. The event-EPC is
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conceived in [Men08] as “[...] preconditions and postconditions of functions” and also as a
trigger\activator in the specification of ARIS EPC1. To solve these ambiguities, in Section 5.1
we relied on previous investigations on the notions of event and activity and, in particular, we
adopted the view of events as tokens and activities as types.
Starting from these observations we decided to remove the label “event” from the meta-model (as
it pertains the token level that we do not consider) and we propose to: (i) consider event-BPMN
as an exogenous activity; (ii) consider event-EPC as a state, to take into account its view as pre-
postconditions; and (iii) to leave for further work the trigger aspect of event-EPC. According to
these analysis we proposed the changes described in the following.
• event-BPMN: We suggest to replace the entity event-BPMN with the entity exogenous
activity, the label “activity” with endogenous activity, and to consider both sub-
types of the entity activity;
• event-EPC: Re-factoring the model to take into account the double facets of event-EPC
as a state and as a trigger is more complicated. By looking at the LB meta-model in Section
4.3 and Figure 6.1a, we can notice that states are represented only by precondition and the
event-EPC as trigger can be found in the LB meta-model when event-EPC activates
activity is specified. Yet, if we consider the event-EPC mostly as a state, as we
discussed in Section 5.1, it cannot cause anything by itself [Gal12b]. In this respect, the
relation precondition enables activity found in the LB meta-model2 appears to be
more appropriate as a relation between a state and an activity. Inspired by the analyses
in [ABF+18b] and [Gal12b], we propose to solve the ambiguities concerning the status of
event-EPC by viewing it as a specific pre- or postcondition (i.e., a state), and thus removing
it together with its activates relation from the diagram and adding the explicit entities
of state and postcondition. We also delete the relation initiated_by between
event-EPC and activity. Nonetheless, we strongly believe that this causal notion
involving activities should be further investigated. Indeed, this double view of the notion of
event-EPC, together with the higher occurrence frequency of the notion of precondition
(see Table 4.7 for the frequency of occurrence of precondition in the analysed meta-
models), seem to suggest a need to incorporate some notion of “trigger” (distinct from
the notion of state) that can explain (cause) the activation of activities within a business
process. Instead, when discussing causal relations we can note that, although activities
cannot cause directly anything (e.g., create) at type level, they have a sort of causal power,
as they can explain why a certain activity type can cause something else, such as a state or
other activities. Thus we incorporate a relation explain between activities.
1See ARIS Community: https://www.ariscommunity.com/system/files/EPC-Cheat-Sheet_Final_
2019.pdf
2Although the label “enable” seems to be more suitable at token level, in this paper we retain it in the meta-model
to represent the relation between precondition and activity.
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(a) Snippet of the
original LB meta-
model (taxonomy). (b) The new proposal.
Figure 6.2: Re-factoring of the organisational/data part.
Figure 6.1b summarises the re-factoring of the two notions of event-BPMN and event-EPC
explained above. Filled boxes represent newly added entities, and boldface has been used to
denote newly added relations. This notation is used through the entire Chapter. Note, that we
have included also postconditions into the diagram, and the relations that pertain to this entity. The
two relations is_produced_by and produces have been re-extracted from the original study
of meta-model elements and relations. More specifically, these relations belong to the meta-
model proposed by [HLBB13]. Also, we have transferred the relations between event-EPC and
activity to the appropriate relations between pre-postconditions and activity. In this
re-elaboration of the LB meta-model, pre-postconditions are states.
6.2 Participants in the LB meta-model
Section 5.2 widely explained the notion of business process participants. In this Section we
integrate some of those findings in the LB meta-model. As we have seen in Section 4.3, the
meta-model does not clarify enough the organisational/data parts; indeed it represents several
“is_a” loops concerning the entities artefacts, resource, actor, and role.
In the analysis of Section 5.2 participants were classified as physical, such as a customer, and
non-physical, such as an informational content that is usually supported by a physical entity.
Another important distinction was made between agentive and non-agentive participants and the
fact that these participants can play roles and be resources in the context of business processes.
In Figure 6.2a a snippet of the original LB meta-model involving the organisational/data part
is provided, and in Figure 6.2b an enrichment of the organisational/data component based on
the analysis of business process participants is depicted. For the sake of clarity, in Figure 6.2b
the blue boxes denote the upper level concepts introduced in Section 5.2 of this thesis. In this
diagram a business process resource plays_a role when it is assigned_to (endogenous)
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activities3. Note that we used association classes to reify the plays_a relation, to denote
that the object representing a resource playing a role is assigned to an activity. An actor is an
agentive business process participant and an artefact is a non-agentive participant, and both
can have physical and/or non-physical characteristics. For example, two or more copies of the
same physical document are different carriers of the same piece of (non-physical) information
included in those documents. Note that the association between the resource and the role
occurs within the boundaries of activity, which somehow plays here the role of context in the
definition of something as a resource.
A final comment is devoted to the resource is_a precondition relation found in the LB meta-
model. While this relation must be deemed wrong, as a resource is not usually seen as a state,
it is nonetheless true that the existence of resources with certain characteristics and capabilities
can act as precondition to the execution of certain activities. In the re-evaluation of the LB meta-
model, resources are not preconditions (i.e., states), but rather resources can be specified_in
preconditions, which are states. As we have seen before, often activities require specific
states, a.k.a. preconditions, to be performed and then without those preconditions the activity
is incomplete. However, sometimes a precondition could be the mere existence of a resource.
For example, “the ID card is available” is the precondition of the activity “storing the ID card
in the system”. Here, “being available” means that the ID card exists. Although treating the
existence as a state of an object is philosophically controversial, within the context of business
process (modelling) is less. Indeed the creation, modification, and deletion of an object are
usually considered states of the object, as they are seen as part of the lifecycle of the object itself.
6.3 Connection flow and occurrence dependences in the LB
meta-model
In this Section we propose to include in the LB meta-model the flow components. This proposal
takes into account the results emerged from Section 5.3.
The enrichment of the LB meta-model concerning the relationships among activities is not so
trivial. Indeed, the meta-model as it emerged from the SLR is completely lacking of any sequence
flow components. Yet, there is one activity relations which could provide a starting point for
this expansion: the relation from an activity to an activity transition(CF) (see Section 4.2.3,
Tables 4.8 and 4.9, as well as Figure 6.3a). However this relation is very general and does not
specify any constrains apart from denoting the generic control flow relation between activities.
In Section 6.1 we also introduced the relation explains among activities which aims to capture
a sort of “causal" connection. In this Section we further expand this analysis of relations among
activities by introducing an important business process element that is missing, i.e., the flow.
3Here we focus on resources that are assigned to activities within the process owner boundaries.
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(a) Snippet of the
original LB meta-
model. (b) The new proposal.
Figure 6.3: Re-factoring of the flow element.
Figure 6.3b depicts our proposal for including flow elements in the LB meta-model. The
flow component defines generic activities’ connections, both temporal and ontological. The
flow takes in input activities and released in output activities. The flow entity replaces the
transition(CF) of the original LB meta-model. The connections flows among activities can
be temporal (i.e., temporal flow) and ontological (i.e., dependence flow). The former de-
fines the temporal sequential order of the activities, the latter specifies the occurrence constraints
identified in Section 5.3. The temporal flow is decomposed in a sequence flow, which is
often represented in business process modelling languages as precedence arrows between activ-
ities, while the dependence flow has three sub-classes, historical dependence, causal
dependence and rationale-based co-occurrence which have been widely explained in
Section 5.3.
6.4 Goals in the LB meta-model
Goals have been studied in Section 5.4, in which a classification of business process related
goals has been proposed. The goals we propose are: primary goal, transaction goal, data and
organisation oriented goal, and two meta-level goals divided in: instantiation and quality. While
the first three types of goals are directly related to the business process model diagram, the
meta-level goals are more abstract. In this Chapter we focus only on the diagram-related goals,
that is, the first three.
While Figure 6.4a depicts the snippet of the original LB meta-model in its part concerning the
goal element and its relations, Figure 6.4b represents the extension of the LB meta-model, which
takes into account the analysis of goals that has been carried out in Section 5.4. The meta-
model is enriched by adding three sub-classes of goals, primary goal, transactional goal
and participant goal. The postcondition of the activity satisfies the transactional
goal. Theparticipant goalrefers_to participants, actors and artefacts, whichparticipate
in the activities. In particular, this kind of goals inheres in the actor participant. In this sense
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(a) Snippet of the original LB meta-model.
(b) The new proposal.
Figure 6.4: Re-factoring of the goal element.
actors have intentions and the content of these intentions can be goals [GdAFG08]. Both
transactional goal and participant goal contribute to the primary goal which is
the realisation of a (desired) state of the world which is relevant for at least one participant of the
process. Note that activity supports goal, and the latter is the super-class of the three more
specific goals. This means that activities bear all three sub-goals. Similarly actor has (intention)
goals and aims at achieving goals.
6.5 The revised meta-model
In the previous Sections we proposed some changes to the LB meta-model to overcome problems
outlined in Chapter 4, and more specifically in Sections 4.4 and 4.5. These changes have been
embedded in the LB meta-model enriching it with the results emerged from Chapter 5.
The changes we propose for the meta-model, described in Figures 6.1b–6.4b include several new
entities and relations. Tables 6.5a, 6.1b, and 6.1c report all newly introduced and deleted entities
and relations. Figures 6.5a and 6.5b depict the new version of the LB meta-model (without
taxonomical relations and taxonomy only, respectively) that includes all the changes proposed in
Figures 6.1b–6.4b. The white entities are the ones that were already included in the original LB
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(a) The new entities and relations.
(b) The new taxonomic relations.
Figure 6.5: The new meta-model.
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Table 6.1: New and deleted entities.
(a) New and deleted entities.








































is_a exogenous activity activity





assigned_to resource endogenous activity
input activity flow
output flow activity
is_a temporal flow flow
is_a dependence flow flow
is_a sequence flow temporal flow
is_a historical dependence dependence flow
is_a causal dependence dependence flow
is_a rationale-based co-occurrence dependence flow
is_a transactional goal goal
is_a participant goal goal
is_a primary goal goal
participates participants activity
contributes transactional goal primary goal
contributes participant goal primary goal
carries participant primary goal
inheres participant goal participant
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meta-model, while the green coloured boxes are the new added components. Note that Figures
6.5a and 6.5b do not include all the upper ontology elements that were depicted in blue in diagrams
6.1b–6.4b. Indeed although those concepts were helpful for clarifying the ontological status of
some business process meta-model components, these foundational elements do not directly
belong to the business process meta-model. An exception was made for the participant entity
(and its relations) which we renamed as business process participant in this specific
domain. This decision is based on the fact that the notion of business process participant appears
to be meaningful in this context.
To sum up, here is the list of the main changes. We have deleted some entities, for instance
event-EPC and event-BPMN, which have been included in the notions of activity and state. The
entity event-EPC has been divided in precondition and postcondition, while the entity
event-BPMN has been renamed as exogenous activity, which is an extra-organisational
activity. endogenous activity has been introduced to complement the exogenous one and
refers to activities internal to the organisation. The entity state has been introduced in order
to clarify the ontological status of pre-postconditions and also make visible that resources are
not preconditions. Another important point is related with the unravelling of the subsumption
relations of the entity resource. In this refactory of the meta-model, actors and artefacts are
resources and not vice-versa, moreover the relation between resource and role is not an is_a, but
rather a plays_a in the context of an activity assignment. We also enrich the meta-model by
adding the flow-related entities and creating two sub-classes of flow, temporal and (ontological)
dependence which are further divided into other more specific connecting objects. Rationales
(see Section 5.3) were not included in the meta-model as they do not directly belong to the
business process graphical components. Finally, we made an attempt to provide some dignity to
the entity goal in the meta-model, specifying its sub-types its relations with other entities.
Overall, these 18 new entities and 35 relations complement the existing knowledge of business
process and business process modelling. Yet, the main aim of this study is not to provide a
complete theory on business process, indeed our idea is to advance some initial developments
and be open to discuss these with the different communities which are interested in this topic.
6.6 Contributions and limitations of the Chapter
In this Chapter we provided a revision of the LB meta-model that incorporates the analysis of the
four business process elements investigated in the previous Chapter. This contribution goes into
the direction of producing a reference meta-model of what constitutes a business process.
The main limitation of this Chapter lies in the fact that we were able to investigate and revise
only few elements. This limitation concerns both elements that are present in the original LB
meta-model (e.g., the entity gateway) and elements that were not present in the original LB
meta-model but should be added to it (e.g., value).
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We mitigated this limitation by identifying elements that were clearly challenging or missing in
the original LB meta-model and we are willing to continue this study also on the elements that
remained excluded from this thesis.
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Chapter 7
Applying ontological analysis results in
practice: the case of occurrence
dependences and rationales
While the previous Chapter (see Chapter 6) provided a possible use of the ontologi-cal analysis outcomes towards the construction of a business process meta-model byenriching the LB meta-model, in this Chapter the focus is on the application of the
ontological analysis results in the context of business process modelling and analysis. More
specifically, we propose a notation to graphically annotate BPMN process models with informa-
tion on occurrence dependences and their rationales. Moreover, we provide: (i) a demonstration
of the use of these dependence and rationale annotations for business process documentation and
redesign purposes through two application scenarios, and (ii) an evaluation of the effectiveness of
the dependence and rationale annotations for supporting business process modellers and analysts
through an empirical user study. GOAL 3.2 motivates the research conduced in this Chapter and
TASK 4 guides the methodological steps we performed to reach that goal.
The research carried out in this Chapter shows how ontological analysis studies can have an
impact in practice. More in detail, the investigations carried out show how ontological analysis
outcomes could facilitate and support business process modellers and analysts in their modelling
tasks.
The Chapter is divided in four parts: Section 7.1 introduces a possible way to represent occurrence
dependences and rationales in BPMN diagrams, i.e., the dependence and rationale annotations
used in the application scenarios and the user study; Section 7.2 outlines occurrence dependences
and their rationales applied to business process documentation and redesign; Section 7.3 deals
with the design and execution of the empirical study aiming at evaluating the effectiveness
of activity dependences and rationales for process modellers and analysts; in Section 7.4 we
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Figure 7.1: Annotations for dependences and rationales.
summarise few discussion points concerning the usefulness of ontological analysis results in
practice. Finally, at the end of this Chapter, we identify the contributions and the limitations, i.e.,
the threats to validity of the study (see Section 7.5).
7.1 Annotations for dependences and rationales
In Section 5.3 we described three types of dependences between activities (historical, causal and
rationale-based co-occurrence) and three types of rationales that motivate their existence (‘law of
nature’, goal and norm). These relationships can be represented in the diagrams by enriching the
models with annotations. In this Section we describe a possible way to enrich BPMN business
process models with dependence and rationale annotations.
Dependences between activities can be depicted in a process model as the temporal relation-
ships are represented, i.e., as arrows between pairs of activities. As shown in Figure 7.1, we
extended the BPMN notation by introducing special arrows for representing historical, causal
and rationale-based co-occurrence dependences. Different types of lines and different colours
are used for distinguishing the arrows representing the three types of dependences. The blue
dotted line represents the historical dependence, the red dash-dotted line is used to represent the
causal dependence, while the green dash-dotted line represents the rationale-based co-occurrence
dependence. The three rationales associated to the dependence arrows, i.e., ‘law of nature’,
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Figure 7.2: Annotation example.
norm, or goal, can instead be annotated on top of the arrows with the acronyms LN, N and G,
respectively.
In Figure 7.2, we provide, for each type of dependence, i.e., historical, causal and rationale-based
co-occurrence, an example for each of the three rationales starting from the process model in
Figure 5.2, except for the ‘law of nature’ rationale-based co-occurrence dependence, for which we
were unable to find an instantiation on this process model. For instance, activity Deliver pizza
is historically dependent on activity Bake pizza, due to a ‘law of nature’. This relationship is
represented through a blue dotted arrow annotated with the label LN. Another example is related
to the authentication procedure in an online service, where a causal dependence exists between
activities Login and Visualise terms and conditions because of a normative regulation.
The relationship is depicted in the figure as a red dash-dotted arrow annotated with the N label.
The rationale-based co-occurrence between the two activities Deliver pizza and Receive
payment because of the goal of the process is instead graphically captured by the green dash-
dotted arrow. Since the dependence is motivated by the goal of the process, the corresponding
rationale-based co-occurrence arrow is annotated with label G.
7.2 Application scenarios: documentation and redesign
In this Section we describe two application scenarios that could benefit of the analysis carried out
in Section 5.3 on occurrence dependence and rationales: business process documentation and
business process redesign.
Business process documentation. Business process models are often used by organizations as
a means for documenting the procedures carried out. However, the information contained in the
model sometimes is not enough in order to make clear the reasons why some parts of the process
model have been designed in a certain way.
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Figure 7.3: Intake process of a healthcare institute.
Let us consider a realistic scenario of an Intake process for elderly patients with mental problems,
inspired by the procedure reported in [DRMR13] that describes the process carried out in a
healthcare institution of the Eindhoven region. The Intake process starts when the institute
receives a notice by the family doctor of the person who needs the treatment. The notice is
answered, recorded and printed. The patient’s folder is retrieved, if it already exists, or it is
created, if the patient has never been registered in the healthcare information system, and the
notice added to the patient’s folder. Two intakers (a social-medical worker and a physician) are
then assigned to the patient and the assignments stored in the system. Two cards containing
information about the patient, one per intaker, are printed and handed out. Meanwhile, if needed,
the medical file of the patient is requested to the patient’s doctor and, whenever it is received, the
document is added to the patient’s folder. Once the medical file is available for the appointment,
the patient can meet the intakers and is asked to pay the ticket. At the end of each of the two
meetings, the patient’s folder is enriched with the new information acquired by the intakers. When
the documentation by each of the two intakers has been collected, it is evaluated and a treatment
for the patient decided.
Figure 7.3 reports the Intake process described in BPMN and annotated with some hypothetical
activity cycle time1 as well as with the probability distribution of the alternative branches.
Let us assume that a new director has been appointed, and she\he\they has\have been provided
with the institute business process models in order to get familiar with the procedures carried
out in the institute. When looking at the Intake process model in Figure 7.3 (in which data
objects are not reported to ease the readability, and activity labels, as often happens, are not
1The cycle time of an activity (process) is the average time it takes between the moment the activity (process)
starts and the moment in which the activity (process) completes. The cycle time hence includes both the processing
and the waiting time of an activity (process).
101
extremely informative), she\he\they is\are only able to grasp the execution ordering of the
activities currently carried on in the institute, while missing other types of dependences among
them. This lack of information could result in possible misunderstandings of the process model
as well as of what it represents. By only looking at the model, she\he\they may ask the reason
why in the model activity Assign intakers occurs before activity Update pat(ient) file
with first intaker information.
Table 7.4 reports the occurrence dependences identified among the activities of the Intake process
by using the notation introduced in Section 7.1. Some of the dependences are real-world ones,
i.e., they depend on ‘laws of nature’, others relate to the business goal of the process, while others
pertain to norms. The dependence expressions are grouped accordingly in Table 7.4.
Among the law-of-nature dependences, a historical dependence can be identified between activi-
ties Record notice and Print notice. Intuitively, printing a notice demands for a state of the
world in which the notice is in an electronic format, i.e., it requires that it has been (electronically)
recorded. Similarly, a historical dependence exists between Retrieve patient folder and all
the activities that demand for the existence of the folder in order to be executed (i.e., Add notice
to patient folder, Update pat. folder with medical file, Update pat. folder
with first intaker info, Update pat. folder with second intaker info). A his-
torical dependence also exists between activities Print cards and Hand out cards, as hand-
ing out cards demands for a state of the world in which the cards have been printed out. Few
causal dependences can also be identified, as for instance between activities Receive notice
and Answer notice (the notice answer is caused or explained by the notice receipt), between
activities Ask for medical file and Receive medical file (the receipt of the medical
file is caused by the request for the file to the doctor) and between activities Ask for ticket
payment and Receive ticket payment (the payment reception is caused by the payment
request).
Among the business goal dependences, a rationale-based co-occurrence can be identified between
activities Receive ticket payment and Determine treatment plan. Indeed, due to the
business nature of the Intake process, in order to get the process accomplished, both determining
the treatment plan for the patient and getting the ticket paid for the service are necessary activities.
Removing the occurrence of one of the two activities would change the process into a different
one. However, the two activities are not bound by any temporal constraint. Similarly, for
the rationale-based co-occurrence between activities Receive ticket payment and Discuss
and evaluate patient info. Moreover, a historical dependence can be identified between
activities Discuss and evaluate patient and Determine treatment plan. Indeed, in
an Intake process, a decision on the treatment plan of a patient cannot be taken, unless the patient’s
information has been carefully evaluated. Last but not least, a causal dependence relationship
holds between activity Receive notice and activity Discuss and evaluate patient. The
discussion and evaluation of the patient is indeed triggered (in an Intake process) by the request
to start an intake procedure. Similarly for the causal dependence between activities Receive
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notification and activity Determine treatment plan.
Finally, among the norm-based occurrence dependence, two historical dependences can be iden-
tified (between the pair Assign intakers and Update pat. folder with first intaker
information and between the pairAssign intakers andUpdate pat. folder with second
intaker information). Indeed, an intaker is allowed to report information in the patient folder
only if she\he\they has\have been appointed to do it, i.e., a historical dependence relationship
holds between the two activities (and, hence, the latter cannot occur before the former).
The additional information that the occurrence dependence is able to provide, makes it clear to
the new director that a dependence relationship holds between activities Assign intakers and
Update pat. folder with first intaker information, as well as the reason why they
have to occur in that specific order. Hence, making explicit these dependences helps the new
director to understand why the procedure has been designed as it is.
Business Process Redesign It is often the case that business process models need to be re-
designed. This can be due to different reasons e.g., because the world, the organization or the
procedure they describe changes, or for optimization reasons. Several approaches and techniques
have been investigated in the BPM community in order to support business analysts in business
process redesign (see e.g., [DRMR13, RM05]).
Let us assume, that the new director of the healthcare institute, in order to better understand
the efficiency of her institute, has appointed a business analyst to analyse the processes carried
out in the institute. By analysing the process under the perspective of evaluating its cycle
time, the business analyst notices that the process presents some bottlenecks. Indeed, activities
Print notice, Receive Payment Ticket and Receive medical file have a high average
duration time (6, 12 and 24 hours, respectively). In the first case, the high duration time is due
to the fact that only one printer is available in the institute, while in the second and in the third
case this is due to the response time required by patients and medical doctors to pay the ticket
and to provide the medical file, respectively. Moreover, although in the last case the request for
the file from the doctor is optional, it is needed in 95% of the cases. This causes a high process
cycle time2 (= 53.4h). In order to solve the issue, the institute director, at the suggestion of the
2The computation of the process cycle time is based on flow analysis [DRMR13] and depends on the structure of
the process. In this case, the average time required for a process execution is given by the average time required by:
(i) the sum of the time required by the activities in sequence before the first split AND gateway, which is, in turn,
given by the sum of the average times of the activities in sequence ((1 + 1 + 1.2 + 6 + 0.5 + 2 + 0.5)h= 12.2h);
(ii) the sum of the times required by the most costly branches of the two AND blocks, i.e., the one dealing with the
optional request to the doctor of the medical file and the one related to the ticket payment receipt. The former is
computed as the weighted (with the corresponding probabilities) average of the two alternative branches between
the XOR split and the XOR join, (i.e., ((0.95 ∗ (0.5 + 24 + 1.5)) + (0 ∗ 0.05))h= 24.7h), while the second is the
sum of the average cycle time of the activities Ask for ticket payment and Receive ticket payment, (i.e.,
(0.5+12)h=12.5h), respectively; and (iii) the time required by the last two activities (i.e., (3+1)h=4h). The average
cycle time is hence (12.2 + 24.7 + 12.5 + 4)h= 53.4h.
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Figure 7.4: Dependence expressions characterising the Intake process.
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Figure 7.5: Intake process redesigned according to the analyst’s suggestions.
business analyst, decides to redesign the process.
In order to reduce the overall cycle time of the procedure, the business analyst suggests to apply
two business process behaviour heuristics: parallelism and resequencing [DRMR13]. While the
first heuristic consists of evaluating what “can be executed in parallel”, the second one consists
of “moving the activities to more convenient places” [DRMR13] (see Section 2.4.2). According
to the process re-design heuristics, the business analyst suggests to (i) parallelise the printing of
the notice and the enrichment of the patient file up to the storing of the intaker assignments; (ii)
anticipate the request for the payment to the patients and the request for the medical file to the
doctor. Figure 7.5 shows the redesigned model. Such a redesign allows the healthcare institute to
save about 16.5 hours of cycle time by reducing the cycle time from 53.4 to 36.9 hours - as most
of the flow related to the notice management and to the intaker assignment is actually executed
in parallel with the long time required for waiting for the medical file.
However, by looking at the dependence expressions reported in Table 7.4, the business analyst
can easily notice that, while anticipating the request for the medical file to the doctor and for
the ticket payment to the patient (depicted in green in the diagram) does not violate any of the
identified dependences, this is not the case for the parallelisation of the printing of the notice and
the enrichment of the patient folder (marked in red). Indeed a historical dependence relationship
holds between activity Add notice to the patient folder and activity Print notice,
so that swapping them would result in an incorrect model.
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7.3 Empirical evaluation of dependence and rationale anno-
tations
As explained in the previous Section, occurrence dependence and rationale annotations can be
used to: (i) enhance business process models understanding, and (ii) support the activity of
business process model redesign. In this Section we are interested in evaluating the impact of and
the effort required when using dependence and rationale annotations in business process models
have for business process modellers and analysts. To this aim, we conducted an empirical study
with human subjects evaluating the effectiveness (in terms of benefits and costs) of occurrence
dependence and rationale annotations on business process model comprehension and redesign.
Besides the effectiveness of leveraging dependence and rationale annotations for business process
model comprehension and redesign, we also tried to understand the effort required for enriching
business process models with these annotations. To this aim, we conducted a more qualitative
investigation involving users on the effort required for annotating business process models with
dependence and rationale annotations.
In this Section we provide in detail: (i) the description of the experimental design of the empirical
user study (Section 7.3.1), (ii) the results of the evaluation (Section 7.3.2); and (iii) the investi-
gation on the effect required for annotating process models with dependences and corresponding
rationales (Section 7.3.3).
7.3.1 Experimental design
This Section focuses on the description of the experimental design that has been used to evaluate
the support provided by dependences and rationales between business process activities presented
in Section 7.1. Specifically, the empirical study with human subjects aims at evaluating the
impact of dependence and rationale annotations in business process models on comprehension
and redesign tasks. The study is conducted and reported according to the methodology proposed
by Wohlin [WRH+12] for the evaluation of software engineering experimentations.
7.3.1.1 Goal of the study
The goal of the study is to analyse two approaches (leveraging business process models with
and without activity dependence and rationale annotations) with the purpose of evaluating their
effectiveness in supporting analysts and modellers in the process model comprehension and
redesign in the context of business process analysis and maintenance operations. The quality
focus of the study is related to (i) the quality of the results obtained (both actual and perceived)
and (ii) the effort required (in terms of perceived effort) for process model comprehension and
redesign tasks. The perspective considered is of both modellers and business analysts interested
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in investigating the benefits of using annotations to clarify the nature of dependences between
activities and the rationale of these dependences for supporting business process comprehension
and redesign. The context of the study consists of (i) two objects (two process models and their
descriptions) and (ii) a group of master students enrolled in the BPM course at the University of
Tartu, Estonia as subjects.
The objective of the study is twofold: (i) investigating the support offered by dependence and
rationale annotations in BPMN process models (in terms of actual and perceived quality of the
results, as well as perceived effort) in comprehension tasks with respect to traditional BPMN
process models; (ii) investigating the support offered by dependence and rationale annotations
in BPMN process models (in terms of actual and perceived quality of the results, as well as
time spent and perceived effort) in redesign tasks with respect to BPMN process models without
dependence annotations. To this aim, we asked the subjects to accomplish two assignments: the
Process Comprehension and the Process Redesign task. The Process Comprehension task, aimed
at comparing the comprehension of process models without (woa) and with (wa) dependence
and rationale annotations, consists in answering a process comprehension question. The Process
Redesign task, aimed at comparing the redesign of process models without (woa) and with (wa)
dependence and rationale annotations, consists in redesigning a process model in order to improve
the overall process cycle time3.
7.3.1.2 Research questions
The assumptions of this empirical study are based on the idea that dependence and rationale
annotations can support modellers and analysts: (i) in the comprehension of business process
models and (ii) in the redesign of business process models. These assumptions provide us with a
direction for the research questions we aim to investigate in this empirical study:
RQ1. Does dependence and rationale annotation support in business process models improve
process comprehension, i.e., the quality of process comprehension outcome, without in-
creasing the (perceived) effort it requires?
RQ2. Does dependence and rationale annotation support in business process models improve
process redesign, i.e., the quality of the process redesign outcome, without increasing the
effort it requires?
RQ1 is related to the comprehension of business process models enriched with dependence and
rationale annotations. The hypotheses related to this research question are the following ones:
3We recall that the process cycle time, which is the average time it takes between the moment a process starts
and the moment it completes, is based on flow analysis and depends on the structure of the process [DRMR13].
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• (H10) Dependence and rationale annotation support in business process models does not
improve the process comprehension;
• (H1a) Dependence and rationale annotation support in business process models improves
the process comprehension.
RQ1 is explored by considering three factors: (i) the objective quality of the outcome of the
comprehension task; (ii) the perceived quality of the outcome of the comprehension task; (iii) the
perceived effort of the comprehension task.
H1a can hence be divided in three sub-hypothesis concerning both objective (H1Aa) and per-
ceived aspects (H1Ba, H1Ca):
• (H1Aa) Dependence and rationale annotation support improves the quality of the compre-
hension task outcome;
• (H1Ba) Dependence and rationale annotation support improves the perceived quality of
the comprehension task outcome;
• (H1Ca) There is difference between the effort perceived when accomplishing comprehen-
sion tasks with process models with and without dependence and rationale annotations.
RQ2 is focused on the impact of dependence and rationale annotations on the redesign task. The
hypotheses identified for this research question are:
• (H20) Dependence and rationale annotation support does not improve the process redesign
task;
• (H2a) Dependence and rationale annotation support improves the process redesign task.
Also RQ2 has been analysed by evaluating different factors. Specifically, the investigated factors
are: (i) the objective quality of the outcome of the redesign task; (ii) objective time required
for the redesign task4; (iii) the perceived quality of the outcome of the redesign task; (iv) the
perceived effort required for carrying out the redesigned task.
The alternative hypothesisH2a of RQ2 is hence decomposed in four sub-hypothesis concerning
both objective (H2Aa and H2Ba) and perceived aspects (H2Ca, H2Da) :
• (H2Aa) dependence and rationale annotation support improves the quality of the outcome
of the redesign task;
4Note that we did not investigate the time required for the comprehension task as we considered it negligible.
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• (H2Ba) there is no difference between the time required for accomplishing the redesign
task on process models with dependence and rationale annotations and the time required
for accomplishing the redesign task on process models without dependence and rationale
annotations;
• (H2Ca) dependence and rationale annotation support improves the perceived quality of the
outcome of the redesign task;
• (H2Da) there is no difference between the effort perceivedwhen accomplishing the redesign
task on process models with dependence and rationale annotations and the effort perceived
when accomplishing the redesign task on process models without dependence and rationale
annotations.
7.3.1.3 Context
The study is designed considering two objects: the Intake Process (ip) and the Order Fulfillment
process (of). The Intake Process for elderly patients with mental problems describes the process
carried out in a healthcare institution of the Eindhoven region already described in Section 7.2
(the process model is inspired by a process model reported in [DRMR13]). The Intake Process
model with dependence and rationale annotations is depicted in Figure 7.6.
The Order Fulfillment process has been inspired by a process model reported in [DRMR13]. It
starts when a purchase order is received from a customer. If the product requested is in stock, it
is retrieved from the warehouse before the order can be confirmed. If the product is not in stock,
it needs to be manufactured before the order handling can continue. To manufacture a product,
the required raw materials need to be ordered. Two preferred suppliers provide different types of
raw materials. Depending on the product to be manufactured, raw materials may be ordered from
Supplier 1 or Supplier 2, or from both. Once the raw materials are available, the product can be
manufactured, and the order can be confirmed. According to an internal policy, once the order
has been confirmed, the product can be delivered to the customer (once the shipping address has
been requested received) and the invoice emitted (once in the cases in which the invoicing address
is different from the shipping one, the invoicing address has been asked and received). Once the
product is shipped and the payment received, the order is archived, and the process completes.
The Order Fulfillment process model with dependence and rationale annotations is reported in
Figure 7.7.
Both ip and of process models are designed in BPMN 2.0. The first process model includes 22
activities, 4 parallel gateways, 2 exclusive gateways and one end event. The annotated ip model
contains 16 dependences and corresponding rationales. The second process model is composed
of 18 activities, 2 inclusive and 4 exclusive gateways and one end event. The annotated of model
includes 18 dependences and corresponding rationales.
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Figure 7.6: Intake process with dependence and rationale annotations.
The subjects involved in the study were 37 Master students enrolled on a BPM course at the
University of Tartu, Estonia. Almost all of them were at the year 4 - except one student at
the year 5 - of the Master Programme in Computer Science. Figure 7.8a provides an overview
of the master specialisation of the students. Figure 7.8b summarises instead the main topics
characterising the background of the subjects. Almost all of them declared to have knowedlge in
Computer science and many of them in Business management.
7.3.1.4 Design, material and procedure of the study
The design adopted in the study is a balanced design [WRH+12]. The human subjects are divided
in four balanced groups (G1, G2, G3, G4) and the evaluation test is organised in two sessions (S1,
S2). In each session (S1 and S2), subjects are asked to carry out both a Process Comprehension
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Figure 7.7: Order fulfillment process with dependence and rationale annotations.
and a Process Redesign task on one of the two objects (Intake Process and Order Fulfillment
models) with one of the two treatments (woa and wa). Each subject was asked to carry out
the Process Comprehension and a Process Redesign task both without and with dependence
and rationale annotations, i.e., with both the treatments: the woa treatment has been used for
performing both tasks on one of the two process models in one laboratory session and the wa
treatment has been used (for performing both tasks) on the other process model in the other
laboratory session. Table 7.1 reports the object and the treatment for each group. For instance,
the subjects in group G1 were asked to perform both the Process Comprehension and a Process
Redesign tasks on the Intake Processmodel without dependence and rationale annotations (woa)
in session S1 and on theOrder Fulfillmentmodel with dependence and rationale annotations (wa)
in session S2.







Table 7.1: Balanced design adopted in the study.




Figure 7.8: Subject background.
on their background.5 Then, at each session, they were provided with the following material:
• a process model description;
• a process model in BPMNwithout or with dependence and rationale annotations according
to whether they have to accomplish the Process Comprehension and Process Redesign tasks
with treatment woa or wa, respectively;
• in case of treatment wa, a handbook summarizing the dependence annotations;
• a comprehension task specification;
• a redesign task specification;
• a post-questionnaire collecting a subjective assessment about the perceived quality of the
outcome of the tasks and the effort required for carrying out the tasks (see Appendix E).
Before the experiment, subjects attended a 25-minutes tutorial on occurrence dependences and
rationales. After the training phase, the subjects were asked to fill the pre-questionnaire. After a
5The whole material provided to subjects is available at https://drive.google.com/drive/folders/
1bZqu-CYaKT1b122TkwDbLSAc-GpTZ_GN.
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break, the two sessions were carried out, according to the design reported in Table 7.1. Each ses-
sion (S1 and S2) was planned to last approximately 1 hour, organised in: comprehension question
(approximately 10 minutes); redesign task (approximately 30 minutes), post-questionnaire (ap-
proximately 10 minutes). Subjects were asked to mark the starting time, before starting the tasks,
and the end time, once the tasks were completed. The Process Comprehension task is a compre-
hension question on the process model, while the Process Redesign task consists in redesigning
the process model with the purpose of reducing the overall process cycle time [DRMR13], by
increasing the process activity parallelisation. One of the techniques to reduce the process cycle
time, indeed, assuming to have enough resources, consists in parallelising the activities that can
be parallelised (see activity parallelisation in Section 2.4.2).
7.3.1.5 Variables
In the study, a unique independent variable has been considered, i.e., the treatment. The treatment
in this experiment can assume only two valueswoa (business process modelswithout dependence
and rationale annotations) and wa (business process models with dependence and rationale
annotations).
Since for each research question, and corresponding hypothesis, we investigated both objective
and subjective factors, we have several dependent variables. Table 7.2 reports for each hypothesis
(H1 and H2), the objective (obj) and subjective (subj) aspects investigated and the corresponding
sub-hypothesis described in Section 7.3.1.2. For each sub-hypothesis, the related variable, its
range or unit of measure, as well as its description are reported in the last three columns of the
table.
Hp Analysis Sub-hp Variable Range/Unit Descriptiontype of measure
H1
obj H1A QC [0:3] Quality of the outcome of the Process Comprehension task
subj H1B PQC [1:5]
Perceived quality of the outcome of the Process Comprehension
task
H1C PEC [1:5] Perceived effort required for the Process Comprehension task
H2
obj H2A QR [0:6] Quality of the outcome of the Process Redesign taskH2B TR min. Time spent for the Process Redesign task
subj H2C PQR [1:5] Perceived quality of the outcome of the Process Redesign taskH2D PER [1:5] Perceived effort required for the Process Redesign task
Table 7.2: Dependent variables.
In detail, in order to evaluate the objective quality of the Process Comprehension task, the answers
provided by the subjects to the Process Comprehension question are classified according to 4
categories: (0) wrong answer; (1) wrong answer but correct logical flow; (2) correct answer;
(3) perfect answer. The quality of the redesigned models produced as output of the Process
Redesign task, instead, are evaluated according to 7 categories ranging from low quality (0)
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to very high quality (7) by taking into account whether: (i) the process was optimized; (ii)
activity dependences were violated; (iii) modelling errors were introduced. In detail, the quality
of the process optimisation is measured in terms of activity parallelisations applied in order to
reduce the average cycle time. A number of activity parallelisations, not violating the activity
dependences, and aiming at reducing the process cycle time, were identified independently by
two of the researchers carrying on this research and used as a gold standard to evaluate the
redesign carried out by the subjects. The time required for the Process Redesign task is measured
by asking the subjects to mark the task start and end time. Finally, the subjective metrics are
computed by collecting the answers of the subjects contained in the post-questionnaire. Each
subject was asked to express her evaluation on a 5-point Likert scale (from 1 to 5, where 1 is
very low and 5 is very high) about the perceived output quality and the effort spent in the Process
Comprehension (PQC and PEC, respectively) and in the Process Redesign (PQR and PER,
respectively) tasks.
Table 7.2 shows that for the sub-hypothesis H1A of H1, the variable QC measures the objective
quality of the output of the Process Comprehension task, while PQC and PEC measure the
(subjective) perceived quality of the outcome of the Process Comprehension task (H1B) and the
perceived effort required for the Process Comprehension task (H1C), respectively. Concerning
H2, the variables QR and TR measure the objective quality of the outcome (H2A) and the time
required (H2B) for the Process Redesign task, respectively. The subjective aspects of the Process
Redesign task are instead evaluated through the PQR and the PER variables, which measure
the perceived quality of the output (H2C) and the perceived effort (H2D) of the Process Redesign
task.
7.3.2 Results of the study
In this Section we report the results of the data analysis carried out. The statistical analysis of the
data has been performed considering two aspects: (i) the influence of the main factor, i.e., the
treatment, and (ii) the presence of possible cofactors that influence the results.
For the analysis of the main factor, due to the violation of the preconditions of parametric tests
(small number of data points and non-normal distribution) and due to the fact that each subject
performed the assignments with both treatments, we leveraged a non-parametric paired test, the
Wilcoxon test. We also used the Cohen’s d formula to calculate the effect-size of the statistical
significance of the results.6 As for the analysis of the main factor, also for the cofactor analysis
we used a non-parametric test, i.e., the Kruskal-Wallis test [Dod08].
All the analyses are performed with a level of confidence of 95% (p-value < 0.05), i.e., there is
only a 5% of probability that the results are obtained by chance.
6The effect size is considered small for 0.2 ≤ d < 0.5, medium for 0.5 ≤ d < 0.8 and large for d ≥ 0.8.
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7.3.2.1 Data Analysis
The results of the analysis are organised so as to answer each of the two research questions, by
looking at the results related to each of its sub-hypothesis.
Research Question 1. In order to answer RQ1, which focuses on the Process Comprehension
task, we separately investigated each of the objective and the subjective aspects (and corresponding
sub-hypothesis and variables) reported in Table 7.2.
Figure 7.9 and Table 7.3 report the descriptive statistics and the statistical significance of the
variable QC, which measures the objective quality of the outcome of the Process Comprehen-
sion task (H1A) in the woa and wa scenarios. The plot clearly shows that the quality of the
answers given by the subjects when using the wa treatment is more variable than the quality of
the answers given by the subjects when using the woa treatment. This suggests that the quality
of the answer to the comprehension question for wa depends on the subjects more than in case
of woa. The plot and the data also reveal that the quality of the provided answers is higher
when models are enriched with dependence and rationale annotations. The result is statistically
significant with a medium effect-size (|effect-size| = 0.507), thus allowing us to rejectH1A0 and
assess that the quality of the outcome of the Process Comprehension task with the wa treatment
is higher than the quality of the outcome of the same task with the woa treatment.




standard deviation 0.92 1
p-value 0.01
| effect size | 0.507
Table 7.3: H1A: QC analysis.
Differently from the results obtained by looking at the objective quality of the outcome of the
Process Comprehension task, the involved subjects did not perceive differences between the
quality of the outcome of the task without or with dependence and rationale annotations. This
is clearly shown in Figure 7.10 and Table 7.4, which also reveal that the distribution of the
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variable measuring the perceived quality for the comprehension task (PQC) is almost the same
for the two treatments and that no statistically significant difference exists between them. We can
hypothesize that this discrepancy between the reality and the perception of the reality is due to
the initial cognitive burden caused on the subjects by the introduction of the dependence and the
rationale annotations. The results do not allow us to rejectH1B0 and assess that dependence and
rationale annotations improve the perceived quality of the Process Comprehension task outcome.




standard deviation 0.97 0.98
p-value 0.325
Table 7.4: H1B: PQC analysis.
Finally, Figure 7.11 and Table 7.5 report the results of the perceived effort required for the
Process Comprehension task. By looking at the boxplots and at the descriptive statistics, we can
observe that there is almost no difference for the PEC variable between the two treatments. The
statistical analysis also confirms that the difference in terms of perceived effort between the two
treatments is not statistically significant. We cannot assessH1C0, that is cannot assess that there
is a difference between the effort perceived by subjects with the woa and wa treatments.
Overall, although the subjects seem to be not aware of it, the support of dependence and rationale
annotations in business process models improves the process model comprehension, without
increasing the (perceived) effort required to accomplish the comprehension task (RQ1).
Research Question 2. The focus of RQ2 is on the Process Redesign task. Also in this case,
we separately investigated each of the objective and the subjective factors (and corresponding
sub-hypothesis and variables) identified forRQ2 in Subsection 7.3.1 and summarised in Table 7.2.
Figure 7.12 and Table 7.6 report the results related to the (objective) quality of the outcome of
the Process Redesign task (QR). Both the boxplots and the descriptive statistics show that the
quality of the outcome of the Process Redesign task with the woa treatment is more variable
(QR has a higher variance) than the quality of the Process Redesign outcomes obtained with
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standard deviation 0.81 0.96
p-value 0.186
Table 7.5: H1C: PEC analysis.
the wa treatment. This suggests us that, in the case of woa, the quality of the outcome of the
task depends upon the subject who has carried out the task more than in the wa case. Besides
being more homogeneous across subjects, the quality of the Process Redesign task outcome with
dependence and rationale annotations is also overall better than the quality obtained without this
information. This result is also statistically significant, with a small effect-size (see Table 7.6).




standard deviation 1.61 1.43
p-value 0.008
| effect size | 0.43
Table 7.6: H2A: QR analysis.
In order to better understand the motivations behind the improved quality of the redesign outcome
with woa, we inspected the QR variable by looking at the three components (and corresponding
sub-variables) determining its value (see Section 7.3.1.5): (i)the number of possible activity
parallelisation not introduced in order to reduce the process cycle time, i.e., the number of
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missing parallelisation (MP ); (ii) the number of violations of activity dependence relationships
(DV ); (iii) the number of other errors introduced in the redesigned model (E). Table 7.7 reports
the descriptive statistics and the statistical analysis results carried out independently for each of
the three sub-variables.
Missing activity Dependence Errors (E)parallelisations (MP) violations (DV)
woa wa woa wa woa wa
mean 1.39 1.42 0.84 0.37 0.37 0.16
median 1 1 0 0 0 0
standard deviation 1.26 1.27 1.35 0.79 0.67 0.36
p-value 1 0.024 0.059
|effect size| 0.43
Table 7.7: Process Redesign outcome detailed analysis.
By looking at the table we can observe that there is no difference between the number of missing
activity parallelisations in the outcome of the Process Redesign task when using treatments
woa and wa. Instead, the difference between treatments woa and wa outcome models is due
to the number of errors and especially of violated dependence relationships between activities.
Indeed, the number of violated dependences and errors in the models produced as outcome for the
Process Redesign task with the woa treatment is higher than the number of violated dependences
and errors in the models produced as outcome for the Process Redesign task when leveraging
dependence and rationale annotations. The result is statistically significant with a small effect-
size for dependence violations and almost statistically significant for the errors. This analysis
brings us to conclude that the difference in terms of outcome quality in the Process Redesign task
between woa and wa treatment is mainly due to the different number of violations of activity
dependences in the redesigned process models.
The analysis carried out allows us to reject the null hypothesisH2A0 and to assess that the support
provided by dependence and rationale annotations improves the quality of the outcome of the
Process Redesign task (H2Aa).
The results related to the (objective) time required for carrying out the Process Redesign task are
reported in Figure 7.13 and Table 7.8. The data reveals that carrying out the Process Redesign
task with dependence and rationale annotations takes slightly more time than executing the same
task without dependence and rationale annotations. However, such a difference is not statistically
significant. Hence, we cannot reject H2B0, that is, we cannot assess that there is a difference
in the time required for carrying out the Process Redesign task without or with dependence and
rationale annotations.
Moving to the subjective analysis, the data reveals an opposite situation with respect to the one
observed for the objective variables. Differently from the actual quality of the Process Redesign
task outcome, indeed, Figure 7.14 and Table 7.9 show that the perceived quality of the Process
118




standard deviation 8.36 7.89
p-value 0.3674
Table 7.8: H2B: TR analysis.
Redesign task outcome in wa scenarios is slightly lower than the perceived quality of the Process
Redesign outcome in wa scenarios. This difference between the actual and the perceived quality
can again be due to the initial cognitive burden caused by the introduction of the dependence and
rationale annotations in BPMN process models. Yet, the difference is not statistically significant,
thus preventing us to reject the null hypothesisH1C0, as well as to state that the perceived quality
of the Process Redesign outcome by leveraging dependence and rationale annotations is different
from the perceived quality of the Process Redesign outcome without leveraging dependence
annotations.




standard deviation 1.1 1.14
p-value 0.1668
Table 7.9: H2C: PQR analysis.
The cognitive burden seems to have a role also in the subject perception of the required effort.
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Indeed, the effort perceived by subjects for carrying on the Process Redesign task is slightly
higher for the wa scenario than for the woa setting, as shown in Figure 7.15 and Table 7.10. The
result, however, is not statistically significant. Therefore we cannot reject H2D0 and we cannot
assess that the perceived effort for the redesign task without and with dependence and rationale
annotations are different.




standard deviation 0.79 0.9
p-value 0.092
Table 7.10: H2D: PER analysis.
Summing up, although the subjects seem to have a different perception, the support of the
dependence and rationale annotations in process models improves the quality of the output of
the Process Redesign task - mainly because of a reduction of dependence violations and errors -
without increasing the time required to accomplish the task (RQ2).
7.3.2.2 Co-factor analysis
Together with the main factors we also investigated the impact of possible cofactors on the
obtained results. In detail, we investigated the following cofactors:
• the laboratory session in which the task has been performed (S1 or S2);
• the process model that has been used as object (ip or of);
• the declared experience of the subjects in designingmodels and in designing and redesigning
business process models, as well as the declared knowledge of the subjects in the Business
Process Management field and of the BPMN language, collected in the pre-questionnaire;
• the declared clarity of dependence and rationale annotations, collected in the pre-questionnaire;
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• the declared clarity of the process descriptions and clarity of the task descriptions, collected
in the post-questionnaire.
The statistical analysis carried out reveals that in most of the cases the cofactors do not have
any impact on the dependent variables. For instance, neither the laboratory session, nor on the
objective quality and the required time of the redesign model (QC and QR respectively). In
contrast, the models seem to have an impact on the perceived effort of both the comprehension
(p-value = 0.02) and the redesign task (p-value = 0.008), as well as on the perceived quality
of the redesign task (p-value = 0.019). By looking at the data, it comes out that the perceived
effort required for both the Process Comprehension and Process Redesign tasks on the Order
Fulfillment model is lower than the perceived effort required by the same tasks on the Intake
Process model. Similarly, the perceived quality of the Process Redesign outcome is higher for
the Order Fulfillment model than for the Intake Process one. The laboratory session in which the
task has been carried out seems also to have an impact on the perceived effort (p-value = 0.013)
and the perceived quality (p-value = 0.016) of the comprehension task. The perceived effort is
lower and the perceived task outcome quality is higher when the Process Comprehension task is
carried out in the second laboratory session, which is not very surprising. On the contrary, the
laboratory session does not make any impact on the perceived quality and effort of theProcess
Redesign task.
Concerning students’ expertise and clarity of object and treatment descriptions, Table 7.11
summarises, for each of the factors, the mean, median and standard deviation of the declared
expertise/knowledge and perceived clarity on a 5-point Likert scale (where 1 indicates a low
expertise/knowledge and a low clarity, while 5 indicates a high expertise/knowledge and clarity).
Overall, subjects have a medium or good expertise in the design area and good knowledge of
the Business Process Management and BPMN field, while they have a low experience in process
model redesign. Moreover, dependence and rationale annotations were overall clear to all of
them, as the descriptions of the process models and of the two tasks. However, while all of
them seem to have the same level of confidence on dependence and rationale annotations, the
perception on the clarity of process model descriptions and tasks was less homogeneous.
By inspecting potential co-factor reported in Table 7.11, we find that only the business process
model design expertise has an impact on the perceived effort (p-value = 0.039) and on the
perceived quality of the redesign task (p-value = 0.047). While this expertise of the subjects seem
to have a positive correlation with the perceived required effort, it also seems to have a negative
correlation with the perceived quality of the redesign task: subjects with higher experience have,
on the one hand, perception of lower required effort, but, on the other hand, are less satisfied
on the quality of the redesigned models. Finally, we found that the perceived clarity of the
dependence annotations has an impact on the quality of the outcome of the redesign task (p-value
= 0.021): when the dependence annotations are perceived as clearer, the quality of the redesign
task outcome is also higher.
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Factor mean median standarddeviation
Experience in designing 2.87 3 0.81
Knowledge in the Business Process Management field 3.55 4 0.68
Knowledge of BPMN 2.79 3 0.66
Experience in business process design 2.82 3 0.86
Experience in business process redesign 2.47 2 0.79
Clarity of dependence annotations 4.1 4 0.6
Clarity of rationale annotations 3.81 4 0.51
Clarity of process model descriptions 3.75 4 0.99
Clarity of Process Comprehension task 3.92 4 1
Clarity of Process Redesign task 3.77 4 1
Table 7.11: Descriptive statistics of subjects’ expertise and clarity of object and treatment
descriptions.
7.3.3 Enriching models with dependence and rationale annotations
Besides evaluating the benefits that leveraging dependence and rationale process annotations can
bring to modellers and analysts, we also investigated the effort required for annotating business
process models. To this aim, we asked the same subjects who carried out the Process Com-
prehension and Process Redesign task, to perform also a Process Annotation task. Specifically,
the subjects were provided with a business process model and its description, and were asked to
enrich the model with dependences and rationale annotations.
Figure 7.16 reports the Process Annotation task model - the Loan Application process model -
which describes the procedure carried out by a bank when receiving a loan application request,
and is inspired by the process model described in [DRMR13]. The loan application process starts
when a loan application is received from an applicant. According to the internal regulation of
the bank, a loan application is assessed as eligible if it passes two checks: (i) the applicant’s loan
risk assessment, and (ii) the appraisal of the property for which the loan has been asked. The
risk assessment requires, by law, a credit history check on the applicant. Once both the loan risk
assessment and the property appraisal have been performed, the applicant’s eligibility can hence
be assessed. If the applicant is not eligible, the application is rejected, otherwise an acceptance
pack (including a repayment schedule) is prepared and sent to the customer. The customer needs
to agree upon the repayment schedule by sending the signed documents back to the loan provider.
According to the procedure the latter has to then verify the repayment agreement: if the applicant
disagreed with the repayment schedule, the loan provider cancels the application; if the applicant
agreed, the loan provider approves the application. In both cases, according to the law, the loan
provider has to then notify the applicant of the application status.
Before asking the subjects to perform the experiment, the Process Annotation task was performed
independently by two of the researchers carrying on this research and the results discussed with a
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Figure 7.16: Loan Application for the Process Annotation task.
third one, with the aim of identifying a gold standard set of dependence and rationale annotations
for this process model. The final gold standard set contains 20 activity pair dependences -
and corresponding rationales. We used the gold standard set in order to quantitatively evaluate
dependences and rationales identified by subjects. Specifically, we computed:
• the number of correct dependence/rationale annotations (Cd/Cr);
• the number of incorrect dependence/rationale annotations (Id/Ir);
• the number of missing (w.r.t. the gold standard set) dependence/rationale annotations
(Md/Mr).
We used this information also to compute an accuracy measure of the annotation activity carried
out for dependences and rationales. By considering the number of correct dependence/rationale
annotations as true positive, the number of incorrect dependence/rationale annotations as false
positive and the number of missing dependence/rationale annotations as false negative, we were
able to compute precision (precd/precr), recall (recd/recr) and F-measure (fmd/fmr) metrics
for the annotation task carried out by each subject.
Moreover, we also asked subjects (i) to mark the start and end time, so as to be able to compute the
time required for performing the Process Annotation task (T ); and (ii) to fill a post-questionnaire
(see Appendix F), in order to collect their perception about the effort and time required for
annotating process models with dependences (PEd and PTd) and rationales (PEr and PTr),
respectively, as well as the overall satisfaction (S) with the Process Annotation task. Most of the
post-questionnaire questions were 5-point Likert scale (from 1 to 5 where 1 is very low and 5 is
very high) closed questions. The post-questionnaire, however, also included few open questions
collecting subjects’ suggestions on possible further types of activity dependences and rationales.
Table 7.12 summarises, for each objective (obj) and subjective (subj) variable related to the
Process Annotation task, its range/unit of measure and its description.
Figure 7.17 reports a plot related to the distribution of correct, incorrect and missing dependence
and rationale annotations. The plot shows that while the number of correct and incorrect de-
pendence and rationale annotations is commonly in the range of 2− 6 annotations, many of the
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Analysis Variable Range/Unit DescriptionType of measure
obj
Cd int Number of correct dependence annotations
Cr int Number of correct rationale annotations
Id int Number of incorrect dependence annotations
Ir int Number of incorrect rationale annotations
Md int Number of missing dependence annotations
Mr int Number of missing rationale annotations
precd [0,1] Precision related to dependence annotations
precr [0,1] Precision related to rationale annotations
recd [0,1] Recall related to dependence annotations
recr [0,1] Recall related to rationale annotations
fmd [0,1] F-measure related to dependence annotations
fmr [0,1] F-measure related to rationale annotations
T minutes Time required for the Process Annotation task
subj
PEd [0,5] Perceived effort for dependence annotations
PEr [0,5] Perceived effort for rationale annotations
PTd [0,5] Perceived time required for dependence annotations
PTr [0,5] Perceived time required for rationale annotations
S [0,5] Perceived satisfaction with the Process Annotation task
Table 7.12: Variables related to the Process Annotation task.
dependence and rationale annotations in the predefined gold standard - usually a number from
14 to 18 annotations - are missing. Moreover, by looking at the plot, we can also notice that
while there is no difference between dependences and rationales in the distribution of correct and
missing annotations, the number of incorrect dependences is overall higher than the number of
incorrect rationales. This suggests that overall identifying the correct type of dependence is more
tricky than identifying the correct rationale.
Similar observations can be done by looking at the corresponding plot in Figure 7.18, reporting
the values of precision, recall and F-measure related to the dependence and rationale annotations.
Overall, while precision is reasonably high, with an average around 0.5, recall and F-Measure
are not very high due to the high number of missing annotations. Moreover, due to the difference
between dependences and rationales in the number of incorrect annotations, precision for rationale
annotations is overall higher than for dependence annotations, while recall and F-measure are
quite close.
Figure 7.19 depicts the distribution of the time required to complete the Process Annotation task,
by showing that most of the subjects spent less than 15 minutes to complete the task, with an
average of around 13 minutes.
Finally, moving to the subjective analysis, Figure 7.20 shows the distribution of the answers on
a 5-point Likert scale (from 1 to 5 where 1 is very low and 5 is very high) given by the subjects
on the perceived effort and time required for annotating a process model with dependences and
rationales, as well as the overall subject satisfaction. The plot shows that, on average, subjects
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Figure 7.17: Correct, incorrect and missing dependence and rationale annotations
perceived that a medium effort and time are required for carrying out the task. It also reveals
that, while the perception about the required time is almost similar for dependence and rationale
annotations, subjects perceive that enriching process models with dependences requires less effort
than enriching it with rationale annotations. Also the overall satisfaction level is on average on a
medium level.
7.4 Discussion
From the analysis carried out in Section 7.3.2 we found out that dependence and rationale
annotations support analysts and modellers in business process comprehension and redesign.
Indeed, while the actual quality of the outcome of the Process Comprehension and the Process
Redesign tasks carried out with models enriched with dependence and rationale annotations is
higher than the outcome quality of the same tasks performed with models without annotations
(with a medium and small size, respectively), the time required for the Process Redesign task with
annotations is not (statistically significantly) higher than the time required without annotations.
Contrarily to the objective results on the effectiveness of dependence and rationale annotations for
Process Comprehension and Process Redesign tasks, the involved subjects perceived as overall
equal or lower the quality of the outcome of the tasks. This could be related to the higher
expectations that the modellers have towards their comprehension of the models and towards the
redesigned models. Indeed, this can be due to the fact that the annotations make the modellers
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Figure 7.18: Precision, recall and F-measure related to dependence and rationale annotations in
the Process Annotation task.
aware of the process model criticalities. Moreover, as mentioned in Section 7.3.2, another reason
behind this situation could be related to the cognitive burden introduced with the dependence and
rationale annotations. Indeed, although the subjects were trained on the usage of the dependence
and rationale annotations and declared that the annotations were clear to them, the amount
of new information was possibly enough to overload their working memory. Similarly, the
cognitive burden could have impacted also their effort perception: they perceived a slightly lower
effort in carrying out the redesign task without dependence and rationale annotations than with
annotations. Nevertheless, the qualitative answers (to the open questions) about the encountered
difficulties provided by the subjects in the post-questionnaires reveal that most of them found
annotations very useful for deciding how to correctly redesign the model, and the task performed
with annotations easier than the same task performed without annotations. Only few subjects
claimed that the notation chosen for representing occurrence dependences and rationales is overly
complex with respect to the advantages of the annotations.
The subjects were also overall satisfied with the typologies of dependence and rationale annota-
tions, although some of them suggested to reduce the different dependence typologies to lower
down the complexity of the annotated models. In particular, many of them suggested to merge
the historical and causal dependences and some of them to keep only the causal dependence.
This is possibly due to the focus of the subjects on the specific redesign task being carried out. In
the redesign task, indeed, they only had to avoid violating activity dependences. For this purpose
the difference between historical and causal dependences is not relevant. Finally, the subjects
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Figure 7.19: Annotation time.
provided few suggestions for improving the notation conveying the dependence and rationale
information (e.g., trying to make the label of the annotation closer to the arrow), which will be
taken into account for future works.
Together with the effectiveness of dependence and rationale annotations in business process
modelling and analysis tasks, the analysis carried out in Section 7.3.3 shows that the effort - in
terms of amount of time - required to modellers for enriching business process models with some
of the dependence and rationale annotations (overall the subjects added to the model only a subset
of the dependences identified by the experts in the gold standard) is reasonable (around 10 - 15
minutes). The reason behind the inability of subjects to identify all the existing dependences
could be mainly related to their lack of experience in this type of task or to the amount of time
they had. Indeed, although the subjects were trained on the usage of the dependence and rationale
annotations, they actually never tried to discover these dependences by themselves.
As for the annotation effectiveness, also in this case, the objective results are not completely
confirmed by the subjective ones. Indeed, apart from few exceptions, the difficulty and the
time required for the model enrichment with dependence and rationale annotations was judged
between medium and high by the subjects. Similarly, the perceived quality of the outcome of the
annotation task was mainly between below average and on average. Also in this case the reason
can be due to the cognitive burden that the introduction of the new notation could have caused
in the subjects, as well as to the lack of experience. This is also confirmed by the qualitative
results. Indeed, most of the subjects stated that the proposed types of dependences and rationales
are enough; some of them event stated that the proposed types of dependences and rationales are
too many; many of them pointed out the lack of experience as the main difficulty encountered in
carrying out the task; some of them stated that they were confused in the selection of the correct
dependence annotation - some of the answers mentioned the difficulty to identify the difference
between the historical and causal dependence.
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Figure 7.20: Process Annotation difficulty and time perception.
Summing up, the cognitive burden due to the introduction of dependence and rationale annotations
in business process models does not heavily affect the analysis and redesign tasks, where analysts
and modellers only need to read and use annotations. However, when modellers need to enrich
models with annotations, the cognitive burden and the lack of experience could have a strong
impact, due to the difficulty of modellers to exhaustively identify dependences and rationales in
business process models.
7.5 Contributions and threats to validity (a.k.a. limitations)
of the study
Themain contributions of this Chapter are: (i) the proposal of a new notation that enriches BPMN
process models with occurrence dependences and rationales and (ii) the empirical evaluation of
the proposed notation.
The limitations of the work described in this Chapter are mainly related to the threats affecting
the validity of the study. These are grouped according to the categories defined in [WRH+12].
Conclusion validity concerns the relation between the treatment and the outcome. In order to
ensure such a validity, since not all the preconditions required by parametric statistical tests held
in our study, we used non parametric tests - the Wilcoxon and the Kruskall Wallis tests - for the
analysis of the main factor and of the cofactors, respectively.
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Internal validity threats deal with external factors that could affect the dependent variables. In
order to ensure such a validity, we measured the impact of possible cofactors on the dependent
variables (Section 7.3.2.2). We found that: (i) the objects impacted on the perceived effort of
both the Process Comprehension and the Process Redesign tasks, as well as the perceived quality
of the Process Redesign task; (ii) the laboratory sessions had an impact on the perceived effort
and the perceived quality of the comprehension task. We tried to mitigate these threats by using
two different objects and adopting a balanced design that allowed us to limit biases.
Construct validity is related to the relationship between theory and observation. In order to limit
the construct validity threats, we conducted a controlled experiment (i.e., laboratory sessions were
performed under our supervision) and we carefully measured the analysed data. The outcomes of
the Process Comprehension and the Process Redesign tasks were qualitatively and quantitatively
evaluated: the provided feedback was used by students as a preparation for the final exam. Time
was measured by asking subjects to report start and end task time and subjective judgements were
measured by means of standard scales.
External validity concerns the generalization of the findings. The subjects involved in the
evaluationwere students belonging to the same class rather than real business processmodellers or
analysts. However, the number of involved subjects was relatively high and they all had experience
inBusiness processmodelling and analysis. Moreover, they had competencies not homogeneously
distributed, thus providing a good sample of the population. Finally the choice of the specific
representation of activity dependences and their rationales also limits the generalisability of the




In this PhD thesis we grouped the relevant related works in three classes: (i) business processmodelling and languages, described in Section 8.1, (ii) ontological analysis in businessprocess modelling, described in Section 8.2, and (iii) empirical evaluation in business
process modelling described in Section 8.3. In this Chapter we summarise each related work
belonging to the above classes and we commented the works belonging to each group on the basis
of the research proposed in this PhD thesis.
8.1 Business process modelling and languages
In this Section we describe the related works dealing with business processes and business
process modelling (see Section 8.1.1), including papers focused on specific modelling languages
(see Section 8.1.2).
8.1.1 Business processes modelling
Some research in the literature focuses on the analysis and comparison of the approaches and
techniques proposed in business process modelling. Aguilar-Saven and Ruth Sara in [As04]
provide a general review and a classification of the main business process modelling techniques.
First, the paper provides a review of several business process modelling techniques and tools (e.g.
flow chart techniques, workflow techniques, and so forth). Second, they propose a framework
in which the presented techniques are classified in order to guide practitioners and academics
to choose the most suitable technique among the ones analysed. The framework includes the
descriptions of the techniques, together with their attributes and characteristics. Finally, a
discussion on strengths and weaknesses of each technique from the point of view of users and
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modellers is provided.
In [MP00], Melão and Pidd present a conceptual analysis that clarifies the nature of business
processes and their models discussing the different approaches in business process modelling.
The paper starts with a discussion about business process re-engineering (BPR) focusing on its
paradoxes and evolution towards the process management. The work proceeds by analysing the
facets of business process modelling that emerged from BPR (e.g., feedbacks from practitioners
as well as theoretical advances in the field). The core of the paper is centred on the conceptual
framework that aims at defining business processes according to different perspectives. For
instance, business processes are seen as deterministic machines, as complex dynamic systems, as
social constructs.
Giaglis in [Gia01] also provides a description of business process modelling techniques (and
also Information Systems Modelling techniques) together with a taxonomy and an evaluation
framework. The techniques taken in consideration range from flowcharting to Role Activity
Diagrams.
The work of Becker et al. [BRvU00] introduces the Guidelines of Modeling (GoM) framework.
The framework aims at increasing and improving the quality of the models and of the modelling
activity. The GoM framework consists of six quality aspects: correctness, relevance, economic
efficiency, clarity, comparability, and systematic design. In the paper several aspects related to
the business process modelling, such as the workflowmanagement, the activity view (functional),
the data and organisational views, control, and simulation are considered and analysed.
8.1.2 Business processes modelling languages
Some of the papers in the literature have as focal point the comparison of business process
modelling languages and their components1.
The work of List and Korherr in [LK06] proposes a conceptual framework aiming at evaluating
several notations. To fulfill this purpose a general meta-model to evaluate the business process
modelling languages is developed. The meta-model is composed of four important aspects
that pertain to business processes: functional, organisational, behavioural, and informational.
After the illustration of the meta-model, the authors describe several business process modelling
languages (e.g., UML-AD 2.0, BPMN, IDEF3) to finally evaluate those languages according to
the expressivity of the general meta-model.
In Söderström et al. (see [SAJ+02]) a framework to translate business process models from a
process modelling language into another (and compare business process modelling languages)
is presented. Also in this case the authors developed a general meta-model and compare three
1Some of these works are also included in the primary studies selected for the Systematic Literature Review (see
Chapter 4).
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modelling languages using it. In the work of Heidari et al. [HLBB13], a general meta-model
is proposed starting from the elements of seven business process modelling languages. The
language independent meta-model is finally compared and analysed with an ontology.
In the work of Lin et al. [LYP02] generic and common elements of business processes are
extracted considering the main constructs involved in process models. First the authors propose
a review of the literature on business process modelling languages focusing on their compo-
nents, representations, features, and procedures. The elements and concepts of the modelling
strategies are then extracted and placed into some sub-classes (i.e., functional, behavioural, infor-
mational, and organisational perspectives) to compare the modelling strategies also considering
the verification\validation and the modelling procedures.
The paper proposed by Mili et al. [MTJ+10b] includes in the analysis a comprehensive investi-
gation of many business process modelling languages, such as the IDEF family, Petri-net, EPC,
UML, BPEL, BPMN and many others. In addition, the authors compared the languages on the
basis of four views: informational, functional, dynamic, and organizational.
Considering specific notations, Dijkman, Dumas, andOuyang in [DDO08] enriched the semantics
of the BPMN 2.0 language by mapping its constructs with the formal semantics of Petri-nets.
Then, the authors proposed a tool that transforms the BPMN 2.0 models into Petri-nets. Another
mapping is the one provided by Báo [Bao10], in which elements of BPMN are translated into
UML-AD elements.
Positioning the PhD thesis. These works aim either at: (i) providing a classification of business
processmodelling techniques and quality guidelines (theworks in Section 8.1.1); or (ii) comparing
and clarifying the business process notations’ components and sometimes proposing conceptual
frameworks for business processes (the papers illustrated in Section 8.1.2).
Despite these works share with this thesis the focus on the analysis of business process modelling
and notations, none of them provides a systematic and well-founded analysis of business process
elements.
8.2 Ontological analysis in business process modelling
This Section provides a description of the main works in the research field of ontological analysis
in business process modelling and closely related fields. The first group of related works (see
Section 8.2.1) includes the research focused on the Bunge Wand and Weber ontology and its
application in business process modelling and conceptual modelling. The second group (see
Section 8.2.2) is composed of papers that performed an ontological analysis in the same two
fields while using other kinds of ontologies. In the third group we include further research in
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ontological analysis (see Section 8.2.3). Finally, we discuss these related works on the basis of
this thesis.
8.2.1 The impact of Bunge Wand and Weber ontology
Many works at the intersection between the two fields of ontologies and business process mod-
elling rely on the Bunge Wand and Weber ontology (BWW)2 [WW90b] for analysing business
process models and notations. This ontology is developed from the thesis of the “Representation
Theory" proposed by Wand and Weber and inspired by the colossal work of Mario Bunge (see
for instance [Bun77a, Bun77b, Bun12]) concerning an ontological treatise. From the beginning,
the BWW was used to evaluate and compare notations and components belonging to the cognate
field of business process modelling, that is conceptual modelling.
For instance in thework ofWand, Storey, andWeber [WSW99] an investigation of the relationships
used in conceptual modelling leveraging the ontological guidelines of the BWW is reported.
In 2002 Opdahl and Henderson-Sellers evaluated one of the most popular languages used in
conceptual modelling, UML, with the BWW ontology [OHS02]. The authors also considered
the four ontological discrepancies3 underlined by Wand and Weber [WR08]: construct overload,
construct redundancy, construct excess, and finally construct deficit. Later in a work proposed by
Evermann [Eve08] a UML and OWL representation of the ontology of Bunge are presented. The
author translates the Bunge’s ontology into the UML language and aftewards the UML version
of the Bunge ontology is translated into OWL (e.g., class-class, multeplicity-cardinality).
In the work of Green and Rosemann [GR00], the BWW ontology is adopted to evaluate the
grammar of theARIS framework [Sch02b]. The authors decided to analyseARIS as an integrating
approach for business processes (see Section 2.1.2). As a result of the analysis ARIS seems to
have some ontological lacks. According to the author, this could be due to an “over-engineered"
([GR00] pg. 82) of the BWW ontology that lacks aspects specific for process modelling.
More recently, Recker et al. [RRIG09] compared 12 business process modelling techniques and
languages using the Bunge Wand and Weber ontology as a reference framework. In this work
construct lack, redundancy, excess, and overload are identified by mapping the business process
modelling languages elements with the BWW ontology.
Other similar works evaluate particular languages using the BWW ontology. For instance in
[RRK07] the BPMN language is evaluated in light of: the BWW representation capability and
the workflow patterns [RvdAtHE05]4. Another study [RI07] proposed by Recker and Indulska
2For a general overview and critiques see also: http://users.tpg.com.au/suetagg/roger/
RelatedEssays/OntologyBungeWandWeber.htm.
3The ontological discrepancies are parameters to evaluate the clarity of the UML notation. One example is to
determine when a language construct has too many ontological meanings.
4Workflow patterns website: http://www.workflowpatterns.com/.
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focuses on the evaluation of Petri-nets through the BWW ontology. Also in this case the authors
mapped the entities of the BWWwith the components of the Petri-nets and in the final discussion
some considerations are summarised. For instance, the Petri-nets are not able to capture many
aspects of the real-world. Also in [zMIK07] the authors proposed an evaluation of some Business
Rules Modelling Languages (e.g., SRML and SBVR) by comparing the language elements with
the BWW ontology.
In a more general setting Davies et al. [DGMR03] use meta-models to compare ontologies. In
this work the authors extract the meta-models of the BWWontology and the Chisholm’s ontology
[Chi96] to finally compare them. Although this work is not strictly situated in the BPM field, it
constitutes a general and alternative approach to use ontologies and meta-models.
8.2.2 Ontologies and ontological analysis
Besides the works relying on the BWW, other works in the literature propose an ontology-based
analysis of business process models and related fields. For instance Cherfi et al. in [CAC13] deal
with the quality aspects of business processes using ontologies to exploit business process domain
knowledge. After identifying the business process meta-model, the authors create an ontology
meta-model to semantically map and improve the semantics of business process models.
Considering specific modelling languages, in [SAG10] Santos Jr. et al. presented an ontological
analysis of ARIS EPCs using the UFO ontology for the semantic interpretation of the elements.
In particular the authors focus on the analysis of function, event, and rule. Two extended versions
of this work are proposed in [JAG10, JAG13], in which the focus on the organisational aspects of
ARIS is emphasised. Instead, Cardoso et al. [CSJA+10] aim at integrating the ARIS framework
with the TROPOS goal modelling [BPG+04] and at suggesting an ontological interpretation for
both approaches using the UFO ontology [GW10b]. In the context of an enterprise, an ontological
approach of goals and other related elements is provided in Cardoso et al. [CAG12].
In another work [GW11a] Guizzardi and Wagner centred their research on BPMN simulation
modelling dealing with its “real-world semantics". They analyse BPMN in light of several
ontologies, such as Agent-Based Discrete Event Simulation Ontology (ABDESO) [GW11b], the
Discrete Event Simulation Ontology (DESO) [GW10a], and the Unified Foundational Ontology
(UFO) [GW10b]. On the other hand, in the work of Sanfilippo, Borgo, and Masolo [SBM14] an
ontological analysis of event and activity in BPMN, relying on the DOLCE ontology [MBG+03]
is proposed.
In [NLM07] De Nicola, Lezoche, and Missikoff propose a new language, the Business Process
Abstract Language (BPAL), which includes some ontological notions of business processes.
After an analysis of the literature on approaches and modelling languages, the paper describes
the BPMN constructs from which the main modelling constructs of BPAL are derived. Finally,
the authors compare BPAL with BPMN and PSL, which is a formal language for representing
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processes [BG05].
In [GGA16], instead, the dichotomy between object-based and event-based approaches in concep-
tual modelling and business process modelling is investigated. Specifically, the authors provide a
rich analysis of endurants and perdurants in conceptual modelling and business process modelling
touching some important challenges, such as the identity of the objects over time and the change
of the events. Also in [GWdAF+13], a general ontological analysis of the events is provided. The
analysis is performed considering the UFO ontology and, although the paper is not committed to
the specific representation of events in business process modelling, it mentions that this research
is a building block for building a reference framework also in business process modelling.
Focusing on the ontologies as artefacts, in [DSSK07] the Business Process Modelling Ontology
(BPMO) is introduced. The ontology ismeant to be general and comprehensive including themost
used techniques, e.g., considering both block-oriented and graph-oriented approaches. Focussing
on specific languages, instead, Rospocher, Ghidini, and Serafini in [RGS14] propose a BPMN 1.0
ontology that specifies elements, attributes, and properties in OWL-DL (the Description Logics
fragment of OWL). With the new version of BPMN, another ontology is proposed in [Nat11].
In [GD06] a Petri-net ontology is discussed. It is developed starting from its meta-model and is
expressed using RDFS and RDF. As the authors outlined, the ontology captures only Time Petri
Nets and is not automatically translatable into other popular ontology languages, such as OWL.
8.2.3 Further related research in ontological analysis
Besides the work focussing on the application of ontology-based approaches to business process
models and related fields, other works provide ontological analysis of organisational aspects that
can be related to business processes.
An interesting contribution is the one provided by Bottazzi and Ferrario in [BF09] where the
DOLCE ontology is adopted to perform an ontological analysis of organisational aspects. The pa-
per provides formal and informal definitions ofmany relevant entities included in the organisation,
such as roles, agents, and norms. A comprehensive work on collectives (also in organisational
terms) from an ontological perspective can be found in [BCGL06].
Yet considering the human-aspects, [MVB+04] includes an ontological analysis of social roles
from many points of views, for instance as properties\anti-rigid properties and dynamic aspects.
After the first understanding of roles, the authors propose a formal characterisation of social
roles integrating the axioms into the DOLCE ontology. Another work on roles is provided in
[MGKK15] byMizoguchi et al., in which an occurrent-dependent view of roles is proposed. This
work is not specifically targeted on business process modelling, however many organisational and
process aspects are considered.
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Positioning the PhD thesis. The works described in the previous Sections are mostly focused
either on ontological analysis of specific elements, or on the development of ontologies as
artefacts. Differently from most of the works described in the previous Sections, the ontological
analysis performed in this thesis does not commit to any specific reference ontology. Moreover,
the majority of the business process modelling elements that we analysed were never investigated
from the ontological point of view. Finally, we decided not to develop an ontology on the basis
of our ontological analysis. This decision was driven by the fact that there are already several
ontologies in literature and then we chose to provide a solid foundation for business process
modelling elements which was missing.
8.3 Empirical evaluation in business process modelling
This Section includes the related works concerning evaluations and empirical analysis in the
business process modelling field. We grouped the related works on empirical studies in the field
of business process modelling in two clusters: the first one is related to the business process
model redesign, and the second one is related to the business process model understandability.
These works are described in Section 8.3.1 and Section 8.3.2. In the final paragraph we provide
few comments that compare these works with the one carried out in this thesis.
8.3.1 Empirical evaluations in business process redesign
In the work of Mansar et Reijers [MR05] a framework for business process redesign is identified
in order to describe its best practices and guide the methodological principles of redesign. In the
paper this framework has been validated by providing a survey to practitioners to evaluate the
impact and usage of each best practice. In the study of Goksoy et al. [GOV12], a wide study of
business process reengineering and organisational changes within the Simens company, has been
reported. In detail, the employees’ ideas on business process reengineering are collected through
questions and analysed.
Kock et al. [KVDD09] conduct an empirical study on the relationships between business process
modelling decisions and business process redesign. These relationships involve: the communi-
cation flow orientation of business process models, the quality of business process models, and
the process redesign success. For the authors the explicit communication flow of the model is
related with the quality model (e.g., ease of generation, ease of understanding, completeness, and
accuracy) and this one is related with the success of the redesign. For instance, easier and clearer
models facilitate the redesign. However, from the study emerged that the completeness of the
model does not impact positively on the redesign.
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8.3.2 Empirical evaluations in business process understandability
Several papers propose empirical evaluations of business process understandability. Houy et al.
in [HFL14] provide an extensive analysis of the literature of the theories that ground business
process understandability. Also in the work of Dikici et al. [DTD18] a systematic analysis of
the literature is performed. In this case the authors focus on the indicator factors that impact the
process understandability5.
The paper by Mendling et al. [MRC07] explores the process understandability as a quality factor.
In the paper six factors that could impact the understandability are identified. These factors
are: personal factors, model characteristics, modelling purpose, knowledge of the domain, use
of several languages for the same model, and visual and graphical characteristics. From the
research emerged that the personal factors (especially the theoretical knowledge) influence the
understandability. The second important finding regards the model characteristics; indeed, the
size of the model influences the process of understandability. The authors validated the study by
conducting interviews with process modellers.
In the work of Reijer and Mendling [RM11] the personal factors and the model characteristics
influencing the understandability are investigated with the support of questionnaires. Focusing on
the personal factors, theoretical knowledge, practical experience, and educational background are
the variables considered. Concerning the models characteristics, there are many: the number of
elements (in particular arcs, tasks, connectors, and gateways), the size of the model, the number
of splits, the complexity of the control flow, the density of the connections, the connectors
heterogeneity.
In Soffer et al. [SKW11] the authors focused on the Process of Process Modeling, with an
emphasis on the quality of the models (see [BRvU00]). The Process of Process Modeling regards
the cognitive process(es) of the model development. This theory is hence devoted to explain the
“problem solving” in shaping and creating models which includes two steps: comprehension,
and modelling6.
In the work of Di Francescomarino et al. [DFRGV14], a user study to evaluate the impact of
semantic annotations in (collaborative) business process modelling is proposed. Here, the authors
prove that the semantic annotations improve the design and revision of the model, as well as the
quality of the model itself.
Considering specific languages, in [RD07] the authors study the activity of teaching and learning
business process modelling languages. The aim of the study is to examine whether there are
differences in the process of understanding of two popular languages, BPMN and EPC. As result
5Some of the papers describe in this Section were found in the mentioned SLR [HFL14, DTD18], while other
papers were found in our study and knowledge of the literature.
6In another development of the Process of Process Modeling (see [PZW+11]) the phases of building a process
are three: comprehension, modelling, and finally reconciliation.
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it emerged for instance that there is no much difference in the understandability assumption
underlying BPMN and EPC.
Positioning the PhD thesis. All these papers focus on the evaluation of different aspects of
business process model design, redesign, and comprehension. Indeed, some of these works
analyse the impact of the redesign and the factors that influence it, while others study the factors
that influence the model comprehension\understandability and quality, such as certain models’
characteristics (e.g., the control flow). Differently from these works, in this thesis we provide an
empirical analysis that aims at evaluating the effectiveness of the support provided by dependence




Conclusions and future works
In this Chapter I summarise the achievements of this PhD thesis and the future works I would
like to address. I also make an attempt to describe them as my journey during these three years.
Therefore I will use a more personal style and the “I” pronoun.
My journey started by realising that the literature is one of the biggest source of knowledge for
research: it reports experiences and reflections, and it also reveals what is missing. Starting from
that observation, I initiated an inquiry into the state of the art of business process meta-models:
I provided an overview of the elements in the world of business process entities by merging
the available meta-models from the literature and creating the first contribution of this thesis,
which is the literature-based meta-model (LBmeta-model). This study enables to understand how
business processes are conceived in the BPM community and, at the same time, it makes evident
the meta-models’ potentialities and criticalities. The LB meta-model can be seen as a snapshot
of the state of the art in business process meta-models and it contains most of the fundamental
elements of business processes according to the literature. The comparative assessment of the
LB meta-model with five popular business process modelling languages contributes to highlight
strengths and weaknesses of the LB meta-model.
The main limitations of this contribution are mostly related to the literature reviews and include
possible flaws in the selection of the papers, imprecisions introduced in the extraction of data
from the selected works, and potential inaccuracies due to the subjectivity of the analysis carried
out. However, I mitigate these threats by following the guidelines reported in [KC07, Kit04].
After the definition of the LB meta-model, my journey continued by investigating some of
the elements of the LB meta-model identified as problematic or missing, from an ontological
perspective. Here, I provided a clarification of four of these elements: event, participant,
activities’ relationship, and goal. Although I was not able to provide an ontological analysis of
all the LB meta-model components, the reported analysis represents a first step towards a better
understanding of what characterises a business process.
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Aiming at not only focussing on theoretical investigations based on ontological analysis but also at
applying the results of the ontological analysis back to the practice and to the BPM community, I
revised the LB meta-modelwith the results of ontological analysis. I believe that this revision and
enrichment can contribute to (i) clarify the meaning of some problematic elements of business
processes, and (ii) demonstrate an important application of ontological analysis in the field of
BPM.
Although the ontological analysis presented in Section 5 is quite detailed, I was not able to
investigate all the LB meta-model’s elements. Therefore, the revision of the LB meta-model is not
yet complete, however I plan to analyse and revise further LB meta-model elements that remained
outside of this work.
As a further application of the ontological analysis to the BPM field I worked for (i) the de-
velopment of a new ontologically grounded notation to express ontological constraints between
business process activities going beyond the temporal flow, and (ii) its evaluation. This work
has been proposed in order to show the value of ontological analysis results for business process
modellers and analysts. I evaluated the impact of the new notation in the tasks of business process
model redesign and comprehension, and I further explored the drawbacks of this notation for
the modelling activity. These results demonstrate a possible way to apply ontological analysis
outcomes to “real world” applications.
The limitations of this part of the thesis are related to the threats affecting its validity. One of
the main threats concerns the generalization of the findings. Indeed the subjects involved in the
evaluationwere students belonging to the same class rather than real business processmodellers or
analysts. However, the number of subjects involvedwas relatively high and they all had experience
in business process modelling and analysis. Moreover, they had not homogeneously distributed
competencies, thus providing a good sample of the population of modellers and analysts.
Concerning the future works, I believe that the LB meta-model provides a clear picture of the state
of the art of business process meta-models. Nevertheless, integrations may be possible with other
works from the literature. What I find more stimulating is to expand the second and the third
contributions of the thesis by analysing from the ontological perspective other LB meta-model
elements that remained unexplored and by integrating them in the meta-model. An example of
element to investigate is gateway. I would also like to consider as an object of investigation those
elements that are mentioned as important in themost modern business process definitions, but that
are not widely considered in the notations and in the meta-models. A pertinent example is value
and its relations with other business process elements, such as resources and goals. Focussing on
the last part of the thesis, I am planning to repeat the experiment with business process modellers
and analysts. Moreover, I would like to improve the notation with the suggestions received during
the empirical study. I would also explore how to incorporate and evaluate further ontological
constraints between activities and other elements, and to consider other redesign dimensions
beyond time.
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As a further, somehow related and newwork, I would like to think bigger and investigate the notion
of business process and its elements in terms of sustainability [Har03]. In particular, I would
like to explore the notions of value, resource, and goal in a business process also according to
environmental, social, and economical sustainability [SBK17, dPJ15, SRvB12] as a contribution
to model and implement more sustainable business processes.
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Appendix A
Further results from the SRL
In conducting the review to addressGOAL 1, we went further, in particular we answered to other
research questions, these are:
RQ1. What types of business process meta-models are being proposed in literature and how can
we characterise and categorise them?
RQ2. What is the role of a business process meta-model?
RQ3. Are the proposed business process meta-models evaluated? How?
RQ1 focuses on the differences among BPML meta-models and aims at investigating them. It
also aims at identifying which are the relevant characteristics that meta-models share or in which
they differ. RQ2 is devoted to the identification and classification of the purpose for which the
meta-models were introduced / used in the investigated works. Finally, RQ4 aims at investigating
the way the proposed meta-models are evaluated. This question lies on two different motivations.
The first, obvious one is to map howmeta-models of business processes are evaluated; the second
is to assess the importance provided to the evaluation of meta-models in different studies and to
identify suggestions for possible evaluation methodologies. Indeed in literature there is a lack
of guidelines and evaluation criteria for the development of meta-models in the area of business
process models and this can hamper their perceived usefulness and (practical) adoption.
In this Appendix the answer to these RQs are summarised as follows: in Section A.0.1 a
classification of the meta-models is advanced; Section A.1 is centered on the purposes why
the meta-models are developed; finally in Section A.2 the evaluation of the primary studies’
meta-models is presented.
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A.0.1 Kinds of meta-models proposed in literature
When we started to analyse the business process meta-models literature, one of the first question
that raised was specifically related to the typologies of meta-models that have been proposed. For
this purposewe developed theRQ1.1which focuses on the differences amongBPMLmeta-models
and aims at investigating them. It also aims at identifying which are the relevant characteristics
that meta-models share or in which they differ. RQ1.1 could have several answers, depending
on the perspective exploited to look at the meta-models. In this paper we answer RQ1.1 in two
different steps.
The first characterisation we did observe in looking at the papers is based on their relationship
with specific modeling languages or paradigms. Indeed, by looking at the meta-models of the 36
primary studies, we can observe that they can be divided in two mutually exclusive categories:
the first one, hereafter called BPM, contains meta-models whose primary aim is to describe
business processes; the second one, called NoBPM, contains instead meta-models that describe
business processes but whose primary aim is to describe something different from a business
process (e.g., a service, an enterprise model and so on). These two categories, in turn, contain
two different sub-categories: the first one, called Ind, which contains general meta-models of
business processes that are not related to any concrete business process modelling language;
the second, hereafter named Dep, which contains meta-models of concrete business process
modelling languages. In turn, Dep can be divided in two (sub-)sub-categories: the first one,
called Exist, contains meta-models of an existing well-established business process modelling
language, while the second one, hereafter called New, contains meta-models of new modelling
language proposed in the very same paper, or by the same author in closely related papers.
Category Primary studies
BPM
Ind [SAJ+02, HLBB13, LK06, KYY14, HLK11, BTG16, MZ15, BG11, WJA+06, AKR07, PM03]
[RvdAtHE05, HZS10, CAC13, TIM05, RRF08, BA13]
Dep
New [MS04, DMPS10, WW11]







Table A.1: A first characterisation of meta-models.
Table A.1 provides the list of these categories (where indentation is used to indicate subclasses),
together with a classification of the primary studies w.r.t. the categories just introduced. In
short, 18 papers present meta-models that are independent from any specific modelling language,
while 18 papers belong to the language specific class Dep. Of the latter, the biggest group is the
one describing meta-models of existing business process modelling languages (14 papers). The
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remaining papers describe meta-models of newly proposed business process modelling languages
(3 papers), meta-models of newly proposed languages that contain business process related aspects
but that are not specific business process modelling languages (1 paper), and meta-models of
existing modelling languages that are not specific to the business domain (1 paper).
By looking at the primary studies we did notice further characteristics the meta-models can have,
ranging from the scope of the meta-model, to the type of language used to express it, to the tool
support provided in the approach.1 This second set of categories we did extract from the primary
studies is:
• Formal (FRM): the meta-model is described by means of a formal language;
• Meta-models of models (Mod): the meta-model considers (only) the process model di-
mension;
• Meta-models of executions (Exe): the meta-model considers (only) the process execution
dimension
• Meta-models of executions and models (ModExe): the meta-model considers both the
process execution and the process model dimensions;
• Procedural (Proc): the meta-model adheres to a procedural view of business processes;
• Declarative (Dec): the meta-model adheres to a declarative view of business processes;
• Activity-centric (Act): the meta-model adheres to an activity-centric view of business
processes;
• Artefact-centric (Art): the meta-model adheres to an artefact-centric view of business
processes;
• Domain (Dom): The meta-model is domain dependent;
• Evaluation (Eval): The meta-model is (somehow) evaluated.
Table A.2 provides a description of the primary studies w.r.t. the classes introduced above.
9 primary studies provide a formal representation of the meta-model they describe. Hal of
the primary studies (18) are focused on the model dimension only, 6 consider the execution
dimension only, and 12 take into account both. Concerning the approach towards business
process modelling, most primary studies adhere to the traditional procedural and activity-centric
based view on business processes (28 and 32 papers respectively), with very few papers taking a
declarative or artefact-centric view.2
Another aspect to be taken into account is the one related to the domain (in)dependency of the
meta-model. In our study, only two papers focus on domain-specific business processes, while
1Note that, in answering RQ1.1 we do not take into account the process model elements described by the meta-
models (e.g., whether they enable to describe roles, goals, artefacts and so on). This is due to the fact that we have a
specific research question (RQ1.2) devoted to investigate what is described by the meta-models.
2The work of [WJA+06] appears to provide an original, yet uncommon, “value centred” approach towards
business process modelling that seems to share some characteristics of artefact-centric declarative approaches.
Nonetheless, a classification under the Dec and Art categories was not possible, due to a lack of details.
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Class Primary studies
FRM [ACRD16, Nat11, LDtH+08, SV15, DHV13, FSB07, SM11, DMPS10, MB13]
Mod [HLBB13, LK06, BTG16, MZ15, RCE+14, WJA+06, PM03, HZS10, CAC13, RRF08]
[ACRD16, BTG17, DS17, Nat11, KL07, SAG10, WW11, GCSP05]
Exe [TIM05, SV15, DHV13, MS04, HTZD08, MB13]
ModExe [SAJ+02, KYY14, HLK11, BG11, AKR07, RvdAtHE05, BA13, KZM+16, LDtH+08]
[FSB07, SM11, DMPS10]
Proc all, except [KYY14, BG11, DMPS10, ACRD16, DHV13, SV15, MB13, WJA+06]
Dec [KYY14, BG11, DMPS10, ACRD16, DHV13, SV15, MB13]
Act all, except [KYY14, DHV13, SV15, WJA+06]
Art [KYY14, DHV13, SV15]
Dom [WW11, DS17]
Eval [BTG16, MB13, HLBB13, HZS10, CAC13, RRF08, BG11, WJA+06, PM03, ACRD16]
[KL07, KZM+16, SM11, GCSP05, HLBB13, SAG10, DS17, WW11, Nat11]
Table A.2: A second characterisation of meta-models.
all the others are domain-dependent. The two domains are the financial sector [WW11] and a
context-sensitive mobile domain [DS17]. Finally, slightly more than 50% of the meta-models are
(somehow) evaluated (Eval), even if the level of evaluation differs greatly among the different
papers. This aspect will be described in Appendix A.2. Please note that QA4 did concern with
an evaluation/validation of the study which could encompass the meta-model while here we refer
explicitly to the evaluation of the meta-model.
A.1 Meta-models purposes
Table A.3 provides a categorisation of the primary studies w.r.t. 17 different purposes we were
able to extract from the studies themselves. While extracting the reason to introduce ameta-model
is somehow complex, as meta-models can be exploited in several ways, in the table we report only
the purposes that were actually substantiated and illustrated in the papers, and not, for instance,
to the ones that were just mentioned or left for future work and generalisations.
As we can see, all meta-models in our primary studies aim at providing an illustration of what
a business process is. The second most popular usage of a meta-model in our primary studies
was the extension of the meta-model itself with a new concept (16 papers). [HLK11] extends
it with quality metrics; [RRF08, DS17] with a notion of context; [BA13] with the notion of
change and how change relates to business process elements; [BTG16, PM03, BTG17] with the
notion of knowledge and knowedge-related concepts; [MZ15] introduces the relation between
business processes and daily practices; [WJA+06] extends a business process meta-model with
the notion of value; [RvdAtHE05, LDtH+08] with the notion of resource; [LDtH+08] introduces
also a data dimension concerning artefacts and data objects; [ACRD16] with the notion of time;
[SV15, KL07] extends it with the notion of goal, and [KL07] enriches it also with the notion of
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Class Primary studies
describe what a business process is all
extend a meta-model with new concepts [HLK11, RRF08, BA13, BTG16, MZ15, WJA+06, PM03, RvdAtHE05, ACRD16, BTG17, DS17, KL07, LDtH+08, SV15, SM11, RCE+14]
incorporate patterns in meta-model [TIM05, KZM+16, SM11]
integrate process & domain ontology [HZS10, CAC13]
support quality of models [HLK11, HZS10, CAC13, TIM05]
compare modelling languages [SAJ+02, HLBB13, LK06, KYY14]
map/integrate modelling languages [HLBB13, GCSP05]
classify modelling languages [SAJ+02]
evaluate modelling languages [LK06, KYY14]
create language independent representation [HLBB13, AKR07, BG11, HTZD08]
describe a modelling language [DHV13, FSB07]
define a new modelling language [MS04, MB13]
clarify semantics of modelling language [SAG10]
formal representation [Nat11, DMPS10]
exploit automated reasoning [Nat11, DMPS10]
evaluate suitability of a ML for a domain [WW11]
support extension of a ML to a new domain [WW11]
Table A.3: Why introducing meta-models?
performance; finally, [SM11] extends it with RBAC related concepts (e.g., roles) and also RBAC
related workflow patterns. Examples of extension of the meta-model are even more present if we
consider also the two additional papers that incorporate workflow patterns in the meta-model and
the two papers that extend business process meta-models with the ability to connect to domain
ontologies.
Coming to the less frequent usages we can note that 7 papers exploit meta-models for comparing
(integrating, classifying) different modelling languages and in some cases evaluate them; instead,
8 papers use meta-models for describing an existing modelling language, support the definition of
a new one, or create from them a language independent representation. Another group of papers
(3 in total) focuses on the creation of formal representations of meta-models in order to clarify
the semantics of specific modelling languages or exploit automated reasoning techniques (e.g., to
verify the well formedness of a business model specification). One paper exploits the business
process meta-model of the Semantic BP Modeling Language (tipically used to model the public
sector domain) to evaluate its adequacy to the banking sector, and to find out requirements for
the modification of the language to the new domain.
A.2 Meta-models evaluations
As already reported in Table A.2 (see Section A.0.1), few primary studies present some forms of
evaluation of the meta-models they describe. Table A.4 provides a categorisation of the forms of
evaluation we were able to extract from the primary studies. Given that not many papers provide
in depth evaluations, we have listed here also the studies in which use cases are mainly used as
illustrative examples of how the meta-model (or the framework that includes the meta-model)
can be applied.
Overall, only 7 papers present some form of evaluation, while 12 papers present illustrative
examples. Illustrative examples are, thus, the most recurring method to show the applicability
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Class Primary studies
Extensive Case Studies [BTG16, MB13]
Ontological Analysis [HLBB13, SAG10]
Comparison with requirements [DS17, WW11]
Formal properties [Nat11]
Illustrative examples [HLBB13, HZS10, CAC13, RRF08, BG11, WJA+06, PM03, ACRD16, KL07, KZM+16, SM11, GCSP05]
Table A.4: How are the meta-models evaluated?
of the approach. [HLBB13] provides a demonstration of applicability of the business process
ontology it introduces to represent business process models by using a Processing of automobile
insurance claim example. [HZS10] provides an illustration of how an online auction process is
modelled using the approach presented in the paper. This illustration concerns also the meta-
model as it shows how the ontology for the use case is built using the meta-model. [CAC13]
exploits a use case to illustrate both the alignment between the domain ontology and the business
process model and the fact that incorporating a domain ontology improves the quality of the
resulting models. [RRF08] provides a case study which illustrates how the framework can be
applied to model a ticket reservation and check-in process of a major Australian airline, and in
particular to model the contextual dependent aspects of this process. [BG11] presents a use case
in the medical domain to illustrate how the meta-model is used to model an actual workflow with
respect to data and organisational aspects. [WJA+06] provides a use case taken from a scientific
conference scenario to illustrate how the value object model presented in the paper can support the
production of a Value ResourceModel for the specific use case. [PM03] provides an illustration of
how the modelling tool based on the theoretical meta-model proposed in the paper can be used to
model the granting of full old age pensionwithin theGreek Social Security Institute. In [ACRD16]
a short illustration of how the motivating example is modelled using the proposed framework
(based on the extended meta-model with time constraints) is presented. [KL07] demonstrates
the practical applicability of the extension of the extended EPC and BPMN meta-models with
an application to the Processing of Automobile Claims business process; [KZM+16] introduces
an example to show how the modelling technique based on the extended metamodel of EPC to
represent complex events can be used to represent an exemplary complex event pattern. [SM11]
provides several real case examples to discuss how the newly introduced concept of Business
Activity can be used to define process-related RBAC models. Finally, [GCSP05] presents a use
case to validate the POP* meta-model as a common and standard language to exchange models
among different Enterprise Modelling Tools.
The only two papers that provide real/extensive use cases and exploit them to support precise
characteristics of the meta-model based framework are [BTG16] and [MB13]. The first presents
a real use case taken from a medical domain. Here the aim is to go beyond a mere illustration
and to evaluate how the concepts contained in the meta-model can support an understandable,
adequate and expressive representation of Sensitive Business Processes. The latter provides an
extensive validation of the Adore method (including the Adore meta-model) against two large use
cases with the aim of showing that it can be used in a real-life context, and that it supports the
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capture of a real-life evolution process at the business process level.
A different form of evaluation of the characteristics and quality of the meta-models is provided
in [HLBB13] and [SAG10]. These primary studies exploit an ontological analysis to show how
the meta-meta model is successful in expressing concepts taken from upper level ontologies.
In the first paper the upper level ontology used is the Bunge-Wand-Weber (BWW) upper level
ontology [WW90a], while in the second it is the UFO upper-level ontology [GW04c].
[DS17] provides an evaluation of the extended meta-model by comparing it with the requirements
for its development presented at the beginning of the paper. A similar evaluation is provided in
[WW11].
Finally, [Nat11] provides an evaluation of the formal ontology in terms of its formal (logic-based)
properties of consistency and correctness.
By looking at these results we can say that a rigorous evaluation of meta-models is often neglected
in literature as it reduces, in the majority of cases, to mere illustrative examples. Three forms of
evaluation stand out from this analysis and can provide the basis for guidelines and evaluation
criteria for the development of meta-models in the area of business processes. First, an evaluation
by means of real use cases: this can help the assessment of the elements contained in the meta-
model to support the modeling of real scenarios. Second, an evaluation by means of a comparison
with requirements: this can help the assessment of the meta-model w.r.t. needs or conditions
that motivated its development. Third, an evaluation based on foundational ontologies: this can
help assessing the meaning and properties of concepts present in the meta-model on the basis of





activity All but [GCSP05, BTG17, FSB07, KL07, PM03, SV15, WW11]
[BA13, WJA+06, RvdAtHE05]
atomic activity [HLBB13, ACRD16, AKR07, LK06, FSB07, CAC13, TIM05, KZM+16, Nat11, BA13]
compound activity [HLBB13, ACRD16, AKR07, LK06, FSB07, TIM05, DHV13, MS04, Nat11, BG11]
[WW11, BA13]
activity instance [FSB07, PM03, MS04]
manual activity [HLBB13, TIM05]
automatic activity [HLBB13, TIM05]
collaborative organisational activity [BTG16, BTG17]
critical organizational activity [BTG16, BTG17]
cancel activity [FSB07, BG11, MB13]
event [HLBB13, BTG16, HLK11, LK06, SAG10, NLM07, LDtH+08, CAC13]
[KZM+16, Nat11, BA13, SAJ+02]
event sub-process [HLBB13, KZM+16, Nat11]
throw event [MB13, Nat11]
interrupting [HLBB13, Nat11]
start event [HLBB13, NLM07, KZM+16, SM11, SV15, BA13]
intermediate event [HLBB13, NLM07, BA13]
end event [HLBB13, NLM07, KZM+16, SM11, BA13, BTG16, DHV13, Nat11]
message event [DHV13, Nat11]
event location [KZM+16, SAJ+02]
state [AKR07, BG11, SAJ+02]
precondition [AKR07, RvB15, GCSP05, SV15, BG11, MB13, SAJ+02, DHV13]
postcondition [AKR07, RvB15, GCSP05, SV15, BG11, MB13, SAJ+02]
data input [HLBB13, BTG16, RvB15]
data output [HLBB13, BTG16, RvB15]
conditional control flow [HLBB13, BTG16, HZS10, Nat11]
sequence [FSB07, TIM05, SAJ+02]
multimerge [FSB07, BG11]
multi choice [FSB07, TIM05]
syncronisation point [FSB07, TIM05]
connecting object [HLBB13, BTG16, HLK11, LDtH+08, CAC13, KZM+16, BA13]





gateway [HLBB13, BTG16, HLK11, LK06, SAG10, DMPS10, LDtH+08, GCSP05, CAC13]
[KZM+16, Nat11, BG11, BA13]
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Complex (gateway) [HLBB13, Nat11]
event-based gateway [HLBB13, Nat11]
parallel gateway [HLBB13, LK06, SAG10, NLM07, FSB07, TIM05, KZM+16, MS04, Nat11, BG11]
inclusive gateway [HLBB13, LK06, SAG10, NLM07, KZM+16, Nat11, BG11]
exclusive gateway [HLBB13, LK06, SAG10, NLM07, TIM05, KZM+16, MS04, Nat11, BG11]
flow operator [HLBB13, BTG16, Nat11, BG11]
time point [MZ15, SAJ+02]
cycle time duration [HLK11, KL07]
temporal dependency [ACRD16, SAJ+02]
message flow [HLBB13, BTG16, MZ15, CAC13, Nat11]
data flow [LK06, HZS10, KZM+16, SM11, Nat11]
association [HLBB13, KYY14, CAC13]
conversational link [HLBB13, Nat11]
knowledge flow [BTG16, BTG17]
artifact [KYY14, LDtH+08, RvB15, CAC13, MS04, Nat11, WW11, BA13, WJA+06]1
physical artifact [BTG16, WW11]
data object [LK06, CAC13, Nat11, BA13]
message [HLBB13, BTG16, Nat11]
conversation [HLBB13, BTG16, Nat11]
call conversation [HLBB13, Nat11]
information (as data object) [AKR07, BTG17, WW11]
physical knowledge support [BTG16, BTG17]
internal knowledge [BTG16, BTG17]
tacit knowledge [BTG16, BTG17]
external knowledge [BTG16, BTG17]
explicit knowledge [BTG16, BTG17]
procedural knowledge [BTG16, BTG17]
knowledge [BTG16, BTG17, PM03]
document [AKR07, BA13]2
artifact instance [DHV13, MS04]
data store [HLBB13, Nat11]
actor [HLBB13, ACRD16, BTG16, HLK11, AKR07, SAG10, MZ15, TIM05, RCE+14]
[SM11, MS04, Nat11, SAJ+02, WJA+06]
collective agent [BTG16, SAG10, MZ15, BTG17]
organisation [HLBB13, ACRD16, BTG16, HLK11, TIM05, Nat11]
organisation unit [BTG16, AKR07, LK06, SAG10, TIM05, WW11]
human expert [BTG16, BTG17]
internal agent [BTG16, LK06]
external agent [BTG16, LK06]
client [BTG16, LK06, WW11, WJA+06]
assignment to an actor [AKR07, Nat11]
position [AKR07, TIM05, WW11, RvdAtHE05]
role [AKR07, LDtH+08, MZ15, GCSP05, HZS10, CAC13, TIM05, RCE+14, PM03]
[HTZD08, SM11, Nat11, SAJ+02, RvdAtHE05]
process owner [LK06, BA13]
process participant [LK06, SAG10, RvB15, Nat11]
person [LK06, MZ15, PM03]
information (as resource) [BTG16, LK06, CAC13, SAJ+02]
application [LK06, MS04, RRF08, BA13]
resource [GCSP05, BTG16, AKR07, LK06, MZ15, CAC13, TIM05, RCE+14, PM03, Nat11]
[WW11, SAJ+02, RvdAtHE05]
material resource [BTG16, LK06, CAC13]
immaterial resource [BTG16, LK06, CAC13]
measure [LK06, RvB15, KL07]
cost [KL07, HLK11]
organisational objective [BTG16, LK06]
goal [LK06, RvB15, KL07, RCE+14, DHV13, SAJ+02]
1In [WJA+06] an artifact is an object that acquired value.
2document is also present in [WW11] as a resource, rather than as data object, but this usage does not appear at
least twice in the primary studies and is therefore not considered in the list.
150
context [MZ15, RvB15]
business area [MZ15, WW11]
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Appendix C
Comparison between BPMLs and LB
meta-model
Note that the entities markes with Somehow are not specified since there are not entities that
correspond exactly (see Section 4.5.3).
BPMN UML-AD
Fu
nc Task (Y - activity, atomic activity)
Subprocess (Y - compound activity)
Action node (Y - activity, atomic activity)









Accept event action (S)
Send signal action (S)
Fl
ow
Gateway (Y - gateway)
Sequence Flow (N)
Message Flow (N)






Guard on gateway (S) Guard on control node (S)Pre- Post-condition on activity (Y - event-EPC, precondition)
D
T




Object node (Y - artefact)
O
RG Pool, Lane (Y - actor, role) Activity Partition (Y - actor, role)




nc Function (Y - activity)
Process path (N)
Task (Y - activity, atomic activity)








– Timer (S)User Event Listener (S) –
Fl
ow









e Event (Y - event-BPMN, precondition)
Start/End event (Y - event-BPMN, precondition)
Sentry (Y - precondition)
Milestone (S) –
D
T (I/O) data object (Y - artefact, resource) Case file item (Y - artefact) –
O
RG Organization (S)Activity Owner (Y - actor, role) –




1. I am a student enrolled at the ( ) year of ( )




3. My experience in designing (e.g., ER models, UML models, BPMN models, . . . ) is:
(a) Very poor (I have never designed a model)
(b) Below average (I have designed less than 5 models)
(c) Average (I have designed between 5 and 15 models)
(d) Above average (I have designed between 15 and 30 models)
(e) Excellent (I have designed more than 30 models)
4. My knowledge in the Business Process Management field is:
(a) Very poor (I never heard about it)
(b) Below average (I heard about it few times)
(c) Average (I attended seminars on the topic)
(d) Above average (I attended a course)
(e) Excellent (I work in the field)
5. My knowledge of BPMN is:
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(a) Very poor (I never heard about BPMN)
(b) Below average (I have read/designed BPMN models less than 5 times)
(c) Average (I have read/designed BPMN models between 5 and 15 times)
(d) Above average (I have read/designed BPMN models between 15 and 30 times)
(e) Excellent (I have read/designed BPMN models more than 30 times)
6. My experience in designing business processes (e.g., BPMN, Petri net, UML activity
diagrams, . . . ) is:
(a) Very poor (I have never designed a business process)
(b) Below average (I have designed less than 5 business processes)
(c) Average (I have designed between 5 and 10 business processes)
(d) Above average (I have designed between 15 and 30 business processes)
(e) Excellent (I have designed more than 30 business processes)
7. My experience in redesigning business process models is:
(a) Very poor (I have never redesigned a business process)
(b) Below average (I have redesigned less than 3 business processes)
(c) Average (I have redesigned between 3 and 5 business processes)
(d) Above average (I have redesigned between 5 and 10 business processes)
(e) Excellent (I have redesigned more than 10 business processes)















At the end of the tasks of redesign and understandability without annotations (WOA) were
provided the post-questionnaires without the questions concerning the annotations.
Evaluation of the clarity of the descriptions and of the tasks



















Evaluation of the process model comprehension







































7. What difficulties did you encounter in answering the comprehension question and executing
the task?
(a) Do you have any suggestion that could ease the process?
Evaluation of the redesigned process model















Evaluation of the dependence annotations (*)1
1. Understanding the dependence relationships (i.e., historical, causal and co-occurrence) in






2. Being aware of the dependence relationships (i.e., historical, causal and co-occurrence) in






3. What do you think could be the advantages of being aware of dependence relationships?
4. Would you add any further dependence relationship, or would you remove any of the
proposed ones? Which one(s)?
5. Understanding the rationales of dependence relationships (i.e., law-of-nature, business




1At the end of the tasks of redesign and understandability without annotations (WOA) were provided the post-




6. Being aware of the rationales of dependence relationships (i.e., law-of-nature, business






7. What do you think could be the advantages of being aware of the rationales of dependence
relationships?
8. Would you add any further rationale for the dependence relationships, or would you remove
any of the proposed ones? Which one(s)?
9. The way in which the dependence relationships and their rationales are represented in a






10. Do you have any suggestion on how to improve the representation of dependence relation-




Evaluation of the clarity of the descriptions and of the tasks












Evaluation of the process model annotation
1. I found the effort required for annotating business process models with dependence rela-







2. I found the time spent for annotating the business process model with dependence relation-






3. I found the effort required for annotating business process models with the rationales of






4. I found the time spent for annotating the business process model with the rationales of






5. Were the proposed dependence relationships and rationales enough or did you need more?
If yes, which one?
6. What difficulties did you encounter in annotating the process model with dependence
annotations and their rationales? Do you have any suggestion to ease the process?
Evaluation of the annotated process model
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1. How would you evaluate your level of satisfaction with respect to the annotations related
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