In this work, a new one-class classification ensemble strategy called approximate polytope ensemble is presented. The main contribution of the paper is threefold. First, the geometrical concept of convex hull is used to define the boundary of the target class defining the problem. Expansions and contractions of this geometrical structure are introduced in order to avoid over-fitting. Second, the decision whether a point belongs to the convex hull model in high dimensional spaces is approximated by means of random projections and an ensemble decision process. Finally, a tiling strategy is proposed in order to model nonconvex structures. Experimental results show that the proposed strategy is significantly better than state of the art one-class classification methods on over 200 datasets.
Introduction
In pattern recognition, a particular typology of problems is defined when only data related to one target class are available. These problems are known as one-class classification problems. These classification tasks naturally arise when target data can be effortlessly collected while counterexamples are scarce or difficult to obtain [1] . Typical one-class problems are the prediction of mean time before a machinery failure [1, 2] or the problem of banknotes verification [3] . In the former case, examples of nonregular operations can only be found in the presence of cracks and malfunctions. In the latter case, while it is possible to easily provide all the examples necessary to model the examples of valid banknotes, it is hard to define a proper sampling of examples belonging to the counterexample set. Effective one-class classification strategies use density estimation methods and boundary methods to model the target class. Gaussian Model, Mixture of Gaussian Model and Parzen Density Estimation are density estimation methods widely used. Density estimation methods work well when there exists a-priori knowledge of the problem at hand and a big amount of data is available. On the other hand, boundary methods only intend to model the boundary of the problem without focusing on the complete description of the underlying distribution. Well known approaches to boundary methods are k-centers [4] , Nearest Neighbors [2] ) and extensions of Support Vector Machines (SVM) to the one-class setting [5] [6] [7] . Support Vectors Data Description (SVDD) [2] represents the state of the art in one-class classification. SVDD computes the minimum hypersphere containing all the data in a multi-dimensional space, providing an elegant and intuitive understanding about the solution of the classification problem. Indeed, many classification problems can be efficiently solved when addressed from the geometrical point of view. In particular, when the geometrical framework is taken into account, the convex hull, i.e., the smallest polytope containing the full set of points, may represent an even more general structure than the hypersphere.
The convex hull has always been considered a powerful tool in geometrical pattern recognition [8] [9] [10] [11] . Bennet et al. [12, 13] showed that there exists a geometrical interpretation of the SVM related to the convex hull, i.e., finding the maximum margin between two classes is equivalent to finding the nearest neighbors in the convex hull of each class when classes do not overlap.
Nevertheless, using the convex hull in real applications is limited by the fact that its computation in high dimensional spaces has an extremely large computational cost. Although advanced solutions have been proposed to overcome the limitation of building the convex hull in high dimensional spaces [14, 15] , there exists a wide range of pattern recognition problems where the use of the convex hull is still unsuitable specially when limited computational resources are considered. Hence, theoretical methodologies for building a convex hull in constrained scenarios are worth to be investigated. In addition, detecting whether a point lies inside or outside of the convex hull in high dimensional spaces still remains an open problem. Random projections and high dimensional geometry lie at the heart of several important approximation algorithms [16] . Random projections have been widely used in pattern recognition applications as a tool for dimensionality reduction [17] [18] [19] . The random projections technique is based on the idea that high dimensional data can be projected into a lower dimensional space without significantly losing the structure of the data. This data structure preservation has been proved by Johnson and Linderstrauss (JL) [20] and it is ensured with high probability if data are projected into a destination space having dimensionality proportional to the logarithm of the cardinality of the dataset. The capability to reduce the dimensionality of the problem without a significant computational effort and loss of structure allows to create very simple and powerful learning techniques. The simplest learning algorithm based on random projections [21] consists in two steps: project the data in a random subspace and run the learning algorithm in that space. Some works suggest that using random projections is equivalent to using the 'kernel trick' [22] . Other works [23] suggest that random projections can help in the feature selection process and can also provide specific insights in the construction of large margin classifiers. Moreover, even picking a random separator on data projected down to a line, there is a reasonable chance to get a valid weak hypothesis.
In this work, 1 three main contributions are proposed in the context of one-class classification:
1. The geometric structure of the convex hull is proposed for modeling the boundary of the one-class classification problem. Shrunken or enlarged versions of the baseline convex hull of the training data are used to avoid over-fitting and to find the optimal operating point of the classifier. These versions are called extended convex polytopes and their growth is governed by a parameter α. Using this model, a new data point is said to belong to the target class if it lies inside the extended convex polytope. The creation of the extended convex polytope is limited by the fact that its computation is unfeasible in high dimensional spaces. 2. This limitation is circumvented by approximating the D-dimensional expanded convex polytope decision by an ensemble of decisions in very low-dimensional spaces d 5 D. This new geometric structure is called approximate convex polytope decision ensemble. In these low-dimensional spaces, computing the convex hull and establishing whether points lie inside the geometric structure are both well known problems having very computationally efficient solutions [25, 26] . In this work, the effect of projecting and constructing the ensemble using twodimensional and one-dimensional random spaces is analyzed. As a result, a very efficient and powerful one-class classifier is obtained. 3. However, many real world problems are not well modeled using a convex polytope. Thus, an ensemble of convex polytopes is finally proposed in order to approximate the non-convex boundary of the one-class classification problem. The algorithm is based on a tiling strategy and each convex polytope is approximated by the approximate convex polytope decision ensemble.
All the proposed one-class methodologies are validated on a set of 5 toy problems with different cardinalities, 82 one-class problems derived from the UCI machine learning repository, 15 problems related to mobile user verification from walking patterns and 100 text categorization datasets. The paper is organized as follows. In Section 2, the proposed one-class classification method based on the convex hull is described in detail. Its extension for modeling non-convex boundaries is described in Section 3. In Section 4, the validation protocol is described and in Section 5, experimental results are presented. In Section 6 some methodological topics of interest are discussed. In particular, discussions on the number of random projections needed by the proposed methodology, the effect of the expansion parameter and the computational complexity in comparison to state of the art oneclass classification methods are addressed. Finally Section 7 concludes the paper.
Approximate polytopes decision ensemble for one-class classification
One-class classification can be performed by modeling the boundary of the set of points defining the problem. If the boundary encloses a convex area, then the convex hull, defined as the minimal convex set containing all the training points, provides a good general tool for modeling the target class. The convex hull of a set C D R n , denoted conv C, is the smallest convex set that contains C and is defined as the set of all convex combinations of points in C:
In this scenario, the one-class classification task is reduced to the problem of knowing if test data lie inside or outside the hull. Although the convex hull provides a compact representation of the data, outliers may lead to shapes of the convex polytope not corresponding to the desired model and a decision using this structure is prone to over-fitting. In this sense, it is useful to define a parameterized set of convex polytopes associated with the original convex hull of the training data. This set of polytopes are shrunken/enlarged versions of the original convex hull governed by a parameter α. This expansion parameter allows to calculate the Receiver Operating Characteristic (ROC) curve and set the optimal operating point for the final one-class classifier. Given the set C DR n , the extended convex polytope is defined with respect to the center point c and expansion parameter α. Vertices of the convex polytope are defined as in 1 The current paper improves and extends our seminal work [24] . The previous paper shares with the present work the basic idea of using random projections for reducing the complexity of building the convex hull in a high dimensional space. In the current paper the methodology is revised and new contents are introduced, i.e. the use of the expansion factor and a methodology for handling non-convex shapes as well as a large validation section.
The parameter α defines a constant shrinking (À J vÀc J r αr0) or enlargement (α Z 0) of the convex structure with respect to the c. Fig. 1 illustrates a shrunken and enlarged expanded convex polytopes. Two fundamental limitations exist in the suggested approach: Both the task of computing the extended convex polytope and testing if a point lies in its interior in high dimensional spaces is computationally unfeasible. In the following section, a solution to these problems is proposed.
Approximate convex polytope decision ensemble
The creation of a high-dimensional convex hull is computationally hard. The cost of computing a D-dimensional convex hull on N data examples is OðN ⌊D=2⌋ þ 1 Þ. This cost is prohibitive in time and memory and, for a classification task, only checking if points lie inside the multi-dimensional structure is needed. The approximate convex polytope decision ensemble (APE) consists in approximating the decision made by the extended convex polytope in the original D-dimensional space by aggregating a set of τ randomly projected decisions made on low-dimensional spaces. The approximation is based on the observation that the vertices defining a convex polytope in a low-dimensional projection of the data set correspond to a subset of the projected vertices belonging to the convex polytope in the original D-dimensional space. With this consideration in mind, the decision rule can be defined as follows: given a set of τ randomly projected replicas of the training set, a point does not belong to the modeled class if and only if there exists at least one case in which the point lies outside of the projected convex polytope.
In Fig. 2 , the graphical explanation of the method is shown. A three-dimensional convex polytope and a test point lying outside the hull are presented. In the bottom, three random projection planes are displayed. It should be noted that a testing point outside the original structure might appear inside one or more projections.
The expansion factor in random spaces
The decision that one point belongs to the class is made by considering the extended convex polytope. This structure is a shrunken or expanded version of the convex hull governed by parameter α. The approximate convex polytope decision strategy relies in creating the expanded polytope in a low-dimensional space. Since the projection matrix is created at random, the norm of the original space is not preserved in the resulting space. Hence, a constant value of the parameter α in the original space corresponds to a set of values γ i in the projected one. As a result, the low-dimensional approximation of the expanded polytope is defined by the set of vertices as
where c ¼ Pc represents the projection of the center c given a random projection matrix P, v i is the set of vertices belonging to the convex hull of the projected data and γ i is defined as
where v i is the ith vertex of the convex hull in the original space. It is worthy of attention that there exist different expansion factors for each of the vertex v i belonging to the projected convex hull. Fig. 3 illustrates the difference between the constant expansion of the original polytope and the different gamma parameters in the projected counterpart.
Approximate convex polytope decision ensemble learning algorithms
The steps needed for learning and testing the proposed approach are described in Algorithms 1 and 2, respectively. Both algorithms require defining the number of projections τ. In the learning phase, at each iteration, a random matrix is created. Then, the training set is projected into the space spanned by the random projection matrix. Finally, the vertices of the convex hull of the projected data set are found. R 2 and R have been used as final destination spaces. Although this solution may appear to contradict the JL Lemma, it must be noted that APE does not directly rely on the pair-wise distance preservation property but on a relaxed version of it since only whether a point lies inside the polytope is needed. Building a convex hull in R 2 and R and checking if a point lies inside or outside of it are well known problems in computational geometry with very efficient solutions. Algorithm 2 describes the test procedure. At each iteration t of the algorithm, the test point is projected into the space spanned by the t-th random projection matrix. Then, each vertex of the t-th convex hull computed at the training step is expanded by its corresponding gamma value defined in Eq. (3). Given the set of vertices of the expanded convex polytope in the low-dimensional space as defined in Eq. (2), it is possible to check if the test point lies inside the projected polytope. A point approximately belongs to the model if it lies inside all the t projected polytopes. Many algorithms may be used to check if a data point is inside a 2-D convex polytope like, for instance, the ray casting algorithm [27] . In the 1-D case, the convex polytope is reduced to a single line segment. Hence, checking if a point lies on the segment requires at most two comparisons.
Algorithm 2. Approximate convex polytope decision ensemble testing algorithm.
The model M; The parameter α Output: Results A fINSIDE; OUTSIDEg Results ¼INSIDE;
polytope in the low dimensional space;
Modeling non-convex distributions
The main drawback of APE is that the boundary of training data may not be well modeled by a convex polytope. Hence, an extension of the algorithm to cope with non-convex boundaries is also proposed. The underlying idea of this extension is to divide the non-convex boundary into a set of convex problems. Then, each of the convex problems is solved by means of the approximate convex polytope decision ensemble. The result of this process is another ensemble algorithm called non-convex APE (NAPE). Algorithm 3 describes the pseudo-code for creating this decomposition. Starting with a random point c, the set of points inside a ball centered at c with radius r are considered in the first step. Fig. 4(a) illustrates this first step. The black point corresponds to the first center c. Around c a D-ball of radius r is laid and the convex hull of the set of points inside the ball is computed. This first D-dimensional convex hull is approximated using the APE technique. For each projection, the set of vertices conforming the convex hull in the reduced space is back projected 2 into the original space. A graphical explanation is provided in Fig. 4 (a). These points are added to a list of new candidate centers. In the following iteration, the algorithm removes one of the possible candidate centers of the list and repeat the process as long as there are still training points not covered by any of the created convex hulls. Fig. 4(b) shows the second iteration of this process. Number of projections τ Output: The model M composed of τ projection matrices and their respective convex hull vertices.
M ¼ M [ ðP t ; fv i g t Þ % Store the set of vertices associated to the convex hull in the projected space and the projection matrix; end 2 It should be noted that this step only needs to keep track of the points that are selected in the low-dimensional space and correspond to the vertices of the projected convex hull.
In the same way the extended convex polytope is defined, an extended non-convex polytope is also defined. Observe that due to the definition of the extended convex polytope (Eq. (1)) and its approximation in Eq. (2), taking a global α value for all the convex polytopes suffices to expand the whole non-convex shape by a constant value α. In order to test if a point lies inside the nonconvex model, one must check if it lies inside of at least one of the constituting approximate polytope ensemble. Otherwise, it is said to be outside.
Validation methodology
The APE and NAPE algorithms are compared with several stateof-the-art one-class pattern recognition methods. APE is created by projecting data down to both one-dimensional (APE-1) and twodimensional (APE-2) spaces. The methods are validated on three different typology of problems using standard performance evaluation metrics.
Datasets. APE and NAPE are validated on three different typologies of problems:
Artificial datasets. These datasets are used to evaluate the behavior of the methods with respect to non-convexity. Normal distribution, banana-shaped, S-shaped, toroidal and 3-shaped distributions are used. Non-target points are generated using the procedure described in [28] . The radius of the generating hypersphere is set to 2. For each problem, 10-fold cross validation is performed on ten randomly created sets and results averaged.
UCI datasets. 82 real one-class problems derived from 23 UCI machine learning repository datasets are considered. For each dataset, one-class classification problems are obtained considering one of the classes as target and all the other classes as non-targets. The list of datasets used is shown in Table 1 . Each problem is evaluated using 5-fold stratified cross-validation on 10 different permutations of the data for a total of 50 experiments per problem.The final result is obtained averaging all the results. Due to its high computational complexity in training, a reduced set of problems are used for comparison with SVDD. This subset D n is composed by problems in Table 1 marked with a star. The choice of these datasets is based on the fact that all these datasets, except Tic-tac-toe, have cardinality less than 500 elements.
Real world classification problems. Two one-class modeling tasks related to user verification from walking patterns and text categorization have been considered as real-world scenarios for validating the proposed methodology. The user verification task must be viewed as a prototypical example of one-class classification task due to the difficulty to obtain all the possible counterexamples of unauthorized users. In this application, a commercial Android smart-phone is used to verify users in the wild, such as in rough terrains or in adversarial conditions, in crowded places or with obstacles using smartphone sensors data from 15 testers. Data associated to each user present high non-convexity. This is attributed to different user's walking speed, terrain conditions and obstacles. A 36-dimensional feature vector is computed from the triaxial acceleration data. Given a time frame, the extracted features are the average and standard deviation of the difference between pairs of consecutive peaks, difference between the maximum and the minimum values of consecutive peaks for acceleration and its derivative. The amount of data collected adds to 11 M examples. Text categorization has been considered as the second classification problem. The Technion Repository of Text Categorization Datasets [29] provides a large number of diverse collections for use in text categorization research. The collection contains many different datasets automatically acquired. In this experiment, the TechTC-100 collection containing 100 datasets has been used. Each dataset consists of a pair of categories with 150-200 documents. The number of features vary depending on the dataset. The dimensionality of the problems is considerably high, ranging from $ 13; 000 to $ 30; 000. In order to have one-class classification problems, for each dataset the first class to be categorized has been considered as target class.
Methods. The proposed approaches are compared to different density and boundary methods for one class classification. Gaussian model (Gauss), Mixture of Gaussians (MoG), Parzen Density Estimation (PDE) have been chosen as density methods. The boundary methods selected are k-centers (kC), k-nearest neighbor (kNN), k-means (kM) [30] , Minimum Spanning Trees (MST) [31] and SVDD. 3 These methods are the most commonly used in the literature for one-class classification problems. Fig. 4 . Approximation of bi-dimensional banana-shaped dataset using NAPE. 3 SVDD has been shown to behave better than one-class SVM classifiers over a wide range of problems [2] .
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Evaluation metrics. For artificial and UCI datasets, the Area Under the ROC Curve (AUC) is used as the performance measure for comparing different classification methods [32] . For real world classification problems, precision, recall and F-measure have been used to quantify the classification performances and explicitly show values resulting from parameter selection. For each run of cross-validation, the performance measures have been computed on the testing set once the operating point on the ROC curve has been chosen on a validation set.
Parameters setting. In order to compute the Area Under the Curve, each ROC curve is evaluated on 50 points varying the appropriate threshold of the classification method or the α parameter in APE-1, APE-2 and NAPE. In the case where additional parameters must be set, and for choosing the threshold values in the rest of the performance measures, i.e. precision, recall and F-measure, 2-fold cross-validation on the remaining training set for each iteration of the global stratified cross-validation process is used. The k value in k-NN, k-means, k-centers is chosen in the range from 1 to 10. The regularization parameter of SVDD is set using an outlier rejection rate of 0.1. For APE-1, APE-2 and NAPE, the number of projections has been set arbitrarily to 1000. Proper discussion regarding the number of projections needed is reported in Section 6.
Experimental results
In this section, results obtained on artificial and UCI datasets are described in Sections 5.1 and 5.2, respectively. In Section 5.3, results related to user verification and text categorization are reported.
Results on artificial datasets
Experiments on artificial datasets have been performed on datasets with 500, 750 and 1000 data-points. Due to its high computational complexity in training, SVDD has been evaluated only on a dataset with 500 data-points. In Table 2 , mean AUC and standard deviations are reported. APE-2 generally achieves better results than APE-1 for the same number of projections. NAPE always performs better than APE with significant improvement in the performances when the data set can be modeled using highly non-convex models, i.e. banana and toroidal datasets. Comparing with the rest of the methods, NAPE performs better than all the other methods on all the artificial problems taken into account, closely followed by MoG.
Results on UCI datasets
Results obtained on D n and D are reported in Tables 3 and 4 . Each element of the table represents the number of times the methods reported on the rows wins, ties and loses with respect to the method reported on the column. In order to evaluate the statistical significance at 95% significance level of the results, a z-test [33] is applied. The results show that NAPE is statistically better than almost all the methods on D n . On a bigger number of problems, NAPE is in most cases significantly better at 95% significance level and always significantly better at 90% significance level. This fact is shown in Table 4 . It should be noted that, there exists a wide range of problems where APE-2 and NAPE tie. This fact derives directly from the definition of the NAPE methodology that behaves like APE-2 when the problem is correctly modeled with just one convex model. APE-1 does not provide significant results when compared with the other methods.
Results on user verification
Average AUC and standard deviation on the user verification problem are shown in Fig. 5 . Both APE-2 and NAPE achieve the best results. At the same time, NAPE displays very small standard deviation with respect to the rest of the classifiers and the highest classification performance. k-means is the method that, after NAPE and APE-2, provide the best AUC. APE-1 does not provide significant good results when compared with other one-class classification methods. Precision, recall and F-measure obtained on the user verification problem are shown in Fig. 6 . NAPE provides the best performance for all the considered metrics. APE-2 achieves the second best general performance, though it has precision lower than MST because it can only model convex shapes. A pairwise comparison of MoG, MST, k-means, and k-NN against APE-2 and NAPE is provided in Figs. 5 and 6. Figs. 8 and 9 display scatter plots of the F-measure of one method compared with another. Each problem is depicted as a point in the plot. Each point above the separation line indicates that the F-measure performance on that problem is better by using the method reported on the Y-axis than using the method on the X-axis. Few problems have been better modeled by MoG and MST when compared with APE2. On the other hand, NAPE is able to model all the user verification problems better than the rest of the methods. 
Results on text categorization
Error bars for average precision, recall and F-measure for the text categorization problems are reported in Fig. 7 . The experimental results obtained on these very high dimensional datasets with scarce data availability show that NAPE converges to APE-2. This is expected since the correct modeling of a discrete set of points by means of convex models is a matter of resolution and data point density. Although APE2-NAPE have lower recall when compared to Gauss, k-means and MST, the method always shows higher precision and F-measure. Scatter plots for the F-measure comparing APE2-NAPE with the rest of the most significant methods are shown in Fig. 10 . Observe that the number of problems where APE2-NAPE outperform the other technique is significantly high.
Discussions
In this section, the number of random projections needed to approximate the original multi-dimensional convex hull, the role of the expansion parameter α in the classification process and the computational complexity of the methods are discussed. These parameters define the operating regime of the proposed methodologies.
Number of projections
The number of projections in APE-1, APE-2 and NAPE has been arbitrarily set to 1000. Experiments show that using 1000 projections, the AUC obtained generally converges to a maximum level of performances. However, using a lower number of projections, high level of performance can still be achieved. In Table 5 , the minimum, mean and maximum number of projections needed to reach 90%, 95% and 99% of the highest performance level computed on the one-class problems derived from UCI datasets are reported.
APE-2 and NAPE need a lower number of projections with respect to APE-1. Moreover, APE-2 and NAPE approximately used the same number of projections for reaching the maximum performance that is much lower than 1000, the number of projections used in the experiments with the UCI datasets. In order to reach 90% of the maximum value, APE-2 and NAPE need a very small number of projections. It is worth to note that, though the number of projections for reaching 90% and 95% of the performance is very small, a considerable number of projections is needed for reaching 99% of the maximum performance. Nevertheless, a mean value of 170 projections is needed for reaching the maximum performance with APE-2 and NAPE.
Expansion parameter
When non-target data are close to the boundary of the convex hull, the number of projections needed for checking if those points are inside the polytope might be very high. However, there is a synergistic effect that allows to mitigate this drawback. The number of projections needed for checking if a point lies inside of the polytope depends on the relative distance of the point to be checked d and the size of the polytope. If a ball of radius R inscribing the polytope is considered, the number of projections depends on p e Àd=R . It should be noted that a negative value of the expansion factor α shrinks the polytope. This fact has the double effect of increasing the distance of the point to the polytope by α and reducing the size of the polytope. As a result, the relative distance becomes ðd þ αÞ=ðRÀαÞ. Thus, reducing the value of the α parameter reduces drastically the number of projections needed at the cost of possibly changing the operating point.
Computational complexity
The proposed strategy has great advantages from both computational and memory storage points of view when compared with computing the multi-dimensional convex hull. In the following analysis, the number of examples is denoted by N; space dimension, d; iterations in k-means and number of projections in APE variants, τ; components in k-NN, k-means, MoG and NAPE, k; the number of support vectors and the number of vertices in APE variants, M, where M 5 N. Table 6 shows the different training and testing complexities for each of the methods. 4 APE1 and APE2 have two different parts: First, the random projection the from original space to a one-or two-dimensional spaces and, second, the creation of the convex hull in low dimensionality. The complexity for building the convex hull in 1D is OðNÞ and in 2D is OðN log NÞ. The projection of N data samples is OðNdÞ. Thus the complete computational complexity is given by OðτðNðd þ 1ÞÞÞ for APE1 and OðτðNd þN log NÞÞ for APE2. In terms of memory storage, it requires storing the set of vertices and the projection matrices. Observe that the theoretical expected results are consistent with the bars shown in the figure.
5 APE-1 is the fastest algorithm in both training and testing, followed by APE-2. SVDD is the slowest algorithm in training, followed by NAPE, though NAPE is 15 times faster than SVDD. NAPE is the slowest method in testing, followed by MST by a slight difference. NAPE is built using many APE-2 classifiers and the size of its ensemble depends by the radius parameter. If the problem is highly non-convex, many polytopes are needed to properly approximate the geometry of the original structure.
Conclusions
In this work, the approximate polytope ensemble (APE) and non-convex approximate polytope ensemble (NAPE) are presented. 4 Some computational complexities can differ according to the algorithm used.
We have chosen the most fair or known algorithms complexities. 5 The training time of k-NN shown in the figure corresponds to the time for setting the distance threshold value for a certain outlier rejection rate.
APE is based and extends the geometric concept of convex hull to model one-class classification problems. Expansion and contraction of the original polytope governed by a parameter α allows to avoid over-fitting and to choose the optimal operating point in the ROC curve. The high computational complexity for building the convex hull in high dimensional spaces is handled by projecting data down to one or two-dimensional spaces. In those lowdimensional spaces, building the convex hull and check if a point lies inside the polygon are well known problems with very efficient solutions. NAPE extends this approach using a tiling strategy of convex patches able to model non-convex structures. APE and NAPE have been compared on three different typologies of problems with widely used one-class classifiers. When highly nonconvex distributions are present, the differences in performance between NAPE and APE-2 is significant, as highlighted by the results obtained on artificial datasets. On those datasets, MoG is competitive with NAPE. On 82 one-class problems derived from UCI multi-class datasets, NAPE consistently outperforms the rest of the methods. A specific one-class problem related to mobile-phone user verification from walking patterns has been also used for evaluating the new methodology. On such problem, NAPE provides the best solution due to its ability to manage strong non-convex distributions. Finally, the proposed methods are validated in 100 text categorization datasets with very high dimensionality and scarce data availability. In those datasets NAPE converges to APE-2 and both significantly outperform the rest of the methods. Experimental results show that the number of projections needed by the method is not critical. For NAPE, there exists an optimal radius able to provide the best approximation at the expense of the time complexity. Further effort in improving the computational cost for building NAPE is needed. Additionally, the study of the role of the number of projections as a regularizer for controlling the model complexity and theoretical bounds on this number should be further investigated.
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