The Pontrjagin maximum principle solves the problem of optimal control of a continuous deterministic system. The discrete maximum principle solves the problem of optimal control of a discrete-time deterministic system. The maximum principle changes the problem of optimal control to a two point boundary value problem which can be completely solved only in special tasks. It was probably the reason that the maximum principle is not in favor this time. Optimal control of stochastic systems or even systems with probabilistic parameters is usually derived using stochastic dynamic programming. In the paper an alternative approach based on a stochastic modification of the maximum principle is presented, both for continuous and discrete-time systems. Cautious and certainty equivalent optimal control strategies are then derived using this method and the results are consistent with those achieved by stochastic dynamic programming.
INTRODUCTION
The Pontrjagin maximum principle Pontryagin et al. [1962] , Boltjanskij [1969] solves the problem of optimal control of a continuous deterministic system. The discrete maximum principle Propoj [1973] solves the problem of optimal control of a discrete time deterministic system. The maximum principle changes the problem of optimal control to a two point boundary value problem which can be completely solved for linear systems and a quadratic criterion. It was probably the reason that the maximum principle has fallen of favor in this time.
Stochastic discrete time models are usual tools used for description of uncertain systems. The result of identification of a system based on the data obtained from the real process is usually a model, parameters of which are given only by their mean values and covariances. In this case, different optimal control strategies can be derived, depending on the stochastic model that is accepted. An optimal control strategy respecting the uncertainty in the stochastic system is the cautious strategy. A control strategy using only the mean values of random variables and neglecting the uncertainty is called the certainty equivalent control strategy.
The standard approach to optimization of such stochastic systems uses stochastic dynamic programming Bertsekas [2005] . In the paper a stochastic version of the maximum principle both for continuous and discrete time systems is presented as an alternative to dynamic programming. Both stochastic control strategies mentioned above are derived in the paper using the proposed method and comply with the results achieved by dynamic programming. The paper is organized as follows: In section 2 the state space equations of stochastic systems are presented. The stochastic maximum and minimum principle is proved in the following section 3. The continuous time case is presented in subsection 3.1 and the stochastic minimum principle for discrete-time stochastic systems is presented in subsection 3.2. In the next section 4 the cautious strategy of a linear discrete-time system is derived using the stochastic minimum principle (subsection 4.1) and also using the dynamic programming (subsection 4.2). In the following section 5 the nonminimal realization of an AutoRegressive model with eXternal input known as ARX model is presented. In section 6 the optimal cautious and certainty equivalent control strategies of an ARX model are derived.
STATE SPACE DESCRIPTION OF STOCHASTIC SYSTEMS
Continuous-time stochastic systems are described by the Ito stochastic differential equation Jazwinski [1970] 
where x(t) and u(t) are the system state and input, respectively. The function f is a nonlinear, real, vector function, w(t) is the Wiener process and dw(t) = w(t + dt) − w(t) is an increment of this process. The Wiener process is defined by the following relations:
and by the condition that its increments are stationary independent. The Wiener process (or also Wiener-Lévy process) has a normal probability distribution with a zero mean and a variance matrix V · t, where the matrix V is a variance parameter. The Wiener process is a mathematical description of the Brownian motion. A realization of the Wiener process has an interesting property -it is continuous with probability one and its derivative does not exist almost everywhere for almost all realizations. The increments in nonoverlapping intervals are independent. Equation (1) can be written in a formal way in the forṁ
where the random process e(t) is a continuous (in time) white noise with the autocovariance function cov {e(t 1 ), e(t 2 )} = V δ(t 1 − t 2 ), (4) where δ(t) is the Dirac distribution. The description of a stochastic system by (3) must be considered as a symbolic analogy of the Ito stochastic differential equation (1), because the derivative
of the Wiener process w(t) does not exist. An exact description of a continuous-time stochastic system is presented in Aström [1970] or Jazwinski [1970] .
For a linear stochastic system described by the equatioṅ
where A and B are matrices of proper dimensions, the development of the mean value of the state is (for u(t) = 0) x(t) = A x(t) and the state variance matrix is described by the solution of the Lyapunov equationṖ (t) = P (t)A T + AP (t) + V . The previous equations are solved from the initial conditions given by the initial information about the initial state.
The equation (3) describes the development of the system state. In practice, the function f is usually not known exactly and it is supposed that only its structure is known and that it depends on some set of additional parameters θ. These parameters are usually obtained by experimental identification of the system. In such case, the parameters θ may be expressed by a random vector with a mean and variance, values of which are updated from measurements online. Then the description of the system has the forṁ
where θ is a vector of the system parameters, the uncertainty of which is described by its mean and variance matrix.
A similar approach can be used for derivation of a discretetime stochastic system description. In such case the state space equation of the system has the form
where e(t) is now a discrete (in time) white noise with a zero mean and autocovariance function cov {e(t 1 ), e(t 2 )} = V δ(t 1 − t 2 ). The symbol δ denotes the discrete-time impulse.
STOCHASTIC MAXIMUM PRINCIPLE

Continuous-time case
Let us have the state space equations of a stochastic system in the form (7). The optimality criterion has a general form
where h and g are criterion functions and E denotes the mean value. We are looking for an optimal control sequence u * (t) satisfying resrictions u(t) ∈ U , that minimizes the above criterion with respect to the state space equation of the system (7).
To give a proof of the stochastic maximum principle it is necessary to augment the n -dimensional state
T of the system by an artificial variable x 0 (t) described bẏ
where g is the function from (9). The criterion (9) then equals
(11) Let us denote the augmented (n + 1) -dimensional state as
and the augmented state space equation of the sys-
The same notation for the augmented state is used for simplicity. The problem is now solved in an (n + 1) -dimensional state space.
Suppose that u * (t) and x * (t) are the optimal control and the optimal state trajectory, respectively. The idea is to disturb the optimal control u * (t) in some way. The disturbance of the optimal trajectory must not result in a lower value of the criterion. The disturbance of the optimal control is realized by the so called 'needle variation' of the optimal control (see Feldbaum [1965] ). So u(t) = u * (t) for t ∈ [t 0 , τ − ε] and t ∈ [τ, t 1 ], but in the time interval τ − ε < t < τ the control is arbitrary, but admissible.
The difference between the optimal trajectory x * (t) and the suboptimal trajectory x(t) resulting from the disturbed control u(t) in time τ is, up to first order approximation, proportional to ε, so
where x(t) and x * (t) are realizations of stochastic processes. For t ≥ τ the variation δx(t) = x(t) − x * (t) is nonzero and up to the first order approximation it is described by the equation
with an initial condition (13). The variation of the criterion equals
where up to the first order approximation
(16) The variation of the criterion is nonnegative, because the optimal control u * (t) minimizes the criterion. The relation (15) can be written in the form
where the (n + 1) -dimensional costate p(t 1 ) equals
We try to find the costate p(t) to be able to obtain the variation of the criterion in an arbitrary time
The derivative equals
From (14) it follows (22) and because δx(t) is nonzero and arbitrary, the differential equation for the costate p(t) equals dp dt
The variation of the criterion equals (19) and so
From (24) follows that the Hamiltonian on the optimal trajectory is maximal, so u * (t) = arg max
From (23) follows the differential equation for p 0 (t) dp
because the right hand sides of the augmented state space equations do not contain the coordinate x 0 (t). So p 0 (t) = const and from the final condition p 0 (t) = −1.
In the following it is possible to return to the ndimensional state and costate in a simple way. Let us define the Hamiltonian only in an n -dimensional state space as (28) and the state and costate differential equation can be written in the usual forṁ
and the optimal control is obtained from (26), where the Hamiltonian equals (28).
Only if there is no limitation for control, the optimal control can be obtained from the solution of the necessary condition
The problem is that the random vector x(t) is obtained from the stochastic differential equation (7) with the initial condition x(t 0 ) and the costate system (29) must be solved backwards in time from the final condition p(
. At the same time the optimal control is obtained from (26).
The solution of the optimization problem results in a boundary value problem for a system of two stochastic differential equations and maximization of the Hamiltonian simultaneously. Optimal control for stochastic system must be realized only by feedback to reduce the uncertainties, so it is necessary to find the relation between state and costate which can be simply realized in LQG control problem.
Discrete-time case
The stochastic maximum principle for discrete-time systems has a similar form as for continuous time case, but with some modification. The optimality criterion in the discrete time case has the form
where discrete time t ∈ Z. We are looking for the optimal control sequence u * (t) minimizing the previous criterion with respect to the state space equation of the system
and respecting the limitation of control u(t) ∈ U .
In such case we are looking for optimal control sequence
Such problem is the problem of parametric optimization which belongs to the mathematical programming. Due to the stochastic nature of the problem it is necessary that optimal control must be realized by feedback to reduce the uncertainty.
It is useful to augment the n-dimensional state of the system x(t) = [x 1 (t), . . . , x n (t)]
T by artificial variable x 0 (t) described by where g(x(t), u(t) ) is from optimality criterion (31). The optimality criterion (31) then equals
T and the augmented state space equation of the systemx(t + 1) =f (
To guarantee the convexity of the problem it is necessary that the set of reachable states in one step R 1 (x) = {s; s =f (x(t), u(t), θ), u(t) ∈ U } (35) is convex for arbitraryx(t). Due to the convexity of reachability set R 1 (x) in one step it is guaranteed the convexity of reachability set R k (x) for arbitrary k steps.
If the original system is linear with respect to control u(t) the convexity of reachability set is guaranteed. The only problem is with augmented state x 0 (t), because the function g(x, u) is usually nonlinear in u(t). Later the minimization of the criterion will be searched on reachability set R (t1−t0) (x). The minimum is not reached on upper part of reachability set, so it is possible to redefine the reachability set as
If the reachability set R 1 (x 0 , x(t)) is convex, the convexity of the minimization problem is guaranteed.
To solve the minimization problem let us introduce the Lagrangian
L(x(t), u(t),p(t + 1)) = h(t
where p 0 (t), p(y) = [p 1 (t), . . . , p n (t)] are Lagrange sequences. The augmented criterion then equals
Let us define the Hamiltonian
H(p 0 (t + 1), p(t + 1), x(t), u(t)) = (39)
It is more natural to develop stochastic minimum principle instead of maximum principle. The difference is only in the sign of Hamiltonian and the definition of reachability set. The criterion has the form
so after the substitution of Hamiltonian the criterion equalsJ
Suppose that the augmented criterion is differentiable with respect to x(t), x 0 (t), u(t), then the increment of the augmented criterion along the trajectory can be expressed in the form
If the Lagrangian is chosen in such a way that the increment of the state dx(t) does not influence the augmented criterion, (so dJ dx = 0 ) then the following conditions are obtained
and p 0 (t) = 1, ∀t ∈ (t 0 , t 1 ). The state equation of the system can be written in the form
The increment of the criterion equals
For optimal control u * (t) which minimizes the criterion the increment of the criterion must be nonnegative, so
If there is no limitation on control, then the optimal control is obtained from
If the control u(t) is limited u(t) ∈ U , the cone of admissible variations δu is defined
48) It is necessary that such cone is convex and has interior point, it follows from Slaters regularity condition. In some cases such cone is open set. But the optimum can be obtained only on closed sets. To obtain closed set, its boundary is added to form the generalized cone of admissible variations which is denotedK(u). Instead of condition (46) it is necessary for optimal control u * (t) that the variation of Hamiltonian is nonnegative
From this follows the stochastic minimum principle:
Let u * = {u * (t 0 ), . . . , u * (t 1 − 1)} is the optimal control of the system (32) minimizing the optimality criterion (31).
If the reachability set (36) is convex and the cone of admissible variationsK(u) satisfies the regularity condition, then the Hamiltonian reaches its minimum
when the system follows state equation (44) and costate p(t) follows costate equation (43).
In some cases of a stochastic linear system with random state matrix A and control matrix B and quadratic criterion, the solution can be obtained in a closed form, as it is described in the following sections.
CAUTIOUS STRATEGY OF LINEAR STOCHASTIC SYSTEM
In this section the cautious strategy of a discrete-time stochastic system with probabilistic parameters is derived.
The state space equations of the system have the form
y(t) = Cx(t) + Du(t).
Matrices A, B, C and D have probabilistic parameters. The additive noise is not considered because it does not change the optimal control, it only augments the criterion. The optimality criterion has the form
After substitution the criterion has the form
where
Cautious strategy by discrete stochastic minimum principle
The state space equations of the system have the form (51). where the matrices A, B, C and D have probabilistic parameters. Let us suppose, that the state of the system can be measured as it is in the case of the nonminimal realization of an ARX model, which is explained later.
The optimality criterion has the form (52). After the substitution the criterion has the form (53). To solve the problem by the stochastic minimum principle the Hamiltonian is formed
(54) The difference equation for the conjugate system is
. (55) The optimal control minimizes the Hamiltonian, u * (t) = arg min u E {H (x, p, u) }. The necessary condition equals
Because the system and conjugate system are both linear and the criterion is quadratic, it can be proved that the state of the conjugate system is linearly dependent on the state of the system, so p(t) = +2G(t)x(t). Then the equation for the optimal control has the form
From this relation follows the expression for the optimal control u * (t)
The Riccati difference equation is obtained from the difference equation for the costate (55) after the substitution
After the substitution for optimal control u * (t) and realizing that a deterministic feedback matrix is searched, the Riccati difference equation for G(t) is obtained
The optimal control u * (t 1 ) in the final time t 1 follows according to the criterion (53) from
. The minimum of the previous term equals
T xu x(t 1 ), and so the final condition for the Riccati equation (59) equals
Dynamic programming approach
The same problem now will be solved by the dynamic programming.
The optimal value of the criterion, denoted as J * , depends on initial time t 0 , initial state x(t 0 ) and final time t 1 , so J * = J state x(t) (final time t 1 is fixed). Consider that optimal function has the form V (x(t), t) = x T (t)G(t)x(t) (61) Optimal function V (x(t), t) can be computed in a recursive way according to the formula
+ V (x(t + 1), t + 1)|x(t)} which is well known Bellman equation. Conditional mean is used in the previous formula to express the fact that by the minimization with respect to u(t) the state x(t) is known. After the substitution for y(t) the Bellman equation has the form
From the form of weighting matrices Q, Q u , Q xu and R it is obvious, that their elements depend on system parameters.
After the substitution for state x(t + 1) from (51) the optimal function equals
The minimization in the previous formula is done by completing the squares
From the previous form of optimal function it is obvious, that u * (t) minimizes the relation and so it is the optimal control.
Comparing linear terms in previous two relations
the optimal control is obtained
The formula (63) for optimal control u * (t) can be substituted to the formula for optimal function (62) and the recursive relations for matrix sequence G(t) is obtainedthe same as (59).
Optimal function for the final time t 1 equals V (x(t 1 ),
and the optimal control in time t 1 is
From this follows the final condition for G(t 1 ) as in (60).
The formulae obtained by dynamic programming are completely the same as the results obtained using stochastic minimum principle.
NONMINIMAL REALIZATION OF ARX MODEL
Let us consider the ARX model of a stochastic system y(t) = z T (t)θ(t) + e(t),
where y(t), u(t) are the output and input of the system, respectively. The regressor z(t) = [u(t), y(t − 1), u(t − 1), . . . , y(t − n), u(t − n)] is formed from delayed inputs and outputs and θ(t) =  [ b 0 , a 1 , b 1 , a 2 , . . . , a n , b n ] is the vector of parameters. The noise vector e(t) is a random variable e(t) ∼ N (0, σ 2 e ). The parameter vector θ(t) of the ARX model is not known exactly. Its mean and variance matrix are θ(t) and P θ (t).
For a nonminimal state space realization of the ARX model (65), the state vector x(t) of dimension 2n is formed from delayed outputs and inputs x(t) = [y(t − 1), u(t − 1), y(t − 2), . . . , y(t − n), u(t − n)]. The state space equations have the usual form
x(t + 1) = Ax(t) + bu(t) + he(t),
y(t) = c T x(t) + du(t) + e(t),
where the matrices and vectors have the form 
Such realization is not observable and the unobservable modes have eigenvalues equal to zero and so these modes disappear after several steps.
Parameter vector θ(t) of the ARX model equals θ(t) = b 0 c T T . The parameter estimation procedure results in the parameter vector mean and variance matrix, so
The additive noise vector e(t) is not considered because it does not change the optimal control, it only augments the criterion.
OPTIMAL STRATEGY OF THE NONMINIMAL REALIZATION OF THE ARX MODEL
Let us repeat the cautious strategy of a general state space model in the form (51) and the quadratic criterion in the form (52) The optimal control is given by (58) where the matrix G(t) is given by the recursive relation (59). The means of the weighting matrices equal
