Despite the popularity and practical success of total variation (TV) regularization for function estimation, surprisingly little is known about its theoretical performance in a statistical setting. While TV regularization has been known for quite some time to be minimax optimal for denoising one-dimensional signals, for higher dimensions this remains elusive until today. In this paper we consider frame-constrained TV estimators including many well-known (overcomplete) frames in a white noise regression model, and prove their minimax optimality w.r.t. L q -risk (1 < q ≤ d+2 d ∧ 2) up to a logarithmic factor in any dimension d ≥ 1. Overcomplete frames are an established tool in mathematical imaging and signal recovery, and their combination with TV regularization has been shown to give excellent results in practice, which our theory now confirms. Our results rely on a new interpolation inequality to relate the frames and certain Besov spaces to the risk functional.
Introduction
We consider the problem of estimating a real-valued function f of bounded variation (BV ) from observations in the commonly used white noise regression model (see e.g. Brown and Low (1996) , Reiß (2008) and Tsybakov (2009) )
( 1.1) Here, dW denotes the standard Gaussian white noise process in L 2 (T d ), and we identify the d-torus T d ∼ R d /Z d with the set [0, 1) d , i.e. to simplify technicalities we assume f to be a 1periodic function. To ease notation we will henceforth drop the symbol T d , and write for instance L 2 instead of L 2 (T d ), and so on. See Remark 4 in Section 2 for a more detailed explanation and for the arguments needed to treat nonperiodic functions. The function f is further assumed to be of bounded variation, written f ∈ BV , meaning that f ∈ L 1 and its weak partial derivatives of first order are finite Radon measures on T d (see e.g. Chapter 5 in Evans and Gariepy (2015) ). Note that, for (1.1) to be well-defined, we need to assume additionally that f ∈ L 2 if d ≥ 3, since only in d = 1, 2 we have f ∈ BV ⊂ L 2 . In the following we assume that σ is known, otherwise it can be estimated √ n-efficiently (see e.g. Munk et al. (2005) or Spokoiny (2002)), which will not affect our results. Due to their low smoothness, functions of bounded variation are well suited to model objects with discontinuities. This is a desirable property for instance in medical imaging applications, where sharp transitions between tissues occur, and smoother functions would represent them inadequately. Consequently, BV functions have been studied extensively in the applied and computational analysis literature, see e.g. Chambolle and Lions (1997) , Meyer (2001) , Rudin et al. (1992) , Scherzer et al. (2009) and references therein. Remarkably, the very reason for the success of functions of bounded variation in applications, namely their low smoothness, has difficulted the development of a rigorous theory for the corresponding estimators in a statistical setting. With the exception of the one-dimensional case d = 1, where Mammen and van de Geer (1997) showed that the least squares estimator with a total variation (TV) penalty attains the minimax optimal convergence rates, there are to the best of our knowledge no statistical guarantees for estimating BV functions in dimension d ≥ 2. Roughly speaking, the main challenges in higher dimensions are twofold: first, the embedding BV ֒→ L ∞ fails if d ≥ 2; and second, the space BV does not admit a characterization in terms of the size of wavelet coefficients.
A way around the difficulty of analyzing TV-regularization in higher dimensions is to discretize the observational model (1.1), thereby reducing the problem of estimating a function f ∈ L 2 to that of estimating a vector of function values (f (x 1 ), . . . , f (x n )) ∈ R n . In particular, the risk is measured by the Euclidean norm of R n , and not by the continuous L 2 -norm. TV-regularized least squares in this discrete setting is nowadays fairly well understood. We mention Dalalyan et al. (2017) and Hütter and Rigollet (2016) , who proved convergence rates in any dimension, which were shown to be minimax optimal in that model Sadhanala et al. (2016) , and its generalization to trend-filtering is a current research topic Guntuboyina et al. (2017) , Wang et al. (2016) . However, this discretized model disregards the infinite-dimensional nature of the function estimation problem, and our work aims to close this gap.
To this end, we consider the continuous model (1.1) and present estimators for f that are minimax optimal up to logarithmic factors in any dimension, i.e. they attain the polynomial rate n − 1 d+2 for the L q -risk, q ∈ (1, 2 ∧ d+2 d ]. These estimators combine the strengths of TV and multiscale data-fidelity constraints, in contrast to the above mentioned works for the discretized model, which typically employ a simple quadratic data-fidelity (see Figure 1 for an illustration of the different performance when d = 2). Multiscale data-fidelity terms and the associated reconstructions by the corresponding dictionary are widely used since the introduction of wavelets (see e.g. Daubechies (1992) and Donoho (1993) ), and specially for imaging tasks overcomplete frames such as curvelets (Candès and Donoho, 2000) , shearlets (Guo et al. (2006) , Labate et al. (2005) ) and other multiresolution systems (see Haltmeier and Munk (2014) for a survey) have been shown to perform well in theory and numerical applications. In contrast, multiscale methods using overcomplete frames in combination with a TV-functional only have been empirically shown to yield promising results for function estimation (Candès and Guo (2002) , Dong et al. (2011 ), Frick et al. (2012 , Frick et al. (2013) ). Despite of a lacking theoretical understanding in a statistical setup these methods have been rarely used in routine applications, as they need large scale convex optimization methods for their computation. However, in the meantime such methods have become computationally feasible due to recent progress in optimization, e.g. the development of primal-dual methods (Chambolle and Pock, 2011) or semismooth Newton methods (Clason et al., 2010) . Still, this practical success is until today overshadowed by lacking theoretical guarantees for these estimation methods. In this paper we aim to fill this gap and will show that such estimators are optimal in a minimax sense up to logarithmic factors.
Multiscale total variation estimator
Let Φ = φ ω ω ∈ Ω ⊂ L 2 be a dictionary of functions indexed by a countable set Ω and satisfying φ ω L 2 = 1 ∀ω ∈ Ω. Consider the projection of the white noise model (1.1) onto Φ,
where ·, · denotes the standard inner product in L 2 . For each n ∈ N, given the observations Y ω , our estimatorf Φ for f is defined as any solution to the constrained minimization problem
Here, the expression |g| BV denotes the bounded variation seminorm of a function g (see Section 2.1), and the subset X ⊂ BV , the finite subset Ω n ⊂ Ω and the threshold γ n > 0 will be specified later. We show below that, given a family Φ, there are universal choices of Ω n and γ n that guarantee optimal behavior off Φ in an asymptotic minimax sense.
Example 1. In order to explain the estimatorf Φ , consider the situation where d = 2 and the dictionary Φ consists of normalized indicator functions of dyadic squares (Nemirovski, 2000) ,
where |B| denotes the Lebesgue measure of the set B. Choose the set Ω n in (1.3) to consist of all dyadic squares in [0, 1] 2 of measure ≥ n −1 at dyadic positions, which gives #Ω n ∼ n. Then, the estimatorf Φ has the form
where the maximum is taken over squares B ⊆ [0, 1] 2 of size |B| ≥ 1/n with vertices at dyadic positions. The main peculiarity off Φ is the data-fidelity term, which encourages proximity off Φ to the truth f simultaneously at all large enough dyadic squares B. This results in an estimator that preserves features of the truth in both the large and the small scales, thus giving a spatially adaptive estimator. This is illustrated in Figure 1 (see Frick et al. (2013) for an algorithmic implementation): the estimatorf Φ is represented in part (c), and it succeeds to reconstruct the image well at both the large (sky and building) and small scales (stairway). In Figure 1 (d) we show for comparison the classical TV-regularization estimator, a.k.a. Rudin-Osher-Fatemi (ROF) estimator (Rudin et al., 1992) 
which employs a global L 2 data-fidelity term. The parameter λ is chosen here in an oracle way so as to minimize the distance to the truth, where we measure the "distance" by the symmetrized Bregman divergence of the BV seminorm (see Section 3 of Frick et al. (2012) ). As seen in Figure 1(d) , the estimator successfully denoises the image in the large scales at the cost of details in the small scales. The reason is simple: the use of the L 2 norm as a data-fidelity, which measures the proximity to the data globally. This means that the optimal parameter λ is forced to achieve the best trade-off between regularization and data fidelity in the whole image: in particular, in rich enough images there will be regions where one either over-regularizes or under-regularizes, e.g. in the stairway in Figure 1(d) .
The estimatorf Φ requires the choice of the parameter γ n . By (1.2), we expect the coefficients of the truth φ ω , f to be close to Y ω . This motivates choosing γ n such that the truth f satisfies the constraint in the right-hand side of (1.4) with high probability, which is achieved by the universal threshold γ n (κ) = κσ 2 log #Ω n n , (1.6) with κ depending on the dictionary Φ in an explicit way. This choice yields minimax optimality forf Φ up to logarithmic factors in any dimension with respect to the L q -risk, q ∈ (1, 2∧ d+2 d ] (see Theorem 1). We remark that this universal choice of the parameter γ n appears to us as a great conceptual and practical advantage of the estimator (1.3), in contrast to penalized estimators such as (1.5) requiring more complex parameter-choice methods (e.g. Lepskii (1991) or Wahba (1977) ). In particular, γ n in (1.6) can be computed using known or simulated quantities only.
Other examples that minimize the BV seminorm and fall into the framework of (1.3) result from dictionaries Φ consisting of a wavelet basis (Donoho (1993) , Härdle et al. (2012) ), a curvelet frame (Candès and Donoho, 2000) or a shearlet frame . Such estimators have been proposed in the literature (Candès and Guo (2002) , Frick et al. (2012) , Malgouyres (2002) ) and have been shown to perform very well in simulations, outperforming wavelet and curvelet thresholding, and TV-regularization with global L 2 data-fidelity, as confirmed in Fig 
Multiscale data-fidelity
We now discuss conditions on Φ required for our results. One of these conditions takes the form of a compatibility between the dictionary Φ = {φ ω } ω∈Ω and the norm of the Besov space B −d/2 ∞,∞ (see Section 2.1). We will require that for each n ∈ N there is a finite subset Ω n ⊂ Ω such that
holds for any function g ∈ L ∞ . This is a Jackson-type inequality (Cohen, 2003) , representing how well a function can be approximated in the Besov B −d/2 ∞,∞ norm by its coefficients with respect to Φ. It is well-known that smooth enough wavelet bases satisfy this condition (Cohen, 2003) . In Section 2.4 we will extend (1.7) to more general multiscale systems, e.g. the system in Example 1 and mixed frames of wavelets and curvelets and of wavelets and shearlets.
The appearance of the Besov space B −d/2 ∞,∞ in (1.7) may seem arbitrary at first sight, but it is actually quite natural. It results from the use of the maximum of the frame coefficients as a constraint in (1.3), which itself is motivated by the following fact: the space B −d/2 ∞,∞ measures the limit Besov regularity of the paths of white noise, in the sense that
where the white noise dW is seen as a random Schwartz distribution (see Veraar (2011) for more refined statements). This means that the B −d/2 ∞,∞ norm is a natural way of measuring the smoothness of white noise, which suggests to use that norm to measure the residuals of our estimator, i.e. the constraint in (1.3). Indeed, we show below that this constraint ensures that most of the noise is removed.
Let us mention that there are modifications of the Besov spaces constructed to measure the smoothness of white noise more accurately (see e.g. Section 5.2.2 in Giné and Nickl (2015) ). However, we will not need them in this work, since our theoretical analysis naturally fits in the context of Besov scales. In a different direction, the optimal balancing of the different scales in the constraint of (1.3) is very much related to the multiplicative scaling used by Dümbgen and Spokoiny (2001) to correctly weight their test statistics. In that setting, one may wonder whether an additive scaling is necessary in our setting, as it is in theirs. The answer is that such an additive scaling would help us remove some (but not all) of the logarithmic terms in the error bound in Theorem 1 below, but would imply additional difficulties in the theoretical analysis of the estimator, since the constraint would not match the Besov scale exactly.
Convergence analysis
The main contribution of this paper is a unified analysis of estimators of the form (1.3) for a class of dictionaries Φ. For fixed L > 0, define the BV ∩ L ∞ -ball of radius L,
(1.8)
Our main theorem (Theorem 1 in Section 2.2) can be informally stated as follows.
Theorem 1 (Informal). Let the dimension d ≥ 2, and let Φ satisfy an inequality of the form (1.7), with smooth enough elements φ ω (see Assumption 1 in Section 2.2). Let the threshold γ n in (1.3) be as in (1.6) for κ > κ * depending on Φ and d only. Then the estimatorf Φ attains the minimax optimal rates of convergence over BV L up to a logarithmic factor,
for n large enough, for any q ∈ 1, d+2 d , any L > 0 and a constant C L > 0 independent of n, but dependent on L, σ, d and Φ. For d = 1, (1.9) holds for q ∈ (1, 2] with an additional log n factor.
The convergence rate in (1.9) is indeed minimax optimal over the class BV L up to the logarithmic factor, as it is the optimal rate over the smaller class of bounded functions with bounded gradients (Nemirovski, 2000) .
The proof of (1.9) relies on an interpolation inequality between B −d/2 ∞,∞ and BV ,
This inequality can be proven by a delicate analysis of the wavelet coefficients of functions of bounded variation (the original proof is in Cohen et al. (2003) , and in Section 5.3 we prove an extension of (1.10) to periodic functions that we need here). The inequality (1.10) is the first step towards bounding the L q -risk off Φ : inserting g =f Φ −f we can bound it in terms of the B −d/2 ∞,∞ and the BV -risks. It can be shown that the BV -risk is bounded by a constant with high probability, while the B −d/2 ∞,∞ -risk can be handled using inequality (1.7) as follows:
The first term is bounded by γ n = O(n −1/2 √ log #Ω n ) by construction, and it represents the error that we allow the minimization procedure to make. The second term behaves as O(n −1/2 √ log #Ω n ) asymptotically almost surely, and it represents the stochastic error of the estimator. The third term arises from the compatibility between Φ and the Besov space B −d/2 ∞,∞ stated in (1.7). Inserting the result in (1.10) yields the conclusion that f Φ − f L q ≤ C n − 1 d+2 log n with high probability. See Section 3 for the full proof. Crucial for our proof is the inequality (1.10), which relates the risk functional on the lefthand side with the data-fidelity and the regularization functionals on the right-hand side. This inequality is sharp, in the sense that the norms in the right-hand side cannot both be replaced by weaker norms. In this sense, it is important that our estimator (1.3) combines a bound on the frame coefficients (related to the B −d/2 ∞,∞ -norm) with control on the BV -seminorm. Further, the sharpness implies that our proof strategy does not apply to estimators defined with other datafidelity or regularization functionals. In particular, we give in Remark 7 a heuristic argument of why this strategy cannot provide optimality of wavelet thresholding, since it does not control the BV -seminorm. A similar argument holds for the TV-regularized estimator (1.5): it controls the L 2 -norm of the residuals instead of their B −d/2 ∞,∞ -norm, and translating the former norm in the latter yields a suboptimal bound on the risk.
Let us finally comment on the parameter set (1.8). The requirement that BV L includes a bound on the supremum norm is needed for the derivation of convergence rates. The L ∞boundedness, which could be relaxed to boundedness in the Besov B 0 ∞,∞ -norm (see Remark 3), is needed for an error control of the form
(1.12)
Since the embedding B 1 1,∞ ⊂ B 0 ∞,∞ holds for d = 1 only (see (2.2)), and since we have BV ⊂ B 1 1,∞ , we see that a typical function of bounded variation does not belong to B 0 ∞,∞ if d ≥ 2. Hence, the Jackson-type inequality in (1.12) cannot hold for general functions of bounded variation in d ≥ 2. This explains why our parameter space is the intersection of a BV -ball with an L ∞ -ball. Finally, we remark that most works in function estimation deal with Hölder or Sobolev functions with k > d/p, so the assumption f ∈ L ∞ is implicit. Alternatively, we refer to Section 3 in Lepski et al. (1997) and to Delyon and Juditsky (1996) 
Related work
This paper is related to a number of results at the cutting edge of statistics and applied harmonic analysis. Starting with the seminal paper of Rudin et al. (1992) that proposed the TVregularized least squares estimator (1.5) for image denoising, the subsequent development of TVbased estimators depends greatly on the spatial dimension. In dimension d = 1, Mammen and van de Geer (1997) showed that the ROF-estimator attains the optimal rates of convergence in the discretized nonparametric regression model, and Donoho and Johnstone (1998) proved the optimality of wavelet thresholding for estimation over BV . We also refer to Davies and Kovac (2001) and Dümbgen and Kovac (2009) for a combination of TV-regularization with related multiscale data-fidelity terms in d = 1, and to Li et al. (2017) for a different approach. In higher dimensions, the situation becomes more involved due to the low regularity of functions of bounded variation. An approach for dealing with this low regularity is to employ a finer data-fidelity term, a strategy that has been used by several authors. In this sense, we distinguish three different variants of the ROF-model that are related to our approach. First, Meyer (2001) proposed the replacement of the L 2 -norm in the ROF functional by a weaker norm designed to match the smoothness of Gaussian noise. Several algorithms and theoretical frameworks using the Besov norm B −1 ∞,∞ (Garnett et al., 2007) , the G-norm (Haddad and Meyer, 2007) and the Sobolev norm H −1 in d = 2 (Osher et al., 2003) were proposed, but the statistical performance of these estimators was not analyzed. A different approach started with Durand and Froment (2001) , Malgouyres (2001) and Malgouyres (2002) , who proposed estimators of the form (1.3) with a wavelet basis Φ in dimension one. Following this approach and the development of curvelets (see e.g. Candès and Donoho (2000) for an early reference), Candès and Guo (2002) and Starck et al. (2001) proposed the estimator (1.3) with Φ being a curvelet frame and a mixed curvelet and wavelet family, respectively, which showed good numerical behavior. A third line of development that leads to the estimator (1.3) began with Nemirovski Nemirovski (1985) (see also Nemirovski (2000) ). He proposed a variational estimator for nonparametric regression over Hölder and Sobolev spaces that used a data-fidelity term based on the combination of local likelihood ratio (LR) tests: the multiresolution norm. In statistical inverse problems, Dong et al. (2011) proposed an estimator using TV-regularization constrained by the sum of local averages of residuals, instead of the maximum we employ in (1.3).
Regarding the tools and techniques we use, we mention in particular the concept of an interpolation inequality that relates the risk functional, the regularization functional and the data-fidelity term (see Nemirovski (1985) for the first derivation of that interpolation inequality, and Grasmair et al. (2018) ). Nevertheless, while the inequality in those papers is essentially the Gagliardo-Nirenberg inequality for Sobolev norms (see Lecture II in Nirenberg (1959) ), we extend and make use of interpolation inequalities for the BV norm, e.g. equation (1.10), see Cohen et al. (2003) and Ledoux (2003) . Finally, as opposed to Grasmair et al. (2018) , we formulate our results in the white noise model. This eases the incorporation of results from harmonic analysis (e.g. the interpolation inequalities between BV and B −d/2 ∞,∞ and the characterization of Besov spaces by local means) and from probability theory (the path regularity of white noise) to our statistical analysis. See however Section 4 for a discussion of our results in the discretized nonparametric regression model analogous to (1.1).
Organization of the paper
The rest of the paper is organized as follows. In Section 2 we state general assumptions on the family Φ under which the estimatorf Φ is shown to be nearly minimax optimal over the set BV L . We state a general convergence theorem and give a sketch of the proof. Then we present examples of the estimator (1.3) where Φ is a wavelet basis, a multiresolution system, and a curvelet or shearlet frame combined with wavelets, and show their almost minimax optimality over a range of L q -risks. The proof of the main theorem is given in Section 3, while the rest of the proofs are relegated to the Appendix in Section 5.
Notation
We denote the Euclidean norm of a vector
For a real number x, define ⌊x⌋ := max m ∈ Z m ≤ x and ⌈x⌉ := min m ∈ Z m > x . The cardinality of a finite set X is denoted by #X. We say that two norms · α and · β in a normed space V are equivalent, and write
Finally, we denote by C a generic positive constant that may change from line to line.
Results

Basic definitions
For k ∈ N, let C k denote the space of k-times continuously differentiable periodic functions on [0, 1) d , which we identify with the d-torus T d . The space of 1-periodic functions of bounded variation BV consists of functions g ∈ L 1 whose weak distributional gradient ∇g = (∂ x 1 g, · · · , ∂ x d g) is a R d -valued finite Radon measure on [0, 1) d . The finiteness implies that the bounded variation seminorm of g, defined by
is finite. BV is a Banach space with the norm g BV = g L 1 + |g| BV , see Evans and Gariepy (2015) . For S ∈ N, let Φ = ψ j,k,e (j, k, e) ∈ Ω be an S-regular wavelet basis for L 2 (T d ) whose elements are S times continuously differentiable with absolutely integrable S-th derivative, indexed by the set
In particular, we consider wavelets of the form
is a tensor product of periodized one-dimensional wavelets, and
denotes either the mother wavelet or the father wavelet of a one-dimensional wavelet basis of L 2 . The index (0, · · · , 0) ∈ E 0 refers here to (shifts of) the father wavelet ψ 0,k,0 = ϕ(· − k). See e.g. Section 4.3.6 in Giné and Nickl (2015) for the construction of such a basis. Then for p, q ∈ [1, ∞] and s ∈ R with S > |s|, the Besov norm of a (generalized) function is defined by
consists of L p functions with finite Besov norm, while if s > 0 and p = ∞, then B s p,q consists of continuous functions with finite Besov norm. In these cases, ·, · denotes the standard inner product in L 2 . If s ≤ 0, B s p,q consists of periodic distributions D * (T d ) with finite Besov norm. Here, D * (T d ) denotes the space of periodic distributions, defined as the topological dual to the space of infinitely differentiable periodic functions C ∞ (T d ) (see Section 4.1.1 in Giné and Nickl (2015) ). In that case, ψ j,k,e , g is interpreted as the action of g ∈ D * (T d ) on the function ψ j,k,e .
Finally, we define the Fourier transform of a function g ∈ L 1 (T d ) by
The Fourier transform of a function g ∈ L 1 (R d ) is defined as in (2.3) extending the integration over R d . The formal definition of the Fourier transform is as usual extended to functions in L 2 and, by duality, to distributions D * (T d ) (see e.g. Section 4.1.1 in Giné and Nickl (2015) ).
Main result
The main ingredient of the estimator (1.3) is the family of functions Φ, on which we impose the following assumptions.
Assumption 1. Φ is of the form Φ = {φ ω ω ∈ Ω} ⊂ L 2 for a countable set Ω and functions satisfying φ ω L 2 = 1 for all ω ∈ Ω. For each n ∈ N, consider a subset Ω n ⊂ Ω of polynomial growth, meaning that #Ω n ≤ Q(n) for all n for a polynomial Q. The sets Ω n satisfy the following:
(a) there is a constant C > 0 independent of n such that
holds for any g ∈ L ∞ ;
(b) there are constants ∆, Γ > 0 such that the following hold:
for a constant C > 0 independent of n;
(ii) we have #Ω n ≥ c n Γ for a constant c > 0 and all n ∈ N.
Examples.
a) The simplest example of a system Φ satisfying Assumption 1 is a sufficiently smooth wavelet basis. Indeed, part (a) of the assumption follows from the characterization of Besov spaces in terms of wavelets, while part (b) with ∆ = 1 + 2 d follows from the construction of the basis (see Proposition 3 below). b) Another example of a family Φ satisfying Assumption 1 is given by translations and rescalings of (the smooth approximation to) the indicator function of a cube. In Section 2.4.2 we verify the assumption for such a system, that has been used previously as a dictionary for function estimation (see Grasmair et al. (2018) ). c) In Section 2.4.3 we show that frames containing a smooth wavelet basis and a curvelet or a shearlet frame (which play a prominent role in imaging) satisfy Assumption 1.
Definition 1. Assume the model (1.1), and let Y ω be as in (1.2) the projections of the white noise model onto a dictionary Φ satisfying Assumption 1. We denotê
5)
as frame-constrained TV-estimator with respect to the dictionary Φ, where we minimize over the set
In the following we assume that n ≥ 2, so that we do not have to worry about the case log 1 = 0. The reason for minimizing over this set is that, in the analysis of the estimatorf Φ , we will need upper bounds on its supremum norm. As it turns out, the upper bound can be chosen to grow logarithmically in n without affecting the polynomial rate of convergence of the estimator (but yielding additional logarithmic factors in the risk). Alternatively, if we knew an upper bound L for the supremum norm of f , we could choose
In that case, the risk bounds in Theorem 1 below would improve in some logarithmic factors (see Remark 2).
a) Let γ n be as in (1.6) with κ > 1, and let Φ be a family of functions satisfying Assumption 1(a). Then for any n ∈ N with n ≥ e L , the estimatorf Φ in (2.5) with parameter γ n satisfies sup
with probability at least 1 − #Ω n 1−κ 2 . b) Under the assumptions of part a), if Φ additionally satisfies Assumption 1(b) with ∆ > 1 and Γ > 0, and if κ 2 > 1 + ∆d
holds for n large enough and a constant C > 0 independent of n.
Remark 1.
a) Notice that part a) of the theorem implies that (2.7) holds asymptotically almost surely if κ 2 > 2.
b) While Assumption 1(a) is enough to guarantee convergence rates with high probability, for convergence rates in expectation we need to impose the quantitative smoothness assumptions in part (b) of Assumption 1. Notice that (2.4) requires certain smoothness on the elements φ ω , as well as a form of stability of the dictionary {φ ω }. The latter condition is satisfied by dictionaries of wavelet type. c) By the assumption that φ ω L 2 = 1 ∀ω ∈ Ω, we have the tail bound
for any n ∈ N and t ≥ 0, where dW denotes the white noise process in L 2 (T d ). This bound follows from Chernoff's inequality and the union bound (see Proposition 9 in the Appendix), and it will play an important role for bounding the stochastic estimation error of the estimatorf Φ .
Remark 3. Recall that our parameter set BV L involves a bound on the supremum norm. This bound can be relaxed to a bound on the Besov B 0 ∞,∞ norm without changing the convergence rate n − 1 d+2 forf Φ . Indeed, assume for simplicity that Φ is an orthonormal wavelet basis of L 2 , and for n ∈ N let Ω n index the wavelet coefficients up to level J = 1 d log n log 2 . In the proof of Theorem 1 we need a relaxed form of Assumption 1(a), namely an inequality of the form
for sufficiently smooth g. But this inequality for all J ∈ N is equivalent to g B 0 ∞,∞ (T d ) ≤ C (see Berstein-type inequalities for Besov spaces, e.g. in Section 3.4 in Cohen (2003) ). Consequently, Theorem 1 can be extended to show that the estimatorf Φ with an orthonormal wavelet basis Φ attains the optimal polynomial rates of convergence uniformly over the enlarged parameter space
Remark 4. In this work we deal with the estimation of periodic functions, i.e. defined on the d-torus T d . The reason for that is purely technical: our analysis makes use of Banach spaces of functions, whose definition is simpler for functions defined over T d (a manifold without boundary) than over the hypercube [0, 1] d (which has a boundary). We remark that our work could be extended to function spaces over [0, 1] d by the use of boundary corrected wavelet bases (see Section 4.3.5 in Giné and Nickl (2015) ), and adapting the definitions of Besov and BV spaces and their corresponding norms.
We can now state the main result of this paper, which is a direct consequence of Theorem 1.
Theorem 2. Under the assumptions of Theorem 1, the estimatorf Φ is minimax optimal up to logarithmic factors over the parameter set BV L defined in (1.8) with respect to the L q -risk for q ∈ 1, min{ d+2 d , 2} in any dimension d ∈ N. Proof. The claim follows from the fact that the minimax rate for estimation over the much
is given by C L,σ n − 1 d+2 for a certain constant depending on L and σ (see Section 1.3 in Nemirovski (2000)). This rate matches the one in Theorem 1 up to the logarithmic factor.
Sketch of the proof of Theorem 1
The proof of Theorem 1, which we relegate to Section 3, relies heavily on results from the theory of function spaces. In particular, the following interpolation inequalities play a central role in our proof.
Proposition 1 (Interpolation inequalities). a) Let d ∈ N, ǫ ∈ [0, 1). Then there is a constant C ǫ > 0 depending on ǫ such that
Remark 5. The limitation ǫ < 1 in part a) is sharp in the sense that the constant C ǫ grows unboundedly as ǫ → 1.
Proposition 1 is a corollary of Proposition 2.
Proposition 2. Let s ∈ R and p ∈ (1, ∞]. Let γ = 1 + (s − 1)p ′ /d be such that γ < 1 − 1/d or γ > 1, where p ′ is the Hölder conjugate of p. Then for any ϑ ∈ (0, 1) and parameters such that
The proof of Proposition 2 is given in Section 5.3, and it is a generalization to periodic functions of a result by Cohen et al. (2003) . Notice that Proposition 2 expresses an interpolation inequality in terms of Besov norms. In order to derive part b) of Proposition 1, we choose s = −d/2, t = 0, p = ∞ and q = (d + 2)/d. Then for d ≥ 2, the norm in the left-hand side of (2.10) can be readily reformulated in terms of an L q norm. For d = 1 the situation is more involved, since the embedding B 0 3,3 ֒→ L 3 does not hold. A more refined argument is needed to prove convergence in L p for d = 1, for which we use a variation of part a) of Proposition 1. This difference is responsible for the different logarithmic factors in (2.7).
With Proposition 1, the proof of part a) of Theorem 1 for d ≥ 2 will be done along the following steps.
1. For n ∈ N, define the event
By the choice of γ n in (1.6) and part c) of Remark 1, we have
, which tends to one as n → ∞. To prove Theorem 1 we will show that (2.7) holds conditionally on A n .
2. We bound the L q -risk off Φ using part b) of Proposition 1 as
(2.12)
The rest of the proof consists in showing that the right-hand side behaves as n − 1 d+2 log n conditionally on A n .
3. By part (a) of Assumption 1, the Besov norm in (2.12) can be bounded as
(2.13)
The first term satisfies
where the second inequality follows by construction off Φ and the third one holds conditionally on A n . The second term in (2.13) is bounded by C
The supremum norm of the difference can be bounded as in step 3. In order to bound |f Φ | BV , notice that conditionally on A n we have
and hence the function f is feasible for the minimization problem (2.5) that definesf Φ . Therefore we conclude that |f Φ | BV ≤ |f | BV conditionally on A n , and we have
where the second inequality follows from f ∈ BV L .
5.
Combining steps 3 and 4 with equation (2.12) yields the bound
conditionally on A n . Remark 6. While in this sketch we only considered the case d ≥ 2, the proof for d = 1 is analogous, but somewhat more involved. It uses part a) of Proposition 1 to bound the B ǫ q,q (T d )risk, and chooses a sequence ǫ = ǫ n = C/ log n for a certain constant C > 0 and n ≥ 2. An important step of the proof is to control the constant in the embedding B ǫ q,q (T d ) ֒→ L q (T d ) as a function of ǫ, which allows us to bound the L q -risk by the B ǫ q,q -risk. This approach yields the additional logarithm in (2.7) for d = 1, which seems to be an artifact from our proof technique.
For the proof of convergence rates in expectation, one balances the convergence "with high probability" from part a) of the theorem with the approximation properties of the family Φ. A crucial step in the proof is a bound on |f Φ | BV . We derive it using a truncation argument together with the smoothness properties of Φ stated in Assumption 1 and the almost sure inclusion of the paths of white noise in B −d/2 2,∞ . We refer to Section 3.2 for the proof.
Examples
Wavelet-based estimator
For S ∈ N, let Φ = ψ j,k,e (j, k, e) ∈ Ω be an S-regular wavelet basis of L 2 (T d ) as described in Section 2.1. For n ∈ N, n ≥ 2 d , define the subset
Proposition 3. An S-regular wavelet basis of L 2 as in Section 2.1 with S > 1 + ⌈d/2⌉ satisfies Assumption 1 with the sets Ω n in (2.14), a linear polynomial Q(x) = x and parameters Γ = 1 and ∆ = 1 + 2 d . For the proof, see Section 5.4.1 in the Appendix.
Theorem 3. Assume the conditions of Theorem 1, and let Φ be an S-regular wavelet basis for L 2 with S > 1 + ⌈d/2⌉.
holds with probability at least 1 − #Ω n 1−κ 2 , and a constant C > 0 independent of n.
b) Additionally, if κ 2 > 5 + 3d, (2.15) holds in expectation.
Proof. The claim follows from Theorem 1, whose application is justified by Proposition 3.
Remark 7. In dimension d = 1, Donoho and Johnstone (1998) proved that thresholding of the empirical wavelet coefficients of the observations gives an estimator that attains the minimax optimal convergence rate over BV . In contrast, our estimator combines a constraint on the wavelet coefficients with a control on the BV -seminorm: this second aspect is crucial in higher dimensions. As equation (2.12) in the sketch of our proof illustrates, we bound the risk by the B −d/2 ∞,∞ -norm of the residuals, which is the maximum of their wavelet coefficients, and the BV -norm of the residuals. The optimality of the estimator (2.5) depends crucially on the bound f Φ − f BV log n: if this term grew polynomially in n, our error bound would be suboptimal. That is exactly the case for the wavelet thresholding estimatorf with threshold of the size of the noise level: truncating at the first ∼ log n wavelet coefficients, the bound
n 1/d grows polynomially in n, thus ruining the convergence and making the proof strategy based on the interpolation inequality (2.12) inapplicable.
m-adic multiscale systems
We construct the multiscale TV-estimator by choosing Φ to be a family of smooth functions supported in cubes of different sizes at different locations. Assumption 2 makes this precise. For notational simplicity, we sometimes index the set functions in Φ by the cube B ⊂ [0, 1) d in which they are supported, and the set of all cubes considered is denoted by Ω. 
,
≤ 2 such that all functions φ B ∈ Φ are given by translation, dilation and rescaling of K. More precisely, for each cube B ∈ Ω of the form B = k B + 0, |B| 1/d d , the function φ B ∈ Φ is given by For simplicity of the statements, we will sometimes extend this notation to the functions in Φ, and write 
holds with probability at least 1 − #Ω n 1−κ 2 . b) Additionally, if κ 2 > min{5 + 3d, 7 + 8/d}, then (2.16) holds in expectation for n large enough.
Proof. Both claims follow from Theorem 1 via the application of Proposition 4, which shows that Φ satisfies the assumptions required.
Shearlet and curvelet estimators
Another relevant example of the estimator in (2.5) in d ≥ 2 corresponds to the case when Φ contains a frame of shearlets or curvelets. While classical curvelets are defined for d = 2 (see e.g. Candès and Donoho (2000) ), there are several extensions to higher dimensions. In order to simplify and unify the analysis, in this paper we will work with the construction of shearlets in Section 3 of Labate et al. (2013) , and the curvelet frame from Section 7 of Borup and Nielsen (2007) . The reason for working with these constructions is that they are defined in all dimensions by a partition of frequency space, thus simplifying the notation. We nevertheless remark that the analysis presented here can be easily adapted to other curvelet and shearlet constructions. Let {ϕ j,θ (j,θ) ∈ Ξ} denote either the tight shearlet frame or the tight curvelet frame mentioned above. Then {ϕ j,θ (j,θ) ∈ Θ} consists of the normalized periodizations of the elements ϕ j,θ that have a nonzero overlap with the indicator function of the unit cube, i.e.,
[0,1] d ϕ j,θ (z) dz = 0. For simplicity of the notation, we index the elements by (j,θ) ∈ Θ ⊂ N 0 ×Θ, where j ≥ 0 plays the role of a scale index, andθ indexes the position and orientation of the frame elements (see the references above for the precise construction in each case). In the rest of this section we will consider frames of L 2 (T d ) that contain the set {ϕ j,θ (j,θ) ∈ Θ}.
Assumption 3. Let ψ j,k,e (j, k, e) ∈ Θ W denote an S-regular wavelet basis of L 2 (T d ) with S > 1 + ⌈d/2⌉, and let ϕ j,θ (j,θ) ∈ Θ denote the set of functions constructed above. Then
where J ∈ N is the largest possible natural number such that 2 d(J−1) ≤ #Θ n ≤ 2 dJ . For consistency with the notation in the previous sections, we define the joint index set Ω n := Θ W n ∪ Θ n .
Remark 9.
a) The assumption that Φ contains a wavelet basis as well as a directional frame is crucial. Indeed, the wavelet basis allows us to upper-bound the Besov norm B −d/2 ∞,∞ by the maximum over the frame coefficients with respect to Φ, which we need in order to establish Assumption 1. Alternatively, if Φ consisted on a curvelet frame only, the embeddings in Lemma 9 in Borup and Nielsen (2007) together with classical embeddings of Besov spaces (see Remark 4 of Section 3.5.4 in Schmeisser and Triebel (1987) ) would give the bound
for smooth enough functions g, and a δ > 0 that depends on the dimension. Accordingly, the third step in the sketch of the proof of Theorem 1 would deteriorate to
for some δ ′ > 0, and a polylogarithmic factor that diverges as δ ′ → 0. This results in a polynomially suboptimal rate of convergence. We remark that this limitation arises from the suboptimal embeddings between Besov spaces and decomposition space associated with the curvelet frame. The situation for the shearlet frame is analogous, as its associated decomposition space equals that of the curvelet frame (see Proposition 4.4 in Labate et al. (2013) ). b) We make the assumption that #Θ n ≤ 2 dJ for any n ∈ N and J = 1 d log n log 2 in order to simplify subsequent computations. The assumption is justified, since the cardinality of Θ n behaves indeed like O(2 dJ ). In fact, the number of curvelet (or shearlet) frame elements at scale 2 −j that have a nonzero overlap with the unit cube behaves as 2 dj , since there are O(2 j+ d−1 2 j ) positions and O(2 d−1 2 j ) orientations. We refer to Section 8.2 in Candès and Donoho (2004) and Borup and Nielsen (2007) for the details. The claim for the shearlet frame follows from that of the curvelet frame by the comparison in Section 4.4 in Labate et al. (2013) .
The constructions of tight curvelet frames in Borup and Nielsen (2007) and of shearlet frames in Labate et al. (2013) yield smooth frame elements that are exponentially decaying in space. We use this to show that the family Φ satisfies Assumption 1.
Proposition 5. Let Φ satisfy Assumption 3 with either the shearlet or the curvelet frame. Then it satisfies Assumption 1 with Q(x) = 2x, ∆ = 3 4 + 9 4d and Γ = 1.
The proof of Proposition 5 is given in Section 5.4.3 of the Appendix. As a consequence, we have the following corollary of Theorem 1.
Theorem 5. Under the conditions of Theorem 1, let Φ satisfy Assumption 3. a) If κ > 1, then sup
, then (2.17) holds in expectation.
Proof. Both claims follow from Theorem 1 via the application of Proposition 5. For the probability in part a), we use that #Θ W n + #Θ n ≥ 2 1−d n.
We close this section presenting some dictionaries Φ that do not satisfy Assumption 1, where hence Theorem 1 does not apply. a) Wavelet systems of low smoothness do not satisfy Assumption 1. Our result relies crucially on the fact that the Besov spaces B −d/2 ∞,∞ and B 1 1,1 can be characterized by the size of wavelet coefficients. For that, wavelet bases with S − 1 vanishing moments and smoothness S are needed with S > max{1, d/2} (see Section 4.3 in Giné and Nickl (2015) ). Moreover, in Assumption 1 we explicitly require finiteness of the derivatives of the basis elements up to order ⌈d/2⌉ + 1. b) For the multiscale TV-estimator in Section 2.4.2 we considered a dictionary Φ consisting on smoothed indicator functions of cubes in [0, 1] d . The smoothing part is essential, since we need enough regularity in order to bound the Besov B −d/2 ∞,∞ -norm in terms of this dictionary, which is done by the characterization of Besov spaces by local means (see Section 5.5). c) In Section 2.4.3 we considered dictionaries consisting of a wavelet basis and a curvelet frame, or a wavelet basis and a shearlet frame. As argued in part a) of Remark 9, a dictionary consisting solely of a curvelet frame or a shearlet frame does not suffice, since the decomposition spaces they generate (in the sense of Borup and Nielsen (2007)) do not match Besov spaces exactly, whence part a) of Assumption 1 does not hold.
3 Proof of the main theorem 3.1 Proof of part a) of Theorem 1
We show the following easy fact as a preparation for the proof of part a) of Theorem 1.
Proposition 6. Let Φ satisfy Assumption 1(a) and, for n ∈ N, letf Φ be the estimator defined in (2.5) with γ n given by (1.6). Then conditionally on the event A n in (2.11) we have
, and a constant C > 0 independent of n, f andf Φ .
Proof. For part (i), apply part (a) of Assumption 1 to g =f Φ − f , which yields
The numerator in the second term can be bounded by f L ∞ (T d ) + log n by construction off Φ , while the first term can be bounded as
conditionally on A n , where in the second inequality we used the definition off Φ . This completes the proof of (i). For (ii), we have
The first term is bounded by f L ∞ (T d ) + log n, while the second is bounded by
. This is so becausef Φ is defined as the minimizer of the bounded variation seminorm among the functions satisfying max ω∈Ωn | φ ω , g − Y ω | ≤ γ n . Note that, conditionally on A n , the function f satisfies this constraint, and hence f is an admissible function for the minimization problem definingf Φ , whence
. This completes the proof.
Proof of part a) of Theorem 1. We prove the claim of part a) Theorem 1 conditionally on the event A n in (2.11), which by part b) of Remark 1 happens with probability P(A n ) ≥ 1 − (#Ω n ) 1−κ 2 . Consider first the case d ≥ 2. Then part b) of Proposition 1 applies and gives the interpolation
Conditionally on A n , Proposition 6 gives us bounds for the terms in the right-hand side, which inserted give
≤ C n − 1 d+2 log n using that f ∈ BV L . Since #Ω n ≤ Q(n) grows at most polynomially in n, the claim follows. For the case d = 1, we use part a) of Proposition 1 with r = d+2 d+2ǫ , ǫ ∈ (0, 1/4), together with the embeddings in Proposition 13 of the Appendix. These give
for a constant C > 0 independent of ǫ. Conditionally on A n , we bound the terms in the righthand side by Proposition 6, which yields
The terms in the right-hand side of (3.1) that depend on ǫ are
.
Choosing ǫ = d+2 log n < 1 4 for n large enough we get
for some constant C > 0. On the other hand, we have for any ǫ > 0
which for our choice of ǫ yields the bound
Inserting this back in (3.1) yields
since Q(n) is a polynomial. Recall that we have chosen r = d+2 d+2ǫ . Since ǫ ∈ (0, 1 4 ), we have 2 < r (recall that d = 1), and hence f
for any q ≤ 2, which yields the claim.
Proof of part b) of Theorem 1
In order to prove part b) of Theorem 1, we need an auxiliary result, namely a bound on the bounded variation seminorm of the estimator, |f Φ | BV (T d ) .
Proposition 7 (Bound on |f Φ | BV (T d ) ). Let M > 0 be the constant in Proposition 8 below, and define for k ∈ N 0 the event T k = {k ≤ dW B −d/2 2,∞ (T d ) − M < k + 1}. Further let Φ = φ ω ω ∈ Ω satisfy Assumption 1 with ∆ > 0. Then for each n ∈ N, we have
on the event T k for a constant C > 0 independent of k.
The proof of Proposition 7 is given below. It relies essentially on the almost sure inclusion of dW in B −d/2 2,∞ (T d ) and on the smoothness of Φ. We are now ready to prove part b) of Theorem 1.
Proof of part b) of Theorem 1.
We only proof the result for d ≥ 2, and remark that for d = 1 one proceeds as in the proof of part a) of Theorem 1. Using the convergence conditionally on A n , we can bound the expected risk as
where r n = n − 1 d+2 log n. The rest of the proof consists in showing that the second term behaves as o(n −1/2 ) for κ 2 > 1 + d ∆ Γ 2 + d d+2 . For that, define the events T k := {k ≤ dW B −d/2 2,∞ (T d ) − M < k + 1} for k ∈ N 0 and the constant M > 0 from Proposition 8 below. It is clear that the events T k , k ∈ N 0 define a partition of the underlying probability space. Then we have
4)
where the exchange of sum and expectation is justified by the positiveness of the summands. In the following, we bound the right-hand side separately for each k. For that, the interpolation inequality from part a) of Proposition 1 allows us to bound the integrand by
With Assumption 1 and proceeding as in the proof of Proposition 6, the Besov norm can be bounded as
5)
Also as in Proposition 6, the BV (T d )-norm can be bounded as
(3.6)
Putting these inequalities together we get for each k ∈ N 0
using Hölder's inequality. Defining p(t) := P max ω∈Ωn φ ω , dW ≤ t , the first term can be bounded as
where we used integration by parts, the inequality 1 − p(t) ≤ #Ω n e −t 2 /2 from part b) of Remark 1, and the relation γ n = κσ 2 log #Ωn n . It is easy to see that the second term is of lower order than the first. Using the crude bound F 1,n (f ) ≤ Cγ n + C log n √ n , we get
We consider now the second term in (3.7), i.e.,
By Proposition 7, we have the bound
on T k . Moreover, by Proposition 8, there is a constant r > 0 such that P(T k ) ≤ e − k 2 4 r 2 for all k ∈ N 0 , and hence
4 r 2 using that F 2 (f ) ≤ log n + 2L and |f | BV (T d ) ≤ L. Inserting these terms back in (3.7), we have shown that
where in the last inequality we used that log #Ω n ≍ log n by assumption. Notice that the logarithmic term can be bounded by log n − 3d 2 /4+d−2 d+2 ≤ log n for any n ≥ 2 and any dimension d. Inserting this in (3.4) we get
We have to choose κ so that the right-hand side is o(n −1/2 ). Since Φ satisfies Assumption 1 with ∆ and Γ > 0, we have #Ω n ≥ c n Γ for a constant c > 0. Hence the right-hand side is upper-bounded by
which holds by assumption. Inserting the bound (3.8) in equation (3.3), the claim follows.
It remains to prove Proposition 7, for what we will use a concentration bound for the Besov norm of white noise. The result is taken from (Veraar, 2011) , and we reproduce it here for completeness.
Proposition 8 (Corollary 3.7 in (Veraar, 2011) ). Let dW denote a Gaussian white noise process in L 2 (T d ), and let p ∈ [1, ∞). Then there are constants M, r > 0 depending on p and d such that
t 2 /4r 2 holds for any t ≥ 0. The constant M can be taken to be the median of dW B −d/2 p,∞ (T d ) , while r can be chosen to be
Proof of Proposition 7. The proof is inspired by the proof of Theorem 3.5 in (Grasmair et al., 2018) . The idea is to construct a function g ∈ BV (T d ) satisfying max ω∈Ωn φ ω , g − Y ω ≤ γ n . Then by construction of the estimatorf Φ we will have |f Φ | BV (T d ) ≤ |g| BV (T d ) , and we will be done if we can control the bounded variation seminorm of g. For ǫ = ǫ k > 0 to be specified later, define
where η ǫ = ǫ −d η(·/ǫ) is the standard mollifier and dW is the white noise process from which the observations Y ω come. Then we have, for each ω ∈ Ω n ,
where we see the white noise process as a random periodic distribution dW ∈ D * (T d ) (see Section 4.4.1 in (Giné and Nickl, 2015) and (Veraar, 2011) ). On the event T k we have
On the other hand, since we have defined ⌈x⌉ > x for all x ∈ R, using the continuous embeddings
Since Φ satisfies Assumption 1, the right-hand side is bounded as
we conclude that the function g = g ǫ k satisfies max ω∈Ωn φ ω , g − Y ω ≤ γ n conditionally on T k . As a consequence, we have
on T k , so inequality (3.2) follows and the proposition in proven.
Summary and outlook
We presented a family of estimators in the Gaussian white noise model defined by minimization of the BV -seminorm under a constraint on the frame coefficients of the residuals. Under conditions on the frame that essentially amount to a smoothness assumption and a certain compatibility with the Besov space B −d/2 ∞,∞ , we show that these estimators attain the minimax optimal rates of convergence in any dimension up to logarithmic factors. There are still several open questions regarding extensions of our estimator. First, the extension to a nonparametric regression model with discretely sampled data, which would involve a discretization of the inner products φ ω , f L 2 . This discretization induces an error of the order O(n −1/d ) in the approximation of the Besov norm by the maximum of the frame coefficients of a function, which results in slower convergence rates of the form f Φ − f L q ≤ C n − min{ 1 d+2 , 2 d(d+2) } Polylog d (n). In dimensions d = 1, 2 the polynomial rate equals n − 1 d+2 , which coincides with the minimax rate over the class BV L up to logarithmic factors. In dimension d ≥ 3, the discretization error dominates and the polynomial rate is n − 2 d(d+2) . We do not know whether this rate is sharp in a minimax sense (up to logarithmic factors). Notice that the asymptotic equivalence of the white noise and the multivariate nonparametric regression models derived by Reiß (2008) does not apply for functions of bounded variation, so the minimax rates need not be the same in the two models. Furthermore, the recent work of Han et al. (2017) shows that the minimax rate of convergence for the estimation of bounded, component-wise isotone functions in the nonparametric regression model with respect to the empirical L 2 -risk scales as n − min{ 1 d+2 , 1 2d } . This suggests that the minimax rate for estimating functions in BV in the nonparametric regression model in d ≥ 3 may be slower than n − 1 d+2 , and that the estimator (1.3) may attain them. We leave the clarification of this question for future research.
Another interesting question concerns the choice of the risk functional. We have proven convergence rates with respect to the L q -risk, which measures the global error made by the estimator. In contrast, the use of multiscale risk functionals has been proposed as an alternative quality measure which takes spatial adaptation into account (see e.g. Cai and Low (2005) and Li (2016)). We expect that estimators of the form (1.3) should perform well with respect to such multiscale risks, and postpone the answer to that question for future work.
The extension of our theory to statistical inverse problems is particularly attractive, since in many applications one only has access to a transformed version of the object of interest (see e.g. Frick et al. (2013) and Niinimaki et al. (2016) for applications of TV-regularization to microscopy and tomography, respectively). The analysis done in the present paper is expected to be easily adapted to inverse problems if the operator is assumed to have "good" mapping properties in the Besov scale B s ∞,∞ . The modification would essentially involve a constraint of the form max ω∈Ωn φ ω , T g − Y ω ≤ γ n in (1.3) , where T is the forward operator (see Li (2016) for an example and analysis of such an estimator). From this constraint it is apparent that the family Φ will naturally be adapted to the forward operator T (see Proksch et al. (2018) for a similar construction). Finally, the extension to nongaussian noise models is of interest in many applications. In that respect, note that the analysis of the estimator (1.3) depends essentially on the tail behavior of the statistic max ω∈Ωn | φ ω , dW | being subgaussian and on the path regularity of the white noise process being Besov B −d/2 2,∞ almost surely. Finally, the extension to SDE-based models (see e.g. Gobet et al. (2004) ) appears to us of interest.
Tail bound for the noise
We prove the claim in part c) of Remark 1.
Proposition 9 (Tail bounds on the coefficients of white noise). Let Φ be a family of functions satisfying Assumption 1. Then for any n ∈ N we have
for any t ≥ 0.
Proof. The random variables ǫ ω :
By the union bound we have
for any t ≥ 0, and the probability in the right-hand side can be bounded as
Wavelet coefficients of BV functions
In this section we derive bounds for the wavelet coefficients of BV functions, which will be used in the proof of Proposition 1. Our argument is an adaptation of a result proved in Cohen et al. (2003) . We will work with wavelet bases of L 2 (T d ), which we denote by Φ = ψ j,k,e (j, k, e) ∈ Ω for an index set Ω as in (2.1). For a periodic distribution f ∈ D * (T d ), we denote by f j,k,e := ψ j,k,e , f its wavelet coefficient, where the right-hand side has to be interpreted as a duality pairing. See Section 4.1.1 in Giné and Nickl (2015) for the definition of periodic distributions. In order to express the interpolation results, we need to introduce certain sequence spaces. For simplicity, we keep the definition used in Cohen et al. (2003) . Here and in the following, the notation |c j,k,e |>ǫ2 −jdγ indicates summation over all indices (j, k, e) ∈ Ω such that |c j,k,e | > ǫ2 −jdγ holds.
Notice that, using part a) of the definition and the characterization of Besov spaces in terms of wavelet coefficients (see e.g. Theorem 4.3.26 in Giné and Nickl (2015) ), we have the equivalence
where p ′ = p p−1 is the Hölder conjugate of p, provided that {ψ j,k,e } (j,k,e)∈Ω is an S-regular wavelet basis with S > |s|.
The following proposition states a regularity property of the wavelet coefficients of functions of bounded variation. Particular cases were proved in Cohen et al. (1998) and Cohen et al. (1999) , while the general result was shown in Cohen et al. (2003) .
Proposition 10. Let f ∈ BV (T d ) and, for S > 1, let {ψ j,k,e } (j,k,e)∈Ω be an S-regular wavelet basis of L 2 (T d ) constructed by periodization and tensorization of a basis of Daubechies wavelets. Then the rescaled wavelet coefficients {2 j(1−d/2) f j,k,e } (j,k,e)∈Ω belong to the sequence space wℓ γ 1 (Ω) for any γ < 1 − 1/d or γ > 1. Moreover, there is a constant C > 0 independent of f such that
holds for any ǫ > 0.
For the proof of Proposition 10 we rely on Theorem 2.5 in Cohen et al. (2003) , which can be expressed as follows. Fix a function g ∈ L ∞ ((0, 1) d ) with (0,1) d g(x) dx = 0 and define g I (x) := 2 j l∈Z d g 2 j (x − l) − k for I = 2 −j k + [0, 1) d and k ∈ P d j . Theorem 6 (Theorem 2.5 in Cohen et al. (2003) ). Let f ∈ BV (T d ), let γ < 1 − 1/d or γ > 1 and choose g I as above. Then there is a constant C > 0 depending only on γ and g such that
Theorem 6 is a particular case of Theorem 2.5 in Cohen et al. (2003) for periodic functions. Now, in order to prove Proposition 10, we need to substitute the function g above by a Daubechies wavelet with at least 2 vanishing moments. We cannot do so directly, since such wavelets have support strictly larger than [0, 1). Instead, we proceed by an adaptation of the argument of Theorem 5.1 in Cohen et al. (2003) .
Proposition 11. Let ψ e , e ∈ E 1 = {0, 1} d \(0, . . . , 0) denote a tensorized Daubechies wavelet with N > 1 vanishing moments. Let γ < 1 − 1/d or γ > 1. Then there is a constant C > 0 such that
holds for any f ∈ BV (T d ) and any ǫ > 0, where ψ (per) j,k,e {(j,k,e)∈Ω} denotes the periodized wavelet basis.
Proof. Since Daubechies wavelet have compact support, let T ∈ N denote a prime number other than 2 such that supp ψ e ⊂ (0, T ) d for any e ∈ E. For fixed e ∈ E, define g(x) := ψ e (T x), which has support in (0, 1) d and satisfies the assumptions of Theorem 6. For j ≥ 0 and k ∈ P d j , define
which by periodicity satisfies |f | BV (T d ) = T d |f | BV (T d ) . Now, Theorem 6 implies
The rest of the proof consists of showing that we can use the wavelets ψ instead of g in the left-hand side. For that, notice that
j,T k,e , f holds for any j ≥ 1 and any k ∈ P d j = {0, . . . , 2 j − 1} d . We claim that, for a prime number T > 2, the mapping
is a bijection. Indeed, it is easy to see that it is injective, since T and 2 j are mutually prime. Then, since both sets have the same finite cardinality, bijectivity follows. This observation together with the chain of equalities above implies that the coefficients off with respect to the functions g j,k are in one-to-one correspondence with the coefficients of f with respect to the periodized Daubechies wavelets ψ j,k,e for fixed e ∈ E 1 . Using the result in equation (5.2) we have
Moreover, there is a constant C > 0 such that, for any f ∈ B s p,p (T d ) ∩ BV (T d ), the inequality
holds.
Proof. Choose an S-regular wavelet basis with S ≥ max{|s|, 1}. By observation (5.1), the (rescaled) wavelet transform can be seen as an isometric isomorphism that maps f ∈ B s p,
. By Proposition 10, the (rescaled) wavelet transform also maps f ∈ BV (T d ) to {2 j(1−d/2) f j,k,e } ∈ bv(Ω) ⊂ wℓ γ 1 (Ω). Real interpolation between sequence spaces (see Theorem 5.3.1. in Bergh and Löfström (1976) for Lorentz sequence spaces) yields
for γ ∈ R, p ∈ (1, ∞], ϑ ∈ (0, 1) and
For γ < 1 − 1/d or γ > 1 we conclude from the embeddings (5.3) that
Real interpolation also yields the inequality
which also holds with the ℓ 1 norm instead of the wℓ γ 1 norm. Hence we have f ∈ B s p,p (T d ), BV (T d ) ϑ,q if and only if {2 j(1−d/2) f j,k,e } ⊂ ℓ γ q (Ω). On the other hand, we have f ∈ B t q,q (T d ) precisely when
due to the conditions (5.5), and we conclude that
and that (5.6) holds.
Remark 11. We have chosen to formulate the interpolation inequality in Proposition 12 following the argument in Cohen et al. (2003) . There is nevertheless an alternative derivation which does not involve the wavelet representation of functions in BV . It was proposed in Ledoux (2003) , and it is based on the thermic representation of Besov spaces (see Section 5.5 in the Supplementary Material) together with pseudo-Poincaré inequalities for the semigroup associated with the thermic representation. If slightly more abstract, an advantage of this approach is that it yields interpolation inequalities for functions defined on quite general manifolds and graphs. We mention this because the derivation in Ledoux (2003) would be the right tool to use for extending our construction of frame-constrained TV estimators to estimating functions on more general manifolds than T d .
The proof of Proposition 1 follows now as a particular case of Proposition 12.
for any r ∈ (1, 2] and a constant C > 0 independent of f . Hence, for q ∈ 1, d+2
which together with (5.7) yields the claim.
Corollary 1 gives us a (sharp) interpolation inequality for d ≥ 2 only. For the one-dimensional case we can nevertheless derive a slightly weaker result, which in the proof of convergence rates still gives the right polynomial rate of convergence but some additional logarithmic terms.
Corollary 2. Let d ∈ N, 1/2 > ǫ ≥ 0 and q = d+2 d+2ǫ . Then there is a constant C > 0 such that
holds for any
Proof. The result follows from Proposition 12 with s = −d/2, p = ∞, t = ǫ and q = d+2 d+2ǫ .
Corollaries 1 and 2 yield Proposition 1. Since Corollary 2 only gives us control of a Besov norm, we will need to relate this Besov norm to an L q norm in order to bound the risk in the one-dimensional case. For that, we will make use of certain embeddings of Besov spaces, which are the content of Proposition 13.
where we used that the wavelets are of the form ψ j,k,e (x) = 2 jd/2 ψ e 2 j x − k . Using now that 2 −Jd/2 ≤ 2 d/2 n −1/2 , Assumption 1(a) follows.
Since the index sets Ω n satisfy 2 −d n ≤ #Ω n ≤ n, we can choose Q(x) = x and Γ = 1 in Assumption 1. Finally, the fact that the wavelet basis is S > 1 + ⌈d/2⌉ times continuously differentiable gives, for any multiindex α ∈ N d 0 with |α| := N < S, the bounds max
log 2 , and part (b)(i) of Assumption 1 follows.
Proof of Proposition 4
It remains to prove Proposition 4 for the multiresolution system. For that, we will rely on the characterization of Besov spaces in terms of local means. In particular, we will need the norm equivalence (5.10) where K ∈ C ∞ (R d ) such that supp K ⊆ [0, 1) d and whose Fourier transform satisfies |F[K](ξ)| > 0 for |ξ| ≤ 2. We refer to Proposition 15 below for a proof of (5.10). Let us remark that, although the characterization of Besov spaces by local means is wellknown (see Chapters 3 and 8 in Peetre (1976) for a classic description, and Triebel (2008b) and Ullrich (2012) for a modern one), we did not find in the literature an explicit proof of (5.10), that is, of the local mean characterization for Besov spaces of negative smoothness over the torus. Indeed, the quite complete paper Triebel (1988) (see also the book Triebel (1992) ) gives the characterization for spaces over R d , while Schmeisser and Sickel (1990) does so for spaces of positive smoothness over T d (see also Taibleson (1964) ). Finally, the work Ullrich (2006) proves the local mean characterization of Besov spaces of mixed smoothness (i.e. anisotropic) over R d and T d . The proof of (5.10) that we give in Section 5.5 below is an adaptation of the proof of Theorem 1 in Triebel (1988) .
Recall the statement of Proposition 4.
Proposition 14. The multiscale system Φ = φ B B ∈ Ω satisfying Assumption 2 also satisfies Assumption 1 with ∆ = 1 + 2 d and Γ = max{1, d/2}. Proof of Proposition 4. We have to show that the multiscale system Φ = φ B B ∈ Ω satisfying Assumption 2 also satisfies Assumption 1 with ∆ = 1 + 2 d and Γ = max{1, d/2}. We divide the proof in two parts, corresponding to the verification of part (a) and (b) of Assumption 1. 1) Verification of part (b) of Assumption 1 By part b) of Remark 8, we have n max{1,d/2} ≤ #Ω n ≤ n max{1,d/2}+1 for all n ∈ N, so we have Γ = max{1, d/2}. We proceed now as in the proof of Proposition 3 above. Since φ B (z) = |B| −1/2 K |B| −1/d (z − k B ) and K is smooth, we have
≤n 1+ 2 d using that |B| ≥ n −1 for B ∈ Ω n . Here, the constant C > 0 depends on the function K only (in fact, it is its C ⌈ d 2 ⌉+1 (R d ) norm). This completes the verification of part (b) of Assumption 1. 2) Verification of part (a) of Assumption 1 For part (a), we have to show that there is a constant C > 0 such that for any n ∈ N we have
for any g ∈ L ∞ (T d ). For simplicity of the notation, we will denote the cubes in Ω n by k + [0, m −j ) d , and the corresponding functions by φ j,k = m jd/2 K(m j (· − k)), with j = 0, . . . , J − 1 and k ∈ D R (see Assumption 2 for the definition of this set). With this notation, the claim can be rewritten as
log m . Finally, without loss of generality we can prove the claim for m = 2, since the case of general m > 2 follows analogously. By the characterization of Besov spaces in (5.10), we have
for any J ∈ N. The first term is controlled in Step 1 by
(5.13) where D R is the index set of positions. The second term is controlled in Step 2, which gives
(5.14)
These bounds imply the claim.
Step 1. By the definition of the set D R , for any x ∈ [0, 1) d there is a k ∈ D R such that |x − k| ∞ ≤ 2 −R , where | · | ∞ denotes the supremum norm in R d . Hence, for any j = 0, . . . , J − 1 we have
The first term can be bounded as
where in the last inequality we used the mean value theorem and the fact that K is smooth.
Since the bound above is uniform in x ∈ [0, 1) d and j = 0, . . . , J − 1, we conclude that
which yields (5.13). Summarizing, we have approximated the supremum over x ∈ [0, 1) d by the supremum over dyadic positions k at scale 2 −R .
Step 2. Equation (5.14) follows by Hölder's inequality, i.e.
The result follows by taking the supremum over x ∈ [0, 1) d and over j ≥ J.
Proof of Proposition 5
Proof of Proposition 5. Part (a) of Assumption 1 follows in both cases (curvelet and shearlet) from the inequality (5.9) for the wavelet basis (see the proof of Proposition 3 above). Indeed, denoting the elements of Φ by
where we just enlarge the right-hand side by taking the maximum over a larger index set.
Concerning the cardinality of Ω n ∪ Θ n , by Assumption 3 we have #(Ω n ∪ Θ n ) = 2 d⌊ 1 d log n log 2 ⌋ + 2 d⌊ 1 d log n log 2 ⌋ , and hence we have Assumption 1 with Q(x) = 2x and Γ = 1. Finally, we verify part (b)(i) of Assumption 1 by considering the general form of the curvelet and shearlet frames. Indeed, by their construction via structured decompositions of frequency space (see Borup and Nielsen (2007) and Labate et al. (2013) ), both consist of elements of the form
where 1. γ j,θ is a Schwartz function whose Schwartz seminorms can be bounded independently of (j,θ), i.e., for each α, β ∈ N d 0 there is a constant C α,β independent of j andθ such that
holds (see Section 3.1 in Borup and Nielsen (2007) ); 2. T j,θ = R j,θ D j is the composition of two mappings from R d onto itself: a dilation D j = diag(2 j , 2 j/2 , · · · , 2 j/2 ) and a transformation R j,θ that is (i) a rotation in case of the curvelet frame, or (ii) a shearing with determinant one in case of the shearlet frame (see Section 7 in Borup and Nielsen (2007) and Section 3 in Labate et al. (2013) , respectively);
3. k j,θ is a vector that indexes the location of the frame element.
For any multiindex α = (α 1 , . . . ,
where the inequality is justified by the relation
for a linear transformation A ∈ R d×d with first column A 1,· . Using now that det(T j,θ ) = 2 j d+1 2 , we get
This holds for the curvelet and shearlet frames in L 2 (R d ). For our construction of Φ we considered only the elements that have a nonzero overlap with the unit cube, so in particular they also satisfy the bound above taking the supremum over [0, 1] d . We conclude that Φ satisfies part (b)(i) of Assumption 1 with ∆ = 3 4 + 9 4d .
Characterization of Besov spaces by local means
In this section we give the proof of the characterization of Besov spaces by local means stated in equation (5.10) in Section 5.4.2 above, and used in the proof of convergence rates for the multiscale TV-estimator. The proof is an adaptation of the proof of Theorem 1 in Triebel (1988) , which establishes the local mean characterization for Besov spaces over R d .
Recall that the Fourier coefficients of a smooth enough periodic function g are given by
and the inverse of this transformation maps coefficients {a k } k∈Z d to the (generalized) function
The Fourier transform of a smooth enough function K over R d is defined by 
holds for any s < 0 and any g ∈ B s ∞,∞ (T d ). Suppose that supp ψ ⊆ [0, 1) d . Then the function in the right-hand side of (5.15) can be rewritten as
where in the third integral we use the support properties of ψ. We use this representation in equation (5.10) in Section 5.4.2 above.
We divide the proof of Proposition 15 in the following three propositions, the first of which establishes a cancellation property of the function ψ, and the following two proving bounds between the Besov norm and the supremum of local means.
For ψ as in Proposition 15, it holds that
Proof. For simplicity of the notation, we denote the Fourier transform of ψ by φ := F[ψ]. We prove (5.16) by taking advantage of the support properties of ψ and H. Since ψ is a smooth function of compact support, its Fourier transform φ is a Schwartz function, i.e., it satisfies for any M ∈ N 0 , where the integral is finite due to the support properties of H. Taking |β| = σ ∈ N 0 , this equation implies that φ(2 j ·)H(·) belongs to the Sobolev space of H σ,2 (R d ) with norm φ(2 j ·)H(·) H σ,2 (R d ) ≤ C M 2 −jM . In order to prove (5.16) we show that Now since σ > d/2, the first integral in the right-hand side is finite. Furthermore the compact support of H implies that the integrand in the second integral also has compact support. Since the L 1 norm of a compactly supported function can be upper-bounded by its L 2 norm times a constant, and we conclude that
which is what we wanted to prove.
Proposition 17. Under the assumptions of Proposition 15, we have sup j≥0
for any g ∈ B s ∞,∞ (T d ) and any s < 0.
We prove Proposition 17 using the characterization of Besov spaces in terms of the Paley-Littlewood decomposition. We recall its definition, that can be found e.g. in Veraar (2011) or in Section 3.5.1 in Schmeisser and Triebel (1987) . Let ρ ∈ C ∞ (R d ) denote a nonnegative function with supp ρ ⊆ y ∈ R d 1 2 ≤ |y| ≤ 2 , such that ρ(y) = 1 for 2 −1/2 ≤ |y| ≤ 2 1/2 , and satisfying j∈Z ρ(2 −j y) = 1 for y ∈ R d \{0}. . It is then classical (see e.g. Section 3.5.1 in Schmeisser and Triebel (1987) ) that g B s ∞,∞ (T d ) := sup j≥0 2 js ρ j * g L ∞ (T d ) .
is equivalent to the norm of the Besov space B s ∞,∞ (T d ) for s ∈ R. We proceed now with the proof of Proposition 17.
Proof. As in Proposition 16, we write φ(x) = F[ψ](x) for simplicity of the notation. For each j ∈ N 0 , using the fact that the functions {ρ l } l∈N 0 form a partition of unity, we get
where K ∈ N is a natural number to be fixed later. Here we index the functions ρ l for simplicity in l ∈ Z with the convention that ρ −l = 0 for l ∈ N. We analyze the two summands above separately. For the first term, using the same argument as right after the statement of Proposition 15 we get
where we used that φ = F[ψ]. Using that g ∈ B s ∞,∞ (T d ) we conclude that Recall that supp ρ j+l ⊆ {y ∈ R d 2 j+l−1 ≤ |y| ≤ 2 j+l+1 }. Let H denote a smooth function as in the statement of Proposition 16. Then H(2 −j−l ·) equals one in the support of ρ j+l , so we have Proceeding as in the previous step, the right-hand side of this equation can be bounded by
Changing variables, we bound the L 1 norm as holds uniformly in x ∈ T d . Altogether we have shown that
holds uniformly in x and j ∈ N, which is what we wanted to prove.
Proposition 18. Under the assumptions of Proposition 15, there is a constant C > 0 such that
for any g ∈ B s ∞,∞ (T d ) and s < 0.
Proof. Again, let φ(x) = F[ψ](x) for simplicity of the notation. For 2 ≤ U ∈ N to be fixed later, let χ ∈ C ∞ (R d ) with supp χ ⊆ {y ∈ R d |y| ≤ 2 U +1 } and χ(y) = 1 for |y| ≤ 2 U . For j ∈ N 0 we have
where we use that |φ(y)| = |F[ψ](y)| > 0 if |y| < 2, so ρ j (k) φ(2 −j k) is well-defined everywhere. We claim that the integral in the right-hand side is bounded by a constant. Indeed, we show in Proposition 19 below that for any smooth function h of compact support and any c ∈ N there is a constant C c > 0 such that k∈Z d h(2 −j k)e 2πikx ≤ C c 2 jd (1 + |2 j x|) −c holds. With this inequality, we conclude that [0,1) d k∈Z d ρ j (k) φ(2 −j k) e 2πiky dy ≤ C c [0,1) d 2 jd (1 + |2 j y|) c dy ≤ C.
With this and (5.18), we get ρ j * g L ∞ (T d ) ≤ C F −1 [φ(2 −j ·)χ(2 −j ·)] * g L ∞ (T d ) .
( 5.19) Splitting the term in the right-hand side as
the second summand can be bounded by 2 −U (s−s 0 ) 2 −js g B s ∞,∞ (T d ) proceeding as in the proof of Proposition 17. This is possible since φ(2 −j ·)(1 − χ(2 −j ·)) has the right support properties. Inserting this bound in (5.19) we get
, and taking the supremum over j ≥ 0 yields
Taking U ∈ N large enough and rearranging yields the claim.
Proposition 19. Let h ∈ C ∞ (R d ) have compact support. For any K ∈ N there is a constant C K > 0 such that k∈Z d h(2 −j k)e 2πikx ≤ C K 2 jd (1 + |2 j x|) −K holds uniformly in j ≥ 0 and in x ∈ R d .
Proof. Since h ∈ S(R d ) is a Schwartz function and the Fourier transform is an automorphism on the Schwartz space, we can write h as h = F[w] for some w ∈ S(R d ). Then we have where δ(·) denotes the delta distribution, and the exchange of sum and integral is justified by the finiteness of the final result. Using now that w decays faster than any polynomial, we see that for any K ∈ N there is a constant C K such that |w(2 j x)| ≤ C K (1 + |2 j x|) K , holds uniformly in x. The claim follows.
