


















































































































































































































































































































































































複雑さ 処理時間の 並列GAによる 人工生命よる
#oforders 平均値と分散 並列効率 並列効率
100'd T A p 95% 95%
500 -冗 55% 96%平均処理時間
1,000分散 剤 等冨 8% 98%
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Fc -∑ (製造コスト)+∑ (流通コスト)+∑ (営業コスト)
- (∑ (調達コスト)+∑ (加工コスト)+∑ (製造コスト))+(-∑
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図5-1112 実験結果 1-創発の発生
用している既設システムの値を用いているので,あいまいさはない｡
著者らもこの夷験結果を最初に得たとき,あまりの大きな改善率に対し実
験手順やデータの誤りがあるのではないかと考えた｡そして,入力データ,
出力データを繰り返し検証したが誤りは認められなかった｡結果として,｢制
約が2000を超える複雑な最適化問題｣に従来の経験的方法を適用することは
非効率であることを確認することとなった｡
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ちなみに,複雑さを大幅に低減するケースとして,9つの供給拠点を,1ヵ
所にした実験を行った結果,本システムによる最適化改善率は高々5%であ
った｡つまり,問題がシンプルな場合は従来の経験的な最適化方法でも十分
活用できるということである｡
(3)他モデルとの比較
図5-1-11の検証について述べる｡上記と同様,15分経過後の他モデル
の動作結果を解析する｡SAでは105万円,ll.5%の削減,GAでは89万円,
9.7%の削減,1CPUでのALは91万円,9.9%の削減であった｡以上により並
列計算機上のALは非常に効率よく最適化を行っていることが分かった｡
次にCPUの並列度数と最適化の処理性の関係を検証する｡処理性の比較に
ついては様々な尺度がある｡ここでは処理時間要求値の15分におけるAL-
16CPUの場合の解である746万円の水準に到達するために,他のモデルがどれ
くらいの時間を要するのかを調べ,比較検討する｡
1CPU上における3種類のモデルの最適化状況を分析すると,計画開始後
2時間ほどはそれぞれ特徴的な動きを見せるが2時間を過ぎると,ほぼ相似
の動きになっていることが分かる｡したがってここでは,並列処理による最
適化効率の向上を検証することが主たる目的であるので,1ーCPU上でのALの
結果に絞り検討する｡AL-1CPUが746万円に連するのは251分である｡した
がって16CPUの並列処理化は251/15-16.7倍の高速化を達成していることに
なる｡
しかしながら,最適化効率の測定と評価は,その方法と,環境条件におい
て,客観性を欠いていることがある.著者らも,この結果だけで最適化能力
の改善度合いを評価するのはやや困難ではないかと考えた｡何故なら,どの
実験ケースにおいても,4時間程度の動作では目的関数値が収束したように
は判断できなかったからである｡つまり,巨大で複雑な問題に対し,現存の
最速のCPUを用いたとしても数時間程度の実験で最適化度合いを評価するの
では検証として不十分である,と考えた｡
(4)巨大情報処理のもたらすもの
図5-1-12は,図5-1-11に示した実験と同条件で,処理時間をでき
るだけ長くし,最適解が収束するのかを検証するため,約1000時間-約42日
間連続で動作させた結果を示したものである｡計算量的には1000CPUを1時
間動作させた場合と同一になる｡
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まず,1CPU上でのSA,GAおよびALの結果は約200時間経過後には (総コ
スト)は715万円まで低減し,それ以降800時間はほとんど変化しなかった｡
SAの結果は微量であるがわずかに改善が見られた｡湿度をうまく制御すると
確かに最適化能力は微量だが向上するものと思われる｡以上の結果からいえ
るのは,高速のCPUを用いた場合であっても,少なくとも200時間ほど連続し
て処理を実行しなければ最適化の収束状態が分からないだけではなく,どの
段階にあるのかさえ判断ができない,ということである｡つまり,1000世
代×16個体程度の進化処理での結果は不安定であり客観的で再現性のある結
果として評価するのは困難と考えられる｡一方非常に多量の処理をした後の
結果には以下のとおり注目すべき点が2つ存在する｡
1)巨大計算結果1-高い最適化能力
最も興味深いことは,長時間の処理を行うと解はどこまで改善されるか,
という点である｡図5-1-12を観察すると,120時間後の16CPUでのALの
動作結果では704万円までコストが低減されているのが分かる｡初期解は915
万円であったので,結局23.0%の改善が達成されたことになる｡最適化実験
において1/4もの改善が行われるのは驚くべきことである｡この結果が示すこ
とは,現代の実戦的問題が極めて複雑化し,従来の方法での解決が非常に困
難になってきているという点である｡著者らはこの点に ｢並列コンピュータ｣
と ｢人工生命システム｣の重要性があると考えている｡本例では23%の改善
を達成しているが,この結果を得るために約120時間を要している｡しかし,
ミッションクリティカルな現場ではこれを15分以内に得る必要がある｡従来
のコンピュータと手法でこれを実現することは困難でありほぼ不可能と考え
ている｡しかし人工生命ベースの並列コンピュータでは
(120時間)÷(15分)× (16CPU)-7680CPU
という処理能力のハードウェアを用意することで達成できる可能性があると
いえる｡
2)巨大計算結果2-｢創発｣の発生
1CPU上でのALの処理結果と,16CPU上でのALの処理結果を比較する｡ 1
CPUでの1000時間の処理量は16CPUでは約62時間に該当する｡1CPUで1000
時間後の総コストは714万円であるのに対し,16CPUでの62時間後の結果は
704万円である｡同一プログラムを同一時間だけ動作させたにもかかわらず結
果が全く異なっており∴並列処理のほうが優れている｡つまり,解の質の改
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書が発生したといえる｡著者らにとって,これは全く予想外の結果であった｡
以上の実験は合計6回行ったが,同じ結果,つまり ｢創発｣が100%再現す
ることを確認した｡1CPUでの処理,すなわち逐次実行型の処理ではSA,
GA,AL他いかなる処理方法をもってしても714万円付近に解が収赦してしま
い,1000時間までの処理結果推移を観察すると1000時間をはるかに超える時
間をかけたとしても704万円の質まで向上させることは困難ではないかと推定
される｡したがって,並列処理は単なる処理速度の向上だけでなく,逐次実
行型の処理では到達し得ないレベルへの質的改善を実現しているということ
になる｡この現象は,計算機上での情報処理における ｢創発｣である可能性
が高いといえる｡｢創発｣とは個々の生命体,すなわちプログラムの論理的な
仕組みからだけでは創造し得ないが,それらが数多く集結することで,個々
の能力だけでは過去に発生したことのない新しい現象が発生したことを指す
からである｡
現在,私達はさらに並列度を上げることで,有限時間内において,絶対的
な処理量をできるだけ大きくすることを計画している｡16並列で確実に ｢創
発｣が発生するなら,100並列,1000並列では一層大きな ｢創発｣が容易に発
生するものと期待できるからである｡
(5)巨大情報処理が ｢創発｣を産みだす必要条件
今回の研究において ｢創発｣を発生させる必要条件については,下記のと
おり実証実験で推定することができるようになった｡
1)近傍CPU上の人工生命体同志は頻繁に相互作用を行うこと
2)相互作用の結果は,全体システムに瞬時に波及すること
3)相互作用は非同期に行われ,相互の処理を一瞬たりとも停止させないこと
今回の人工生命モデルを16CPUのクラスタ並列マシンに実装した場合,何
回実験を繰り返しても,同一の水準の目的関数値を有する解を得ることがで
きた｡しかしながら,それらの ｢染色体｣から生成される表現型としての実
際のSCM計画は毎回異なるものであった｡この原因は ｢クローン生成｣｢相
互作用｣などの処理実行時に発生する,ハードウェアを構成する半導体素子
の微小な動作のズレから生ずる ｢時間的なゆらぎ｣であるものと推定される｡
そうでなければ,何回再現テストをしても解の形は同じになるはずだからで
ある｡逆にこの ｢時間的なゆらぎ｣が高い最適化能力を産み出しているので
はないだろうか? 著者らは今後の研究の垂心を ｢人工生命体の相互作用メ
241
カニズム｣に移してゆく予定である｡
5.1.9 今後の課題
今後の課題として,1000を超えるCPUを実装した超並列コンピュータで提
案したシステムを動作させ質的改善の度合いを検証していく｡また ｢創発｣
発生のメカニズムの詳細解析を行い,汎用的な ｢創発型コンピュータ｣の基
本的理論を確立していくことを推進してゆく｡｢創発型コンピュータ｣とは
CPUなどの物理的素子の能力を超える処理能力を有する情報システムと等価
である｡言い替えれば100個のCPUを実装しているコンピュータが101個分以
上の処理を安定して行い得るコンピュータである｡1個のCPUの実装密度と
動作クロックの限界が完全に姿を現わしている現在,情報処理分野での最も
重要なゴールのひとつであると考えるからである｡
図5-1-13
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