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ABSTRACT 
Suppose that P(z) and P(z) are two r x n matrices over the Laurent polynomial 
ring s%‘[ z], where r < n, which satis@ the identity P(z)P(z)* = I, on the @t circle 
II. We develop an algorithm that produces two n X n matrices Q(z) and Q(z) over 
9[ z], satisfying the identity Q(.z)@z)* = I,, on T, such that the s&matrices formed 
by the first T- rows of Q(z) and @(z> are P(z) and P(z) respectively. Our algorithm 
is used to construct compactly supported biorthogonal multiwavelets from multireso- 
lutions generated by univariate compactly supported hiorthogonal scaling functions 
with an arbitrary dilation parameter m E Z’, where m > 1. 0 1998 Elsevier Sciencrl 
Inc. 
1. INTRODUCTION 
This paper presents an algorithmic approach to the construction of 
compactly supported biorthogonal multiwavelets from multiresolutions gener- 
ated by univariate compactly supported biorthogonal scaling fknctions with an 
arbitrary dilation parameter m E Z, where m > 1. In practice, biorthogonal 
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wavelets and multiwavelets are of interest because they can be real, com- 
pactly supported, continuous, and symmetric even for dilation as small as 
m = 2. (It is not possible for an orthonormal wavelet with dilation m = 2 to 
have all these properties simultaneously.) It is well known that using a simple 
manipulation, a pair of biorthogonal wavelets can be obtained from the 
m&resolutions generated by a pair of biorthogonal scaling functions with 
dilation m = 2. However, no general procedure for obtaining biorthogonal 
multiwavelets from multiresolutions generated by biorthogonal scaling func- 
tions with arbitrary dilation m > 1 is available so far. 
The construction of biorthogonal multiwavelets from the multiresolutions 
generated by two sets of compactly supported scaling functions that are 
biorthogonal can be reduced to the problem of extending two matrices with 
Laurent polynomial entries. This problem is more complicated than the 
corresponding matrix extension problems for the construction of orthonormal 
multiwavelets and prewavelets, which only involve the extension of one 
matrix. The matrix extension problems corresponding to the construction of 
orthonormal multiwavelets and prewavelets have been well studied. In fact, 
[2] provides practical algorithms for the solution of these problems. However, 
it should be mentioned that matrix extension is not the only method of 
constructing multiwavelets from multiresolutions generated by scaling func- 
tions. In specific cases, using special properties of the scaling functions 
involved, it is possible to obtain multiwavelets through more direct ap- 
proaches. For instance, see [l]. 
In this paper, we give a constructive solution of the matrix extension 
problem for the construction of biorthogonal multiwavelets, and our solution 
is easily implementable in the computer. Let 9[ z] denote the ring of 
univariate Laurent polynomials over the complex field, and let U denote the 
unit circle in the complex plane. The matrix extension problem that we are 
concerned with is as follows. Consider two r X n mat_rices P(z) and g(z) 
over ~[z], where r < n, satisfying the idenfity P(z)P(z)* = I, on U. Can 
we find two n X n matrices Q(Z) and Q(z) over 3[ z], which satisfy 
Q(z>Q(x)* = I, on T, such that the submatrices formed by the first r rows 
of Q(Z) and @( 1 z are P(z) and F(z) respectively? We shall show that the 
answer to this question is always affirmative and the matrices Q< z) and Q(z) 
are extensions of P(z) and g(z) respectively. 
First, let us see how the construction of biorthogonal multiwavelets from 
the multiresolutions generated by two sets of scaling functions that are 
biorthogonal _can be reduced to the above matrix extension problem. Suppose 
that 4i and 4i, i = I,..., r, are compactly supported functions in P(R), the 
space of square-integrable measurable functions over the real line. Let y,, 
and GO be the closed subspaces generated by the integer shifts of & and 4i, 
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i = I,..., f, respectively: 
V(,=({4i(*-k):kEz,i=1 ) . . . )  r}), 
q()= ({&i(.-k):ktL,i=l )...) r}). 
For each v E Z, we define the subspaces V, and V,, by 
V” = {f(d*) :fE v,,), tiv = {f( mv.> :fE I$}. 
The two sets of functions {4i, . . . , +,.I and (4,) . . . , 6,) are called bi(~~hqy- 
nal scaling functions if there are finitely supported sequences hii and A,, 
such that 
i = l,...,r, (1.1) 
and 
f&(x) = 2 c hij(k)$j(mx -k), i = l,...,r, (1.2) 
j=l kE.Z 
with 
(c#+(.- k),&j(.- I)) = 81,j6k,l. i,j = l,..., r, k,l E Z. (1.3) 
It is well known that if c#+ and $,, i = 1,. . . , r, satisfy (1.1)~(1.2) so that 
I&(--- k):k E Z, i = l2 . . . . T} and {&(e- k):k E 22, i = I..:, r} form 
Riesz bases of V, and V, respectively, then both {V,},,Z and {V,,}, t L are 
multiresolutions of L2([w). 
Now, suppose that W, is an algebraic complement of V, in Vi which is 
orthogonal to GO, and W,, is an algebraic complement of GO in V, which is 
orthogonal to _V,. We_ say that the compactly supported functions I/J,, . . . , 
tici,,, ljr and h . . . 7 GcGim- ljr are_biorthogonal multiwavelets if {$J. - k) : k 
E Z, i = l,..., (m - l)~} and {+i(. - k): k E if!, i = 1,. . . ,(m - l)r} form 
Riesz bases of W,, and W, respectively, and 
(~~(.-k),~(.-E))=S,,j6,,,, i,j=l,..., (m-l)r, k,ZEH. 
(1.4) 
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Let @ = (&, . . . , $?lT and H(k) = (hjj(k)) for k E 22’. Then (1.1) can 
be rewritten as a matrix dilation equation: 
a(x) = c H(k)@(mx -k). 
keL 
For 1 = 0, 1, . . . , m - 1, define an r X r matrix H”(z) over LZ[Z] by 
H’(Z) = & kFzH(mk + Z)zk. 
Then form the r X mr matrix 
P(z) = (zl”(z),...,H”-l(Z)), 
which is called a polyphuse matrix. Similarly, for @ = (&, . . . , Jr)’ and 
E?(k) = (hi&k)) where k E Z, we obtain another polyphase matrix 
F(z) = (ti”(z),...,H”-‘(z)). 
The biorthogonality condition (1.3) implies that 
P(z)P(z)* = I,, z E 8. 
In Section 2, we develop an algorithm to find two mr X mr matrices 
Q(z) and o(z), which are extensions of P(z) and P(z) respectively, 
satisfying 
The mr X mr matrices Q(z) and G(z) can be written as 
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where P’(z) and p( z> are (m - 1)r X mr matrices of the form 
pyz) = (G~(z),...,G~-l(2)), 9(z) = (~“(z),...,&-‘(z)), 
and each G’(z), d’(z), Z = 0,. . . , m - 1, is an (m - 1)r X r matrix over 
S’[ z] with entries given by 
(G”t z))ij = & kFzgij(mk + Z)Zk, 
i=l )..., (m-l)?-, j= I)..., ?-, 
(@z))ij = f c gij(mk + I)& 
rrL kc.Z 
i = l,... ,(m - l)?-, j = l)...) ?-. 
Then the functions 
i = l,..., (m - l)r, (1.6) 
$i(‘) = j$l k~z&j(k)4j(mr - k), i = l,..., (m - l)r, (1.7) 
form biorthogonal multiwavelets. Indeed, let 
Wo=({~i(~-k):kE~,i=l ,..., (m-l)r}), 
Go= ({~i(.-k):kEz,i=l)..., (m-l)r}). 
Since Q( z)Q( .z)* = I,, for all = on T, both Q(z) and Q(z) have rank mr 
for all z on T. Now it follows from a result in [4] that the integer shifts of 
41,. . . > 4, $1,. . . > +(m-l,, form a Riesz basis of V,. Hence V, is the 
algebraic direct sum of V, and Wo. Consequently, the integer shifts of 
*i,.*., I,$~_~)~ form a Riesz basis of W,. Similarly, we conclude that Vi is 
the algebraic direct sum of V. and W, and the integer shifts of $,, . . . , &,,l _ I,r 
form a Riesz basis of W,. By (1.1)~(1.2) and (1.5)-(1.7), W, I e,, and 
W,) _L V,. Also, the biorthogonality relation (1.4) follows from (1.5)-(1.7). 
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It should be mentioned that in the special case where & = c#+, i = 
1 ,*-., r, and {c#+(* - k) : k E Z, i = 1, . , . , r} is an orthonormal basis of V,, 
our algorithm reduces to the paraunitary matrix extension in [2]. 
In Section 3 of the paper, we apply our algorithm to obtain biorthogonal 
multiwavelets based on the biorthogonal scaling functions constructed_ in [3]. 
Explicit values for the entries of the matrices G(k) = (g,j(k)) and G(k) = 
(g,,(k)), k E Z, are provided, together with the graphs of the scaling 
functions and multiwavelets. 
2. MAIN RESULTS 
For any two column vectors x = (xi,. . . , x,)~, y = ( yl, 
the inner product of x and y is given by 
n 
(lx, y> = C xi yi* 
i=l 
, yy E C”, 
We denote the group of invertible n X n complex matrices by GL,(C) and 
the ring of n X n matrices over 9[ z] by M,(W[ z]). 
LEMMA 2.1. Let v, G E @” be nonzero column vectors, where n > 2. 
(a) If (v,C> # 0, th en 
f*S 
there exist matrices S, s E CL,(c) such that 
= I, and 
Sv = (v,G)e,, SG = e,. (2.1) 
(b) If (v,G)=O, h t en 
s*S = Z,, and 
there exist matrices S, s E CL,,(@) such that 
Sv = (v, v)e2, SG = e,. (2.2) 
Here, e, and e2 are the column vectors (1, 0, 0, . . . , 0)“ and (0, 1, 0, . . . , OjT 
in @” respectively. 
Proof. (a): Let (vi, . . . , v, _ 1} be a basis of the orthogonal complement of 
the linear span of {v} in C”. Define S = (G, vi, . . . , v,_ 1)*, the conjugate 
transpose of the matrix formed by the column vectors G, vi, . . . , v,, _ 1. To 
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show that S is invertible, it suffices to show that {V, v,, . . . , v,, 1} is linearly 
independent. Suppose that 
C’G + CIVl + *.. +cc,_Iv”-l = 0 
for some c’,c ,,..., c,_~ E c. Taking the inner product with v, we obtain 
c’(G, v) = 0, and hence c’ = 0. Then it follows from the linear independence 
of Iv,, . . .,v,_r] that c1 = ... = c,,_~ = 0. Now, define S = (S* )- ‘. Clearly, 
Sv = (v, C)e, and s*S = I,. Furthermore, SS* = I,, yields SG = e,. 
(b): Let S = (C, v, v r>...>vn-2 I*, where {v,, . . . , v,, -*} is a basis of the 
orthogonal complement of the linear span of {v, Cl in c=“. Suppose that 
c”? + cv + c,v, + -.* +c,_pv,,_9 = 0 
forsomeE,c,cr ,..., c,_z E C. As in (a), by taking inner products with G and 
v, we conclude that c’ = c = 0, and subsequently, c, = ... = c,, ~2 = 0. 
Then setting S = (S*)-’ gives the desired result. H 
Suppose that A(z) is an n X 1 matrix over 9[z] given by 
A(z) = z a,?, 
i=N, 
where a, E C", aN,,aN, # 0. Define the degree of A(z) by 
d(A) = N, - h’,. 
LEMMA 2.2. 
Y&ilij zi 
For n > 2, suppose that A(z) 
are n x 1 matrices over 9[ z 1, with a, 
# 0, d(A) > 0, and (A(z), A(z)> = 1 for- all 
then there exist matrices F(z), Z%z) E &I,(%‘[ z]) 
and 
d( FA) < d( A) (2.3) 
Z+)*F(z) = I,,, 2 E U. (2.4) 
In particular, 
( F(~)A(z), z+)&)) = 1, z E T. (2.5) 
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Proof. Using Lemma 2.1, we obtain S, S E GL,(@) such that S*S = I,, 
and 
SaNl = (aN,,Gti,)el, $6~~ = e,. (2.6) 
Since (a_,*, 6~~) is the coefficient of zNzeNl in (A(z), A(z)) and 
(A(z), A(z)) = 1 for all z E V, it follows that 
Consequently, (2.6) implies that (SaN2)1, the first component of SaN2, is 
zero. Now, let D(z) E M,(B[~]> be the diagonal matr& given by 05~) = 
diag(l, z-l,..., z- ‘>. Then defining F(z) = D(z)S and F(z) = ZI(z)S gives 
(2.3H2.5). ??
We are now ready for 
THEOREM 2.1. For n > 2, suppose that 
A(z) = 5 a,zi, 
i=N, 
are n x 1 matrices over ~[z], with ai,& E C", aN,,aN,, H~,,iid, f 0, and 
(A(z),&)) =l, z~%. (2.3) 
Then there exist n X n matrices C(z), 6< Z) E M,(L%‘[ z 1) such that 
C(z)A(z) = c’(z)~(z) = e,, 2 E u, (2.9) 
6( z)*c( z) = z,, z E T. (2.10) 
Proof. We shall proceed by induction on n. 
For n = 2, A( z> and A(z) are 2 X 1 matrices which can be expressed as 
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for some scalars A,,(z), A,,(z), A,,(Z), A,,(Z). It follows from (2.8) that 
A,,(z) A,,(Z) + A,,(-,) A&) = I, Z E T. (2.12) 
Now, let 
(2.13) 
Then a direct calculation shows that (2.11)-(2.13) yield (2.9)-(2.10). 
For rr > 3, we shall obtain two finite sequences of matrices Fj( Z) and 
6(z), i = 1,. . . , I, in M,(@z]) such that d(F, 1.. F,A) = 0 and 
F,(z)*F,(z> = I, on T. Since this is trivial for d(A) = 0, we may assume that 
&A) > 0. 
With A(z) and A(Z) as in (2.71, if (aN,, ii-,) # 0, then it follows from 
Lemma 2.2 that ther_e exist matrices F,(z), F,(z) E M,(9[ .z]> such that 
rl(F,A) < d(A) and F,(z)*F,(z) = I,, for all z E T. 
On the other hand, if (a,,, ii~,) = 0, by Lemma 2.1, there exist matrices 
S,, Si in GL,(@) such that S,a,, = (aN,, aN,)e,, .!flii~l = e,, and ?S, = I,. 
Writing 
S,A(z) = z a(')z=', 
i=N, 
(2.14) 
i=N, 
we have a$: = (0, cr, 0,. . . , OIT and %%I = (IO, 0,. . . , O)r, where (Y = 
(a N,, aN,) # 0. For the first component of S,A(z), either there exists an 
integer K, where N, < K < N,, such that (a(i'>l, the first component of a(k), 
is nonzero, or (a(')), is zero for every i = N,, . . . , N2. 
First, suppose that K is an integer, where N, -C K < N,, such that 
(a$)), = p + 0 and (a(!'), = 0 for i = N,, . . . ) K - 1. Let D,(z) = 
diag(z , N1-K 1 > f * . I 1) E bk,(9[ z]). Then (2.14) yields 
D,(z)S,A(z) = z a\%", L&(Z)S,A(Z) = ? ) 1 pz i 
i=N1 i=$,+N,-K 
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where a$: = (p, cu,O,. . . ,O)r and &$i+N,-K = (I,O,O, . . . . O)T. Now, ob- 
serve that ( a($,8($~+.,_K > = p # 0 and (D,(z)S,A(z), D,(z>tf,~$z)> = 1 
on U. Thus we can apply Lemma 2.2 to obtain T,(z), ?i< z) E M,(9’] z I> such 
that 
d(T,D,S,A) < d( D,S,A) < N, - N, = d(A) 
and [i;,(z>O,(z>S,]*[T,(z)D,(z)S,] = I, for all z E T. 
Next, suppose that (a!,')), = 0 for every i = N,, . . . , N,, where a\" is as in 
(2.14). Then consider the (n - 1) X-1 matrices B(z) and Z!(z) formed by 
the last n - 1 rows of S, A(z) and S, A(x) respectively. More precisely, let 
B(z) = 2 bid, 
i=N, i=ti, 
where b. = ((a!')),,... , (a(J)> )T and L. = ((&‘))a,. . . , (ii;(“>,JT. Since (a(.')> 
= 0 for ‘every ; = Nl,...: NI, it folloks from (2.8) that (B(z), g(z)) 2 1’ 
for all x E T. By the induction hypothesis, there exist (n - 1),X (n - 1) 
matrices T,(z), YO<z) E M,_ i(9[ z]) such that T,(x)B(z) = ~a<z)B’(z) = 
(IO,. . . ) OF and T,,(x)*T,,(z) = I,_ 1 for all z E U. Now, define 
Then T,(z)S,A(z) = e2 on Uz and hence, d(T,S, A) = 0. In addition, a 
simple calculation shows that [T,(z)S,]*[T,(z)S,] = Z,, for all z E 8. 
In all the above cases, we can find matrices F,(z), $i(z) E M,,(g[ z]) 
such that gi( z)*Fi( z) = Z,, which leads to ( F,(Z) A(z), F,(.z)k(z)) = 1 for 
all z E U. Furthermore, either d(F, A) < d(A) or d(F, A) = 0. Thus, re- 
peating the_above process, if necessary, gives two finite sequences of matrices 
Fi(z) and Fi(z), i = 1,. . . , I, in M,(z[ z]) such that d(F, *** F, A) = 0 and 
Fi( z)* Fi( z) = Z, on U. In particular, 
(F,(r)- F,(z)A(z)&)-. &)i(z)) = 1, z E U. (2.15) 
Without loss of generality, we may assume that 
Fl( z) ..a F,(z)A(z) = a:), @l(Z) ... Fl(Z)A(Z) = 5 ziyz', 
i=ni. 
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where a{), 5:‘) E d=“, a0 , ati,, aM, # 0. Then (2.15) implies that R, < 0 < (0 40 -(1., 
R,, and 
(a’,“,&(“)) = c?,,~, (2.16) 
for i = ti I, . . . , k,. By Lemma 2.1, there exist matrices S,, 1, Sl+, E GL.(C) 
such that ST+ i S,, 1 = I, and S,, ,a’&’ = tl+ liit) = e,. Furthermore, by (2.16) 
for every i = &ii,..., ti,, where _i # 0, the_ first component of SI+ ,h(l) is 
zero. Let D,, i(z) = diag(1, ~~1,. . . , ~~~1) E M,(s[.~]). Then setting 
Fl+i(Z) = Q,i(Z)S~,, - and Fl+,(z) = Dl+,(z)SI+, gives 
F,+,(z) a** F,(z)A(z) = e,, F,+,(z) *.. &( =;)A( z) = c ay+‘)?, 
i=O 
where the first component of 66” ‘) is 1. As in the proof of Lemma 2.2L we 
Tdt;d matrises_ Fl+2(z>, cl+,(z) E M,(%[ z]) such that d(g[+, ... F, A> 
1+1 1.. F,A), F,+,(z)*** F,(z)A(z) = el, and F1+2(.z)*Fl+2(z) = I, 
for all z E U. Contirming this procedure, we obtain two finite sequences of 
matrices F,(z) and Fi(z), i = 1,. . . , rn, in M,(s[z]) such that on U, 
F,(z) **. F,(z) A(z) = e,, &(m()*** @,(z)A(z) = e,, 
and F,(z)*F,(z) = I,. Thus the matrices C(z) and C(a) defined by 
C(z) = F,(z) ... F,(z), c’(z) = I’,,(z) *.. F,(z), (2.17) 
give the desired result. ??
The main steps of the algorithm described in the above proof can_ be 
summarized as follows. For n > 2, given two n X 1 matrices A(z) and A( 2) 
of the form (2.7) satisfying (2.8), we seek two n x n matrices C(z) and C(z) 
in M,(s[ s]) such that (2.9) and (2.10) hold: 
Step 1. For n = 2, C(z) and C(z) are given by (2.13). 
Step 2. For n > 3, construct two matrices_ F,(z) and e,(z) in M,(9[ ~1) 
such that d( F, A) < d(A) and F,( z)*F,(z) = I,, on U. In this 
connection, there are two possibilities: 
(a) If (aNi, sti,> + 0, appy 1 Lemma 2.2 to obtain F,( z> and F,( ~1. 
(b) If (aN,, 6~~) = 0, first apply Lemma 2.1(b). Then, after some 
manipulation, either use Lemma 2.2 or reduce the problem to 
the (n - I)th case to obtain F,(z) and F,(z). 
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Step 3. If d(F, A) > 0, _repeat_ step 2 with A(z) and i(z) replaced by 
F,(z) A(z) and F,(z) A( z> respectively. If d(F, A) = 0, proceed to 
step 4. 
Step 4. Let Fi(z) and e(z), i = I, .I., I, be matrices in M,(z[z]) such 
that d(F, *a* F, A) = 0 and Fi(z)*Fi( z> = Z,, on T. Apply Lemma 
2.2 repeatedly with some manipulation to obtain matrices Pi(z) and 
e(z), i = E + 1,. .., m, such that F,(z)--* F,(z)A(z) = Z$(z>--0 
FJz>$ z) = e, and c<z)*F,(z> = I, on T. The required matrices 
C(z) and 6< z) are given by (2.17). 
THEOREM 2.2. For n > 2, suppose that Ai and A&z>, i = 1,. . ., r, 
are n x 1 matrices over S?[ z], r < n, such that the n X r matrices A(z) and 
a(z) given by 
A(z) = (A,(z),..., A,(z)), i(z) = (i,(r),..., A,(z)), (2.18) 
satisfy 
&*A(z) = I,, 2 E T. (2.19) 
Then there exist n X n matrices Q(Z), Q< Z> E M,(S[ z]) such that 
Q(z)A(z) = Q(z)&) = .z E T, (2.20) 
and 
m*e<4 = Z”, 2 E T. 
Furthermore, Q(z) and o(z) are given by 
Q(Z) = Or(z) ... CA(z)> ot4 = c?rw 
where for every i = 1,. . . , r, 
(2.21) 
. Ql< z>, (2.22) .., 
0 
i &) ’ 
(2.23) 
and C,(z) and d,(z) are (n - i + 1) X (n - i + 1) matrices of the form 
(2.17) satisfying d,(z)*Ci(z) = Zn_i+l on T. 
” _ 
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Proof. The condition (2.19) is equivalent to 
(A,(Z), A,(Z))= 6i,j, z ET, (2.24) 
for i,j = l,..., r. In partsular, (A,(z), A,(z)> = 1, and by Theorem 2.1, 
there are matrices Q1( z), Qr( Z> E M,(s[ z I) such that 
Qr(z)A(z) = Q,(.z)A(=.) = e, (2.25) 
and Q,<z>*Q,<z> = I, on T. Thus it follows that for i, j = 1, . . . , r, 
(QI(~)~i(i),Q1(")A;(;)) = qj, z E u. (2.26) 
The equations (2.25)-(2.26) th en imply that the first components of 
Q,(z)Ai(-> and Q,(z)Ai(z) are zero for i = 2,. . . , r. Consequently, 
Qdz)A(z) = 
1 0 .** 
o A:“(?) . . . 
1 0 . . . 
Qdz)A(z) = o A;+,) . . . 
where A!‘)(z) and A’.l)( z), i = 2 >.*.> 
satisfying ( A:“(z), A!)(z)) = ai 3 
r, are (n - 1) X 1 matrices over S[ z] 
onUfori,j=2 ,..., r. 
Next, suppose that for k <‘r, there exist matrices Qi(=> and Qi(-), 
i = 1,. . . , k - 1, in M,(L%‘[z]) such that 
$-(il(,) 1:: 
k 
with Qi(.z)*Qj(z) = I, on T for i = 1,. . . , k - 1, and 
(A’,k-l)(z), i;“-“(z)) = a,,,, ;. E u, (2.27) 
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for i,j = k,..., r. Applying Theorem 2.1, we obtain (n - k + 1) X (n - k 
+ 1) matrices C,(z), C,(z) E M,_,+,(S[ z]) of the form (2.17) such that 
C,(z) Aikml)( z) = c’,(z) ,$-l)( .z) = e,, 
and d,(z>*C,(z) = Zn-k+l for all z E T. Then (2.27) yields 
(C,(z)AIk-l)(~),~k(?)A!;k-l)(~)) = c?,,~, z E U, 
for i,j=k ,..., r. Thus the first components of C,(Z)A$~-‘)(Z) and 
dk(z>A$k-l)(.z) are zero for i = k + 1,. . . , r. Now, let 
Then we obtain 
and &<d*Qk(d = I, f or all x E T. Finally, defining Q(z) and Q(z) as in 
(2.22) gives (2.20)~(2.21). W 
REMARK 1. If P(z) and Z?z> are two T X rr matrices over 9[ z I, where 
r < n, which satisfy the identity Pi z>P’( z)* = I, on U, then applying Theo- 
rem 2.2 to-A(z) = P(z)* and A(z) = P(z)* yields two n X n matrices 
Q(z) and Q(Z) over s?[ z] such that the submatrices formed by the first r 
rows of Q< z) and Q< > 
_ 
z are P(z) and P(z) respectively. Furthermore, it 
follows from (2.21) that Q(Z)@(Z)* = I, on T. 
3. AN EXAMPLE 
Consider the biorthogonal sets of scaling functions {&, &-J and ($1, &I 
tith dilation m = 2 constructed in [3]. They satisfy the matrix dilation 
MATRIX EXTENSION 
equations 
I fi3 
Q(x) = e H( k)@(2x - k), 6(x) 
k= -I 
- k), 
The graphs of &, &, &, and 4, are shown in Figure 1. We note that 
41>$, are symmetric, while &, JJ, are antisymmetric, and all the four 
scaling functions are real, continuous, and supported on [ - 1, 11. 
FIG. 1. 
(b) 
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-2 m 
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-1 -0.5 0 0.5 1 
Graphs of scaling functions: (a) 41, (b) $2, (c) $1, (4 $2. 
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The corresponding polyphase matrices for {+1, &,I and I&,, &) are 
M a1 ti J;zl 6’ 
0 P(z) 2 --+T 4 z ---;-lo = 
G dzl 6 61 &if’ 0 
\ 4 ---+? 2 z ____5 5 z / 
Ai til 6 56 1 5G ’ 
0 
F(z) 2 42+4 
---- 
82 8 = fi 7fi 1 76 35fi 1 35fi ’ 
\O -7 --- 32 z +- 32 __--- 64 z 64 / 
respectively. Applying Theorem 2.2 to A( z> = P’< .z )* and A< z> = P( z I*, we 
obtain two 4 X 4 matrices Q(z) = Q(z) E M,(S’[ z]> such that 
Q(z)@(z)* =&)I+)* = ‘,2 , 
( 1 
z E u, 
and 
&4*Q<4 = 4, 2 E T. 
The matrices Q1(z>, &(z>, Qz(x), &(.z) in (2.22) are given by 
hi fi til hi 431 
0 
2 T+42 -x+102 
0 1 0 0 
5 5 51 1 1 
-- 0 
3 -Fi+z2 3+- z 
11 11 -- 0 --- 
3.2 32 
- 
fil 
--+sz 8 
0 
1 17 1 
s+24; 
51 -- 
62 
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I1 0 0 
d-ii -26 dz 
9~4~) = ’ 4 pz---- --z 15 5 I 3 > 
0 1 $2 +z 
\ 
0 0 ++1 
3 u I 
.-lo, 
1 0 0 0 \ 
fi 
35a 7&z 7v% 
0 
-Ii- 
-- 
42(4 = 
--ZZ+- 
24 16 12 
0 ; s 48 &z & - 
0 L s 
10 12 -&-+ I 
and the explicit expressions for the matrices Q< z > and Q(z) are 
Q(z) = 
0<4 = 
J;z 
0 
2 
a 
0 
-T 
I 
4 
7 1 
-5 0 
2 
0 
0 
1 -- 
10 
0 
diT 
4 
7 
s 
1 - 
10 
a1 dz 
4-+-i- z 
7&f 1 7G -- +- 
32 z 32 
7 7 1 
-64+64z 
3 1 1 
sofir z 
\/;zl fi ---- 
10 .z 10 
til G --- - - 
5;. 5 
x 
3s 
-1+L 
z 
5fi 1 5J;z -- - - 
8z 8 
356 1 35G --- -- 
64 z 64 
35 35 1 
iTB+Ei- z 
3 5 1 
-32+32- .z 
The last two rows of Q(Z) and Q(z) lead to biorthogonal sets of multi- 
wavelets {G1, &J and {I,&, I&}. To obtain symmetric or antisymmetric multi- 
wavelets, we perform elementary row operations on the last two rows_ of Q(Z) 
and G(z). We shall still denote the resulting matrices by Q(z) and Q< z.), and 
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QW = 
0 
-i- 
--_+- 
32 z 32 
7ti 7fi 7fi 1 0 - -- -- + 
8 
dz VP di41 z 
-- 0 10 20+20; 
fil fi ---- 
10 z 10 
61 fi ----- 
5z 5 
2dz 2fi 1 - -- 
35 + 35 2 
fi fil 
-e+2; 
56 1 sJ;z ---_ 
8z 8 
35fi 1 35&f 
----- 
64 z 64 
35hi- + 35dz 1 
-- 
128 128 z 
fi til 
-8+82 
In addition, Q(z)* Q(z) = I4 for all .z E T. 
The biorthogonal sets of multiwavelets {+I, +J and {$,, I,&} are given by 
(1.6)~(1.7). Writing (1.6H1.7) in matrix form, we have 
V(x) = i G(k)@(2x - k), @(x) = i +)&(2x - k), 
k=-I k=-1 
where * = (el, I/J~Y’, @ = ($1, $,)r, G(k) = (g,j(k)), k(k) = (g,j(k)). The 
rrfatrices G(k) and k(k) are obtained from the last two rows of Q(Z) and 
Q(z) respectively. They are explicitly given by 
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FIG 2. Graphs of multiwavelets: (a) I/J,, (b) +a. (c) I),, (d) 5,. 
Figure 2 shows the graphs-of I+!J~, I+!J~, I$,, and 4,. The functions el, 6, are 
antisymmetric, while +!I~, $e are symmetric, and they are real, continuous, 
and supported on [ - 1, 11. 
We would like to thank Professor S. L. Lee of National University of 
Singapore for introducing us to the problem and giving many helpful sugges- 
tions. 
REFERENCES 
1 T. N. T. Goodman and S. L. Lee, Wavelets of multiplicity r, Trans. Amer. MaQz. 
Sot. 342:307-324 (1994). 
2 W. Lawton, S. L. Lee, and Z. Shen, An algorithm for matrix extension and wavelct 
construction, Math. Comp. 65:723-737 (1996). 
3 S. L. Lee and H. H. Tan, Interpolatory multi-scaling functions, manuscript. 
4 S. L. Lee, H. H. Tan, and W. S. Tang, Wavelet bases for a unitary operator, Proc~. 
Edinburgh Math. Sot. 38:233-260 (1995). 
Receioed 5 November 1996; final manuscript accepted 14 March 1997 
