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1. INTRODUCTION 
Given a set of a colors, a necklace is the result of placing n colored beads 
around a circle. A necklace which is asymmetric under rotation is said to be 
primitive. The number M(a, n) of primitive necklaces is computed by a 
formula that goes back to Col. Moreau of the French Army, to wit, 
where ,U is the classical Mobius function; M(a, n) is called a necklace 
polynomial. We shall be concerned with some remarkable identities satisfied 
by the polynomials M(a, n), which apparently have not been previously 
noticed. Specifically, we prove that M(a/?, n) can be expressed as a quadratic 
polynomial in M(a, i) and M&j), and generalized to more variables; that 
M(a’, n) can be expressed linearly and integrally in terms of M(a, i). The 
proofs given below of these identities are entirely combinatorial 
(Theorems l-6). 
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Government’s right to retain a nonexclusive royalty-free license in and to the copyright 
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Both identities are elegantly expressed in ring-theoretic terms by means of 
the necklace ring, introduced in Section 4. The language we deliberately 
introduce, notably the Frobenius and Verschiebung operators, is strongly 
suggestive of another context. Not without reason. 
The cyclotomic identity 
has been proved in many ways. All previous proofs, however, rely on ad hoc 
arguments, whether from Lie algebra, from finite fields, or from various 
generalizations of Philip Hall’s commutator collecting algorithm (Lothare 
and Viennot). Taking an entirely different approach, we give what we believe 
to be the first natural, i.e., bijective proof of the cyclotomic identity, that is, a 
proof which is entirely set-theoretic, where set-theoretic constructions are 
made to correspond biuniquely to the algebraic operations on formal power 
series. 
The cyclotomic identity provides an isomorphism between the necklace 
ring and a ring structure on rational functions, which turns out to be 
isomorphic to the ring of Witt vectors. Using this isomorphism, we show in 
the last section how the calculus of Witt vectors can be developed 
combinatorially. In the present treatment, the much-discussed integrality of 
the polynomials defining Witt addition and multiplication is rendered all but 
obvious. 
The necklace polynomials are special cases of similar polynomials which 
one of us has used to enumerate asymmetric functions under an arbitrary 
group action. It stands to reason that our identities for the necklace 
polynomials should have analogs for more general group actions; in 
particular, that they should give a q-analog of the cyclotomic identity. 
2. WORDS AND PRIMITIVE WORDS 
We shall work throughout with a set A, which we shall call an alphabet. 
The elements of A shall be called letters. A word is a finite juxtaposition of 
letters of the alphabet A, that is, an element of the free monoid generated by 
A. The length of a word is the number of letters; the product of two or more 
words is juxtaposition. Thus, if 
w = alal ... ak, aiEA, 
and 
w’=b,b2 a.. b n, b,EA, 
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then the product ww’ of the words w  and w’ is the word 
ww’ =a*u* *** Uk , * *** bb b,. 
Two words w  and w’ are said to be conjugate when w  = uu and w’ = vu, 
where u and v are words. The empty word is the identity in the monoid of 
words; thus, every word is conjugate to itself. The relationship of conjugacy 
between words is an equivalence relation, and an equivalence class of words 
under the equivalence relation of conjugacy will be called a necklace. 
If w  = ui, then i divides the length n of the word w. We say then that the 
word w has period n/i. Thus, the period in a representation of a word w  in 
the form u’ is the length of the word u. The smallest j such that w  = v”‘j for 
some v (of length j) is called the primitive period of the word w. For 
example, w  has primitive period 1 if and only if all letters of w  are identical. 
Clearly, every period of the word w  is a multiple of the primitive period of 
W. 
Conjugate words have the same primitive period and hence the same 
periods. A word of primitive period n is said to be aperiodic. An equivalence 
class of aperiodic words will be called a primitive necklace. 
We denote by S(a; n) the number of aperiodic words of length n out of an 
alphabet A containing a letters, and by M(a, n) the number of necklaces of 
length n. One easily computes 
S(a; n) = 1 p (+) ad 
din 
where ,L is the classical Mobius function. Thus, the polynomial M(a, n) of 
the variable a takes integer values for integer a; this fact can be viewed as a 
generalization of Fermat’s theorem. Indeed, when n is prime, then 
M(a, n) = (an - a)/n, 
which shows that a” - a is divisible by n. The identities to be derived in the 
sequel can be viewed as further generalizations of Fermat’s theorem. We 
shall refer to S(a; n) as the cyclic polynomials and to M(a, n) as the necklace 
polynomials. 
3. MAIN RESULTS 
We shall now establish the main identities satisfied by necklace 
polynomials. A simple but useful result is the following: 
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THEOREM 1. The cyclic polynomials satisfy the identity 
S(aP; n) = C S(a; i) SC&j) 
for any positive integers a, /I, n. The sum ranges over the set of positive 
integers 
{i,j: [i,j] = n). 
where [i, j] is the least common multiple of i and j. 
Proof: Let A and B be alphabets with a and p letters. We consider words 
w  of length n made out of the alphabet A x B; every such word is naturally 
associated with a pair of words w’, w”, each of length n, made out of the 
alphabets A and B, respectively. Conversely, a pair w’, w” gives a unique 
word w. We write w  = (w’, w”). The left side of the identity to be proved 
counts primitive words of length n; the right side counts the number of pairs 
w’, w” such that w’ has primitive period i, w” has primitive period j, and 
[i, j] = n. The conclusion is thus an immediate consequence of the following: 
LEMMA. The word w is primitive if and only if the word w’ has primitive 
period i, the word w” has primitive period j, and [i, j] = n. 
ProoJ If w  = tnlk, then both w’ and w” have period k. Thus, k is a 
multiple of both i and j, and hence a multiple of [i,j]. Hence, the primitive 
period of w  is a multiple of [i, j]. On the other hand, writing w’ = (t’)n’i and 
w” = (p)“li, we see that the word w  has the period [i, j]; hence the primitive 
period of w  is at most [i, j]. Q.E.D. 
In terms of the necklace polynomials, the preceding result can be restated 
as 
THEOREM 2. The necklace polynomials satisfy the identity 
M(a/?; n) = 1 (i, j) M(a; i) M(@; j), 
[i.jl=n 
where (i, j) is the greatest common divisor of the integers i and j. 
A similar argument gives the more general identity 
M(a/3 --- y; n) = C (i, j,..., k) Wa; i) Ml&‘) -a- M(Y; k), (*I 
where (i, j,..., k) is the greatest common divisor of the positive integers 
i, j,..., k, and where the sum ranges over all positive integers i, j,..., k such that 
their least common multiple equals n, that is, [i, j,..., k] = n. 
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A deeper identity satisfied by the cyclic polynomials is the following: 
THEOREM 3. For any positive integers /3, r, n we have 
SGC’; n) = c a/RI), 
where the sum ranges over the set 
{j: [r,j] = nr). 
ProoJ Starting with an alphabet B of /I letters, we consider words w  of 
length n out of the alphabet B’ = B X B X *.. X B (r times). Again, every 
such word is associated with an r-tuple (w, , w2,..., w,), each wi of length n, 
and conversely. The identity states that each such word w  is biuniquely 
associated with a unique primitive word w’ of length j, made out of the 
alphabet B. We proceed to set up such a one-to-one correspondence. Let 
w, = b,, b,, -a - b,, 
where b,, E B. Now set 
w, = b,, b,, --a b,,, 
v, = b,, b,, -a. b,, 
v2 = b,,bzz . . . b,, 
finally, set 
v, = b,,b,, -.- b,,; 
W’=V,V, --- v,. 
Thus, w’ is a word out of the alphabet B. Clearly the correspondence w  -+ w’ 
is biunique. 
LEMMA. The word w  has period k if and only if the word w’ has period 
kr. 
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Proof The word w has period k if and only if each of the words wi has 
period k. This means that 
b -b b -b l,ktl- I,17 Z,k+l- 2.1~“‘~ b,,t+,=br., 
b -b b -b b,.,,, =br,z 1,ktZ  1.27 2,k+2  1,23”‘7 
b,,,, = b,.k, bz.zk = bz.w- br.zk = br.k 
b 1,2k+ 1 - b,,,, bz.zkt I = bz,, Y. . -T br,zk+, = br,, 
b 1,ZktZ = b,.zv.. 
b I,3k = bi.k,... 
b,,, = bl.k, bz., = bz.w., bra = br.,. 
But these are precisely the necessary and sufficient conditions that the word 
w’ have period kr. Q.E.D. 
To conclude the proof of the theorem, observe that as a consequence of 
the lemma, the word w has primitive period n if and only if the word w’ has 
period nr. This happens if and only if the primitive period j of w’ is a divisor 
of nr. Suppose now that some multiple ij ofj were of the form rk for some k 
properly dividing n. Then w’ would have period rk and by the lemma, w 
would have period k properly dividing n. Therefore, no multiple ofj can be 
of the form rk for k properly dividing n, otherwise such a multiple would 
contradict the fact that the primitive period of w is n. Hence, the least 
common multiple of j and r is a multiple of nr. But j 1 nr, again by the 
lemma. We conclude that [j, r] = nr. 
Conversely, suppose that [j, r] = nr. Then no multiple of j can be of the 
form rk for k properly dividing rz. The proof is therefore concluded. 
In terms of the necklace polynomials, the preceding identity can be 
restated as follows: 
THEOREM 4. For positive integers j3 and n, the necklace polynomials 
satisfy the identity 
where the sum ranges over the set 
{j: [r,jJ = nr). 
We now combine the results of Theorems 1 and 3, thereby obtaining 
NECKLACES 101 
THEOREM 5. Let a, 8, r, s, n be positive integers, and let r and s be 
relatively prime. Then 
S(cW; n) = C S(a; P) W; q), 
where the sum ranges over the set 
(P, 4: [rp, sq] = nrs1. 
Proof: By Theorem 1 we have 
S(c?/Y; n) = x S(a’; i) S@‘;j). 
li,jl=n 
By Theorem 3, 
S(a’; i) = x S(a; p), 
where the sum ranges over the set 
{p: [s,p] = is), 
W;A =x w, 41, 
where the sum ranges over the set 
{4: [r, 41 =jr}. 
Combining the three identities, we obtain 
SWP’; n) = C S(a;p) W; 41, 
where the sum ranges over the set 
(p,q: [s,p] = is, [r,q] =jr, and [i,j] =n). 
But s[r, q] = [sr, sq] =jrs, and similarly 
r[s,p] = [sr, rp] = irs and [rsi, rsj] = rsn, 
hence the sum ranges over the set 
{p, q: [ [sr, rp], [sr, sq]] = rsn} = {P, 4: [sr, rp, wl = rsn). 
But r and s are relatively prime, hence 
[rs, rp, sql = [m sql. Q.E.D. 
In terms of necklace polynomials, we have 
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THEOREM 6. For a, p, r, s, II positive integers we have 
(r, S) qaSI(‘J) 
P 
T/(T.S). , n) = C (ri, sj) M(a; i) M(J?;j), 
where the sum ranges over the set 
{i,j: ijl(ri, sj) = n/(r, s)}. 
Proof: Replace r by r/(r, s) and s by s/(r, s) in the preceding theorem. 
4. THE NECKLACE RING 
Given a commutative ring with identity A, we shall define a commutative 
ring structure on all infinite vectors 
a = (a,, a, ,...); b = (b, , b, ,...I, ai,bjEA. 
Addition is defined componentwise, and multiplication c = a * b is defined as 
the arithmetic convolution 
With this definition of addition and multiplication, we obtain a commutative 
ring over A, which we shall call the necklace ring over A, written M(A). 
The identity of the necklace ring is the vector (1, 0, O,...). 
We shall now define some remarkable linear operators on the underlying 
additive Abelian group of the necklace ring: 
The rth Verschiebung operator V, is defined as 
V,a = b, 
where 
b, = 0 if rkn 
=a n/r if r 1 n. 
The rth Frobenius operator F, is defined as 
Fra = b, 
where 
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and the sum ranges over the set 
{j: [r,j] = nr). 
THEOREM 1. The Verschitibung and Frobenius operators satisfy the 
following identifies: 
(a) V, V, = V,, ; 
(b) F,F, = F,, ; 
(c) F, V,(a) = ra. 
Proof: Identity (a) is trivial. Identity (b) is verified as follows: if 
b = F,F,(a), then 
over the set 
{i, j: [r, j] = nr and [s, i] = js). 
But then, j = [s, i]/s and nrs = s[r, j] = s[r, [s, i]/s] = [rs, [s, i]] = [rs, i]. 
Therefore the sum ranges over the set 
(i,j: [rs, i] = nrs) = {i: [rs, i] = nrs}. Q.E.D. 
Identity (c) is verified as follows. Let b = F, Vr(a), and c = V,(a); then, 
setting j = ri, 
where i ranges over the set 
{i: [r, ri] = nr) = {i: i = n). 
Hence, the sum reduces to the single term corresponding to i = n, and 
b,=ra,. Q.E.D. 
From now on, let A be the ring of integers. We shall now consider a 
subring of the necklace ring, which will turn out not to be a proper subring, 
as we shall see shortly. This is the subring generated by all vectors of the 
form 
M(a) = (kqa; l), M(a; 2), M(a; 3),...) (*I 
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or more generally 
V,M(a) = (0, 0 ,..., M(a, l), 0, 0 ,..., M(a, 2) ,... ). 
--- 
rterms ,-terms 
We have then 
(**) 
PROPOSITION 1. The Abelian subgroup under addition of the necklace 
ring generated by ail elements of the forms (*) and (**) is closed under 
multiplication. 
Proof: This is a consequence of Theorem 6 of Section 3. It suffices to 
verify that the vector 
c = V$f(a) * V,M(P) 
is of the form (**). But from the definition of convolution and from 
Theorem 6, we find 
c, = 0 if [r,s]ljn 
= (r, s) M(ar’(r*s)ps’(r*s); n/[r, s]) if [r,s] In, 
and thus we have the explicit formula 
V,M(a) * V,M$) = (r, s) V~r,s,M(ar’(r,s)ps’(r,s)), (et+) 
which is actually stronger than the assertion. Similarly, from Theorem 4 of 
Section 3 and from Theorem 1 we have 
PROPOSITION 2. The submodule spanned by vectors of the form (**) is 
closed under the Frobenius operators; in fact 
F,M(a) = M(a’), 
F, V,M(a) = rM(a). 
We shall now prove the fundamental result that every vector in the 
necklace ring can be expressed in an essentially unique canonical form in 
terms of the Verschiebung operators: 
THEOREM 2. Let A be the ring of integer. Then every vector 
a= (a,, a2,a3,...) 
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has a unique expression in the form 
a = M(a) + V,MCg) + V,M(y) + --‘. 
Proof. We shall describe an algorithm, to be called clearing, whereby 
every vector can be reduced to the stated canonical form. 
Step 1. We show that a is equal to a vector of the form 
where 
a = M(a) + b, 
b = (0, b,, b, ,... ). 
To this end, it suffices to set a = a,, so that a = M(a) + (a - M(a)), and 
b = a - M(a) has components b, = 0, b, = a, - M(a, ,2), b, = a3 - 
MG-4, 3),..., since b,=a,-M(a, l)=a,-a,=O. 
Step r. We show that every vector a of the form 
a = (0, 0 ,..., a,, a,, , ,...) 
can be written in the form a = V&(P) f b, where 
b = (0, O,..., 0, b,., , , br+z ,... >. 
Indeed, set /3 = a,, and write a = V$4(/3) + (a - V,M@)). Again, the rth 
component of V,M(P) is M(P, 1) = a,; hence, setting b = a - V,M@) we 
obtain the conclusion. 
To conclude the proof of the theorem, apply Step 1 to a, and let a(*) = b. 
Now apply Step 2 to a(*), writing a’*’ = V2M(P) + aC3), now apply Step 3 to 
aC3), etc. The expansion obtained is evidently unique. 
We observe that the polynomial expansions for a(*), a(‘),..., in terms of 
a,, a2, a3 ,..., are polynomials which take integer values for integer a,. 
Applying Theorem 2 to the Abelian submodule generated by vectors of the 
form (**), we obtain the 
COROLLARY. The subset of all vectors of the form 
M(a) + I/,M(B) + V,M(y) + a-. 
is closed under addition and convolution. 
If 
a =&Z(a) + V2MQ3) + V@(Y) + *e-V 
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we call a, /I, y ,..., the necklace components of the vector a, and write 
a = [a, P, v,...], a’ = [cd, /I’, y’,... 1. 
The necklace components a, 8, y,... uniquely determine a. We call [a, j?, y ,... ] 
a necklace vector. The necklace sum and necklace product of two necklace 
vectors, written 
[a, P, Y,...] 0 [a’, P’, y’,...] 
and 
[a, A Y,... I 0 [a’, P’, y’,...]. 
are defined respectively to be the vectors obtained by clearing the vectors 
a + a’ and a * a’. It is evident from the construction that addition and 
multiplication are given by polynomials which take integer values for integer 
entries. 
Propositions 1 and 2, Theorem 2, and its corollary remain valid for more 
general commutative rings with identity. These are the rings A for which one 
can define polynomials M(a, n) satisfying the identities of Theorems 2 and 4 
and thus, Theorem 6 of Section 3. It is not known how this class of 
commutative rings can be characterized. Every commutative integral domain 
of characteristic zero belongs to this class, and every finite field belongs to 
this class. 
Actually, the operations of addition and multiplication of vectors in terms 
of their necklace components can be made more explicit by the following 
method, which is inspired by the umbra1 calculus. 
Consider the vector space of polynomials with integer coefficients in the 
variables a and p. On such a vector space we define a linear functional L by 
the following rules: 
(1) LWta, a)) = a, 
(2) LWA n)) = b, n>l 
(3) L(a’jP) = L(a’) L@). 
Rule (1) can be restated, by a Mobius inversion, as 
L(a”) = C da,, 
din 
from which it is clear that L is well-defined. 
From the definition of convolution 
C,= C (4.i) aibj, 
li.jl=n 
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it follows that 
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c, = c W) wqa, i)) wqm)) 
Ii,jl=n 
= L 
(. 
], FE n (id Ma, 0 WJ)) I 
By Theorem 2 of Section 3, this simplifies to 
We are therefore led to introduce another ring, Gh(A), the ghost ring of 
vectors (1, g, , g,,... ), where addition and multiplication of vectors are taken 
componentwise. If a is an element of a necklace ring, we set a^ to be the 
vector (“ghost vector”) whose components are 
a^,, = 2 da,, nZ 1, 
din 
and a^, = 1. We have then 
THEOREM 3. For any commutative ring A with identity, the mapping 
is an isomorphism of the necklace ring Nr(A) onto the ghost ring Gh(A). 
Proof. We use the umbra1 method described above, setting 
a, = LMa, n)) 
4, = UW/-t n)). 
Under these circumstances, 
a^, = L(a”), 
and therefore 
(ab), = L(a”/?“) = L(a”) L(@“) 
= d,i& 
as desired. 
We shall now obtain explicit expressions for the Frobenius and 
Verschiebung operators in the ghost ring Gh(A). 
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THEOREM 4. (1) In the ghost ring, we have 
L@, 
with 
6, = a”,,. 
(2) 
with 
and 
ProoJ: (1) In the necklace ring, we have 
F&f(a) = M(d), 
by Proposition 2. Thus, by the same umbra1 argument as above, pF’, maps the 
sequence L(a”) = a ,^, to L(C) = a ,^,, in the ghost algebra. Q.E.D. 
(2) If 
IQ?= 6 
and 
then we have 
V,a = b, 
Setting n = kr and d = ri, we obtain 
 ^
b,, = F7 ribri = \‘ ri . a,. 
ilk 
i 
Ilk 
Substituting for ai, we have 
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where c(i, k) = 1 if i ( k and 0 otherwise; is the inverse of the Mobius 
function. Thus 
Q.E.D. 
5. NECKLACES AND PLACEMENTS 
We shall now give a natural, bijective proof of the fundamental identity 
which we interpret as an identity in formal power series in the variable z. We 
call this identity the cyclotomic identity. 
The left side can be rewritten 
c ,;* a%! 5 If>0 
On the right side, we have 
1 ( ) 
‘wad 
1 -zzJ = go (Wd)‘“‘-$ 
and thus the identity reads 
C a%! $ = n ( C (M(a,j))(“’ $) 
n>O />O n>o 
(**I 
where x(“) is the upper factorial x(x + 1)(x + 2) ..a (x + n - 1). 
We shall find a set-theoretic bijection yielding (**). To this end, our first 
objective is to introduce suitable families of combinatorial objects to be 
counted. 
Given a set N of n objects (“balls”) labeled 1,2,..., n and a set A of a 
objects (“boxes”) labeled a, b,..., c, we define a placement of the balls into the 
boxes to be a pair (f, n), where f is a function from N to A, and II is a 
permutation of N. A placement can be visualized as a way of placing each of 
the balls in some box, where the order of placement of each ball matters. 
Specifically, ifffi) = a and n(i) = k, then the ball labeled i is the kth ball to 
be picked up and placed in box a. 
There are evidently a’%! distinct placements of a set of n balls into a set of 
607/50/2-2 
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a boxes. Thus, the left side of (**) is the exponential generating function for 
placements. 
The permutation 71 of a placement partitions the set N into cycles. Say a 
cycle is (pq .e- rs) of length j; that is, the elements p, q,..., r, s belong to N 
and a(p) = q,..., n(r) = s, II(S) = p. Such a cycle, together with the function f 
restricted to the set (p, q,..., r, s), defines a necklace on the set { p, q ,..., r, s }. 
Such a necklace has a primitive periodj. To repeat, to every placement (f, Z) 
there is naturally associated a family of necklaces, defined on the cycles of 
the permutation 71, and conversely. We shall say that each necklace belongs 
to the placement (f, n). 
Now let C(j) be the set of all placements with the property that every 
necklace belonging to each such placement has primitive period j. The 
necklaces belonging to C(j) will be called necklaces of period j. Let #j(z) be 
the exponential generating function of the family C(j). That is, 
where cj,, is the number of distinct necklaces of period j from a set N of n 
elements to a fixed set A. The preceding discussion shows that 
1 a”n! f = n #j(z), n>O j>O 
and thus the remainder of the proof consists in showing that 
~j(Z) = 1 M(a, j)'k' -$. 
k>O 
This we undertake to do. From now on, we analyze placements of a fixed 
periodj. The right side of (***) will be interpreted combinatorially once it is 
rewritten as an exponential generating function, that is, 
Qlj(z) = kTo 7 @(a, j))‘“’ 6. 
We have to show that the integer 
i%$ (M(a, j))'k' 
is the number of placements of period j of a set of n = kj balls to a set of a 
boxes. 
We begin by recalling the notion of disposition of a set X (“balls”) into a 
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set V (“boxes”). A disposition is a function fz X+ V, together with a linear 
order on each of the non-empty blocks f-‘(u), as u ranges over V. A 
disposition can be visualized as a placing of the balls into the boxes, together 
with a linear order of the balls placed within each block. If the set X has x 
element and V has u element, there are utx) = U(V + 1) ... (u +x - 1) 
dispositions of X into V. 
Next, we interpret the factor 
This factor enumerates the partitions of a set of n balls into blocks, subject 
to the conditions that each block shall contain j elements and a linear order 
be given to the elements in each block. 
The following algorithm gives a biunique way of generating all placements 
of period j. 
Step 1. Partition the set of 12 = kj balls into k blocks B,, B2,..., B,, 
each containing j elements. 
Step 2. Assign a linear order to the j balls in each of the blocks 
B,,B,,...,Bk. 
Step 3. Take a disposition of the blocks B, , B, ,..., B, into the set V. 
Such a disposition assigns a particular necklace u to a subset of the 
blocks, say B,, B, ,..., B,, and furthermore induces a permutation of the 
blocks B,, B, ,..., B,. 
Thus, we have a function g: {B, , Bz,..., Bk} + V, and for each u E V such 
that g-‘(u) is non-empty, a linear order on the set of blocks g-‘(u). Say 
g-%9 = {B,, Bz,..., B,} and the linear order on g-‘(u) is (Br,, Bi*,..., B,). 
This linear order induces the permutation Q on the set {B, , B, ,..., B,} defined 
by setting o(B,) = Bi,. 
We now associate to each cycle of the permutation u, say (after 
relabeling) the cycle (B,, B, ,..., B,), a necklace of primitive period j, as 
follows. “Cut open” the necklace g(B,) at one place, thereby obtaining a 
word u of length j, and juxtapose u to each of B, , B, ,..., B,, following their 
linear order. A moment’s meditation will convince the reader that the 
necklace thereby obtained does not depend on the place where the necklace 
g(B,) is cut open. 
The construction is repeated for each cycle, thereby giving a placement of 
period j. The necklaces belonging to this placement correspond to each cycle 
of each permutation u of g-‘(u), as u ranges over V. 
In conclusion, we have associated to each disposition of the set 
{B, , 4 ,..., Bk} to the set V, a placement of period j of the set N to the set A. 
Conversely, suppose we are given a placement (J n) of period j of N to A. 
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Let c, ) c, )... be the cycles of II. Each such cycle has a period which is a 
multiple of j, and is therefore associated with a unique necklace u of 
primitive period j. Now each Ci defines a linear order on the set on which it 
is defined, and the necklace u “splits” this linear order into blocks B,(C,), 
B*(Ci)3***, say, each associated with a replica of the necklace u. The set 
{B,(C,), B2(Ci),...} of these blocks inherits the linear order of Ci, and is thus 
linearly ordered. We thus obtain a cycle y on the set of blocks {B,(C,), 
B2(Ci)Y*.}* 
For fixed Ci, each of B,(C,), B,(C,) ,... is associated with a necklace U. We 
have therefore defined a function g from the set {Bj(Ci)} to V, as Ci ranges 
over all cycles of x, and B,(C,) over all replicas of the necklace u associated 
with Ci, to the set V of primitive necklaces of period j. 
The above discussion shows that for each v E V, the set g-‘(u) consists of 
a family of disjoint cycles. But this amounts to saying that a linear order is 
defined on g-‘(u). We thus obtain a disposition of the set of all blocks 
{Bj(Ci)} to the set V. 
The two constructions are inverses of each other, and thus define a 
bijection between dispositions of {II,( into V, and the set of all necklaces 
of period j such that each Bj is “assigned” a primitive necklace of period j. 
Now, there are (kj)!/k! partitions as in steps 1 and 2, and there are 
dispositions as in step 3. Therefore, there are 
!+$ (M(a, j))'"' 
ways of performing the algorithm described by steps 1, 2, and 3. But we 
have seen that each placement of period j can be obtained by this algorithm 
in one and only one way. The proof is therefore complete.* 
6. UNITAL RATIONAL FUNCTIONS 
A unital series is, by definition, a formal power series 
f(z)= 1 +a,z+a,zz+ a**, 
whose first coefficient is the identity; the ai shall belong to a commutative 
integral domain A of characteristic zero (these conditions on A will later be 
relaxed). The cyclic sum off(z) and a unital series 
g(z)= 1 +b,z+b,zZ+ **- 
* This proof is rewritten in full detail in Metropolis and Rota. 
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is by definition the product off(z) and g(z), in symbols: 
f(z) 0 l?(z) =f(r) g(z). 
We shall define a product of unital series which, together with the cyclic 
sum, defines a commutative ring structure. To this end, we remark 
PROPOSITION 1. Every unital series has a unique expression 
f(z)= IJl (&T)c” 
where the exponent c, is an integral polynomial in a,, a, ,..., a,, . 
Proof: Equating coefficients, we find 
where the sum ranges over all j such that 
j, + 2j, + 3jj, + .s. = n. 
Thus, the coefficients c, are computed recursively in terms of the aj for j < n. 
Since the function 
x 
( > k 
is an integral polynomial in the variable x (that is, a polynomial taking 
integer values for integer x), the conclusion is immediate. Thus, if c = 
( Cl 9 c2 ,*-- ) is a vector in the necklace ring, we can define a unital series 
and this map extends to a linear map of the underlying module of the 
necklace ring onto the module of unital series under cyclic addition. 
We are therefore led to define the cyclic product of two unital power series 
$(c) and 4(d), where d = (d, , d2 ,...), as the unital series 
Clearly we have 
4(c) * WI = d(c * 4. 
PROPOSITION 1. With the above definition of cyclic sum and cyclic 
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product, the family of unital series is endowed with a structure of a 
commutative ring with identity. This commutative ring is isomorphic to the 
necklace ring by the isomorphism $. 
In the above construction, let 
h(z)= 1 +h,z+h,z’+-=f(z)*g(z). 
Then the coefficient h, of the cyclic product is an integral polynomial in the 
coefficients a2 ,..., a,, and b, ,..., b,, as the above argument shows. We shall 
see in the next section that these polynomials actually have integer coef- 
ficients. 
The image of the vector M(a) under the isomorphism 4 is computed by 
the cyclotomic formula of the preceding section, 
and more generally, 
Thus, from Proposition 1 and from Theorem 2 of Section 4 we infer 
THEOREM 1. Every unital series has a unique expression as an infinite 
product 
f(z)=l+a,z+a,z+..-= n 
1 
na, 1 -aGI,z” ’ 
where a,, is a polynomial with integer coefjcients in the coeflcients 
a,, a2,..., a n. 
Only the last assertion requires verification, and this follows from the 
identities 
a, = a, 
a, = a2 + a: 
a,=a,+a,a,+a: 
One may ask: in what sense is the structure of a necklace ring a “natural” 
one for formal power series? An answer to this question is given by 
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THEOREM 2. The cyclic SUM and cyclic product of unital rational 
functions are again unital rational functions. 
ProoJ: A unital rational function is (by definition) a finite cyclic sum of 
unital series of the form 
(1 - azl)’ 
where j is a positive integer and i an arbitrary integer. We shall prove that 
1 
1 -azr * & = (1 _ al,ci/ydzD)d 
where r and s are positive integers, and where d = (r, s) and D = [r, s]. In 
view of Proposition 1, this will establish the conclusion. 
Now, (*) can be rewritten as follows. We have 
so that identity (*), in view of Proposition 1, is equivalent to the identity 
V,M(a) * V,M(/?) = dVJ14(a”dpS’d). 
But this is identity (***) of Section 4. 
We note in passing the identities 
VT 
1 
A= 1 -azf’ 
Fr 
1 
A= 1 -arZf’ 
Q.E.D. 
More general identities for Verschiebung and Frobenius operations on unital 
rational functions can be computed by transferring the results of Section 4 
via the isomorphism #. 
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7. CARRYLESS WITT VECTORS 
A string is an infinite matrix 
a, 4 Cl 
a2 b2 c2 
. : ..a . . . 
a, bj ck 
0 
0 
= s, 
where each column has a nonzero number of entries, and the entries are 
taken from a commutative ring A with identity. 
To a string S we associate the unital series 
(1 - a,z)-‘(1 - a2z)-l ..a (1 -air)-‘(1 -b,z2)-‘(1 -b,z*)-’ ... 
(1 - biz2)-‘(1 - c,z3)-‘(1 -c2z3)-’ .*. (1 -Qz3)-’ v-e. 
Two. strings will be said to be Witt equivalent if their associated unital 
series are identical. 
Our objective is to characterize Witt equivalence algorithmically, i.e., to 
find a finite number of simple algorithmic transformations on strings such 
that two strings will be Witt equivalent if and only if one can be obtained 
from the other by successive applications in a definite order of such transfor- 
mations. 
Clearly, two strings are Witt equivalent if they differ by a permutation of 
the rows; we shall tacitly perform such permutations whenever necessary. 
In the identity 
(1 - az)-‘(1 - bz)-’ = (1 - q,z)-‘(1 - q2zz)-‘(1 - q3z3)-’ .*., (*) 
the coefficients q,, q2, q ,,... are uniquely determined for given a and b. 
Indeed, expanding we have 
a+b=q, 
a2 + ab + b* = q: + q2 
a3+a2b+ab2+b3=q:+q,q2+q3 
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whence 
q,=a+b 
q2 = -ab 
q3 = -a2b - ab2 
q4 = -ab(a + b)2 
Evidently, the recursion can be solved without dividing; thus we obtain the 
important 
PROPOSITION 1. The coeflcients q, , q2 ,... in Eq. (*) are polynomials with 
integer coeflcients in the variables a and b. 
For later reference we record the following immediate consequence of 
Proposition 1: 
PROPOSITION 2. In the identity 
(1 - a~“)-‘(1 - bz”)-’ = (1 - q,z”)-‘(1 - q2z2”)-‘(l -qq3z3”-’ . . . . 
the coeflcients q, , q2 ,... are the same polynomials in a and b as those in 
Proposition 1. 
We shall say that the string 
c41 q2 q3 *-* . 
0 b, c, em. 
T= 
0 b, c2 a.. 
a3 b, c3 a.. 
a4 b, c, ..s 
: . . 
is obtained from the string 
b, 
b, 
4 
b, 
Cl 
c2 
c3 
c4 
by performing a carry on the first digit. 
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Similarly, we shall say that the string 
T= 
is obtained from the string 
S= 
0 q1 0 q2 ***’ 
a, 0 c, d, *** 
a, 0 c2 d, -.- 
a3 b, c3 d, ... 
a4 b, c, d, ... 
. . . . 
. . . . 
by performing a carry on the second digit. 
Let us agree to say that an n th digit of a string is an element of the n th 
column. We then say that the string T is obtained from the string S by 
performing a carry on the nth digits a and b when 
(1) the entries a and b are n th digits of the string S; 
(2) the string T is obtained from the string S by the following 
operations in succession: 
(a) replace the nth digits a and b by zeros, 
(b) insert an extra row (say the first row) consisting of the 
vector 
00 a** q,oo *‘* q*oo *** 
n th entry 2n th entry 3n th entry 
Clearly, if string T is obtained from string S by performing a carry, then 
S and T are Witt equivalent. 
We want to establish a suitable converse of this assertion. To this end, we 
shall require an infinite sequence of carries. Thus, we shall say that a string 
T is obtained from a string S by carrying when a sequence of strings S,, S, , 
s,, s,,... can be found with the following properties: 
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(1) s,=s, 
(2) Sn+l is obtained from S, by performing a finite sequences of 
carries, all on the nth digits of S,, 
(3) the first n columns of S, agree, after permutation of the elements 
of each column, with the first n columns of T. 
We have evidently 
PROPOSITION 3. If a string T is obtained from a string S by carrying, 
then S is Witt equivalent to T. 
We say that a string T is clear, when it is of the form 
VI VI 01 
0 0 0 
T= i::: 1 * 0 0 0 *a* 
. . . 
THEOREM 1. For every string S, there is a unique clear string T which is 
obtained from S by carving. 
Proof: By iterated carries on the first digit, we see that the string S is 
equivalent to a string whose first digit is clear, that is, a string having at 
most one nonzero entry in the first column. Call this string S,. By 
performing carries on the second digit of the string S,, one sees that the 
string is equivalent to a string S2 whose first and second digits are clear, etc. 
Let T be the clear string obtained at the end of the clearing process, say, VI 
0 
T= 0 
I: . 
v2 
0 
0 
03 
0 
0 
. . . . . . 
1 
9 . . . . . . 
and let the formal power series associated with the string S be 
1 + u,z + u2z2 + u3z3 + *=*. 
Then one has the identity 
(1 - v,z)-‘(l- v,z2)-‘(1 - v3z3)-’ **a 
= 1 + u,z + u2z2 + u3z3 + ***. 
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By Theorem 2 of Section 4, the ui are uniquely determined by the uj, and 
therefore the string T is unique. 
At each stage of the clearing process, the entries of the succeeding strings 
are by Proposition 2, polynomials with integer coefficients in the entries of 
the preceding string. Since the composition of polynomials with integer coef- 
ficients is again a polynomial with integer coefficients, we infer 
THEOREM 2. Let the string S have at most n nonzero digits (entries) in 
each column, say, 
s= 
c 
q 
c 
Let 
T= 
a, b, c, ..a 
a2 b, c2 ... 
a3 b, c3 .e. 
. . . 
. : . 
a,, 6, c, .a- 
0 0 0 
0 0 0 
. . . 
v1 v2 vj *** 
0 0 0 *** 
0 0 0 *** 
. . . . . . 
. . . . . . 
. . . . . . 
be the clear string equivalent to S. Then the entry vi of the string T is a 
polynomial with integer coeflcients in the variables appearing in the first i 
columns of the string S. 
We can now state the solution of the equivalence problem posed at the 
beginning of this section. It is an immediate consequence of Theorem 1: 
THEOREM 3. Two string S and S’ are Witt equivalent if and only if 
there exists a string T which is obtained from both S and S’ by .carrying. 
In particular : 
NECKLACES 121 
COROLLARY 1. Two strings S and S’ are Witt equivalent if and only if 
they are Witt equivalent to the same clear string. 
A Witt-equivalence class of strings will be called a Witt vector. 
8. THE Wm RING 
We now define sum and product of strings and show that these operations 
are compatible with Witt equivalence. 
The sum of the string 
s= 
and the string 
T= u, vg w, 
0 0 0 
0 0 0 **a 
. . . 
. . . 
-. , . 
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is the string defined by juxtaposition: 
. . . . . . 
. . . . . . 
ai bj ck a.. 
u, v, w, ‘*- 
S+T= . . . . . . 
. . . . . . 
. . . . . . 
up vq w, *** 
0’ 0 0 
0 0 0 .-* 
. . . 
. . . . . . 
. . . 
Thus, the unital series associated with S + T is the product of the unital 
series associated with S and the unital series associated with T. 
Clearly, the sum of two strings is compatible with the equivalence 
relation; thus, the sum of Witt vectors is well-defined. 
The product of strings will be defined in several stages. 
We first define the product of two strings each of which has at most one 
nonzero entry, say 
s= 
‘0 0 . . . 0 a 0 . . . 
0 0 *** 0 0 0 *** 
0 0 **- 0 0 0 *-* 
. . . . . . . . 
. . . . . . . . . . . 
. . . . . . . . 
T= 
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0 0 . . . 0 p 0 . . . 
0 0 . . . 0 0 0 . . . 
0 0 . . . 0 0 0 . . . 
. . . . . . . . . . . 
. . . . . * . . . . . 
. * . . . . . . . . . 
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where the entry a appears in the rth column and the entry p appears in the 
sth column. 
Set 
. . . (y/V,S) r/w.s) P 
as/w’s) r/tr.st P 
aslW.s) r/(r,s) B 
0 
0 . . . 
0 . . . 
0 . . . 
0 . . . 
. . . 
. . . 
. . . . 
(1) the nonzero entries appear only in the [r, s]th column, 
(2) in the [r, 81th column there are (r, s) nonzero entries, each equal to 
asl(r,s) r/(r.s) B - 
The definition of the product is completed by making the above definition 
distributive relative to sums. Specifically, one writes a string as a sum of 
strings, each of which has a unique nonzero entry, and then one multiplies 
by the distributive law of sum and product. 
THEOREM 1. With the above definition of sum and product, the set of 
Witt vectors over an arbitrary commutative ring with ident@ is given the 
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structure of a commutative ring with identity. When A is an integral domain 
of characteristic zero, this ring is naturally isomorphic to the necklace ring. 
Proof. First, we remark that the product of strings commutes with Witt 
equivalence of strings. This follows from the following identity for the cyclic 
product of unital series: if 
then 
&*f@)= “VI (&* 1 1 - a,z” ). 
The same identity also shows that the product of strings is distributive with 
sum of strings. Thus, it is clear that sum and product of strings correspond 
to cyclic sum and cyclic product of their associated power series, at least 
when A is an integral domain of characteristic zero. But since the definition 
of sum and product of strings, and the operation of carry, can be expressed 
by polynomials with integer coefficients, the assumption remains valid for an 
arbitrary commutative ring A. Q.E.D. 
COROLLARY. The cyclic sum and cyclic product of unital rational 
functions can be defined over an arbitrary commutative ring with identity, 
and expressed by polynomials with integer coeflcients. 
By Theorem 1 of Section 7, in each equivalence class of strings there exists 
a unique clear string, which is sometimes identified with the Witt vector 
itself. The ring structure on Witt vectors defines a ring structure on clear 
strings. If S and T are clear strings, write S @ T and S 0 T for the clear 
strings belonging to the equivalence classes S + T and S - T, respectively. 
THEOREM 2. The family of clear strings becomes a ring under the 
preceding deJnitions of addition and multiplication. The nth entries of the 
strings S 0 T and S @ T are polynomials with integer coeflcients (the ” Witt 
polynomials”) in the first n entries of the strings S and T. 
The preceding discussion makes it clear that the explicit computation of 
Witt polynomials is a futile exercise. There is no reason why clear strings 
should be singled out as representatives for each equivalence class of strings. 
We hope to have shown, by the above formalization, that the Witt calculus 
becomes simpler and natural by considering Witt vectors as equivalence 
classes of strings. If one views Witt vectors as very general “numbers,” it is 
not surprising that these numbers should be allowed several representations 
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by “digits.” We encounter a similar phenomenon in the binary representation 
of real numbers, where a rational number has two distinct binary represen- 
tations. We have shown elsewhere that this lack of uniqueness can be taken 
as the starting point for the construction of the real field. A similar idea has 
been developed here for Witt vectors, and should work as well for the 
explicit digital representation of other fields. 
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