The paper gives a systematic study of the approximate versions of three greedy-type algorithms that are widely used in convex optimization. By approximate version we mean the one where some of evaluations are made with an error. Importance of such versions of greedy-type algorithms in convex optimization and in approximation theory was emphasized in previous literature.
Introduction
We study approximate solutions of the optimization problem inf x∈S E(x) (1.1)
under certain assumptions on E and S. In this paper we always assume that E is a convex function defined on a Banach space X. We would like to construct an algorithm that after m iterations provides a point x m such that E(x m ) is close to the inf x∈S E(x). There is an increasing interest in building such sparse approximate solutions using different greedy-type algorithms (see, for instance, [20] , [13] , [2] , [3] , [9] , [6] , [11] , [19] , and [10] ). This paper is a follow up to the papers [20] , [17] , [18] , and [5] .
Three greedy-type algorithms and their approximate versions designed for convex optimization are discussed. We study here the Weak Relaxed Greedy Algorithm (WRGA(co)), the Relaxed E-Greedy Algorithm (REGA(co)), and the Weak Greedy Algorithm with Free Relaxation (WGAFR(co)). The used above names of these algorithms are from approximation theory. The WRGA(co) is the approximation theory analog of the classical Frank-Wolfe Algorithm, introduced in [8] and studied in many papers (see, for instance, [4] , [7] , [3] , [9] , [10] , [6] ). This algorithm was rediscovered in statistics and approximation theory in [1] and [12] (see [16] for further discussion). The REGA(co) was introduced in [20] under the name Sequential greedy approximation. The WGAFR(co) was studied in [17] .
The novelty of this paper is in a systematic study of the approximate versions of the above three greedy-type algorithms. By approximate version we mean the one where some of evaluations are made with an error. Importance of such versions of greedy-type algorithms in convex optimization and in approximation theory was emphasized respectively in [20] , [5] and in [15] . We now proceed to a detailed discussion of our results.
Let X be a Banach space. A system D := {g}, g ∈ X, is called a symmetric dictionary if g := g X = 1, g ∈ D implies −g ∈ D for all g ∈ D and the closure of span(D) coincides with X. We impose some conditions on the minimizer x * of the problem (1.1). In some theorems we assume that the point x * of the minimum of E(x) belongs to the closure of the convex hull of a given symmetric dictionary D, which is denoted by A 1 (D). In other words this assumption means inf x∈S E(x) = inf x∈A 1 (D) E(x). Also, we might be interested in finding inf x∈A 1 (D) E(x) without the above assumption. In both cases we can set S = A 1 (D). We use this assumption to design different greedy-type algorithms which build at the mth iteration an approximant of x * as an m-term polynomial with respect to D. Some of these algorithms alike gradient methods use the derivative E ′ (x). Other algorithms use only function E values. We discuss these algorithms in Section 2 where we present some known convergence and rate of convergence results. The algorithms in Section 2 are assumed to perform exact evaluations of E(x) (or E ′ (x)). Here is a typical algorithm of this family. The following algorithm was introduced in [20] under the name Sequential greedy approximation. As in [17] and [18] we use the names of algorithms from approximation theory.
Relaxed E-Greedy Algorithm (REGA(co)). We define G 0 := 0. Then, for each m ≥ 1 we have the following inductive definition.
(1) ϕ m ∈ D is any element and 0 ≤ λ m ≤ 1 is a number satisfying (assuming existence)
and define
In our algorithms we always begin with G 0 = 0 and build approximants G 1 , G 2 , . . . . A natural for us domain for minimization problem (1.1) is
We assume that D is bounded. The following convergence and rate of convergence results for the REGA(co) were established in [5] .
Then, for the REGA(co) we have
Theorem 1.2. Let E be a uniformly smooth on D ∩ A 1 (D) convex function with modulus of smoothness ρ(E, u) ≤ γu q , 1 < q ≤ 2. Then, for the REGA(co) we have
with a positive constant C(q, γ) which may depend only on q and γ.
In the case ρ(E, u) ≤ γu 2 Theorems 1.1 and 1.2 were proved in [20] . It is clear from the definition of the REGA(co) that all approximants G m belong to A 1 (D). Thus, the REGA(co) can only be used for solving problem (1.1) with S = A 1 (D).
The most important results of the paper are in Section 3. Very often we cannot calculate values of E exactly. Even if we can evaluate E exactly we may not be able to find the exact value of, say, the inf 0≤λ≤1;g∈D E((1 − λ)G m−1 + λg) in the REGA(co). This motivates us to study the corresponding modifications of the algorithms discussed in Section 2. In Section 3 we assume that instead of exact evaluation of min 0≤λ≤1 E((1 − λ)G m−1 + λg) we can only do an approximate evaluation with error δ m−1 . Here is the corresponding modification of the REGA(co). The following algorithm which is an approximate variant of the REGA(co) was introduced in [20] .
Relaxed E-Greedy Algorithm with errors {δ k } (REGA({δ k })). Let δ k ∈ (0, 1], k = 0, 1, 2, . . . . We define G 0 := 0. Then, for each m ≥ 1 we have the following inductive definition.
(1) ϕ m ∈ D is any element and 0 ≤ λ m ≤ 1 is a number satisfying
Convergence of the REGA({δ k }) under conditions ρ(E, u) ≤ γu 2 and δ k → 0 as k → ∞ was established in [20] . We prove in Section 3 convergence of the REGA({δ k }) under conditions ρ(E, u) = o(u) and δ k → 0 as k → ∞. Also we prove in Section 3 the following rate of convergence result for the REGA({δ k }). Theorem 1.3. Let E be a uniformly smooth on A 1 (D) convex function with modulus of smoothness ρ(E, u) ≤ γu q , 1 < q ≤ 2. Then, for the REGA({δ k }) with δ k ≤ ck −q we have
In the case q = 2 Theorem 1.3 was proved in [20] . In this paper we extend results on the REGA({δ k }) from [20] in different directions. First, we prove the convergence result under assumption ρ(E, u) = o(u) which is much weaker than ρ(E, u) ≤ γu 2 . Second, we prove the rate of convergence result under conditions ρ(E, u) ≤ γu q , 1 < q ≤ 2 and δ k ≤ ck −q . Third, along with the REGA({δ k }) we study other algorithms: Weak Relaxed Greedy Algorithm with errors {δ k } (WRGA({δ k })), Weak Greedy Algorithm with Free Relaxation and errors {δ k } (WGAFR({δ k })). The variant of the above algorithms when δ k = δ for all k was studied in [5] . This case is realistic from the practical point of view. For δ > 0 we obtained in [5] the same asymptotic bound for the error as in the case δ = 0 but for a limited (≤ δ −1/q ) number of iterations.
One of important contributions of this paper is that it gives a dimension independent analysis of unconstrained convex optimization. For that purpose we use an algorithm with free relaxation -the WGAFR({δ k }), which we describe momentarily. An important difference between these algorithms and the one introduced and studied in [20] -REGA({δ k }) -is that the REGA({δ k }) is limited to convex combinations (1 − λ m )G m−1 + λ m ϕ m and, therefore, it is only applicable for minimization over A 1 (D). Also, we point out that our analysis is different from that in [20] . In both approaches the reduction E(G m−1 )−E(G m ) at one iteration is analyzed. We analyze it using ϕ m satisfying the greedy condition:
In [20] the averaging technique is used. (1) ϕ m ∈ D is any element satisfying
Weak Greedy Algorithm with Free Relaxation and errors {δ
(2) Find w m and λ m such that
In the case δ k = δ > 0, k = 0, 1, . . . , the WGAFR(δ) was introduced and studied in [5] .
Greedy algorithms in convex optimization
In this section we formulate some of the known results on the WRGA(co) and the WGAFR(co), which are used later in Section 3. In [17] , [18] the problem of sparse approximate solutions to convex optimization problems was considered. We begin with some notations and definitions. We assume that the set
is bounded. For a bounded set S define the modulus of smoothness of E on S as follows
We say that E is uniformly smooth on S if ρ(E, S, u)/u → 0 as u → 0. We assume that E is Fréchet differentiable. Then convexity of E implies that for any x, y E(y)
or, in other words,
3)
The following simple lemma holds.
Lemma 2.1. Let E be Fréchet differentiable convex function. Then the following inequality holds for
The following two greedy algorithms were studied in [17] . Weak Greedy Algorithm with Free Relaxation (WGAFR(co)).
, be a weakness sequence. We define G 0 := 0. Then for each m ≥ 1 we have the following inductive definition.
(1) ϕ m ∈ D is any element satisfying
Weak Relaxed Greedy Algorithm (WRGA(co)). We define G 0 := G r,τ 0 := 0. Then, for each m ≥ 1 we have the following inductive definition.
(1) ϕ m := ϕ r,τ m ∈ D is any element satisfying
Convergence and rate of convergence results for the above two algorithms were proved in [17] . For instance, the following theorem from [17] gives the rate of convergence of the WGAFR(co).
Theorem 2.1. Let E be a uniformly smooth on D convex function with modulus of smoothness ρ(E, u) ≤ γu q , 1 < q ≤ 2. Take a number ǫ ≥ 0 and an element f ǫ from D such that
with some number A(ǫ) ≥ 1. Then we have for the WGAFR(co) (p := q/(q − 1))
It is clear from the definitions of WGAFR(co) and WRGA(co) that these algorithms use the derivative of E.
It follows from the definitions of all algorithms described in this section that they have the monotonicity property
We note that two of the above algorithms, namely, the WRGA(co) and the REGA(co) provide approximants G m which belong to A 1 (D) for all m. Therefore, for these algorithms G m ∈ D ∩A 1 (D). Thus, in theorems for these two algorithms we may make our smoothness assumptions on the domain
Results for REGA(co) can be obtained from the corresponding lemmas used in the study of the WRGA(co) (see [5] ). The following lemma was proved in [17] . Lemma 2.2. Let E be a uniformly smooth convex function with modulus of smoothness ρ(E, u). Then, for any f ∈ A 1 (D) we have for iterations of the WRGA(co)
In the proof of this lemma we did not use a specific form of G m−1 as the one generated by the WRGA(co), we only used that G m−1 ∈ D. It was pointed out in [5] that the above lemma can be reformulated in the form.
Lemma 2.3. Let E be a uniformly smooth convex function with modulus of smoothness ρ(E, u). For G ∈ D we apply the mth iteration of the WRGA(co):
Then, for any f ∈ A 1 (D) we have
Approximate greedy algorithms for convex optimization
We begin with a discussion of the WRGA(co) and the REGA(co) and introduce their approximate versions. The first step of the mth iteration of the WRGA(co) uses a weakness parameter t m which makes it feasible in case t m < 1 and allows some relative error in estimating sup g∈D −E ′ (G m−1 ), g −G m−1 . We concentrate on a modification of the second step of the WRGA(co). Very often we cannot calculate values of E exactly. Even in case we can evaluate E exactly we may not be able to find the exact value of the inf 0≤λ≤1 E((1 − λ)G m−1 + λϕ m ). This motivates us to study the following modification of the WRGA(co). In the case δ k = δ, k = 0, 1, . . . this algorithm was studied in [5] .
Weak Relaxed Greedy Algorithm with errors {δ k } (WRGA({δ k })). Let δ k ∈ (0, 1], k = 0, 1, 2, . . . . We define G 0 := G (1) ϕ m := ϕ
In the same way we modify the REGA(co). This algorithm was studied in [20] .
We begin with two theorems on convergence and rate of convergence of the WRGA({δ k }).
Theorem 3.1. Let E be a uniformly smooth on A 1 (D) convex function. Suppose that a sequence {δ k } is such that δ k → 0 as k → ∞. Then for the WRGA({δ k }) with t k = t, t ∈ (0, 1], k = 1, 2, . . . , we have
Theorem 3.2. Let E be a uniformly smooth on A 1 (D) convex function with modulus of smoothness ρ(E, u) ≤ γu q , 1 < q ≤ 2. Then, for a sequence τ := {t k } ∞ k=1 , t k = t, k = 1, 2, . . . , and a sequence {δ k }, δ k ≤ c(k + 1) −q , k = 0, 1, 2 . . . we have for the WRGA({δ k })
Proof. In the proofs of both theorems we will use the following analog of Lemma 3.1 from [17] .
Lemma 3.1. Let E be a uniformly smooth on A 1 (D) convex function with modulus of smoothness ρ(E, u). Then, for any f ∈ A 1 (D) we have for the WRGA({δ k }) for m = 1, 2, . . .
and therefore
where
Proof. We have
and
By Lemma 2.1 we have for any λ
and by (1) from the definition of the WRGA({δ k }) and Lemma 2.2 from [17] (see also Lemma 6.10, p. 343 of [16] ) we get
By (2.3) we obtain
Thus,
which proves the lemma.
We now proceed to the proof of Theorem 3.1. It will follow from the above Lemma 3.1 and Lemma 3.2 below. Proof. We carry out the proof under assumption that ρ(u) > 0 for u > 0. Otherwise, if ρ(u) = 0 for u ∈ (0, u 0 ] then
It is clear that β m−1 ≥ 0. We divide the set of natural numbers into two sets:
The set M 1 can be either finite or infinite. First, consider the case of infinite Thus, the sequence {a m } is monotone decreasing on (m k−1 , m k ). Also, we have
It is clear from (3.4), monotonicity of {a m } on (m k−1 , m k ) and the property δ k → 0 as k → ∞ that it is sufficient to prove that
For m ∈ M 1 we have β m−1 ≤ 2δ m−1 . Let λ 1 (m) be a nonzero solution to the equation
Therefore, using that ρ(u) > 0 for u > 0, we obtain λ 1 (m) → 0 as m → ∞. Next,
If λ 1 (m) > 1 then by monotonicity of ρ(u)/u for all λ ≤ λ 1 (m) we have λva m−1 ≥ 2Bρ(λ). Specifying λ = 1 we get
Second, consider the case of finite M 1 . Then there exists m 0 such that for all m ≥ m 0 we have
The sequence {a m } m≥m 0 is monotone decreasing and therefore it has a limit α ≥ 0. We prove that α = 0 by contradiction. Suppose α > 0. Then a m−1 ≥ α for m ≥ m 0 . It is clear that for m ≥ m 0 we have β m−1 ≥ c 0 > 0. This together with (3.5) contradict to our assumption that a m ≥ α, m ≥ m 0 . We now complete the proof of Theorem 3.1. Denote
Set v := t, ρ(u) := ρ(E, 2u), B = 2. Then by Lemma 3.1 the nonnegative sequence {a k } satisfies the inequalities from Lemma 3.2. It remains to apply Lemma 3.2.
We proceed to the proof of Theorem 3.2. Denote as above
Then taking into account that ρ(E, u) ≤ γu q we get from Lemma 3.1
We now prove a lemma that gives the rate of decay of a sequence satisfying (3.6). 
where q ∈ (1, 2], v ∈ (0, 1], and B > 0. Then
Proof. In particular, (3.7) implies that
Then for all m we have
Denote λ 1 a nonzero solution of the equation
If λ 1 > 1 then for all λ ≤ λ 1 we have λva m−1 ≥ 2Bλ q and specifying λ = 1 we get
We now need one more technical lemma. Proof. Lemma 3.4 is a simple corollary of the following known lemma. Lemma 3.5 below is a more general version of Lemma 2.1 from [14] (see also Remark 5.1 in [15] and Lemma 2.37 on p. 106 of [16] ).
Lemma 3.5. Let three positive numbers α < β, A be given and let a sequence {a n } ∞ n=0 have the following properties: a 0 < A and we have for all n ≥ 1 a n ≤ a n−1 + An −α ; (3.12)
if for some ν we have
Then there exists a constant C = C(α, β) such that for all n = 1, 2, . . . we have a n ≤ CAn −α .
Remark 3.1. If conditions (3.12) and (3.13) are satisfied for n ≤ N and ν ≤ N then the statement of Lemma 3.5 holds for n ≤ N.
Suppose that
Then by (3.11)
Making A large enough A = C(a 0 , c)w
p−1 we get a 0 < A and
We now apply Lemma 3.5.
This completes the proof of Lemma 3.3
Applying Lemma 3.3 with v = t, B = 2 1+q γ we complete the proof of Theorem 3.2.
The following two theorems are the corresponding analogs of Theorems 3.1 and 3.2 for the REGA({δ k }) instead of the WRGA({δ k }).
Theorem 3.3. Let E be a uniformly smooth on A 1 (D) convex function. Suppose that a sequence {δ k } is such that δ k → 0 as k → ∞. Then for the REGA({δ k }) we have
Theorem 3.4. Let E be a uniformly smooth on A 1 (D) convex function with modulus of smoothness ρ(E, u) ≤ γu q , 1 < q ≤ 2. Then, for the REGA({δ k }) with δ k ≤ c(k + 1) −q we have
Proof. By the definition of the REGA({δ k }) we get
Let ϕ t m be from the WRGA(co) with τ = {t}. Then by Lemma 2.3 we obtain inf 0≤λ≤1;g∈D
This implies
Inequality (3.14) is a particular case of inequality (3.1) from Lemma 3.1. Thus, repeating the above proof of Theorems 3.1 and 3.2 we complete the proofs of Theorems 3.3 and 3.4.
We now discuss an approximate version of the WGAFR(co), defined in the Introduction. First, we prove a rate of convergence result. Denote
Assume that D 1 is bounded.
Theorem 3.5. Let E be a uniformly smooth convex function with modulus of smoothness ρ(E, D 1 , u) ≤ γu q , 1 < q ≤ 2. Take a number ǫ ≥ 0 and an element f ǫ from D such that
with some number A(ǫ) ≥ 1. Then we have for the WGAFR({δ k }) with
Proof. In the proof of Lemma 4.1 of [17] we established the inequality
under assumption that ϕ m satisfies (1.2) and G m−1 ∈ D. Clearly, (3.15) holds if we replace inf λ≥0 by inf 0≤λ≤1 in the right hand side. In the case of exact evaluations in the WGAFR(co) we had the monotonicity property E(G 0 ) ≥ E(G 1 ) ≥ · · · which implied that G n ∈ D for all n. In the case of the WGAFR({δ k }) our assumption δ k ∈ [0, 1] and choice of w m and λ m in (2) imply It is similar to (3.6). We apply Lemma 3.3 with v = tA(ǫ) −1 , B = 2γC q 0 and complete the proof. we obtain E(G m ) − inf x∈D E(x) ≤ C(E, q, γ, t)ǫ m .
Second, we prove a convergence result.
Theorem 3.6. Let E be a uniformly smooth on D 1 convex function. Suppose that a sequence {δ k } is such that δ k → 0 as k → ∞. Then for the WGAFR({δ k }) with t k = t, t ∈ (0, 1], k = 1, 2, . . . , we have
Proof. The proof is similar to the proof of Theorem 3.1 with modifications as in the above proof of Theorem 3.5. Take an arbitrary ǫ > 0 and let f ǫ to be as above in Theorem 3.5. In the same way as we obtained The algorithm REGA({δ k }) is the function evaluation companion of the WRGA({δ k }). The following function evaluation companion of the WGAFR({δ k }) was introduced and studied in [5] In the same way as Theorems 3.3 and 3.4 for the REGA({δ k }) were derived from the proofs of Theorems 3.1 and 3.2 one can derive analogs of Theorems 3.6 and 3.5 for the EGAFR({δ k }).
Proposition 3.1. Theorems 3.6 and 3.5 hold for the EGAFR({δ k }).
