Abstract. We consider finite collections of N non-intersecting Brownian paths on the line and on the half-line with both absorbing and reflecting boundary conditions (corresponding to Brownian excursions and reflected Brownian motions) and compute in each case the joint distribution of the maximal height of the top path and the location at which this maximum is attained. The resulting formulas are analogous to the ones obtained in [MFQR13] for the joint distribution of M = max x∈R A2(x) − x 2 } and T = argmax x∈R A2(x) − x 2 }, where A2 is the Airy2 process, and we use them to show that in the three cases the joint distribution converges, as N → ∞, to the joint distribution of M and T . In the case of non-intersecting Brownian bridges on the line, we also establish small deviation inequalities for the argmax which match the tail behavior of T . Our proofs are based on the method introduced in [CQR13; BCR15] for obtaining formulas for the probability that the top line of these line ensembles stays below a given curve, which are given in terms of the Fredholm determinant of certain "path-integral" kernels.
Introduction and main results
Consider a collection of N Brownian bridges (B 1 (t), . . . , B N (t)) t∈[0,1] , starting and ending at the origin, and condition them (in the sense of Doob) to not intersect in the region t ∈ (0, 1). We will refer to this model as non-intersecting Brownian bridges, and we will always assume that the paths are ordered so that B 1 (t) < · · · < B N (t) for t ∈ (0, 1). This model together with its many variants have been studied intensively in the last decade or so, both in the probability and statistical physics literatures (see for instance [TW04; AM05; TW06; KIK08; SMCRF08; DKZ11; FV12; FMS11; Lie12; Sch12; Joh13; FV17; LW17] among many others). Most of the recent interest in the study of systems of nonintersecting paths stems from their relation with random matrix theory (RMT) and the Kardar-Parisi-Zhang (KPZ) universality class. For an overview of this relation in the context of this paper we refer the reader to the introduction of [NR15] ; for a more general overview of the other aspects of the KPZ universality class which are relevant to our discussion we mention [QR14; BP14; QS15] . This paper is a continuation of [NR15] , where we studied the distribution of the random variable M B N (t), (1.1) the maximal height attained by the top path in our collection of non-intersecting Brownian bridges. The main result of [NR15] is that, for fixed N , (M bb N ) 2 is distributed as the largest eigenvalue of a certain random matrix model, known as the Laguerre Orthogonal Ensemble. Our goal now is twofold: first, to study the location at which the maximum in (1.1) is attained, and, second, to extend our results to the case of non-intersecting Brownian motions on the half-line. Before stating our results we will briefly explain the motivation behind the result obtained in [NR15] and discuss the context in which the study of the location of the maximum is natural.
1.1. Last passage percolation and the Airy process. In (geometric) last passage percolation (LPP) one considers a family w(i, j)} i,j∈Z + of independent geometric random variables with parameter q (i.e. P(w(i, j) = k) = q(1 − q) k for k ≥ 0) and lets Π N be the collection of up-right paths of length N , that is, paths π = (π 0 , . . . , π n ) such that π i − π i−1 ∈ {(1, 0), (0, 1)}. The point-to-point last passage time is defined, for M, N ∈ Z + , by
where the maximum is taken over all up-right paths connecting the origin to (M, N ).
Johansson [Joh00] proved that there are explicit constants c 1 and c 2 , depending only on q, such that P L point (N, N ) ≤ c 1 N + c 2 N 1/3 r −→ F GUE (r) as N → ∞, with F GUE the Tracy-Widom GUE distribution from random matrix theory, that is, the distribution of the asymptotic fluctuations of the largest eigenvalue of a random matrix drawn from the Gaussian Unitary Ensemble [TW94] (an Hermitian matrix with complex Gaussian entries). The above convergence still holds if one considers L point (N + k, N − k) for any fixed k instead of L point (N, N ). Prähofer and Spohn [PS02] turned next to the study of the asymptotic fluctuations of the process k → L point (N + k, N − k). Consider the process t → H N (t) defined by linearly interpolating the values given by scaling L point (N, M ) through the relation
where c 3 is another explicit constant which depends only on q. Then
in distribution, in the topology of uniform convergence on compact sets, where A 2 is the Airy 2 process [PS02; Joh03]. The Airy 2 process is a stationary, non-Markovian process, with marginals given by the Tracy-Widom GUE distribution and with finite-dimensional distributions given by an explicit Fredholm determinant formula, and is believed to describe the asymptotic spatial fluctuations for all models in the KPZ universality class with curved initial data. On the other hand one can define the point-to-line last passage time by in distribution. But it was known separately [BR01] that the distribution of the quantity on the left converges to F GOE , the Tracy-Widom GOE distribution [TW96] , which is the analog of F GUE in the case of real symmetric Gaussian random matrices. From this, Johansson [Joh03] deduced the remarkable fact that P max t∈R (A 2 (t) − t 2 ) ≤ m = F GOE (4 1/3 m).
(1.4)
Since it will play an important role in the sequel, let us stop for a moment to define F GOE more precisely. We say that an N × N random matrix A is drawn from the Gaussian Orthogonal Ensemble (GOE) if A ij = N(0, 1) for i > j and A ii = N(0, 2), where N (a, b) denotes a Gaussian random variable with mean a and variance b and all the Gaussian variables are independent (subject to the symmetry condition). By the Wigner semicircle law [Wig55] the largest eigenvalue λ GOE (N ) of A is expected to lie near 2 √ N . The TracyWidom GOE distribution describes the fluctuations of λ GOE (N ) around 2 √ N :
It is given explicitly by F GOE (m) = det(I − P 0 B m P 0 ) L 2 (R) , (1.5)
where P m denotes the projection onto the interval (m, ∞) (i.e. P m f (x) = f (x)1 x>m for f ∈ L 2 (R)), B m is the integral operator acting on L 2 (R) with kernel B m (x, y) = Ai(x + y + m),
and Ai denotes the Airy function. The determinant in (1.5) means the Fredholm determinant on the Hilbert space L 2 (R). For the definition, properties and some background on Fredholm determinants, which can be thought of as the natural generalization of the usual determinant to infinite dimensional Hilbert spaces, we refer the reader to [QR14, Section 2]. A direct proof of (1.4) was provided in [CQR13] . The proof is based in first obtaining a Fredholm determinant formula for probabilities of the form P A 2 (t) ≤ g(t), ∀ t ∈ [ , r]), and then choosing g(t) = t 2 + m and computing the limit as → −∞ and r → ∞. This method has been applied to obtain several other results about the Airy 2 and related processes (see [BCR15] and the review [QR14] ), and is the basis of our arguments in [NR15] and in this paper. Arguably the most important of those applications has been the computation of the distribution of the location at which the maximum in (1.4) is obtained. To understand the interest in this distribution, consider the random variable (the location k which solves the maximization problem need not be unique, so for simplicity we take the argmax to mean the leftmost point at which the maximum is attained). The random variable T Since H N (t) converges to A 2 (t) − t 2 , one expects that T lpp N converges in distribution to T := argmax t∈R A 2 (t) − t 2 }, (1.6) provided of course that this last argmax is unique. Johansson proved in [Joh03] that, under the assumption of uniqueness of this argmax, which was proved several years later independently in [CH14] and [MFQR13] (and slightly later, in much greater generality, in [Pim14] ), one indeed has
in distribution. By KPZ universality, it is expected that T should appear through similar considerations for many other models in the KPZ class. In particular, T should describe the asymptotic distribution of the endpoint for a very broad class of point-to-line directed random polymers (of which LPP should be thought of as a zero-temperature limit). While the computation of the polymer endpoint distribution has interested statistical physicists since at least the mid 90's [HHZ95] , its identification with T dates back only to [Joh03] . After several (non-rigorous) attempts in the physics literature at computing the distribution of T which yielded only partial progress, the answer came in [MFQR13] , who used the method introduced in [CQR13] to derive a formula for the joint density of M and T , with
(see (3.18) below for the explicit formula for this density).
1.2. Non-intersecting Brownian bridges and LOE. As we mentioned above, the Airy 2 process is expected to arise in the description of the asymptotic spatial fluctuations of a wide class of models in the KPZ universality class. While this conjecture, in its full generality, remains one of the central open problems in the field, it is known to hold for a wide class of models, among them non-intersecting Brownian bridges. More precisely, it holds that the top curve in a system of N non-intersecting Brownian bridges converges to the Airy 2 process minus a parabola:
in the sense of convergence in distribution in the topology of uniform convergence on compact sets. This result has long been well-known in the sense of convergence of finitedimensional distributions; the stronger convergence stated here was proved in [CH14] . In view of (1.9), a similar argument as the one leading to (1.4) shows that
(where, we recall, M bb N was defined in (1.1)). The question we wanted to answer in our previous article [NR15] was whether there is a finite N version of this result. Suprisingly, the answer turned out to be positive, connecting M bb N with another random matrix ensemble. Let X be an n × N matrix whose entries are i.i.d. N(0, 1), where we assume n ≥ N . Then the random N × N matrix M = X T X is said to be drawn from the Laguerre Orthogonal Ensemble (and is often referred to also as a Wishart matrix, as it can be thought of essentially as the sample covariance matrix of n independent samples of an N -variate Gaussian population). By the Marčenko-Pastur law [MP67] the largest eigenvalue λ LOE (N ) of M lies at (4 + o(1))N . Assuming that n = N + p for some fixed p, the fluctuations of λ LOE (N ) around 4N are of order N 1/3 , and the limiting law is again Tracy-Widom GOE:
In all that follows we will assume that n = N + 1. For this choice we let
We introduce also the Hermite kernel
where the ϕ n 's are the harmonic oscillator functions (which we will refer to as Hermite functions), defined as ϕ n (x) = e −x 2 /2 p n (x) with p n the n-th normalized Hermite polynomial. We introduce also the reflection operator m , given by
For every fixed N we have
In particular 4M 2 N is distributed as the largest eigenvalue of the LOE matrix M introduced above.
The proof of the first equality is similar to that of (1.4) in [CQR13] and will be described in Section 2 in the context of Brownian motions on a half-line. The second equality was also proved in [NR15] (through an independent argument). Theorem 1.1 can be recast in terms of the probability that (GUE) Dyson Brownian motion hits an hyperbolic cosine barrier (see [NR15, Prop. 1.4]), but we will not adopt that perspective in this paper.
1.3. Location of the maximum. Our first result provides a formula for the distribution of T bb N := argmax
the location at which the maximum height of the top line in the system of N nonintersecting Brownian bridges is attained (note that, since the top path is obviously absolutely continuous with respect to a Brownian bridge, the argmax in this case is easily seen to be almost surely unique). Analogously to the result of [MFQR13] , we will provide in fact an explicit formula for the joint density of the max and the argmax. For m ≥ 0 and t ∈ (0, 1) let
and define the function
(1.13) and the rank one kernel
(1.14)
We note also that, by the second equality in Theorem 1.1 and the fact that F LOE (m) > 0 for all m > 0, I − K bb N m K bb N is invertible for all such m. Theorem 1.2. Let f bb N (m, t) denote the joint density of M bb N and T bb N . Then for all m > 0 and all t ∈ (0, 1),
The second equality in (1.15) follows directly from the fact that Ψ bb N,m,t is rank one. Note, moreover, that all the operators appearing above are finite-rank, and thus the formulas can be easily expressed in terms of the determinant and trace of finite matrices (see e.g. [NR15, eqn. (3.6)]). In particular, the numerical computation of f bb N is completely straightforward (see Figure 1 for a contour plot). We remark that this formula is entirely analogous to the one derived in [MFQR13] for the joint density of M and T (see (3.18) below). Furthermore, we obtain as a consequence a direct proof of the convergence of the rescaled argmax of B N (t) to that of A 2 (t) − t 2 :
This result can also be derived from (1.9), similarly to how the analogous result for last passage percolation (which is (1.3) together with (1.4)) was derived (under the assumption of uniqueness) in [Joh03] ; here (1.9) shows that if one restricts the maximizer to lie in an interval of the form [
for any fixed K > 0 then the scaled restricted maximizer converges in distribution to argmax t∈[−K,K] {A 2 (t) − t 2 }, and from this the result can be obtained by using arguments in [CH14] to show that the probability that the maximizer lies outside such an interval can be made arbitrarily small as N → ∞ provided that one chooses a large enough K.
Recall that, as we mentioned in Section 1.1, the random variable T , which is the limit of T lpp N , is expected to appear similarly in a wide class of models in the KPZ class. As far as we are aware, Corollary 1.3, together with Corollary 1.7 below, constitute the first rigorous proofs in this direction after the LPP case (1.7).
We turn now to studying the rate at which of T bb N concentrates around its expected location 1 2 . For the case of the polymer endpoint distribution (which is centered around the origin), it was conjectured in [HHZ95] that P(|T | > t) ∼ e −ct 3 for some c > 0. The upper bound was first proved in [CH14] with an unknown c. Later on, [QR15] gave a different proof of the upper bound with c = 4 3 together with a lower bound with a different constant. The same paper conjectured that the right constant is in fact 4 3 , which was then proved through a combination of the arguments of [Sch12] and [BLS12] .
In our case note that, by Corollary 1.3, as N gets large the location of the argmax T bb N concentrates around 1 2 at a scale of N −1/3 . In view of the tail behavior of T and the scaling in Corollary 1.3, one expects then that, optimally, the probability P(|T bb N − 1 2 | > ε) should decay like e N ε 3 for small ε. This can be thought of as the small deviation regime for the concentration of T bb N , and is the content of our next result, where we get the predicted upper bound as well as a lower bound with a different constant. ≈ 0.38. There are c 1 , c 2 , c 3 , n 0 > 0 such that
with the upper bound holding uniformly in N ∈ N and ε ∈ (0, ε 2 ) satisfying N ε 3 ≥ n 0 and the lower bound holding uniformly in N ∈ N and ε ∈ (0, ε 1 ) satisfying N ε 3 ≥ n 0 .
The proof is based on the arguments of [QR15] together with the small deviation estimates for F LOE,N (m) established in [LR10] (these estimates can be used to obtain similar tail bounds for M bb N , see also (4.4) and (4.6) below).
1.4. Non-intersecting Brownian motions on the half-line. We consider now systems of non-intersecting Brownian motions which are restricted to stay in the positive halfline. There are two standard ways to enforce this condition. The first one is to put an absorbing boundary at the origin, which corresponds to conditioning the Brownian bridges to stay positive and leads to the process known as a Brownian excursion. In this case we will denote the N paths by B be 1 (t) < · · · < B be N (t) (that is, we consider N independent Brownian excursions starting from and ending at the origin and condition them, in the sense of Doob, to not intersect). The second possibility is to put a reflecting wall at the origin, which corresponds to considering reflected Brownian bridges. In this second case we will use the notation B rbb 1 (t) < · · · < B rbb N (t). In [TW07] Fredholm determinant formulas for the finite-dimensional distribution of both systems were derived. The resulting formulas are analogous to those for non-intersecting Brownian bridges, and using the general result of [BCR15] this will allow us to derive formulas for the hitting probabilities of the top path of these systems. Based on these we will derive an explicit Fredholm determinant formula for the maximal height of these systems.
As we will see, the resulting formulas have the same structure as the Fredholm determinant formula given for the Brownian bridge case in Theorem 1.1. In fact, all that changes is that the Hermite kernel K bb N gets replaced by
in the absorbing case and by
in the reflecting case, while the reflection operator m gets replaced by more complicated operators composed of a infinite sum of reflections,
We note that the Hermite functions with odd and even indices appearing in (1.16) and (1.17) are, respectively, odd and even. This will be important in the proof of our formulas.
Then for any m ≥ 0, and with standing for either be or rbb, we have
It is natural to wonder whether these two probability distributions have an interpretation in terms of RMT, as in the case of M bb N , but we are not aware of any. We turn now to the distribution of the argmax for the top path of non-intersecting Brownian excursions and reflected Brownian bridges. To that end we introduce, for m ≥ 0 and t ∈ (0, 1), the functions
where ψ bb m,t and g(t) were defined in (1.12) and (1.13), and the rank one kernels and let f be N (m, t) and f rbb N (m, t) be the joint densities of (M be N , T be N ) and (M rbb N , T rbb N ), respectively. Then for any t ∈ (0, 1) and any m > 0, and with standing for either be or rbb, we have
Note that, in principle, Theorem 1.5 can be obtained as a corollary of this result by integrating the joint densities with respect to t (see [MFQR13, Sec. 3] , where this is done in the case of the Airy 2 process).
By KPZ universality, it is expected that both B be N and B rbb N , suitably rescaled, converge to the Airy 2 process (in fact, in the sense of finite-dimensional distributions, this can be proved just as for the case of Brownian bridges, based on the formulas appearing in [TW07] , see (2.1)-(2.3) below). Hence one should expect the analog of Corollary 1.3 to hold. This is the content of our last result, which we prove based on our formulas for f be N and f rbb N . Corollary 1.7. Let
We remark that the convergence of M be N and of M rbb N to M has in fact already been proved by Liechty [Lie12] , who used discrete orthogonal polynomials and Riemann-Hilbert techniques.
In view of the corollary, and analogously to Theorem 1.4, we conjecture that the tails of T be N and T rbb N should satisfy
The proof of Theorem 1.4 should in principle also be applicable to these cases. However, the estimates needed to get the analogous result become much more involved due to the more complicated expressions for f be and f rbb . In addition, in order to obtain (1.19) from these arguments one would need a replacement for the tail estimate obtained in [LR10] for the small deviations of the Laguerre Orthogonal Ensemble (see (4.5) below), which was obtained using random matrix arguments which most likely would not apply to this case. For these reasons, we opted not to pursue this any further in this paper.
Outline. The rest of the paper is devoted to proofs. Section 2 contains some preliminaries and the continuum statistics formulas which we will use, as well as the proof of Theorem 1.5. Section 3 is devoted to the derivation of the joint densities for the three models (Theorems 1.2 and 1.6). The proof of the tail estimate, Theorem 1.4, is contained in Section 4. Appendix A is devoted to the proof a precise small deviation estimate for the largest eigenvalue in an N × N GUE matrix.
2. Path-integral kernels and continuum statistics formulas for non-intersecting Brownian paths
The basic tool we will use in the proof of all of our results is a "continuum statistics" formula for the probability that the top line of a system of non-intersecting Brownian paths (in each of the three cases which we consider) stays below a given function on an interval [a, b] with 0 < a < b < 1. Such a formula was derived in [BCR15] for non-intersecting Brownian bridges, and was the basis of our arguments in [NR15] . In this section we will recall this formula, and derive the analogous formula for the case of non-intersecting Brownian excursions and non-intersecting reflected Brownian motions.
In everything that follows we will use the abbreviations BB, BE and RBB in the text to refer to the models of non-intersecting Brownian bridges, Brownian excursions and reflected Brownian bridges. Similarly, to each notation we will use a superscript in objects like M N when we write formulas which are valid for either of the three models. So, for instance, M N refers to M bb N , M be N , or M rbb N , and correspondingly B N (t) refers to B N (t), B be N (t), or B rbb N (t). We will sometimes also use the superscript be/rbb when dealing with formulas which are relevant only in those two cases.
The finite-dimensional distributions of a system of N non-intersecting BB/BE/RBB can be written [TW07] in terms of a Fredholm determinant as follows:
with f(t j , x) = 1 x∈(r j ,∞) and where the extended kernels K ext,N are defined as
and where, we recall, the Hermite functions ϕ n were defined after (1.10). We note that the value of the determinants in (2.1) in the BE and RBB cases do not change if we replace the corresponding kernels K be/rbb ext,N by 1 2 K be/rbb ext,N and the projection f byf(t j , x) = 1 x∈(−∞,−r j )∪(r j ,∞) . This can be seen at the level of the series expansion of the Fredholm determinant, by using the fact that ϕ 2n is even and ϕ 2n+1 is odd to show that the value
does not change if some of the x i 's are replaced by −x i . This fact will be important below.
In order to obtain the continuum statistics formulas which we are interested in we need to let t 1 , . . . , t n be a fine mesh of the our interval [a, b] and then take n → ∞. However, note that the Fredholm determinants in (2.1) are being computed in the Hilbert space L 2 ({t 1 , . . . , t n } × R), which makes it very hard to make sense of the n → ∞ limit. To get around this, the idea is to use [BCR15, Thm. 3 .3] to turn this Fredholm determinant into the Fredholm determinant of a certain "path-integral" kernel computed on L 2 (R). As we mentioned, this was done in the BB case in [BCR15] . We describe the result next.
2.1. Non-intersecting Brownian bridges. Let D denote the differential operator
(∆ is the Laplacian on R). Using the recursion satisfied by the Hermite polynomials one can check that Dϕ n = nϕ n . In particular, the Hermite kernel K bb N defined in (1.10) is nothing but the projection operator onto the space span{ϕ 0 , . . . , ϕ N −1 } associated to the first N eigenvalues of D. In particular, even though e tD is well-defined in general only for t ≤ 0, e tD K bb N is well defined for all t, and its integral kernel is given by
Furthermore, the extended kernel
This means that the extended kernel has the structure of the kernels considered in 
, where u( 2 , ·) is the solution at time 2 of the boundary value problem
This formula was derived in [BCR15, Sec. 4.1] for the top line λ N (t) of the stationary GUE Dyson Brownian motion. It reads can be expressed explicitly in terms of certain hitting probabilities for a Brownian bridge (which is also consistent with our use of the superscript bb). Remarkably (see also (2.15) and (2.16) below in the case of BE/RBB), the case we are interested in, which is g(t) = r cosh(t), leads to hitting probabilities of a Brownian bridges to a straight line, which can be computed explicitly by the reflection principle, and lead to the following explicit formula for Θ g,bb
and where the reflection operator R (r),bb It is worth mentioning that (2.6)-(2.10) has recently been used in [FV17] to study nonintersecting Brownian bridges conditioned to stay below a given threshold (very shortly after [LW17] provided an alternative treatment based on a Riemann-Hilbert analysis).
Non-intersecting Brownian excursions and reflected Brownian bridges.
We turn now to the case of BE/RBB. To proceed as in the case of Brownian bridges, we need to express the extended kernels K be/bb ext,N similarly to (2.5). A crucial fact which is implicit in (2.5) is that, as N → ∞, K bb N becomes the identity (this is because ϕ n ) n≥0 is a complete orthonormal basis of L 2 (R)). However, this is not the case for K be/rbb N (defined in (1.16)/(1.17)), because due to the parity property of the Hermite functions mentioned above, K be N converges to the projection onto the subspace L 2 odd (R) of L 2 (R) consisting of odd functions, and similarly K rbb N converges to the projection onto the subspace L 2 even (R) of L 2 (R) consisting of even functions. The solution is to replace the Hilbert space
. Note that, after performing the replacement explained after (2.3), this does not change the value of the determinant becausef maps odd/even functions to odd/even functions and K
We end up then
replacing the right hand side of (2.1). From the fact that Dϕ n = nϕ n one can check directly that for each s, t we have
as an operator acting on L 2 odd/even (R), and moreover that K
for all t). An additional difficulty in applying [BCR15, Thm. 3 .3] in these cases is that in that result it is assumed that the Fredholm determinant acts on a space of the form L 2 ({t 1 , . . . , t n } × X) with (X, Σ, µ) some measure space 2 . But that hypothesis was made in [BCR15] only for convenience, in order to handle the general setting addressed there, and it is not hard to check that the result carries through to our case without difficulties. One can check easily, once again, that the hypotheses of that result are satisfied in our present case, which allows us to deduce that the right hand side of (2.1) equals (in the case of BE/RBB)
, (2.12) whereQ r f (x) = f (x)1 |x|<r . Note that at this point we may change the Hilbert space on which the Fredholm determinant is being computed to L 2 (R), because K be/rbb N are, respectively, the projections onto span{ϕ 1 , ϕ 3 , . . . , ϕ 2N −1 } (which is a subspace of L 2 odd (R)), and onto span{ϕ 0 , ϕ 2 , . . . , ϕ 2N } (which is a subspace of L 2 even (R)). The same argument as in the case of Dyson Brownian motion (see [BCR15, Sec. 4.1.1]) now allows us to take a limit of the last formula as the size of a mesh in t goes to 0. The result is analogous to Proposition 2.1. Given a function
acting on L 2 (R) as follows: Θ g,be/rbb
The PDE appearing in (2.13) can be turned into a standard heat equation (with a modified boundary condition) by a suitable change of variables (see the proof of [NR15, Prop. 2.2], the computation in this case is exactly the same), and this leads to the following formula for the integral kernel of Θ g,be/rbb
where the probability is computed with respect to a Brownian bridge 4b (t) from e 1 x at time α to e 2 y at time β and with diffusion coefficient 2, and where α and β are as in (2.10).
2 The case of reflected Brownian bridges is slightly simpler, because the space L 2 even (R) can be identified with L 2 ([0, ∞)), and thus we may regard our extended kernel in that case as acting on
3 There is a minor detail missing in the derivation in [BCR15] . In view of the order in which the points ri appear in (2.12), the boundary value PDE appearing in the continuum limit (given in the present case by (2.13)) should be defined usingĝ(t) = g( 1 + 2 − t) instead of g itself. However, by the symmetry of K be/rbb N one may then take the adjoint of the resulting operator inside the kernel and use the cyclic property of the Fredholm determinant and the identity (Θĝ ,be/rbb
to obtain (2.14). 4 Note that the definition (2.15) is the same for the two cases BE/RBB; the probability on the right hand is always computed using the reflected Brownian bridge |b(t)|. Our choice of superscript here, be/rbb, is intended to be consistent with the fact that this is the operator appearing in both cases in (2.14).
2.3. Proof of Theorem 1.5. Our interest is the case g(t) = r cosh(t). With this choice, the probability in the last formula reduces to the probability that a reflected Brownian bridge stays below the linear barrier 2rt + 1 2 r. Taking − 1 = 2 = L, we get
Note that taking r → ∞ in this formula corresponds to the solution of (2.13) with g = ∞, which is just e −( 2 − 1 )D , and on the other hand it corresponds to simply replacing the probability by 1. (In particular, this implies that for any 1 < 2 the kernel of the operator e −( 2 − 1 )D can be written as
which we will use in Section 4). As a consequence, we may rewrite our operator as follows:
where
is the reflection term
The last probability can be computed explicitly using the reflection principle, and equals (see [Doo49] )
. Through this formula
gets written as
,k in the obvious way. Focusing on R 1,k , accounting for the prefactors on the right hand side of (2.19), and then comparing with the formula of the reflection operator R (r),bb
e −(2k−1)r(e 2 y−e 1 x)+((2k−1)r) 2 (β−α)−(e 1 x+e 2 y−2(2k−1)r(α+β)−(2k−1)r) 2 /(4(β−α))
One can obtain formulas for R 2,k , R 3,k and R 4,k , and putting everything together leads to
The orthonormality of the ϕ n 's together with (2.11) imply the identities
. Using this and the cyclic property of the Fredholm determinant, (2.14) and (2.18) yield
We claim now that, in trace norm, L involves an infinite sum (see (2.20)), but it is not hard to address this because the summands decay very rapidly in k. Since we will deal with this issue later on in (see the discussion after (3.17)), we will skip the proof of (2.22).
From (2.21) and (2.22) we deduce that
The key point is then to compute the kernel
. But, as we will see next, the result of this computation does not depend on L (analogously to what happens for Dyson Brownian motion in [NR15] and for the Airy process in [CQR13] ).
In order to compute these products we will use the following formula:
Note that the operator on the right hand side does not depend on L. This formula was proved in [NR15, Lem. 2.4] in the BB case (that is, with K be/rbb N replaced by K bb N ), but it is straightforward to check that the result still holds in the present case. Using this for the first two operators, S be/rbb 1,k and S be/rbb 2,k , leads directly to
For the last two terms we can write S be/rbb 3,k
, where we recall (see (1.11)) that 0 f (x) = f (−x). Using the parity properties of the Hermite functions, we have 0 e LD K be N = −e LD K be N and 0 e LD K rbb N = e LD K rbb N which implies
To finish the proof observe that S , which follows from the fact that R dx ϕ n (x)ϕ m (2r − x) = R dx ϕ n (x)ϕ m (−2r − x) for all r ∈ R and all n, m ∈ N which are both either odd or even.
3. Joint distribution of the max and the argmax 3.1. Proof of Theorems 1.2 and 1.6. We will write a single proof for the two results. We will keep using the superscripts and be/rbb (as in the previous section) when we write formulas which are valid, respectively, for the three models and for BE/RBB.
Throughout this and the next sections we will denote by · 1 and · 2 the trace class and Hilbert-Schmidt norms of operators on L 2 (R) ( · 2 will also be used to denote the L 2 (R) norm). We recall that
if A has integral kernel A(x, y). We will also use the bound
for any two trace class operators A and B; for more details see [QR14, Sec. 2] or [Sim05] . The argument is based on the continuum statistics formulas in Propositions 2.1 and 2.2. It will be more convenient for us to work instead with
and
1+e 2t .
To that end we introduce, for r ≥ 0 and t ∈ R, the functions ψ bb r,t (n) = 2 cosh(t) e −nt ϕ n (r cosh(t)) + r sinh(t)ϕ n (r cosh(t)) ,
× ϕ n (2k + 1)r cosh(t) + (2k + 1)r sinh(t)ϕ n (2k + 1)r cosh(t) ,
and the rank one kernels
(3.4)
Theorem 3.1. Let f N (r, t) be the joint density of M N and T N . Then for all r > 0 and all t ∈ R, and with standing for either bb, be or rbb, we have
To recover Theorems 1.2 and 1.6 from this result it is enough to use a change of variables
Proof of Theorem 3.1. We will proceed as in [MFQR13] . Let ( M N,L , T N,L ) denote the maximum and the location of the maximum of
1+e 2t , and let f N,L (r, t) be their joint density. Note that
provided that the limit exists. If we denote by D ε,δ and D ε,δ the sets
Letting f N,L (r, t) = lim δ→0 lim ε→0
. We will only compute f N,L (r, t). As in [MFQR13] , it will be clear from the argument that for f N,L (r, t) we get the same limit, and thus
We rewrite the last equation as
These two probabilities have explicit Fredholm determinant formulas by Propositions 2.1 and 2.2. We get, using the cyclic property of the determinants, L] in the case of BB and Θ
in the case of BE/RBB. The limit in ε becomes a derivative
Note that h 0,δ (s) = r cosh(s), so in particular the determinant and the first factor inside the trace do not depend on δ. We know moreover, from [NR15, Sec. 2.2] in the BB case and from Section 2 above in the BE/RBB case, that
in trace norm (which implies that the same holds for the inverse of these operators). Since the trace is linear and continuous under the trace norm topology, we deduce that
provided that the limit inside the trace exists in operator norm (here we are using the fact that AB 1 ≤ A 1 B op , where · op is the operator norm).
The next step is to compute the limit lim L→∞ e LD K N lim δ→0
e LD K N .
To this end we need some additional notation. Let
Comparing with (2.8) and (2.18), Θ (r),
with the projections on the two sides removed. Next we introduce the kernels
(3.8) and define further, for a ∈ R,
(3.9)
Lemma 3.2. The following limits hold in the operator norm topology:
w=r cosh(t) (3.10)
w=−r cosh(t)
. (3.11)
It follows based on the lemma that
(3.13)
We thus need to compute the L → ∞ limit of Ψ L . This is the content of the next result.
Lemma 3.3. Let Ψ r,t be the kernel given by (3.4). Then the following limit holds in the Hilbert-Schmidt norm:
In view of (3.5), (3.6) and (3.12), this lemma completes the proof of Theorem 3.1.
We provide now the proof of Lemma 3.3, the proof of Lemma 3.2 comes afterwards.
Proof of Lemma 3.3. Let us focus for a moment now on the BB case. We begin by using the formula for Θ (r),bb [−L,t] (see (3.7), (2.9) and (2.17)) to compute
∂ w e −x 2 /2+t−(e −L x−e t w) 2 /(e 2t −e −2L ) − e −x 2 /2+t−r(e t w−e −L x)+r 2 (e 2t −e −2L )/4−(e −L x+e t w−r(e 2t +e −2L )/2−r) 2 /(e 2t −e −2L ) w=r cosh(t) = 4(x−r cosh(L)) √ π(e 2t −e −2L ) 3/2 e − 2x 2 (e 2t +e −2L )−4rxe −L (1+e 2t )+r 2 (e 2t +1) 2 4(e 2t −e −2L ) −L+2t .
From (3.9) we then have
θ(x) is essentially a Gaussian, and thus we have the same estimate as in [NR15, App. B]: for some constants c 1 , c 2 > 0,
This implies that, in computing the limit of e LD K bb NP r cosh(L) θ, we may erase the projection in the middle and work instead with e LD K bb N θ. As we will see next, this last kernel does not depend on L. We start by writing it
and then use the contour representation of the Hermite polynomials
(where the contour of integration encircles the origin) to compute the z integral, which is just a Gaussian integral:
−z 2 /2+2uz−u 2 − 2z 2 (e 2t +e −2L )−4rze −L (1+e 2t )+r 2 (e 2t +1) 2 4(e 2t −e −2L )
Now we perform the change of variable u → ue L+t to deduce from (3.14) that
−n(L+t) ϕ n (r cosh(t)) + r sinh(t)ϕ n (r cosh(t)) .
−nt ϕ n (x) ϕ n (r cosh(t)) + r sinh(t)ϕ n (r cosh(t)) .
We have proved that
in L 2 (R), where ψ bb r,t (n) = 2 cosh(t) e −nt ϕ n (r cosh(t)) + r sinh(t)ϕ n (r cosh(t)) .
The exact same computations leads also to
in L 2 (R). Putting two limits together and recalling the definition of Ψ bb r,t in (3.4), we complete the proof for the case of BB.
In the case of BE/RBB, the same arguments lead to the following formula (note that the two terms in the definition of Ψ be/rbb L in (3.13) become just one in this formula; this is because, thanks to the parity properties of the Hermite functions, the evaluation at w = r cosh(t) and w = −r cosh(t) give the same answer):
where ψ be r,t (n) = 2 2 cosh(t) e −nt ϕ n (r cosh(t)) + r sinh(t)ϕ n (r cosh(t))
e k(k+1)r 2 sinh(2t) ϕ n (2k + 1)r cosh(t) + (2k + 1)r sinh(t)ϕ n (2k + 1)r cosh(t) , and ψ rbb r,t (n) = 2 2 cosh(t) e −nt ϕ n (r cosh(t)) + r sinh(t)ϕ n (r cosh(t))
(−1) k e k(k+1)r 2 sinh(2t) ϕ n (2k+1)r cosh(t) +(2k+1)r sinh(t)ϕ n (2k+1)r cosh(t) , and this leads to the desired formula.
Proof of Lemma 3.2. We will focus on the BB case, and then explain the main differences for BE/RBB. Recalling that h ε,δ (s) = cosh(s)(r + ε1 s∈[t,t+δ] ) we have, by the semigroup property,
Using the kernel Θ (r),bb
(see its definition in (3.7)) we can write
For convenience, we let α = 1 4 e 2t and β = 1 4 e 2(t+δ) and introduce the kernel
We perform the change of variables z 1 → e −t √ β − α z 1 +r cosh(t) and z 2 → e −t−δ √ β − α z 2 + r cosh(t + δ) above and use the kernels Θ bb 1 and Θ bb 2 defined in (3.8) to write
Now we need to take δ → 0. Note that β −→ α in this limit and Θ bb i x, r cosh(t) = 0 for i = 1, 2, so from the first two lines we get the product of two derivatives. The limit of the last line above can also be computed explicitly, by using (see (3.15)) Υ bb e −t β − α z 1 + r cosh(t), e −t−δ β − α z 2 + r cosh(t + δ)
and yields −
In order to obtain (3.10), we evaluate the integral in z 1 and z 2 which gives 2 √ π. This completes the proof for the case of BB.
In the case of BE/RBB we have
We may use the formulas in (2.18) and (2.20) to write the derivative in ε as
and then proceed as above. We introduce the kernel
, and then perform the change of variables z 1 → e −t √ β − α z 1 + kr cosh(t) and z 2 → e −t−δ √ β − α z 2 + (−1) k+1 kr cosh(t + δ) (here we still use the notations α = 
x, e −t β − α z 1 +kr cosh(t) Θ be/rbb 2
where the kernel Υ be/rbb k can be computed explicitly and satisfies the following limit: writ-
We split the k sum in (3.16) into two regions, Z \ {−1, 0, 1} and {−1, 1}. For each k in the first region, since the kernels have a Gaussian form and since note that 1/ √ β − α → ∞ as δ → 0, it is not hard to see that the double integral can be bounded by c 1 e −c 2 k 2 /(β−α) for some contants c 1 , c 2 > 0 independent of k and δ, hence the whole sum can be bounded by 2 k≥2 e −c 2 k 2 /(β−α) ≤ c 1 e −4c 2 /(β−α) −→ 0 as δ → 0. On the second region, it is straightforward to see that when δ → 0 the double integral becomes The same Gaussian bounds which we just used allow us now to replace the original limits in the integrals by the ones we just indicated and take the δ → 0 limit inside. These facts, together with (3.17) and the fact that Θ be/rbb 1 x, ±r cosh(t) = Θ be/rbb 2 ±r cosh(t + δ), y = 0, imply that
(w, y) w=−r cosh(t) .
Again the integral in z 1 and z 2 evaluates to 2 √ π. This gives (3.11) and completes the proof for the case of BE/RBB.
3.2. Proof of Corollaries 1.3 and 1.7. An explicit expression for the joint density of M and T (see (1.6) and (1.8)), which we will denote as f (r, t), was obtained in [MFQR13] . To state the formula we need to introduce the function ψ r,t (x) = 2e xt t Ai(x + r + t 2 ) + Ai (x + r + t 2 ) , the Airy kernel
and the rank one kernel Ψ r,t (x, y) = Φ r,t (x)Φ r,−t (y), where
Then the joint density f (r, t) obtained in [MFQR13] can be rewritten as
We are going to show that, under suitable scaling, the joint densities of M N and T N for the three models converge to f (r, t), i.e.
which will prove the two corollaries.
We start with the BB case. For r ≥ 0 and t ∈ R let
and recall that g(t) = . A simple scaling argument on the right hand side of (1.15)
, where
On the other hand, it is a basic fact in random matrix theory that K bb N converges (in trace norm) to K Ai as N → ∞ (see e.g. [AGZ10] ). In view of (3.18) and (3. in trace norm. Recall that Ψ bb N,r,t is a rank one kernel which can be written as (see (1.14)) Ψ bb N,r,t = Φ bb N,r,t ⊗ Φ bb N,r,−t with
where ψ bb r,t was defined in (1.13). We then estimate (see ( As a consequence we also get that Φ bb N,r,−t 2 is uniformly bounded in N . The lemma thus yields (3.19), which completes the proof of Corollary 1.3.
Proof of Lemma 3.4. Setting γ(t) = − log (1 + tN −1/3 )/(1 − tN −1/3 ) /2 and using the definition (1.13) and Lemma 4.1, we can write the sum on the right hand side of (3.20) as
N (r, t, z)
where we have used τ
(1)
N (r, t, z) = r N g( t N ) + c(γ(t))κ N z with s(t) = sinh(t/2) and c(t) = cosh(t/2). Now we can check that this expression converges to Φ r,t (x) in L 2 (R) by using the known asymptotics ϕ N (
together with the fact that τ
We will prove next the convergence in the case of BE, the proof for RBB is very similar. Proceeding analogously to the proof in the BB case, we write Ψ be N,r,t = Φ be N,r,t ⊗ Φ be N,r,−t with
where ψ be r,t,k (n) is the k th summand in the infinite sum in (1.18), that is
We have to show that the function Φ be N,r,t converges to Φ r,t in L 2 (R). Note that the first sum in (3.21) actually converges to Φ r,t as in the case of BB. On the other hand, one can check that the second term goes to 0 by using the asymptotics of the Hermite functions in (4.11) and the fact that r 2N g( t 2N ) = √ 4N + κ 2N (t 2 + r) + O(N −5/6 ) to estimate that ϕ 2n+1 (2k + 1) r 2N g( t 2N ) ≤ c 1 e −c 2 N k 2 and ϕ 2n+1 (2k + 1) r 2N g( t 2N ) ≤ c 1 e −c 2 N k 2 when k > 0, n ∈ {0, . . . , N − 1} for some c 1 , c 2 > 0. This together with the uniform bound of Hermite functions sup x∈R ϕ n (x) < c for any n ≥ 1 (see e.g. [Nis]), imply that
(2n + 1) ≤ c 1 e −c 2 N k 2 for N large enough and hence completes the proof of Corollaries 1.7.
Small deviations for the argmax for non-intersecting Brownian bridges
The proofs in this section follow [QR15] , where the tails of T were studied. Throughout the section we will use c 1 , c 2 , . . . to denote positive constants whose value may change from line to line.
The Hermite kernel has an integral representation given as follows [Aub05, Sec. 4]:
In the following lemma we will use this formula to derive an integral representation for the kernel e tD K bb N , which will be used repeatedly throughout this section: Lemma 4.1. For all t ∈ R we have
where s(t) = sinh(t/2) and c(t) = cosh(t/2).
The proof depends on the following result:
Lemma 4.2. Given t, z ∈ R, define the shifted Hermite function ϕ n,z (x) = ϕ n (x + z) and the function θ n,t,z (x) = e tn−sinh(t)(xz+cosh(t)z 2 /2) ϕ n,cosh(t)z (x). Then for all s < 0, t ∈ R we have e sD θ n,t,z (x) = θ n,s+t,z (x). (4.2) In particular, e tD ϕ n,z (x) = θ n,t,z (x) and e tD θ n,−t,z (x) = ϕ n,z (x) for all t < 0. As a consequence, e tD ϕ n,z is well defined for all t ∈ R via the formula e tD ϕ n,z (x) = e tn−sinh(t)(xz+cosh(t)z 2 /2) ϕ n,cosh(t)z (x), (4.3)
and it satisfies the semigroup property in the sense that e (s+t)D ϕ n,z (x) = e sD e tD ϕ n,z (x) for all s, t ∈ R.
Proof of Lemma 4.2. The operator e sD for s < 0 is well defined and its integral kernel is given in (2.17) (where we take − 1 = 2 = s/2):
(y 2 −x 2 )−s/2−(e s/2 x−e −s/2 y) 2 /(e −s −e s ) .
This formula together with the contour integral representation of the shifted Hermite function ϕ n,cosh(t)z (x) (see (3.14)),
(where the contour of integration encircles the origin), gives us
(y 2 −x 2 )−s/2−(e s/2 x−e −s/2 y) 2 /(e −s −e s )−sinh(t)yz−(y+cosh(t)z) 2 /2+2w(y+cosh(t)z)−w 2 .
We can compute the y integral first, which is just a Gaussian integral, to obtain
By changing w → we −s , we see that the last integral is nothing but ϕ n,cosh(s+t)z (x), which prove (4.2). The remaining statements in the lemma follow directly from this identity.
Proof of Lemma 4.1. Since e tD and K bb N commute, we have e tD K bb
tD . The formula now follows directly from the integral representation of K bb N given in (4.1) and (4.3).
In order to estimate the tails T bb N it will be more convenient for us to work instead with
where we recall that λ N (t) is the top line of the stationary GUE Dyson Brownian motion (see (2.7)). More precisely, we will prove the following:
Theorem 4.3. There are constants c 1 , c 2 , c 3 , n 0 > 0 and t 0 > 1/3 such that
with the upper bound holding uniformly in N ∈ N and t ∈ (0, 1) satisfying N t 3 ≥ n 0 and the lower bound holding uniformly in N ∈ N and t ∈ (0, t 0 ) satisfying N t 3 ≥ n 0 .
To recover Theorem 1.4 from this result, observe first that, by symmetry and (2.7),
.
Hence we may apply the above theorem to get
with t(ε) = 1 2 log( 1+2ε 1−2ε ) for N large enough so that N log( 1+2ε 1−2ε ) 3 ≥ 8n 0 and provided that ε is small enough so that t is in the right regime for each bound. Since t(ε) ≥ 2ε for ε ∈ [0, 1) and t(ε) ∈ (0, 1) for ε ∈ [0, ε 2 ), the upper bound in Theorem 1.4 follows for all ε ∈ [0, ε 2 ). Similarly, ε ∈ [0, ε 1 ) ensures that t(ε) < 1/3 < t 0 , and we also have that t(ε) ≤ c ε for some c > 0 and ε in this range, so the lower bound follows in the same way.
The rest of this section is devoted to the proof of Theorem 4.3. We will assume throughout that t ∈ (0, 1) and that N ∈ N is large enough so that N t 3 ≥ n 0 where n 0 > 0 is a large parameter which will be chosen in order to make all estimates work. Throughout the proof we will make extensive use of Laplace's method for estimating integrals, see
where α > 0 is a parameter which will be chosen shortly. By Theorem 1.1, the second probability on the right hand side equals F LOE,N 4N (1 − N −1/3 αt) 2 . By [LR10, Thm. 2], there are constants c 1 , c 2 > 0 such that for any δ ∈ (0, 1] we have
Choosing α large enough so that c 2 α 3 > 4 3 , and then N large enough so that αt < N 1/3 , we get
N t 3 (4.6) as desired. We are thus left with obtaining the same bound for the first probability on the right hand side of (4.4).
We express this last probability as
Using the second identity in Theorem 3.1 together with (3.2) we see that the last integral is bounded by
Thus we need to estimate the two trace norms appearing above. We will estimate first Ψ bb m,s 1 . Since Ψ bb m,s is rank one, this norm can be written as
where we have used (3.4). We have, for all s ∈ R,
where we have used the orthogonality of the family (ϕ n ) n∈N , the definition of ψ bb m,s in (3.3) and Lemma 4.1. Using this identity for both norms on the right hand side of (4.8) (note that the exponential factors in front of each integral cancel) we obtain
We now focus on the integral ∞ √
2N
(1−N −1/3 αt) dm Ψ bb m,s 1 . By using Cauchy-Schwarz inequality, we first have
, then performing the change of variables m −→ √ 2N m with m := 1 − N −1/3 αt + m and z −→ √ 2N z to write the right hand side above as
. (4.10)
At this stage we need the following asymptotic approximations of the Hermite functions
> 0 for x > 1 and the error terms are uniform in x ∈ (1, ∞) as N 2/3 (x − 1) → ∞. The same asymptotics hold for ϕ N −1 ( √ 2N x) and ϕ N −1 ( √ 2N x). Now observe that, since cosh(s) ≥ 1 + s 2 /2 andm = 1 − N −1/3 αt + m, we have, for m, z ≥ 0, s ≥ t with t ∈ (0, 1),
where the last bound follows from N ≥ N t 3 ≥ n 0 . Choosing n 0 large enough the right hand side is larger than 1, and thus (in view of (4.9)) we may use the Hermite function asymptotics in (4.10) to get
for some c 1 > 0, where
Applying now the general identity
where g s (z) = − sinh(2s)z 2 + 2 cosh(s)z cosh(s) 2 z 2 − 1 − 2 log cosh(s)z + cosh(s) 2 z 2 − 1 .
Since g s (z) = −4 cosh(s)(sinh(s)z− cosh(s) 2 z 2 − 1), g s (1) = 0 and g s (1) = 4 tanh(s) −1 > 0, g s (z) attains its minimum for z ≥ 0 at z = 1 with g s (1) = −2s, and thus it follows from a simple application of Laplace's method that the major contribution to the z integral comes from the neighborhood of the point z = N −1/3 αt and hence the right hand side of (4.12) is bounded by
, where the error term is uniform in s ∈ (t, ∞). Hence when N t 3 ≥ n 0 , we have
This yields a bound for the first integral in (4.10). The second integral can be estimated in the same way, leading to
We deduce that
where the last estimate can be obtained using Laplace's method and the Taylor series expansion of the hyperbolic sine and cosine. This also implies that Ψ bb m,s 1 is bounded above by a constant uniformly for s ≥ t and m ≥ √ 2N (1 − N −1/3 αt). Since 2t − sinh(2t) ≤ − 4 3 t 3 for t ≥ 0, we deduce then from (4.7) and Lemma 4.4 below that, for N t 3 large enough, that
This estimate together (4.6) yield the desired upper bound.
Lemma 4.4. There are constants c, n 0 > 0 such that for all N ≥ n 0 , t ∈ (0, 1) and
Proof of Lemma 4.4. For any a > 0 define the multiplication operator (e ξa f )(x) = e ax f (x) and write
(in both cases we have used the orthogonality of the family (ϕ n ) n∈N ), which yields the bound
We split the x integral into two regions, (−∞, √ 2N ] and ( √ 2N , ∞). On the first one we use the upper bound N −1 n=0 ϕ n (x) 2 ≤ N/2 for x ∈ R (see [LL92] ) to estimate the integral by
On the second one we use (4.1) (with the change of variable x → √ 2N (1 + x)) and the bound
for the Hermite function (see [Aub05] ) to write
(4.14)
The z integral can be computed explicitly, and equals c N −2/3 for some c > 0, while we can bound the x integral by c 1 e c 2 a 3 / √ N using Laplace's method and hence the right hand side of (4.14) can be bounded by c 1 N 2/3 e 2 √ 2N a+c 2 a 3 / √ N for large enough N . Putting this bound together with (4.13) gives
Since m ≥ √ 2N (1 − t/N 1/3 ) and t ∈ (0, 1) deduce that , we start by writing, for N ∈ N, t ∈ (0, 1), and two parameters β > 0 and s ∈ (0, 1) to be chosen later on,
The basic idea of the proof in [QR15] is the following. Suppose for a moment that the two events in the probability on the right hand side were independent. The first event has a probability which can be bounded away from zero (see below), so the lower bound is controlled by P λ N (t+s) cosh(t+s) > √ 2N cosh(βt) . This last probability has the desired tail decay if we choose s = αt for some α ∈ (0, 1). The proof thus boil down to estimating the correction coming from the correlation between the two events. To do this, we rewrite (4.15) as
The correlation between the two events in the last probability is controled by the following estimate:
Lemma 4.5. Let β > 3. There are α 0 , n 0 > 0 such that if α ∈ (0, α 0 ) and s = αt, then for all N ∈ N, t ∈ (0, 1) satisfying N t 3 > n 0 , we have
where a 1 is defined implicitly in (4.18).
To see how the lower bound follows from the lemma, we let β > 3, choose α as in the lemma, let s = αt and then use the estimate and (4.16) to get
For the first probability on the right hand side we have that there is a p 0 > 0 such that
On the other hand, since cosh(βt) cosh(t + s) = 1 + β 2 +(1+α) 2 2 t 2 + O(t 4 ) for t ∈ (0, 1) and since λ N (t) has the distribution F GUE,N of the largest eigenvalue of a N × N GUE random matrix (with scaling chosen as in [NR15] ), Lemma A.1 implies that
N ((β 2 +(1+α) 2 ) 3/2 t 3 +O(t 5 )) , which yields the lower bound. Our goal then is prove Lemma 4.5. For this we need an expression for the probability of the form P (λ N (x) ≤ a cosh(x) ∀x ≤ t). To state the extension of that formula, define, for a, t ∈ R, the operator (acting on L 2 (R))
Proposition 4.6. With the above definitions, and for any a, b ∈ R and s > 0,
(4.20)
Proof of Proposition 4.6. We will only prove (4.20). The proof of (4.21) follows from the same argument as that in the proof of [QR15, Prop. 3.3] , and is basically a version of the argument in [BCR15] (see also [PS11; QR13] ). Given L > 0, it is straightforward to adapt the proof given in [BCR15, Cor. 4.5] of the continuum statistics formula (2.6) to deduce that
we can use the cyclic property of the determinant to turn the last determinant into
We will show below that
in trace norm. This together with (4.23) and (4.24) yields that the probability in the Proposition equals
Now formula (4.20) readily follows by observing that M a,t and P a cosh(t) commute and a,tPa cosh(t) = P a cosh(t) a,t . All that remains is to prove (4.25). The proof follows from the same arguments as that in the proofs of [NR15, Lem. 2.3 and Lem. 2.4] (in which case we were taking t = 0). We decompose Θ
P a cosh(t) . The first term leads to Proof of Lemma 4.5. We start by using (4.21) with a = b = √ 2N cosh(βt). To simplify notation, write P 1 = P a cosh(t) , P 2 = P a cosh(t+s) . The idea of the proof (which comes from [Wid04] ) is to factor out the two diagonal terms in the determinant and then estimate the remainder. More precisely, we write
The determinant of the first factor on the right hand side equals
The second determinant equals F GUE,N (a cosh(t + s)) = P(λ N (t + s) ≤ a cosh(t + s)). For the first one we have, by the cyclic property of determinants and the facts that
by (4.20) where we take s = 0 and b = a. This yields the first two factors on the right hand side of (4.17).
We are left with estimating
with K = R 1,1 R 1,2 R 2,2 R 2,1 and
Since |det(I − K) − det(I)| ≤ K 1 e 1+ K 1 , the proof will be complete once we show that, for N t 3 large enough,
To get this estimate write (see (3.1)) K 1 ≤ R 1,1 2 R 1,2 2 R 2,2 2 R 2,1 2 , and then use Lemma 4.7, which gives
Since, for fixed β > 3, we have h β (0) = 0 and h β (0) = 1 + β 2 − 2 1 + β 2 > 0, we deduce that h β (α) > 0 for small enough α and therefore that (4.27) holds for small enough α and large enough N t 3 as desired.
Lemma 4.7. Let R 1,1 , R 1,2 , R 2,2 and R 2,1 be defined as in (4.26). There are constants c 1 , n 0 > 0 and a constant t 0 > 1/3 such that if 0 < t < t 0 , N t 3 ≥ n 0 and β ≥ 3,
Proof of Lemma 4.7. Recall the notation introduced in (4.19) and (4.22). In the present case we have a = b = √ 2N cosh(βt). For notational simplicity we will write P 1 = P a cosh(t) , P 2 = P a cosh(t+s) , M = M a,t and = a,t .
We will use repeatedly the asymptotics for Hermite functions in (4.11) and the decomposition, for s ∈ R, (see Lemma 4.1)
where B N,s (x, y) = e − tanh(s/2)(xy) ϕ N (x + y) and
Note that for the case s = 0, (4.29) simply becomes (4.1):
We start now with the first estimate. Since
, it is enough to show that
for large enough N t 3 . Let N be the multiplication operator defined by
where N (x) = ((1 + t 2 + xN −1/6 ) 2 − 1) 3/4 for N ∈ N, t ∈ (0, 1). We have, recalling that
We will focus on the first and the third terms in the sum on the right hand side. The bounds for the two remaining terms are very similar. We write first
In order to deal with both integrals we are going to use the following estimate:
Lemma 4.8. Let α > 1. There are constants c 1 , n 0 > 0 such that for all a ∈ (1, α), all b < 2 2(a − 1), and all N ∈ N satisfying min N (a − 1) 3/2 , N (2
Proof of Lemma 4.8. Changing variables x −→ √ 2N x and y −→ √ 2N (y + a) and then using the asymptotics (4.11) we see that, for N (a − 1) 3/2 ≥ n 0 with n 0 large enough, the double integral is bounded by
is decreasing on (1, ∞) and h(x) ≥ 4 √ 2 3 (x − 1) 3/2 for x ≥ 1, the above integral is bounded by
(a−1+y) 3/2 −2by , (4.34) where we used the inequality (x + y) 3/2 ≥ x 3/2 + y 3/2 for x, y ≥ 0 and then computed the explicit x integral Since a is bounded and min N (a − 1) 3/2 , N (2 2(a − 1) − b) 3 ≥ n 0 , we observe that the estimate holds by taking n 0 large enough and moreover the error term is bounded by an arbitrarily small constant c 2 n −1 0 . Putting (4.35) and (4.34) together to complete the proof.
We will apply this result setting a t = cosh(βt) cosh(t) in both (4.32) and (4.33), and b t = −4 cosh(βt) sinh(t) < 0 for (4.32), b t = 4 cosh(βt) sinh(t) for (4.33) (note that b t ≥ 2 √ 2a t − 2 for β > 3 and t ∈ (0, 1/3) in this case). In both cases, we have a t − 1 ≥ c 1 t 2 and 2 √ 2a t − 2 − b t ≥ c 1 t with some explicit constant c 1 > 0 for t ∈ (0, 1), so the condition min N (a t − 1) 3/2 , N (2 √ 2a t − 2 − b t ) 3 ≥ n 0 appearing in the lemma holds if we let N t 3 ≥ n 0 . Thus, for N t 3 large enough with t ∈ (0, 1/3), we get N (cosh(βt) cosh(t)−1) 3/2 , for large enough N t 3 which, since (cosh(βt) cosh(t)−1) 3/2 ≥ c 2 t 3 for t ∈ (0, 1), gives (4.30).
We turn now to R 1,2 , for which we have where in the last inequality we have extended the x integral to the whole real line then used the orthogonality of the family (ϕ n ) n∈N . Note that the sum is nothing but e −2sD (x, y) x=y (see (2.17)), hence the last term becomes We then use the estimate ∞ t dx e −x 2 ≤ e −t 2 /(2t) for t > 0 to bound the expression above by c 1 N −1/2 t −3/2 e −2N (2 cosh(βt) 2 sinh(2t)+tanh(s) cosh(βt) 2 cosh(t+s) 2 ) = c 1 N −1/2 t −3/2 e −2N ((4+α)t+((4+α)β 2 +2α 3 /3+2α 2 +α+8/3)t 3 +O(t 5 )) .
For the remaining term on the right hand side of (4.36), by writing , then estimating as in (4.37), we can obtain the same bound as in the first term, which yields (4.28b). For R 2,2 we observe that P 2 K bb N P 2 2 ≤ N/2 P 2 B N P 0 2 P 0 B N −1 P 2 2 + P 2 B N −1 P 0 2 P 0 B N P 2 2 which can be easily seen to be bounded by 1/2 for large enough N t 3 by bounds similar to those used to prove (4.28a), and thus we get (4.28c) in exactly the same way.
Finally, for R 2,1 we use a similar decomposition as for R 1,1 (see (4.29) and (4.31)): we may write (cosh(βt) cosh(t+s)−1) 3/2 ≤ c 1 N −2/3 t −2 e −N ((−α−4)t+(2(β 2 +(1+α) 2 ) 3/2 /3+2(1+β 2 ) 3/2 /3−4β 2 −8/3)t 3 +O(t 5 )) , which gives (4.28d).
Appendix A. A small deviation estimate for a finite GUE matrix Let λ GUE,N be the largest eigenvalue of an N × N GUE matrix A, defined as follows: A is a (complex-valued) Hermitian matrix A such that A ij = N(0, 1/4) + i N(0, 1/4) for i > j and A ii = N(0, 1/2), where all the Gaussian variables are independent (subject to the Hermitian condition).
Lemma A.1. There are constants c 1 , c 2 , n 0 > 0 such that for all t ∈ (0, 1) and N ∈ N satisfying N t 3/2 ≥ n 0 , This estimate extends to large t the one appearing in [PZ15, Lem. 7 .3] (we remark also that in that paper the dependence on t in the prefactor in the lower bound is missing).
Proof of Lemma A.1. We begin by recalling that, under the scaling which we are using for the GUE (see [NR15, Sec. 2]), P(λ GUE,N ≤ t) = det I − P t K bb N P t = exp − ∞ n=1 tr((P t K bb N P t ) n ) n .
As in [PZ15] , the second equality comes from the fact that, since K bb N is a positive selfadjoint operator, then all its eigenvalues are non-negative, and so are all the eigenvalues of P t K bb N P t . We also have that all traces are non-negative and tr((P t K bb N P t ) n ) ≤ tr(P t K bb N P t ) n . Thus we get the simple bounds 1 − tr(P t K bb N P t ) ≤ P(λ GUE,N ≤ t) ≤ e We use now the asymptotics for the Hermite functions in (4.11) to deduce that, for t > 0 as N t 3/2 → ∞, the above is bounded by where h(t) = t √ t 2 − 1 − log(t + √ t 2 − 1). The exponent in the x integral is maximized at x = 0 so it follows from Laplace's method that, as N → ∞, (A.2) Since N ≥ N t 3/2 for t ∈ (0, 1), both error bounds in (A.1) and (A.2) are arbitrarily small if we let N t 3/2 ≥ n 0 for n 0 large enough. Putting these estimates together to obtain the asymptotics for the trace and then using the expansions h(1 + t) = 4 √ 2 3 t 3/2 + O(t 5/2 ) (with h(1 + t) ≥ 4 √ 2 3 t 3/2 ) and (t 2 + 2t) 3/2 = 2 √ 2t 3/2 + O(t 5/2 ) for t ∈ (0, 1) completes the claimed bounds.
