In recent years, the ever-mounting problem of Internet phishing has been threatening the secure propagation of sensitive data over the web, thereby resulting in either outright decline of data distribution or inaccurate data distribution from several data providers. Therefore, user privacy has evolved into a critical issue in various data mining operations. User privacy has turned out to be a foremost criterion for allowing the transfer of confidential information. The intense surge in storing the personal data of customers (i.e., big data) has resulted in a new research area, which is referred to as privacy-preserving data mining (PPDM).
I. INTRODUCTION
Recently, various organizations in different sectors (e.g., government, banking, medical, and insurance sectors, as well as public and private institutions) have been striving to make their data electronically available. That is, these organizations have been collecting the data of their clients or users for exploration, analysis, research, or any other purposes. In several instances, the output data size comprises terabytes of huge and complex data, which is defined as big data [1] .
Recently, some researchers considered big data as the revolution of the digital era compared to ''the new oil'' in terms of significance to the society [2] , [3] . Most of these data are often unstructured or complex; a significant portion of the mining in certain cases is simply a basic stage in the course of knowledge discovery because it contains varied stages. Figure 1 shows an iterative pattern and interactive of the four stages of knowledge discovery [5] , [6] .
Stage 1: Data preprocessing: involves data selection, data cleaning (i.e., to eliminate noise and redundant data), and data integration (i.e., to integrate data collected from various sources); Stage 2: Data transformation: entails the integration and conversion of data into formats that are suitable for mining; Stage 3: Data mining: involves the implementation of intelligent methods to mine data sequences (e.g., classification rules, clusters); and Stage 4: Basic operations (i.e., pattern evaluation and knowledge presentation): involves the identification of fascinating patterns that represent knowledge. These basic operations also include showing the mined knowledge in an easy-to-comprehend manner.
As shown in Figure 1 , KDD consists of various stages of operations. The mining stage and other stages of the KDD operations have resulted in the emergence of many privacy-related issues, such as data phishing, which have evolved into one of the foremost drawbacks affecting the advancement of big data [1] . Data phishing can arise in one stage of KDD, such as data preprocessing, or possibly in the delivery of the mining results, with each stage viewing the security issue from its own standpoint [5] , [10] . Apart from the importance of the mining stage, which is significant in many applications, an increasing concern has been focused on the privacy threats that emerge from data mining. Consequently, numerous establishments regularly need to distribute partial data, which can be useful in enhancing the efficiency of organizations and aid their future plans [5] , [11] - [13] . However, the human processing level is known for collecting large volumes of data, which increase exponentially [14] . Thus, the privacy of individuals may be violated as a result of such reasons as the unlawful entry into personal information, unwanted unearthing of individuals' disturbing private data, and usage of personal information for purposes unrelated to the original reasons for the data collection [5] . Evidently, this gap is an opportunity to improve the KDD field and resolve issues on privacy; therefore, filling in this gap becomes increasingly important and necessary with the advancements in learning technology [1] , [5] , [14] .
To deal with the privacy issues during data mining, a sub field of data mining, referred to as privacy preserving data mining (PPDM) has gained a great development in recent years. PPDM is a subfield of data mining and has been extensively studied recently. A key issue of PPDM is how to preserve the utility of the data and safeguard sensitive information from unsolicited or unsanctioned disclosure [5] .
The remainder of this paper is organized as follows. Section II describes the privacy-preserving data mining (PPDM) methods and their application in the data preprocessing stage. Section III discusses the privacy preservation in the data preprocessing stage. Section IV concisely reviews the data modification approaches. Section V discusses the primary tasks of data mining. Section VI concludes this study.
II. PPDM
Pervasive computing, which is also referred to as ubiquitous computing, involves generating large volumes of data, which is the concept known as big data. The analysis of big data has been confirmed to be a driver of development and advantageous to numerous services, including health care, banking, cyber security, commerce, and transport [11] . Organizations distribute data among themselves and share their data with the public owing to the interest in sharing reciprocal benefits and the requirements of publishing some data. The mining community eventually realized privacy issues when people publish their specific data in their original form, thereby possibly leading to violations of people privacy. They also realized the phishing of data over the Internet, which arises because data can contain some confidential information. In addition, recent advancements in the field of learning technology have significantly threatened individuals' privacy [9] , [15] . Large investments have also been committed to issues on privacy protection, such as privacy preserving data publishing (PPDP) [16] and privacy aware learning [17] .
Evidently, the concept of privacy should be defined. Although privacy has various definitions, providing an accepted standard definition of this concept is difficult [11] , [12] , [18] , [19] . Privacy was established as a right in the Universal Declaration of Human Rights [18] in 1948. Nonetheless, this right is considered in an extremely limited scope because privacy can be found in specific contexts, such as correspondence, at home, and with family. According to [12] , [18] , the scope of information privacy is described in forms of bodily privacy, communication privacy, and territorial privacy as illustrated in Figure 2 .
Information privacy concerns gathering and managing personal data. Bodily privacy is related to the protection of the bodies of individuals from invasive measures, such as drug testing and others. The privacy of communications entails any form of communication. Lastly, territorial privacy focuses on placing boundaries on incursion into a local environment.
The scope of this study is centered on the form of information privacy. In general, the study of information privacy focuses on content privacy and interaction privacy. Content privacy refers to the prevention of disclosure of individuals' identities from an anonymized or encrypted database, such as extracting information from their credit card records from a state or national level database. By contrast, interaction privacy refers to the prevention of disclosure of a given content of an individual, such as checking victims' encrypted web traffic or using voice fingerprint to access services [1] .
Thus, the current study adopts the definition of privacy in the contexts of content and interaction [12] , [18] , which is related to research path in terms of the collection and analysis of individual data. This can be valuable in boosting the effectiveness of organizations or support prospective plans. Furthermore, they contain some sensitive data on individuals, whose privacy is also threatened. However, transforming data or anonymizing individuals may minimize the utility of the transferred data and lead to inaccurate knowledge [12] , [20] . Hence, numerous endeavors have been dedicated to privacy, which involve the preservation of individuals' information using data mining algorithms, to avert the disclosure of individuals' identities or sensitive data in the course of knowledge discovery [21] . This paradigm is referred to as PPDM. Hence, PPDM [12] , [22] - [24] is an innovative research path concerned with providing guarantee to a certain level of privacy and security for big data in the application of mining research and statistical records.
Conversely, secrecy is the protection of people's information from unauthorized disclosure, alteration, or loss when transferred over a network. As the data reach the data collection point, no additional restrictions are levied on data security to disclose the personal data of persons. Therefore, data security should be correlated with data privacy because the former is a requirement of the latter. Privacy is specific, and can be achieved by hiding people's identity or screening personal information that may result in the people's recognition [25] .
PPDM has recently garnered considerable interest among academics and designers. Consequently, several methods have been developed to protect privacy or far-reaching policies have been imposed for sensitive data protection [12] , [21] , [25] . The form of privacy varies depending on the data used and the way they are used; hence, many methods are used to provide privacy [25] . At present, no existing generic solutions can handle all privacy issues regarding the protection of sensitive information from unwanted disclosure while simultaneously preserving the utility of the data. The related studies have solely focused on searching for effective protocols for specific problems. Nonetheless, data utility and information loss are trade-offs when effective data mining is conducted for privacy measures [25] - [29] . In this survey, the privacy preservation in the big data life cycle is considered at the data preprocessing and data mining task stages.
III. PRIVACY PRESERVATION IN THE DATA PREPROCESSING STAGE
By observing the four different stages of KDD ( Figure 3 ), privacy disclosure can occur when private data are transmitted from one stage to another. Thus, preventing private information disclosure reduces data utility, which can produce erroneous or even infeasible extraction of knowledge through data mining. An important issue of KDD is how to transmit the minimum necessary private data for data mining among the various KDD stages [27] . A commonly used privacy protection measure is to enforce privacy preservation in the data preprocessing stage by different user roles of data, which aims to protect raw data from disclosure. In general, user roles have two different types that prevent disclosure of private information in the data preprocessing stage [5] .
A. PRIVACY PRESERVATION IN DATA PROVIDERS
Data providers are data owners (i.e., individuals or organizations) who are expected to provide their original raw data to data collectors (which hold data warehouse servers) that could contain some sensitive information (e.g., academic records of students, financial transcripts of customers). The main issue of data providers is their ability or inability to control the sensitivity of data they provide to data collectors. The theory is that data collectors are unreliable. Therefore, the data provider protocols (which protect privacy during data generation and data transmission to data warehouse servers) considerably aim to hide their sensitive information or prevent unauthorized access to prevent privacy disclosure and obtain adequate returns for the possible loss in privacy. However, the following question should be answered: What type of and how much information that counterpart individuals can acquire from their data? [1] . The data provider approach to disclosure behaves in line with one of the following policies.
1. Data providers cannot disclose any information because they regard their data as extremely sensitive. They decline the command to provide such information and endeavor to take effective measures to safeguard sensitive data. 2. Data providers opt to never to release personidentifiable information (private) because they are aware of the value of their data to data collectors. Accordingly, data providers distort their data that will be transmitted to data collectors to prevent true information from being easily revealed. 3. Data providers may be willing to disclose some of their sensitive information for specific rewards, such as improved services or financial benefits. They are requiring understanding how to negotiate with the data collector to obtain sufficient reimbursement for any potential loss in privacy. 4. If data providers cannot either block access to their sensitive personal information or make a profitable transaction with the data collector, then data collectors can misrepresent data collected by the data providers in such a manner that actual information cannot be easily revealed.
B. PRIVACY PRESERVATION IN DATA COLLECTION
In data warehouse servers, data collectors collect large amounts of data from data providers to maintain the ensuing data mining operations and stored in well-disciplined physical structures (e.g., multi-dimensional data cube). The data collected possibly holds the sensitive personal data of individuals. Thus, the goal of preserving data privacy is to safeguard privacy during data collection and transmission to different data mining servers by finding the minimum portion of private information required to construct accurate data mining models [30] , [31] . The direct disclosure of data to data miners will infringe on the privacy of data providers [1] , particularly in cases where data miners execute mining algorithms using the data provided by data collectors and extract valuable information from data. In accordance with the adopted techniques for ensuring privacy during data collection, three types of approaches have been generally developed to conceal the raw data from their original value [32] . As illustrated in Figure 3 , these approaches are data exchange [33] , data cryptographic [34] , and data modification [35] , [36] .
With the data exchange technique, private information can be disseminated from (at least) one data provider to another. Hence, this technique is only applicable in systems with trusted data providers. That is, any of the data providers have no intention to compromise the disseminated private information. In the majority of practical systems, data providers are not trusted because they may want to compromise the disseminated private data. Hence, private information cannot be protected from compromise with this data exchange technique [37] , [38] .
Cryptography mainly provides the security concepts required for information. Cryptography has several definitions but the simplest is the art of writing in secret characters [39] . The majority of the cryptographic algorithms are based on the difficulty involved in solving difficult mathematical problems. In addition, the initial three main concepts of information security are confidentiality, integrity, and availability, which are referred to as the CIA triad [40] . Since the CIA triad was established, additional concepts, such as authenticity, accountability, privacy, and non-repudiation, have been developed [41] . Initially, an original comprehensible message, which is referred to as the plainest, is inputted into an algorithm. The algorithm conducts different tasks and transforms the plaintext to a scrambled unintelligible message called ciphertext. The conversion process is referred to as encryption or enciphering. The counter procedure of generating the plaintext from a ciphertext is known as decryption or deciphering
In cryptography, multiple parties (i.e., data providers) typically cooperate for the computation of results or jointly participate in analyzing non-sensitive information, where pairs of public and private keys are available to each data provider. Moreover, the public keys of all data providers should be distributed to everyone, including the data warehouse servers (data collectors). Initially, all data providers are provided with the sum of the public keys as their reference to encrypt their data on the basis of the provided reference for onward transmission to the data warehouse servers. Hence, no involved people know anything beyond their own input. Through mathematical manipulations, accurate models can be built by the data warehouse servers on the basis of the received encrypted data; these models can be used to solve PPDM problems among mutual untrusted parties or competitors [42] , [43] . However, the complexity of this method may lead to large computational costs with enormous data for data providers and data warehouse servers, thereby making this method practically useless [44] , [45] . Given the data modification is the main focus of this review paper, it is further reviewed and deeply analyzed in the following section.
IV. DATA MODIFICATION APPROACHES
Data modification approaches can be classified into two categories in accordance with the type of privacy protection: data perturbation and anonymization-based techniques. Figure 4 shows the recommended classification framework [46] . Anonymization techniques attempt to prevent attempts to recognize the records' owner identity. When data perturbation techniques are used, data providers need to (independently) modify their original data before sending them to the data warehouse servers [35] , [36] , [47] . In this manner, garbled values are used instead of original values when applying data mining algorithms, thereby ensuring the privacy of individuals. The following subsections will describe in detail each of these approaches. Readers can refer to [12] , [48] , [49] , and [30] for a comprehensive study on these subjects.
A. ANONYMIZATION TECHNIQUES
The collected data should be treated as a private table that encompasses multiple records (see Table 1 ) [50] . Each record (row) represents a single client and comprises several attributes that are specific to a particular individual [49] . These attributes can be categorized into three [27] , [51] : Identity attributes (IA) explicitly identify the records of an owner (e.g., name, cellular phone number, social security number, and driver's license number). Quasi-identifier (QI) attributes denote a sequence of individuals' non-explicit attributes (e.g., race, age, date of birth, ZIP code, and gender), which can potentially identify the records of owners; sensitive attributes (SA). QI attributes consist of two types: numeric and categorical ( Figure 5 ). SAs contain confidential data of individuals, such as salary and disease [52] .
Entities may have the intention to publish partial data derived from big data sets that can be valuable in raising the effectiveness of the entities and aid their prospective plans without divulging the proprietorship of the sensitive data. Solely eliminating attributes (IAs), which explicitly identify users from the table prior to disclosing them, has been demonstrated to be inefficient [1] , [27] . In this setting, the effective preservation of privacy can be attained by controlling for the disclosure of information. That is, a person identification (QI) attribute, which represents a set of individuals' nonexplicit attributes by using anonymization techniques prior to release, is a previous technique used for the preservation of privacy and functions as a development platform for advanced convolution techniques. Examples of such a technique are explained in the following subsections [12] .
1) K-ANONYMITY APPROACH
The k-anonymity approach is an extensively applied and recognized privacy technique [10] . The concept of k-anonymity for limiting disclosure of information was proposed by [53] and [54] as an attempt to protect the privacy of persons. The idea of k-anonymity is based on modifying the values of the QI attributes to make it difficult for an attacker to unravel the identity of persons in a particular data set while the released data remain as useful as possible (see Table 2 ) [53] , [54] . The K value is used as a measure of privacy. The lower the K value, the lower the probability of de-anonymizing. Conversely, if the K value is higher, then an attacker will have more difficulty unraveling the identity of individuals (i.e., the higher the probability of deanonymizing). However, increasing the K value will simultaneously lower the usefulness of the data [12] .
Although k-anonymization-based technique provides a certain level of privacy preservation, it also has some limitations. First, the k-anonymization-based technique will have difficulty identifying the QI attributes selected in the external tables and determining the extent by which information can be disclosed to others [46] . Recent studies [49] , [55] have shown that approximately 87% of the populace can be distinctly recognized using the seemingly innocuous QI attributes. In previous studies [56] [1] , mobility data set has been collected for 1.5 million people and a basic anonymization operation has been applied (eliminating apparent ID attributes). Nonetheless, these studies were able to identify a person with 95% precision using only four spatiotemporal points. The drawback of simple anonymization was additionally confirmed by a recent study [1] , [57] , which analyzed a data set of 90-day financial dealings of over 1 million persons. The aforementioned study has demonstrated that four spatiotemporal points effectively re-identified approximately 90% of the persons.
Second, Table 2 gives an example of three anonymous versions of sick individuals' database relating to Table 1 . The k-anonymity approach attempts to work on the attributes of QI, which involves identifying the age, gender, and ZIP code of a person, with no investment on the sensitive attributes [1] . Hence, the k-anonymity-based method is subjected to indirect attacks that enable the possibility of precisely deducing the features of an individual, thereby leading to the disclosure of identity. Examples of such an attack are homogeneity attack (i.e., absence of variety in sensitive attributes within anonymized group; see the equivalence class 3 in Table 2 ) and background knowledge attack, which is based on the following aspects: an opponent has sufficient background knowledge from the relationship between sensitive and QI attributes to conduct probabilistic attacks [1] , [58] or when the QI attributes are connected with other public database, thereby possibly aiding an adversary to disclose the identities and other sensitive attributes of individuals [1] , [27] , [46] , [59] . In addition, information loss with the use of anonymizationbased techniques is inevitable when attempting to attain a high level of privacy [60] . However, anonymization technique possibly affects the use of data, thereby resulting in the production of imprecise or even impractical extraction of knowledge by data mining. Thus, initiating a balance between privacy and utility is essential in big data applications.
2) L-DIVERSITY APPROACH L-diversity was designed by Machanavajjhala et al. [52] (2007) to protect the identities of individuals from disclosure [10] . This approach is considered an extension of the k-anonymity approach. The primary aim of L-diversity is to preserve privacy by increasing the diversity of sensitive values. This technique involves treating the values of a specific attribute in a similar manner, regardless of its distribution in the data, thereby resulting in the sufficient representation of sensitive attributes within each equivalence class in an anonymized group of data set, which prevents probabilistic inference attacks [61] .
However, the major drawback of the L-diversity approach lies in the distribution of values of such sensitive attributes because different values have varying degrees of sensitivity. In an equivalence class, one value may emerge considerably more often than other values in an anonymized group (see the equivalence class 1 in Table 2 ). This recurrence of a value poses a serious privacy risk, thereby enabling an opponent to deduce the possibility of another entity in the equivalence class having the same value. This attack is referred to as skewness attack [50] . The production of viable l-diverse representations is difficult because the attribute values may be skewed. In addition, this approach is inadequate to prevent the disclosure of attribute to similarity attack (in an equivalence class, the values of the sensitive attribute are different while they are semantically similar). An opponent can easily have access to the sensitive attribute because the global distribution information of this attribute is markedly available to opponents, thereby resulting in divulging the identities of individuals. L-diversity guarantees the diversity of sensitive values in every group but does not consider their semantical nearness. This drawback motivated the development of the T-closeness approach [50] , [61] .
3) T-CLOSENESS APPROACH
T-closeness was presented by Li et al. [50] as an extension of the l-diversity group-based anonymization, which is commonly used to protect privacy in data sets. In this approach, sensitive attribute distribution in any equivalence class should be similar to the distribution of the attribute in an overall table; for example, the distance between the two distributions should not exceed the threshold t [50] , [58] .
Overall, anonymization techniques are simple and attempt to protect the privacy of individuals. Nonetheless, they have an intrinsic drawback. Thus, they cannot continually and effectively protect the records' critical values against attacks. Furthermore, optimal anonymization has been demonstrated to be an NP-Hard problem [62] . Moreover, high dimensionality renders this technique ineffective because the identities of the primary record holders can be unmasked by merging the data with either the public or background information [62] , [63] .
Taking into the consideration that the form of privacy varies according to the data used and the way it is used, and there is no single technique that is entirely perfect. However, the limitations in one technique could be partially or adequately addressed by some other technique. Table 3 presents a summary of data anonymization techniques, by presenting the advantages and limitations of each approach [25] .
a: VALUE-BASED APPROACHES
Value-based distortion approaches are a form of PPDM and they consist of two major types. The first type is the fixed-data perturbation (i.e., uniform perturbation) category and the second type is the probability distribution category (see Figure 4 ) [25] , [65] .
b: UNIFORM PERTURBATION CATEGORY
To ensure that individual values are hidden during data collection, data providers can separately alter the value of each data item or attribute before sending to the collectors using one of the following two approaches: (1) by adding fixed data perturbation or substituting an attribute value with a new one (e.g., location from California to Washington and change age from 30 to 40) and (2) by generalizing data values or aggregating on the basis of the related domain hierarchy [48] (e.g., generalize age from 33 to range [31] [32] [33] [34] [35] .
Both approaches are effective in protecting sensitive data from unauthorized use and performing the anonymization process. Accordingly, both approaches address different attributes independently and separately. That is, they adjust only the chosen values that minimalize the utility loss [48] , while certain attributes that have no mining value are disclosed to the data warehouse servers [30] . In addition, perturbation-based methods are suitable for random data owing to the addition of fixed data. Meanwhile, aggregationbased methods can be applied only to data with domain hierarchy that has been disclosed to the data warehouse server. They can also ensure k-anonymity [53] . However, data collectors can retrieve the original data distribution from the perturbed data [30] .
Probability Distribution Category: The randomization technique is one of the most commonly used methods for modifying the data in the probability distribution category [12] , [25] , [58] . This technique involves the addition of noise on the bases of some recognized probability distribution to mask the attribute values of records [66] . In general, the Gaussian distribution is used to generate noise values. This method endeavors to preserve data privacy for individuals by reconstructing the distributions. This method involves introducing a specific random perturbation for the original data values using a randomized process. Thus, an individual perturbed data value can be relatively dissimilar from its original data value. Accordingly, the real values are reserved in private and they cannot be deduced by the opponents by relating private attributes to a specific person [12] . The key point in this approach is that the owner of the data set publishes the resulting tuples from x i +r instead of x i , where (x 1, x 2, · · · ,x n, ) are the original data values of a column (one-dimensional distribution) are randomly drawn from a random variable x, and r is a random value drawn from a certain distribution.
Despite the simplicity and intuitive nature of the randomization technique, it also has certain drawbacks, the most common of which is privacy breach [12] . Several studies have [45] , [64] , [67] , [68] experimentally demonstrated how unproductive the randomization technique may be at preserving privacy. In addition, a private data recovery algorithm can reasonably retrieve the original data from the perturbed data. When a relationship or strong correlation exists among the different attributes, this strong correlation is typically maintained after randomization. The introduced noise to each attribute is also independent. Thus, a private algorithm for data recovery can exploit the spectral structure of the perturbed data by using a filtering method. Consequently, the original data can be accurately recovered from the randomized data.
c: DIMENSION-BASED APPROACHES
In this approach, the data sets have several correlated attributes (multiple dimensions) rather than single column distribution to obtain exceptional results for data mining process in privacy preservation. Previous value-based approaches rearrange the data distributions to execute mining for privacy preservation, which involves analyzing each dimension separately, thereby overlooking the correlations among various attributes (dimensions) [64] . Previous valuebased approaches require all data providers to assume the same level of privacy disclosure. That is, t value-based approaches typically require a significant amount of noise to hide the sensitive information, thereby overpowering the initial features enclosed in the actual data [69] .
The clever approach to resolving this problem is to employ methods that deal with multiple-dimensions to obtain valuable results. For this reason, several dimension-based approaches applied in data collection have been newly proposed. Among these approaches, random rotation transformation and random projection are the most widely applied approaches [58] . They overcome the problem of a large noise included in the true data by transforming the original data to another space, thereby offering a considerable level of privacy guarantee, although certain features and relations in the original space are preserved [69] .
Random Rotation Transformation Approach: Random rotation perturbation was developed by Chen and Liu [64] for privacy preserving data classification of data with multiple dimensions (attributes). This approach is a key module in geometric perturbation, although the quality of data mining remains unaffected, that will impact on the Quality of Service (QoS) of the processed data in the cloud [70] . The fundamental concept of this approach is changing (rotation) the data in a specific manner to protect private information in public data sets. The major drawback of the random rotation perturbation is that the domain-specific properties of data, such as the inner product or Euclidean distance, are not preserved. This result confirms that the majority of the available modeling techniques are perturbation invariant while bringing distance inference attacks [71] , [72] .
In this approach, data owners substitute the initial data X iXd with f (x) = X iXd * R dXd , where X iXd denotes the matrix that represents i objects and d attributes and R dXd signifies a random rotation orthonormal matrix [73] . Privacy is guaranteed as long as the data values of the published matrix X iXd relatively differ from the data values of the original matrix f (x). Random Projection Approach: Random projection can generate the perturbation data f (x) by using random matrices. This approach is good for maintaining data utility rather than incorporating some random values into the definite data: f (x) = X * P, where X denotes the data sets matrix, which has dimensions m * n (where n is rows and m is columns), and P is r * m random matrix where r ≤ m [65] .
The random projection technique is mainly based on the Johnson-Lindenstrauss Lemma [74] , which requires the transformation of a set (N) of the original data points from its initial high dimensional space to a lower-dimensional subspace (randomly selected). This technique offers high-level privacy to the original data. Consequently, the extracted value and dimensionality of the original data set are unattainable, even if the random matrix is revealed. However, identifying the approximation of the original data is feasible [58] .
A study for random projection matrices have been utilized as tools for the preservation of the privacy of mined data sets [75] . This study provides several attributes of the random projection matrices that are applicable to several data mining tasks, such as estimation of Euclidean distance, inner product, correlation, and linear classification. Table 4 summarizes the comparison of the three types of data perturbation methods. It has been pointed out that the measurement of privacy preservation level and information loss are usually carried out through methods of data perturbation [71] . The two important concepts that should be mentioned here are the privacy preservation and information loss. The privacy preservation level refers to the degree of difficulty of estimating original data from perturbed data [64] . On the other hand, the information loss is a situation in which a significant portion of information of the original data set is lost after perturbation.
V. PRIMARY TASKS OF DATA MINING
Data mining tasks involve pattern detection and extraction from large data sets (big data) and the subsequent transformation into a readable format for future use. Thus, these tasks can be generally categorized into two common types of functions, namely, descriptive and predictive tasks. These tasks are based on the specific tasks to be achieved. The objective in a descriptive data-mining task is to modify the observed patterns in a given data set into a format that can be read by humans to generate new nontrivial knowledge on the basis of the considered data set. By contrast, the aim of predictive data mining is to depend on some fields or variables in a given data set to predict the unknown/prospective data [76] , [77] .
Moreover, machine learning and pattern discovery extraction are perceived as ''two facets of the same field'' [12] , [78] . The tasks are formed using machine learning techniques, which can be broadly categorized into supervised and unsupervised learning (see Figure 6 ) [79] . Supervised learning is a type of system where the input data and corresponding anticipated output data are provided. Accordingly, machine learning differentiates data, thereby developing the model. The classification model is a common type of learning task. Although the function of this model is to predict distinct classes, such as blood groups, the regression model predicts numerical values. In the unsupervised learning scheme, the learning system attempts to find relations in the data or associations among variables from unlabeled data. The association rule learning and clustering models are two common types of learning tasks under the unsupervised learning scheme. We will describe these tasks in considerable detail in the following subsections [12] .
A. ASSOCIATION RULE MINING
Association rule mining algorithm is a widely applied data mining technique that is designed to determine the relationships among items or discern repeated patterns in the same transaction. This algorithm was initially presented as a market basket analysis tool [80] in the context of frequent item sets and association rule mining. Association rule mining has recently garnered significant interest in database communities [81] Furthermore, it has evolved into a useful tool for conducting unsupervised exploratory data analysis over a broad array of research and commercial areas [12] , [79] .
Thereafter, these associations are presented as if/then rules that facilitate the discovery of frequent patterns, where the pattern is a set of items that occurs frequently in a data set. The binary format of market basket data is presented in Table 5 .
Let A =A 1, A 2 , . . . .A n, be a set of attributes called items and each row corresponds to a transaction (T), where T is a database of transactions T = {t 1 , t 2 , . . .t N , where each T i holds a subset of items referred to as item set (a set of zero or more items) chosen from A, such that T ⊆ A. The transaction width is the number of items present in T. An item can be analyzed as a binary variable, the value of which is 1 if the item is present in T and 0 otherwise. If an item set is K and contains items X = {x 1 , x 2 , . . . .x k }, then it is called K − itemset. To identify the valid rules from a given set of transactions T, the role of the mining association rules is to establish all the possible association rules, the confidence and support of which are more than the user-defined minimum support denoted as minconf and minsuprespectively.
The support of a rule is the probability (percentage), which denotes the quantity of transactions contained in a specific item set. Let X ⊂ A and Y ⊂ A, where X and Y represent the disjoint item sets of A. Thereafter, the rule support is X ∪ Y. In the data set shown in Table 5 , the support for {A 1 , A 2 ,A 3 is equal to three because only three transactions currently hold all three items. The confidence of a rule is denoted as percentage, which indicates the number of times X and Y are present in the entire transactions divided by the number of times X is found. The formulated expressions of these metrics are outlined as follows:
Two steps are needed to mine the association rules on the bases of the support and confidence metrics [82] , [83] :
• Finding the entire frequent itemsets in the database that exceed or equal to the minsup threshold and • Generating the strong association rules from these frequent itemset. Therefore, data-mining techniques are widely used in the field of data analysis and classification as its great benefit in discovering knowledge and hiding patterns out of big data sets. There are many related studies recently proposed and published using some meta-heuristics algorithms in solving different issues with big data analysis such as the ones in [84] - [86] . On the other hand, there are recently several of meta-heuristics algorithms that proposed that gave a very promising performance in optimizing the existing datamining methods to achieve high accuracy. Hence, we would like to shed the light on the great possibility of exploring the usefulness of such algorithms in advancing the performance of PPDM. For example, but not limited to, one of the recently populated optimization algorithms as Grey Wolf Optimizer (GWO) [87] .
B. CLUSTERING
Clustering is a type of unsupervised learning that entails the identification of valuable cluster of objects (observations) that are similar to one another in groups (clusters). The use of a few clusters to represent data unavoidably results in the loss of some minute details. However, simplification can be achieved. That is, the separation of an entire data set into groups of data has more similar characteristics than objects from different clusters [81] . The reason is that groups where an object belongs are not similar and may not be prespecified. The groups may also be revealed to have unknown relations in the data. Therefore, clustering is occasionally called the automatic classification of objects [81] , [12] .
The number of clustering depends on individuals' perception of unlabeled training data set, which is used to represent these groups. The number of clusters is the main constraint in clustering [88] because the notion of ''cluster'' is not precisely defined [89] , [90] . Consequently, various algorithms have been recently proposed and every algorithm follows a set of rules to find cohesive groups in large data sets [89] . Users understand the problem and the equivalent data types will be the most effective measure in selecting the suitable method [88] .
1) CATEGORIZATION OF ALGORITHMS
Han et al. [6] presented one of the numerous categorizations, whereas others (e.g., Agyapong et al. [77] and Jain et al.) have suggested similar categories for clustering methods. The most important categorization of clustering methods has been previously reported [6] and is based on the following properties.
-Partitioning methods: Data partitioning algorithms involve dividing data into several subsets (clusters). Partitioning methods are based on mathematical models (probabilistic and fuzzy membership models) such as Expectation-Maximization, k-mean, c-mean, and FUZZY [88] . Each cluster attempts to improve a certain clustering criterion locally (on a subset of objects), such as the computation of the values of the similarity or distance or globally (defined over all of the objects). Hence, the majority of these clusters could be considered greedy-like algorithms and computationally complex in applications involving large data sets [6] , [91] , [92] . -Hierarchical methods: These method are the most commonly used [93] and they work by grouping data objects that have many attributes into a cluster hierarchy (i.e., a tree of clusters) [92] , [94] . The two types of hierarchical methods are (1) divisive and (2) agglomerative. The divisive method starts with a single cluster and subsequently separates into smaller clusters (called splitting or top down). The agglomerative method starts with each object in an individual cluster and attempts to combine with similar clusters thereafter to form larger clusters (referred to as merging or bottom up). Typically, each stage of hierarchical clustering entails the integration VOLUME 8, 2020 or splitting of a pair of clusters in accordance with a specific criterion. Several criteria, such as single link (nearest neighbor) and explicit formulations of induction principle, have been proposed to optimize some criteria [88] , [95] . Although this technique may appear simple and fast, locating objects that are similar among a large collection of objects requires comparing each object with every other object, thereby making the process cumbersome for large data sets [94] . In general, agglomerative clustering has time complexity (ϑ n 2 log (n) , whereas divisive clustering demands comprehensive search (ϑ (2 n )). For exceptional cases, optimal efficient agglomerative methods, such as CLINK algorithm for complete-linkage clustering [83] and SLINK for singlelinkage [84] , has time complexity ϑ(n 2 ). -Density-based methods: These methods are based on the concept of density, which is generally defined as the number of objects in some space [96] . They are effective for a combination of several distributions (clusters), which have a several connected objects affiliated with each cluster and are drawn from a specific probability distribution [97] . A cluster continues growing, provided that the density (i.e., number of objects) in the region surpasses some parameters. Hence, the output of density-based methods, such as the DBSCAN algorithm (one of the most widely applied clustering algorithms), is represented as a graph G. This graph G represents the relation ý i , which is in the same cluster as ý j with the predicate. This framework differs from the partitional frameworks that depends on the iterative relocation of the specified points to a specific number of clusters [88] , [91] , [92] , [96] . -Grid-based methods: These clustering methods are used to enhance the efficiency of clustering. In this class of methods, the object space is fragmented into several cells rather than the data that comprise a grid structure to form the base for all clustering operations. These methods are beneficial owing to the fast processing time, which is not often a function of volume of the data set but merely on the number of cells contained in each quantized space dimension. Among the examples of the grid-based technique are WaveCluster (wavelet transform-based objects clustering), STING (analysis and storage of statistical information in the grid cells), and CLIQUE (grid and density-based data clustering in high dimensional space).
C. DATA PERTURBATION TECHNIQUES
The perturbation of data involves the addition of noise to data to distort it prior to data mining [48] . This model is widely used for PPDM. Data perturbation has been commended as a more effective approach to data protection than the reidentification of individuals owing to the high probability that attacks could occur, thereby linking public data sets to QI or with another public database. The basic idea of perturbation is to create a copy individually by adding noise to distort the data before performing actual mining. The addition of noise to data makes the unconfined values inaccurate, thereby protecting the sensitive attributes of the disclosure. However, the two metrics (i.e., levels of privacy guarantee and data utility), which are often used to evaluate techniques of perturbation, are faced by poor trade-offs in several obtainable perturbation techniques [58] , [64] . In general, several proposed data perturbation techniques could be classified into two: value-based approaches (i.e., value distortion approach), which focus on single-dimensional perturbation; and dimension-based approaches, which focuses on multi-dimensional data perturbation. We will describe this approaches in detail in a later section [12] , [48] , [58] .
D. CLASSIFICATION
Classification is typically employed as a supervised learning method to construct a model for predicting the categorical labels (the class label attributes) by evaluating the relationship among the attributes and the classes of the objects in the training set [12] . Hence, different algorithms use diverse approaches to search for these relationships. Classification is a data mining function that determines the class of each object in a predefined set of classes or groups on the basis of the attributes [98] , [99] . The simplest type of classification, which is known as binary classification, involves the prediction for any of two target classes. By contrast, multiclass targets have more than two target classes. Similarly, complex functions are a result of a classification process with more than two classes [99] . The data classification process includes two steps [12] . The first step is the training phase. In this phase, the model or classifier is constructed to describe a predetermined set of data classes and used for classification in the second step [99] . The frequently applied methods for the classification of data mining tasks are grouped into rule-based methods, decision tree induction methods, neural networks, memory-based learning, support vector machines, and Bayesian network.
By considering the aforementioned properties, many algorithms have been developed for diverse applications [6] , [12] .
VI. CONCLUSION
Privacy-preserving data mining (PPDM) is a subfield of the data mining research area. In this paper, the existing PPDM techniques and are intensively reviewed and classified based upon their methods that used data modification approaches, which then represented the main contribution of this study that will help researchers in this field having comprehensive understanding of PPDM. Furthermore, this study compared and analyzed the advantages and drawbacks of the various PPDM techniques. This research also elaborated on the existing challenges and unresolved issues in PPDM. The findings of this study show that PPDM continue to have potential challenges and open issues that would open the door for further research by scholars in the area of data privacy and protection. Thus, further technical studies are required to propose an effective solution to address the challenges of PPDM raised in this research.
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