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ABSTRACT
Coastal regions are the most densely populated regions of the world. The
populations of these regions continue to grow which has created a high demand for
water that stresses existing water resources. Coastal aquifers provide a source of
water for coastal populations and are generally part of a larger system where fresh-
water aquifers are hydraulically connected with a saline surface-water body. They
are characterized by salinity variations in space and time, sharp freshwater/saltwater
interfaces which can lead to dramatic density differences, and complex groundwater
chemistry. Mismanagement of coastal aquifers can lead to saltwater intrusion, the
displacement of fresh water by saline water in the freshwater regions of the aquifers,
making them unusable as a freshwater source. Saltwater intrusion is of significant
interest to water resource managers and efficient simulators are needed to assist
them.
Numerical simulation of saltwater intrusion requires solving a system of flow
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and transport equations coupled through a density equation of state. The scale of
the problem domain, irregular geometry and heterogeneity can require significant
computational resources. Also, modeling sharp transition zones and accurate flow
velocities pose numerical challenges. Discontinuous Galerkin (DG) finite element
methods (FEM) have been shown to be well suited for modeling flow and transport
in porous media but a fully coupled DG formulation has not been applied to the
variable density flow and transport model. DG methods have many desirable char-
acteristics in the areas of numerical stability, mesh and polynomial approximation
adaptivity and the use of non-conforming meshes. These properties are especially
desirable when working with complex geometries over large scales and when cou-
pling multi-physics models (e.g. surface water and groundwater flow models).
In this dissertation, we investigate a new combined local discontinuous
Galerkin (LDG) and non-symmetric, interior penalty Galerkin (NIPG) formulation
for the non-linear coupled flow and solute transport equations that model saltwa-
ter intrusion. Our main goal is the formulation and numerical implementation of
a robust, efficient, tightly-coupled combined LDG/NIPG formulation within the
Department of Defense (DoD) Proteus Computational Mechanics Toolkit modeling
framework. We conduct an extensive and systematic code and model verification
(using established benchmark problems and proven convergence rates) and model
validation (using experimental data) to verify accomplishment of this goal. Lastly,
we analyze the accuracy and conservation properties of the numerical model. More
specifically, we derive an a priori error estimate for the coupled system and conduct
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1.1 Background, Motivation and Challenges
Coastal regions are the most densely populated regions of the world and the
populations of these regions continue to grow. About one in every three people
on the planet now live within 100 kilometers of the sea and about 44 percent of
the world’s population live within 150 kilometers of the ocean [9]. The population
increase has created a high demand for water that stresses existing water resources
[106]. Coastal aquifers provide one source of water for large coastal populations.
These aquifers are generally part of a larger system where freshwater aquifers are
hydraulically connected to a saline surface-water body. Saltwater occupies the void
space underlying the freshwater because of the proximity to the sea and this salt-
water wedge can extend some distance landward. Typically, in a coastal aquifer, a
hydraulic gradient exists towards the sea and the sea receives the excess of freshwater
from the aquifer. This excess is the difference between natural or manmade replen-
ishment and any freshwater pumping that may occur. A natural, stable transition
zone (or zone of dispersion) appears between the freshwater and saltwater where
the salinity varies between that of lighter freshwater and that of heavier saltwater
(see Figure 1.1). The lighter freshwater tends to flow to the sea. The shape of this
transition zone can depend on whether the saltwater wedge is moving landward or
1
Figure 1.1: Idealized Unconfined Coastal Aquifer.
seaward and the type of aquifers (confined, unconfined). The natural equilibrium
that controls this wedge can be affected in several ways. When pumping occurs,
excess freshwater flow to the sea is decreased, water levels or piezometric heads de-
crease, and the saltwater wedge advances inward until another stable equilibrium is
reached. Existing freshwater wells may be impacted if they exist within this transi-
tion zone. Also, saltwater upconing can occur in parts of the aquifer further inland
which can contaminate freshwater wells. Rising sea levels, reclamation of coastal
areas, irrigation and drainage and many other natural and manmade phenomena
can lead to changes in the hydrogeology regime that can cause an inward move-
ment of the saltwater wedge [59]. Because of these effects, pollution of freshwater
aquifers by saltwater is a significant environmental problem and freshwater usage
from coastal aquifers must be closely managed. A relatively small proportion of
seawater (1%) will render freshwater unfit for drinking [52]. Different methods have
2
been used to help alleviate the stress on coastal aquifers. Application of freshwater
injection barriers, extraction of saline groundwater, land reclamation, creation of
physical barriers and aquifer storage and recovery (ASR) are some of the methods
used [58]. Effective and reliable numerical simulation is needed to help determine the
long term effect of these methods. Saltwater intrusion (SWI) into littoral zones and
eventually into coastal aquifers is of significant interest to water resource managers
and efficient simulators are needed to assist in the management. Mismanagement
of coastal aquifers can lead to saltwater intrusion into freshwater regions of the
aquifers, making them unusable as a freshwater source.
Modeling flow and transport in coastal aquifers has many challenges. It is
an active area of research as demonstrated by a recent issue of the Hydrogeology
Journal [104] which was devoted to the topic of saltwater and freshwater interaction
in coastal aquifers, focusing on the state of modeling the phenomena and the extent
of saltwater intrusion problems around the world. Coastal aquifers are characterized
by salinity variations in space and time, sharp freshwater/saltwater interfaces which
can lead to dramatic density differences, and complex groundwater chemistry [104].
Also, the large spatial domains can have irregular geometry and heterogeneity and
physical processes may have long temporal scales which make modeling a challenge.
Although simpler sharp interface models have been used with success in some situ-
ations, a variable transition zone must be modeled to truly capture the physics of
the phenomena in many situations [52]. Thus, effectively modeling these processes
requires using a variable density flow and transport model. In this model, the bulk
fluid mass and momentum balance equations and the solute mass balance equation
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are coupled through density and viscosity equations of state. Since the transport
equation is often advection-dominated, it presents numerical difficulties when try-
ing to resolve the sharp moving fronts or freshwater/saltwater transition zones that
characterize coastal aquifers. For the flow equation, a high numerical accuracy of
the Darcy velocity is essential to capturing the correct physics of the problem. A
poor approximation of the flow velocity can produce spurious numerical velocities
that lead to increased advective and dispersive transport of solute. Also, large phys-
ical and temporal scale computations with irregular domain and large scale porous
medium heterogeneity creates numerical and computational challenges.
Discontinuous Galerkin (DG) finite element methods are a natural choice
for modeling the coupled system because of their ability to use complicated compu-
tational meshes, capture sharp gradients and ease in implementing hp-adaptivity.
Numerous numerical methods have been used previously to model variable density
flow and transport. Primarily, continuous Galerkin (CG) finite element, finite dif-
ference and finite volume methods have been applied to the VDFT model, but in
the past 15 years, several combined methods that utilize DG methods with mixed
and mixed hybrid finite element methods have been used with success. A full DG
formulation, though, has not been posed for this model to our knowledge. However,
fully DG formulations have been shown to be well suited for modeling coupled flow
and transport problems. Fully DG models have been formulated and analyzed for
the coupled flow and reactive transport model [119] and the miscible displacement
problem [111]. DG methods have been shown to effectively model these problems
with many desirable characteristics over CG models in the areas of numerical stabil-
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ity, mesh and polynomial approximation adaptivity and the use of non-conforming
meshes. In this dissertation, we focus on modeling the physical phenomena of salt-
water intrusion using the variable density and solute transport model with a fully
DG approximation of the coupled system. In our formulation, we discretize the
flow equation using a local discontinuous Galerkin (LDG) method as presented by
Dawson [46] which provides a locally conservative, consistent approximation of the
Darcy velocity. For the solute transport equation, we utilize a a non-symmetric, in-
terior penalty Galerkin (NIPG) method with classical upwinding for the advection
terms as formulated by Sun and Wheeler [120]. We use an implicit time discretiza-
tion with an iterative coupling strategy and we formulate and solve the numerical
model utilizing the DoD Proteus Computational Mechanics Toolkit software [78].
In the rest of this section, we will give a brief historical review and background of
variable density flow and transport modeling, the history of its application in coastal
aquifers through saltwater intrusion modeling and the use of DG methods in flow
and transport modeling.
1.2 A Literary and Historical Review
In this section, we give a brief background on the more general topic of
variable density flow and transport in a porous medium with a focus on the broad
applications in the field of hydrological studies. We narrow our focus to primarily
concentration dependent density flows and its applications to the saltwater intrusion
problem.
5
1.2.1 Variable Density Flow and Transport
In continuum fluid mechanics, a fluid is considered an effectively continuous
medium with several fundamental bulk properties that describe its behavior [54].
The density, ρ, is the bulk property of a fluid that describes its mass per unit vol-
ume. The fluid density is often non-uniform and can vary in different situations
with pressure, temperature, and the partial densities of the chemical species which
make up the fluid. Fluid flow that is influenced by changes in density is termed
variable density flow. The phenomena of variable density flow and transport ap-
pears in many different areas of engineering and physics. Specifically in our area
of focus, groundwater hydrology, field and laboratory experiments have shown that
fluid density gradients due to temperature and/or concentration variations can have
a strong influence on solute transport in groundwater systems. If an invading fluid’s
density is significantly greater than the density of the existing groundwater, density
driven flow can manifest itself in the form of instabilities or free convection. These
instabilities usually arise when heavier fluids overlie lighter fluids. The classic ex-
ample of free convection is the Hele-Shaw cell experiment and numerical simulation
results from Elder [56, 57] where finger-like instabilities develop as a result of an
unstable density layering caused by heating.
Density driven convection is important in groundwater transport because it
enhances hydrodynamic mixing which, in the constant density case, is the result
of forced convective, dispersive and diffusive affects. In the variable density case,
however, we can have the following effects [117]: (1) convective transport is typically
far greater than diffusive transport of the solute; (2) mixing process time scales are
6
significantly reduced; (3) mixing zone dimensions are typically larger which enable
solutes to be transported over greater distances. These effects influence many differ-
ent hydrogeological phenomena such as seawater intrusion and saltwater upconing
in coastal aquifers and migration of contaminant plumes around landfills and ra-
dioactive storage sites.
Although initial developments in this field date back over a century, over the
past three decades, there has been significant work in the field because of world-
wide concerns about the future of energy and water resources and environmental
pollution [116]. Simmons [117] describes the evolution of this field from its begin-
ning in fluid dynamics as having evolved in four stages. In the early 1900s, the
field initially evolved from traditional fluid mechanics with focuses on applications
to flow in heated fluids. In 1916, Lord Rayleigh analyzed an idealized model and
determined the characteristics of the instabilities that resulted from density effects
induced by thermal differences. The dimensionless Rayleigh number, named after
Lord Rayleigh, which gives the ratio of buoyancy to dispersive forces, is used in fluid
dynamics to describe and predict the onset of instabilities. In the 1940s, studies be-
gan to combine heat and porous media and in the 1950s and 1960s the focus moved
to solute and porous medium studies. Finally in the 1960s, the combined thermal
and solute concentration impacts on variable density were explored in thermohaline
studies. However, earnest application of these concepts in groundwater hydrology
did not begin until post 1950s and there are still many unresolved issues in this
area. Numerous reviews have accessed the state of variable density flow theory and
current practices. Most recently, Diersch and Kolditz [54] conducted an exhaustive
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development of the history and current state of variable density flow and transport
theory. We refer the readers to their work for additional information. In this work,
we will present some background of the general development of the mathematical
model and numerical methods and challenges associated with solution of the model.
In the following section, we will go into more detail of the history of the use of the
VDFT model in saltwater intrusion.
Modeling general variable density flow and transport has many challenges.
The mathematical model can have nonunique solutions and issues of physical in-
stability and oscillations arise because of the non-linearity of the coupled flow and
transport model [54]. The nonlinearity of the system also creates many challenges
in solving the system and verifying numerical methods is difficult since few ana-
lytic solutions exist. Fingering and convective cell development brought on by free
convection are sensitive to spatial discretization and as a result, grid convergence
cannot be achieved for many variable density problems [116]. The first numerical
computations of variable density flow processes were conducted by Wooding [128]
and Elder [56] and over the succeeding years, with the interest in environmental
processes influenced by variable density flow increasing, many numerical methods
were developed to simulate the phenomena. Numerical techniques such as stan-
dard continuous, mixed and mixed hybrid Galerkin finite element, finite volume,
finite difference, spectral and boundary element methods were applied to explore
the distinct variable density flow phenomena such as convection rolls, oscillatory
convection, high Rayleigh number cellular convection, and thermohaline convection
[54].
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Different formulations of the VDFT mathematical model have been investi-
gated extensively. The general model that is commonly used assumes a continuum
approach for multiphase, multispecies flow in porous media and is presented in sev-
eral works [21, 54, 65, 68, 74]. Mazzia and Putti [93] investigated different combina-
tions of state variables (e.g. pressure head/concentration, pressure/mass fraction).
Post and coauthors [105] examined the proper use of the hydraulic head formulation
for variable density groundwater flow analyses and the pitfalls associated with it.
Oltean and Buès [98] compared non-conservative and conservative formulations of
the model. Various assumptions have been employed to simplify the system. The
Oberbeck-Boussinesq approximation neglected density variations in the fluid mass
balance equation to reduce the amount of coupling. The density variation in the
fluid flow direction was also neglected [20]. The validity of these assumptions was
explored in numerous papers [3, 5, 54, 129]. Several authors conducted investiga-
tions into the appropriate forms of the constitutive relations for the diffusive mass
flux and Darcy velocity [65, 66, 93, 114].
Another area of investigation has been the treatment of the fluxes (Darcy
and solute mass flux). The numerical accuracy of these fluxes, especially the Darcy
flux, is essential for capturing the physics of VDFT. Modeling these fluxes as primary
variables in the formulation is costly, so the fluxes are often evaluated in a decoupled
manner where the Darcy flux is constructed from the solution of the pressure field
using direct differentiation and Darcy’s equation. This leads to a lower order of
approximation (compared to the pressure) and discontinuous velocities across ele-
ment boundaries. Local and global projection methods have been used to improve
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accuracy and give a continuous representation of the fluxes over the entire domain
[54]. Others have applied mixed FEM to the flow equations which yielded higher
accuracy and a continuous normal flux approximation across element boundaries
[2, 93]. Previously, we have used a conservative velocity post-processing algorithm
developed by Larson and Niklasson [86] to construct a mass conservative velocity
for a CG formulation of the VDFT model. This construction, however, increases
the computational expense of the method.
Another issue with approximating the velocity arises when using CG FEM.
When using FEM approximations of equal order for the pressure and the concentra-
tion, spurious velocities can arise which can lead to a method’s inability to model
hydrostatic conditions. Voss and Souza [124] identified the need for a consistent
formulation of the velocity and presented a modified scheme that approximated the
buoyancy term in Darcy’s equation with the same order as the pressure gradient.
Frolković and Knabner [62, 80] presented a general consistent velocity algorithm
that has been applied in a number of CG FEM simulators.
Solving the coupled nonlinear system of equations has also posed a numerical
challenge and different solution methods have been explored. Due to the nonlinearity
of the coupled system, it must be solved in an iterative manner. The most common
methods involved Picard, modified Newton and Newton iterative schemes. In the
Picard method, after discretization of the continuous equations, the resulting matrix
equations are linearized by evaluating coefficient matrices and right hand side vec-
tors at previous values. In the modified Newton method, the discrete equations are
solved in a fully coupled way but only utilize the block diagonal components of the
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system Jacobian matrix giving two uncoupled equations that are solved iteratively.
In the Newton method, the system is fully coupled and the full Jacobian is utilized
in the solution. Putti and Paniconi [107] investigate and compare convergence of
these different methods for VDFT. Relaxation methods [74] and adaptive predic-
tor/corrector schemes [54] were also used to improve the convergence of the Picard
and Modified Newton methods. Recently, there has been research to determine new,
more efficient coupling methods that have shown promise [2, 3, 131, 132].
With the increase in numerical techniques and methods for simulating VDFT,
the availability of analytic solutions and benchmark problems to verify numerical
models has been a major issue. As a result, significant research has been conducted
to determine suitable numerical benchmark problems as well as laboratory experi-
ments to assist in model verification. Simmons [116] discusses the current state of
this process and compares different models. Due to the non-linear nature of the
model, few analytical solutions exist to the problem. As a result, verification of nu-
merical models has been a challenge and has been accomplished through comparison
to existing numerical codes. Analysis and comparison of numerical codes and bench-
mark problems is done often in the literature [54, 81]. Recently, Voss and coauthors
[123] reviewed existing benchmarks and the role they play in the verification of 2D
and 3D numerical models. In the paper, they classified different benchmark prob-
lems in terms of being necessary and sufficient benchmarks. A benchmark problem
is necessary if good performance on it indicates the method is functioning prop-
erly but does not prove that the method correctly “represents the variable-density
problem class” [123]. A benchmark problem is sufficient if good performance on the
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benchmark indicates that the method represents the tested variable-density problem
class. We focus on benchmarks for 2D and 3D stable variable-density problems and
used this methodology in selecting our specific benchmark problems for verification
and validation.
Of the existing benchmarks, some are designed to test specific aspects of
the code which are easily verifiable and are necessary, but not sufficient, conditions
for the model to properly capture the physics of variable density flow. We will use
one problem from this class to verify our code: the Henry steady-state seawater
intrusion problem. The Henry problem has been modeled and developed by numer-
ous authors to capture wide transition zone physics. We will utilize a version of
Henry’s problem proposed by Arbarca and coauthors [1] which uses a full dispersion
tensor with more physical inflow/outflow sea-side boundary conditions than posed
in Henry’s original work.
Many problems, however, have differing numerical solutions and there is of-
ten disagreement in the literature upon the correct solution. This class of models
is used for comparison only against other codes but are not a necessary nor suffi-
cient test for model verification. Two of the most widely utilized examples from
this class of benchmark problems are the 2-D Salt Dome problem (strong coupling,
hydrodynamic dispersion), and the saline Elder problem (strong coupling, pure con-
vection). The 2D Salt Dome problem is Case 5, Level 1 of the International Hy-
drologic Code Intercomparison (HYDROCOIN) groundwater flow modeling project
and has been simulated in a number of works [54, 81, 82, 97, 130] This problem
verifies the physics under strong coupling and hydrodynamic dispersion. The saline
12
Elder problem was adapted from the classic thermal convection problem of Elder
[56, 57] by Voss and Souza in [124] and has been simulated in a number of works
[2, 4, 54, 63, 81, 97, 98, 124]. This benchmark problem has strong density coupling
and free convection. Each of these problems contains difficulties in numerical imple-
mentation and are not necessarily characteristic of the saltwater intrusion dynamics.
We chose not to implement them for this work but will look at them in future work.
There are several verification problems which have been developed that arise
from laboratory experiments and that have data with which numerical results can
be compared. One of these is a recent experimental problem from MacMinn and
coauthors [92] which looks at the development of a gravity current from an ini-
tial vertical interface. Sharp interface approximation analytical solutions have also
been developed for the evolution of a gravity current in a vertically confined aquifer
which we use in conjunction with the experimental results to assess the numerical
method. The second problem is the 2D Saltwater Intrusion problem by Goswami
and Clement [64]. This is a laboratory version of the Henry problem which tests
the dyamics of saltwater intrusion. The third experimental problem is the 3D Salt
Pool problem developed by Oswald and Kinzelbach [99, 100], which is a theoretical
upconing problem with experimental results that has been simulated by a number of
authors [54, 75]. The 3D Salt pool problem is identified in [123] as being a necessary
and sufficient benchmark for 3D stable variable density physics.
The VDFT has been studied extensively and applied to many different hy-
drogeological phenomena but we are particularly interested in its application to
modeling in coastal aquifers.
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1.2.2 Saltwater Intrusion
Saltwater intrusion and the interaction of freshwater and saltwater in coastal
aquifers has been studied and modeled for over one hundred years, but the variable
density flow theory was not applied until a little over forty years ago. Tradition-
ally, SWI models have been divided into two classes: sharp interface models and
transition zone models. The sharp interface approach grew out of the works of
Badon-Ghijben (1888) and Herzberg (1901) and earlier work by Du Commun (1828)
[31]. The so-called Badon-Ghijben Herzberg principle described the position of the
fresh/salt groundwater interface by relating the salt and freshwater groundwater
pressures. Assuming a hydrostatic equilibrium exists between freshwater and salt-
water and that the interface, sea level, and the water table meet at one point, they
obtained a relationship that along any vertical line, the depth of the interface be-
low sea level was proportional to the elevation of the water table above sea level
[24]. The constant of proportionality is the ratio of the freshwater density to the
difference of the saltwater and freshwater densities. This relationship gives a good
approximation to the interface location in some situations.
The general sharp interface approach assumes that the saltwater and fresh-
water are immiscible fluids of different densities that are separated by a sharp in-
terface. Sharp interface methods are effective in understanding the location of the
saltwater interface but are only applicable in limited situations where the transition
zone is abrupt and not affected by hydrodynamic dispersion. The methods do not
take into account the dominant factors in the saltwater intrusion phenomena: the
flow regime in the region above the saltwater wedge, the variable density effects
14
and hydrodynamic dispersion [21]. However, sharp interface models utilizing the
Badon-Ghijben approximation and other simplifying assumptions can yield analytic
solutions and in the 1950s and 60s were used extensively to provide a fundamental
understanding of saltwater intrusion dynamics [74].
Transition zone models treat saltwater and freshwater as miscible fluids (or
a single fluid with a variable salt concentration) and take into account a variable
density and the dominant factors mentioned above. In 1964, Henry [67] applied
the steady state variable density flow model to simulate saltwater intrusion. He
developed an analytic solution for predicting the steady state salt distribution in
a two dimensional slice of a coastal aquifer. The Henry problem still remains one
of the few saltwater intrusion benchmark problems and the physical viability of his
solution has been tested and debated vigorously [118]. Using a transient version
of Henry’s model, Pinder and Cooper [103] developed the first numerical solution
for salt water intrusion with the method of characteristics. The first finite element
model was introduced by Lee and Cheng [87] in 1974 which utilized the VDFT
model formulated in terms of flow stream functions and concentration. In the next
twenty years, numerous models were developed and applied to the 2D Henry prob-
lem [43, 115, 124]. These models were restricted to two dimensions because of the
computational limitations of the day. The first 3D finite element model was devel-
oped by Huyakorn and coauthors [74] for the hydraulic head/concentration model
formulation. Since then, numerous variable density flow and transport simulators
were developed utilizing different numerical methods. The majority of the methods
in the literature were formulated for the fully saturated model. When the fully
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saturated model is applied to an unconfined aquifer, the phreatic boundary (water
table) is treated using a suitable boundary condition (which we will discuss in Sec-
tion 2). However, some methods have been formulated to model variable density
flow within both the saturated and unsaturated zones. Some of the most commonly
used saltwater intrusion simulators are: Saturated-Unsaturated, Variable-Density
Groundwater Flow with Transport (SUTRA), a 2D/3D hybrid finite element and
integrated finite difference based simulator developed by C. Voss [122]; Finite Ele-
ment Subsurface Flow System (FEFLOW) [53] is a CG finite element-based model
for simulating 2D/3D density dependent subsurface flow, mass transport and heat
transport in unsaturated-saturated zones; SEAWAT [85], a finite volume based 3D
variable density ground-water flow and transport model that modifies the standard
MODFLOW (the US Geological Services Modular 3D ground-water flow model)
and MT3DMS (a modular 3D model for multi-species transport) models. Bear [21]
conducts a detailed review of other VDFT simulators.
Researchers have conducted numerous field scale investigations of saltwater
intrusion using these simulators. They conducted these investigations using both
2D vertical cross section of the aquifer and 3D simulations. They conducted studies
of coastal and island aquifers using 3D models in Florida [84], Israel [23], Japan
[101] and Greece [83] and using 2D models in Hawaii [124] and Germany[61]. Bear
and coauthors in [133] studied salt water upconing processes. Misut and Voss [94]
explored the regional impact of aquifer storage and recovery on saltwater intrusion
in New York City aquifers. Recently, Walther and coauthors explored saltwater
intrusion in an agricultural coastal arid region in Oman [125].
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Diersch and Kolditz [54] identify several factors that make large field scale
modeling a challenge. One is the inherent numerical expense due to the level of
mesh refinement needed to capture the natural spatial heterogeneity and density
driven effects. This has been prohibitive in the past but with new advances in
supercomputing, larger scale simulations are becoming more viable. Another chal-
lenge is how to properly characterize the subsurface and to deal with the spatial
heterogeneity which creates particular problems for variable density modeling. In
variable-density flow systems, heterogeneity in the subsurface hydraulic properties
can perturb flow over many different length scales to generate instabilities in den-
sity stratified systems [117]. Numerous authors have studied the impacts of spatial
heterogeneity on variable density flow. Arbarca and coauthors [1] investigated the
influence of anisotropy and heterogeneity on saltwater intrusion using the dispersive
Henry problem. Simmons and coauthors [116] determined that heterogeneity served
to trigger the onset of instabilities as well as control whether instabilities, once gen-
erated, will grow or decay. Kerrou and Renard [79] also studied the dispersive Henry
problem and determined that heterogeneity plays a key role in modeling the SWI
process and that the affects can be different in 2D and 3D simulations.
Although effectively modeling saltwater intrusion poses many challenges, we
hope that the implementation of a fully DG method will provide flexibility in dealing
with some of these challenges. In the next section, we give a brief history of the DG
methods and their desirable properties we wish to leverage when applying it to the
SWI model.
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1.2.3 Discontinuous Galerkin Methods
In this section, we give a brief history of the development of DG meth-
ods from original ideas to give a general background and then present more recent
work in coupled flow and transport. DG methods are characterized by the use of
fully discontinuous approximation spaces, weak enforcement of the partial differ-
ential equations on each element by means of a Galerkin formulation and solution
values characterized by suitable “numerical fluxes” on inter-element boundaries.
DG methods were not originally developed for the treatment of convection-diffusion
phenomena and elliptic/parabolic partial differential equations but recently have
been used in these areas. The two methods which we explore in this dissertation
grew out of different lines of development in the history of DG methods. Recently,
Arnold and coauthors [8] presented a unified analysis of these methods and provided
a common framework for studying these methods for elliptic problems. We refer the
readers to this paper for a more detailed development. We give a brief summary of
the history while maintaining the focus on the two methods that we propose for our
formulation: the LDG and NIPG methods.
The local DG method found its roots in the classical DG line of develop-
ment. The classical DG methods were originally designed to treat hyperbolic prob-
lems. The first use of these methods was proposed by Reed and Hill [108] in 1973 to
solve the neutron transport problem. The first detailed analysis of the DG method
was done by Lesaint and Raviart [88] in which they coined the name “discontinu-
ous Galerkin” method. The method was further developed over the next 20 years
and used extensively for modeling hyperbolic problems and non-linear hyperbolic
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systems. The most notable of these methods is the Runge-Kutta Discontinuous
Galerkin (RKDG) method developed by Cockburn and Shu [36, 37, 38, 39, 41] for
nonlinear hyperbolic systems. In the 1990’s, much work was done to extend the
traditional DG methods to equations involving diffusion. In 1992, Richter [109] ap-
plied the DG methods for hyperbolic equations to convection dominated equations
with diffusion. Dawson used an operator splitting approach by combining high
resolution methods for convective terms and utilizing mixed finite element meth-
ods for the second order diffusion operators in the Godunov-mixed [50, 44] and
upwind-mixed methods [45]. A fully discontinuous approximation for the second
order diffusion operators was presented by Bassi and Rebay [17] where they utilized
a mixed formulation in dealing with the second order derivatives in the compress-
ible Navier-Stokes equations and the RKDG method to treat the first order terms.
In 1998, Cockburn and Shu [40] extended this work and introduced the so-called
local discontinuous Galerkin method as the first fully discontinuous classical DG
method for transient, nonlinear convection-diffusion equations. The method is a
generalization of the methods of Bassi and Rebay, in which they pose the PDE
in mixed form and apply RKDG methods to the first order equations. The LDG
method has since been investigated extensively and applied to numerous problems.
It has been applied and analyzed for advection-diffusion problems in several works
[34, 35, 40, 48]. For application to elliptic and parabolic PDEs, there has also been
significant investigation. Convergence and stability properties for purely parabolic
problems were investigated by Cockburn and Shu [40] in their original work. Castillo
and coauthors [33] conducted an a priori error analysis of the method for elliptic
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problems for arbitrary meshes. Castillo [32] investigated the numerical performance
of the method for elliptic problems in comparison with other primal DG methods.
The hp version of the LDG method was analyzed by Perugia and Schötzau [102] for
pure diffusion problems. It has been applied to modeling groundwater flow [47] and
convective-diffusive transport [6, 48].
The LDG method has many desirable properties. The method gives sym-
metric matrices and is stable for any positive penalty parameter. It gives a direct
approximation for the two primary variables, which is important in variable-density
flow. It also gives excellent approximations to elliptic equations that arise in sub-
surface flow. Finally, it provides locally conservative, flux-continuous solutions [46].
The so-called primal DG methods, which include the NIPG methods, grew
out of the early interior penalty methods that have their origins in classical works of
Lions, Nitsche, and Babuška. The initial motivation for Lions’ work [91] was solving
second order elliptic boundary value problems with very rough boundary data which
resulted in the idea of weak enforcement of Dirichlet boundary conditions through
the use of a penalty parameter. Babuška [10] first applied this idea in the finite
element context but the method was inconsistent and did not converge to optimal
order. Nitsche [95], during the same time period, used a different approach which
still used a penalty term but applied an adjoint boundary term to maintain the con-
sistency of the method which converges to optimal order. Interior penalty methods
grew out of these same ideas but used interior penalties to enforce inter-element
continuity weakly instead of through the finite element space. This idea was first
presented by Babuška and Zlámal [12] in 1973 where they utilized previous ideas to
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impose C1 continuity weakly for fourth-order problems.
In the following years, numerous authors utilized penalty methods for linear
parabolic/elliptic equations and nonlinear hyperbolic equations. In 1978, Wheeler
[126] generalized Nitsche’s method in a discontinuous collocation-finite element method
with interior penalties for linear elliptic equations. In 1982, Arnold [7] extended
Wheeler’s work to the solution of second order nonlinear parabolic boundary value
problems by using the same bilinear form with discontinuous approximation spaces.
Wheeler and Arnold’s work would later become known as the symmetric interior
penalty Galerkin methods (SIPG). Investigation into interior penalty methods con-
tinued throughout the 1970’s but went out of favor in the early 1980’s because they
were no more efficient than the finite element method, a major drawback given the
current computational capabilities and the difficulty in finding optimal values for
the penalty parameters [8]. However, in the late 1990’s, there was an increased inter-
est in these methods, possibly as a result of the increasing computational power. In
1998, Baumann [18] and Oden, Baumann and Babuška [11, 96] introduced a new DG
method for diffusion problems and then extended it to convection-diffusion equa-
tions [19], which we refer to as the OBB-DG method. The OBB-DG method utilizes
a formulation for the second order operator that did not require the introduction of
auxiliary variables and utilized a non-symmetric modification of the bilinear form
previously used by Wheeler, Arnold and several other IPG methods [7, 55, 126, 127]
but did not use a penalty term. Rivière, Wheeler and Girault [112] utilized the
same anti-symmetric bilinear form for elliptic problems but introduced a penalty
parameter. The nonsymmetry of the form reduced the stability requirements on the
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penalty parameter that were required for the SIPG method. This method became
known as the non-symmetric interior penalty Galerkin method. The final member
of this group of primal methods, the incomplete interior penalty Galerkin method
(IIPG), uses the same bilinear form without the adjoint stabilization and was pre-
sented by Dawson, Sun, and Wheeler [49] in 2004. For the NIPG method, Rivière
and Wheeler [113] proved hp estimates for several versions of the method for elliptic
problems. The different primal methods have different convergence and stability
properties as a result of the bilinear form and penalties utilized. The NIPG and
OBB-DG methods have nonsymmetric system matrices even if the underlying op-
erators are symmetric but are stable for any nonzero penalty parameter. This leads
to a lack of adjoint-consistency for the methods which can lead to less than optimal
convergence rates. The SIPG methods give symmetric matrices but are only stable
for a sufficiently large penalty parameter.
Recently, primal DG methods have been applied to the parabolic and convective-
diffusive PDEs that govern flow and transport models in porous media. This has
happened for a number of reasons. The properties of local mass conservation, less
numerical diffusion and the ability to treat rough and discontinuous coefficients
make DG methods uniquely suited for this problem [119]. Since DG methods use
discontinuous approximation spaces, flexibility is allowed for general non-conforming
meshes with varying degrees of approximation for easier hp-adaptivity. The local-
ized nature of the discontinuous approximation spaces leads to simple connectivity
between elements which makes DG highly parallelizable. This is crucial for large
field-scale simulations that have excessive memory and computation time require-
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ments. In addition, the non-conforming nature of DG allows for an easy and ef-
fective mesh modification dynamically with time [121]. This dynamic adaptivity is
well suited for large transient problems like the saltwater intrusion problem, where
strong physics occur only in a small portion of the domain which may change over
time.
Sun and Wheeler [120] presented and analyzed DG methods for reactive-
transport in porous media. Primal DG methods (NIPG, SIPG and OBB-DG) were
formulated and applied to the convection-diffusion reactive transport problem. They
established L2(H1) error estimates for the NIPG method which are optimal in h and
nearly optimal in p. They then extended their investigation to coupled flow and reac-
tive transport problems in porous media [119]. They utilized cut-off operators in the
analysis to treat the coupling of flow/transport and transport/reaction and proved
error estimates for concentration, pressure and velocity as well as concentration and
pressure jumps. Rivière and Wheeler [111] presented a fully DG coupled model for
the miscible displacement problem. They conducted numerical comparisons with
the MFEM and higher-order Godunov methods showing comparable results.
In the area of variable density flow and transport in porous media, DG
methods have been used primarily to treat the convective part of the transport
equation while utilizing a continuous approximation for the flow. Buès and Oltean
[29] and Ackerer, Younes and Mose [4] both utilized a discontinuous method for the
advective transport coupled with the MHFEM method for the dispersive transport
which was similar to Dawson’s upwind-mixed method. They utilized the MHFEM
to approximate the flow equations. Ackerer and Younes [2] presented a method that
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uses a combination of DGFEM for advection and a Multipoint Flux Approximation
method for dispersion. They couple this with a lumped formulation of the MFEM
for the flow equations. However, to our knowledge, a full DG model has not been
implemented.
In advection-diffusion equations formulated using standard conforming or
discontinuous Galerkin methods, it is well known that the solution can become
oscillatory in the presence of steep gradients. This can be the case in salt water
intrusion modeling when sharp fronts exist. The behavior of numerical solutions of
advection-diffusion equations is characterized by the element Péclet number defined





where ∆e is the element diameter, ‖u‖ is the vector norm of the velocity, and D
is the diffusion coefficient. This quantity relates the convection effects to diffu-
sion/dispersion effects in fluid flows. At high element Péclet numbers (Pe > 1),
the equation becomes convection-dominated and it is possible to get overshoots and
undershoots in the solution around sharp gradients. These non-physical oscillations
can also lead to instability in the solutions. The effect of non-physical oscillations
can be alleviated by sufficient mesh refinement or using mesh adaptive methods. In
the variable density model when molecular diffusion is small compared to mechanical





leading to a restriction on the mesh given by ∆e ≤ 2αL, where αL is the longi-
tudinal dispersivity. For small longitudinal dispersivities, this requirement can be
computationally prohibitive, especially with DG methods, so additional stability is
needed in the solution to reduce these oscillations. In the past, several methods
have been used to improve stability in the face of high element Péclet numbers and
reduce non-physical oscillations. Within DG methods, the most common approach
has been slope limiting, most often used with explicit time integration schemes.
In the context of implicit schemes, Rivière [110] presents and analyzes the use of
slope limiting with the NIPG formulation for convection-diffusion equations where
convection was dominant. However, slope limiting can reduce the solution to first
order accuracy. Another stabilization mechanism is the so called Hughes-Franca
type stabilization. These methods involve adding residual-dependent stabilization
terms to the weak formulation. These terms are consistent in that they vanish for
the true solution. The different stability mechanisms in DG methods are throughly
discussed by Brezzi and coauthors [27]. The streamline- upwind/Petrov-Galerkin
(SUPG) type stabilization originally presented in [28] is one example of this type
of stabilization. SUPG-type stabilization was first used in primal DG methods for
linear advection equations in [69] and for advection-diffusion equations in [70, 30].
This is the method that we will adopt. Although this type of stabilization will
provide stabilized solutions, overshoots and undershoots may still appear in the
vicinity of sharp fronts [76]. One method to deal with the remaining oscillations is
the addition of a non-linear shock capturing term, this term attempts to damp out
non-physical oscillations by introducing solution dependent damping in the vicinity
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of steep gradients. This was introduced by Hughes and Mallet [71] and was used
in context with the SUPG method. In our method, we will restrict our focus to
the use of residual based stabilization and shock-capturing because they are less
computationally expensive than slope limiters within our solution framework.
Finally, with the application of DG methods to coupled flow and transport
problems, the question of compatibility between DG formulations arose. Dawson,
Sun and Wheeler [49] investigated the compatibility of several different DG methods
(NIPG, OBB-DG, IIPG, SIPG, LDG) when using them in coupled flow and trans-
port. Since mass conservation in numerical methods is important for coupled flow
and transport, preserving this property is essential. In modeling transport, local
conservation in the flow equations can be important and can directly affect the ac-
curacy and conservation properties of the transport method [49]. They showed that
the approximate numerical satisfaction of the flow equation is crucial to preserving
the accuracy, stability and global conservation properties of the transport methods
and our methods must be chosen to satisfy this compatibility.
1.3 Summary of Contributions
In this dissertation, a coupled DG formulation for the saltwater intrusion
model has been formulated, analyzed, and implemented within the DoD Proteus
Toolkit modeling framework. The code is designed for two or three dimensional
structured and unstructured triangular meshes and it is parallelized for implemen-
tation on high performance computers. Several numerical benchmark and experi-
mental problems were simulated for verification and validation. Specifically, we have
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achieved the following:
• We have presented the governing equations for variable density flow and trans-
port and formulated the coupled DG method for the specific boundary condi-
tions. The numerical implementation and solution methods are also presented.
(see Section 2)
• We have conducted a basic consistency and compatibility analysis for the con-
tinuous in time coupled DG model. These show that the method is consistent
and that the flow and transport models are compatible in a sense that global
mass conservation is achieved. We have also conducted an a priori error anal-
ysis showing convergence rates for the coupled formulation. (see Section 3)
• A verification and validation of the method was conducted. This consisted of
a convergence analysis of the uncoupled DG methods as well as the coupled
system. The method was then applied to four benchmark problems and its
performance was assessed. (see Section 4)
1.4 Outline of Dissertation
The remainder of the dissertation is as follows. In Chapter 2, we present
a detailed development of the model and solution methodology. We develop the
mathematical model for variable density flow and solute transport in a saturated,
isotropic porous medium and discuss the relevant boundary conditions and initial
conditions that will be utilized in the method analysis, validation problems and
salt water intrusion modeling. The formulation of the coupled system DG Model is
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presented for each part of the system: the LDG method for the flow model and the
NIPG method for the transport model. We present the semi-discrete coupled model,
the time discretization, and the solution method for the coupled model. We finish
this section with some details about the code utilized to implement the model. In
Chapter 3, we conduct a basic analysis of the coupled system, showing consistency,
flow and transport formulation compatibility, and an a priori error analysis of the
coupled system. In Chapter 4, we present the numerical results for the saturated
model starting with the convergence analysis and then look at 2D and 3D benchmark
problems. Finally, we conclude in Chapter 5 with some general observations and




2.1 Model Development and Problem Statement
A continuum model is used to describe the flow and transport in porous me-
dia which is restricted to assumptions appropriate for the specific case of saltwater
intrusion in coastal aquifers. A full development of the general model for multi-
species, multiphase variable density flow in porous media can be found in several
works [21, 54, 65, 68]. We note that the macroscopic continuum equations describ-
ing flow and transport that we use here are derived from averaging the microscopic
description of the phenomena over a representative elementary volume that we as-
sume exists for all of our domain. A detailed description of volume averaging and
homogenization techniques can be found in Bear [21] and other works and will not
be discussed here.
The general model we adopt is based on the works of Bear [20, 21, 22]. We
formulate the model in terms of the equivalent freshwater head and normalized mass
fraction. Although the numerical method can be extended to modeling the variably
saturated flow and transport case, we restrict our development in this work to mod-
eling saltwater intrusion in only the saturated (phreatic) zone. Any affects from the
unsaturated zone will enter the model through a boundary condition. To this end,
we make several assumptions that affect the formulation of the model.
29
(A1) The porous media is fully saturated so we only model the flow of the liquid
phase. This amounts to modeling the flow and transport in the phreatic zone.
(A2) The aquifer is under isothermal conditions.
(A3) There is a single liquid phase (water) with a variable concentration of dissolved
matter. We will not assume a sharp interface so there will be a transition zone
where the density transitions from salt water to freshwater.
(A4) The flow of liquid in the porous media is described by the generalized Darcy’s
Law and the solute mass dispersive flux is described by a Fickian-type law
which is reasonable based on the ranges of concentration considered in the
saltwater intrusion case.
(A5) For the range of pressures considered, the pressure dependence of the water
density is negligible in comparison with the concentration dependence. The
effect of pressure on the density is neglected in the model except in its contri-
bution to the specific storativity so the water density only depends explicitly
on the concentration of dissolved matter.
(A6) Viscosity may vary with concentration at higher concentrations, but does not
depend on the pressure.
(A7) Dissolved matter does not adsorb in the solid or undergo any chemical reaction
or decay.
(A8) The density and solute concentration of infiltrating water is specified.
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(A9) The porous media is isotropic but can be heterogeneous (the porosity, φ, and
permeability tensor, k, can depend on the location in the porous medium but
do not vary with respect to coordinate directions).
(A10) The dispersive flux of the total fluid mass is much smaller than the advective
flux of mass so it will not be considered in the bulk fluid mass flux.
(A11) The solid matrix considered is rigid except for the effect of its compressibility
on the specific storativity [22].
We make two notes about the assumptions. First, we note that with assumptions
(A5) and (A11), the effects of fluid compressibility and solid matrix deformation
enter the model through the scalar, storage coefficient [21]. Second, we note here that
we will relax the isotropy assumption (A9) when we utilize an anisotropic hydraulic
conductivity tensor for the Henry problem in Section 4. Under these assumptions,
we can present the balance equations that govern the flow and transport in porous
media and the equations of state that couple the flow and transport. The general
model is nonlinear and coupled through the state equations for density and viscosity
and we will first present these equations of state.
2.1.1 Density and Viscosity Equations of State
Numerous equations of state exist for the density and dynamic viscosity. We
utilize the equations of state for density and viscosity presented for the SWI model
presented by Bear [21] and follow his development. At increased solute concentration
and pressures and given isothermal conditions, the density of a fluid is given by the
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general constitutive equation
ρ = ρ(p, ω) = ρ0 exp (βp(p− p0) + βω(ω − ω0)), (2.1)
where ω is the solute mass fraction in the fluid and ρ0 = ρ(p0, ω0), is the density
at the reference pressure and mass fraction. The coefficients describe the change in













where βp is the coefficient of water compressibility at constant mass fraction and
βω is the coefficient that describes the effect of solute mass fraction on density. The
linearized version is given by
ρ = ρ0(1 + β
′′




















For the case of salt water intrusion, we can assume β
′′
ω |∆ω| > β
′′
p |∆p| which allows
us to neglect the pressure effects on density [21] and we have a linear relationship
for density given by
ρ = ρ0(1 + β
′′
ω(ω − ω0)). (2.2)






where ω, ω0, ω1 are the solute mass fractions of saltwater, freshwater and seawater






and applying (2.3), we have













Our constitutive relation for density, in terms of normalized salt mass fraction, is
then given by





is the density contrast, ρ1 = ρ(ω1), the density of seawater (or of fluid saturation).
The dynamic viscosity of a fluid is to a first approximation, independent
of pressure and temperature but demonstrates a dependence on concentration for
higher values of concentration. We will use an experimentally derived polynomial
fit for the viscosity [89]:
µ = µ0(1 + 1.85ω − 4.1ω2 + 44.50ω3), (2.5)
where µ0 is the reference fluid viscosity (usually taken to be the viscosity of fresh
water at standard pressure and temperature).
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2.1.2 Fluid Flow Model.




= −∇ · (ρu) + ρsQs, (2.6)
where φ is the effective porosity of the porous medium, ρ is the fluid density
[ML−3], u is the specific discharge (or Darcy velocity) [LT−1], Qs is a general
fluid source/sink term [T−1] with a density ρs (where we define general units M =
Mass, T = Time, L = Length). This source or sink term usually is represented as a
point source to replicate pumping or injecting fluid into the domain. The density is
either prescribed for inflow ρs = ρ(cs) or based on the concentration of outflowing
fluid ρs = ρ(c).
The momentum balance of fluid is given by the generalized Darcy’s equa-
tion for variable density flow






where v is the averaged fluid velocity (or seepage velocity), u is the Darcy velocity (or
specific discharge) p is the pressure [ML−1T−2], k is the permeability tensor for the
porous medium [L2], µ is the dynamic viscosity [ML−1T−1], g is the gravitational
constant [LT−2] and z is the vertical distance from an established datum [L] and
∇z is the unit vector in the vertical (z) direction.
Using (A2), (A5) and (A11) and assuming the porosity can be written only
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Sp = ξ(1− φ) + βpφ
is the specific mass storativity related to pressure changes [M−1LT 2] with ξ the
compressibility of the bulk porous material and βp is the coefficient of compressibility









+∇ · (ρu) = ρsQs.
Finally, we introduce the relation h = p/ρ0g + z defining the equivalent freshwater























S = ρ0gSp (2.9)
is the specific mass storativity related to head changes [L−1]. Using this, we arrive


















2.1.3 Solute Transport Model.
With the assumption that the transport of solute is governed by advection,
molecular diffusion and mechanical dispersion, the solute mass balance (which we
will refer to as the transport equation) is given by
∂(φρω)
∂t
= −∇ · (ρωu− ρD∇ω) + ωsρsQs, (2.12)
where ω is the solute mass fraction [M.salt/M.fluid], D is the dispersivity tensor.
We use the Bear-Scheidegger dispersion relation for the isotropic dispersion tensor
[21, 54]
D = φDmI + (αL − αT )
u⊗ u
|u| + αT |u|I, (2.13)
where |u| is the magnitude of the Darcy velocity vector, Dm is the pore water
diffusion coefficient [L2T−1], I is the identity matrix and αT , αL are the longitudinal
and transverse dispersivities [L]. Again, we note that in the mass source term,
ρsωsQs, the mass fraction, ωs and density, ρs is specified for a source term but is
taken as the unknown solution mass fraction and density of the fluid leaving the
domain for a sink term. If we define our reference mass fraction, ω0 = 0, then we
can rewrite the equation in terms of a normalized mass fraction, c = ω/ω1 [21]
∂(φρc)
∂t
= −∇ · (ρcu− ρD∇c) + csρsQs, (2.14)
with cs = ωs/ω1 the normalized mass fraction of the source/sink term.
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2.1.4 Governing System of Equations.
The final system of equations in terms of our state variables [h,u, c] which


















= −∇ · (ρcu− ρD∇c) + csρsQs. (2.17)
These equations combined with the relations (2.8,2.9,2.13) and the state equations,
(2.4,2.5) make up the variable density flow and transport models that we will im-
plement in the DG formulation.
2.1.5 Initial and Boundary Conditions
Along with these equations, appropriate initial mass fraction and hydraulic
head conditions are specified for the domain. Also, appropriate boundary conditions
for the flow and transport are specified. For analysis, we will utilize the following
boundary conditions and initial conditions. The open, fixed domain Ω ∈ Rd is given
a Lipschitz boundary ∂Ω = ΓN ∪ ΓD = Γ− ∪ Γ+ with corresponding outward unit
normal vector, n, where we define inflow and outflow boundaries as
Γ− = {x ∈ ∂Ω : u · n < 0},
Γ+ = {x ∈ ∂Ω : u · n ≥ 0}.
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On our boundaries, we define the following boundary conditions for the flow equa-
tions:
h = hb ∀(x, t) ∈ ΓD × (0, T ],
u · n = ub · n ∀(x, t) ∈ ΓN × (0, T ],
and for the transport equation:
(ρcu− ρD∇c) · n = cIρIuI · n ∀(x, t) ∈ Γ− × (0, T ],
ρD∇c · n = 0 ∀(x, t) ∈ Γ+ × (0, T ],
where hb,ub are specified freshwater head and inflow Darcy velocity, respectively,
and cI , ρI and uI are the specified inflow mass fraction, density and Darcy velocity.
We impose the following initial conditions:
h(x, 0) = h0(x),
c(x, 0) = c0(x).
In practical applications of modeling salt water intrusion in an unconfined aquifer,
we follow [21] and use the idealized aquifer in Figure 2.2 to identify appropriate
boundary conditions when applying the fully saturated VDFT model.
1. Lateral Sea Side Boundary (AF). On the lateral seaside boundary, for the flow
equation, we assume that seawater is always present and specify an equivalent






Figure 2.2: Unconfined Coastal Aquifer (adapted from [22]).
where hs is the seawater hydraulic head at a point on the line AF and z is
the elevation of the point from a given datum. For the transport equation, a
normalized mass fraction of seawater is set to c = 1.0.
2. Lateral Land Side (CB). At the lateral landside boundary, assuming that
freshwater is always present, we prescribe the freshwater head as a Dirichlet-
type boundary, h = hb, or we can prescribe a Neumann-type flux boundary,
u · n = ub · n. We specify a constant normalized mass fraction for freshwater,
c = 0.
3. Impervious Bottom (AB). To represent the lower confining aquifer, we impose
a no fluid flux normal to the boundary, u ·n = 0 and a zero normal dispersive
mass flux, ρD∇c · n = 0.
4. Sea/Land Interface (DF)
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a. Seepage Face (DE). On segment DE in Figure 2.2, we have the aquifer in
contact with the atmosphere so freshwater discharges from the aquifer.
On this boundary, for the flow, we specify the condition h = ζDE where
ζDE is the elevation at a point on the seepage face above a given datum.
For the transport equation, we treat this as an outflow boundary with a
zero dispersive mass flux Neumann condition, D∇c · n = 0.
b. Sea Bottom (EF). For the sea bottom segment EF, we specify the refer-




hs − εζEF ,
where hs is the seawater hydraulic head and ζEF is the elevation at a
point on the sea bottom from a given datum. For the transport equation,
there can be either inflow or outflow so there are two possible cases. In
the first case, there is only flow seaward and so a zero diffusive flux
outflow condition is imposed. For inflow, the total flux into the domain
is specified (ρcu − ρD · ∇c) · n = cIρIub · n. For the combination of
inflow/outflow boundaries on EF, the point of zero-normal diffusive flux,
M, is not known and can change over time.
5. Phreatic Surface (CD). The phreatic surface boundary condition is difficult to
implement in the case of the saturated flow model. The shape of the surface
is not a priori known. One way of implementing this boundary condition is
presented in [21]. Assuming an atmospheric pressure at the surface (patm = 0),
the phreatic surface can be described by a function F = F (x, y, z, t) ≡ h−z = 0
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with an outward pointing unit normal given by nF =
∇F
|∇F | = [nx, ny, nz]
T .
Assuming a continuous total fluid and solute flux on this surface, the following
boundary conditions for the flow and transport equations can be derived:


















where N is the replenishment of the aquifer with density ρN , θw0 is the (as-
sumed) irreducible water content in the unsaturated zone. We note that this
boundary condition is difficult in that the solution h is needed to define the
phreatic surface F .
Different combinations of boundary conditions 1-4 are utilized in the benchmark
problems in Chapter 4 but boundary conditions 4a and 5 are not implemented in
this work.
2.2 Discontinuous Galerkin Formulation
We will utilize the Local Discontinuous Galerkin (LDG) method as presented
by Dawson [46] to discretize the flow equation and an NIPG method for the transport
equation as presented in Sun and Wheeler [120] with standard upwinding for the
the advective flux.
2.2.1 Notation and Function Spaces
We introduce the following notation and function spaces to facilitate the
development. Let T∆ be a general triangulation of a domain Ω ∈ Rd, d = 1, 2, 3,
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into elements Ωe of diameter ∆e and with maximum diameter ∆ > 0. We denote
(·, ·)R the L2-inner product over a d-dimensional domain, R; 〈·, ·〉∂R is integration
over a (d−1)-dimensional surface. Let Ei denote the set of all interior element faces
of T∆. A face, γ ∈ Ei, is taken to be a face in 3D and an edge in 2D. We assume that
no element face intersects both Γ− and Γ+ or both ΓN and ΓD. The notation 〈·, ·〉Ei
denotes integration over all interior element faces. Define WΩe = H
s(Ωe), s ≥ 1 and
VΩe = (WΩe)
d and then we can define the standard DG function spaces
W = {w ∈ L2(Ω) : on each Ωe ∈ T∆, w ∈WΩe},
V = {v ∈ (L2(Ω))d : on each Ωe ∈ T∆,v ∈ VΩe}.
Let γ be an interior face in a finite element mesh, then γ has two elements, Ω+e ,Ω
−
e ,
adjacent to it. Suppose, (v, w) are smooth functions defined on these elements and
let (v±, w±) denote the traces of (v, w) on γ from the interiors of Ω+e ,Ω
−
e . We define
the following unit normal vectors for the elements:
n− = the unit vector normal to γ pointing from Ω−e → Ω+e ,
n+ = −n− = the unit vector normal to γ pointing from Ω+e → Ω−e .
Here we note that in the implementation of the method, a consistent normal is







w−(x), q · n− ≥ 0,






Figure 2.3: Element Neighbor Diagram.









[[v]] = v+ · n+ + v− · n−, [[w]] = w+n+ + w−n−.
where we note {{v}} and [[w]] are vector quantities and [[v]] and {{w}} are scalar
quantities. We will make use of the following two identities when working with the
trace operators. For vector v and scalar w:






= [[w]] {{w}} . (2.19)
2.2.2 Flow Model Weak Formulation
We develop the mixed weak form of the LDG formulation in a standard way.





assume that viscosity is independent of mass fraction. Let (u, h) be the solution to
the flow equations (2.15,2.16) and (w,v) ∈ W ×V be test functions. From (2.15),
on a given element, Ωe, we have
(ρSht, w)Ωe + (∇ · (ρu), w)Ωe = (f, w)Ωe .
An integration by parts on the divergence term gives
(ρSht, w)Ωe − (ρu,∇w)Ωe + 〈ρu · n, w〉∂Ωe = (f, w)Ωe .
Summing over all elements gives
(ρSht, w)Ω − (ρu,∇w)Ω + 〈q̂, [[w]]〉Ei + 〈q̂, w〉∂Ω = (f, w)Ω,
where q̂ is the numerical flux which we define as
q̂(c,u, h) =

{{ρ(c)u}}+ σh [[h]] , γ ∈ Ei,
ρ(c)ub, γ ∈ ΓN ,
ρ(c)u · n + σh(h− hb), γ ∈ ΓD,
(2.20)
where σh > 0 is a penalty parameter. We note for the true solution (u, h, c), we
recover the original weak formulation.
From (2.16), assuming K is positive definite, we have
(K−1u,v)Ωe + (∇h,v)Ωe = −(ρ̂ez,v)Ωe ,
and integrating by parts on the head gradient term gives
(K−1u,v)Ωe − (h,∇ · v)Ωe + 〈ĥ,v · n〉∂Ωe = −(ρ̂ez,v)Ωe .
Summing over all elements gives
(K−1u,v)Ω − (h,∇ · v)Ω + 〈ĥ, [[v]]〉Ei + 〈ĥ,v · n〉∂Ω = −(ρ̂ez,v)Ω,
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where we define the numerical trace, ĥ, as
ĥ =

{{h}} , γ ∈ Ei,
h, γ ∈ ΓN ,
hb, γ ∈ ΓD.
If we introduce our definitions for the numerical fluxes and define the following
forms:
A1(h,u, w; c) ≡ −(ρu,∇w)Ω + 〈{{ρu}} , [[w]]〉Ei + 〈(ρu) · n, w〉ΓD
+ 〈σh [[h]] , [[w]]〉Ei + 〈σhh,w〉ΓD ,
A2(h,u,v) ≡ (K−1u,v)Ω − (h,∇ · v)Ω + 〈{{h}} , [[v]]〉Ei + 〈h,v · n〉ΓN ,
and
L1(w; c) ≡ (f, w)Ω − 〈ρub, w〉ΓN + 〈σhhb, w〉ΓD ,
L2(v; c) ≡ −(ρ̂ez,v)Ω − 〈hb,v · n〉ΓD ,
then we can write our mixed weak form for the flow equations as
(ρSht, w)Ω +A1(h,u, w; c) = L1(w; c), (2.21)
A2(h,u,v) = L2(v; c).
2.2.3 The Transport Model Weak Formulation
We develop the weak form for the transport formulation. The development
is in terms of numerical fluxes instead of the standard primal form development
to be consistent with the previous flow formulation development. Assuming the
solution is sufficiently smooth, we multiply the (2.17) by a test function, w ∈ W ,
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and on each element Ωe have
((ρφc)t, w)Ωe + (∇ · (cρu− ρD∇c), w)Ωe = (csρsQs, w)Ωe . (2.22)
An integration by parts on the divergence term in (2.22) gives
((ρφc)t, w)Ωe − (cρu− φρD∇c,∇w)Ωe + 〈(ρcu− φρD∇c) · n, w〉∂Ωe = (csρsQsw)Ωe .
Summing over all elements gives
((ρφc)t, w)Ω − (cρu− ρD∇c,∇w)Ω + 〈F̂, [[w]]〉Ei + 〈F̂, w〉∂Ω = (csρsQsw)Ω.
where we define the numerical flux, F̂ as
F̂ =

cuq̂− {{ρD∇c}}+ σc [[c]] , γ ∈ Ei,
cq̂, γ ∈ Γ+,
cI q̂, γ ∈ Γ−,




with D± = D(u±) when u is multivalued. We note that the “upwind” value here
is based on q̂. The penalty term σc > 0 is given on each edge γ by σc =
σγ
|γ|β with
|γ| the measure of the edge/face, σγ a positive penalty parameter and β a positive
number that depends on the dimension, d.
Following the NIPG method, we add the adjoint stabilization term 〈{{ρD∇w}} , [[c]]〉Ei
to get the final weak form:
((ρφc)t, w)Ω − (cρu− ρD∇c,∇w)Ω + 〈F̂, [[w]]〉Ei + 〈F̂, w〉∂Ω + 〈{{ρD∇w}} , [[c]]〉Ei
= (csρsQsw)Ω.
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We substitute in our numerical flux representation and we define the follow-
ing forms:
B(c, w; u, h) ≡ −(cρu,∇w)Ω + (ρD∇c,∇w)Ω + 〈Cuq̂, [[w]]〉Ei − 〈{{ρD∇c}} , [[w]]〉Ei
+ 〈σc [[c]] , [[w]]〉Ei + 〈cq̂, w〉Γ+ + 〈{{ρD∇w}} , [[c]]〉Ei ,
L(w) ≡ (csρsQs, w)Ω − 〈cI q̂, w〉Γ− ,
so that we can write our transport weak form as
((ρφc)t, w)Ω + B(c, w; u, h) = L(w). (2.23)
2.2.3.1 Transport Stabilization
An SUPG-type stabilization has been applied to NIPG DG formulations
similar to the method in [30, 69] where the authors applied it to linear advection-
diffusion equations. In residual based stabilization, an element-residual term is







where Le is a special operator applied to the test function, τe is a stabilization
parameter and R(uh) is the element strong residual of the approximate solution. In
the case of SUPG stabilized methods, Le ≡ β · ∇uh, the non-conservative form of
the advection operator where β is typically the divergence-free velocity. In the case
of our problem, we define
R∆(C) = (ρ(C)φC)t +∇ · (Cρ(C)U− ρ(C)D(U)∇C)− csρsQs, (2.24)
Le ≡ ρ(C)U · ∇w̃, (2.25)
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where Le is a linearized, non-conservative approximation of the conservative non-
linear advection operator.
Defining the stability parameter, τe, is the biggest challenge. There are
numerous ways to define it, many of which are motivated by the analysis of the 1D























where uT = |u| is the magnitude of the velocity on an element and κT is the diffusion
coefficient on an element and τ is a specified positive constant. We will use a multi-
dimensional approximation of τe motivated by variational multiscale stabilization



















Finally, in some cases, non-physical oscillations can still exist in the presence
of steep fronts even with the SUPG stabilization so nonlinear residual-based shock
capturing may be needed. We have implemented an isotropic shock capturing term




is a residual based numerical diffusion method where R∆ is the strong residual
approximation as defined above and νc is a problem-dependent parameter which we
48
set to νc = .25 unless otherwise noted.
Using the above definitions, we can define the stabilized transportation weak
form as
((ρφc)t, w)Ω + BS(c, w; u, h) = LS(w), (2.29)
where we define























2.3.1 Continuous in Time DG Formulation
We seek approximations (H,U, C) to our solutions (h,u, c) in the finite
element space W̃ × Ṽ × W̃ given by
Ṽ ⊂ V = {ṽ ∈ L2(Ω)d : ṽ|Ωe ∈ (Pke(Ωe))d,∀Ωe ∈ Ω},
W̃ ⊂W = {w̃ ∈ L2(Ω) : w̃|Ωe ∈ Pke(Ωe), ∀Ωe ∈ Ω},
where ke ≥ 1. Pke(Ωe) consists of complete polynomials and ke can vary from
element to element. Using the weak formulation, the combined, semi-discrete DG
formulation is stated as follows:
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We seek approximations C(·, t), H(·, t) ∈ W̃ , U(·, t) ∈ Ṽ which satisfy for t > 0
(ρSHt, w̃)Ω +A1(H,U, w̃;C) = L1(w̃;C), ∀w̃ ∈ W̃ (Ω),
A2(H,U, ṽ;C) = L2(ṽ;C), ∀ṽ ∈ Ṽ(Ω), (2.30)
((ρφC)t, w)Ω + B(C,w; U, H) = L(w), ∀w ∈ W̃ (Ω).
Furthermore, H(x, 0) and C(x, 0) are defined to be the L2 projections of c0(x) and
h0(x), respectively and are defined by
(H(x, 0)− h0(x), w̃)Ω = 0, ∀w̃ ∈ W̃ ,
(C(x, 0)− c0(x), w)Ω = 0, ∀w ∈ W̃ .
2.3.2 Time Discretization
Numerous time-integration routines have been used in the variable density
flow and transport literature. Explicit predictor-corrector and implicit θ-schemes are
the most widely implemented. We will utilize an implicit θ−scheme with θ = 1, the







and all other terms in the spatial discretization are evaluated at tn+1. This method
is only first order in time and in future works we will explore higher order time
integration techniques to improve method convergence and numerical efficiency.
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2.3.3 Numerical Implementation
Using our semi-discrete equations and our time integration routine, we wish
to define global discrete equations on a triangular or tetrahedral mesh. For develop-
ment, we decompose our domain, Ω into Ne conforming, non-overlapping elements,
Ωe such that Ω ≈ T∆ = ∪nee=1Ωe. Suppose W̃ (Ωe) consists of polynomials of degree
k. Let nh = nc denote the dimension of the space. Also, suppose Ṽ (Ωe) consists
of vector functions that are polynomials of degree k in each component. Denote nu
the dimension of the space. We denote ψe,l a basis for W̃ and ψe,l a basis for Ṽ
where e denotes the element Ωe and l = 1, ..., ni where i = u, c, h. Then our global



















where He,l, Ue,l, Ce,l are the degrees of freedom for the approximation. Locally,
on each element, we will have nh + nu + nc degrees of freedom and we will have
Ne[nh + nu + nc] degrees of freedom for the global system. Let U,H, and C denote
the vectors of unknowns associated with the above approximations (2.31). Then,















where Mh,1(C) is a (ne∗nh)×(ne∗nh) block diagonal matrix. Mh,2, A1(C), A2 and
Mu are sparse block matrices of dimension (ne ∗nc)× (ne ∗nc), (ne ∗nu)× (ne ∗nc),
(ne ∗ nc) × (ne ∗ nu), and (ne ∗ nu) × (ne ∗ nc), respectively, with a maximum of
d + 2 non-zero block matrices in each row. H,G1(C) and U,G2(C) are vectors of
dimension (ne ∗ nh)× 1 and (ne ∗ nu)× 1, respectively. Each matrix is defined as:
(ρ(C)SHt, w)Ω ⇒Mh.1H,
−(ρ(C)U,∇w)Ω + 〈{{ρ(C)U}} , [[w]]〉Ei + 〈(ρ(C)U) · n, w〉ΓD ⇒ A1U,
〈σh [[H]] , [[w]]〉Ei + 〈σhH,w〉ΓD ⇒Mh,2H,
(f(C), w)Ω − 〈ρ(C)ub, w〉ΓN + 〈σhhb, w〉ΓD ⇒ G1,
(K−1U,v)Ω ⇒MuU,
−(H,∇ · v)Ω + 〈{{H}} , [[v]]〉Ei + 〈H,v · n〉ΓN ⇒ A2H,
−(ρ̂ez,v)Ω − 〈hb,v · n〉ΓD ⇒ G2.
We note that with the introduction of the auxiliary variable, ū = ρu, we have
A2 = −AT1 and we can write Equation 2.33 as U = M−1u AT1 H + M−1u F2 and
















1 is a symmetric, positive definite matrix. Because of the
localized nature of the DG approximation, this process can be done locally. In
the next section, we will discuss specifically how this is done within the solution
procedure.
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n+1,Un+1)Cn+1 = G3, (2.35)
where
(ρ(C)φC,w)Ω ⇒Θ(C),
−(Cρ(C)u, w)Ω + (ρ(C)D∇C,w)Ω
+〈Cuq̂, [[w]]〉Ei − 〈{{ρ(C)D∇C}} , [[w]]〉Ei
+〈σc [[C]] , [[w]]〉Ei + 〈Cq̂, w〉Γ+ + 〈{{ρ(C)D∇w}} , [[C]]〉Ei ⇒A3C,
(csρsQs, w)Ω − 〈cI q̂, w〉Γ− ⇒G3.
We note Θ(C) is a (ne ∗ nc)× (ne ∗ nc) block diagonal matrix consisting of nc × nc
block matrices, A3(U,C,H) is a sparse block matrix and both the solution vector
C and right hand side vector G3 are (ne ∗nc)×1 vectors. Here we have emphasized
the non-linear dependence of the coefficients.
2.3.4 Solution Procedure
Simultaneously solving the fully coupled, nonlinear system for the state vari-
ables is generally not applicable to large, 3D problems because of the computational
costs. As discussed in Section 1, several methods have been utilized in the literature
to solve the coupled system. Our solution method will implement a modified New-
ton iterative scheme in which the flow equations are reduced to a single system only
involving the freshwater head degrees of freedom and this reduced system is solved
53
with the transport system. We will discuss the solution method in detail but first
need to discuss how to locally reduce the flow system to a single equation involving
H.
2.3.4.1 Flow System Reduction
The goal is to locally solve for the velocity degrees of freedom in terms of the
freshwater head degrees of freedom and reduce the flow system to a single equation
in terms of the head variable. Because of the discontinuous approximation spaces,
this operation can be done locally. In this section, we present the method used in
the solution algorithm. We start with the flow equations (Equations 2.15 and 2.16)
which are in mixed form and then focus only on the steady state case with no source
terms for this development:








For simplification, we will assume K, the hydraulic conductivity tensor, is a diagonal
matrix and we will consider two situations in which we either define the Darcy mass
velocity, q = ρu or the Darcy velocity from the original formulation. We can write
either situation in the general form:
∇ · ãū = 0,
â−1ū = −∇h− ρ− ρ0
ρ0
∇z = −∇h− ρ̂∇z,
where ū = q, ã = I, and â = ρK in the case of using the Darcy mass velocity
variable or ū = u, ã = ρI, and â = K.
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Let Ωe ∈ Th be an element in the partition of our domain Ω ∈ R3 with boundary
∂Ωe. We multiply by test functions wh ∈Wh(Ωe) and wu ∈ (Wh(Ωe))3 to get∫
Ωe
∇ · ãūwhdV = 0,∫
Ωe


















ãū · ∇whdV +
∫
∂Ωe

















{{ãū}}+ σh [[h]] , γ ∈ ∂Ωe ∩ Ei,
ρ(c)ub, γ ∈ ∂Ωe ∩ ΓN ,




{{h}} , γ ∈ ∂Ωe ∩ Ei,
h, γ ∈ ∂Ωe ∩ ΓN ,
hb, γ ∈ ∂Ωe ∩ ΓD.
Using these definitions, we will locally solve for ū in terms of h. The idea is
to reduce the mixed system to a scalar equation by solving for u as a function of h
on each element before assembling and solving the global system. So, we write the
elements of the basis for (Wh)
3 as
wi,I = wi(x)eI , where i = 1, . . . , nh, I = 1, 2, 3,
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1, i = j,
0, i 6= j.









































































AŪ = BH + C ≡ b(H),
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where H is a (dim(Wh)∗(d+1))×1 vector consisting of the potential freshwater head
degrees of freedom for the element and all neighboring elements, Ū is a (dim(Wh) ∗
d)× 1 vector consisting of the velocity degrees of freedom on the element and b(H)
is a (dim(Wh) ∗ d)× 1 vector which is computed in the numerical algorithm (here d
is the spatial dimension).
We make the following remarks about the matrix A and the vector b(H).
First, the integrals defining the matrix A, which is of dimension (d · dim(Wh)) ×
(d× dim(Wh)), are independent of H but can depend on C depending on the type
of splitting used. Second, the structure of A depends on the structure of K as
well as the basis functions. In the variable density case with a diagonal hydraulic
conductivity matrix, A is a block diagonal matrix. Also, since K does not depend
on h, the system is linear in h. Lastly, the vector, b(H), because of the definition
of the numerical trace ĥ, depends not only the values of H on Ωe, but also the
values of each element neighbor Ωe,i, where i = d+ 1 for triangular and tetrahedral
























I bI(H)]j , I = 1, 2, 3. (2.40)
57
Jacobian Terms
Since we are using a Newton solution method, we must introduce the quadra-
ture in order to develop the expressions for building the Jacobian matrix. The fully

















for I = 1, 2, 3, where the indices e, e′ correspond to interior and exterior elements,
f the element face, k′ the boundary quadrature point and j the degree of freedom.
∆Se,f,k′ are the quadrature weights. We differentiate with respect to the element









































The fully discrete element integral with the density term, assuming we know that








where ∆Ve,k are the element quadrature weights. Differentiation with respect to the














































Combining these rules we obtain the fully discrete b(h) and ∂bI∂he,j for each element
e and ∂bI∂he′,j
































































, I = 1, 2, 3, (2.48)
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and likewise for each e′. Since ūe,f,k =
∑


























































and likewise for e′. Utilizing these results and the definition of the numerical flux,
we build the flux and element integrals for the global residual and Jacobian in terms
of the single head variable which are used in the Newton interative method.
2.3.4.2 Iterative Solution Method
As discussed previously, we utilize a modified Newton method to solve the
simplified non-linear system. Using Equations 2.34 and 2.35, we define the following
discrete weak residuals:
RkF (C,H) = Mh,1(Cn+1,k)
Hn+1,k −Hn+1,0
∆t












where n is the current time level and the system residual at iteration k is given by










Finally, defining our Newton iterates δH ≡ Hn+1,k+1−Hn+1,k and δC ≡ Cn+1,k+1−
Cn+1,k, the coupling algorithm consists of the following steps:
1. Initialize Iteration Values: ρn+1,0 = ρ(Cn), Hn+1,0 = Hn,and Cn+1,0 = Cn.
2. For k = 1, 2... until convergence:
i. Solve the linearized flow system for δH:
a. Solve for the degrees of freedom of U in terms of H to get Equa-
tion 2.34.
b. Solve the linear system for δH:
J kH(Hn+1,k, Cn+1,k)δH = −RkF (Cn+1,k,Hn+1,k). (2.51)
ii. Update the head: Hn+1,k+1 = δH + Hn+1,k.
iii. Update Un+1,k+1 utilizing Hn+1,k+1,Cn+1,k.
iv. Solve linearized transport system for δC using
Un+1,k+1,Hn+1,k+1, ρn+1,k:
J kC(Cn+1,k,Un+1,k+1)δC = −RkT (Cn+1,k,Un+1,k+1). (2.52)
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v. Update the mass fraction, Cn+1,k+1 = δC + Cn+1,k.
vi. Update the density, ρn+1,k+1 = ρ(Cn+1,k+1).
vii. Test for Convergence by testing ‖Rk+1‖ < τs for some suitable error
tolerances τs.
2.3.5 Implementation Software
The numerical model is implemented using the Proteus Computational Me-
chanics Toolkit software (Proteus) developed at the USACE Engineer Research and
Development Center Coastal and Hydraulics Lab (ERDC-CHL) [78]. Proteus is a
Python package designed for rapidly developing computer models and numerical
methods. Its primary focus is on models of continuum mechanical processes de-
scribed by partial differential equations and on discretizations and solvers for com-
puting approximate solutions to these equations. It contains a collection of Python
modules implemented in C, C++, Fortran and Python. It has the ability to gen-
erate irregular triangular and tetrahedral meshes with different material properties
using the Triangle and TETGEN software which can be used to implement block
heterogeneity of a porous medium. The code is parallelized using the Message Pass-
ing Interface (MPI) and the Portable, Extensible Toolkit for Scientific Computation
(PETSc).
For our numerical method, the algebraic system of equations in the solution
algorithm is built and solved using Proteus. Element integrals in all problems are
approximated using Gaussian quadrature that is exact for the integrand of highest
polynomial order in the weak formulation. The weak residuals and Jacobian ma-
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trices are constructed for the Newton Solver and the linear systems of equations
(2.51 and 2.52) are solved using several different linear solvers. For 2D and smaller
3D problems, a sparse matrix solver from PETSc [13, 14, 15] was utilized (for sin-
gle processor runs we used SuperLU and for parallel cases we used SuperLU DIST
[51, 90]). For large 3D problems, because the transport system is non-symmetric,
the PETSc stabilized, bi-conjugate gradient method (bcgsl) linear solver with an
additive Schwarz method preconditioner was utilized. It was also applied to the
flow system for convenience. A fixed time step was utilized for simulations and both
unstructured and structured spatial meshes were utilized and are annotated in each
of the following problems. Simulations were run in serial and parallel on multiple
platforms to include the Texas Advanced Computing Center Sun Constellation Clus-
ter “Ranger” and the Linux Cluster “Lonestar”. We discuss the numerical results





This chapter contains an analysis of the coupled DG approximation. Sepa-
rately, the LDG method and the NIPG method have been analyzed in a number of
works as previously discussed in Section 1.2.3. In this section, we will show several
properties of the continuous-in-time coupled DG formulation: consistency, compati-
bility and convergence rates. All of these properties are essential to the performance
of the method. We will begin by looking at the consistency of the method.
3.1 Consistency Analysis
If the DG formulation is consistent, then the true solution to the IBVP will
also satisfy the DG formulation. We show here that the conservative formulation is
consistent and the proof for the non-conservative formulation is similar.
Lemma 3.1.1. If (h,u, c) ∈ H1(0, T ;H2(Ωe))×H1(0, T ;H2(Ωe))d×H1(0, T ;H2(Ωe)),
is the solution to the IBVP (2.15-2.17), then (h,u, c) satisfies the semi-discrete DG
formulation (2.30).
Proof. The consistency of the formulation follows from the consistency of the nu-
merical fluxes. Assume that (h,u, c) ∈ H1(0, T ;H2(Ωe)) × H1(0, T ;H2(Ωe))d ×
H1(0, T ;H2(Ωe)) is a solution to (2.15-2.17) and let (w, v, w̃) ∈W ×V×W be test
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functions. Looking at our semi-discrete method, we have:
(ρSht, w)Ω +A1(h,u, w; c) = L1(w; c), ∀w ∈ W̃ (Ω),
A2(h,u, c; v) = L2(v; c), ∀v ∈ Ṽ(Ω),
((ρφc)t, w)Ω + B(c, w; u, h) = L(w), ∀w ∈ W̃ (Ω).
The continuity of (h,u, c) gives cu = c, {{c}} = c and [[c]] = 0 (and likewise for u, h).
Using this, the definition of the time derivative




and that our solution satisfies the boundary conditions, the formulation simplifies
to:
((ρφ)t, w)Ω − (ρu,∇w)Ω + 〈ρu, [[w]]〉Ei + 〈(ρu) · n, w〉ΓD = (ρsQs, w)Ω
− 〈ρub, w〉ΓN ,
(K−1u,v)Ω − (h,∇ · v)Ω + 〈h, [[v]]〉Ei + 〈h,v · n〉ΓN = −(ρ̂ez,v)Ωe
− 〈hb,v · n〉ΓD ,
((ρφc)t, w)Ω − (cρu,∇w)Ω + (ρD∇c,∇w)Ω + 〈ρcu, [[w]]〉Ei
+〈cI q̂, w〉Γ+ − 〈ρD∇c, [[w]]〉Ei = (csρsQs, w)Ω
− 〈cI q̂, w〉Γ− ,
or on each element we have
(ρSht, w)Ωe − (ρu,∇w)Ωe + 〈ρu · n, w〉∂Ωe = (ρsQs, w)Ωe ,
(K−1u,v)Ωe − (h,∇ · v)Ωe + 〈h,v · n〉∂Ωe = −(ρ̂ez,v)Ωe ,
((ρφc)t, w)Ωe − (cρu− ρD∇c,∇w)Ωe + 〈(ρcu− ρD∇c) · n, w〉∂Ωe = (csρsQs, w)Ωe .
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Applying Green’s theorem on each element Ωe gives
(ρSht +∇ · ρu− f, w)Ωe = 0,
(K−1u +∇h+ ρ̂ez,v)Ωe = 0,
((ρφc)t +∇ · (cρu− ρD∇c)− csρsQs, w)Ωe = 0,
which is satisfied by assumption. The initial conditions are trivially satisfied.
3.2 Flow and Transport Model Compatibility
If the flow and transport algorithms are not compatible, a loss of accuracy
and/or a loss of global conservation can occur[49]. We define “global conservation”
in the following sense. Let (u, h, c) be the smooth solution to the IBVP (2.15-2.17).
Integrating the transport equation (2.17) over Ω × (0, T ], applying the divergence












































which says that mass is conserved globally for all time.
Now, for the transport DG formulation (2.23), if we let w ≡ 1 and introduce
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the true flow solution, (u, h), we have
((ρ(C)φC)t, 1)Ω + (ρ(C)Cu · n, 1)Γ+ + (ρ(C)Cu · n, 1)Γ− = (csρsQs, 1)Ω. (3.3)
Integrating over (0, T ], we recover (3.2):∫
Ω





















If we replace (U, H) ≈ (u, h) in our scheme, do we still have the accuracy and
conservation properties? We follow Dawson and coauthors [49] where they define a
flow and transport formulation as compatible if the two criteria are met:
• The transport formulation is globally conservative in the sense of (3.4) when
we have an approximate velocity U from the flow formulation.
• The method is zeroth-order accurate, i.e., if the true concentration solution is
identically a constant, the method gives a constant solution.
In [49], the authors showed these results for several different numerical schemes for
linear flow and transport without coupling. In this case, the existence of a con-
stant transport solution implied uniqueness. However, in the case of the coupled,
non-linear system, we will relax the definition of zeroth order accuracy due to the
difficulties in proving the constant solution’s uniqueness. Our result is restricted to
the case where the flow approximation space is contained in the transport space and
where the concentration boundary conditions and initial conditions are the same
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constant value. In this case, we show that if the flow field satisfies the LDG for-
mulation, then the transport formulation will admit a constant solution. In simpler
terms, under the specific conditions, the method produces the “right” type of solu-
tion, a constant concentration solution, but we do not show the uniqueness of this
solution. Using this relaxed definition, we have the following compatibility result.
Lemma 3.2.1. The semi-discrete DG transport formulation and the LDG flow for-
mulation are compatible.
Proof. Let u ≡ U as defined by the approximation from the LDG flow method
and assume that the flow approximation space is contained in the transportation
approximation space. Then, in the DG transport formulation, we have:
((ρ(C)φC)t, w)Ω + (ρ(C)CU− ρ(C)D∇C,∇w)Ω + 〈Cuq̂, [[w]]〉Ei
− 〈{{ρ(C)D∇C}} , [[w]]〉Ei + 〈[[C]] , [[w]]〉Ei
+ 〈Cq̂, w〉Γ+ + 〈CI q̂, w〉Γ− = (csρsQs, w)Ω. (3.5)
If we define w ≡ 1, we have
((ρ(C)φC)t, 1)Ω + 〈Cq̂, 1〉Γ+ + 〈CI q̂, 1〉Γ− = (csρsQs, 1)Ω (3.6)
and integrating over the time interval [0, T ], we have
((ρ(C(T ))φC(T ), 1)Ω +
∫ T
0








which gives the global conservation independent of how U is computed.
To show the modified zeroth order accuracy result, we first let cI = cs ≡
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C̄, where C̄ is a non-zero, constant concentration. Under these conditions, the
concentration true solution should be identically a constant, C̄. Applying these




Ct, w)Ω + (ρ(C)U,∇w)Ω + 〈q̂, [[w]]〉Ei
+ 〈q̂, w〉ΓD + 〈q̂, w〉ΓN = (ρs(C̄)Qs, w)Ω, (3.8)




Ct, w)Ω + (C̄ρ(C)U,∇w)Ω + 〈C̄q̂, [[w]]〉Ei
+ 〈C̄q̂, w〉ΓD + 〈C̄q̂, w〉ΓN
= (C̄ρs(C̄)Qs, w)Ω. (3.9)
Now, turning to the transport weak formulation, with the given initial and boundary
conditions, we have
((ρ(C)φC)t, w)Ω − (Cρ(C)U,∇w)Ω + (ρ(C)D∇C,∇w)Ω + 〈Cuq̂, [[w]]〉Ei
− 〈{{ρ(C)D∇C}} , [[w]]〉Ei
+ 〈σc [[C]] , [[w]]〉Ei + 〈Cq̂, w〉Γ+ + 〈{{ρD∇w}} , [[C]]〉Ei
= (C̄ρsQs, w)Ω − 〈C̄q̂, w〉Γ− . (3.10)
Letting C = C̄ and substituting into Equation (3.10) gives
((ρ(C̄)φC̄)t, w)Ω − (C̄ρ(C̄)u,∇w)Ω + (ρ(C̄)D∇C,∇w)Ω


















= (C̄ρsQs, w)Ω − 〈C̄q̂, w〉Γ− (3.11)
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or
((ρ(C̄)φC̄)t, w)Ω − (C̄ρ(C̄)u,∇w)Ω + 〈C̄q̂, [[w]]〉Ei + 〈C̄q̂, w〉Γ+ − 〈C̄q̂, w〉Γ−
= (C̄ρsQs, w)Ω. (3.12)
If we apply the definition of the flow mass time derivative (3.1) with C̄ constant, we
arrive at
(C̄ρ(C̄)SHt, w)Ω + (C̄ρ(C̄)U,∇w)Ω + 〈C̄q̂, [[w]]〉Ei + 〈C̄q̂, w〉Γ+ + 〈C̄q̂, w〉Γ−
− (C̄ρs(C̄)Qs, w)Ω = 0. (3.13)
Comparing Equations (3.9) and (3.13), we see if the flow system is satisfied with
a constant concentration solution, then the transport equation is satisfied and we
have our result.
3.3 An a Priori Error Estimate
In this section, we analyze the error in the continuous in time coupled DG
approximation. We develop the error equations and then prove an a priori error
bound for the coupled DG formulation. Since this is the first formulation to our
knowledge of a couple DG formulation for the variable density system, there is no
analysis of this specific formulation. However, Sun and Wheeler in [119] analyzed
a coupled, continuous in time DG method for the ground water flow and reactive
transport system. We use a similar method, using a velocity cut-off operator to treat
the coupling of the flow and transport. However, unlike the system they analyzed,
the flow equation is not in primal form so there is no velocity post-processing step
which allows the opportunity to get a velocity error bound. As a result, we use a
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different approach. Also, because of the non-linearity of the system, the error bound
that is proved is dependent on the primary coupling parameter in the system, the
density constract ε. In this section, we initially present a modified formulation of the
model to assist in the analysis and state assumptions on the solution and coefficients.
We develop the error equations and state the error estimate with a sketch of the
proof here and then present the detailed proof in Appendix 1. We begin with some
preliminaries and reiterate some notation presented earlier.
3.3.1 Preliminaries
Let Ω ∈ Rd with boundary ∂Ω. Let {T∆}∆>0 be a family of regular quasi-
uniform, possibly non-conforming, partitions of Ω such that no individual element
crosses ∂Ω. For d = 2, T∆ will contain triangles and for d = 3, tetrahedra. Let ∆e
denote the element diameter of Ωe ∈ T∆ with ∆ signifying the maximum diameter
over all Ωe ∈ T∆. We assume that each triangulation is locally quasi-uniform in the
following sense. There exists a τ ≥ 0 such that ∆/∆e ≤ τ for all ∆e ∈ T∆.
We use the previously defined function spaces which we reiterate with some addi-
tional notation. If we define WΩe = H
s(Ωe), s ≥ 1 and VΩe = (WΩe)d, then we can
define the standard DG function spaces
W = {w ∈ L2(Ω) : on each Ωe ∈ T∆, w ∈WΩe},
V = {v ∈ (L2(Ω))d : on each Ωe ∈ T∆,v ∈ VΩe}.
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We seek approximations (H,U, C) to our solutions (h,u, c) in the finite element
space W̃ × Ṽ × W̃ given by
Ṽ ⊂ V = {ṽ ∈ L2(Ω)d : ṽ|Ωe ∈ (Pke(Ωe))d,∀Ωe ∈ T∆},
W̃ ⊂W = {w̃ ∈ L2(Ω) : w̃|Ωe ∈ Pke(Ωe), ∀Ωe ∈ T∆},
where ke ≥ 1 can vary on each element. Let (·, ·)Ωe denote the L2(Ωe) scalar
(or L2(Ωe)
d vector) inner product, 〈·, ·〉∂Ωe the L2(∂Ωe) scalar (or L2(∂Ωe)d vector)
inner product and ‖·‖0,Ωe corresponding L2(Ωe) norm. For simplicity, we use similar
notation for the “broken” norm over the entire space, ‖·‖0,Ω =
∑
Ωe∈T∆ ‖·‖0,Ωe . For
u ∈ (L2(Ω))d, we define the vector norm
‖u‖(L2(Ω))d ≡ ‖|u|‖0,Ω , (3.14)
where |u| = (u · u)1/2 is the standard vector norm. For matrix valued functions
D(u) ∈ (L2(Ω))d×d, we define the norm
‖D‖(L2(Ω))d×d ≡ ‖‖D‖2‖0,Ω , (3.15)
where ‖D‖2 ≡ sup|v|=1 |Dv|, the matrix norm consistent with the defined vector
norm. For simplicity, we will use the same notation for scalar, vector and matrix
norms where the appropriate form is understood by the argument of the norm. Let
[0, T ] denote a time interval where T > 0 is a fixed constant.
To facilitate the proof, we introduce an auxiliary variable, q ≡ ρ(c)u, the
Darcy mass velocity, and the equivalent approximation Q = ρ(C)U. Using this
auxiliary variable, our semi-discrete DG formulation is given by:
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Find approximations (H(·, t),Q(·, t), C(·, t)) ≈ (h,q, c) such that for t = 0{
(H(·, 0)− h0(·), w̃)Ω = 0, ∀w̃ ∈ W̃ ,
(C(·, 0)− c0(·), w)Ω = 0, ∀w ∈ W̃ ,
and for t > 0:






























, ∀w̃ ∈ W̃ (Ω),






H, ṽ · n
〉
ΓN
= −(ρ̂ez, ṽ)Ω −
〈
hb, ṽ · n
〉
ΓD
, ∀ṽ ∈ Ṽ(Ω),




























, ∀w ∈ W̃ (Ω),
where q̂ is the numerical flux as previously defined and the dispersion tensor is now
defined in terms of q and is given by:
Dq ≡ ρ(c)D(u) = ρ(c)Dmol + Dmech(q)
= ρ(c)φDmI + (αL − αT )
q⊗ q
|q| + αT |q|I. (3.16)
In the following development, unless otherwise noted, we will refer to Dq as D to
reduce notation.
3.3.2 Assumptions
We now make several assumptions to facilitate the analysis. With the non-
linear coupling of the system and the nonlinearities in the transport equation, it is
necessary to make assumptions on the coefficients and data to arrive at an estimate.
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We make these assumptions explicit here for further use later in the development of
our proof.
(A1) There exist positive numbers ρ∗, ρ∗, φ∗, φ∗, S∗, S∗, Dm,∗, D∗m such that
ρ∗ ≤ ρ(c) ≤ ρ∗,
φ∗ ≤ φ(x) ≤ φ∗,
S∗ ≤ S(x) ≤ S∗,
Dm,∗ ≤ Dm ≤ D∗m,
for all c and x ∈ Ω. We also assume our reference density, ρ0 = ρ∗.




(A3) The porosity, φ(x) and specific storage S(x) can be functions of space but are
independent of the freshwater hydraulic head.
(A4) The bulk fluid mass, ρφ and its time derivative, (ρφ)t, as well as (ρS)t, are
bounded.
(A5) The initial conditions, c0(x, 0) and h0(x, 0) are continuous on Ω and are non-
negative.
(A6) We assume the following regularity on our functions and their time derivatives:
h ∈W 1,∞(0, T ;Hsflow(Ω)),
u ∈ (L∞(0, T ;Hsvel(Ω)))d,
c ∈W 1,∞(0, T ;Hstrans),
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where d is the spatial dimension, sflow, svel, strans ≥ 1. Also, since c represents
a normalized mass fraction, we have ‖c‖∞,Ω , ‖πc‖∞,Ω ≤ 1, where πc is a
projection into our approximation space that will be defined later.
(A7) The hydraulic conductivity tensor, K, is uniformly positive definite so that
K1/2 and K−1 are well defined and also that
maxijKij ≤ k∗,
minijKij ≥ k∗,
where k∗, k∗ ∈ R+ \ {0}. The viscosity µ does not vary with concentration so
K is constant.
(A8) We assume homogeneous boundary conditions (hb = ub = cI = 0). We also
assume Γ+ ⊂ ΓN , which is slightly less restrictive requirement than ∂Ω ≡ ΓN ,
which was used in [119].
(A9) The penalty terms on an element edge (face) for each of the formulations is
given by σh,γ =
σh,0
|γ|βh and σc,γ =
σc,0
|γ|βc , where |γ| is the length of the edge in
2D and the area of the face in 3D, the penalty power, β∗ ≥ 1, and the penalty
constant, σ∗,0 > 0. On any face γ in the mesh T∆, let Eγ denote the set of
elements sharing the face, and ∆γ be the maximum element diameter over all





(A10) The hydrodynamic dispersion tensor, Dq, is uniformly positive definite as given
by the following two lemmas. Proofs of the lemmas for D(u) are presented
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in [119] and are easily extended to account for the current definition of the
dispersion tensor, Dq.
Lemma 3.3.1. Uniform positive definiteness of Dq(q, c). Let Dq be defined
as previous, where Dm(x) ≥ 0, αL(x) ≥ 0 and αT (x) ≥ 0 are non-negative
functions of x ∈ Ω. Then
Dq(q, c)∇c · ∇c ≥ (ρ∗φ∗Dm + min(αL, αT ) |q|) |∇c|2 .
If, in addition, Dm(x) ≥ Dm,∗ > 0 uniformly in the domain Ω, then Dq is
uniformly positive definite in Ω:
Dq(q, c)∇c · ∇c ≥ ρ∗φ∗Dm,∗ |∇c|2 .
Lemma 3.3.2. Uniform Lipschitz continuity of Dmech(q). Let Dmech(q) be as
previously above, where αL(x) ≥ 0 and αT (x) ≥ 0 are non-negative for x ∈ Ω,
and the dispersivities αL and αT are uniformly bounded, i.e., αL(x) ≤ α∗L and
αT (x) ≤ α∗T . Then
‖Dmech(u)−Dmech(v)‖(L2(Ω)d×d) ≤ Z
D ‖u− v‖(L2(Ω))d , (3.17)
where ZD = (7α∗T + 6α
∗
L)d
3/2 is a fixed number (d = 2 or 3 is the dimension
of domain Ω).
(A11) In the transport equation, on an element Ωe, we will define the mass velocity
Q as the following:
Q(x) =
{
Q(x), x ∈ Ωe,
q̂(x), x ∈ ∂Ωe,
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where q̂ is the numerical flux from the LDG formulation. We also define a
cut-off function for Q similar to [119]:
M(Q(x)) =
{
Q(x), |Q(x)| < M,
M Q(x)|Q(x)| , |Q(x)| ≥M.
(3.18)
Selecting a large enough value of M for the cutoff function provides control
over the Q in the transport equation. In the following analysis, we define
M(Q) = QM . Although this assumes stability of the method, it does allow
an estimate on the error.




where ZM is a ∆-independent constant.
3.3.2.1 Basic Inequalities
In the following analysis, unless otherwise noted, Z and ε represent generic,
positive constants that are independent of ∆ that take different values at different
places. We use a number of standard inequalities that we present here without
proofs. We will use the following inequalities repeatedly to bound inner products
and norms:








Lemma 3.3.4. Cauchy-Schwarz Inequality. Let f, g ∈ L2(Ω), then
(f, g)Ω ≤ ‖f‖L2(Ω) ‖g‖L2(Ω) .
Since we are proving a bound for the semi-discrete, time dependent problem,
we employ the continuous in time Grönwall inequality as presented in [110]:
Lemma 3.3.5. Continuous Grönwall’s Inequality. Let f, g, h be piecewise continu-
ous non-negative functions defined on (a, b). Assume that g is nondecreasing. As-
sume that there is a positive constant, C, independent of t, such that
f(t) + h(t) ≤ g(t) + C
∫ t
a
f(s)ds, ∀t ∈ [a, b].
Then
f(t) + h(t) ≤ eC(t−a)g(t), ∀t ∈ [a, b].
Let πh, πc ∈ W̃ and πu ∈ Ṽ be the L2 projection of h, c and u into their
respective approximation spaces, i.e.,
(h− πh,w)Ω = 0, ∀w ∈ W̃ ,
(u− πu,v)Ω = 0, ∀v ∈ Ṽ,
(c− πc, w̃)Ω = 0, ∀w̃ ∈ W̃ . (3.19)
By the assumptions on our approximation spaces, we also have the following:
v ∈ Ṽ, ∇ · v ∈ W̃ ,
w ∈ W̃ , ∇w ∈ Ṽ. (3.20)
We have the following estimate for our projections:
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Lemma 3.3.6. Projection Error Bound. Let πw denote the L2(Ωe) -projection of
w ∈ Hr(Ωe) into the space Pk(Ωe). Then there exists a constant, Zp, independent
of ∆e, such that
‖w − πw‖l,Ωe ≤ Z
p∆min(s,k+1)−le ‖w‖s,Ωe , (3.21)
where 0 ≤ l ≤ min(s, k + 1).
We define eh = H − h, eIh = h − πh and eAh = H − πh = eh + eIh (where I
and A represent interpolation and approximation errors) and similarly for u and c.
We will utilize the following trace estimate [26] in the analysis:
Lemma 3.3.7. Trace Inequality. Suppose that an element Ωe has a Lipschitz bound-






for every w ∈ H1(Ωe).
If we define the trace constant Ztr = sup∆maxeZ
tr,e, then it can be shown
to be finite for regular meshes, including triangular and tetrahedral meshes. Using








‖w‖0,Ωe ‖w‖1,Ωe . (3.23)
For functions in the approximation spaces, we have the following inverse estimate.
Lemma 3.3.8. Inverse Estimate. For a regular, quasi-uniform mesh, there exists




for every w ∈ W̃ .
Combining, (3.24) and (3.22) gives the modified trace estimate for functions





≤ Ztr,e(Zinv)1/2∆−1/2e ‖w‖0,Ωe . (3.25)
Combining the previous results and using the regularity requirement on our mesh,
we have the following global result for functions in our approximation space which












For brevity, we use Ztr,1 ≡ τ(Ztr)2Zinv when we apply (3.26).
3.3.3 Error Equations
Flow Error Equation. Since we defined the auxiliary variable q = ρ(c)u, we
must define a suitable projection of q into the approximation space, Ṽ. So, let
Q ≡ πQ(ρ(C)U) ∈ Ṽ where we define the projection πQ as
(ρ(C)−1K−1(Q− ρ(C)U),v)Ω = 0, ∀v ∈ Ṽ. (3.27)
We define the error, eq = Q−q, and then, subtracting the mixed weak formulation
with the exact solution from the flow mixed DG formulation with (H,Q, C), we
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have the following:





− (φρ0εCt − φρ0εct, w)Ω,
A2(eq, eh,v;C) = −((ρ(C)−1 − ρ(c)−1)K−1q,v)Ω
− ((ρ̂(C)− ρ̂(c))ez,v)Ω, (3.28)
where we define






























We introduce the projection πqq = πq(ρ(c)u) into the approximation space using a
similar projection to (3.27) defined as
(ρ(c)−1K−1(πqq− ρ(c)u),v)Ω = 0, ∀v ∈ Ṽ. (3.29)
Using this projection, we introduce eq = e
A
q −eIq combined with eh = eAh − eIh to get
the following equations:
(ρ(C)SeAh,t, w)Ω +A1(eAh , eAq , w) = (ρ(C)SeIh,t, w)Ω + ((ρ(C)− ρ(c))Sht, w)Ω





− (φρ0εCt − φρ0εct, w)Ω,
A2(eAq , eAh ,v;C) = A2(eIq , eIh,v;C)− ((ρ(C)−1 − ρ(c)−1)K−1q,v)Ω
− ((ρ̂(C)− ρ̂(c))ez,v)Ω. (3.30)
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Using integration by parts, we can rewrite A2 as










Using this representation for the bilinear form, if we let w ≡ eAh and v ≡ eAq , we
have

































= A1(eIh, eIq , eAq ) +A2(eIq , eIh, eAh ;C) + (ρ(C)SeIh,t, eAh )Ω





− ((ρ(C)−1 − ρ(c)−1)K−1q, eAq )Ω − ((ρ̂(C)− ρ̂(c))ez, eAq )Ω
− (φρ0εec,t, eAh )Ω. (3.31)
Transport Error Equation. The transport error equation follows a straight for-
ward development. If we subtract the weak formulation of the transport equation
with the exact solution from our semi-discrete transport DG formulation and intro-
duce the QM =M(Q), we have
((ρ(C)φC − ρ(c)φc)t, w̃)Ω + B(ec, w̃; QM ) = B(c, w̃; q)− B(c, w̃; QM ), (3.32)
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where
























Introducing ec = e
A




c )Ω + B(eAc , eAc ; QM ) = −((ρ(C)φπc− ρ(c)φc)t, eAc )Ω + B(eIc , eAc ; QM )
+ B(c, eAc ; q)− B(c, eAc ; QM ). (3.33)
3.3.4 Error Estimate
We now present the primary result from this section.
Theorem 3.3.9 (Coupled System Error Estimate). Assume (A1)-(A12). If the
constant M for the cut-off operator and the penalty constants are sufficiently large
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and if the density contrast, ε, is sufficiently small, then we have the estimate:
∥∥∥ρ(C(·, T ))1/2φ1/2eAc (·, T )∥∥∥2
0,Ω
+






















(∆2min(sflow,1k+1) + ∆2min(sflow,k+1)−2) ‖h‖2L2(0,T ;Hsflow (Ω))
+ ∆2min(sflow,k+1) ‖ht‖2L2(0,T ;Hsflow (Ω))
+ (∆2min(svel,k+1) + ∆2min(svel,k+1)−2) ‖q‖2L2(0,T ;Hsvel (Ω))
+ ∆2min(strans,k+1)−2 ‖c‖2L2(0,T ;Hstrans (Ω))
+ ∆2min(strans,k+1) ‖ct‖2L2(0,T ;Hstrans (Ω))
]
,
where Z(t) = eCt with C a mesh and time -independent positive constant.
We present a sketch of the proof here with the full detailed proof in Appendix
1. The general outline for the proof is as follows:
1. Derive an estimate for the head and velocity L2 error in which the bound will
include the mass fraction error time derivative.
2. Derive an estimate for the transport error in which the bound will include the
L2 velocity error.
3. Derive an estimate for the mass fraction time derivative by utilizing the trans-
port error equation with w̃ ≡ eAh . This bound will include the head error
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gradient and the velocity error but will be multiplied by the density constrast
ε.
4. Derive an estimate for the head gradient L2 error utilizing the Darcy Error
equation with ṽ ≡ ∇eAh and utilize this bound to eliminate the head gradient
L2 error from (3).
5. Combine the inequalities from (1) and (2), apply the bound from (4) to elim-
inate the mass fraction time derivative term and utilize the penalty constant
and ε factor to hide terms on the left hand side of the inequality.
6. Apply Grönwall’s inequality to (5) to get the final error bound.
Following this outline, turning to the first step, it is straight forward to derive the
following bound for flow error equation (3.31):
1
2


















(∆2min(sflow,k+1) + ∆2min(sflow,k+1)−2) ‖h‖2L2(0,T ;Hsflow (Ω))
+ ∆2min(sflow,k+1) ‖ht‖2L2(0,T ;Hsflow (Ω)) + ∆2min(strans,k+1) ‖c‖2L2(0,T ;Hstrans (Ω))














∣∣(φρ0εec,t, eAh )Ω∣∣ , (3.34)
where Z1, Z2 are ∆-independent, positive constants. This also gives an estimate
on the L2(L2(Ω)) velocity error. Note that these bounds depend on the mass frac-
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tion and mass fraction time derivative error. Using the same methodology for the
transport error equation (3.33), it is straight forward to derive the bound
1
4















(∆2min(strans,k+1)−2) ‖c‖2L2(0,T ;Hstrans (Ω))
+ (∆2min(strans,k+1)) ‖ct‖2L2(0,T ;Hstrans (Ω))






































Z1, Z2 are positive constants and Z
tr,1, ZD are as previously defined.
We use Equation 3.32 to get a bound on (ρ0εφec,t, e
A
h )Ω. Setting w̃ = e
A
h in Equa-
tion 3.32, we have
((ρ(C)φC − ρ(c)φc)t, eAh )Ω + B(eAc , eAh ; QM ) = B(eIc , eAh ; QM ) + B(c, eAh ; q)
− B(c, eAh ; QM ). (3.36)
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Since bounding the time derivative is a key part of the proof, we present it here.
Expanding the time derivative and using our constitutive equation for the density
gives
((ρ(C)φC − ρ(c)φc)t, eAh )Ω = ((ρ(C)φ)tec, eAh )Ω + (ρ(C)φec,t,eAh )Ω
+ (φρ0εecct, e
A
h )Ω + (φρ0εec,tc, e
A
h )Ω,
and combining this with Equation 3.36 we arrive at the bound
∣∣(ρ(C)φec,t,eAh )Ω∣∣ ≤ ∣∣((ρ(C)φ)tec, eAh )Ω∣∣+ ∣∣(φρ0εecct, eAh )Ω∣∣+ ∣∣(φρ0εec,tc, eAh )Ω∣∣
+
∣∣B(eAc , eAh ; QM )∣∣+ ∣∣B(eIc , eAh ; QM )∣∣
+
∣∣B(c, eAh ; q)− B(c, eAh ; QM )∣∣ .
Since ρ0 ≤ ρ(C) for all C, we have
∣∣(ρ0εφec,t, eAh )Ω∣∣ ≤ ε ∣∣(ρ(C)φec,t, eAh )Ω∣∣
≤ ε
[ ∣∣((ρ(C)φ)tec, eAh )Ω∣∣+ ∣∣(φρ0εecct, eAh )Ω∣∣+ ∣∣(φρ0εec,tc, eAh )Ω∣∣
+
∣∣B(eAc , eAh ; QM )∣∣+ ∣∣B(eIc , eAh ; QM )∣∣
+
∣∣B(c, eAh ; q)− B(c, eAh ; QM )∣∣ ],
and using (A6), we have
∣∣(φρ0εec,tc, eAh )Ω∣∣ ≤ ∣∣(φρ0εec,t, eAh )Ω∣∣ which gives the esti-
mate
∣∣(ρ0εφec,t, eAh )Ω∣∣ ≤ ε1− ε
[ ∣∣((ρ(C)φ)tec, eAh )Ω∣∣+ ∣∣(φρ0εecct, eAh )Ω∣∣
+
∣∣B(eAc , eAh ; QM )∣∣+ ∣∣B(eIc , eAh ; QM )∣∣
+
∣∣B(c, eAh ; q)− B(c, eAh ; QM )∣∣ ]. (3.37)
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(∆2min(strans,k+1)−2 + ∆2min(strans,k+1)) ‖c‖2Hstrans (Ω)
+ ∆2min(svel,k+1) ‖q‖2Hsvel (Ω)
]]
, (3.38)





















To get an estimate for
∥∥∇eAh ∥∥0,Ω in Equation 3.38, we start off with the error equa-
tion derived from Darcy’s equation in its original form (Equation 3.30). Defining
our test function v ≡ ∇eAh ∈ Ṽ and applying the homogenous boundary conditions
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assumption (A8), we arrive at the expression:











− ((ρ(C)−1 − ρ−1(c))K−1q,∇eAh )Ω − ((ρ̂(C)− ρ̂(c))ez,∇eAh )Ω.
Using the orthogonality of our interpolant, the left side becomes
(∇eh,∇eAh )Ω =
∥∥∇eAh ∥∥20,Ω .
Bounding each term on the right hand side, we have


















, Z1, Z2 are positive, ∆-independent constants and where we have
gained the constraint on our penalty constant that σh,0 ≥ 14Ztr,1.
Using Equation 3.39 to bound the gradient of the head error in Equation 3.38 and
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(∆2min(sflow,k+1)−2) ‖h‖2Hsflow (Ω) + ∆2min(svel,k+1) ‖q‖2Hsvel (Ω)
+ (∆2min(strans,k+1)−2) ‖c‖2Hstrans (Ω)
]]
. (3.40)
Leaving this estimate for now, we use the velocity error estimate derived from Equa-






























∣∣(φρ0εec,t, eAh )Ω∣∣ , (3.41)
where Z1, Z2 and Z3 are new positive constants and Z





(∆2min(sflow,1k+1) + ∆2min(sflow,k+1)−2) ‖h‖2L2(0,T ;Hsflow (Ω))
+ ∆2min(sflow,k+1) ‖ht‖2L2(0,T ;Hsflow (Ω))
+ (∆2min(svel,k+1) + ∆2min(svel,k+1)−2) ‖q‖2L2(0,T ;Hsvel (Ω))
+ ∆2min(strans,k+1)−2 ‖c‖2L2(0,T ;Hstrans (Ω))
+ ∆2min(strans,k+1) ‖ct‖2L2(0,T ;Hstrans (Ω))
]
.
Adding Equation 3.41 to Equation 3.34 gives
1
2





































+ (1 + Zq,1)
∫ T
0
∣∣(φρ0εec,t, eAh )Ω∣∣ . (3.42)
Finally, we use the mass fraction error time derivative estimate (Equation 3.40) to
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bound the mass fraction error time derivative term in Equation 3.42:
1
2

































































































(∆2min(sflow,k+1)−2) ‖h‖2Hsflow (Ω) + ∆2min(svel,k+1) ‖q‖2Hsvel (Ω)




Rearranging terms, we have
1
2































































where Z1, Z2, and Z3 are positive constants independent of ∆ and where we have
the revised coefficients












= (1 + Zq,1)
Zq,2ε
1− ε + (1 + Z
q,1)
3Zq9ε










= G1,a +G1,b +G1,c,












= (1 + Zq,1)
3ε






















= (1 + Zq,1)
3ε



































5(1− ε)(1 + Z
q,1).
For small enough ε and large enough penalty constants, σc,0, σh,0, we can hide the














































As discussed in Section 1, due to the non-linear nature of the model, few
analytical solutions exist to the VDFT problem and those that do exist are very
narrow in scope. As a result, verification of numerical codes and validation of models
for VDFT has been a challenge. Most verification and validation has been done
primarily through comparison to existing numerical codes on established numerical
problems. As part of the code verification process, we conducted a convergence study
of our numerical methods where we looked at both the uncoupled models and the
coupled model. We also explored model performance on the following benchmark
problems:
1. Vertical Interface Between Fresh and Saline Groundwater,
2. Modified Henry SWI Problem,
3. 2D SWI problem of Goswami and Clement,
4. 3D Saltpool Problem.
We utilized these benchmark problems to show the method effectively captures the
physics of variable density flow and solute transport from experimental results (vali-
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dation) and achieves similar results as existing proven numerical codes (verification).
We begin with the convergence study.
4.1 A Convergence Study
The purpose of the convergence study is to verify numerically the
∆-convergence of the method. Due to the difficulty in implementing the method
of manufactured solutions (MMS) for the non-linear system, we conducted a hier-
archical grid convergence study for the coupled system. However, a convergence
study using MMS was conducted separately for the the LDG method and the NIPG
method to show that each method separately achieved the established rate of conver-
gence prior to analyzing the coupled system. In the rest of this section, we detail the
separate convergence studies and the coupled hierarchical grid convergence study.
4.1.1 LDG Method
The LDG method convergence study utilized the flow equation:{
−∇ ·Av = f, x ∈ Ω,
v = ∇u,{
v · n = vb, x ∈ ∂Ω,
u = ub
where Ω = [0, 1]×[0, 1]. We look at two cases. For the first case, the analytic solution
is not in the approximation space while for the second, the analytic solution is in
the approximation space for quadratic approximations.
For Case 1, setting
A(x, y) =
[
x2 + 5 0
0 y2 + 5
]
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and using the MMS with the analytical solution
ua(x, y) = sin
2(2πx) + cos2(2πy) + x2 + y2,
va(x, y) = ∇ua =
[
1 + 4π cos(2πx) ∗ sin(2πx)
1− 4π cos(2πy) ∗ sin(2πy)
]
,
gives a source function defined as
f(x, y) = −2x(1 + 4π cos(2πx) ∗ sin(2πx))
− (5 + x2)8π2(cos2(2πx)− sin2(2πx))
− 2y(1− 4π cos(2πy) ∗ sin(2πy)
− (5 + y2)8π2(− cos2(2πy) + sin2(2πy)).
The following boundary conditions were imposed using the analytical solutions:
vb = va · n, (x, y) ∈ (x, 1),
ub = ua, (x, y) ∈ (0, y) ∪ (1, y) ∪ (x, 1).




0 y + 5
]
and use the analytical solution
ua(x, y) = x
2 + y2,






we have the source term defined as
f(x, y) = −2x− 2(5 + x)− 2y − 2(5 + y)).
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The following boundary conditions are imposed using the analytic solutions:
vb = va · n, (x, y) ∈ (1, y),
ub = ua, (x, y) ∈ (0, y) ∪ (x, 1) ∪ (x, 0).
Figure 4.1 shows the convergence results for Case 1. The method exhibits p + 1
Figure 4.1: Convergence Results: LDG Only Case 1 for p = 1, 2 and βh = 0, 1.
convergence for the potential, u, and better than p convergence for the velocity,
which is expected. The order of the penalty parameter did not seem to affect
the order of convergence. For Case 2, we achieved the same convergence rates for
p = 1 and for p = 2 the error was less that 10−12 for both the potential and the
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velocity. This is expected because the analytical solution is in the approximation
space. Overall, the LDG method performed as expected on these problems.
4.1.2 NIPG Method
The NIPG formulation with standard upwinding was tested using a linear
advection diffusion equation:
∂tc+∇ · (cu−D∇c) = f(x, y, t), (x, y) ∈ Ω,
(cu−D∇c) · n = cbub, (x, y) ∈ Γ−,
D∇c · n = 0, (x, y) ∈ Γ+,
where ∂Ω = Γ+ ∪ Γ− are the inflow and outflow boundaries, respectively. We look






and u = [1, 0]T , defining the analytical solution as




gives the source term





t)− 2π sin(2πx) + .01(2π)2 cos(2πx) + .01(2π)2 cos(2πy).
We note, the gradient of the solution is zero on the boundary in order to comply
with our boundary conditions. For the steady state analysis, we disregard the time
dependent term. We utilize the NIPG formulation with inflow/outflow boundary
conditions only. The boundary conditions on the inflow were set using the time
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Figure 4.2: NIPG Only Convergence Results: Steady State and Transient Conver-
gence results for p = 1, 2 and βc = 1, 3.
dependent analytic solution. Figure 4.2 shows the results for both the transient
and steady state case for different approximation orders p = 1, 2. For both p = 1
and p = 2, the method exhibits a convergence rate of p + 1. Simulations were run
with σc = O(|e|−β) for β = 1, 3 (where |e| is the boundary measure). There was
no major difference between implementing different penalty parameters. For the
transient case, a first order Backward Euler time discretization was utilized. For
the p = 2 case, an extremely small timestep ∆t = .001s was utilized to eliminate
temporal error but at the highest discretization it appears that the temporal error
dominated and we lost the desired convergence rates. However, utilizing a higher
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order fixed leading order, backward difference formula (FLCBDF) method with error
adaptation, we were able to recover the convergence rates for p = 1 and p = 2 at
the finer discretizations.
4.1.3 Coupled Model Convergence Analysis
To analyze the convergence of the coupled system, we devised a problem
with boundary conditions that did not involve a changing inflow/outflow seaside
boundary condition. The problem consisted of an initial saltwater pocket in the
center of the domain which is transported under the fluid velocity field. The domain
was a 2×1m rectangular domain with no flow conditions on the top and bottom of the
domain. On the left side of the domain, a constant freshwater inflow was applied and
on the outflow, a zero freshwater head was established. For the transport equation,
a freshwater inflow condition on the left boundary was established with c = 0 and
a zero diffusive flux condition was established on the outflow. An initial condition
corresponding to a zero freshwater head and a mass fraction initial condition defined
as
c(x, y, 0) = e−50(x−1)
2−50(y−1/2)2
was used. We studied the convergence of the method for this problem using a
hierarchical grid error analysis. We ran simulations with 6 grid refinements. The
finest level in each case served as the “true” solution and at each level, the error was
evaluated by projecting the coarse solution to the finest mesh quadrature points and
then evaluated the L2 error integrals on the fine mesh. Each of the runs utilized
the Backward Euler time discretization with dt = .01s. Several different simulations
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were run for p = 1, 2 with combinations of penalty powers (βh = 1, βc = 1, 3) and
the results are displayed in Figure 4.3. For both linear and quadratic approximating
functions, the value of the penalty parameter for the transport formulation did not
impact the order of convergence. For p = 1, first order convergence was achieved
which corroborated the error estimate proved in Section 3. For p = 2, we achieved a
higher rate of convergence than the estimate in Section 3. The method showed third
order convergence for the head and mass fraction with second order convergence for
the velocity.
Figure 4.3: Coupled Flow and Transport Hierarchical Grid Convergence (p = 1, 2,
βc = 1, 3, βh = 1).
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4.2 Vertical Interface Between Fresh and Saline Groundwater
In the first example, we look at a problem with simple geometry to explore
groundwater flow in response to density differences. The primary objective is to
show that the method captures the gravity-driven flow characteristics under simple
geometry and boundary conditions. This helps eliminate implementation issues and
boundary error that can arise when using complex boundary conditions. The general
geometry for the problem is presented in Figure 4.4. Assuming a sharp interface
between freshwater and saltwater and the flow is primarily horizontal, the model for
a gravity current spreading due to buoyancy effects in a confined porous layer can









where ψ = H/h, the dimensionless thickness of the dense current propagating along





is the characteristic spreading of the gravity current. This model has been applied in
several different physical situations to derive analytical solutions and we look at two
of these situations. The first application is a model for flow in two reservoirs of dif-
fering densities connected by a long, vertically confined aquifer of constant porosity,
φ, permeability k and thickness H. One reservoir contains less-dense freshwater ρf
while the other contains saltwater ρs with each having a constant viscosity, µ (which








Fresh water Salt water
t > 0
Figure 4.4: Vertical Interface Problem Setup.
the less-dense freshwater to flow over the denser saltwater. We refer to this case as
the Long Channel Case. The second application of the model is a gravity current
spreading with respect to an initial finite volume of freshwater in a porous medium.
We refer to this as the Confined Case. Both cases exhibit different behaviors and
we will show the numerical method captures these behaviors. For the second case,
there are recent experimental results to compare with the numerical results.
4.2.1 Case 1: Long Channel
The first problem is presented in [20, 73] and looks at gravity-driven flow
between two porous, long reservoirs containing fluids of different densities and at
different pressures. Huppert and Woods [73] showed that Equation 4.1 admits a sim-
ilarity solution with similarity variable ξ = x/(Λt)1/2. This showed the movement
of the nose of the interface xN at the top and bottom of the domain (see Figure 4.4)
should obey the power law xN ≈ t1/2. These analytical results corroborated earlier






Case 1 Case 2
φ porosity .1 (.42, .44, .45)∗ [-]
ρ0 density (freshwater) 1000 1000 kg ·m−3
ρ1 density (saltwater)1025 1007.52 kg ·m−3
µ dynamic viscosity 1.0× 10−3 8.94× 10−4 Pa · s
c(ρ0) mass fraction (freshwater) 0 0 kg sol/kg water
c(ρ1) mass fraction (saltwater) 1 1 kg sol/kg water
∆ρ density contrast 25 7.62 kg ·m−3
D∗mol molecular diffusion coefficient 0 1.0× 10−9 m2 · s−1
αL longitudinal dispersivity 0 (0.1,0.2,0.3) mm
αT transverse dispersivity 0 .1αL mm
k permeability - (1.2, 5.7, 15)× 10−5 cm2
K hydraulic conductivity 1× 10−3 - m · s−1
S specific mass storativity 6.87× 10−4 6.87× 10−4 m−1
H channel height .5 .14 m
Lf + Ls channel length 4.0 1.0 m
Lf freshwater zone initial width 2.0 .09 m
* (Case 2-1,Case 2-2, Case 2-3)
Table 4.1: Simulation Parameters for the Vertical Interface problem.
Numerical Setup. Problem parameters utilized in simulations are contained in
Table 4.1. The parameters were selected to satisfy Equation 4.2. No dispersion
is used making the transport equation hyperbolic so both stabilization and shock-
capturing were used in the transport formulation. No flow boundary conditions
were specified on the top and bottom of the domain. To simulate the long channel
flow, an extended domain with no flow conditions on the left and right domain
boundaries was used to reduce the boundary effects. Initial conditions corresponding
to freshwater (c = 0) in the left part of the domain and saltwater (c = 1) in the right
part of the domain with a sharp interface between the two fluids were established for
the transport equation. For the flow equation, a corresponding equivalent freshwater














Figure 4.5: Case 1: Log-Log Plot of Nose Positions (left and right) over time.
Numerical Results Simulations were run with structured triangular meshes of
401 × 51 nodes. A fixed time step of ∆t = 10s was utilized. Figure 4.5 displays a
log-log plot of the left and right nose positions xN over time. The nose positions
were determined by the intersection of the .5 isochlor and the top (for the right)
and bottom (for the left) domain boundary. As can be seen from Figure 4.5, the
movement of the front obeys the proposed power law.
4.2.2 Case 2: Confined Aquifer
MacMinn and co-authors [92] recently conducted experiments in the explo-
ration of spreading and convective dissolution of CO2 in vertically confined, horizon-
tal aquifers. As part of their exploration, they conducted an experiment where they
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looked at gravity driven flow from an initially sharp interface between freshwater
and saltwater. They utilized an asymptotic solution developed by Barenblatt [16],
to determine the hydraulic conductivity of the experimental porous medium to be
used in later results. We look at this experiment as a benchmark problem.
Numerical Setup. The experimental setup consisted of a 1 × 0.15 × .01m flow
cell filled with glass beads that was open on the top of the cell. For each experiment,
a uniform bead size was selected. Initially, a gate was placed at x = .09m and the
left side of the flow cell was filled with dyed freshwater and the right side was filled
with saltwater of a given density. The gate was removed and the fluid flow was
captured using a digitial camera. The porosity of flow cell was estimated using the
bulk volume of fluid added to the cell. The permeability was indirectly measured via
the spreading of the gravity current and the previously described theoretical model
for the problem in Equation 4.1. Using this model, they treated the permeability
as a fitting parameter to best fit the analytical model to the experimental results.
They also present the permeability values as measured by the Kozeny-Carman (K-
C) relation.
We model the physical experiment as a two-dimensional problem in a 1 ×
.014m domain to account for the unsaturated part of the domain along the top
boundary and to attain the necessary volume of freshwater in the left half of the
domain. Simulation parameters are highlighted in Table 4.1. All parameters that
were explicitly specified in the experiment were utilized. For dispersion tensor pa-
rameters, we took the longitudinal dispersity to be the average grain size diameter
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following [64] with a transverse dispersivity of 1/10 the size of the longitudinal dis-
persivity [100]. We utilized both the fitted permeability values as well as the K-C
determined values to compare results.
Numerical Results. Using an asymptotic solution due to Barenblatt [16] for a
dimensionless form of the model in Equation 4.1, MacMinn and coauthors showed













We would expect the numerical results to obey this power law. We ran numeri-
cal simulations for three different cases corresponding to the different bead sizes in
Figure 4.1 using both the fitted and K-C permeability values. A structured, trian-
gular grid of 201 × 29 nodes was utilized with a fixed time step of ∆t = 10s. Both
stabilization and shock capturing were used for the transport equation because of
the small longitudinal dispersivities. Figure 4.6 compares the nose position xN over
time with the experimental results. Because the numerical results are for a tran-
sition zone model, we show both the .5 and .9 isochlor locations for the numerical
freshwater nose. Figure 4.6 also displays the log-log plot of the nose position (as
tracked by the .9 isochlor) versus time for each of the three bead diameters. For
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reference, we display the velocity field in the vicinity of the transition zone for Case
1 in Figure 4.7. For all of the cases, the movement of the nose as tracked by the .9
isochlor obeys the expected power law. For Case 1, the numerical results are close
to the experimental results. This can also be seen in Figure 4.8 which shows the ex-
perimental pictures of the current together with the numerical results as tracked by
the numerical .1,.5 and .9 isochlors. However, the results get worse as the bead size
increases (higher effective porosities and dispersivities). There are a number of rea-
sons why this may have occured. The permeability in the experiments of MacMinn
was not measured directly, but fitted in the context of the simplified model. The
full 2D simulations performed here fit the observed nose positions best if standard
Kozeny Carman permeability values are chosen. The systematic discrepancy be-
tween the KC permeabilities and those fitted by MacMinn is an indication that the
simplified model introduces a systematic bias. Also, for larger grain sizes, the larger
permeabilities and grain sizes lead to higher velocity values which may be outside
of the regime where Darcy’s law is valid.
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Case 2-1-N, .5 IC
Case 2-1-N, .9 IC
Case 2-2-N, .5 IC
Case 2-2-N, .9 IC
Case 2-3-N, .5 IC













Figure 4.6: Vertical Interface Case 2: Experimental (E) and Numerical (N) Nose
Positions over time for 1mm (Case 2-1), 2mm (Case 2-2) and 3mm (Case 2-3) bead
experiments (top). Nose Location vs. Time Log-Log Plots (bottom).
110
Figure 4.7: Vertical Interface Case 2-1: Velocity Field around transition zone at
t = 2250s with .1,.5,.9 Isochlors.
(a) t = 0s
(b) t = 900s
(c) t = 1800s
(d) t = 8800s
Figure 4.8: Case 2 Comparison: .1,.5,.9 Numerical isochlors and experimental com-
parison
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4.3 The Modified Henry Problem
The first model for saltwater intrusion was presented by H. Henry [67] and
has been the most commonly used benchmark problem for saltwater intrusion simu-
lators. The original problem is a steady-state saltwedge in a rectangular, saturated,
confined, two-dimensional aquifer. Henry presented an analytic solution for the
problem and over the years, numerous researchers tried to reproduce the result with
numerical models (see [118] for a review of this history). Throughout this explo-
ration, the problem was revised and improved. We will utilize a modified version of
Henry’s problem proposed by Arbarca and co-authors [1] which utilizes the hydrody-
namic dispersion tensor, anisotropic hydraulic conductivity tensor and implements
more physical inflow/outflow sea-side boundary conditions than posed in Henry’s
original work. The use of a velocity dependent dispersion tensor creates more phys-
ical transition zones and, unlike the original Henry problem, the inflow/outflow
seaside boundary condition makes the problem sensitive to density dependence in
the domain which makes it a suitable VDFT benchmark [1]. Although Arbarca
does a detailed analysis of the sensitivity of the problem to diffusion and mechani-
cal dispersion by varying several dimensionless parameters in the problem, we only
use their diffusive and dispersive reference cases and the low dispersivity case to
compare code performance.
4.3.1 Numerical Setup
The problem parameters are listed in Table 4.2. For boundary conditions, a







hs − ρs−ρfρf z
u · n > 0 :
D(u)∇c · n = 0
u · n < 0 :
(cρu− ρD(u)∇c) · n =
csρsu · n
Freshwater
u · n = −6.6 × 10−5m/s
c = 0
Figure 4.9: Modified Henry Problem Setup.
inflow portion of the domain, a flux corresponding to freshwater with a velocity of
u = 6.6× 10−5 m/s was set. A concentration was set corresponding to a freshwater
mass fraction. On the seaside boundary, an equivalent freshwater head correspond-
ing to seawater density was used for the flow equation and inflow-outflow conditions
were set for the transport equation. Although the original Henry problem was a
steady state problem, we utilized a transient model and run simulations until they
reach steady state. Initial conditions of freshwater mass fraction (c=0) and a con-
stant freshwater head of h = 0 were established.
4.3.2 Numerical Results
Simulations for the diffusive and dispersive reference cases were run on a
structured 40 × 20 node triangular grid. For the lower dispersivity case, a struc-
tured triangular grid consisting of 201 × 101 nodes was utilized. As a result of the
parameters and the refined mesh for the lower dispersivity case, no stabilization or
shock capturing was needed in the transport model. A fixed time step of t = 10s was
utilized for each of the simulations. Figure 4.10 displays the DG model performance
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Parameter Description Value Units
φ porosity .35 [-]
ρ0 density (freshwater) 1000 kg ·m−3
ρ1 density (saltwater) 1025 kg ·m−3
c(ρ0) mass fraction (freshwater) 0 kg sol/kg water
c(ρ1) mass fraction (saltwater) 1 kg sol/kg water
ε density contrast .025 [-]
Dmol molecular diffusion coefficient (18.8571× 10−6, 0)∗ m2 · s−1
αL longitudinal dispersivity (0, 0.1/.01) m
αT transverse dispersivity (0, .1αL) m
Kx hydraulic conductivity 0.01244 m · s−1
Kz hydraulic conductivity .66Kx m · s−1
S specific mass storativity 6.87× 10−4 m−1
with respect to head changes
* (Diffusive Case, Dispersive Case)
Table 4.2: Simulation Parameters for the dispersive Henry problem (pure diffusion
and dispersion cases).
for the three simulations. For the two reference cases, the numerical results compare
closely with Figure 4 from [1]. Their results were attained using the finite element
simulator Saturated-Unsaturated Transport (SUTRA [122]) with a structured mesh
of 256×128 elements. The low dispersivity case, compares well to the corresponding
results in Figure 6 from [1], except that the dispersion zone extends slightly further
than our numerical results.
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Figure 4.10: Modified Henry Problem Numerical Results: Transition zone isochlor
plot for Diffusive Case (Top), Dispersive Case, αL = .1 (Middle), and Dispersive
Case, αL = .01 (bottom).
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4.4 Goswami-Clement Saltwater Intrusion Problem
Since the Henry problem was originally designed as a steady state saltwater
intrusion problem, it cannot be used to verify the performance of a transient solution.
Goswami and Clement [64] devised a laboratory experiment in which they attempted
to replicate the physics of a time dependent saltwater wedge receding and intruding
in a homogeneous, isotropic porous medium. They compared the experimental data
to the numerical results from several well known numerical models showing good
results. We utilize this experiment as one of our benchmark problems.
4.4.1 Experimental Setup
The original experiment was conducted using a rectangular flow tank with
a 53× 30.5× 2.7cm porous medium region which contained a homogeneous packing
of uniform silica beads of average diameter 1.1mm. Fluid flow was forced through
the flow tank using two constant-head chambers located on either side of the tank,
one with saltwater and one with freshwater. Heads were set to induce a flow of
freshwater through the domain while allowing a saltwater wedge to intrude into the
domain. Relevant material properties for the porous medium (e.g. conductivity and
porosity), were measured using several experimental methods. These parameters
were used as input to the numerical model and are contained in Table 4.3. The
physical experiment consisted of applying a freshwater head hf = 26.7cm to the
right side of the domain with a constant equivalent freshwater head corresponding
to a saltwater hydraulic head of hs = 25.5cm. These conditions were maintained







hs − ρs−ρfρf z
u · n > 0 :
D(u)∇c · n = 0
u · n < 0 :




hs = .255m hf = .262m, (SS-3)
hf = .2655m, (SS-2)
hf = .267m, (SS-1)
Figure 4.11: Goswami-Clement Problem Setup.
point, the right side freshwater head was reduced to hf = 26.2cm and the system was
allowed to evolve until it reached the second steady state condition (SS-2). Finally,
the freshwater head was increased to hf = 26.7cm which caused the saltwater wedge
to recede and the system was allowed to evolve until the last steady state condition
(SS-3). Measurements for the location of the salt wedge as well as flow measurements
were taken at specified times. These measurements were developed into benchmark
datasets to which we compare our numerical results.
Parameter Description Value Units
φ porosity .385 [-]
µ dynamic viscosity of freshwater 1.0× 10−3 kgm−1s−1
g gravitational constant 9.81 m · s−2
ρf density (freshwater) 998.2 kg ·m−3
ρs density (saltwater) 1026 kg ·m−3
c(ρf ) reference mass fraction (freshwater) 0 kg sol/kg water
c(ρs) normalized mass fraction (corresponding to ωmax) 1 kg sol/kg water
ε density contrast .026 [-]
Dmol molecular diffusion coefficient 1.0× 10−9 m2 · s−1
αL transverse dispersivity .001 m
αT longitudinal dispersivity .1αL m
K hydraulic conductivity .0122 m · s−1
S specific mass storativity with respect to head changes 1.0× 10−5 m−1




Figure 4.11 describes the domain geometry and boundary conditions. For the
numerical simulations, an assumption of a fully saturated, confined porous media
was made in order to apply the fully-saturated DG formulation. This was not
exactly the experimental setup but is a suitable approximation since head gradients
are small. An initial condition of zero concentration and corresponding constant
freshwater head was established in the domain. No flow boundary conditions were
set at the top and bottom of the domain as well as the upper most portion of
the saltwater (left) side of the domain. Freshwater boundary conditions were set
on the right side of domain as a constant freshwater hydraulic head condition and
a constant concentration (c = 0) corresponding to freshwater. On the left side
boundary, an inflow-outflow condition was set for the transport equation in which
saltwater enters the lower (inflow) portion of the domain and water of variable salt
concentration exits the domain on the upper (outflow) portion of the boundary.
For the flow condition, a freshwater hydraulic head corresponding to a constant
saltwater hydraulic head was set. This conversion to an equivalent freshwater head








where hs = 0.255cm is the salt water hydraulic head corresponding to a pure salt
water column on the left side of the domain. The distance, z, is measured from the
bottom of the tank in our numerical setup.
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4.4.3 Numerical Results
Goswami and Clement used several existing numerical models to simulate
the experiment and presented the results which closely matched the experimental
results. The primary model for which they present the results was SEAWAT [85],
which utilized a fully implicit finite difference package for the flow coupled with
the TVD (total-variation diminishing) advection package for the transport. They
utilized a fixed time step of ∆t = 1s and used several mesh sizes, presenting most
results for ∆ = .5cm. They also utilized the SUTRA code and a modified version of
the MODFLOW cell-centered finite difference model with sharp interface package
Sea Water Intrusion (SWI) to simulate the experiment and noted similar results to
the SEAWAT simulations.
The DG simulations were run utilizing structured, triangular grids of both
266 × 131 and 107 × 53 nodes with linear Lagrangian basis functions. To allow us
to utilize a similar discretization to the published numerical results, stabilization
and shock capturing were used. The small dispersivities in the transport equation
required a mesh size of ∆x ≤ .002mm to attain mesh Peclét numbers below one.
Fixed times steps of ∆t = 10s were utilized. We outline the results for the different
parts of the experiment.
Steady State Tests
For this part of the verification, each of the different head differentials cor-
responding to the three steady states were set up and the solution was evolved from
the initial conditions until they reached steady state. Figure 4.12 compares the .5
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salt mass isochlors for each of the steady state runs against the experimental data
from the experiment. Figure 4.13 displays the transition zone widths as measured
by the .1, .5 and .9 mass fraction isochlors for SS-1 (for both coarse and refined
discretizations) and SS-2 (for the coarse discretization). The two steady state cases,
















Figure 4.12: Steady State Saltwedge Comparison: Numerical .5 Isochlor Comparison
with Experimental Results.
SS-1 and SS-3, are comparable to the published SEAWAT code performance in Fig-
ure 5 in [64] although they intrude slightly further into the domain. However, for the
smallest head differentials (SS-2), the saltwedge intrudes further than both the ex-
perimental results and the published SEAWAT results. The DG results also have a
wider transition zone which can be attributed to the numerical diffusion introduced
by the stabilization. The transition zone width decreases with grid refinement as
can be seen in Figure 4.13.
120










































Figure 4.13: SS-1 Coarse Grid (top) and Refined Grid (middle) and SS-2 Coarse
Grid (bottom) Isochlors (.1,.5,.9) with experimental data.
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Flux Test
The flux test measures the flux of freshwater entering the right side of the
domain at steady state. Table 4.4 presents the measured results, the variable density
results from SEAWAT and Proteus as well as the numerical results for the freshwater
flux for an equivalent freshwater system with no density dependence. The freshwater
fluxes were computed with a zero density contrast to give non-density dependent
Darcy flow. The DG results match the SEAWAT results for the freshwater flows.
However, for the variable density cases, the fluxes were less than the experimental
results for all three cases but were close to the SEAWAT results for the SS-1 and
SS-3 cases in terms of difference from the experimental values. However, for the
SS-2 case, the DG results differ significantly from the SEAWAT results which is
consistent with the results from the steady state case.
SS-1 SS-2 SS-3
Experimental Data* 1.42 0.59 1.19
Proteus Variable Density 1.37 0.563 01.125
Proteus Difference (%) 3.5 4.6 5.5
SEAWAT Variable Density 1.46 0.59 1.13
SEAWAT Difference (%) 2.8 0 5.0
SEAWAT Pure Freshwater Flow 1.94 1.12 1.69
Proteus Pure Freshwater Flow 1.93 1.12 1.69
*All units are in centimeters per second.
Table 4.4: Comparison of Measured and Model-Predicted Freshwater Flows Under
Steady State Conditions.
Transient Test
The performance of the transient model is analyzed using this test. For each
part of this test, advancing and receding salt wedges, simulations were initially run
for sufficient time until the solution reached steady state. Then, new simulations
were run with the initial freshwater head settings until the system reached the steady
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state time and maintained at steady state for an additional 1000s. The freshwater
boundary condition was then adjusted for the specific case and results were archived
at the times used in the experiment. Figure 4.14 compare the advancing and receding
salt wedge numerical results to the experimental data. Based on the steady state
conditions, the movement of the salt wedge for each of the cases is comparable to
the experimental results. The advancing saltwedge results are somewhat better than
the receding saltwedge results due to the better match of the initial conditions.


































Figure 4.14: Goswami-Clement Problem Transient Results: Advancing (top) and
Receding (bottom) Saltwedge Comparison: Numerical .5 Isochlors with experimen-
tal results.
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4.5 3D Saltpool Problem
The Salt Pool Verification problem is based on an experiment conducted
by Oswald and Kinzelbach [100] which replicates the saltwater upconing phenom-
ena around freshwater wells in unconstrained aquifers and was designed to be a
benchmark for variable density flow and transport codes. The benchmark is a nec-
essary and sufficient test for the physics of 3D steady-state stable convection [123].
A thorough analysis and numerical simulation of the experiment was conducted by
Johannsen and coauthors [75] where they conducted parameter fitting and extremely
refined vertical discretization to capture the experimental results. We follow much
of their work in setting up our new numerical benchmark problem.
4.5.1 Experiment Setup
The original experiment was conducted in a 0.2× 0.2× 0.2m cube with four
.001 × .001 m openings at the corners of the top boundary of the cube and an
opening of the same size in the middle of the bottom domain (see Figure 4.15 for
the geometry of Phase 3 of the problem). The experiment consisted of three phases:
1. Phase 1: Injection of salt water through the bottom opening with outflow
through the top two holes.
2. Phase 2: All openings are closed and the system is allowed to achieve a stable
configuration.
3. Phase 3: Salt water is injected into the domain through one of the top openings
with outflow through the top opening diagonally across from the inflow.
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Experiments were conducted with 1% (Case 1) and 10 % (Case 2) salt mass fractions.
For our benchmark problem, we only simulated Case 1 starting at the beginning of
Phase 2 with a stable freshwater/saltwater configuration. Simulation parameters
were the calibrated Case 1 parameters from the numerical simulations in [75] and
are specified in Table 4.5.
4.5.2 Numerical Setup
Initial conditions again were chosen to match [75], using a stable freshwa-
ter zone overlying a saltwater zone with an 8mm wide transition zone centered at
z=.06m. In the transition zone, the mass fraction varied linearly from c=0 at the
top boundary to c=1 at the bottom boundary. A corresponding initial freshwater
head field was constructed from the mass fraction profile. Boundary conditions were
implemented using two different methods. First, following the method utilized in
[75], the inflow and outflow conditions were modeled utilizing source (inlet) and sink
(outlet) terms to provide the equivalent freshwater flux into and out of the domain.
Numerically, this was done by implementing source/sink terms in elements con-
tained within a cubic volume with edge size equal to the discretization, ∆x. In this
method, no flow boundary conditions were used on the entire domain. The second
method was a geometric implementation of the inlet/outlet conditions where the
flow equation inlet boundary condition was modeled using a normal flux Neumann
condition defined as Qρ0, where Q is the inflow flux and ρ0 the inflow (freshwater)
density. A Dirichlet freshwater head condition corresponding to a pressure value of
zero was used at the outlet. On all other parts of the domain, no flow (zero normal
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Figure 4.15: 3D Saltpool Problem Definition.
velocity) conditions were used. For the transport equation, a zero normalized mass
fraction corresponding to freshwater inflow is specified for the inlet. At the outlet, a
zero diffusive normal flux boundary condition is set and on the rest of the boundary,
a zero total normal flux boundary condition is set. We present the results for the
former inlet/outlet representation.
4.5.3 Numerical Results
For the simulations, a fixed time step of ∆t=1s was used for both the flow and
transport models. Both stabilization and shock-capturing were used in the trans-
port equation because of the small dispersivities. A structured, tetrahedral mesh
consisting of 64,000 nodes was used with linear Langrangian basis functions. The
linear system equations were solved using the PETSc stabilized biconjugate gradient
linear solver with additive Schwarz preconditioner. The simulation was run using
504 cores on the TACC Linux cluster “Lonestar”. Results were compared against
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the experimental Case 1 results in [100] and the numerical results of [75] which
were attained using the variable density flow and transport package d3f. This pack-
age employs a fully implicit/fully coupled solution technique for a vertex-centered
finite volume discretization with a consistent velocity discretization. Continuous,
piecewise trilinear functions were utilized and no stabilization was employed in the
transport equation. A second order, implicit Runge-Kutta time integration scheme
was utilized. The authors noted that they attained a qualitatively good approxima-
tion with a grid level of 4, 413 grid points.
Figure 4.17 shows the DG simulation salt mass fraction isosurfaces. Comparing
Parameter Description Value Units
φ porosity .37 [-]
µ dynamic viscosity of freshwater 1.0× 10−3 kgm−1s−1
g gravitational constant 9.81 m · s−2
ρ0 density (freshwater) 998.2 kg ·m−3
ρ1 density (saltwater) 1007.6 kg ·m−3
ωmax maximum salt mass fraction .01, .1 kg sol/kg water
c(ρ0) reference mass fraction (freshwater) 0 kg sol/kg water
c(ρ1) normalized mass fraction (corresponding to ωmax) 1 kg sol/kg water
ε density contrast .0076 [-]
Dmol molecular diffusion coefficient 1.0× 10−9 m2 · s−1
αT transverse dispersivity 1.2× 10−3 m
αL longitudinal dispersivity .12× 10−3 m
k permeability 9.8× 10−10 m2
K hydraulic conductivity 9.773× 10−3 m/s
β fluid compressibility 0.0 Pa−1
S specific mass storativity 6.87× 10−4 m−1
Q inflow and outflow flux 1.89× 10−6 m3/s
Table 4.5: Simulation Parameters for the 3D Saltpool Problem.
to the experimental results of Figure 4 in [100], we see that the qualitative behavior
of our simulation is close to the experimental results except in the corners of the
domain. Figure 4.16 displays a diagonal slice of the domain with the mass fraction
contours from our simulation. The results compare with the experimental results
for Case 1 in Figure 3 of [100]. Except for a slightly wider transition zone, we have
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a good qualitative match. Figure 4.18 shows the mass fraction break-out curves at
the outlet for the experimental Case 1 (as presented in Table 2 of [75]) compared
to our Case 1 simulation at different points along the diagonal bisecting the outlet.
The DG simulation mass fraction break-out curves are higher starting at the corner
of the outlet but are close to the experimental results in the center of the outlet.
The higher mass fraction values at the corner of the domain are consistent with the
earlier numerical results. The qualitative behavior is a good match, capturing the
time of the maximum mass fraction value. Overall, our numerical method perfor-
mance of the code on the Case 1 Saltpool Problem is good though a much finer grid
was needed to capture the behavior compared to the published results in [75].
Figure 4.16: Diagonal Mass Fraction Contours: DG Numerical Results at t =
0, 480, 1360, 8500s (from left to right and down).
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Figure 4.17: 3D view of concentration isosurfaces (Saltpool Case 1, mf=.2,.4,.6 and .8,t =
77 min).






























Figure 4.18: Saltpool Diagonal Mass Fraction Breakout Curve. Experimental Case
1 Results [75], and Numerical Results at xA = [.2, .2, .2],xB = [.199, .199, .2],xC =
[.198, .198, .2],xD = [.1975, .1975, .2].
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Chapter 5
Concluding Remarks and Future Research
In this final chapter, we provide some general remarks on the previously
discussed analytical and numerical results. This is followed by some future research
directions and goals that arose during our exploration that were not accomplished
during this disseration.
5.1 Concluding Remarks
The major aim of this dissertation was the development, analysis and im-
plementation of a fully discontinuous formulation for the variable density flow and
transport system that models salt water intrusion. For conclusions, we highlight the
following:
• We implemented the proposed numerical method using the DoD Proteus Toolkit
software. This implementation is flexible in that the parallel capabilities and
the use of structured and unstructured triangular/tetrahedral meshes give the
capability to model saltwater intrusion in large, complex domains.
• The method performed well on a number of benchmark numerical and ex-
perimental problems. In diffusion dominated problems such as the modified
Henry problem, performance was similar to the published numerical results.
130
The method was able to capture much of the variable density flow and trans-
port physics as demonstrated by its performance on the sharp interface and
Saltpool problems. Performance on the Goswami-Clement problem was mixed,
performing well on the higher head differentials cases but not at the smallest
head differentials. This may be a result of the confined flow approximation and
implementation of the variably saturated model as discussed below is needed.
• In problems such as the Goswami-Clement and Saltpool 3D problems with
small diffusion coefficients and dispersivities where advection was dominant,
the stabilization mechanisms within the NIPG transport formulation were
not sufficient to reduce non-physical oscillations in the solution. Additional
stabilization and shock capturing were required in the transport formulation
to reduce overshoot and undershoot. This introduced numerical diffusion and
led to a slightly wider transition zone.
• The analysis of Section 3 showed that the method should achieve suboptimal
convergence under certain assumptions. Specifically, in deriving this error es-
timate, homogenous zero boundary conditions and a restriction on the density
contrast was assumed. The numerical convergence study in Section 4 showed
that the uncoupled formulations for the LDG and NIPG methods achieved
proven convergence rates for each method. The coupled convergence study
agreed with the analytical findings for linear approximating functions. For
the case of quadratic approximating functions, the method achieved second
order convergence for the velocity which agreed with the analytical results
but achieved a higher convergence rate for the head and mass fraction. The
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value of the penalty power in the transport penalty term also did not affect
the convergence rates which was atypical of the NIPG method. The increased
order of convergence may be a result of the non-linear coupling of the system
and further investigation needs to be made into this issue.
5.2 Future Research
There are several tasks that were originally planned for this dissertation as
well as a number of areas that arose during the research that will be a focus for
future research. We highlight several of the areas.
• Analysis and numerical implementation was focused on the DG spatial dis-
cretization with a lesser emphasis placed on the time integration methods. A
more detailed analysis of the fully discrete model to show flow and transport
compatibility is still needed. Also, only first order time integration methods
were applied in this work. However, to increase the temporal accuracy and
the overall efficiency of the method, higher order time integration methods
with adaptive capabilities are needed. Implementation of higher order fixed
leading coefficient backward difference formulas (for which the backward Euler
method is a subset) such as in [60] will increase the efficiency and temporal
accuracy.
• As discussed previously, for advection dominated problems, the stabilization
and shock capturing method in the transport formulation introduced numeri-
cal diffusion into the solution that reduced overshoot/undershoot but also led
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to transition zones that were wider than the experimental results. A more de-
tailed analysis of the stabilization formulation and the form of the stabilization
parameter is needed but was beyond the current scope of this dissertation.
• Convergence rates for the coupled system in this work were determined using
a hierarchical grid method. A manufactured solution for the coupled system is
problematic because of the non-linearity of the coupled system but would be
extremely beneficial and although it was not developed for this work, we look
to develop one for future works to assist in verification of numerical codes.
• DG methods are computationally more expensive than other methods because
of the increased number of degrees of freedom. To fully take advantage of
the unique qualities provided by DG methods, adaptivity in mesh size and
polynomial approximation order is needed. The saltwater intrusion problem,
where strong physics occur only in a small, localized portion of the domain,
is a strong candidate for this adaptivity. Future work in this area will make
the method more computationally efficient and accurate. Ideally, this would
also reduce the need for stabilization and shock capturing, better allowing the
method to capture the sharp transition zones.
• Most of the benchmark problems chosen for this work were problems with a
low density contrast for which a linear density constitutive relation is valid.
We would like to explore model performance on problems involving higher
density contrasts such as Case 2 of the saltpool problem from Section 4 in
order to test method performance.
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• The saturated model can be applied in the case of confined aquifers and spe-
cific cases with unconfined aquifers but to model saltwater intrusion in general
cases, a model that takes into account variable saturation to account for water
flow through the unsaturated zone must be used. Several models exist in the
literature for the variably-saturated density-dependent model, we will imple-
ment a modified Richard’s equation for the flow model and standard consti-
tutive equations for the relative hydraulic conductivity and saturation similar
to the model presented by Boufadel and coauthors [25]. This implementation
will remove the need for the boundary condition between the saturated and






In this appendix, we provide the details to the proof of Theorem 3.3.9
from Section 3.3.4. We refer the reader to the preliminaries stated in Section 3.3.1-
3.3.2.1 to provide the background for the proof. Specifically, we will make reference
to Assumptions (A1)-(A12) and the inequalities and estimates outlined in those
sections. The proof will proceed according to the following outline:
1. Derive an estimate for the head and velocity L2 error in which the bound will
include the mass fraction error time derivative.
2. Derive an estimate for the transport error in which the bound will include the
L2 velocity error.
3. Derive an estimate for the mass fraction time derivative by utilizing the trans-
port error equation with w̃ ≡ eAh . This bound will include the head error
gradient and the velocity error but will be multiplied by the density constrast
ε.
4. Derive an estimate for the head gradient L2 error utilizing the Darcy Error
equation with ṽ ≡ ∇eAh and utilize this bound to eliminate the head gradient
L2 error from (3).
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5. Combine the inequalities from (1) and (2), apply the bound from (4) to elim-
inate the mass fraction time derivative term and utilize the penalty constant
and ε factor to hide terms on the left hand side of the inequality.
6. Apply Grönwall’s inequality to (5) to get the final error bound.
Head and Velocity L2 Error Estimate. We first get an estimate for the flow
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Looking at the time derivative term on the left of Equation A.1, integrating over





















































applying (A4). Turning to the right side of the equation, we have
∣∣TF1 ∣∣ = |(ρ(C)SeIh,t, eAh )Ω|
≤ Z
∥∥eIh,t∥∥20,Ω + ε ∥∥∥ρ(C)1/2S1/2eAh ∥∥∥20,Ω (A.4)
using (A1). Next, we have












where we have applied (A1,A2,A6). Using the homogeneous boundary conditions
(A8), we have
∣∣TF3 ∣∣ = |〈(ρ(C)− ρ(c))ub, eAh 〉ΓN | = 0. (A.6)
Applying (A1,A6,A7), we have the bound:














Finally, using (A1,A7) and applying the definition of ρ̂, we get
∣∣TF5 ∣∣ = |((ρ̂(C)− ρ̂(c))ez, eAq )Ω|










We leave the time derivative term TF6 for now. We will later employ the transport
error equation to get a bound on this term. Turning to the first bilinear form on
the left in Equation A.1, we have




































and for the second bilinear form, we have





















We will bound each of the terms. First, using the inverse estimate, Equation 3.24,
and applying (A1), we have
∣∣TF7 ∣∣ = |(eIq ,∇eAh )Ω|
≤ Z∆−1




∥∥eIq∥∥20,Ω + ε∥∥∥ρ(C)1/2S1/2eAh ∥∥∥20,Ω . (A.11)
For the boundary terms, TF8 −TF11, we will employ the trace estimates, Equations 3.23
and 3.26, and the definition of our penalty parameter (A10). Using these, we have






















































∣∣TF10∣∣+ ∣∣TF11∣∣ = ∣∣∣〈σh [[eIh]] , [[eAh ]] 〉Ei∣∣∣+ ∣∣∣〈σheIh, eAh 〉ΓD ∣∣∣
=




























Next, applying (A1,A7), we have
∣∣TF12∣∣ = |(ρ(C)−1K−1eIq , eAq )Ω|
= |(ρ(C)−1/2K−1/2eIq , ρ(C)−1/2K−1/2eAq )Ω|
≤ Z
∥∥eIq∥∥20,Ω + ε∥∥∥ρ(C)−1/2K−1/2eAq ∥∥∥20,Ω . (A.14)
Since ∇ · eAq ∈ W̃ , the orthogonality properties of the interpolant gives
∣∣TF13∣∣ = |(eIh,∇ · eAq )Ω| = 0. (A.15)
For the next two terms, we apply (A1,A7), the trace estimates, Equation 3.23 and
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We apply the following result for the projection error, eI∗ using Equation 3.21 and











(Zp,e)2∆2min(sflow,k+1)−1 ‖h‖2sflow,Ω . (A.17)
Using this estimate with our previous results, applying (A5), integrating the appro-
priate terms in time and choosing the appropriate constants to hide terms on the
left hand side, we arrive at our flow error estimate:
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(∆2min(sflow,k+1) + ∆2min(sflow,k+1)−2) ‖h‖2L2(0,T ;Hsflow (Ω))
+ ∆2min(sflow,k+1) ‖ht‖2L2(0,T ;Hsflow (Ω)) + ∆2min(strans,k+1) ‖c‖2L2(0,T ;Hstrans (Ω))














∣∣(φρ0εec,t, eAh )Ω∣∣ , (A.18)
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where Z∗ are ∆-independent, positive constants. From this, we also get an L2(L2)









(∆2min(sflow,k+1) + ∆2min(sflow,k+1)−2) ‖h‖2L2(0,T ;Hsflow (Ω))
+ ∆2min(sflow,k+1) ‖ht‖2L2(0,T ;Hsflow (Ω))
+ ∆2min(strans,k+1) ‖c‖2L2(0,T ;Hstrans (Ω))














∣∣(φρ0εec,t, eAh )Ω∣∣ . (A.19)
Mass Fraction Estimates. We now turn to the transport equation to derive
several estimates. We utilize the equation
((ρ(C)φeAc )t, w̃)Ω + B(eAc , w̃; Q) = −((ρ(C)φπc− ρ(c)φc)t, w̃)Ω + B(eIc , w̃; Q)
+ B(c, w̃; q)− B(c, w̃; Q) (A.20)
and let w̃ ≡ eAc and w̃ ≡ eAh , to arrive at two estimates. We note that both test
functions are contained in our approximation space, W̃ . We first start with the
standard error equation.
Mass Fraction L2 Error Estimate. Introducing ec = e
A
c − eIc and defining
w̃ ≡ eAc ∈ W̃ and letting Q ≡ QM , we have the transport error equation
((ρ(C)φeAc )t, e
A
c )Ω + B(eAc , eAc ; QM ) = −((ρ(C)φπc− ρ(c)φc)t, eAc )Ω + B(eIc , eAc ; QM )
+ B(c, eAc ; q)− B(c, eAc ; QM ). (A.21)
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We first turn to the left side of Equation A.21. For the first term, integrating
















































Turning to B(eAc , eAc ; QM ), we have





































































T TLi . (A.24)
By (A9,A10) and the velocity definition on an outflow boundary, we have that
T TL2 , T
TL
4 , and T
TL
5 are all non-negative. We look at each term. Using (A1,A10)
and for large enough M in the cut-off operator, we have∣∣T TL1 ∣∣ = |(eAc QM ,∇eAc )Ω|
=














Using (A10), we have





Next, applying the trace estimate, Equation 3.26, (A9) and for large enough M , we
have



























Using (A9), we have
∣∣T TL4 ∣∣ = ∥∥∥σ1/2c [[eAc ]]∥∥∥2
0,Ei
. (A.28)
Finally, by the definition of QM on an outflow boundary, we have
∣∣T TL5 ∣∣ = 〈eAc QM , eAc 〉Γ+
=
〈





and as a result, we will drop this term in our final estimate. Turning to the right
side of Equation A.21, for the time derivative term, we have
−((ρ(C)φπc− ρ(c)φc)t, eAc )Ω = −((φ(ρ(C)− ρ(c))πc)t, eAc )Ω + ((φρ(c)eIc)t, eAc )Ω
= −((φρ0εecπc)t, eAc )Ω + ((φρ(c)eIc)t, eAc )Ω. (A.30)
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Looking at the first term on the left in Equation A.30, if we expand the time
derivative term, apply the definition of the error, ec, and use (A2) we have
((φρ0εecπc)t, e
A
c )Ω = (φρ0εecπct, e
A












c )Ω − (φρ0εeIc,tπc, eAc )Ω, (A.31)
where we have for the first term




applying (A1,A6). For the second and third terms, applying (A1,A6), we have
|(φρ0εeIcπct, eAc )Ω − (φρ0εeIc,tπc, eAc )Ω| ≤ Z




























∥∥∥(φ1/2ρ(C)1/2eAc (·, T )∥∥∥2
0,Ω
. (A.34)
for ε < 1/4. For the second term in Equation A.30, using (A1,A4), we have
|((φρ(c)eIc)t, eAc )Ω| = |(φρ(c)eIc,t, eAc )Ω + ((φρ(c))teIc , eAc )Ω|
≤ Z
[ ∥∥eIc∥∥20,Ω + ∥∥eIc,t∥∥20,Ω ]+ ε∥∥∥ρ(C)1/2φ1/2eAc ∥∥∥20,Ω . (A.35)
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Turning to B(eIc , eAc ; QM ), we have













































T TRi . (A.36)
We bound each one of the terms. For large enough M and using (A10), we have∣∣T TR1 ∣∣ = |(eIcQM ,∇eAc )Ω|
≤ Z
∥∥eIc∥∥20,Ω + ε∥∥∥D(QM )1/2∇eAc ∥∥∥20,Ω . (A.37)
Using (A10), we have∣∣T TR2 ∣∣ = |(D(QM )∇eIc ,∇eAc )Ω|
≤ Z
∥∥∇eIc∥∥20,Ω + ε∥∥∥D(QM )1/2∇eAc ∥∥∥20,Ω . (A.38)
For the boundary terms T TR3 −T TR7 , we employ the trace estimates, Equations 3.23
and 3.26 and the penalty parameter assumptions (A9). So, for large enough M and
using (A9,A10), we have∣∣T TR3 ∣∣+ ∣∣T TR6 ∣∣ = ∣∣∣〈eI,uc QM , [[eAc ]] 〉Ei∣∣∣+ ∣∣∣〈eIcQM , eAc 〉Γ+∣∣∣
=

























Using (A9), Equation 3.23 and for large enough M , we have















Again, using (A9) and Equation 3.23, we have










∥∥eIc∥∥0,Ωe ∥∥eIc∥∥1,Ωe + ε ∥∥∥σ1/2c [[eAc ]]∥∥∥20,Ei . (A.41)
For the last term, applying (A10) and for large enough M , we have
∣∣T TR7 ∣∣ = |〈 {{D(QM )∇eAc }} , [[eIc]] 〉Ei |
≤











∥∥eIc∥∥20,Ωe ∥∥eIc∥∥21,Ωe . (A.42)
Finally, we turn to B(c, eAc ; q)− B(c, eAc ; QM ):

























T TRi . (A.43)
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We bound each of the terms. For the first term, using (A1,A7,A10) and for large
enough M , we have
∣∣T TR8 ∣∣ ≤ ∣∣((eAq c,∇eAc )Ω∣∣+ ∣∣(eIqc,∇eAc )Ω∣∣
=
∣∣∣(ρ(C)1/2K1/2ρ(C)−1/2K−1/2eAq ,D(QM )−1/2D(QM )1/2∇eAc )Ω∣∣∣
+




















Using the definition of the hydrodynamic dispersion tensor, Equation 3.16,
the second term can be written as
∣∣T TR9 ∣∣ = ∣∣((Dmech(q)−Dmech(QM ))∇c,∇eAc )Ω







∣∣(Dmol(ρ(c)− ρ(C))∇c,∇eAc )Ω∣∣ .
≡
∣∣T TR9a ∣∣+ ∣∣T TR9b ∣∣+ ∣∣T TR9c ∣∣ . (A.45)
Looking at the first term on the right in Equation A.45, applying (A6,A10) and
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Equation 3.17, we have
∣∣T TR9a ∣∣ = ∣∣((Dmech(q)−Dmech(πq))∇c,∇eAc )Ω∣∣
≤ ‖∇c‖0,Ω ‖Dmech(q)−Dmech(πq)‖0,Ω
∥∥∥D(QM )−1/2D(QM )1/2∇eAc ∥∥∥
0,Ω
≤ ZD ‖∇c‖0,Ω
∥∥eIq∥∥0,Ω ∥∥∥D(QM )−1/2∥∥∥0,Ω ∥∥∥D(QM )1/2∇eAc ∥∥∥0,Ω
≤ Z
∥∥eIq∥∥20,Ω + ε∥∥∥D(QM )1/2∇eAc ∥∥∥20,Ω . (A.46)
For the second term on the right in Equation A.45, applying (A6,A10) and Equa-
tion 3.17, we have
∣∣T TR9b ∣∣ = ∣∣((Dmech(πq)−Dmech(QM ))∇c,∇eAc )Ω∣∣
≤ ‖∇c‖0,Ω

























Looking at the last term on the right in Equation A.45, using (A1,A2,A10), we have








∥∥eIc∥∥20,Ω + ε2 ∥∥∥D(QM )1/2∇eAc ∥∥∥20,Ω . (A.48)
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Using (A1,A7,A9), the trace estimates Equations 3.23 and 3.26 gives



















































. For T TR11 , we use the definition of the dispersion tensor to
get
∣∣T TR11 ∣∣ ≤ ∣∣∣〈 {{(Dmech(q)−Dmech(πq))∇c}} , [[eAc ]] 〉Ei∣∣∣∣∣∣〈 {{(Dmech(πq)−Dmech(QM ))∇c}} , [[eAc ]] 〉Ei∣∣∣
+
∣∣∣〈 {{Dmol(ρ(C)− ρ(c))∇c}} , [[eAc ]] 〉Ei∣∣∣
≡
∣∣T TR11a ∣∣+ ∣∣T TR11b ∣∣+ ∣∣T TR11c ∣∣ . (A.50)
For the first term on the right in Equation A.50, using (A9,10) and Equation 3.23
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we have





























∥∥eIq∥∥0,Ωe ∥∥eIq∥∥1,Ωe + 12ε ∥∥∥σ1/2c [[eAc ]]∥∥∥0,Ei . (A.51)
Next, using (A9,10) and Equation 3.26 we have









































Turning to the last term in Equation A.50, using (A1,A6,A9) and the trace estimates
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Equations 3.23 and 3.26, we have
















































| = 0 (A.54)
using (A8) since q ≡ QM for x ∈ Γ+ for large enough constant M in the cutoff
function.
Combining terms, choosing appropriate constants to hide terms on the left and
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introducing the projection error estimates, we have
1
4















(∆2min(strans,k+1)−2) ‖c‖2L2(0,T ;Hstrans (Ω))
+ (∆2min(strans,k+1)) ‖ct‖2L2(0,T ;Hstrans (Ω))

















i from previously defined constants and Z1, Z2 are positive
constants.
Mass fraction time derivative estimate. We now use Equation A.20 with
w̃ ≡ eAh to get a bound on (ρ0εφec,t, eAh )Ω. Setting w̃ = eAh in Equation A.20, we
have
((ρ(C)φC − ρ(c)φc)t, eAh )Ω + B(eAc , eAh ; QM ) = B(eIc , eAh ; QM ) + B(c, eAh ; q)
− B(c, eAh ; QM ). (A.56)
Expanding the time derivative, applying (A2) and using the definition of the error,
ec, gives
((ρ(C)φC − ρ(c)φc)t, eAh )Ω = ((ρ(C)φ)tec, eAh )Ω + (ρ(C)φec,t,eAh )Ω
+ (φρ0εecct, e
A




and using this in Equation A.56 gives
∣∣(ρ(C)φec,t,eAh )Ω∣∣ ≤ ∣∣((ρ(C)φ)tec, eAh )Ω∣∣+ ∣∣(φρ0εecct, eAh )Ω∣∣+ ∣∣(φρ0εec,tc, eAh )Ω∣∣
+
∣∣B(eAc , eAh ; QM )∣∣+ ∣∣B(eIc , eAh ; QM )∣∣
+
∣∣B(c, eAh ; q)− B(c, eAh ; QM )∣∣ . (A.58)
Since ρ0 ≤ ρ(C) for all C, we have
∣∣(ρ0εφec,t, eAh )Ω∣∣ ≤ ε ∣∣(ρ(C)φec,t, eAh )Ω∣∣ (A.59)
≤ ε
[ ∣∣((ρ(C)φ)tec, eAh )Ω∣∣+ ∣∣(φρ0εecct, eAh )Ω∣∣+ ∣∣(φρ0εec,tc, eAh )Ω∣∣
+
∣∣B(eAc , eAh ; QM )∣∣+ ∣∣B(eIc , eAh ; QM )∣∣
+
∣∣B(c, eAh ; q)− B(c, eAh ; QM )∣∣ ]. (A.60)
Using (A6), we have
∣∣(φρ0εec,tc, eAh )Ω∣∣ ≤ ∣∣(φρ0εec,t, eAh )Ω∣∣ and finally arrive at the
estimate
∣∣(ρ0εφec,t, eAh )Ω∣∣ ≤ ε1− ε
[ ∣∣((ρ(C)φ)tec, eAh )Ω∣∣+ ∣∣(φρ0εecct, eAh )Ω∣∣
+
∣∣B(eAc , eAh ; QM )∣∣+ ∣∣B(eIc , eAh ; QM )∣∣
+
∣∣B(c, eAh ; q)− B(c, eAh ; QM )∣∣ ]. (A.61)
We bound each of the terms in turn. For the first term, using the definition of the
error and (A1,A4), we have















using (A1,A4). Turning to the bilinear forms, for B(eAc , eAh ; QM ), we have













































T THLi . (A.64)





∥∥∇eAh ∥∥20,Ω . (A.65)







∥∥∇eAh ∥∥20,Ω . (A.66)
For the boundary terms, T THL3 −T THL7 , we will apply the trace estimate to get our
bounds. For the first, for large enough M and using (A1,A9) with the trace estimate
Equation 3.26, we have∣∣T THL3 ∣∣ = ∣∣∣〈eA,uc QM , [[eAh ]] 〉Ei∣∣∣
=









For the second, using (A9,A10) and the trace estimate Equation 3.26, we have
∣∣T THL4 ∣∣ = ∣∣∣〈 {{D(QM )∇eAc }} , [[eAh ]] 〉Ei∣∣∣
=
∣∣∣〈σ−1/2h {{D(QM )∇eAc }} , σ1/2h [[eAh ]] 〉Ei∣∣∣
≤

















For the third term, with (A9), we have











where we will have to relate the penalty constants to hide the second error term
(σc,0 ≤ σh,0). For the next term, we have
∣∣T THL6 ∣∣ = ∣∣∣〈eAc QM , eAh 〉Γ+∣∣∣ = 0 (A.70)
after applying (A8).
Finally, similar to T THL4 , we have
∣∣T THL7 ∣∣ = ∣∣∣〈 {{D(QM )∇eAh }} , [[eAc ]] 〉Ei∣∣∣
=
∣∣∣〈σ−1/2c {{D(QM )∇eAh }} , σ1/2c [[eAc ]] 〉Ei∣∣∣
≤










∥∥∇eAh ∥∥20,Ω + 120 ∥∥∥σ1/2c [[eAc ]]∥∥∥20,Ei . (A.71)
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For the second bilinear form, we have













































T THRi . (A.72)
Starting with the first two terms, for large enough M , we have
∣∣T THR1 ∣∣ = ∣∣(eIcQM ,∇eAh )Ω∣∣
≤ Z
∥∥eIc∥∥20,Ω + ε∥∥∇eAh ∥∥20,Ω (A.73)
and
∣∣T THR2 ∣∣ = ∣∣(D(QM )∇eIc ,∇eAh )Ω∣∣
≤ Z
∥∥∇eIc∥∥20,Ω + ε∥∥∇eAh ∥∥20,Ω . (A.74)
Again, for the boundary terms T THR3 -T
THR
7 we will employ the trace estimates to
get our bounds. So, for large enough M and using (A9) and Equation 3.23, we have
∣∣T THR3 ∣∣ = ∣∣∣〈eI,uc QM , [[eAh ]] 〉Ei∣∣∣
=





∥∥eIc∥∥0,Ωe ∥∥eIc∥∥1,Ωe + ε∥∥∥σ1/2h [[eAh ]]∥∥∥20,Ei . (A.75)
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Next, applying (A9,A10) and Equation 3.23, we have










∥∥∇eIc∥∥0,Ωe ∥∥∇eIc∥∥1,Ωe + ε∥∥∥σ1/2h [[eAh ]]∥∥∥20,Ei . (A.76)
Using (A9) and Equation 3.23, we have
∣∣T THR5 ∣∣ = ∣∣∣〈σc [[eIc]] , [[eAh ]] 〉Ei∣∣∣
=










∥∥eIc∥∥0,Ωe ∥∥eIc∥∥1,Ωe + ε ∥∥∥σ1/2h [[eAh ]]∥∥∥20,Ei . (A.77)
We have
∣∣T THR6 ∣∣ = ∣∣∣〈eIcQM , eAh 〉Γ+∣∣∣ = 0 (A.78)
using (A8). Finally, using (A9), Equations 3.23 and 3.26 and for large enough M in
the cutoff operator, we have
∣∣T THR7 ∣∣ = ∣∣∣〈 {{D(QM )∇eAh }} , [[eIc]] 〉Ei∣∣∣
≤





∥∥∇eAh ∥∥20,Ω + Z∑
Ωe
∆−1e
∥∥eIc∥∥0,Ωe ∥∥eIc∥∥1,Ωe . (A.79)
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Finally, we turn to B(c, eAh ; q)− B(c, eAh ; QM ):

























T THRi . (A.80)
For the first term, using (A1,A6,A7), we have∣∣T THR8 ∣∣ ≤ ∣∣(eAq c,∇eAh )Ω∣∣+ ∣∣(eIqc,∇eAh )Ω∣∣
≤





∥∥eIq∥∥0,Ω + ∥∥∇eAh ∥∥0,Ω , (A.81)
where, Zq5 =
ρ∗k∗
4 . For the next term, we expand the term using the definition of






∣∣T THR9,a ∣∣+ ∣∣T THR9,b ∣∣ . (A.82)







∥∥eIc∥∥20,Ω ]+ ∥∥∇eAh ∥∥2Ω . (A.83)
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For the second term, we use (A1,A7,A10) which gives























D)2ρ∗k∗ ‖∇c‖20,Ω. Next, employing (A1,A7,A9), and Equations 3.23
and 3.26, we have
∣∣T THR10 ∣∣ = ∣∣∣〈c(q−QM ), [[eAh ]] 〉Ei∣∣∣
≤























. For the next term, similar to T THR9 , we expand the term
using the definition of the dispersion tensor to get
∣∣T THR11 ∣∣ = ∣∣〈 {{(D(q)−D(QM ))∇c}} , [[eAh ]] 〉Ei∣∣
≤
∣∣∣〈 {{φDmol(ρ(c)− ρ(C))∇c}} , [[eAh ]] 〉Ei∣∣∣
+
∣∣∣〈 {{Dmech(q)−Dmech(QM )∇c}} , [[eAh ]] 〉Ei∣∣∣
≡
∣∣T THR11,a ∣∣+ ∣∣T THR11,b ∣∣ . (A.86)
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For the first term on the right, applying the trace estimates Equation 3.23 and 3.26
with (A1,A6,A9,A10), we have
∣∣T THR11,a ∣∣ = ∣∣∣〈 {{φDmol(ρ(c)− ρ(C))∇c}} , [[eAh ]] 〉Ei∣∣∣
≤
∣∣∣〈 {{Dmρ0εeAc ∇c}} , [[eAh ]] 〉Ei∣∣∣
+





















∥∥eIc∥∥0,Ωe ∥∥eIc∥∥1,Ωe + ε2 ∥∥∥σ1/2h [[eAh ]]∥∥∥20,Ei (A.87)
and for the second term, again using (A1,A9,A10) with the trace estimates, we have
∣∣T THR11,b ∣∣ = ∣∣〈 {{(Dmech(q)−Dmech(πq))∇c}} , [[eAh ]] 〉Ei∣∣
+




























‖∇c‖20,Ω ‖∇c‖21,Ω. Finally, we have:
∣∣T THR12 ∣∣ = ∣∣∣〈c(q−QM ), eAh 〉Γ+∣∣∣ = 0 (A.89)
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applying (A8).
Combining the previous results, choosing appropriate constants and using the pro-









































(∆2min(strans,k+1)−2 + ∆2min(strans,k+1)) ‖c‖2Hstrans (Ω)







i as previously defined and Z5, Z6, Z7 are positive, ∆-independent
constants.
An estimate for
∥∥∇eAh ∥∥0,Ω. To get an estimate for ∥∥∇eAh ∥∥0,Ω, we start off with
the error equation derived from Darcy’s equation in its original form but with v ≡
∇eAh ∈ Ṽ. Using (A8), we arrive at the expression

















Using the orthogonality of our interpolant, the left side becomes
(∇eh,∇eAh )Ω =
∥∥∇eAh ∥∥20,Ω . (A.92)
We now bound the right hand side to get our estimate. Using (A1) and the definition
of the error, we have















. Applying the error definition, the second term becomes
∣∣TFD2 ∣∣ = 〈 [[eh]] ,{{∇eAh }} 〉Ei
≤
∣∣∣〈 [[eAh ]] ,{{∇eAh }} 〉Ei∣∣∣+ ∣∣∣〈 [[eIh]] ,{{∇eAh }} 〉Ei∣∣∣
≡ TFD2,a + TFD2,b . (A.94)
Applying the trace estimates Equation 3.26 and (A9), the first term is bounded by













∥∥∇eAh ∥∥20,Ω . (A.95)
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Applying the trace estimates Equation 3.23 and 3.26 gives a bound on the second
term:










∥∥eIh∥∥0,Ωe ∥∥eIh∥∥1,Ωe + 114 ∥∥∇eAh ∥∥20,Ω . (A.96)
Next, we have
∣∣TFD3 ∣∣ = ∣∣∣〈eh,∇eAh 〉ΓD ∣∣∣
≤
∣∣∣〈eAh ,∇eAh 〉ΓD ∣∣∣+ ∣∣∣〈eIh,∇eAh 〉ΓD ∣∣∣ (A.97)
where we apply the trace estimate Equation 3.26 and 3.23 and (A9) to get the
bounds



















∥∥eIh∥∥0,Ωe ∥∥eIh∥∥1,Ωe + 114 ∥∥∇eAh ∥∥20,Ω . (A.99)
Using (A1,A6), we have





∥∥eIc∥∥20,Ω + 114 ∥∥∇eAh ∥∥20,Ω . (A.100)
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Finally, we apply (A1,A4) to get the bound:







∥∥eIc∥∥20,Ω + 114 ∥∥∇eAh ∥∥20,Ω . (A.101)
Combining the previous results and using the approximation results gives our final
estimate:















where Z1, Z2 are positive, mesh independent constants and were we have gained the
constraint on our penalty constant that σh,0 ≥ 14Ztr,1.
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Combined Estimate To get an estimate for the coupled system, we first use


























































(∆2min(sflow,k+1)−2) ‖h‖2Hsflow (Ω) + ∆2min(svel,k+1) ‖q‖2Hsvel (Ω)
+ (∆2min(strans,k+1)−2) ‖c‖2Hstrans (Ω)
]]
. (A.103)
Leaving this estimate for now, we use the velocity error estimate (A.19) to






























∣∣(φρ0εec,t, eAh )Ω∣∣ (A.104)
where Z1, Z2 and Z3 are new positive constants and Z





(∆2min(sflow,1k+1) + ∆2min(sflow,k+1)−2) ‖h‖2L2(0,T ;Hsflow (Ω))
+ ∆2min(sflow,k+1) ‖ht‖2L2(0,T ;Hsflow (Ω))
+ (∆2min(svel,k+1) + ∆2min(svel,k+1)−2) ‖q‖2L2(0,T ;Hsvel (Ω))
+ ∆2min(strans,k+1)−2 ‖c‖2L2(0,T ;Hstrans (Ω))
+ ∆2min(strans,k+1) ‖ct‖2L2(0,T ;Hstrans (Ω))
]
.
We now add (A.104) to (A.18) to get
1
2





































+ (1 + Zq,1)
∫ T
0
∣∣(φρ0εec,t, eAh )Ω∣∣ . (A.105)
In our last step, we use our mass fraction error time derivative estimate (A.103) to
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bound the time derivative to get
1
2

































































































(∆2min(sflow,k+1)−2) ‖h‖2Hsflow (Ω) + ∆2min(svel,k+1) ‖q‖2Hsvel (Ω)




Rearranging terms, we arrive at
1
2































































where Z1, Z2, and Z3 are positive constants independent of ∆ and where we have
the revised coefficients












= (1 + Zq,1)
Zq,2ε
1− ε + (1 + Z
q,1)
3Zq9ε










= G1,a +G1,b +G1,c, (A.108)












= (1 + Zq,1)
3ε








= G2,a +G2,b, (A.109)
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= (1 + Zq,1)
3ε







= G3,a +G3,b, (A.110)



























5(1− ε)(1 + Z
q,1). (A.111)
We wish to show that with small enough ε and large enough penalty constants, we
can hide the terms with Gi coefficients on the right side. So, we want to choose our
penalty constants and restriction on ε such that Gi ≤ 1/4 for i = 1, 2, 3, 4, 5. For
the terms involving the penalty constant (G1,c, G2,b, G3,b, G4,a), we will take a large
enough penalty constants to get a desired bound and then place a restriction on the
































For G1, we wish to find G1,a, G1,b ≤ 1/10 and choose a large enough penalty con-
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Assuming large enough penalty constants such that each of the penalty constant
terms in Equation A.112 and A.113 are less than 1/20, then for G1,a, G1,b ≤ 1/10








ZG1,a = 1 + 5
[


































For G2, we will choose a large enough penalty constant such that G2,b ≤ 1/8 and
then we have the following restrictions on ε such that G2,a ≤ 1/8:



























We choose a large enough penalty constant such that the second term is less than













Similarly, for G3, we choose a large enough penalty constant such that G3,b ≤ 1/8
and then we need to analyze G3,a:





























We choose a large enough penalty constant such that the second term is less than













For G4, we choose a large enough penalty constant such that G4,b ≤ 1/8 and then
we analyze:



































Again, we choose a large enough penalty constant such that the second term is less
than 1/16 and then we have the following restrictions on ε such that the first term
























Finally, for G5, we have
G5 =
4ε




























We choose a large enough penalty constant such that the second term is less than












So, assuming a large enough penalty constant, a density contrast that meets the










































Applying Grönwall’s inequality gives us our final results.
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[95] J. A. Nitsche. Über ein variationsprinzip zur lösung von Dirichlet-problemen
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