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In this article, we consider a proportional odds model, which allows one to examine the
extent to which covariates interact nonlinearly with an exposure variable for analysis
of right-censored data. A local maximum likelihood approach is presented to estimate
nonlinear interactions (the coefficient functions) and the baseline function. The proposed
estimators are shown to be consistent and asymptotically normal with the asymptotic
variance estimated consistently. Also, we develop local profile likelihood ratio method
to construct confidence region of coefficient functions. Simulation studies are conducted
to evaluate the performances of the proposed estimators, and compare the normal
approximation based confidence regions and local profile likelihood ratio based confidence
regions. The method is illustrated with Stanford heart transplant data.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In survival analysis with censored data, the proportional odds model has been suggested as an attractive alternative
to the proportional hazards model in analyzing the effect of covariates on the hazard function. This is especially the case
when the ratio of the two hazards are not proportional, but changingwith time. One of such example is that treatment effect
diminishes alongwith time. Other examples of application of thismodel can be found in the analysis of environmental health
data and in analysis of non-lethal tumors. In studying harmful effects of chemical exposure, experiments are performed in
the groups of animals which are exposed to different levels of chemicals. The resulting tumor distributions between groups
are often compared using the proportional odds structure. When testing the effective of a treatment, it is sometimes more
appropriate to assume that patients in the treatment group and the control group have a similar mortality rate in the long
run as the effect of the treatment may fade out gradually. In this case, it is more reasonable to use proportional odds model
since the ratio of the hazard function for different groups of patients converges to unity over time for the model.
Many authors have discussed inference about the proportional oddsmodel, including Bennett [1], Pettitt [16], Cuzick [6],
Dabrowska and Doksum [7], Cheng et al. [4], Wu [21], Murphy et al. [15], Shen [17], Yang and Prentice [22], Lam and
Leung [13], and Chen et al. [3], among others. For example, Bennett [1] proposed a profile likelihood for the regression
parameter with the baseline odds function being profiled out by assuming that the baseline odds function as strictly
continuous; Murphy et al. [15] showed that the maximum profile likelihood estimator of the regression parameter was
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consistent, asymptotically efficient and normally distributed; Shen [17] proposed to approximate the baseline odds function
by monotone splines and use the sieve maximum likelihood method to estimate the baseline odds function and the
regressionparameter simultaneously. Cheng et al. [4] andChen et al. [3] derived the estimator of the regressionparameter for
a class of semiparametric transformationmodels using the generalized estimation equation approach with the proportional
odds model as a special case.
A common assumption behind all of these methods is that the covariate effects on the logarithm of the odds function are
linear and the regression coefficients are constant. This assumption, however, is mainly chosen for its good interpretation
and practical use. True associations in practical studies are usually more complex than a simple linear relationship. An
important extension of the constant coefficient model is the varying coefficient one, which addresses an issue frequently
encountered by investigators in practical studies. For example, the effect of an exposure variable on the odds function may
change with the level of a confounding covariate. This can be traditionally modeled by including an interaction term in the
model for simplicity, but when the effect of the exposure on the odds function changes nonlinearly with the confounding
variable this approach may introduce a large modeling bias. The varying-coefficient structure allows one to model possible
complex interaction between the exposure and the confounding variable.
In this article, we consider a proportional odds model, which allows one to examine the extent to which covariates
interact nonlinearly with an exposure variable for analysis of right-censored data. That is, we consider a proportional
odds model with varying coefficients. Since the coefficient functions are completely unknown, a local maximum likelihood
approach is presented to estimate the coefficient functions and the baseline function simultaneously. The proposed
estimators are shown to be consistent and asymptotically normal with variance which can be consistently estimated. The
local maximum likelihood method is a nonparametric counterpart of the widely used parametric maximum likelihood
technique. It is based on the idea of local fitting. Local fitting is a particularly useful technique in nonparametric estimation.
Fan and Gijbels [9] showed that the approach has good sampling properties for generalized linear models. Fan et al. [10]
further showed that these nice sampling properties carry further to the hazard regression setting. This paper extends the
idea of the local fitting to likelihood-based proportional odds model, and estimate both the coefficient function vector and
the baseline function simultaneously. This is quite challenging to investigate statistical properties of these estimators since
both the estimators of the coefficient function vector and the baseline function depend on each other in a very complicate
way. This is different from [10], where the local fitting is based on the partial likelihood and hence only the regression
coefficient functions are estimated directly by the local partial likelihoodmethod. This is also different from [15], where the
profile log-likelihood method is used. They first obtain maximum likelihood estimator of the baseline function given the
constant regression coefficient and then define a profile log-likelihood for the constant coefficient. However, this method
is hard to be applied to our case where the regression coefficient is a function vector, and it is also not clear whether the
profile likelihood estimator of the coefficient function vector is the coefficient function vector coordinate of the joint MLE
of the baseline function and the coefficient function. If not, the profile likelihood method defines less efficient estimators.
Furthermore, we develop a local profile likelihood ratio method to construct confidence regions of the coefficient functions.
This method is new for the local likelihood setting.
The remainder of the paper is organized as follows. In Section 2, we introduce the model and present the local maximum
likelihood estimation procedure. In Section 3, we study the asymptotic properties of the proposed estimators, and provide
an estimator of the asymptotic variance of the local likelihood estimator. In Section 4, choice of bandwidth is discussed.
In Section 5, some simulation results are reported to evaluate the proposed estimators. An analysis of the Stanford heart
transplant data is described in Section 6. The details of the proofs are relegated to the Appendix.
2. Local maximum likelihood estimation
Let T be the failure time, X be a p-dimensional covariate, andW be an exposure variable of interest. To explore the extent
to which the odds function interacts with different level of a exposure variableW , we consider the following proportional
odds model with varying coefficients
logit{F(t|X,W )} = logit{F0(t)} + β0(W )′X, (1)
where F(t|X,W ) is the conditional distribution of T given X and W , F0(t) is an unspecified baseline distribution function
and is continuously differentiable, β0(·) is a vector of unknown functions ofW , and logit(π) = log(π/(1− π)).
In the presence of censoring, we assume conditional independence of T and the censoring variable C given X andW . Let
T˜ = min(T , C) be the observed time and δ = I(T ≤ C) be the censoring indicator. According to (1), the survival function of
T , conditional on X andW , takes the form
S(t|X,W ) =

1+ α0(t) exp{β0(W )′X}
−1
, (2)
where α0(t) = F0(t)/(1 − F0(t)). α0(t) is clearly a nondecreasing and continuously differentiable function since F0(t) is
continuously differentiable.
Consider a survival study that consists of n i.i.d. observations, copies of O = (T˜ , δ, X,W ), denoted by {Oi = (T˜i, δi,
Xi,Wi); i = 1, . . . , n }. In the following, let q˙(x) and q¨(x) be the first and second derivatives of any function q(x) with
respect to x, respectively. Then under model (1), the log-likelihood function of (β, α) has the form
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l∗n(β, α) =
1
n
n
i=1
δi

β(Wi)′Xi + log1α(T˜i)

− (1+ δi) log[1+ α(T˜i) exp{β(Wi)′Xi}], (3)
where β(·) denotes a vector function, α(·) is an increasing right continuous function,1α(t) = α(t)− α(t−).
For i = 1, . . . , n, define Ni(t) = δiI(T˜i ≤ t), Yi(t) = I(T˜i ≥ t), and
Mi(t) = Ni(t)−
 t
0
Yi(s)[1+ α0(s) exp{β0(Wi)′Xi}]−1 exp{β0(Wi)′Xi}dα0(s).
Under model (1),Mi(t) are martingales with respect to the filtration Ft , where
Ft = σ {Ni(s), Xi, Yi(s),Wi, s ≤ t}.
Let τ = inf{t : P(T˜i > t) = 0}. Then the log-likelihood function (3) can be rewritten as
l∗n(β, α) =
1
n
n
i=1
 τ
0

X ′iβ(Wi)+ log1α(t)− log[1+ α(t) exp(X ′iβ(Wi))]

dNi(t)
− log[1+ α(T˜i) exp(X ′iβ(Wi))]

. (4)
If the unknown function β(·) is parameterized, the parameters can be estimated by maximizing (4). For our nonparametric
estimation, the form of the unknown function is not available. Directly solving the log-likelihood function (4) for the
unknown functions β(·) is hardly possible because of the infinite dimension of the unknown parameters. We choose to
use the local linear smoother.
Assume that each function in the component of β(·) is smooth so that it admits a Taylor’s expansion: for each given w0
andw, wherew is in a neighborhood ofw0,
β(w) ≈ β(w0)+ β˙(w0)(w − w0) ≡ γ + ζ (w − w0). (5)
Let h be a bandwidth, K(·) a kernel function with a compact support, and Kh(·) = K(·/h)/h. Set
Z = (X ′, X ′(W − w0))′, Zi = (X ′i , X ′i (Wi − w0))′.
Applying the above approximation, one obtains the local log-likelihood
ln(θ, α) = 1n
n
i=1
Kh(Wi − w0)
 τ
0

Z′iθ + log1α(t)− log[1+ α(t) exp(Z′iθ)]

dNi(t)
− log[1+ α(T˜i) exp(Z′iθ)]

, (6)
where θ = (γ ′, ζ ′)′. Let T˜(1) < · · · < T˜(m) denote them ordered exactly observed failure times withm =ni=1 δi. Following
the arguments of Murphy et al. [15] and Zeng and Lin [23], it can be shown that the function α that maximizes ln(θ, α) is a
step function with positive jumps only at the observed failure times T˜(j), j = 1, . . . ,m. Thus, we maximize ln(θ, α) over θ
and α, restricting α to be a step function with jumps at the observed failure times T˜(j), j = 1, . . . ,m. Let (θˆn(w0), αˆn(·;w0))
be the maximizer of ln(θ, α), where θˆn = (γˆn(w0)′, ζˆn(w0)′)′. Then βˆn(w0) ≡ γˆn(w0) is referred as the local maximum
likelihood estimator of β0(w0), and the local maximum likelihood estimator of α0(t) can be defined as
αˆn(t;w0) =
m
j=1
1αˆn(T˜(j);w0)I(T˜(j) ≤ t). (7)
αˆn(t;w0), in form, is a function of w0. Generally, however, it is (or approximately) a constant function of w0. That is,
αˆn(t;w0) is equal (or approximately) to αˆn(t) for anyw0. In simulation section, we also give a simulation example to show
this. If this is not the case, one can estimate α0(t) by
αˆn(t) =

αˆn(t;w)dFn,W (w),
where Fn,W (·) is the empirical distribution function ofW .
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3. Asymptotic properties
We now establish the asymptotic normality of the local maximum likelihood estimators. As shown in the Appendix,
θˆn(w0) and αˆn exist and the jump sizes of αˆn are finite. To derive the asymptotic properties of the proposed estimators,
we need some notations and technical conditions which are relegated to the Appendix for ease of presentation. Let Ξ
be a 2p × 2p diagonal matrix, with the first p elements 1 and the last p elements being h. Denote the true value θ by
θ0 = θ0(w0) = (γ ′0, ζ ′0)′. The asymptotic properties of the proposed estimators are given in the following theorems.
Theorem 1. Suppose the regularity conditions (C1)–(C6) stated in the Appendix hold. Then
Ξ(θˆn(w0)− θ0(w0)) P→ 0, sup
t∈[0,τ ]
|αˆn(t;w0)− α0(t)| P→ 0.
Let Oi = { (T˜i, δi, Xi,Wi)}, i = 1, . . . , n denote the ith observation data of O = (T˜ , δ, X,W ).
Theorem 2. Assume the regularity conditions (C1)–(C6) in the Appendix.
(i) If nh5 is bounded we have
√
nh

Ξ(θˆn(w0)− θ0(w0))− 12h
2epβ¨0(w0)

L→ N(0, A−1(w0)Σ(τ ;w0)A−1(w0)),
(ii) If nh5 → 0 we have
√
nh{Ξ(θˆn(w0)− θ0(w0))} L→ N(0, A−1(w0)Σ(τ ;w0)A−1(w0)),
whereΣ(τ ;w0) and A(w0) are given in (A.16) and (A.21) of the Appendix,
ep = A−1(w0)E

K(u)u2Bi(u,Oi)X ′i du

,
and Bi(·,Oi) is defined in (A.12) of the Appendix.
There are two ways to estimate the asymptotic variance. One way is to use the profile likelihood method [15]. The
other way is to treat θ and 1α as the parameters in (6), and the asymptotic covariance matrix for the estimators of
these parameters can be estimated using the Fisher information theory in the parametric setting [23]. In our settings, the
asymptotic variance cannot achieve the information bound since A(w0) is not equal toΣ(τ ;w0). But we exploit the similar
idea to obtain the consistent estimation of the asymptotic variance of the proposed estimators. Let
lni(θ, αn) = Kh(Wi − w0)
 τ
0

Z′iθ + log1αn(t)− log[1+ αn(t) exp(Z′iθ)]

dNi(t)− log[1+ αn(T˜i) exp(Z′iθ)]

,
with αn(t) =mj=11αn(T˜(j))I(T˜(j) ≤ t). We can show in the Appendix that for any continuous function gα(·)with bounded
variation on [0, τ ] and any vector b ∈ R2p with |b| ≤ 1,
Var
√
nh
 τ
0
gα(t)d{αˆn(t;w0)− α0(t)} + b′[Ξ(θˆn(w0)− θ0(w0))]

→ σ 2, (8)
where σ 2 can be consistently estimated by
σˆ 2 = (b′, gα(T˜(1)), . . . , gα(T˜(m)))Σˆ−11n Σˆ2nΣˆ ′
−1
1n (b
′, gα(T˜(1)), . . . , gα(T˜(m)))′
with
Σˆ1n = 1n
n
i=1
∂2lni(θ, αn)
∂(θ ′,1α′n)′∂(θ ′,1α′n)

θ=θˆn(w0),1αn=1αˆn
,
and
Σˆ2n = hn
n
i=1
∂ lni(θ, αn)
∂(θ ′,1α′n)′
· ∂ lni(θ, αn)
∂(θ ′,1α′n)

θ=θˆn(w0),1αn=1αˆn
.
Especially, when gα(·) = 0, σˆ 2 reduces to the estimator of the asymptotic variance of the linear combination of θˆn. Take
I1 = (Ip×p, 0(p+m)×(p+m))′, where Ip×p is a p× p identity matrix and 0(p+m)×(p+m) is a (p+m)× (p+m) zero matrix. Then,
Ωˆn = I′1Σˆ−11n Σˆ2nΣˆ−1
′
1n I1 defines a consistent estimator of the asymptotic variance,Ω(w0) say, of βˆn(w0).
Let χ2k,ϑ be the 1 − ϑ quantile of the standard chi-square distribution with k degrees of freedom. Then, under the
assumptions of Theorem 2(ii), the confidence region of β(w0) can be defined by
IN = {γ : nhI2(θˆn(w0)− θ(w0))Ωˆ−1n (θˆn(w0)− θ(w0))′I′2 ≤ χ21,ϑ },
where I2 = (Ip×p, 0p×p).
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Theorem 3. Under conditions of Theorem 2(ii), if γ0 is the true value of the parameter vector β(w0), then
−2nh(ln(γ0, ζˆn, αˆn)− ln(γˆn, ζˆn, αˆn)) L−→ w1χ21,1 + · · · + wpχ21,p,
where w1, . . . , wp are the eigenvalues of D(w0)Ω(w0) with D(w0) defined in (A.32), and χ21,1, . . . , χ
2
1,p are independent χ
2
1
variables.
Especially, ifw1 = · · · = wp = 1, theweighted chi-square reduces to the standard chi-squarewith p degrees of freedom.
This is the case when D(w0) = Ω−1(w0). However, it is hard to prove D(w0) = Ω−1(w0). In this case, w1, . . . , wp are
unknown, and hence the result of Theorem 3 cannot be used to make inference directly. Let wˆ1, . . . , wˆp be the eigenvalues
of Dn(w0)Ωˆn(w0), where Dn(w0) is defined in (A.31). Then, wˆ1, . . . , wˆp are the consistent estimators of w1, . . . , wp since
Dn(w0)Ωˆn(w0) is consistent estimate of D(w0)Ω(w0). Let qˆϑ be the estimated 1−ϑ quantile of the conditional distribution
of the weighted sum wˆ1χ21,1+· · ·+wˆpχ21,p given the observed data. Then a confidence region for β(w0)with asymptotically
correct coverage probability 1− ϑ can be defined by
IPL = {γ : −2nh(ln(γ , ζˆn, αˆn)− ln(γˆn, ζˆn, αˆn)) ≤ qˆϑ }.
In practice, the conditional distribution of wˆ1χ21,1 + · · · + wˆpχ21,p given the observed data can be calculated using Monte
Carlo simulation by repeatedly generating independent samples χ21,1, . . . , χ
2
1,p from χ
2
1 .
4. Choice of bandwidth h
One of the most challenging problems in the area of nonparametric estimation is how to choose the bandwidth h in
practice. Here we apply the K-fold cross-validation procedure for bandwidth selection commonly used in the literature
[8,18]. That is, we divide the data intoK different groups. In our case, we chooseK ≥ 5 with equal-sized parts in the first
K − 1 groups except just unequal-sized subjects in theKth group. For a fixed h, we deleted the kth part, k = 1, . . . ,K ,
and fitted the model to the otherK − 1 parts of the data to obtain the corresponding estimators βˆ(−k)n and αˆ(−k)n . Then the
prediction error for the kth group can be calculated by
PE(h, k) =

i∈Dk
[Mˆ(−k)i (τ )]2,
whereDk denotes the index in the kth part, and
Mˆ(−k)i (t) = Ni(t)−
 t
0
Yi(s)[1+ αˆ(−k)n (s) exp{X ′i βˆ(−k)n (Wi)}]−1 exp{Xiβˆ(−k)n (Wi)}dαˆ(−k)n (s).
We repeated this process and obtained the total prediction error defined by PE(h,K) = Kk=1 PE(h, k). Thus, the optimal
bandwidth h and the fold-numberK are the minimizer of PE(h,K). The procedure can be achieved by grid search.
5. Simulation studies
Simulation studies were conducted to examine the finite sample properties of the proposed estimators and compare the
pseudo likelihood ratiomethodwith the normal approximationmethod in terms of coverage accuracies and average lengths
of confidence intervals. In the study, the underlying proportional odds model for the failure time T was taken to be
logit{F(t|X,W )} = α0(t)+ X ′β0(W ),
where α0(t) = t, β0(w) = 0.5 sin((w− 0.5)π), X follows a Bernoulli distribution with success probability 0.5, andW was
taken to be uniformly distributed on [0, 1]. The censoring time C was generated from a uniform distribution on [0, 2]. In our
simulation studies, we took the bandwidth hn = n−1/3 and τ = 2 and all simulation studieswere based on 5000 replications
with n = 100 and n = 200, respectively.
To investigate the performances of the estimating methods for β0(·) and α0(·), we plotted the estimated curves βˆn(·)
and αˆn(·) in Fig. 1 with sample size n = 100 and n = 200, respectively. From Fig. 1, we see that the estimated curves are
much closer to the true ones, and when the sample size increases from 100 to 200, the estimated curves are closer to the
true curve.
To investigate further the performance of the proposed estimator βˆn(·), we computed pointwise bias and the standard
errors (SE) at the points w0 = 0.2, 0.3, 0.3, 0.4, 0.5, 0.6, 0.7 and 0.8. All results are summarized in Table 1. Table 1 shows
that all the values of BIAS were all reasonably small and the bias decreases as the sample size increases. This shows that the
proposed estimators have good performances.
Another more simpler estimate is αˆn(t;w0). However, this estimate in form depends on w0. Hence, it usually is not
considered as a good estimate. Actually, as pointed out in Section 2, this estimate is (or approximately) a constant function
ofw0. This can be seen from the following simulation results. To show the robustness of the estimator αˆn(t;w0)with respect
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Fig. 1. Estimated curve for β0(·) and α0(·) with bandwidth h = n−1/3 . Solid line: true curve; dashed line: n = 100; dash dotted line: n = 200. Left:
estimated curve βˆn(·); right: estimated curve αˆn(·).
Table 1
Bias and SE for the estimation of β0(w0)with hn = n−1/3 .
n βˆ(0.2) βˆ(0.3) βˆ(0.4) βˆ(0.5) βˆ(0.6) βˆ(0.7) βˆ(0.8)
BIAS 100 −0.0151 0.0138 −0.0090 −0.0201 −0.0395 −0.0491 −0.0405
200 0.0050 0.0142 0.0068 −0.0080 −0.0228 −0.0321 −0.0315
SE 100 0.6279 0.5419 0.4973 0.4809 0.4827 0.5065 0.5726
200 0.4346 0.3890 0.3697 0.3649 0.3635 0.3699 0.4082
BIAS: the average of the 5000 pointwise estimators minus the true values; SE: the standard errors of the 5000 pointwise estimators.
Fig. 2. Three-dimensional estimated curve α˜n(·;w0)with differentw0 . Left: n = 100; right: n = 200.
to the choice ofw0, we figured out the simulation results about the estimation function αˆn(t;w0) in Fig. 2 for n = 100, 200.
From Fig. 2, we can see that for any fixed time point t , the estimated curve almost parallels thew0-axis. This shows that the
estimator αˆn(t;w0) does not vary much with different choice ofw0 and thus has the robustness.
From Figs. 1, 2 and Table 1, we observe that the proposed estimators perform well in terms of bias and SE.
In Table 2, we calculated empirical coverage levels and average lengths of the normal approximation confidence intervals
IN and pseudo likelihood ratio confidence intervals IPL of β0(w0) at some fixed points w0 = 0.2, 0.3, 0.3, 0.4, 0.5, 0.6, 0.7
and 0.8 when n = 100 and 200.
From Table 2, one can see that all the coverage probabilities were all close to the nominal level 95% and the coverage
accuracy increases as sample size increases. Generally, the empirical coverage probabilities of IN are closer to 95%, but its
length is larger.
In order to further investigate the performances of the proposed estimators, we used two different choices of the
bandwidth, and considered the case of the continuous covariate and the nonlinear baseline odds function α0 in the
simulation studies. We chose α0(t) = t2, Xi ∼ U(0, 1) and hn = n−1/3 ∗ k with k = 1 and 0.5. The simulation results
are also presented in Table 3. Table 3 shows that the proposed estimator has good performances in the sense that BIAS and
SE are reasonably small.
Tables 1–3dealswith one dimensional covariates. Herewe also consider two-dimensional covariates: logit{F(t|X,W )} =
α0(t) + X1β1(W ) + X2β2(W ), where α0(t) = t2, X1 follows a Bernoulli distribution with success probability 0.5 and X2
follows a uniform distribution in [0, 1], β1(w) = 0.5 sin((w − 0.5)π), β2(w) = w + 1/(w + 1) and the bandwidth is
chosen as hn = n−1/3. The simulation results are shown in Table 4. Table 4 also shows that the proposed estimator has good
performances.
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Table 2
Average lengths and coverage probabilities for β0(w0) for selected values ofw0 and sample size nwhen nominal level is 0.95 and hn = n−1/3 .
w0 n Empirical coverages Average lengths
IPL IN IPL IN
0.2 100 0.9296 0.9398 2.1973 2.2989
200 0.9404 0.9484 1.6190 1.6779
0.3 100 0.9298 0.9404 1.9310 2.0047
200 0.9400 0.9468 1.4511 1.4953
0.4 100 0.9330 0.9424 1.8008 1.8595
200 0.9442 0.9500 1.3907 1.4275
0.5 100 0.9316 0.9394 1.7554 1.8053
200 0.9424 0.9504 1.3723 1.4039
0.6 100 0.9348 0.9412 1.7725 1.8177
200 0.9430 0.9506 1.3755 1.4033
0.7 100 0.9376 0.9438 1.8685 1.9129
200 0.9466 0.9516 1.4166 1.4425
0.8 100 0.9366 0.9422 2.1020 2.1513
200 0.9450 0.9512 1.5577 1.5854
Table 3
Bias and SE for the estimation of β0(w0)when α0(t) = t2, X ∼ U(0, 1).
n βˆ(0.2) βˆ(0.3) βˆ(0.4) βˆ(0.5) βˆ(0.6) βˆ(0.7) βˆ(0.8)
hn = n−1/3
BIAS 100 −0.0307 −0.0081 −0.0171 −0.0432 −0.0705 −0.0838 −0.0690
200 −0.0285 −0.0014 −0.0066 −0.0289 −0.0526 −0.0623 −0.0441
SE 100 0.7810 0.7414 0.7185 0.7146 0.7309 0.7666 0.8197
200 0.4919 0.4660 0.4544 0.4583 0.4776 0.5108 0.5558
hn = 0.5n−1/3
BIAS 100 −0.0260 0.0022 −0.0015 −0.0222 −0.0445 −0.0527 −0.0332
200 −0.0374 −0.0181 −0.0303 −0.0592 −0.0891 −0.1048 −0.0923
SE 100 0.8087 0.7670 0.7436 0.7414 0.7612 0.8019 0.8609
200 0.5028 0.4773 0.4637 0.4635 0.4773 0.5044 0.5432
Table 4
Bias and SE for the estimation for two-dimensional covariates.
Results for βˆ1(·)
n βˆ1(0.2) βˆ1(0.3) βˆ1(0.4) βˆ1(0.5) βˆ1(0.6) βˆ1(0.7) βˆ1(0.8)
BIAS 100 −0.0169 −0.0132 −0.0154 0.0018 −0.0111 −0.0119 0.0047
200 −0.0222 −0.0027 −0.0026 −0.0165 −0.032 −0.004 −0.0378
SE 100 0.6389 0.5439 0.5007 0.4859 0.4952 0.5346 0.6248
200 0.4381 0.3903 0.3818 0.3796 0.3784 0.3851 0.4298
Results for βˆ2(·)
n βˆ2(0.2) βˆ2(0.3) βˆ2(0.4) βˆ2(0.5) βˆ2(0.6) βˆ2(0.7) βˆ2(0.8)
BIAS 100 −0.002 0.0356 0.0383 0.0224 0.003 −0.019 −0.0453
200 −0.04 0.0088 0.0284 0.0228 0.0101 −0.002 −0.0159
SE 100 0.9993 0.9257 0.8770 0.8451 0.8467 0.8849 0.9866
200 0.6643 0.6375 0.6146 0.606 0.6166 0.6356 0.6911
6. Real data analysis
In this section, we apply the proposed method to the Standard heart transplant data presented by Crowley and Hu [5]
and Kalbfleisch and Prentice [12]. The data gave survival times of potential heart transplant recipients from their date of
acceptance into the Stanford heart transplant program, and one problem of considerable interest is to evaluate the effect
of heart transplantation on subsequent survival. From the time of admission to study until the time of death, there are 103
patients who were eligible for a heart transplant.
The failure time T in days can be defined as the time to death (from admission to study), whichwas said to be uncensored
or censored depending on whether a date last seen was the date of death or the closing date of the study. For the analysis,
let X be the transplant status, which was an indicator of whether or not a patient received a heart (0 for nontransplants, 1
for transplants), andW be the acceptance age (in years). Because pretransplant risks may be vary with the acceptance age
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Fig. 3. Left: robustness for the choices of bandwidth h for different K . Right: estimated Curve for β2 . Solid line: βˆ2 , dashed line: lower confidence band
with 95% level, dashed dotted line: upper confidence band with 95% level.
and age at transplant, the effect of X on the odds function of T may change withW . Hence we assume that the failure time
T follows the proportional odds model with varying coefficients
logit{F(t|X,W )} = α0(t)+ β1(W )+ Xβ2(W ),
where β1(W ) represents the baseline effect of the covariate W and β2(W ) represents interaction between X and W . This
permits us to examine how different the acceptance age interact with the transplant status.
To calculate the proposed estimates, we used the Gaussian Kernel function with h = 8 andK = 12, and τ was taken to
be the largest observed failure time. Here the bandwidth h andK were the minimizer of PE described at Section 4. To show
the robustness of h, we gave the figure of the optimal bandwidth h for differentK shown in Fig. 3.
From this figure, one can see that whenK > 5, the corresponding optimal h varies not much. The curve β2(·) and the
estimated lower and upper confidence band with confidence level 95% were estimated and shown in right side of Fig. 3. The
estimated function suggests the effect of the transplant status vary with the acceptance age, and the transplantation may
be beneficial for younger patients.
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Appendix. Proofs of theorems
Wewill use the same notation defined in the previous sections and assume that the following regularity conditions hold:
(C1) The covariates X andW have compact support, and the density function f (·) ofW is continuous at the point w0 with
f (w0) > 0.
(C2) The function β0(·) has continuous second-order derivative around the pointw0.
(C3) The function F0 is strictly increasing function with continuous first derivative on [0, τ ].
(C4) The censoring time C is conditionally independent of T given (X,W ) and infx,w P(C ≥ τ |X = x,W = w) > 0.
(C5) h → 0 and nh →∞.
(C6) The kernel function K ≥ 0 is a bounded density function with compact support, which satisfies that  uK(u)du = 0
and

u2K(u)du <∞.
Define ξ = Ξθ and Ui = Ξ−1Zi. Then the local log-likelihood can be written as
ln(ξ , α) = 1n
n
i=1
Kh(Wi − w0)
 τ
0

U′iξ + log1α(t)− log[1+ α(t) exp(U′iξ)]

dNi(t)
− log[1+ α(T˜i) exp(U′iξ)]

.
For some sufficiently largeM0 > 0, define a class of nondecreasing functions over [0, τ ],
Υ = {α(·) : α(t) is nondecreasing, α(0) = 0 and α(τ) ≤ M0}.
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Let ξ0 be the true value of ξ , and Bη(ξ0) be an η-radius ball of ξ0. Also let θ∗ = (ξ , α(·)) and Θ = Bη(ξ0) × Υ be the
product space of Bη(ξ0) and Υ . Then the maximization of the log-likelihood function is performed over the space θ∗ ∈ Θ .
For any two points (s1, θ∗1 ) and (s2, θ
∗
2 ) in [0, τ ] ×Θ , we define their distance as
d{(s1, θ∗1 ), (s2, θ∗2 )} = |s1 − s2| + ∥ξ1 − ξ2∥ + sup
t∈[0,τ ]
|α1(t)− α2(t)|,
where ∥ξ1 − ξ2∥ is the common Euclidean distance.
Lemma 1. Under the condition (C1)–(C6), suppose that g(s, θ∗, (W − w0)/h,O) is continuous with respect to the argument
(s, θ∗) and its expectation E[g(s, θ∗, u,O)|W = w0] is continuous at point w0. Then
sup
s∈[0,τ ],θ∗∈Θ
|C (j)n (s, θ∗)− C (j)(s, θ∗)| P→ 0, j = 0, 1,
where
C (j)n (s, θ
∗) = 1
n
n
i=1
Y⊗ji (s)Kh(Wi − w0)g(s, θ∗, (Wi − w0)/h,Oi),
and
C (j)(s, θ∗) = f (w0)E

K(u)Y⊗j(s)g(s, θ∗, u,O|W = w0)du

.
Here for any vector a, a⊗0 = 1 and a⊗1 = a.
Proof. For any ϵ > 0, the covering number N(ϵ, [0, τ ] × Θ, d) is finite. The proof is similar to that of Lemma A.1 in [11]
and Lemma 1 in [2]. 
Proof of Theorem 1. For brevity, we write αˆn(·) = αˆn(·;w0).
Step 1. We show that the jump sizes of αˆn(·) are finite. It can be checked that the ith term of the log-likelihood in (6) is
bounded by
−Kh(Wi − w0) log[1+ α(T˜i) exp(U′iξ)],
which diverges to−∞ if α(T˜i) is infinite for some T˜i since |U′iξ | is bounded by some positive constant.
Step 2. We show that supn αˆn(τ ) is bounded in probability. Since (ξˆn, αˆn) maximize the log-likelihood function ln, then
for any ξ and step function α, the difference ln(ξˆn, αˆn) − ln(ξ , α) ≥ 0. The main idea to prove the result is to show that if
αˆn diverges, then there exist some suitable step function α˜n, the difference ln(ξˆn, αˆn) − ln(ξ0, α˜n)must be negative, which
makes a contradiction.
By taking derivatives of ln(ξ , α)with respect to1α(T˜j) and setting it to zero, one obtains
αˆn(t) = 1n
 t
0
n
i=1
Kh(Wi − w0)dNi(s)
ψn(s; ξˆn, αˆn)
, (A.1)
where
ψn(s; ξ, α) = 1n
n
i=1
Yi(s)Kh(Wi − w0)(1+ δi)eU′iξ/[1+ α(T˜i) exp(U′iξ)]
= 1
n
n
i=1
Yi(s)Kh(Wi − w0)
 τ
0
eU
′
iξ I(u ≥ s)dNi(u)
1+ α(u) exp(U′iξ)
+ e
U′iξ
1+ α(T˜i) exp(U′iξ)

. (A.2)
Define
α˜n(t) = 1n
 t
0
n
i=1
Kh(Wi − w0)dNi(s)
1
n
n
i=1
Yi(s)Kh(Wi − w0)(1+ δi)eU′iξ0/[1+ α0(T˜i) exp(U′iξ0)]
.
Then
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n−1(ln(ξˆn, αˆn)− ln(ξ0, α˜n)) = 1n
n
i=1
Kh(Wi − w0)δiU ′i (ξˆn − ξ0)−
1
n
n
i=1
Kh(Wi − w0)δi log(ψn(T˜i; ξˆn, αˆn))
+ 1
n
n
i=1
Kh(Wi − w0)δi log(ψn(T˜i; ξ0, α0))
− 1
n
n
i=1
Kh(Wi − w0)(1+ δi) log(1+ αˆn(T˜i) exp(U ′i ξˆn))
+ 1
n
n
i=1
Kh(Wi − w0)(1+ δi) log(1+ α0(T˜i) exp(U ′i ξ0)).
By Lemma 1,
sup
(s,ξ ,α)∈[0,τ ]×Θ
|ψn(s; ξ, α)− ψ∗(s; ξ, α)| P→ 0,
where
ψ∗(s; ξ, α) = f (w0)E

K(v)Y (s)
 τ
0
eGi(v)
′ξ I(u ≥ s)dNi(u)
1+ α(u) exp(Gi(v)′ξ) +
eGi(v)
′ξ
1+ α(T˜i) exp(Gi(v)′ξ)

dv

,
and Gi(v) = (X ′i , X ′i v)′. Again by Lemma 1 and conditions (A.1), (A.2), one can infer that
n−1(ln(ξˆn, αˆn)− ln(ξ0, α˜n)) = Op(1)− 1n
n
i=1
Kh(Wi − w0)δi log(ψn(T˜i; ξˆn, αˆn))
− 1
n
n
i=1
Kh(Wi − w0)(1+ δi) log(1+ αˆn(T˜i) exp(U ′i ξˆn)).
Let q and Q be constants such that 0 < q ≤ exp(−U ′i ξˆn) ≤ Q <∞ almost surely for all i = 1, . . . , n and n = 1, 2, . . . .
By direct calculation, one can infer that
−1
n
n
i=1
Kh(Wi − w0)δi log(ψn(T˜i; ξˆn, αˆn)) ≤ −1n
n
i=1
Kh(Wi − w0)δi
× log

1
n
n
j=1
Yj(T˜i)Kh(Wj − w0)(1+ δj)/[Q + αˆn(T˜j)]

and
−1
n
n
i=1
Kh(Wi − w0)(1+ δi) log(1+ αˆn(T˜i) exp(U ′i ξˆn)) ≤ O(1)−
1
n
n
i=1
Kh(Wi − w0)(1+ δi) log(q+ αˆn(T˜i)).
Combining all the above results, we obtains that
0 ≤ n−1(ln(ξˆn, αˆn)− ln(ξ0, α˜n))
= Op(1)− 1n
n
i=1
Kh(Wi − w0)(1+ δi) log(q+ αˆn(T˜i))
− 1
n
n
i=1
Kh(Wi − w0)δi log

1
n
n
j=1
Yj(T˜i)Kh(Wj − w0)(1+ δj)/[Q + αˆn(T˜j)]

. (A.3)
We will show that if αˆn(τ )→∞, then the right side of (A.3) diverges to−∞. The approach is similar to the arguments
that was used in Zeng et al. [24] and Murphy [14]. Using the same arguments to the proof of Theorem 1 in Zeng et al. [24],
one can find one finite sequence τ = s0 > s1 > · · · > sN > sN+1 = 0, such that
1
2
E

(1+ δi)I(T˜i = τ)|Wi = w0

≥ E

δiI(T˜i ∈ [s1, s0))|Wi = w0

,
and
(1− c)E

(1+ δi)I(T˜i ∈ [sp, sp−1))|Wi = w0

≥ E

δiI(T˜i ∈ [sp+1, sp))|Wi = w0

, p ≥ 1,
where c ∈ (0, 1) is a constant.
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Now the right hand side of (A.3) is bounded by
−1
n
n
i=1
Kh(Wi − w0)(1+ δi)I(T˜i = τ) log(q+ αˆn(τ ))
−
N
p=0
1
n
n
i=1
Kh(Wi − w0)(1+ δi)I(T˜i ∈ [sp+1, sp)) log(q+ αˆn(sp+1))
−
N
p=0
1
n
n
i=1
Kh(Wi − w0)δiI(T˜i ∈ [sp+1, sp))
× log
1
n
n
j=1
Kh(Wj − w0)(1+ δj)I(T˜j ≥ T˜i, T˜i ∈ [sp+1, sp))
Q + αˆn(T˜j)

+ Op(1)
≤ − 1
2n
n
i=1
Kh(Wi − w0)(1+ δi)I(T˜i = τ) log(q+ αˆn(τ ))
−

1
2n
n
i=1
Kh(Wi − w0)(1+ δi)I(T˜i = τ) log(q+ αˆn(τ ))
− 1
n
n
i=1
Kh(Wi − w0)δiI(T˜i ∈ [s1, s0)) log(Q + αˆn(τ ))

−
N
p=1

1
n
n
i=1
Kh(Wi − w0)(1+ δi)I(T˜i ∈ [sp, sp−1)) log(q+ αˆn(sp))
− 1
n
n
i=1
Kh(Wi − w0)δiI(T˜i ∈ [sp+1, sp)) log(Q + αˆn(sp))

−
N
p=0
1
n
n
i=1
Kh(Wi − w0)δiI(T˜i ∈ [sp+1, sp))
× log
1
n
n
j=1
Kh(Wj − w0)(1+ δj)I(T˜j ≥ T˜i, T˜i ∈ [sp+1, sp))

+ Op(1).
The first term of the above inequality diverges to−∞ as αˆn(τ )→∞ from Condition C4 and Lemma 1. By the selection
of the finite sequence sp, p = 0, . . . ,N , the second term is negative as n is large and the third term cannot diverge to+∞.
The forth term is bounded from Lemma 1. Hence the right hand side of (A.3) diverges to −∞, which contradicts with the
fact that the left hand of (A.3) is not negative.
Step 3. It follows from step 2 that {αˆn(·), n = 1, 2, . . .} is a sequence of bounded nondecreasing function and {ξˆn, n =
1, 2, . . . , } is also a sequence of bounded vectors, Helly’s selection theoremyields that there exists a convergent subsequence
such that ξn → ξ ∗ and αˆn(·)→ α∗(·) uniformly in probability.
Step 4. We prove that ξ ∗ = ξ0 and α∗ = α0.
By the continuity of ψ∗(·; ξ, α) and the uniform convergence of αˆn(·), we get that
|ψn(s; ξˆn, αˆn)− ψ∗(s; ξ ∗, α∗)| ≤ |ψn(s; ξˆn, αˆn)− ψ∗(s; ξˆn, αˆn)| + |ψ∗(s; ξˆn, αˆn)− ψ∗(s; ξ ∗, α∗)| P→ 0
uniformly in s ∈ [0, τ ]. It follows easily from Lemma 1 that α˜n(t) converges to α0(t) uniformly in t ∈ [0, τ ]. On the
other hand, ln(ξˆn, αˆn) − ln(ξ0, α˜n) ≥ 0. Letting n → ∞ and using the Kullback–Leibler divergence, one obtains that
pξ∗,α∗(O|W = w0) = pξ0,α0(O|W = w0), where pξ,α(O|W = w0) is the conditional density function of O given W = w0.
This directly yields that ξ ∗ = ξ0 and α∗ = α0 by Lemma A.2 of Murphy et al. [15]. This completes the proof. 
Proof of Theorem 2. Taking derivatives of the local log-likelihood functionwith respect to ξ , one obtains the score function
of ξ , that is,
l˙n(ξ , α) = 1n
n
i=1
Kh(Wi − w0)Ui
 τ
0
dNi(t)
1+ α(t) exp(U′iξ)
− α(T˜i) exp(U
′
iξ)
1+ α(T˜i) exp(U′iξ)

.
For convenience, write
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αˆn(t; ξ) = 1n
 t
0
n
i=1
Kh(Wi − w0)dNi(s)
ψn(s; ξ, αˆn(·; ξ))
to emphasize the dependence on ξ . Then the estimation equation for ξ is l˙n(ξ , αˆn(·; ξ)) = 0.
First, we prove the asymptotic normality of l˙n(ξ0, αˆn(·; ξ0)). Let Ki = Kh(Wi − w0), and
Φ(s; Xi, β0, α0) = exp(X
′
iβ0(Wi))
1+ α0(s) exp(X ′iβ0(Wi))
.
It follows from (A.2) that
αˆn(t; ξ0) = 1n
 t
0
n
i=1
KidNi(s)
ψn(s; ξ0, αˆn)
= 1
n
 t
0
n
i=1
KidMi(s)
ψn(s; ξ0, α0) +
1
n
 t
0
n
i=1
KiYi(s)Φ(s; Xi, β0, α0)dα0(s)
ψn(s; ξ0, αˆn) + op

1√
nh

= 1
n
 t
0
n
i=1
KidMi(s)
ψ∗(s; ξ0, α0) +
 t
0
1
n
n
i=1
KiYi(s)Φ(s; Xi, β0, α0)− ψn(s; ξ0, α0)
ψ∗(s; ξ0, α0) dα0(s)
+α0(t)−
 t
0
1
ψ∗(s; ξ0, α0) [ψn(s; ξ0, αˆn)− ψn(s; ξ0, α0)]dα0(s)+ op((nh)
−1/2 + h2). (A.4)
A Taylor series expansion yields
1
n
n
i=1
KiYi(s)Φ(s; Xi, β0, α0) = 1n
n
i=1
Yi(s)KiΦ(s;Ui, ξ0, α0)
+ 1
2n
n
i=1
Yi(s)Ki
(Wi − w0)2X ′i β¨0(w0)eU
′
iξ0
[1+ α0(s)eU′iξ0 ]2
+ op(h2). (A.5)
Note that by (A.2),
ψn(s; ξ0, α0) = 1n
n
i=1
Yi(s)Ki
 τ
0
I(u ≥ s)Φ(u;Ui, ξ0, α0)dMi(u)+ Φ(T˜i;Ui, ξ0, α0)

+ Rn(s), (A.6)
where
Rn(s) = 1n
n
i=1
Yi(s)Ki
 τ
0
Yi(u)I(u ≥ s)Φ(u;Ui, ξ0, α0)Φ(u; Xi, β0, α0)dα0(u).
In a similar manner, we have
Rn(s) = 1n
n
i=1
Yi(s)Ki
 τ
0
Yi(u)Φ(u;Ui, ξ0, α0)2I(u ≥ s)dα0(u)
+ 1
2n
n
i=1
Yi(s)KiX ′i β¨0(w0)(Wi − w0)2
 τ
0
Yi(u)e2U
′
iξ0 I(u ≥ s)dα0(u)
[1+ α0(u) exp(U′iξ0)]3
+ op(h2)
= 1
n
n
i=1
Yi(s)Ki

Φ(s;Ui, ξ0, α0)− Φ(T˜i;Ui, ξ0, α0)

+ 1
2n
n
i=1
Yi(s)KiX ′i β¨0(w0)(Wi − w0)2
 τ
0
Yi(u)e2U
′
iξ0 I(u ≥ s)dα0(u)
[1+ α0(u) exp(U′iξ0)]3
+ op(h2)
= 1
n
n
i=1
Yi(s)Ki

Φ(s;Ui, ξ0, α0)− Φ(T˜i;Ui, ξ0, α0)

+ 1
4n
n
i=1
Yi(s)KiX ′i β¨0(w0)(Wi − w0)2

eU
′
iξ0
[1+ α0(s)eU′iξ0 ]2
− e
U′iξ0
[1+ α0(T˜i)eU′iξ0 ]2

+ op(h2). (A.7)
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Hence by (A.5)–(A.7),
1
n
n
i=1
KiYi(s)Φ(s; Xi, β0, α0)− ψn(s; ξ0, α0) = −1n
n
i=1
Yi(s)Ki
 τ
0
I(u ≥ s)Φ(u;Ui, ξ0, α0)dMi(u)

+ 1
4n
n
i=1
Yi(s)KiX ′i β¨0(w0)(Wi − w0)2
×

eU
′
iξ0
[1+ α0(s)eU′iξ0 ]2
+ e
U′iξ0
[1+ α0(T˜i)eU′iξ0 ]2

+ op(h2). (A.8)
Define
V0i(s, t) = I(s ≤ t)
ψ∗(s; ξ0, α0) −
 s
0
I(u ≤ t)Yi(u)Φ(s;Ui, ξ0, α0)dα0(u)
ψ∗(u; ξ0, α0) ,
V1i(t) =
 τ
0
V0i(s, t)dMi(s), ψ˜(t) =
 t
0
1
ψ∗(s; ξ0, α0)dα0(s),
V2i(t) = ψ˜(t) e
2U′iξ0(1+ δi)
[1+ α0(T˜i)eU′iξ0 ]2
, v2 = lim
n→∞
1
n
n
i=1
KiV2i(T˜i)
b1i(t) =
 t
0
Yi(s)
ψ∗(s; ξ0, α0)

eU
′
iξ0
(1+ α0(s)eU′iξ0)2
+ e
U′iξ0
(1+ α0(T˜i)eU′iξ0)2

dα0(s),
b2i = 1n
n
j=1
KjV2j(T˜j)b1i(T˜j), b3i = 1n
n
j=1
KjV2j(T˜j)V1i(T˜j),
b4i = Ui
 τ
0
Yi(t) exp(U ′i ξ0)
[1+ α0(t) exp(U ′i ξ0)]3
dα0(t), V3i(t) = V1i(t)+ b3i/(1− v2),
B1n(t) = 14n
n
i=1
Ki(Wi − w0)2X ′i β¨0(w0)b1i(t),
B2n = 14n
n
i=1
Ki(Wi − w0)2X ′i β¨0(w0)b2i, B3n(t) = B1n(t)+ B2n/(1− v2),
B4n = 12n
n
i=1
Ki(Wi − w0)2X ′i β¨0(w0)b4i.
Using the above notations, the uniform convergence of αˆn and the Taylor expansion with (A.4) and (A.8), we get
αˆn(t; ξ0)− α0(t)+ B1n(t) = 1n
n
i=1
KiV1i(t)+ 1n
n
i=1
KiV2i(T˜i)(αˆn(T˜i; ξ0)− α0(T˜i))
+ 1
n
n
i=1
(αˆn(T˜i; ξ0)− α0(T˜i))2Op(1)+ op

1√
nh
+ h2

,
which implies that
1
n
n
i=1
KiV2i(T˜i)(αˆn(T˜i; ξ0)− α0(T˜i)) = 11− v2

−B2n + 1n
n
i=1
Kib3i

+Op

1
n
n
i=1
(αˆn(T˜i; ξ0)− α0(T˜i))2

+ op((nh)−1/2 + h2).
Thus,
αˆn(t; ξ0)− α0(t)+ B3n(t) = 1n
n
i=1
KiV3i(t)+ 1n
n
i=1
(αˆn(T˜i; ξ0)− α0(T˜i))2Op(1)+ op((nh)−1/2 + h2).
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Note that B3n(t) = Op(h2) and 1n
n
i=1 KiV3i(t) = Op((nh)−1/2) uniformly in t ∈ [0, τ ]. Then one can derive that
1
n
n
i=1
(αˆn(T˜i; ξ0)− α0(T˜i))2 = op((nh)−1/2 + h2).
Therefore,
αˆn(t; ξ0)− α0(t)+ B3n(t) = 1n
n
i=1
KiV3i(t)+ op((nh)−1/2 + h2). (A.9)
Observe that
l˙n(ξ0, αˆn(·; ξ0)) = 1n
n
i=1
KiUi
 τ
0
dNi(t)
1+ αˆn(t; ξ0) exp(U′iξ0)
− αˆn(T˜i; ξ0) exp(U
′
iξ0)
1+ αˆn(T˜i; ξ0) exp(U′iξ0)

= 1
n
n
i=1
KiUi
 τ
0
dMi(t)
1+ α0(t) exp(U′iξ0)
+ H1n + H2n, (A.10)
where
H1n = 1n
n
i=1
KiUi
 τ
0

1
1+ αˆn(t; ξ0) exp(U′iξ0)
− 1
1+ α0(t) exp(U′iξ0)

dMi(t),
and
H2n = 1n
n
i=1
KiUi
 τ
0
Yi(t)Φ(t; Xi, β0, α0)dα0(t)
1+ αˆn(t; ξ0) exp(U′iξ0)
− 1
n
n
i=1
KiUiαˆn(T˜i; ξ0)Φ(T˜i;Ui, ξ0, αˆn(·; ξ0)).
Note that by Theorem 1, αˆn(t; ξ0) converges uniformly to α0(t), and then it can be shown that
√
nhH1n → 0 in probability.
It follows from the Taylor expansion that
exp(X ′iβ0(Wi)) = exp(U′iξ0)(1+
1
2
X ′i β¨0(w0)(Wi − w0)2)+ op(h2).
Hence,
H2n = 1n
n
i=1
KiUi
 τ
0
Yi(t)Φ(t; Xi, β0, α0)dα0(t)
1+ α0(t) exp(U′iξ0)
− 1
n
n
i=1
KiUiΦ(T˜i;Ui, ξ0, α0)
− 1
n
n
i=1
KiUi
 τ
0
Yi(t) exp(U′iξ0)[αˆn(t; ξ0)− α0(t)]Φ(t; Xi, β0, α0)dα0(t)
[1+ α0(t) exp(U′iξ0)]2
+ 1
n
n
i=1
KiUi
(αˆn(T˜i; ξ0)− α0(T˜i)) exp(U′iξ0)
[1+ α0(T˜i) exp(U′iξ0)]2
+ op((nh)−1/2 + h2)
= 1
2n
n
i=1
KiUi
 τ
0
Yi(t) exp(U′iξ0)X
′
i β¨0(w0)(Wi − w0)2dα0(t)
[1+ α0(t) exp(U′iξ0)]3
− 1
n
n
i=1
KiUi
 τ
0
Yi(t) exp(2U′iξ0)[αˆn(t; ξ0)− α0(t)]dα0(t)
[1+ α0(t) exp(U′iξ0)]3
− 1
n
n
i=1
KiUi
(αˆn(T˜i; ξ0)− α0(T˜i)) exp(U′iξ0)
[1+ α0(T˜i) exp(U′iξ0)]2
+ op((nh)−1/2 + h2)
= B4n + 1n
n
i=1
KiUi
 τ
0
Yi(t) exp(2U′iξ0)(αˆn(t; ξ0)− α0(t))dα0(t)
[1+ α0(t) exp(U′iξ0)]3
− 1
n
n
i=1
KiUi
(αˆn(T˜i; ξ0)− α0(T˜i)) exp(U′iξ0)
[1+ α0(T˜i) exp(U′iξ0)]2
+ op((nh)−1/2 + h2)
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= B4n + 1n
n
i=1
 τ
0
v3(t)(αˆn(t; ξ0)− α0(t))dα0(t)
− 1
n
n
i=1
KiV4i(T˜i)(αˆn(T˜i; ξ0)− α0(T˜i))+ op((nh)−1/2 + h2), (A.11)
where
v3(t) = lim
n→∞
1
n
n
i=1
KiYi(t)Ui
exp(2U′iξ0)
[1+ α0(t) exp(U′iξ0)]3
,
and
V4i(t) = Ui exp(U
′
iξ0)
[1+ α0(t) exp(U′iξ0)]2
.
Define
Bi

Wi − w0
h
,Oi

= b4i − 12
 τ
0
v3(t)

b1i(t)+ b2i1− v2

dα0(t)+ 12 limn→∞
1
n
n
j=1
KjV4j(T˜j)

b1i(T˜j)+ b2i1− v2

, (A.12)
and
Bn = 12n
n
i=1
Ki(Wi − w0)2X ′i β¨0(w0)Bi

Wi − w0
h
,Oi

.
Thus, it follows from (A.9) and (A.11) that
H2n = B4n +
 τ
0
v3(t)

−B3n(t)+ 1n
n
j=1
KjV3j(t)

dα0(t)
− 1
n
n
i=1
KiV4i(T˜i)

−B3n(T˜i)+ 1n
n
j=1
KjV3j(T˜i)

+ op((nh)−1/2 + h2)
= Bn + 1n
n
i=1
KiV5i + op((nh)−1/2 + h2), (A.13)
where V5i =
 τ
0 v3(t)V3i(t)dα0(t)+ limn→∞ 1n
n
j=1 KjV4j(T˜j)V3i(T˜j). After some algebraic calculation, we obtain that
V5i =
 τ
0
V6i(t)dMi(t), (A.14)
where
V6i(t) =
 τ
t
v3(u)V0i(t, u)dα0(u)+ 11− v2
 τ
0
v3(u)dα0(u)× lim
n→∞
1
n
n
j=1
KjV2j(T˜j)V0i(t, T˜j)
+ lim
n→∞
1
n
n
j=1
KjV0i(t, T˜j)×

V4j(T˜j)+ (1− v2)−1V2j(T˜j)× lim
n→∞
1
n
n
l=1
KlV4l(T˜l)

.
Define
Vi(t) = V6i(t)+ Ui/(1+ α0(t) exp(U′iξ0)). (A.15)
Thus, it follows from (A.10) and (A.13)–(A.15) that
√
nh(l˙n(ξ0, αˆn(·; ξ0))− Bn) =

h
n
n
i=1
Ki
 τ
0
Vi(t)dMi(t)+ op(1).
Now we derive the asymptotic normality of the above right term. Denote
A1(t) =

h
n
n
i=1
Ki
 t
0
Vi(s)dMi(s).
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For convenience, we write Vi(t) as Vi(t;U ′i ξ0,Ui) to emphasize their dependence on U ′i ξ0 and Ui. Note that the process A1(t)
is a local square integrable martingale with the square variation process
⟨A1, A1⟩(t) = hn
n
i=1
K 2i
 t
0
V⊗2i (s;U ′i ξ0,Ui)
Yi(s) exp(X ′iβ0(Wi))
1+ α0(s) exp(X ′iβ0(Wi))
dα0(s),
which converges toΣ(t;w0) for 0 ≤ t ≤ τ , where
Σ(t;w0) = f (w0)

K 2(u)du
 t
0
E

Vi(s; X ′iβ0(w0),Gi(u))⊗2
Yi(s) exp(X ′iβ0(w0))
1+ α0(s) exp(X ′iβ0(w0))
Wi = w0dα0(s). (A.16)
It is easy to prove that the Lindeberg conditions for the process A1(t) hold. By the martingale central limit theorem, A1(t)
converges in distribution to a normal random variable with mean zero and variance matrixΣ(t;w0). Therefore,
√
nh(l˙n(ξ0, αˆn(·; ξ0))− Bn) L→ N(0,Σ(τ ;w0)). (A.17)
Next, we prove that the second derivative of the logarithm of the local likelihood function evaluated at ξ0 converges
to a finite constant matrix. Obviously, αˆn(·; ξ) maximizes ln(ξ , α) for fix ξ . By the same argument as that of Theorem 1,
there exists a convergent subsequence such that αˆn(t; ξ) converges to a function α∗(t; ξ) in probability uniformly over
[0, τ ] × Bη(ξ0). By (A.2) and the dominated convergence theorem, α∗(t; ξ) has first continuous derivative α˙∗0(t; ξ) around
ξ0. Denote α˙∗0(t; ξ0) by α˙∗0(t). Then
α˙∗0(t) = limn→∞
 t
0
n−1
n
i=1
Kh(Wi − w0)dNi(s)
−[ψn(s; ξ0, α0)]2 ×
∂ψn(s; ξ, αˆn(·; ξ))
∂ξ

ξ=ξ0
. (A.18)
A straightforward calculation yields that
∂ψn(s, ξ , αˆn(·; ξ))
∂ξ

ξ=ξ0
= 1
n
n
i=1
UiYi(s)Ki exp(U′iξ0)
 τ
0
I(t ≥ s)dNi(t)
1+ αˆn(t; ξ0) exp(U′iξ0)
+ 1
1+ αˆn(T˜i; ξ0) exp(U′iξ0)

− 1
n
n
i=1
Yi(s)Ki exp(U′iξ0)
×
 τ
0
I(t ≥ s) exp(U′iξ0)
[1+ αˆn(t; ξ0) exp(U′iξ0)]2

dαˆn(t; ξ0)
dξ
+ Uiαˆn(t; ξ0)

dNi(t)
− exp(U
′
iξ0)
[1+ αˆn(T˜i; ξ0) exp(U′iξ0)]2

dαˆn(T˜i; ξ0)
dξ
+ Uiαˆn(T˜i; ξ0)

→ f (w0)ψ˙∗(s; α˙∗0 , ξ0, α0), (A.19)
where
ψ˙∗(s; α˙∗0 , ξ0, α0) =

K(u)E

Yi(s) exp(G′i(u)ξ0)

Gi(u)
1+ α0(s) exp(G′i(u)ξ0)
−
 τ
0
exp(2G′i(u)ξ0)I(t ≥ s)
[1+ α0(t) exp(G′i(u)ξ0)]3

α˙∗0(t)+ Gi(u)α0(t)

dα0(t)
+ exp(G
′
i(T˜i)ξ0)
[1+ α0(t) exp(G′i(T˜i)ξ0)]2

α˙∗0(t)+ Gi(T˜i)α0(t)
Wi = w0

du.
Thus, it follows from (A.18) and (A.19) that
α˙∗0(t) = −
 t
0
ψ˙∗(s; α˙∗0 , ξ0)
ψ∗(s; ξ0, α0)/f (w0)dα0(s). (A.20)
Note that
l¨n(ξ0, αˆn(·; ξ0)) = −1n
n
i=1
KiUi
 τ
0
exp(U′iξ0)
[1+ αˆn(t; ξ0) exp(U′iξ0)]2

∂αˆn(t; ξ0)
∂ξ ′
+ αˆn(t; ξ0)U ′i

dNi(t)
+ 1[1+ αˆn(T˜i; ξ0) exp(U′iξ0)]2

∂αˆn(T˜i; ξ0)
∂ξ ′
+ αˆn(T˜i; ξ0)U ′i

.
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Then by (A.20),
l¨n(ξ0, αˆn(·; ξ0))→−A(w0), (A.21)
where
A(w0) = f (w0)E

K(u)Gi(u)du
 τ
0
Yi(t) exp(X ′iβ(w0))
[1+ α0(t) exp(X ′iβ(w0))]3
×

α˙∗0(t)+ α0(t)Gi(u)
′
dα0(t)+ 1[1+ α0(T˜i) exp(X ′iβ0(w0))]2

α˙∗0(T˜i)+ α0(T˜i)Gi(u)
′
.
By the Taylor expansion,
√
nh{(ξˆn − ξ0)− A−1(w0)Bn} = −l¨−1n (ξ0, αˆn(·; ξ0))
√
nh{l˙n(ξ0, αˆn(·; ξ0))− Bn} + op(1). (A.22)
Hence it follows from (A.17), (A.21) and (A.22) that
√
nh{(ξˆn − ξ0)− A−1(w0)Bn} L→ N(0, A−1(w0)Σ(τ ;w0)A−1(w0)). (A.23)
It can be checked that
h−2A−1(w0)Bn
P→ 1
2
epβ¨0(w0),
where ep is defined in Theorem 2. 
To prove (8), we first introduce the following lemma, which is analogous to Theorem 3.3.1 [19].
Lemma 2. Let Φnh and Φh be random maps and a fixed map, which depend on the bandwidth h, from Θ into a Banach space,
such that
(a)
√
nh(Φnh − Φh)(θˆn)−
√
nh(Φnh − Φh)(θ0) = o∗p(1+
√
nh∥θˆn − θ0∥).
(b) Let Φh(θ0) = ah2 + op(h2) for some constant a andΦnh(θˆn) = o∗p(1/
√
nh).
(c)
√
nh(Φnh − Φh)(θ0) weakly converge to a tight random variable Z.
(d) Let θ → Φh(θ) be Fréchet-differentiable at θ0 with continuous derivative Φ˙h(θ0) and Φ˙(θ0) = limh→0 Φ˙h(θ0) is invertible.
then if h = O(n−1/5),
√
nh(θˆn − θ0 + Φ˙−1(θ0)ah2) d→−Φ˙−1(θ0)Z .
Proof. From conditions (a) and (b),
√
nh(Φh(θˆn)− Φh(θ0)) =
√
nh(Φh(θˆn)− Φnh(θˆn))+
√
nh(Φnh(θˆn)− Φh(θ0))
= √nh(Φh(θˆn)− Φnh(θˆn))−
√
nhh2a+ o∗p(1+ (nh5)1/2)
= −√nh(Φnh − Φh)(θ0)−
√
nhh2a+ o∗p(1+
√
nh∥θˆn − θ0∥),
which yields that
√
nh(Φh(θˆn)− Φh(θ0)+ ah2) = −
√
nh(Φnh − Φh)(θ0)+ o∗p(1+
√
nh∥θˆn − θ0∥).
Using condition (c), (d) and h = O(n−1/5), one can obtain that
√
nh(θˆn − θ0) = Op(1)+ op(1+
√
nh∥θˆn − θ0∥),
which means that the sequence θˆn is
√
nh-consistent. Applying conditions (c) and (d), one can easily prove the lemma. 
Proof of (8). Write αˆn(·) = αˆn(·, w0) for brevity. First, we show that
√
nh(ξˆn − ξ0, αˆn(·) − α0) + Op(
√
nh5) converges in
distribution to a multivariate normal random variable in the metric spaceΘ ×Υ by using Lemma 2. To apply the Lemma 2,
we use the notations in the proof of Theorems 1 and 2. For θ = (ξ , α), the local log-likelihood function of θ given O, is
l(θ;O) = Kh(W − w0)

δ(U ′ξ + log α˙(T˜ ))− (1+ δ) log(1+ α(T˜ ) exp(U ′ξ))

.
Q. Wang et al. / Journal of Multivariate Analysis 109 (2012) 168–189 185
For any function gα(·) on [0, τ ] of bounded total variation, b ∈ R2p with ∥b∥ ≤ 1, we define
Φh(θ)[gα, b] = E

l˙α

gαdα

+ b′ l˙ξ

and the randommappingsΦnh(θ)[gα, b] as the empirical version ofΦh(θ)[gα, b], where l˙α

gαdα

+ l˙ξb is the local score
function along the path θϵ = (α + ϵ

gα(t)dα(t), ξ + ϵb), that is
l˙α

gαdα

+ b′ l˙ξ = ∂ l(θϵ;O)
∂ϵ

ϵ=0
.
Set θ0 = (ξ0, α0) and θˆn = (ξˆn, αˆn). After direct calculation, one obtains that
Φh(θ)[gα, b] = E

Kh(W − w0)

U ′b
δ − α(T˜ ) exp(U ′ξ)
1+ α(T˜ ) exp(U ′ξ) + δgα(T˜ )−
(1+ δ)Aα(T˜ ) exp(U ′ξ)
1+ α(T˜ ) exp(U ′ξ)

,
where Aα(t) =
 t
0 gα(s)dα(s).
From the proof of Theorem 2, there exist two i.i.d. random processes V (1)iξ (·), V (1)iα (·), and one value B(1)ξ and one function
B(1)α (·), such that
√
nh(ξˆn − ξ0 − B(1)ξ h2) =
√
h√
n
n
i=1
Kh(Wi − w0)
 τ
0
V (1)iξ (t;Ui)dMi(t)+ op(1+ (nh5)1/2), (A.24)
and
√
nh(αˆn(t)− α0(t)− B(1)α (t)h2) =
√
h√
n
n
i=1
Kh(Wi − w0)
 t
0
V (1)iα (s;Ui)dMi(s)+ op(1+ (nh5)1/2). (A.25)
Now we verify the four conditions in Lemma 2. By Taylor expansion and the results of Theorems 1 and 2, there exist
one i.i.d. random processes V (2)iα (t;U) = V (2)iα (t;U,O, gα, b) and i.i.d. random variables V (2)iξ (U) = V (2)iξ (U,O, gα, b), i =
1, . . . , n, such that
Φh(θˆn)− Φh(θ0) = E

Kh(W − w0)
 τ
0
V (2)1α (t;U)(αˆn(t)− α0(t))dt
+ V (2)1ξ (U)(ξˆn − ξ0)

+ op((nh)−1/2 + h2),
which, together with (A.24) and (A.25), yields that
Φh(θˆn)− Φh(θ0) = h2E

Kh(W − w0)B(2)ξ (U;O)+
1
n
n
i=1
Kh(Wi − w0)
 τ
0
V7i(t;Ui,U)dMi(t)

+ op((nh)−1/2 + h2),
where
B(2)ξ (U;O) =
 τ
0
V (2)1α (t;U)B(1)α (t)dt + V (2)1ξ (U)B(1)ξ ,
and
V7i(t;Ui,U) = V (1)iα (t;Ui)
 τ
t
V (2)1α (s;U)ds+ V (2)1ξ (U)V (1)iξ (t;Ui).
Noting thatM ′i s are martingales, by Lemma 1, one can easily verify that
√
nh(Φnh(θˆn)− Φnh(θ0))−
√
nh(Φh(θˆn)− Φh(θ0)) = op(1+ (nh5)−1/2) = op(1)
since h = O(n−1/5), which means the condition (a) holds.
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Now we verify the condition (b). It is clear thatΦnh(θˆn) = 0. From the definition ofΦh, one obtains that
Φh(θ0) = E

Kh(W − w0)

U ′b
δ − α0(T˜ ) exp(U ′ξ0)
1+ α0(T˜ ) exp(U ′ξ0)
+ δgα(T˜ )− (1+ δ)Aα0(T˜ ) exp(U
′ξ0)
1+ α0(T˜ ) exp(U ′ξ0)

= −E

Kh(W − w0)

U ′b
α0(T˜ ) exp(U ′ξ0)
1+ α0(T˜ ) exp(U ′ξ0)
+ Aα0(T˜ ) exp(U
′ξ0)
1+ α0(T˜ ) exp(U ′ξ0)

+
 τ
0
E

Kh(W − w0)

U ′b− Aα0(t) exp(U ′ξ0)
1+ α0(t) exp(U ′ξ0) + gα(t)

dM(t)

+
 τ
0
E

Kh(W − w0)

U ′b− Aα0(t) exp(U ′ξ0)
1+ α0(t) exp(U ′ξ0) + gα(t)

Y (t) exp(X ′β0(W ))
1+ α0(t) exp(X ′β0(W ))

dα0(t)
=
 τ
0
E

Kh(W − w0)

U ′b− Aα0(t) exp(U ′ξ0)
1+ α0(t) exp(U ′ξ0) + gα(t)

dM(t)

+
 τ
0
E

Kh(W − w0)

U ′b− Aα0(t) exp(U ′ξ0)
1+ α0(t) exp(U ′ξ0) + gα(t)

× Y (t) exp(U
′ξ0)X ′β¨0(w0)(W − w0)2
2[1+ α0(t) exp(U ′ξ0)]2

dα0(t)+ op(h2)
= ah2 + op(h2),
where
a = 1
2
f (w0)

K(u)du
 τ
0
E

X ′β¨0(w0)

G(u)′b− Aα0(t) exp(G(u)′ξ0)
1+ α0(t) exp(G(u)′ξ0) + gα(t)

× Y (t) exp(G(u)
′ξ0)
[1+ α0(t) exp(G(u)′ξ0)]2
W = w0dα0(t).
Now we verify the condition (c). Denote V8i(t) = U
′
i b−Aα0 (t) exp(U ′i ξ0)
1+α0(t) exp(U ′i ξ0)
+ gα(t) and V9i = 12X ′i β¨0(w0)(Wi −
w0)
2
 τ
0 V8i(t)Yi(t) exp(U
′
i ξ0)/[1+ α0(t) exp(U ′i ξ0)]2dα0(t). From the proof of condition (b), one can obtain that
√
nh(Φnh − Φh)(θ0) =

h
n
n
i=1
Kh(Wi − w0)
 τ
0
V8i(t)dMi(t)
+√nh1
n
n
i=1
[Kh(Wi − w0)V9i − EKh(Wi − w0)V9i].
One can show that the above second term is op(1). Similar to the proof of (A.17),
h
n
n
i=1
Kh(Wi − w0)
 τ
0
V8i(t)dMi(t)
L→ N(0, σ 21 ),
where
σ 21 = f (w0)

K 2(u)du
 τ
0
E

G′(u)b− Aα0(t) exp(X ′β0(w0))
1+ α0(t) exp(X ′β0(w0)) + gα(t)
2
× Y (t) exp(X
′β0(W ))
1+ α0(t) exp(X ′β0(W ))
W = w0dα0(t).
Now we verify condition (d). Observe that
Φh(θ)[gα, b] = E

Kh(W − w0)

U ′b
δ − α(T˜ ) exp(U ′ξ)
1+ α(T˜ ) exp(U ′ξ) + δgα(T˜ )−
(1+ δ)Aα(T˜ ) exp(U ′ξ)
1+ α(T˜ ) exp(U ′ξ)

.
The Fréchet-differentiability ofΦh andΦ can be easily checked. In order to verify the invertibility of Φ˙ , one just need to
prove that the map Φ˙ is one-to-one. Following the similar arguments to the proof in [24], one only needs to prove that if
there are some gα with bounded total variation over [0, τ ] and 2p× 1 vector bwith ∥b∥ ≤ 1, satisfying
lim
h→0 E

l˙α(ξ0, α0)

gαdα

+ b′ l˙ξ (ξ0, α0)
2
= 0, (A.26)
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then one must have
gα = 0, b = 0. (A.27)
From (A.26), conditions (C1) and (C6), one obtains that for any u ∈ the support of kernel function K(·), givenW = w0,
0 =
 τ
0

G′(u)b− Aα0(t) exp(G′(u)ξ0)
1+ α0(t) exp(G′(u)ξ0) + gα(t)

dN(t)− α0(T˜ ) exp(G
′(u)ξ0)G′(u)b+ Aα0(T˜ ) exp(G′(u)ξ0)
1+ α0(T˜ ) exp(G′(u)′ξ0)
.
The above quality still holds when N(τ ) = 0 and C ≥ τ giveW = w0 and also holds when C ≥ τ and N(·) has only one
jump at time t , this yields that givenW = w0,
G′(u)b = −α−10 (t)
 t
0
gα(s)dα0(s).
We thus conclude that G′(u)b = 0 and  t0 gα(s)dα0(s) = 0 for all t ∈ [0, τ ], which yields that (A.27) must hold.
Thus, it follows from Lemma 2 that
√
nh(ξˆn−ξ0, αˆn−α0)+Op(
√
nh5) convergesweakly to a zero-mean Gaussian process
in the metric spaceR2p × Υ . Furthermore,
(nh)1/2Φ˙(θ0)

ξˆn − ξ0
αˆn − α0

b
gα

= (nh)1/2

l(n)ξ (ξ0, α0)
′b+ l(n)α (β0, α0)

gαdα0

+ op(1), (A.28)
where l(n)ξ (ξ , α) is the score vector for ξ , and
l(n)α (ξ , α)[gα] = lim
ε→0
ln

ξ, α + ε  gαdα− ln(ξ , α)
ε
.
Next, we prove σˆ 2
p−→ σ 2. The proof is analogous to that of Theorem 3 in Zeng et al. [24] and the proofs in [24] and thus
we keep it brief. Define
l(n)αα(ξ , α)[gα1 , gα2 ] = lim
ε→0
l(n)α

ξ, α + ε  gα2dα [gα1 ] − l(n)α (ξ , α)[gα1 ]
ε
,
and l(n)ξξ (ξ , α) denotes the Hessian matrix of ln(ξ , α) with respect to ξ . Also l
(n)
ξα (ξ , α)[gα] and l(n)αξ (ξ , α)[gα] are defined
similarly. Let lξξ (ξ , α), lξα(ξ , α)[gα], lαξ (ξ , α)[gα] and lαα(ξ , α)[gα1 , gα2 ] be the limits of n−1l(n)ξξ (ξ , α), n−1l(n)ξα (ξ , α)
[gα], n−1l(n)αξ (ξ , α)[gα] and n−1l(n)αα(ξ , α)[gα1 , gα2 ], respectively. A straightforward calculation and (A.28) yield that
−

lξξ (ξ0, α0) lξα(ξ0, α0)
lαξ (ξ0, α0) lαα(ξ0, α0)
√
nh(ξˆn − ξ0)√
nh(αˆn − α0)

[b, gα] + Op(
√
nh5)
= √nh

l(n)ξ (ξ0, α0)
′b+ l(n)α (ξ0, α0)

gαdα0

+ op(1). (A.29)
for any (ξ , α) and (b, gα). This approximation holds uniformly for gα with bounded variation and bwith bounded norm.
The first term at the left hand side of (A.29) can be approximated uniformly by
(b′,−→gα ′)Σ1n
√
nh

ξˆn − ξ0
{1αˆn(T˜i)−1α0(T˜i) : δi = 1}

,
where−→gα is the vector of {gα(T˜i) : δi = 1} and1α0(T˜i) = α0(T˜i)−maxT˜k<T˜i,δk=1 α0(T˜k).
The right-hand side of (A.29) has a same asymptotic distribution as the random variable (b′,−→gα ′)Σ1/22n G, where G is a
standard multivariate normal random variable. Therefore,
(b′,−→gα ′)Σ1n
√
nh

ξˆn − ξ0
{1αˆn(T˜i)−1α0(T˜i) : δi = 1}

+ Op(
√
nh5)
d≈ (b′,−→gα ′)Σ1/22n G,
where the notation ‘‘X
d≈ Y ’’ means that X and Y have the same asymptotical distribution. This yields that
(b′,−→gα ′)
√
nh

ξˆn − ξ0
{1αˆn(T˜i)−1α0(T˜i) : δi = 1}

+ Op(
√
nh5)
d≈ (b′,−→gα ′)Σ−11n Σ1/22n G,
by replacing (b′,−→gα ′)with (b′,−→gα ′)Σ−11n . Therefore,
√
nhb′(ξˆn − ξ0)+
√
nh
 τ
0
gα(t)d(αˆn(t)− α0(t))+ Op(
√
nh5)
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converges to a zero-mean normal distribution with variance that is the limit of
(b′,−→gα ′)Σ−11n Σ2nΣ−11n (b′,−→gα ′)′. 
Proof of Theorem 3. Let Viγ = I2A−1(w0)
 τ
0 Vi(s)dMi(s), where I2 = (Ip×p, 0p×p). Then from the proof of Theorem 2(ii),
one obtains that
√
nh(γˆn(w0)− γ (w0)) =
√
h√
n
n
i=1
Kh(Wi − w0)Viγ + op(1). (A.30)
For notational convenience, denote αˆn(t) = αˆn(t;w0), γˆn = γˆn(w0), ζˆn = ζˆn(w0), γ0 = γ (w0), ζ0 = ζ (w0) and
Ki = Kh(Wi − w0).
Following the proof of (A.9), one can prove that
|αˆn(t)− α0(t)| = Op((nh)−1/2 + h2).
Note that
ln(γ , ζ , α) = 1n
n
i=1
Ki
 τ
0

X ′i γ + X ′i (Wi − w0)ζ + log1α(t)
− log[1+ α(t) exp(X ′i γ + X ′i (Wi − w0)ζ )]

dNi(t)− log[+α(T˜i) exp(X ′i γ + X ′i (Wi − w0)ζ )]

.
Let
Φ1(t; γ , ζ , α, Xi,Wi) = 1+ α(t) exp(X ′i γ + X ′i (Wi − w0)ζ ).
Then,
Dn := ∂
2ln(γ , ζˆn, αˆn)
∂γ ∂γ ′
= 1
n
n
i=1
KiXiX ′i
 τ
0
Φ1(t; γ , ζˆn, αˆn, Xi,Wi)− 1
Φ21 (t; γ , ζˆn, αˆn, Xi,Wi)
dNi(t)+ Φ1(T˜i; γ , ζˆn, αˆn, Xi,Wi)− 1
Φ21 (T˜i; γ , ζˆn, αˆn, Xi,Wi)

.
By Taylor expansion, one obtains that
−2(ln(γ0, ζˆn, αˆn)− ln(γˆn, ζˆn, αˆn)) = (γˆn − γ0)′Dn(w0)(γˆn − γ0)+ Op(((nh)−1/2 + h2)3).
It is direct to prove
Dn(w0)
P→ D(w0), (A.31)
where
D(w0) = f (w0)µ0E

XiX ′i
 τ
0
α0(t) exp(X ′iβ0(Wi))dNi(t)
[1+ α0(t) exp(X ′iβ0(Wi))]2
+ α0(T˜i) exp(X
′
iβ0(Wi))
[1+ α0(T˜i) exp(X ′iβ0(Wi))]2
Wi = w0. (A.32)
Consequently, it follows from (A.31) and (A.32) that
−2(ln(γ0, ζˆn, αˆn)− ln(γˆn, ζˆn, αˆn)) = (γˆn − γ0)′D(w0)(γˆn − γ0)+ Op(((nh)−1/2 + h2)3)
and further from (A.23) that
−2nh(ln(γ0, ζˆn, αˆn)− ln(γˆn, ζˆn, αˆn)) =
√
h√
n
n
i=1
KiViγ + op(1)
′
D(w0)
√
h√
n
n
i=1
KiViγ + op(1)

+ op(1).
Let
D1(w0) = Ω 12 (w0)D(w0)Ω 12 (w0)
and note that
Vn ≡
√
h√
n
Ω−1/2(w0)
n
i=1
KiViγ
L→ N(0, Ip).
Therefore, one obtains that
−2nh(ln(γ0, ζˆn, αˆn)− ln(γˆn, ζˆn, αˆn)) = V ′nD1(w0)Vn + op(1).
Using arguments similar to Wang and Rao [20], Theorem 3 is then proved. 
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