In [25, 42, 6] , the authors have shown that universal solving procedures require exponential running time. Roughly speaking, a universal solving procedure takes as input a system of multivariate polynomial equations and outputs complete symbolic information on the solution variety. Here, we introduce a non-universal solving procedure adapted to Generalised Pham Systems. The aim is to compute partial information of the variety defined by the input system. The Algorithm is based on a homotopic deformation and on a non-archimedean lifting procedure from a non-singular zero of the homotopic curve. The complexity of the procedure is also stated and it depends on some intrinsic quantity called the deformation degree of the given input system.
Introduction
In [42, 25, 6] , the authors prove that universal elimination procedures require exponential running time. In fact, these authors show that the Bézout number of some input systems of polynomial equations is a lower bound for the output length and, hence, for the running time of universal elimination procedures. In these three papers, the authors also observed that most symbolic procedures in Elimination Theory are universal in their sense.
Roughly speaking, a universal elimination procedure is based on some universal polynomial equation solver. A polynomial equation solver is a device that takes as input a system of multivariate polynomials F := [f 1 , . . . , f r ] ∈ Q[X 1 , . . . , X n ] r and returns some information concerning the solution variety V (F) ⊆ C n V (F) := {x ∈ C n : f i (x) = 0, 1 ≤ i ≤ r}.
Informally speaking, a polynomial equation solver is called universal if for every input F, the output contains enough information to answer any elimination question involving V (F). We refer to [6] and [5] for precise definitions and statements of universal procedures.
An alternative to improve the efficiency of symbolic elimination procedures is the introduction of symbolic polynomial equation solvers that are not universal in the previously quoted sense. This paper is devoted to exhibit a nonuniversal polynomial equation solver of symbolic nature (cf. Algorithm 2 in Section 3).
A classical example of non-universal polynomial equation solver is the Numerical Approach to solving. Most of the polynomial equation solvers follow this pattern: Given F a system of polynomial equations and given an accuracy ε > 0, output a zero ζ of system F up to a distance smaller than ε". This approach to solving is followed in most studies on Numerical Analysis polynomial equation solvers (cf. [40, 38, 53, 52, 56, 57] ). Observe that a Numerical Analysis procedure that approximates all solutions of a given system immediately requires a running time greater than the number of actual zeros of the input system. Since the number of solutions generically equals the Bézout number, it follows that this kind of Numerical Analysis procedures also behaves as universal symbolic procedures and their running time is at least exponential in the number of variables (cf. [42] for precise statements).
The aim of these pages is to exhibit a non-universal symbolic polynomial equation solver. Note that the output of such procedure is not a complete description of the solution variety V (F). In fact, we will show an Algorithm whose output contains partial information of V (F). The amount of information contained in the output is conceptually inspired by Approximate Zero Theory (introduced by S. Smale in [51] and developed by M. Shub and S. Smale in the series of papers [46, 47, 48, 49, 50] ). In this approach to polynomial equation solving, the input is a system of polynomial equations F := [f 1 , . . . , f n ] ∈ Q[X 1 , . . . , X n ] n and the output is an approximate zero of F with associated zero ξ ∈ V (F). An approximate zero of F is a point z ∈ Q[i] n such that the sequence of iterates of the Newton operator N F applied to z converges quadratically to the actual zero ξ ∈ V (F) ⊆ C n . Namely, z ∈ Q[i] n is an approximate zero of F with associated zero ξ ∈ V (F) ⊆ C n if and only if, for every k ∈ N, k ≥ 1, the following inequality holds:
where · stands for the usual Euclidean norm. Therefore, in this approach to solving, a Numerical Analysis polynomial equation solver takes as input a system F and outputs z ∈ Q[i] n .
Such numerical procedure is not a universal procedure in the sense of [42, 25, 6] .
Observe that an approximate zero z ∈ Q[i] n associated to some actual zero ζ ∈ V (F) does not contain complete information of V (F). In fact, in [7] , the authors prove that the amount of information contained in an approximate zero is computationally equivalent to the amount of information contained in the residue class field Q(ζ) of ζ. In other words, the digits of the approximate zero z are enough to reconstruct the whole symbolic structure of the ring Q(ζ). This is why in these pages we consider this information (the residue class field Q(ζ)) as the minimal unit of symbolic information. This minimal unit of information will also be called a Q−irreducible component of V (F) (see Subsection 2.1 bellow).
Thus, the symbolic non-universal polynomial equation solver we introduce outputs an amount of information equivalent to an approximate zero. Namely, we will show an Algorithm that performs the following task:
Input A system F := [f 1 , . . . , f n ] ∈ Z[X 1 , . . . , X n ] n of multivariate polynomial equations. Output A symbolic encoding of some Q−irreducible component of V (F).
It should be clear from the context that computing a full symbolic description of V (F) and then applying some kind of factorisation techniques to compute a Q−irreducible component of V (F) has no sense: it is already a universal procedure. Hence, the key will be to compute a Q−irreducible component of V (F) without computing (as much as possible) full information on V (F).
Here, symbolic encodings of Q−irreducible components follow the trends of Kronecker's (also geometric) encodings of equidimensional algebraic varieties as used in the series of papers [33, 41, 14, 13, 12, 15, 20, 17, 26] . A Kronecker's encoding of some equidimensional algebraic variety V ⊆ C n is a birational isomorphism of V with some well-suited hypersurface embedded in some affine space of appropriate dimension. A more precise definition may be seen in Subsection 2.1 below.
Main Statements
In these pages we study a particular class of homotopic deformation from a symbolic (non-archimedean) approach. This particular class of deformation is well-suited for Generalised Pham Systems. A generalised Pham system is a system of multivariate polynomials F ∈ Q[X 1 , . . . , X n ] n such that the homogeneous components of highest degree of the polynomials in F define the empty variety in the n−dimensional projective space (cf. Subsection 3.1 for a more precise definition and basic properties of generalised Pham systems).
The reader will observe that these properties generalise standard properties of Pham systems. The reader can also refer to [4, 8, 38, 37] and the references therein.
Roughly speaking, the non-archimedean homotopic deformation we introduce works as follows. Let F ∈ Z[X 1 , . . . , X n ] n be the input generalised Pham system and H ∈ N be a positive integer. Let a ∈ Z n be randomly chosen such that a ≤ H and such that the Jacobian matrix defined by F at a is regular (i.e. DF (a) ∈ GL(n, Q)). We consider the following deformation of the original system: The running time of the machine M is polynomial in the following quantities:
where d is the maximum of the degrees of the polynomials in F and def deg(F) is an intrinsic quantity defined as the deformation geometric degree of F.
Our Algorithm assumes that the input system is given by its straight-line program encoding, whereas the output are univariate polynomials given by their dense encoding. Nevertheless, the integer coefficients of the univariate output polynomials are given by their straight-line program encoding. In Subsection 2.3 below, the reader should find more precise statements of these encodings.
The time complexity of this Algorithm depends polynomially on the input length and on some intrinsic quantity def deg(F). The quantity def deg(F) can be defined in the following terms. Let V (F a ) ⊆ C n+1 be the equidimensional curve (1) . As observed in Proposition 20, there is one and only one Q−irreducible component W a ⊆ V (F a ) that contains the smooth point (1, a) ∈ V (F a ). This unique component W a determines the deformation degree of the generalised Pham system F as
where deg(W a ) is the geometric degree of W a in the sense of [22] (cf. also Subsection 2.2 below).
In Proposition 35 below we observe an upper bound of def deg(F) in terms of the geometric degree of some special subvariety of C 2n+1 . Namely, let V (F Y ) ⊆ C 2n+1 be the algebraic variety given as the set of common zeros of the system of polynomial equations:
such that the following holds:
Observe that the upper bound given by the Bézout number ( deg(f i )) is not always attained: Given d 1 , . . . , d n ∈ 2N be positive even numbers and let F be the generalised Pham system given by the following equality:
The set of regular points of the corresponding mapping F is the Zariski open set given by {(x 1 , . . . , x n ) ∈ C n : n i=1 x i = 0}. Let a ∈ Z n be one of such regular points. Then, the number of Q−irreducible components of V (F a ) is at least greater than 2 n−1 . Thus, we conclude
However, this improvement of the efficiency with respect to the standard symbolic methods has some drawbacks. In fact, in Section 5 we prove Theorem 2 With the same notations as above, there are infinitely many points a ∈ Z n such that the previous Algorithm outputs V (F).
In particular, on the average, we should have:
(2) The Algorithm behaves as a universal symbolic polynomial equation solver.
The reader should observe that the output of the Algorithm in Theorem 1 is not a "minimal unit of symbolic information" in the sense discussed above.
In fact, this Algorithm outputs information on some subvariety of V (F) and we wanted to compute information concerning irreducibility. This can also be done by means of a factoring procedure adapted to straight-line program encoding of integers (cf. [7] ). We also exhibit the following Theorem:
Theorem 3 There is a bounded error probability Turing machine M that performs the following task:
The input of machine M is (1) A straight-line program Γ of size L, depth and parameters in Z that evaluates a list of polynomials F := [f 1 , . . . , f n ] ∈ Z[X 1 , . . . , X n ] n such that F is a generalised Pham system. (2) A positive integer number H ∈ N given by its binary expansion.
The output of M is a Kronecker's encoding of the residue class field of some zero ζ ∈ V (F).
The running time of M is polynomial in the following quantities
where d is the maximum of the degrees of the polynomials in F and ht(ζ) is the height of the residue class field of the point ζ ∈ C n , whose coordinates are algebraic over Q.
Basic Notions and Notations

Kronecker's encoding
A Q−definable algebraic variety V ⊆ C n is the set of common zeros of a finite set of polynomial equations with coefficients over the field Q. Namely,
In particular, it is easy to prove that every Q−definable algebraic variety V ⊆ C n has a unique minimal description as a finite union of Q−definable irreducible algebraic varieties V 1 , . . . , V t ⊆ C n . Namely,
In the sequel, these Q−definable irreducible algebraic varieties V 1 , . . . , V t are called the Q−irreducible components of V . The C−irreducible components of V are simply called irreducible components. Observe that if W is an irreducible
Observe that from Macaulay's Unmixedness Theorem (cf. [35] ), if V ⊆ C n is a Q−definable complete intersection variety of co-dimension r, all the Q−irreducible components of V also have dimension n − r.
In [33] , L. Kronecker introduced a notion of description of equidimensional algebraic varieties that for sake of readability we reproduce here. This notion has been extensively used in the sequence of papers [41, 14, 13, 12, 15, 17, 26, 24, 20, 18] .
Let V ⊆ C n be an equidimensional Q−definable algebraic variety of dimension n − r. From Noether's Normalisation Lemma, there are generically many nonsingular matrices ∆ ∈ GL(n, Q) such that the following holds: Let (Y 1 , . . . , Y n ) be the new coordinates of the affine space C n defined by ∆. Namely,
Then, the following is an integral ring extension
We say that the variables (Y 1 , . . . , Y n ) defined by ∆ are in Noether position with respect to the variety V .
Observe that if (Y 1 , . . . , Y n ) are in Noether position with respect to an equidimensional algebraic variety V ⊆ C n and if W is a Q−irreducible component of V , then the variables (Y 1 , . . . Y n ) are also in Noether position with respect to W .
Moreover, let V ⊆ C n be a Q−definable complete intersection variety of codimension r. Let F := [f 1 , . . . , f r ] ∈ Q[X 1 , . . . , X n ] r be a system of polynomial equations defining the variety V (i.e. V (F) = V ). Let (F) be the ideal in Q[X 1 , . . . , X n ] generated by {f 1 , . . . , f r } and assume that (F) is a radical ideal. Let ∆ ∈ GL(n, Q) be a non-singular matrix that puts the variables in Noether position with respect to the variety V . Then, the following is also an integral ring extension:
Because of Macaulay's Unmixedness Theorem, all the associated prime ideals of B are also minimal. In particular, all associated prime ideals over (F) are also minimal of codimension r, and the variables (Y 1 , . . . , Y n ) are also in Noether position with respect to any prime ideal associated to (F). From [16, Lemma 3.3.1] we conclude that B is a free A−module of positive rank.
Let V ⊆ C n be a Q−definable equidimensional algebraic variety of codimension r and let ∆ ∈ GL(n, Q) be a non-singular matrix that puts the variables in Noether position with respect to V . We denote by (Y 1 , . . . , Y n ) the set of coordinates in C n given by ∆.
Let u ∈ Q[Y 1 , . . . , Y n ] be a polynomial. We have the following regular mapping that depends both on ∆ and u:
Let π u | V be the restriction of π u to the algebraic variety V . Namely,
be the minimal polynomial equation of the hypersurface H u . The polynomial m u is a square-free, primitive polynomial, monic with respect to the variable Z (up to a non-zero integer).
We say that u is a primitive element with respect to the variety V if π u | V defines a birational isomorphism between V and H u . In this case, there are polynomials
such that the rational mapping (π u | V ) −1 : H u → V is given by the following identity:
(π u | V ) −1 (y 1 , . . . , y n−r , z) := v 1 ρ (y 1 , . . . , y n−r , z), . . . , v n ρ (y 1 , . . . , y n−r , z)
for every (y 1 , . . . , y n−r , z) ∈ H u such that ρ(y 1 , . . . , y n−r ) = 0. The rational functions
are called the parametrisation with respect to the Noether normalisation given by ∆ and the primitive element u. The non-zero polynomial ρ is called the discriminant associated to ∆ and u.
Definition 4 Let V ⊆ C n be a Q−definable equidimensional algebraic variety of codimension r. A Kronecker's encoding of V is given by the following sequence of items:
(1) A non-singular matrix ∆ ∈ GL(n, Z) that puts the variables in Noether position with respect to the variety V .
(2) A linear form u := λ 1 X 1 + · · · + λ n X n ∈ Z[X 1 , . . . , X n ], which is a primitive element with respect to the Noether normalisation given by ∆ and with respect to the variety V .
In [14] and [41] , Kronecker's encoding and Kronecker's polynomial system solver were rediscovered without knowledge of their existing ancestor. In [12] and [15] the main difficulties in Kronecker's original approach were solved.
Geometric degree
Here we shall resume some basic facts concerning geometric degree and Bézout's Inequality as introduced in [22] . Alternatives degree notions and Bézout's equalities and inequalities are introduced in [58] and [11] .
Let V ⊆ C n be a zero dimensional variety; we define the degree of V as the number of points in V . If V ⊆ C n is an equidimensional algebraic variety, we define the degree of V as the maximum of the degrees of the intersections of V with affine linear varieties H of dimension dim H = codim V such that V ∩ H is zero dimensional.
In the general case, when V ⊆ C n is not equidimensional, let V = ∪ j C j be an equidimensional decomposition of the variety V ; we define the (geometric) degree of V as the following quantity:
A key result due to [22] is the Bézout's Inequality: given V, V ⊆ C n two algebraic varieties, the following inequality holds:
For instance, given F := [f 1 , . . . , f r ] ∈ Q[X 1 , . . . , X n ] r a system of polynomial equations defining a complete intersection variety V (F) ⊆ C n , we have
and this quantity r i=1 deg f i is called the Bézout number of system F. Inequality (2) is not always an equality; however, it is generically (i.e. up to a zero measure set of the space of polynomial equations of given degree) an equality.
A consequence of Bézout's inequality above is the following Proposition
non-singular matrix that puts the variables in Noether position with respect to
Moreover, the total degree of the discriminant ρ and the total degree of the parametrisations v 1 , . . . , v n are also bounded by a quantity that depends polynomially on deg V .
Straight-line programs
Our basic data structure to handle with integer numbers and polynomials is the straight-line program . In this subsection, we state its definition and the model to codify Kronecker's encoding of algebraic varieties. For a more detailed treatement on straight-line program , see [23, 55, 31, 41] and the references therein.
Definition 6 A division-free non-scalar straight-line program with inputs
where G is a directed acyclic graph, with n + 1 input gates, and Q is a function that assigns to every gate (i, j) one of the following instructions :
where A rs i,j , B r s i,j are indeterminates over Z called the parameters of Γ. The size of the straight-line program Γ is L(Γ) = L 0 + · · · + L l (where L 0 := n + 1), and its depth (Γ) = .
We identify A = (A r,s i,j ) and B = (B r ,s i,j ). Semantically speaking, the straightline program Γ defines an evaluation algorithm of the polynomials (intermediate results) :
A finite set of polynomials f 1 , . . . , f r ∈ Z[X 1 , . . . , X n ] is said to be evaluated by a straight-line program Γ with parameters in a set F ⊂ Z if specialising the coordinates of the parameters A and B in Γ to values in F, there exist
holds for every k, 1 ≤ k ≤ r. Specialising in the indicated way the parameters of Γ into values of F we obtain a copy Γ of the directed acyclic graph G underlying the straight-line program Γ and of its instruction assignment Q.
We call this copy a straight-line program in Z[X 1 , . . . , X m ] with parameters in F. The gates of Γ correspond to polynomials belonging to Z[X 1 , . . . , X n ].
In this way f 1 , . . . , f r are represented, computed or evaluated by Γ.
We say that f ∈ Z[X 1 , . . . , X n ] is computable (or evaluated) by a straight-line program Γ with parameters of height h if the specialisation of A and B is done with rational numbers of bounded height h.
Finally, we can encode an integer number by a straight-line program : a integer number α ∈ Z is said to be computed by a straight-line program if it can be computed by a straight-line program when considered α as an element in Z[X].
Straight-line Program Encoding for Varieties
Here, we will discuss how our Turing machines work with Kronecker's encoding of algebraic varieties.
Let V ⊆ C n be an equidimensional algebraic variety of codimension r defined as the common zeros of f 1 , . . . , f r (i.e. V = V (f 1 , . . . , f r )). Then, a Kronecker's encoding of V is the list of objects:
(1) A non-singular matrix ∆ ∈ GL(n, Z) with integer entries.
(2) A linear form u := λ 1 X 1 + · · · + λ n X n ∈ Z[X 1 , . . . , X n ] such that u is a primitive element with respect to ∆ and V .
Then, the Kronecker's encoding of V is given by a straight-line program Γ that verifies the following properties: This kind of representation will be called a mixed dense/straight-line program representation of a Kronecker's encoding.
Some Preliminary Algorithms
In this Subsection we discuss some preliminary Algorithms that are going to be used in the sequel.
Elimination Step
The following statement is a consequence of the technical tools used in the series of papers [41, 14, 13, 12, 15, 17, 26, 24, 20, 18] .
Theorem 7 There is a bounded error probability Turing machine M 1 that performs the following task:
• The input of machine M 1 is given by the following list of items:
The input of machine M 1 is represented in the following form:
(1) A straight-line program Γ 1 that codifies a mixed dense/straight-line program representation of a Kronecker's encoding of V . (2) The additional polynomial g is given by a non-scalar straight-line program Γ 2 that evaluates g.
The running time of M 1 is at most polynomial in the quantities
where L is the maximum of the sizes of Γ 1 and Γ 2 , and d is the degree of g.
The output of M 1 (i.e. the Kronecker's encoding of V ∩ V (g)) is also given using a mixed dense/straight-line program representation of the corresponding Kronecker's encoding.
Non-archimedean Approximants
Let b ∈ Z be a fixed integer number and K a field of characteristic zero. In this Subsection we propose an Algorithm to solve the following problem : Given a non-archimedean approximant of an integral formal power series σ ∈
This Algorithm can be seen as the non-archimedean counterpart of the Algorithm described in [30] . In [30] the authors show how to compute the minimal polynomial of an algebraic number ζ ∈ C from an (archimedean) Diophantine approximation z ∈ Q[i].
Definition 8 Let K be a field of characteristic zero. A formal power series
is an integral formal power series if there exists a non-zero polynomial q(T, Z) ∈ K[T, Z] such that the following properties hold :
Such a polynomial q is unique (up to a constant in K), and it is called the minimal polynomial of σ. If d = deg q, we say that σ has degree d.
From now on, let K be a field of characteristic zero and b ∈ Z. The regular local ring K[[T −b]] has a natural non-archimedean absolute value given by its discrete valuation (cf. [59] for instance). Here we just recall some basic facts about this non-archimedean absolute values.
] be a formal power series. Assume σ = 0 and define |σ| := 1 2 , where := min{k : σ k = 0}.
By convention, let us write |0| = 0. We have then defined a non-archimedean absolute value |·| :
For every formal power series σ ∈ K[[T − b]] as above, and for every positive integer d ∈ N, we define the truncated Taylor series expansion of σ up to degree d as the univariate polynomial of degree at most d − 1 given by:
Observe that |σ d − σ| ≤ 1 2 d and the following also holds
For every polynomial q(T, Z) ∈ K[T, Z] and for every positive integer d ∈ N, we have:
In particular, |q(T, σ) − q(T, σ d )| ≤ 1 2 d and the following equivalence also holds for every q(T, Z) ∈ K[T, Z]: 
Observe that L m,k (σ) is a K−vector space of finite dimension. From the Equivalence (3) above, we conclude the following chain of set equalities:
Proposition 10 With the same notations as above, let σ be an integral formal power series of degree d with rational coefficients. Let m, k ∈ N be two positive integers. If m ≥ d and k ≥ m 2 + 1, then, the following property holds:
be the minimal polynomial of σ. This polynomial is an irreducible polynomial, monic up to a constant, that defines a plane algebraic curve V (q) ⊆ K 2 , where K is the algebraic closure of K. Additionally, the following is an integral ring extension:
and, from [16, Lemma 3.3.1], B is a free A−module.
Now, assume that g ∈ L m,k (σ) is a non-zero polynomial. Let η g : B → B be the homotopy given by
where · denotes residue class modulo the ideal (q).
be the minimal polynomial of η g . This polynomial satisfies the following properties:
(1) G is monic with respect to the variable U (up to a constant in K).
(2) The total degree of G is, at most, equal to
This inequality follows from Bézout's inequality as in [22] .
As G(T, g) ∈ (q), the polynomial G(T, g(T, Z)) ∈ K[T, Z] vanishes on the curve V (q). Now we proceed by extending scalars by tensoring with
Namely, as B is a free A−module, the following is also an integral ring extension:
In fact, we have
is an integral formal power series and we have just shown that the minimal polynomial with coefficients in K[T ] satisfied by g(T, σ) has degree at most m 2 .
Let us denote
We assume that it can be written in the following form:
If we evaluate this last expression at R = g(T, σ), we get
Since
is an integral domain, we have: There is a bounded error probability Turing machine M 2 that performs the following task: The total size L 1 of the output straight-line program Γ 1 is at most the running time of M 2 and, hence, polynomial in the quantities D, L, n.
PROOF. From Equality (4), given m, k ∈ N and given σ k = g, we can always compute a basis of the K−vector space L m,k (σ) using the Linear Algebra methods adapted to straight-line program encodings as in [31] (which are based on [3] or [10] and [39] ).
This Linear Algebra methods adapted to straight-line program encoding contain probabilistic methods based either on Zippel-Schwartz tests (cf. [60] or [44] ) or on correct-test sequences (cf. [27] or [31] ). These are the probability ingredients in our Algorithm. The running time of these procedures is polynomial in the wanted quantities.
Once a basis of L m,k (σ) has been computed we can easily find the wanted lowest degree monic (up to a constant in K) polynomial q(T, Z) ∈ L m,k (σ). 2
Remark 13
Observe that if either m 2 < D or k < m 2 +1, the same Algorithm computes either a minimal polynomial of some different integral formal power series σ of lower degree than σ or it outputs that L m,k (σ) is the null vector space. In either cases we can proceed to the output for further discussions.
Generalised Pham systems
In this Section, we briefly discuss some basic facts concerning generalised Pham systems. The reader may find additional information on Pham systems in [8] , [4] or [38, 37] and the references therein.
In the sequel, K will denote a zero characteristic field and K its algebraic closure.
Basic notions and notations
Definition 14 A Pham system of codimension r (r ≤ n) is a finite subset of polynomials F := [f 1 , . . . , f r ] ∈ K[X 1 , . . . , X n ] r such that for every i, 1 ≤ i ≤ r, there are polynomials g i ∈ K[X 1 , . . . , X n ] and natural numbers
For every Pham system F ⊆ K[X 1 , . . . , X n ], we denote by (F) the ideal in K[X 1 , . . . , X n ] generated by the elements in F.
. . , X n ] r be a Pham system of codimension r. Then the following is an integral ring extension:
In particular, V (f 1 , . . . , f r ) ⊆ K n is an algebraic variety of pure codimension r and B is a free (Cohen-Macaulay) K[X r+1 , . . . , X n ]−module.
PROOF. From [2, Proposition 6.15], we deduce that (F) ∩ K[X r+1 , . . . , X n ] = (0).
Let β ⊆ K[X 1 , . . . , X n ] be the finite set of monomials given by the following identity: 
. . , X n ] such that f i = φ i + g i and the following properties hold:
is defined by the following equality:
and P n−1 (K) = P(K n ) is the (n − 1)−dimensional K−projective space.
Remark 17 Intuitively, generalised Pham systems correspond with systems of polynomial equations with "no points in the infinity". Namely, let F := [f 1 , . . . , f n ] ∈ K[X 1 , . . . , X n ] n be a generalised Pham system. Let X o be a new variable, and for every i, 1 ≤ i ≤ n, let f h i ∈ K[X 0 , X 1 , . . . , X n ] be the homogenisation of f i with respect to the variable X 0 . Then, for every i, 1 ≤ i ≤ n, f h i has the following form:
Now, we consider the projective algebraic variety
Hence, we have the following equivalence F is a generalised Pham system ⇐⇒ V P (f h where {x 0 = 0} := {(x 0 , x 1 , . . . , x n ) ∈ P n (K) : x 0 = 0}. If the right-hand side of Equivalence (6) above holds, it is usually said that [f h 1 , . . . , f h n ] has no point in the infinity. Thus, generalised Pham systems are systems whose homogenisation has no points in the infinity.
For every generalised Pham system F ⊆ K[X 1 , . . . , X n ], we also denote by (F) the ideal in K[X 1 , . . . , X n ] generated by the elements in F.
Proposition 18
Let F := [f 1 , . . . , f n ] ∈ K[X 1 , . . . , X n ] n be a generalised Pham system. Then V (f 1 , . . . , f n ) ⊆ K n is a non-empty zero dimensional algebraic variety. Moreover, the Jacobian determinant det(DF ) = det ∂f i ∂X j ∈ K[X 1 , . . . , X n ] is a non-zero polynomial.
In order to prove this Proposition, we need the following technical Lemma:
. . , X n ] n be a generalised Pham system. Then, the ideal (F) contains a Pham system of codimension n.
PROOF. From the upper bounds estimates of the Effective Nullstellensatz
(see for instance [31, 43, 13, 32] 
. . , deg f n ) such that the following holds: For every i, 1 ≤ i ≤ n and for every j, 1 ≤ j ≤ n, there are homogeneous polynomials h ij ∈ K[X 1 , . . . , X n ] such that deg(h ij ) = D − deg(φ j ) and the following equality holds:
Then, we deduce the following chain of equalities:
Thus, defining the polynomials G i := X D i + n j=1 h ij g j we have:
• [G 1 , . . . , G n ] is a Pham system of codimension n.
• G 1 , . . . , G n ∈ (F). 2
PROOF of Proposition 18
Using the previous Lemma, the ideal (F) contains a Pham system of codimension n. Hence, V (F) is either empty or a zero-dimensional affine algebraic variety.
As in Remark 17, we consider the projective algebraic variety V P (f h 1 , . . . , f h n ) ⊆ P n (K). This variety is defined as the common zeros of n homogeneous polynomials in n + 1 variables. Hence, we conclude that V P (f h 1 , . . . , f h n ) = ∅ (see for instance [45] ). Moreover, as F is a generalised Pham system, Equivalence (6) above implies V P (f h 1 , . . . , f h n ) ⊆ {x 0 = 0} and that implies V (F) = ∅. Thus, V (F) ⊆ K n is a non-empty zero dimensional algebraic variety.
As for the second claim, let F : K n → K n be the polynomial mapping given by the following identity:
First of all, we observe that F is surjective. In order to prove this claim, let λ := (λ 1 , . . . , λ n ) ∈ K n be a point in K n . Then, the fiber F −1 (λ) is defined as the set of common zeros of the generalised Pham system given by the following sequence of polynomials:
Thus, F −1 (λ) is a non-empty zero-dimensional variety and F is a surjective mapping.
From the Second Bertini Theorem (cf. [45, p. 141, Theorem 2]) there is a zero measure subset U ⊆ K n such that for every x ∈ F −1 (K n \ U ) the tangent mapping
is surjective. In particular, DF (x) is a non zero matrix and det(DF ) ∈ K[X 1 , . . . , X n ] is a non zero polynomial. 2
Deformating a generalised Pham system
In the sequel we assume that all the polynomials of a generalised Pham system have degree at least 2.
Let F := [f 1 , . . . , f n ] ∈ K[X 1 , . . . , X n ] n be a generalised Pham system and let a ∈ K n be a point such that DF (a) ∈ GL(n, K) is a non-singular matrix. We proved in Proposition 18 that {x ∈ K n : DF (x) ∈ GL(n, K)} is a non-empty proper hypersurface in K n .
Let a ∈ K n be a regular point of the mapping F : K n → K n (namely, a ∈ K n such that the Jacobian matrix DF (a) is non-singular). We define the deformation of F at a as the system of polynomial equations
In a Numerical Analysis context, this deformation is called "Newton homotopy" or "global homotopy". This deformation is a particular case of the linear deformation
where G ∈ Q[X 1 , . . . , X n ]. In our particular case,
Let V (F a ) ⊆ K n+1 be the K−definable algebraic variety given by
Finally, let (F a ) ⊆ K[T, X 1 , . . . , X n ] be the ideal generated by the following set of polynomials:
Proposition 20 Let F be a generalised Pham system with coefficients in K and let a ∈ K n be a regular point of F : K n → K n (i.e. DF (a) ∈ GL(n, K)). With the same notations as above, the following properties hold:
(1) The ideal (F a ) contains a Pham system of codimension 1.
(2) The following is an integral ring extension: PROOF. Assume that F := [f 1 , . . . , f n ] ∈ K[X 1 , . . . , X n ] n . According to the notations of Definition 16, for every j, 1 ≤ j ≤ n, f j = φ j + g j , where φ j ∈ K[X 1 , . . . , X n ] is a homogeneous polynomial of degree deg(F j ) and g j ∈ K[X 1 , . . . , X n ] is a polynomial of degree at most deg(F j ) − 1. Moreover, the projective algebraic variety V P (φ 1 , . . . , φ n ) is empty.
Let D = D (deg f 1 , . . . , deg f n ) be the constant introduced in Lemma 19. For every i, 1 ≤ i ≤ n, there are homogeneous polynomials h ij ∈ K[X 1 , . . . , X n ], 1 ≤ j ≤ n, of degree D − deg(f i ) such that the following equality holds:
Hence the following chain of equalities also hold :
. , X n ] be the polynomials given by the following identity :
T h ij f j (a).
Observe that
As
In particular, the system
is a Pham system of codimension n. Moreover, (G) ⊆ (F a ).
As (1, a) ∈ V (F a ), we conclude that V (F a ) is either a curve in K n+1 or a zero-dimensional algebraic variety. Moreover, from Lemma 15, the following is an integral ring extension:
where (G) is the ideal generated by the elements in G.
We claim that (F a ) ∩ K[T ] = (0). In order to prove this claim, let h(T ) ∈ K[T ] be a polynomial in the ideal (F a ). Then, for every i, 1 ≤ i ≤ n, there are polynomials h i (T, X 1 , . . . , X n ) ∈ K[T, X 1 , . . . , X n ] such that the following holds:
Hence, if h(T ) were a non zero polynomial, there would exist t 0 ∈ Q such that h(t 0 ) = 0. Thus it would follow that
On the other hand, let F a,t 0 ⊆ K[X 1 , . . . , X n ] be the system of polynomials given by the following equality :
Observe that F a,t 0 is a generalised Pham system in K[X 1 , . . . , X n ]. Hence Proposition 18 implies that V (F a,t 0 ) = ∅ in contradiction with Equation (7) above.
Thus, (F a ) ∩ K[T ] = (0) and we have the following commutative diagram of ring extensions :
where π : B 2 → B 1 is the canonical projection. In particular, the ring ex- (1, a) .
Namely, m a := (T − 1, X 1 − a 1 , . . . , X n − a n ),
where a = (a 1 , . . . , a n ) ∈ K n . Let B 1 := K[T, X 1 , . . . , X n ] m a be the localisation of K[T, X 1 , . . . , X n ] at m a . From the Jacobian Criterium (cf. [21] ) the set F a is part of a regular system of parameters that generate the maximal ideal of B 1 .
As the ideal (F a ) is a complete intersection ideal of codimension 1, we conclude that
is a regular local ring of dimension 1, and the ideal (F a ) ma is a prime ideal in K[T, X 1 , . . . , X n ] m a . Then, we conclude that there is a unique
Moreover, we have the following equalities in B 1 :
Hence, we conclude that K[V (F a )] = (B 1 ) ma is a regular local ring of dimension 1 and (1, a) ∈ V (F a ) is a smooth zero of V (F a ). 2
Corollary 21
With the same notations as in the Proposition 20 above, let K = Q and let W a be the unique Q−irreducible component of V (F a ) that contains (1, a) . Then, there is at least one
PROOF. In the second claim of the Proposition 20 above, we have the following integral ring extension:
Then, as I(W a ) is a minimal prime ideal over (F a ), the following is also an integral ring extension:
Then, from the Krull-Cohen-Seidenberg "going up" and "going down" Theorems, we conclude that W a ∩ V (T ) is a non-empty zero-dimensional algebraic variety. Hence, as W a ∩ V (T ) ⊆ V (F) and W a ∩ V (T ) = ∅, the claim follows. 2
Remark 22
Observe that in the proof of the previous Corollary we have shown that T is not a zero divisor in the residue ring
Hence, the Algorithm cited in Theorem 7 can be applied to perform the following task:
-Take as input a Kronecker's encoding of the curve V (F a ).
-The Algorithm outputs a Kronecker's encoding of some Q−definable component of V (F). 1, X 1 − a 1 , . . . , X n − a n ), where a = (a 1 , . . . , a n ) ∈ Q n . Then, the following is an integral ring extension:
Corollary 23 With the same notations and assumptions as in Proposition 20
In fact,
PROOF. From Proposition 20 above, we have that
is an integral ring extension and B is a free A−module of positive rank.
From Bézout's inequality we also conclude that
Finally, in the proof of the Proposition 20 we have shown that
Additionally, let Q(T ) be the field of fractions of Q[T ] and let Q(W a ) be the field of rational functions defined in W a .
is an integral ring extension, Q(W a ) is a finite field extension of Q(T ). From the definition of geometric degree in [22] , we have
In order to conclude the proof of this Corollary we just have to prove that
is an integral ring extension.
In order to see this, let us observe that the following equalities hold:
Hence, as Q[T ] → Q[T, X 1 , . . . , X n ] (F a ) is an integral ring extension, the following is also an integral ring extension:
and the claim follows. 2
The Algorithm
Now we are in conditions to exhibit the Algorithm we refer at the Introduction. This Algorithm has three main steps :
Step 1 Choose at random a point a ∈ Z n of bounded height such that DF (a) ∈ GL(n, Q). This is achieved by any of the probabilistic zero tests based either on Zippel-Schwartz test (as in [44] and [60] ) or using correct-test sequences (as in [27] or [31] ).
Step The key ingredient is clearly the Algorithm that performs Step 2. We start by a description of this Algorithm.
Lifting Step
First of all, the following technical property holds:
. . , X n ] n be a generalised Pham system, and let a ∈ Q n be a point such that DF (a) ∈ GL(n, Q). Let F a ⊆ Q[T, X 1 , . . . , X n ] be the deformation of F given by the regular point a ∈ Q n . Then, the following properties holds: PROOF. The first claim of this Proposition is granted by the Implicit Function Theorem (cf. [19] for instance). Moreover, since W a is the unique Q−irreducible component of V (F a ) that contains the point (1, a) , we conclude that, near (1, a) , W a agrees with the graph of φ. For every i, 1 ≤ i ≤ n, let π i : C n+1 → C 2 be the canonical projection given by π i (t, x 1 , . . . , x n ) := (t, x i ), and let V i := π i (W a ) be the i−th projection of the Q−irreducible variety W a .
As Q[T ] → Q[W a ] is an integral ring extension, V i ⊆ C 2 is a hypersurface and there is a polynomial q i (T, X i ) ∈ Q[T, X i ] of degree at most deg(W a ), monic with respect to the variable X i such that
As the graph of φ locally agrees with W a near (1, a) , we also conclude that the holomorphic mapping (1, a) . In particular, q i (T, X i ) vanishes in the graph of φ i . Then, by the Identity Principle (cf. [19] for instance) we conclude that for every i, 1 ≤ i ≤ n, the following holds:
Moreover, since (1, a) ∈ Q n+1 and F ∈ Q[X 1 , . . . , X n ] n , using Hensel's Lemma algorithm (cf. [59] or [12, 36] for instance) we conclude that 1] ] is an integral formal power series of degree at most deg(W a ) as wanted. 2
As in Subsubsection 2.4.2, let {U 1 , . . . , U n } be independent variables over Q, let K := Q(U 1 , . . . , U n ) be the corresponding transcendental field extension of Q and let K be the algebraic closure of K.
For a generalised Pham system F := [f 1 , . . . , f n ] ∈ Q[X 1 , . . . , X n ] n and for a regular point a ∈ Q n , let σ 1 , . . . , σ n be the Taylor expansions of the holomorphic functions φ 1 , . . . , φ n of the second claim of Proposition 24 above. We have σ i ∈ Q[[T − 1]] for every i, 1 ≤ i ≤ n. Then, the following is a formal power
Moreover, u is integral over the ring K[T ] and the following Proposition holds:
Proposition 25 With the same notations as above, let q u (T, Z) ∈ K[T, Z] be the minimal polynomial of the integral power series u = U 1 σ 1 + · · · + U n σ n defined above. Then, q u (T, Z) is the Chow polynomial of the K−definable irreducible variety W a ⊆ K n+1 with respect to the Noether normalisation
In particular, q u (T, Z) is an irreducible polynomial of total degree at most 2 deg(W a ).
The reader should observe that the Chow polynomial with respect to the Noether normalisation (8) is also defined in the following terms:
Let {U 1 , . . . , U n } be some new variables, K := Q(U 1 , . . . , U n ) and let
be the integral ring extension obtained by extending scalars.
Let η u : B K → B K be the homothesy defined by
where · denotes residue class modulo the extended ideal I(W a ) e . The minimal equation of η u is a polynomial in K[U 1 , . . . , U n , T, Z], monic with respect to the variable Z of total degree at most 2 deg(W a ). This minimal equation of η u is called the Chow polynomial of W a with respect to the Noether normalisation (8) . The degree bound is a consequence of Bézout's inequality as in [22] .
Finally, we shall make use of the Newton operator as in [12] . From now on, let F := [f 1 , . . . , f n ] ∈ Q[X 1 , . . . , X n ] n be a generalised Pham system and let a ∈ Q n be a regular point of F (i.e. DF (a) ∈ GL(n, Q). Let W a be the unique Q−irreducible component of V (F a ) that contains the point (1, a) . We define the Newton operator associated to the system F a as:
. . .
This Newton operator satisfies the following Proposition.
Proposition 26
With the same notations and assumptions as above, for every positive integer number k ∈ N, let N k 1) ) given by the following recursive rule:
and for every k, k ≥ 1 we define:
be the non-archimedean norm given by
Then, for every positive integer number k ∈ N, the following holds: 1] ] n are the implicit formal power series of the second claim of Proposition 24.
PROOF. The proof of this Proposition easily follows from the fact that a is a regular value of F : C n → C n and standard proofs of the non-archimedean Newton operator. 2
The following Algorithm easily follows from the one discussed in [12, 15, 36] . This Algorithm uses Strassen's Vermeidung von Divisionen technique (cf. [54] as adapted in [31] ).
Proposition 27
There is a deterministic Turing machine M 4 that performs the following task:
• The input of machine M 4 is given by the following information: · A straight-line program Γ of size L, depth and parameters in Z that evaluates a generalised Pham system F := [f 1 , . . . , f n ] ∈ Z[X 1 , . . . , X n ] n . · A regular point a ∈ Z n such that a ≤ H. · A positive integer D ∈ N.
• The output of machine M 4 is the truncated Taylor series expansion (up to degree D) u D of the integral formal power series
The polynomial u D is given by its dense encoding in Q(U 1 , . . . , U n )[T − 1] and its coefficients are given by a straight-line program Γ of size polynomial in the quantities D, L, d, n, where d := max{deg f i :
The running time of M 4 is polynomial in the quantities D, L, d, n, log H.
The following Algorithm is due to [17] (cf. also [34] ). We rewrite it as adapted to our particular situation.
Theorem 28 ([17])
There is a bounded error probability Turing machine M 5 that performs the following task:
• The machine M 5 takes as input the following information: · A straight-line program Γ that evaluates a generalised Pham system F := [f 1 , . . . , f n ] ∈ Z[X 1 , . . . , X n ] n . The size of Γ is at most L, the depth is and the parameters in Γ have bit length at most h. · A regular value a ∈ Z n of bit length at most h. · An irreducible monic polynomial q ∈ Z[U 1 , . . . , U n ][T, Z] encoded by a non-scalar straight-line program of size at most L, depth at most and parameters of bit length at most h. Assume that the total degree of q is at most D. • The machine M 5 outputs the following information:
· First of all, M 5 decides whether q is the Chow polynomial of the unique Q−irreducible component W a of V (F a ) with respect to the Noether normalisation
· If so, M 5 outputs a Kronecker's encoding of W a .
The running time of M 5 is polynomial in the following quantities:
In fact, this Algorithm in [17] can also be replaced by the "two-by-two reconstruction" Algorithm in [31] with similar time bounds and characteristics.
The procedure first computes a Kronecker's encoding of some curve C associated to the polynomial q(U 1 , . . . , U n , T, Z 
Apply the Turing machine M 2 of Theorem 12 to u D . The output is a polynomial
Apply the Turing machine M 5 of Theorem 28 to decide whether q D is the Chow polynomial of W a with respect to the Noether normalisation
if this were the case then already computed ← true. PROOF. It follows from our previous discussion. The reader should simply note that the output of Lifting Step is a Kronecker's encoding given by polynomials in Z[T, Z] which are given by their dense encoding and their coefficients (in Z) are given by straight-line program encoding whose size is at most the running time of the procedure. In what concerns complexity, our intermediate results show that the time complexity of this procedure is polynomial in the input length and polynomial in the geometric degree deg(W a ). As deg(W a ) ≤ def deg(F), then the Theorem follows.
Proof of Theorem 3
As observed in the Introduction, the output of the Algorithm of Theorem 1 is the Kronecker's encoding of some zero-dimensional Q−definable component W of V (F). This encoding is given by the following information:
(1) A primitive element u := λ 1 X 1 + · · · + λ n X n ∈ Z[X 1 , . . . , X n ] whose coefficients are given by their binary/decimal expansion. (4) The parametrisations: v 1 , . . . , v n ∈ Z[T ] whose coefficients are also given by their straight-line program encoding.
As W is a Q−definable non-empty zero dimensional variety, there should be some ζ ∈ C n such that ζ ∈ W . Then, there is at least one Q−irreducible component W ζ of W such that W ζ contains the point ζ ∈ C n .
In fact, all Q−irreducible components of W are of this kind, and W has an irreducible minimal decomposition given by There is one new task performed by this Algorithm: factoring a univariate polynomial whose coefficients are given in straight-line program encoding.
The process of factoring a univariate polynomial whose coefficients are given in straight-line program encoding was first discussed in [29, 28] . However, E. Kaltofen did not take into account that the bit complexity not only depends on the degree and the size of the straight-line program. As observed in [7] , the factorisation of univariate polynomials with integral coefficients, whose coefficients are given by straight-line programs also depend on the height of the factors. In fact, in [7] the authors proved the following statement:
There is a deterministic Turing machine M 6 that per-forms the following task:
• The input of M 6 is given by the following items:
· A polynomial p ∈ Z[T ] of degree at most d whose coefficients are encoded by a straight-line program Γ of size L, using parameters of bit length at most h. · A positive integer number H ∈ N.
• The output of M 6 is the list of all the irreducible factors of p whose coefficients can be written with at most H bits (i.e. the irreducible factors of p are of logarithmic height at most H ).
The running time of M 6 is polynomial in the following quantities:
Using this Algorithm M 6 in the step factor of the Algorithm of Theorem 3 above, we can find the minimum H such that m u ∈ Z[T ] has an irreducible factor whose coefficients have bit length at most H . Choosing just one of them, we proceed to the step reduce in the same Theorem. The height of a zero ζ ∈ C n is precisely the maximum number of digits required to represent the coefficients of a Kronecker's encoding of W ζ . Hence, H ≤ ht(ζ) and the Theorem follows.
Universal Behaviour
In this Section, we will show that, although the Algorithm in Theorem 1 is not universal in the sense of [42, 25, 6] , unfortunately, on the "average" it behaves as a universal symbolic polynomial equation solver. Namely, there is an open Zariski subset U ⊆ C n such that for every choice a ∈ U , then, the Algorithm computes V (F) and therefore, for that choices, the Algorithm is universal (see Proposition 38 below).
Proposition 31
Let F be a generalised Pham system with coefficients in Q and a ∈ Q n a point such that F (a) ∈ Q n is a regular value of F (i.e. for every point c ∈ C n in the fiber F −1 ({F (a)}), c is a regular point of F ). Then, we have:
(1) For every point c ∈ C n in the fiber F −1 ({F (a)}), there is one and only one Q−irreducible component W c of V (F a ) that contains the point (1, c) (i. e. (1, c) ∈ W c ). (2) There is a finite subset S ⊆ F −1 ({F (a)}) such that the following is the
PROOF. From Definition 16, if F := [f 1 , . . . , f n ] ∈ Q[X 1 , . . . , X n ] n is a generalised Pham system, it is also a generalised Pham system in C[X 1 , . . . , X n ] n . As c ∈ F −1 ({F (a)}) we have F (c) = F (a), and the following is an equality of C−definable algebraic varieties in C n+1 :
As F (a) is a regular value, c ∈ C n is also a regular point of the mapping F : C n → C n . Hence, Proposition 20 applies and there is one and only one On the other hand, let
The following is an integral ring extension:
. . , X n ] (I(W )).
In particular, W ∩ V (T − 1) is a non-empty algebraic variety contained in
Then, if (1, c) ∈ W ∩V (T −1) we conclude that F (c) = F (a) (or, equivalently, c ∈ F −1 ({F (a)})) and the first claim implies W = W c . 2
Let F ∈ Q[X 1 , . . . , X n ] n be a generalised Pham system. For every point a ∈ Q n such that F (a) ∈ Q n is a regular value, we can decompose V (F a ) according to either Q−irreducible components or (C−)irreducible components. We shall introduce some notations to distinguish both of them. Thus, we may assume that there are two subsets S, S ⊆ F −1 ({F (a)}) such that zero (1, c) and W c is the unique irreducible component of V (F a ) that contains the smooth zero (1, c) . Additionally, we have that W c ⊆ W c .
Corollary 32
With the same notations and assumptions as above, let a ∈ Q n be such that F (a) ∈ Q n is a regular value and let ζ ∈ V (F) be a zero of the geneneralised Pham system. Then, there is some c ∈ F −1 ({F (a)}) such that
PROOF. This result immediately follows since
We shall make use of a generic deformation of a generalised Pham system in the following terms.
Let F := [f 1 , . . . , f n ] ∈ Q[X 1 , . . . , X n ] n be a generalised Pham system with rational coefficients. Let {Y 1 , . . . , Y n } be a set of variables algebraically independent over C. Let us define the system of polynomials F Y given by the following identities:
We call F Y the generic deformation of the generalised Pham system F. Let W (F Y ) ⊆ C 2n+1 be the algebraic variety given by
Observe that for every a := (a 1 , . . . , a n ) ∈ Q n , the following equality holds: a 1 , . . . , Y n − a n ).
Proposition 20 above may be rewritten in the following terms:
. . , f n ] ∈ Q[X 1 , . . . , X n ] n be a generalised Pham system and let F Y ∈ Q[T, X 1 , . . . , X n , Y 1 , . . . , Y n ] n be its generic deformation.
Let K := Q(Y 1 , . . . , Y n ) be the field of rational functions with rational coefficients and let (F Y ) e be the ideal generated by F Y in the ring K[T, X 1 , . . . , X n ].
Then, the following is an integral ring extension:
Moreover, there is a non-zero polynomial h ∈ Q[Y 1 , . . . , Y n ] such that the following is also an integral ring extension:
where Q[T, Y 1 , . . . , Y n ] h and Q[T, X 1 , . . . , X n , Y 1 , . . . , Y n ] h are the respective localisations at the multiplicative system
PROOF. This Proposition is simply a particular instance of Proposition 20 above. 2
Proposition 34
With the same notations and assumptions as above, there is a unique prime ideal p Y ∈ Spec(Q[T, X 1 , . . . , X n , Y 1 , . . . , Y n ]) such that the following properties hold:
(3) Let p e Y be the prime generated by p Y in K[T, X 1 , . . . , X n ]. Then, p e Y is the unique minimal prime ideal over (F Y ) e contained in the maximal ideal of K[T, X 1 , . . . , X n ] generated by {T − 1,
where h ∈ Q[Y 1 , . . . , Y n ]\{0} is the non-zero polynomial of Proposition 33 above and p ec Y is the ideal generated in Q[T, X 1 , . . . , X n , Y 1 , . . . , Y n ] h by p Y .
PROOF. From Proposition 33 above, there is one and only one prime ideal P ∈ Spec(K[T, X 1 , . . . , X n ]) such that P is a minimal prime ideal over (F Y ) e and such that P is contained in the ideal generated in K[T, X 1 , . . . , X n ] by
Let m ⊆ Q[T, X 1 , . . . , X n , Y 1 , . . . , Y n ] be the prime ideal given by the following identity:
m := (T − 1, X 1 − Y 1 , . . . , X n − Y n ).
Let S := Q[T, X 1 , . . . , X n , Y 1 , . . . , Y n ] \ m be the multiplicative system defined by m. Then, we have that the following properties hold:
• F Y is part of a regular system of parameters in the local ring A := Q[T, X 1 , . . . , X n , Y 1 , . . . , Y n ] m .
• P m = (F Y ) e m is the unique prime ideal generated by F Y in the local ring A.
Then, there is a unique prime ideal p Y ∈ Spec(Q[T, X 1 , . . . , X n , Y 1 , . . . , Y n ]) such that
We also have that (F Y ) ⊆ p Y and p Y ∩ Q[Y 1 , . . . , Y n ] = (0).
From Krull's Principal Ideal Theorem, we conclude that ht(p Y ) ≤ n. Additionally, from the integral ring extension (10) we conclude that the following is an integral ring extension:
where p ec Y is the extension of p Y to Q[T, X 1 , . . . , X n , Y 1 , . . . , Y n ] h . In particular, we conclude that ht(p Y ) ≥ n and the second claim follows. The reader should observe that the third and the fourth claim have been already stated. 2
Proposition 35
With the same notations and assumptions as in the previous Proposition, let W Y ⊆ C 2n+1 be the algebraic variety defined as the set of common zeros defined by the polynomials in p Y . Then, the following properties hold:
(1) W Y is a Q−definable irreducible algebraic variety of dimension n + 1.
(2) For every c := (c 1 , . . . , c n ) ∈ C n such that h(c) = 0, the following is a curve in C 2n+1 : c 1 , . . . , Y n − c n ).
(3) For every point c ∈ C n such that F (c) is a regular value and such that h does not vanish on the fiber F −1 ({F (c)}), then W (c) Y is equidimensional and the following inclusion holds:
Moreover, if c ∈ Q n is a rational point, then W (c) Y is a Q−definable equidimensional algebraic variety and the following inclusion also holds:
PROOF. We clearly have that W Y is a Q−definable irreducible algebraic variety of dimension n + 1.
Since W Y = V (p Y ) ⊆ C 2n+1 , taking into account the integral ring extension (11) and extending scalars (i.e. tensoring by C⊗ Q ), the following is also an integral ring extension:
Then, Going-up and Going-down Theorems hold and we conclude that for every c ∈ C n , h(c) = 0, the following is a non-empty intersection: On the other hand, the following inclusion holds:
and V (F c ) × {c} is a curve. The second claim then follows.
Assume now that F(c) is a regular value and that h does not vanish on the fiber F −1 ({F (c)}). Finally, as p Y ⊆ (T − 1, X 1 − Y 1 , . . . , X n − Y n ), W Y also contains the diagonal ∆ ⊆ C 2n+1 given by the following identity:
∆ := {(t, x, y) ∈ C 2n+1 : x = y}.
In particular, (1, c) ∈ W Y (c) and, by irreducibility,
Moreover, if c belongs to Q n , then W c 1 , . . . , Y n − c n ) is a Q−definable algebraic variety contained in V (F c ) × {c}. This implies the following inclusion:
Proposition 36 With the same notations as above, let ζ ∈ V (F) be a zero of the generalised Pham system. Let A ζ ⊆ C n be the constructible set given by the following identity:
Then, A ζ contains a non-empty Zariski open set.
PROOF. Assume that A ζ is contained in some proper hypersurface H := V (G).
From the second Bertini Theorem (cf. [45] ), there is an open set U ⊆ C n such that for every x ∈ U , x is a regular value of the surjective mapping F : C n → C n .
Let c ∈ C n be such that F (c) ∈ U is a regular value. Then, there is some a ∈ C n such that F (a) = F (c) and (0, ζ) ∈ W a .
Thus, we have two possibilities:
• h(a) = 0.
• h(a) = 0 and (0, ζ, a) ∈ W (a)
Y . This implies a ∈ A ζ and hence G(a) = 0.
In conclusion, U is contained in the constructible set
But dim U 0 ≤ dim(V (G) ∪ V (h)) ≤ n − 1 which yields a contradiction. Then, the Proposition follows. 2
Corollary 37 There is a Zariski open set A ⊆ C n such that the following holds for every c ∈ A: Let π be the canonical projection in the second group of coordinates
PROOF. We just need to that
and the result follows from the previous Proposition. 2
Proposition 38
With the same notations as in Proposition 20, there exists infinitely many integer points a ∈ Z n such that the following properties hold:
(1) F (a) is a regular value of F : C n → C n .
(2) h(a) = 0.
(3) The following identity hold:
where π stands for the canonical projection π : C n+1 −→ C n (t, x) −→ x PROOF. Since a ∈ Z n , we apply Proposition 35 so we have the following inclusion:
So, it suffices to show that we can choose infinitely many a ∈ Z n such that W Observe that p ec Y is a prime ideal in Q[T, X 1 , . . . , X n , Y 1 , . . . , Y n ] h .
There is a polynomial q(T, Y 1 , . . . , Y n ) ∈ Q[T, Y 1 , . . . , Y n ] h such that the following is an isomorphism:
Observe that that q(T, X 1 , . . . , X n , Y 1 , . . . , Y n ) is an irreducible polynomial in the ring Q[T, Y 1 , . . . , Y n , Z] h . Now, for every integer point a := (a 1 , . . . , a n ) ∈ Z n such that h(a) = 0 and q(T, a 1 , . . . , a n , Z) is irreducible in Q[T, Z], then we have that W (a) Y is a Q−irreducible variety. The existence of infinitely rational points a ∈ Z n verifying that property is guaranteed by Hilbert's Irreducibility Theorem (cf. [61] or [9] ).
PROOF of Theorem 2 It follows from Proposition 38 above. 2
