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Abstract
Pattern mining has been a hot issue since it was first proposed for market basket analysis. Even
though pattern mining is one of the oldest topic in data mining domain, there are still many ongoing
challenges to overcome on this subject since the scale of the data size is getting bigger and the
complexity of data structure is getting more complicated.
This dissertation discusses several pattern mining tasks, challenges associated with them, and
algorithm designs that overcome these challenges. Specifically, we design and implement techniques
for (1) directly mining discriminative patterns from a numeric valued feature set of k-embedded
edge subtrees given labeled training data, (2) mining top correlated patterns from transactional
databases with low minimum support, and (3) mining flipping correlation patterns from trans-
actional databases given item hierarchy. We evaluate our solutions by conducting comprehensive
experiments on large-scale synthetic and real world datasets.
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Chapter 1
Introduction
Pattern Mining has been played an important role in data mining field formulated as amarket basket
problem [1]. Patterns are useful to analyze the datasets since frequent patterns can represent the
entire dataset and they are easy to understand by providing explicit insights of the datasets. But
usually a dataset contains so many frequent patterns that it is infeasible to mine all those patterns
for data analysis. To overcome the problem, there have been several approaches to summarize the
patterns in the form of closed patterns, maximal patterns, and compressed patterns.
Pattern mining is one of the classical topic in data mining, so sometimes it sounds to be old-
dated. But, as data types evolved to be more complicated, new types of patterns emerged as well.
We call them to be sophisticated patterns. The term was first originated from Zaki and Ho who
mentioned “sophisticated version of universal sequential pattern” in their book [90] published in
2000. Later in 2004, Pei et al. [54] used the term “sophisticated frequent pattern” that contrasted
to the popular unordered frequent patterns at that time in the article of prefixspan algorithm.
Recently in 2007, Han et al. [29] noted that “sophisticated patterns go beyond sets and sequences,
toward trees, lattices, and graphs”. These sophisticated patterns require to be carefully mined
because of its complexity.
In this dissertation, we focus on new sophisticated patterns that play important roles in classi-
fication and correlation analysis, and propose very efficient ways of mining them. In particular, we
focus on three different cases of sophisticated pattern mining as follows: first, direct discriminative
pattern mining from a numeric valued feature set of k-embedded edge subtrees; second, mining
top correlated patterns from transactional databases with low minimum support; and third, item
hierarchy based flipping correlation pattern mining. We briefly introduce each cases below.
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Discriminative Pattern Mining
In the past, there have been dozens of studies on automatic authorship classification, and many of
these studies concluded that the writing style is one of the best indicators for original authorship.
From among the hundreds of features which were developed, syntactic features were best able to
reflect an authors writing style. However, due to the high computational complexity for extracting
and computing syntactic features, only simple variations of basic syntactic features such as function
words, part-of-speech (POS) tags, and rewrite rules were considered.
For the first part of this dissertation, we propose a new feature set of k-embedded-edge subtree
patterns that holds more syntactic information than previous feature sets. We also propose a
novel approach to directly mining them from a given set of syntactic trees. We show that this
approach reduces the computational burden of using complex syntactic structures as the feature
set. Comprehensive experiments on real-world datasets demonstrate that our approach is reliable
and more accurate than previous studies.
More details are addressed in Chapter 2.
Correlated Pattern Mining
Mining strong correlations from transactional databases often leads to more meaningful results than
mining association rules. In such mining, null (transaction)-invariance is an important property of
the correlation measures. Unfortunately, some useful null-invariant measures such as Kulczynski
and Cosine, which can discover correlations even for the very unbalanced cases, lack the (anti)-
monotonicity property. Thus, they could only be applied to frequent itemsets as the post-evaluation
step. For large datasets and for low supports, this approach is computationally prohibitive.
For the second part of this dissertation, we present new properties for all known null-invariant
measures. Based on these properties, we develop efficient pruning techniques and design the Apriori-
like algorithm NICoMiner for mining strongly correlated patterns directly. We develop both the
threshold-bounded and the top-k variations of the algorithm, where top-k is used when the optimal
correlation threshold is not known in advance and to give user control over the output size. We test
NICoMiner on real-life datasets from different application domains, using Cosine as an example
of the null-invariant correlation measure. We show that NICoMiner outperforms support-based
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approach more than an order of magnitude, and that it is very useful for discovering top correlations
in itemsets with low support.
More details are addressed in Chapter 3.
Flipping Correlation Pattern Mining
Many existing pattern discovery methods generate a large number of patterns but few of which
are interesting, surprising and actionable. For the second part of this dissertation, we introduce
a new type of pattern, flipping correlation pattern, whose correlation sign flips at different levels
of generalization. We first show that interesting negative correlations should be defined based on
the notion of null-transaction invariance. Then we introduce the concept of flipping correlation
patterns, and design an efficient algorithm to mine flipping correlations, called Flipper. We apply
Flipper to real-life datasets and show that the patterns it finds are non-redundant, surprising
and actionable. More importantly, the interesting patterns discovered by Flipper cannot be
found using previous pattern mining techniques, because these techniques either find no patterns
or generate too many candidates resulting in interesting relationships between items being buried
among tons of commonsense knowledge and redundant information.
More details are addressed in Chapter 4.
3
Chapter 2
Mining Discriminative Tree Patterns
In computational linguistics and text mining domains, there have been three classical classification
problems: topic classification, genre classification, and authorship classification. Among those
three problems, the most difficult one is encountered when we try to classify documents in terms
of their authorship (known as authorship classification, authorship attribution and/or authorship
discrimination). This problem can be thought of as classifying documents based on the writing
styles of the authors. It is a nontrivial problem even for the human beings: while a human can
easily identify the topic and genre of a document, identifying its authorship is harder. Even worse,
if the documents are from the same topic and genre, the task becomes much harder.
In the era of excessive electronic texts, authorship classification has been more and more im-
portant with a wide variety of applications. Besides the early works of analyzing disputed plays of
Shakespeare(1887) [47] or anonymous documents of The Federalist Papers(1964) [49], it could also
be used to identify authors of short ‘for sale’ messages in a newsgroup [96] and even for forensic
investigations by identifying authorship of e-mail messages [4]. Detecting plagiarism or copyright
infringement of unauthorized reuse of source code by establishing a profile of an author’s style is
another important application of authorship classification [8].
Existing approaches of authorship classification use various methods to extract effective features,
most commonly style markers such as function words [3, 17, 21, 93] and grammatical elements such
as part of speech (POS ) tags [5, 20, 95]. Function words are the most common words that have little
semantic content of their own but usually indicate a grammatical relationship or generic property.
The success of using function words and POS tags as features for authorship classification indicates
the usefulness of syntactic information.
Unfortunately, research on more complex syntactic structures has not yet been flourished be-
cause of the lack of a reliable, automatic tool which retrieves syntactic structures, and because of
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the high computational cost associated with syntactic structure-based algorithms. Instead, sev-
eral rather simple syntactic structures, such as rewrite rules [5, 20] and n-grams of POS tags
[17, 20, 22, 32] were discussed. Among them, rewrite rules and bigram of POS tags showed reliable
performance in various data sets.
Recently, several advanced techniques have been developed which greatly improved the per-
formance of Natural Language Processing(NLP) tools1 enabling reliable, highly accurate sentence
parsing into a syntactic tree of POS tags. A syntactic tree is a rooted and ordered tree that is
labeled with POS tags that represent the syntactic structure of a sentence. Based on the syntactic
trees parsed by these tools, we propose a novel syntactic feature set of tree fragments allowing at
most k-embedded edges (in short, a k-ee subtree). We say there is an embedded edge between
two nodes if and only if they are in an ancestor-descendant relationship but not in a parent-child
relationship. Compared with previous feature sets that consist of parts of distinct connected sub-
tree components, our new feature set captures the relationship between k+1 connected subtree
components of a syntactic tree, which leads to a better representation of datasets consisting of
long and complex sentences. Figure 2.1 gives an example of a k-ee subtree t for k = 2. Pattern
t is composed of three smaller subtrees, which are connected by two embedded edges (S,NP) and
(VP,PP). The differences in pattern distributions between two authors suggest that a set of k-ee
subtrees can be utilized as a good feature set for authorship classification.
In this chapter, we propose a novel syntactic feature set of tree fragments allowing at most
k-embedded edges (in short, k-ee subtree). Compared with previous feature sets that consists of
distinct subtree components, our new feature set captures the relationship between k+1 subtree
components of a syntactic tree, which leads to a better representation of a data set of long and
complex sentences. To reduce the number of features, we only mine a set of discriminative and
frequent k-ee subtrees, which results in higher accuracy by avoiding overfitting to the training data
and by not generating non-discriminative features that often deteriorate the performance. For the
classification, we introduce a new tree kernel by defining a proper value for each corresponding
feature to be well-defined and effective on a data set of sets of trees.
Figure 2.1 gives an example of a k-ee subtree pattern t for k = 2. Pattern t is composed of three
1We used Stanford Parser (http://nlp.stanford.edu/software/lex-parser.shtml), but there are more tools
available like Natural Language ToolKit (NLTK) package (http://www.nltk.org).
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SS – simple declarative clause
NP – noun phrase
PP – prepositional phrase
IN – preposition
VP – verb phrase
VBD ! verb, past tense 
Example. The major indexes fell more than 2 percent, and the surge that had lifted the troubled indexes by more than 20 
percent in the last month showed signs of stalling as the reporting period for the first fiscal quarter of the year began.
Pattern t Syntactic Tree S
NP VP
PP
IN NP
VBD PP
NPIN
Figure 2.1: A 2-ee subtree t is mined from two The New York Times journalists Jack Healy and
Eric Dash who worked in the same business department. On average, 21.2% of Jack’s sentences
contained t while only 7.2% of Eric’s sentences contained t.
smaller induced subtrees, which are connected by two embedded edges (S,NP) and (VP,PP). The
differences of pattern distributions between two authors suggest that a set of k-ee subtree patterns
can be utilized as a good feature set for authorship classification.
Our framework can also be considered as a tree-kernel method, but it is different from previous
tree-kernel approaches of a QA system in the following ways: First, our objects to be classified
are in a more general form. Previous tree-kernel methods work for questions where each question
becomes one syntactic tree, while our approach are based on documents where each document is a
set of syntactic trees. Since previous tree kernels work only between two syntactic trees not between
two set of syntactic trees, it cannot be directly applied to the authorship classification problem.
Second, we use a more general feature set of subtree patterns allowing k-embedded edges, which
works well to represent long and complex syntactic structures of a sentence. Third, a tree-kernel
method essentially matches two trees without looking at the entire dataset. That is, it counts the
common number of subtree patterns of two syntactic trees. But, our approach can get an overview
of different classes of training data to select the discriminative patterns as features.
We adapt the framework of discriminative frequent pattern mining which showed good re-
sults for various problem settings in unstructured and semi-structured data mining such as mining
discriminative frequent itemset, sequence, and graph patterns to classify UCI datasets, software
behaviors, and chemical compound data, respectively [12, 45, 86].
While other syntactic features utilize the bag-of-words model to represent a document – which
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assigns the number of occurrences of a feature to its value – k-ee subtree patterns cannot adapt
the same way due to the overlapped occurrences. Since we consider all subtrees and even allow
k-embedded edges, a huge number of occurrences might overlap each other which would lead to an
exaggeration of a feature value. At the other end, binary features will lose most of their occurrence
information which results in either 0 or 1. Therefore, we design a new way to assign proper values
for k-ee subtree features in between two extreme ends.
To validate the utility of our new feature set to others, for fair comparisons, we apply the same
classification algorithm (SVM) to various feature sets over several real datasets. Experimental
results demonstrate the effectiveness of our newly proposed feature set of k-ee subtree patterns
over the well-known existing feature sets.
2.1 Related Work
In computational linguistics and text mining domains, there have been three classical classification
problems: topic classification, genre classification, and authorship classification. A comprehensive
survey of topic classification is done in [63]. There have been various approaches for topic classifi-
cation including Naive Bayes model [38], Rocchio classification [73], kNN [87], and SVM [75]. An
empirical comparison of different feature selection methods for multiple classifiers was presented
in [19]. [35] is one of the earliest automatic genre classification work which studied syntactic fea-
tures such as counts of third person pronouns with discriminant analysis. Surface features such as
common word frequencies and punctuation marks were used in [68] for genre detection. [41] used
word statistics like deviation formula to obtain genre-revealing terms and to eliminate topic related
terms. Recently, new approaches on automatic genre classification of web pages emerged utilizing
web page structures [10, 61].
There are two main steps involved in any authorship classification algorithms: feature extraction
step and classification step based on extracted features. For the feature extraction step, since the
earliest works that used a small number of common words such as ‘and ’, ‘to’ as a feature set,
nearly 1,000 different features have been studied including sentence length, chi-square score, lexical
richness [34, 59], vocabulary richness [16], function words [3], word n-grams [60], character n-grams
[22], and rewrite rules [5] with lots of controversy on their effectiveness. Even though there was an
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issue of fair comparison between feature sets because previous works conducted experiments based
on their own data sets with different classification methods [67, 93], function words and rewrite
rules were considered to show reliable results. In [67], comprehensive survey on different feature
sets were presented.
For the classification step, even though lots of new features were explored for authorship clas-
sification, most of the classification algorithms were simply adapted from well-known classification
algorithms in other domains such as PCA [33], k-nearest neighbor, decision tree, bayesian networks
[93], language model [95], and SVM [17, 20, 32, 95]. The ones that showed good performance
in other fields like language model method and SVM also showed high accuracy for authorship
classification. For this reason, usually SVM has been used to compare the effectiveness of feature
sets [20, 32], so in this study we also use SVM for fair comparison between our new feature set and
previous feature sets.
[4, 39, 46] brought up a problem of multiple authorship classification.
Recently, a tree kernel function was defined to represent the syntactic structure of a sentence
[15]. This syntactic tree kernel function was used to either classify questions [91] or match similar
questions [78] in a question answering (QA) system. Both [91] and [78] used a variation of the
original tree kernel defined in [15] to include all terminal symbols into subtrees. A tree kernel
method is, in essential, a matching scheme between two trees, so it cannot catch or utilize global
information of the training data.
Our proposed feature set of k-ee can be considered as a variation of tree patterns. In data
mining domain, there have been several studies on tree pattern mining [13, 74, 88]. TreeMiner
[88] is one of the pioneer of mining frequent tree patterns. CMTreeMiner [13] mined closed and
maximal frequent tree patterns together.
For tree classification, rule-based classifiers (XRules [89], CTC [98]) and a decision tree based
classier (Tree2 [7]) were proposed. But none of them could be applied to classify sets of trees as
documents.
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2.2 Preliminaries
Traditional authorship attribution approaches adopted function words, POS tags, and rewrite rules
as a feature set to build a classification model. Even though they achieved good accuracy, there still
existed room to find a more meaningful feature set to improve the performance. In this section, we
describe rewrite rules which are somewhat complex syntactic structures that hold more syntactic
information than the other two feature sets. Secondly, we define our new feature set of k-ee subtree
patterns.
2.2.1 Rewrite Rule
In [5], rewrite rules were considered to be building blocks of a syntactic tree, just as words are
building blocks of a sentence. Here, a syntactic tree is a rooted and ordered tree which is labeled
with POS tags that represents the syntactic structure of a sentence. Its interior nodes are labeled
by non-terminals of the grammar, and the leaf nodes are labeled by terminals.
Compared to previous approaches that utilized function words and POS tags, rewrite rules can
hold functional structure information of the sentence. In linguistics, a rewrite rule is in the form
of “X → Y ” where X is a syntactic category label and Y is a sequence of such labels such that
X can be replaced by Y in generating the constituent structure of a sentence. For example, “NP
→ DT+JJ+JJ+NN ” means that a noun phrase (NP) consists of a determiner (DT ) followed by
two adjectives (JJ) and a noun (NN ).
There is a limit when using rewrite rules as features of a classification model. First, because
of the restriction that the entire rule cannot be broken into smaller parts, no similarity between
rules are considered. A large number of slightly different rules are all counted as independent
features. For instance, a rewrite rule “NP → DT+JJ+NN ”, missing one JJ from the above
example, becomes a separate rewrite rule. Second, since a rewrite rule is a two-level tree structure,
it is not enough to hold most of the syntactic structure information of a sentence. For example, the
relationships between rewrite rules are missing, which can hold more refined syntactic information.
For these reasons, we developed a new feature set of k-ee tree patterns that are flexible and complex
enough to represent the syntactic structure information of a sentence.
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Figure 2.2: A toy example of a database D with three syntactic trees
2.2.2 k-Embedded-Edge Subtree Pattern
To overcome the drawbacks of the feature sets used in previous approaches, we extended the
definition of the rewrite rule to form a new feature set. Based on the analysis of the rewrite rule,
a new feature should be a multi-level tree structure to hold the novel information of the syntactic
structure of a sentence. Moreover, it should be allowed to contain only a part of a rewrite rule.
Induced subtree patterns of a syntactic tree were one of the candidate feature set which satisfied
both conditions. But, our pilot experiments showed that a small number of combinations of those
induced subtree patterns could achieve even higher accuracy, which motivated us to define k-ee
subtree patterns for our new feature set as follows.
Definition 1. We define a tree t to be an induced subtree of a tree s if there exists an identity
mapping from t to s preserving all parent-child relationships between the nodes of t. We define an
edge e of a tree s to be embedded iff e is a pair of two nodes of s with an ancestor-descendant
(not parent-child) relationship. We define a k-embedded-edge subtree (k-ee subtree) t of a
tree s to be a set of induced subtrees of s that can be connected by at most k embedded edges.
Since we allow a k-ee subtree pattern to be not only a two-level but also a multi-level subtree
structure, the number of k-ee subtree patterns would be exponential on the number of trees and
their sizes. We define a minimum support to ensure we only mine general common patterns that
will be applicable to test data thus avoiding overfitting.
Definition 2. We define the support of a k-ee subtree pattern t (denoted by sup(t)) to be the
total number of syntactic trees of sentences in training data that contains t. We say t is frequent
iff sup(t) ≥ α for a user-specified minimum support threshold α.
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Figure 2.3: Examples of frequent k-ee patterns in D when k = 0 and α = 2
As common words or function words were studied as features for authorship classification in
previous works, frequent patterns share the philosophy that more general features are preferred to
discriminate the writing styles of the authors.
Figure 2.2 shows a toy database D of three syntactic trees. Given minimum support threshold
2, all five 0-ee subtree patterns presented in Figure 2.3 become frequent. For example, patterns
t1, t2, t3, and t4 appears in all three syntactic trees, so their supports are all 3. Pattern t5 only
appears in S1 and S3, so its support becomes 2.
Even though we only use frequent k-ee subtree patterns as a feature set for a classification
model, the potential number of patterns can still become a bottleneck. To address this problem,
we introduce the concept of a closed pattern in order to prevent generating redundant patterns; in
this way we can summarize frequent patterns into a smaller set of closed patterns without any loss
of information.
Definition 3. We define a k-ee subtree pattern t to be closed if there exists no tree pattern t′ that
contains t with sup(t′) = sup(t).
For example, two 0-ee subtree patterns t4 and t5 in Figure 2.3 are closed in the toy database
D since their superpatterns have smaller support. Patterns t1, t2, and t3 are not closed since they
have the same support with their superpattern t4.
Using closed and frequent k-ee subtree patterns as a new feature set not only reduces the size
of the feature set but also makes our authorship classification framework more scalable.
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Figure 2.4: An example of overcounting of overlapped k-ee subtree pattern occurrences
2.2.3 Frequency Measure of k-ee Subtree
The frequency of a pattern within a document (or a set of syntactic trees) is quite important in
the sense that it can be a good measure to discriminate the writing styles of different authors.
Previously well-known features such as function words, POS tags, and rewrite rules adapted bag-
of-words approach that used the number of their occurrences in a document as their frequency
measure. However, the k-ee subtree patterns cannot simply adapt the same frequency measure
because it generates many overlapped occurrences, which would lead to an exaggerated frequency
measure. Overlapped patterns appear because we consider all kinds of subtrees allowing several
embedded edges. Figure 2.4 is an illustration of this overcounting problem. The syntactic tree S
has only one A and four Bs, but the number of occurrences of pattern t becomes 6. More generally,
if A has n Bs as its children in S, then the occurrence count of pattern t becomes O(n2). Since we
allow k embedded edges for a k-ee subtree pattern, this overcounting problem will be even more
amplified.
Our observation that a document is parsed into a set of syntactic trees (of sentences) gave us
an insight to define the frequency measure of a k-ee subtree pattern in a different way by counting
the number of syntactic trees of a document that contain the pattern.
Definition 4. We define the frequency of a k-ee subtree pattern t in a document d (denoted by
freq(t, d)) to be the fraction of the number of syntactic trees of sentences in d that contains t.
For example, if a document d is composed of S1, S2, and S3 in Figure 2.2, then the frequencies
of patterns t1, t2, t3, and t4 (in Figure 2.3) in d become all 1 while the frequency of a pattern t5 in
d becomes 2/3.
Note that our feature value is a normalized score in the sense that we only consider the fraction
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of the number of sentences in a document. In this way, we can remove the effect of different
document lengths.
2.2.4 k-ee Subtree-based Authorship Classification
We propose a k-ee-subtree pattern-based authorship classification framework with the following
four steps: (1) Convert each document into a set of syntactic trees. As mentioned earlier, several
high-quality parsing tools have been developed recently. (2) Mine frequent k-ee subtree patterns
of the syntactic trees from the training data. There are several reasons we use only frequent
patterns. First, we do not assume the parser works perfectly with no error, but we do assume it
works with a reasonable accuracy. A small rate of error might produce strange patterns with low
support. Therefore, if we only use frequent patterns, we can reduce the influence of parsing errors.
Second, using patterns with low support as features may cause overfitting and subsequently harm
the classification accuracy. Statistically, using frequent patterns of training data as features for the
classification model generalizes well to the test data, since frequent patterns of training data have
a higher chance to also appear in test data. (3) Select discriminative patterns from the frequent
k-ee subtree patterns. Depending on the user specified minimum support threshold, we might get
a large number of frequent patterns which may again cause overfitting. Therefore, we carefully
choose only a small number of non-redundant and highly discriminative patterns as the features
for the classification model. (4) Construct the classification model with the discriminative patterns
and training data.
2.3 k-ee Subtree Pattern Mining
In the previous section, we explained the reasons to use k-ee subtree patterns as a new feature
set of authorship classification. These patterns hold more profound syntactic information (than
other features including rewrite rules) and are flexible enough to consider partial matching of the
syntactic trees. Even though the k-ee subtree patterns are confined to be frequent and closed,
the number of patterns can still be very large. Therefore, the next task is to mine these patterns
efficiently.
In this section, we introduce a k-ee subtree pattern mining method that (i) finds the frequent
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and closed patterns efficiently and (ii) captures their frequencies in each document. We do not
generate candidate k-ee subtree patterns and check for frequent and closed attributes. Instead,
we find a frequent k-ee subtree pattern, and extend it by adding a node (that is guaranteed to
be frequent) in a depth-first search manner. Depth-first search pattern expansion enables several
pruning techniques for closed and frequent pattern mining. We first introduce how to efficiently
find a frequent node for pattern extension, and then explain the pruning techniques for closed
pattern mining.
2.3.1 Pattern-Growth Approach
Previous apriori-based approaches for pattern mining generated a huge number of patterns and re-
scanned the entire database each time the size of candidate patterns were increased to verify whether
they were frequent. Recently, several studies were conducted on the pattern-growth approach by
using the projected database in sequence and tree pattern mining [53, 99]. In this study, we adapt
these pattern-growth techniques for frequent k-ee subtree pattern mining.
Instead of the apriori-based expensive candidate generation and test framework, we follow the
following steps for pattern-growth approach. First, find a size 1 frequent k-ee subtree t in the
training dataset D. Second, project the postfix of each occurrence of t in the syntactic trees of D
into a new database Dt. Here, we say a postfix of an occurrence of t in a syntactic tree s to be
the forest of the nodes of s appearing after the occurrence of t in a pre-order scan of s. Third, find
a frequent node v in Dt that can be attached to the rightmost path of t that forms a k-ee subtree
pattern. Once v is frequent in Dt, it ensures that the extended pattern is also frequent, so we do
not need to scan the whole database D again. The reason we only search for a frequent node that
can be attached to the rightmost path of t is to avoid generating duplicated patterns in the mining
process. Note that, in this study, we consider a node v attached to t by an induced edge forms
a different pattern from the one attached by an embedded edge because of the k-embedded edge
restriction. So we consider each case separately. Fourth, recursively go back to second step with
the extended pattern for every frequent node we found. Fifth, recursively go back to the second
step to expand all the other size-1 frequent k-ee subtrees.
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2.3.2 Pruning Methods
Figure 2.5 shows an example of the pattern-growth approach to mine 0-ee subtree patterns of a
database of three syntactic trees described in Figure 2.2 when the minimum support threshold is 2.
Each pattern is indexed in pattern-generation order. We first search for size-1 frequent patterns,
which are t1, t11, t15, and t16 in this case. We choose t1 as a starting point, and find frequent nodes
that can be attached to t1 from its projected database described in Figure 2.6. We find nodes B
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and E are frequent, and we extend t1 to t2 by adding a node B. Once all frequent 0-ee subtree
patterns that extends t2 are all mined, then we extend t1 to t10 by adding a node E. Similar
procedures are recursively performed until we mine all frequent patterns.
In our pattern-growth approach, the projected database of a pattern t keeps shrinking as the
mining process moves on and t becomes a bigger superpattern. Note that we do not physically
create projected databases. In fact, instead of keeping physical copy of postfix data, we use a
pseudo-projection that only stores a pointer to the syntactic tree and the offset of each node of a
pattern occurrence in the syntactic tree to save memory and make the procedure more efficient.
After we perform the pattern-growth method to mine all frequent k-ee subtree patterns, we
can remove the patterns which are not closed. Instead of the inefficient two-step approach, we
can integrate several well-known pruning techniques for semi-structured data mining [13, 77, 85]
into the pattern-growth method to output only closed patterns. The common intuition of the
pruning methods is that we only need to check immediate supertrees of a tree pattern t not the
whole supertree for the closure checking. In this study, we adapt the blanket convention of [13] to
describe pruning techniques for closed k-ee subtree pattern mining as follows.
Definition 5. Define the blanket of a k-ee subtree pattern t (denoted by Bt) by the set of supertrees
of t that has one more node than t. For a pattern t′ ∈ Bt, we denote t′\t to be an additional node
v of t′ that is not in t. Here, t′\t represents not only the vertex label of v, but also its position and
the type of edge connection (either induced or embedded) between t and v. We define the right-
blanket of t (denoted by Brt ) as a subset of Bt where t
′ ∈ Bt right iff t′\t is the rightmost vertex
of t′. We define the left-blanket of t (denoted by Blt) by B
l
t = Bt −Brt . For t′ ∈ Bt, we define t′
and t to be occurrence-matched if, for each occurrence of t in a database, there is at least one
corresponding occurrence of t′. We define t′ and t to be sentence-matched if for any syntactic
tree s of a sentence in D that contains t it also contains t′.
For example, in Figure 2.5, pattern t4 is in the blanket of t7 since t4 is a superpattern of t7 by
one more node C. And also, pattern t4 is in both B
l
t7
and Brt3 . Since t4 ∈ Bt7 and each occurrence
of t7 is contained in an occurrence of t4, we say t4 and t7 are occurrence-matched.
The following two pruning techniques are based on occurrence-level matching. Backward Ex-
tension Pruning(BEP) checks the occurrence matching of the current mining tree pattern t with
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Algorithm 1: Procedure ClosedMine to mine k-ee closed subtree patterns
input : Tree data set D, minimum support θ
output: Closed k-ee subtree patterns C
1 foreach frequent vertex t ∈ D do
2 ClosedMine Sub(t,Dt,θ);
3 end
Algorithm 2: Subprocedure ClosedMine Sub used for ClosedMine
1 if t satisfies BEP condition then return;
2 if no t′ ∈ Bt sentence-matches with t then
3 C ← C ∪ {t};
4 end
5 foreach t′ ∈ Btright do /* bottom up to enable FEP pruning */
6 if t′ satisfies FEP condition then break;
7 if sup(t′) ≥ θ then
8 ClosedMine Sub(t′,Dt′ ,θ);
9 end
10 end
previously mined supertrees of t, and Forward Extension Pruning(FEP) checks the occurrence
matching of t with the supertrees of t that will be mined later.
Proposition 1. (Backward Extension Pruning) For a k-ee subtree pattern t, if there exists a
supertree t′ ∈ Blt such that t and t′ are occurrence-matched, then neither t nor any supertrees of t
as extensions of any node of its rightmost path can be closed.
For example, pattern t7 and its descendants in Figure 2.5 are pruned since t4 is in the left
blanket of t7, and t4 and t7 are occurrence-matched which satisfies the BEP condition. Similarly,
t10, t11, t15, t16 and their descendants are pruned because of BEP criterion.
Proposition 2. (Forward Extension Pruning) For a k-ee subtree pattern t, if there exists a
supertree t′ ∈ Brt such that t and t′ are occurrence-matched and the parent of t′\t is v (where v is
a vertex on the rightmost path of t), then neither t nor any supertrees of t as extensions of any
proper ancestor node of v can be closed.
For example, pattern t6 and its descendants in Figure 2.5 are pruned since all conditions for
FEP are satisfied as follows: (i) t4 is in the right-blanket of t3 (ii) D is t4\t3 (iii) A is the proper
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ancestor node of D’s parent node in t4 (iv) t6 is an extension of t3 by adding a node E at A.
Similarly, pattern t9 and their descendants are pruned because of the FEP criterion.
BEP described in Proposition 1 means that once we find a pattern t′ is in the left-blanket of
t that occurrence-matches with t, then we do not have to perform pattern-growth of t, because a
pattern extension in the pattern-growth approach is performed in a depth-first traversal manner.
FEP described in Proposition 2 is a simple corollary of the BEP.
Algorithm 1 and 2 describe how to incorporate the pruning methods BEP and FEP into
pattern-growth approach to mine closed and frequent k-ee subtree patterns. In Algorithm 2, line
5 and 8 ensures the algorithm to work in a pattern-growth way. We check BEP condition at line
1, and FEP condition at line 6. In this way, we do not have to generate all frequent k-ee subtree
patterns to mine closed patterns.
2.4 Discriminative k-ee Subtree Pattern Selection
We developed an algorithm to mine closed and frequent k-ee subtree pattern, but there may still
be too many resulting patterns. In this section, we present how to carefully select discriminative
patterns from among the closed and frequent patterns in order to reduce the size of the feature set
and to improve the performance of the classifier.
Based on the study that the patterns with high Fisher score can help improving the classification
performance [11], we use it in our study to evaluate the discriminative power of a k-ee subtree
pattern. The Fisher score is defined as
Fr =
∑c
i=1 ni(µi − µ)2∑c
i=1 niσ
2
i
where ni is the number of data samples in class i, µi is the average pattern frequency in class i, σi
is the standard deviation of the pattern frequency in class i, and µ is the average pattern frequency
in the whole dataset. A pattern will have a large Fisher score if it has similar values within the
documents of the same class and very different values across the documents of different classes, at
the same time.
Figure 2.7 presents Fisher score distributions of various feature sets such as function words
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Figure 2.7: Fisher score distribution of various feature sets
(FW), POS tags (POS), rewrite rules (RR), and k-ee subtree patterns for k=0, 1, and 2 (0-ee,
1-ee, and 2-ee, respectively). We can easily see that the highest scores are mostly from k-ee subtree
patterns, which implies that they can be more meaningful than other features. In fact, in the
experiments, our k-ee subtree patterns achieved highest accuracy for all datasets.
Based on this Fisher score measure, we perform the feature selection procedure in a sequential
coverage way as follows. We describe this procedure in Algorithm 3. We select the top scored
pattern which covers at least one syntactic tree of the dataset and remove it from the list of the
patterns. Moreover, any syntactic tree that is covered by at least δ features will be removed from
the dataset. Here, delta is a feature coverage threshold introduced in [11]. It allows multiple
patterns to represent a tree, which is known to improve the classification accuracy. Third, we go
back to the second step until either the dataset becomes empty or no more patterns are left.
Once the feature selection procedure is complete, we get a small number of discriminative,
closed, and frequent k-ee subtree patterns. Considering these patterns as a feature set, we express
a document as a vector representation assigning a feature value by the frequency of the pattern
described in Definition 4, and learn a classification model.
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Algorithm 3: Procedure WSMine to mine discriminative k-ee subtree patterns
input : Tree data set D, min sup θ
output: Discriminative k-ee features F of D
1 C ← ClosedMine(D,θ);
2 while (C 6= ∅) or (D 6= ∅) do
3 Select top-1 discriminative pattern t from C;
4 F ← F ∪ {t};
5 D ← D − {trees that are covered by δ features in F};
6 C ← C − {t};
7 end
2.5 Binned Information Gain Score
In the previous chapter, we presented a pattern-growth method to mine frequent patterns, but the
resulted patterns may still be too many. Based on the study that the patterns with high discrim-
inative score can improve the classification performance [11], we first evaluate the discriminative
power of a k-ee subtree. Note that most of the well-known discriminative scores (e.g. informa-
tion gain, fisher score) have upper bound on binary feature values not on numeric feature values
[11, 12, 50, 86]. In this subsection, we define a new discriminativeness score, binned information
gain, and derive its upper bound on the numeric feature values to enable a branch-and-bound
framework to mine discriminative patterns on numeric feature values.
Definition 6. For a user specified number n, we divide range [0, 1] of the relative sentence frequency
per document of t into a partition p of equi-width n bins: p1 = [0,
1
n
), p2 = [
1
n
, 2
n
), · · · , pn−1 =
[n−2
n
, n−1
n
), pn = [
n−1
n
, 1]. For a given partition p and m classes C1, · · · , Cm, we define the binned
conditional entropy of t by
H(C|X) = −
n∑
i=1
P (X ∈ pi)
m∑
k=1
P (Ck|X ∈ pi) log p(Ck|X ∈ pi)
and binned information Gain of t by
IG(C|X) = H(C)−H(C|X)
where H(C) = −∑mk=1 p(Ck) log p(Ck).
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Figure 2.8: Binned information gain score distribution of various feature sets
A pattern t will have a large binned information gain score if the frequency distribution imbal-
ance between the classes becomes bigger for each bin, which means t is significant to discriminate
classes.
Figure 2.8 presents binned information gain score distributions of various feature sets such as
function words (FW), POS tags (POS), bigram POS tags (BPOS), rewrite rules (RR), and k-ee
subtrees for k=0, 1, and 2 (0-ee, 1-ee, and 2-ee, respectively). We can easily see that the highest
scores are mostly from k-ee subtrees, which implies that they can be more meaningful than other
features – an assertion we later test in the experiments section.
For a tree pattern t, we denote binned information gain of t by IG(t) and information gain
upper bound of t and its superpatterns by IGub(t). Given a k-ee subtree t and a partition p, we
define (A,B, p) to be a frequency distribution of t where A = (A1, . . . , An) and B = (B1, . . . , Bn)
with Ai and Bi being the number of documents in class C1 and C2 respectively for each bin pi of a
partition p. Denote (A′, B′, p) as a frequency distribution of a super pattern t′ of t. The following
two lemmas describe the properties of (A,B, p) and (A′, B′, p) that will be used to prove the main
theorem to derive the upper bound of binned information gain.
Lemma 1. For any k = 2, . . . , n, the following four inequalities hold for a k-ee subtree t and its
superpattern t′:
∑n
i=k A
′
i ≤
∑n
i=k Ai,
∑k−1
i=1 A
′
i ≥
∑k−1
i=1 Ai,
∑n
i=kB
′
i ≤
∑n
i=k Bi, and
∑k−1
i=1 B
′
i ≥
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∑k−1
i=1 Bi.
Proof. Since t′ is a superpattern of t,
∑n
i=k A
′
i ≤
∑n
i=kAi for k ≥ 2. Therefore,
∑k−1
i=1 Ai =
|C1| −
∑n
i=k Ai ≤ |C1| −
∑n
i=kA
′
i =
∑k−1
i=1 A
′
i where |Ci| is the number of documents in class Ci.
Similar proof for Bi.
The following lemma shows the condition to get the upper bound of binned information gain
for a special case when only the first two bins of frequency distribution are different.
Lemma 2. For a given frequency distribution (A,B, p), let (A′, B′, p) be a frequency distribution
with A′1 = A1 + x, A
′
2 = A2 − x (0 ≤ x ≤ A2) and the rest unchanged. If A1A1+B1 ≥ A2A2+B2 ,
then (A′, B′, p) achieves its minimum conditional entropy when x = A2. Otherwise, it achieves its
minimum conditional entropy when x = 0.
Proof. Let f(x) be the conditional entropy of (A′,B′,p) and N be the total number of documents.
Then,
f(x) =
A1 +B1 + x
N
(
− A1 + x
A1 +B1 + x
log
A1 + x
A1 +B1 + x
− B1
A1 +B1 + x
log
B1
A1 +B1 + x
)
+
A2 +B2 − x
N
(
− A2 − x
A2 +B2 − x log
A2 − x
A2 +B2 − x −
B2
A2 +B2 − x log
B2
A2 +B2 − x
)
+
n∑
i=3
P (X ∈ pi)
2∑
k=1
P (Ck|X ∈ pi) log p(Ck|X ∈ pi)
f ′(x) =
1
N
log
(
A1 +B1 + x
A1 + x
· A2 − x
A2 +B2 − x
)
If A1
A1+B1
≥ A2
A2+B2
, f ′ (x) ≤ 0. Otherwise, f ′ (x) > 0.
The following theorem describes that the binned information gain upper bound exists and is
determined by the frequency distribution of the first two bins.
Theorem 1. Given a tree pattern t, its super patterns including itself have a conditional entropy
lower bound in the frequency distribution (A′, B′, p) of one of the following two forms: (1) A′1 =
A1 + A2, B
′
2 =
∑n
i=2Bi, B
′
1 = B1, B
′
i = 0 (i = 2, . . . , n) and A
′
i = Ai (i = 3, . . . , n) (2)
B′1 = B1 +B2, A
′
2 =
∑n
i=2Ai, A
′
1 = A1, A
′
i = 0 (i = 2, . . . , n) and B
′
i = Bi (i = 3, . . . , n).
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Proof. Suppose (A¯, B¯, p) is a frequency distribution of a superpattern t¯ of t with minimum condi-
tional entropy whose form is in neither cases. Denote Pi =
A¯i
A¯i+B¯i
and Qi =
B¯i
A¯i+B¯i
(i = 1, . . . , n).
By generalizing Lemma 2, either Pi < Pi+1 or Pi+1 = 0 (i = 1, . . . , n − 1). Symmetrically, ei-
ther Qi < Qi+1 or Qi+1 = 0 (i = 1, . . . , n − 1). Then, for all i = 2, . . . , n, either Pi = 0 or
Qi = 0. (∵ Assume Pi 6= 0 and Qi 6= 0 for some i. Then, Pi−1 < Pi and Qi−1 < Qi. But,
1 − Pi−1 = Qi−1 < Qi = 1 − Pi which is a contradiction.) Therefore, either P2 = 0 or Q2 = 0.
Without loss of generality, say P2 = 0. Then, we can get another distribution (A¯
′,B¯′,p) where
B¯′2 =
∑n
i=2 B¯i, B¯
′
i = 0 for (i = 3, . . . , n), and the rest unchanged from (A¯,B¯,p). Since its con-
ditional entropy at each bin pi (i = 2, . . . , n) becomes 0, it has smaller or the same conditional
entropy with (A¯,B¯,p). By the assumption that (A¯,B¯,p) has the minimum conditional entropy,
their conditional entropy are the same. By Lemma 1, A¯′1 ≥ A1 + A2 and B¯′1 ≥ B1 (∵ A¯′2 = 0
since P2 = 0). If either A¯
′
1 > A1 + A2 or B¯
′
1 > B1, then the conditional entropy of (A¯
′,B¯′,p)
becomes higher than the conditional entropy of (A′,B′,p) in the first form of the theorem which
is a contradiction to our assumption that the conditional entropy of (A¯,B¯,p) is minimum. Similar
contradiction can be derived when Q2 = 0.
2.6 Modified Sequential Coverage Method
The binned information gain measure and its upper bound enables a branch-and-bound framework,
and we can simply perform the feature selection procedure in a traditional sequential coverage
way as follows ([12, 86]). First, we mine the most discriminative k-ee subtree and add it to the
feature set. Second, we remove trees that contain the extracted pattern and compute binned
information gain scores of the remaining patterns on the updated database. In this way, redundant
patterns will have a small chance to be selected. Third, we go back to the first step until either
the dataset becomes empty or no more patterns are mined. Once the feature selection procedure
is complete, we get a small number of discriminative k-ee subtrees. Based on the feature set
F = {t1, · · · , tn} of these patterns, we express a document d as a vector of their frequencies as
d = (freq(t1, d), · · · , freq(tn, d)) to train a classification model.
But this procedure is inefficient when many discriminative patterns need to be mined because
the sequential coverage method described above is based on iteratively mining one discriminative
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pattern for each iteration. We observe that the object of iterative approach is to find non-repetitive
discriminative patterns. For this purpose, previous works simply applied the decision tree scheme
of feature selection either (1) to a sequential coverage method to be used for SVM classification
model [12, 86] or (2) to a decision tree classification model directly [18]. The difference between
them is that the former recursively mines the dataset that does not contain the pattern, and
the latter recursively mines both datasets containing and not containing the pattern. But both
approaches need to recompute discriminativeness scores of the patterns on the updated database
paying an expensive computational cost, which does not really involve removing repetitive patterns.
We propose to use a modified sequential coverage method which does not recompute the binned
information gain scores.
2.7 Direct Discriminative k-ee Subtree Mining
In this section, we design a novel algorithm to efficiently mine discriminative patterns in a single
iteration. We compute the binned information gain score only once, and apply the sequential
coverage method without recomputing the binned information gain scores. Moreover, we propose
an efficient way of mining the discriminative patterns in one iteration.
Here, we define some terms and symbols that will be used for the rest of the section. We denote
t |= s when a k-ee subtree t is contained in a tree s. We define St = {s ∈ D|t |= s} to be a set
of trees in a tree dataset D that contain t. Also, we define At = {p : k-ee subtree|∃s ∈ St, p =
argmaxp|=sIG(p)} to be a set of patterns that achieve the highest discriminative score among all
patterns in some trees that contain t, and Bt to be a set of arbitrary patterns from each tree of
St. We denote F to be a set of discriminative k-ee subtrees in D mined by the modified sequential
coverage method.
The following lemma characterizes discriminative patterns mined by sequential coverage.
Lemma 3. For a given tree dataset D,
F = {t|∃s ∈ D such that t = argmaxp|=sIG(p)}.
Proof. By the definition of the modified sequential coverage method mentioned in Section 2.6.
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Lemma 3 explains that the discriminative patterns mined by the modified sequential coverage
method are indeed the most discriminative patterns for some trees of D. Based on this observation,
we derive a pruning method by branch-and-bound approach in the following proposition.
Proposition 3. (Branch-and-Bound (BB) Pruning) If IGub(t) < minp∈At IG(p), then no
superpattern t′ of t is in F .
Proof. Since St ⊇ St′ , IGub(t) < minp∈At IG(p) ≤ minp∈At′ IG(p). That is, t′ cannot be the most
discriminative pattern for any tree in St′ .
Corollary 1. If IGub(t) < minp∈Bt IG(p), then no superpattern t
′ of t is in F .
Proof. By definition of At, IGub(t) < minp∈Bt IG(p) ≤ minp∈At IG(p).
In case IGub(t) = minp∈Bt IG(p), we also skip mining Dt since any tree containing a superpat-
tern t′ of t will also contain another pattern that has higher or the same discriminative score.
Once we know an upper bound of the discriminative score of t’s superpatterns, we can use
the BB pruning method described in Proposition 3. Unfortunately, as alluded to earlier, this is a
nontrivial task because the feature values are numeric instead of binary. We partitioned the numeric
range [0, 1] into a finite number of bins and derived the upper bound of binned information gain
score by checking a constant number of cases (at most 2 cases) regardless to the number of bins.
In the mining process, since we do not know At, we set Bt to be the set of current best patterns
of St and apply Corollary 1 as a BB pruning condition. For that reason, we maintain current best
patterns for each tree.
Example 1. Consider the example from Figure 2.9. Suppose class c1 has a document d1 and class
c2 has a document d2 from a database D. Let the number of bins for binned information gain be 3
(i.e. n = 3). We first mine t1, compute its discriminative score (IG(t1) = 0) and update current
Bt1 (Bt1 = ∅) by checking t1. Now, Bt1 = {t1}. Since IGub(t1) = 1 > minp∈Bt1 IG(p) = 0, we move
on to next pattern t2 without pruning. We compute t2’s discriminative score (IG(t2) = 1), and
update Bt2 = {t1} to be Bt2 = {t2}. Since IGub(t2) = 1 = minp∈Bt IG(p), we can skip generating
t3.
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(b) Pattern growth of k-ee subtrees with
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Figure 2.9: Database D and its frequent k-ee subtrees
Following the original sequential coverage methodology mentioned in Section 2.6, when a k-ee
subtree t is generated the trees containing t are removed. But in real classification tasks, we may
want to generate multiple patterns to represent a tree to improve accuracy. To address this issue,
we use a minimum feature coverage threshold δ introduced in [12], i.e., a tree is removed when it
is covered by at least δ discriminative patterns. Lemma 3 and Proposition 3 can easily be adapted
with the feature coverage parameter δ by maintaining top-δ patterns for each tree and using δ-th
highest discriminative score as a cut-off threshold for each tree.
In summary, we proposed a branch-and-bound framework of authorship classification. During
the process, the algorithm retains and updates the most discriminative patterns Opt(s) of each
tree input, and at the end they become F . The basic framework is to expand the patterns from
small to large sizes in pattern-growth approach. Before we expand current pattern t into a larger
one, we compute the upper bound of the binned information gain of all superpatterns of t. Based
on BB pruning described in Corollary 1, if the upper bound value is not greater than the current
minimum Opt(s) from all trees (s) containing t, then we can safely skip exploring superpatterns of
t.
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2.8 Experiments
In this section, we present an empirical evaluation in order to validate the performance of our
k-ee subtree based authorship classification. We also analyze the effect of the parameters of k-ee
subtree patterns presented in this study. The experiments are designed to test the usefulness of
k-ee subtrees, as a new feature set, for authorship classification.
2.8.1 Datasets
For the following experiments, we used public data collections extracted from the TREC corpus [30]
and The New York Times2.
Table 2.1: Characteristics of data collections.
Data # Authors Doc Doc/Author Sentence Word
NTNews 4 400 100 19,161 381,450
Movie 4 2,177 415 – 598 51,086 1,299,682
TREC 7 6,336 804 – 1,003 169,767 3,964,865
From The New York Times we collected two different types of datasets: news articles and movie
reviews. For the news articles, we randomly selected two journalists from the business department,
and two other journalists from the health department who were the main contributors in their
departments.3 We collected datasets assuming that the journalists in the same department are
likely to write articles on the same topic and genre using similar words.
For the movie reviews, we used four movie critics from the The New York Times. It has three
main critics whom we used. We added another randomly selected critic who is one of the major
contributors.4 We collected this data because most of the movies reviewed by the critics overlapped.
We assumed movie reviews of the same movie will be on the same topic and genre using similar
words.
2http://www.nytimes.com
3Eric Dash and Jack Healy from the business department, and Denise Grady and Gina Kolata from the health
department.
4The three main critics of The New York Times are A. O. Scott, Manohla Dargis, and Stephen Holden. The other
critic we used is Jeannette Catsoulis.
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We also used news articles from the Associated Press (AP) subcollection of the public TREC
corpus. The AP collection has over 200,000 documents by more than 2,380 distinct authors. We
followed the same experimental configurations as previous works [93, 95] did by using the same
datasets from the same seven authors5 they used. The statistics of each data collection are described
in Table 2.1. Note that the class distributions (or the number of documents per author) are mostly
balanced, and in this way we do not have to consider the effect of skewed data.
2.8.2 Evaluation Methodology
To evaluate the performance, we performed multiclass classification on each data collection using
SVM with linear kernel. Specifically, we decomposed the multiclass problem into binary problems
via one-versus-one method, and paired the authors of each data collection and conducted binary
classification on these pairwise datasets. For each dataset, we conducted 5-fold cross validation,
and averaged the accuracy as a measure of the performance. For each fold, training data was used
to mine the syntactic features and to get a classification model while test data was only used for
evaluation purposes. For each training data, we used another 5-fold cross validation to determine
appropriate parameter values for the classification model (linear SVM ). In this way, our evaluation
ensured that there is no information leak from the test data for the classification task.
We used the number of occurrences of each feature as a feature value for the syntactic features
except k-ee subtrees which used a new frequency measure defined in Definition 4. For the fair
comparison, we used the same classifier. In [17, 95], it is shown that SVM achieves reliable
performance with high accuracy for authorship classification and the choice of the SVM kernel has
little or no effect on the performance.
2.8.3 Comparison Feature Sets
To show how effectively our new feature set of k-ee subtrees works, we compared the authorship
classification performance with other syntactic features such as function words (FW), unigram POS
tags (POS), bigram POS tags (BPOS), and rewrite rules (RR). As for function words, we took the
list of 308 function words from [48]. We used 74 POS tags from from the stanford parser. 1,088
5The authors are Barry Schweid, Chet Currier, Dave Skidmore, David Dishneau, Don Kendall, Martin Crutsinger,
and Rita Beamish.
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Table 2.2: Number of features for FW, POS, RR and k-ee feature sets.
Data FW POS BPOS RR 0-ee 1-ee 2-ee
NTNews 308 74 1088 3929 119.2 257.8 453.1
Movie 308 74 1088 9029.2 306.2 575.1 1015.6
TREC 308 74 1088 8278 254.4 570.5 1107
Bigram POS tags were identified from the leaves of syntactic trees. Rewrite rules and k-ee subtrees
were generated by mining parsed sentences of syntactic POS -tagged trees.
In Table 2.2, we show the average sizes of feature sets for each data collection. To get the
number of features of rewrite rules and k-ee subtrees, we computed the average value of the number
of distinct features of 5-fold training data for each feature set and dataset. As expected, rewrite
rules generated much larger number of features than all the other feature sets. It is noticeable that
the number of k-ee subtrees are far less than the number of bigram POS tags and rewrite rules,
and sometimes even less than the number of function words. For the rest of the section, we will
show that our small sized new feature set of k-ee subtrees outperforms all the other feature sets.
2.8.4 Performance Evaluation
We first show accuracy comparison on various feature sets and then analyze the effect of the
parameters of k-ee subtree approach. For the accuracy comparison with other feature sets, we
conducted binary authorship classification as well as multiple authorship classification tasks. Table
2.3 shows the accuracies of those authorship classification tasks for various comparison feature sets
and for three different data collections. By default, we used the number of embedded edge k = 1,
minimum support threshold θ = 0, the number of bins n = 10, and minimum feature threshold
δ = 3 for discriminative k-ee subtree mining. In Tables 2.3 and 2.4, boldface denotes the best result
for each dataset.
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Table 2.3: Accuracy comparison on various data collections.
Data Number of Authors FW POS BPOS RR k-ee
NTNews
2 92.25 86.67 90.42 89.75 94.25
3 87.08 78.17 83.97 82.17 90.83
4 82.75 71.25 79.45 75.25 87.75
Movie
2 93.18 88.99 84.17 92.88 95.62
3 88.03 81.77 82.17 88.45 92.89
4 84.00 76.23 80.25 85.11 91.30
TREC
2 93.33 92.43 93.95 95.07 96.04
3 88.63 87.12 89.64 91.49 93.43
4 85.10 83.03 86.30 88.67 91.50
5 82.24 79.71 83.51 86.31 89.95
6 79.80 76.87 81.10 84.26 88.56
7 77.62 74.53 78.92 82.46 87.37
Average 86.14 81.40 84.45 86.87 91.62
Overall Effectiveness
Based on the accuracy results in Table 2.3, our new feature set of k-ee subtrees achieved the highest
performance of the comparison feature sets. Overall, most feature sets showed high accuracy
on binary authorship classification tasks. But when the number of authors was increased, the
performance gaps between k-ee subtree feature set and all the others became larger.
It is true that bigram POS tags and rewrite rules catch deeper insights of an author’s writing
style since they are more complex and have much larger number of features than POS tags. But
we conclude that a feature set of k-ee subtrees can characterize an author’s writing style even
better since (1) it allows even more complex syntactic structures than rewrite rules as features,
(2) its size is much smaller than the feature set of bigram POS tags and rewrite rules, and (3) it
achieved better accuracies. Note that the feature set of function words reliably showed reasonable
accuracies as previous works mentioned [93–95]. It achieved better than POS tags and sometimes
even better than bigram POS tags and rewrite rules. This is because function words have two
different aspects together (syntactic and lexical) while POS tags only have a syntactic aspect. But
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Table 2.4: Accuracy Comparison on binary authorship classification of The New York Times news
articles.
Author Pair FW POS BPOS RR k-ee
(B1,B2) 91.5 87 95 94 94
(B1,H1) 94 85 92 91 95
(B1,H2) 95.5 92.5 95 96 94
(B2,H1) 95 92.5 94.5 92.5 97.5
(B2,H2) 97 95.5 96.5 97.5 98
(H1,H2) 80.5 67.5 69.5 67.5 87
Average 92.25 86.67 90.42 89.75 94.25
complex syntactic structures can complement the lack of lexical aspect of the features, since the
feature sets of rewrite rules and k-ee subtrees showed higher accuracies than function words.
On average, the feature set of k-ee subtrees improved performance over the other feature sets
about 8.23% (overall), 6.36% (function word), 12.56% (POS ), 8.49% (bigram POS ) and 5.50%
(rewrite rule).
We also performed a significance test on the feature sets over k-ee subtrees. We used two-tailed
t-test on the accuracy results in Table 2.3, and all their t values (FW: 3.18, POS: 5.02, BPOS:
4.49, RR: 2.69) indicated that the performance of k-ee subtree patterns are significantly different
from (or, better than) all the others (95% confidence interval, threshold: 2.07).
Note that we could mine k-ee subtrees even for minimum support θ = 0, a task rarely done
in previous works because too many patterns were generated from the mining process. Further
discussions are described in Section 2.9.
Problem Difficulty Analysis
As we explained in Section 2.8.1, the datasets of The New York Times news articles were collected to
identify the difficulty of classification problem. Two journalists Dash and Healy from the business
department are denoted by B1 and B2, and two journalists Grady and Kolata from the health
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department are denoted by H1 and H2 respectively in Table 2.4. We assumed that the journalists
from the same departments will be hard to classify because they might use similar terms on the same
topic and genre. As expected, classification results in Table 2.4 show that classifying journalists
from different departments was easier than journalists from same departments.
Note that the last row of Table 2.4 shows extremely worse performance than other cases. We
manually analyzed the news articles of H1 and H2, and found that their writing styles were quite
informal using several quotations which made it the hardest dataset. Even for this hard task, our
approach got the highest accuracy with a big gap.
Parameter Analysis
In Figure 2.10, we analyze the role of each parameter used to mine discriminative k-ee subtrees.
All experiments were conducted for binary classification of two movie critics Stephen Holden and
Jeannette Catsoulis. Similar trends could be found from other datasets. For default values, we
used θ = 0.3, n = 10, and δ = 3. Overall, we found that 1-ee subtree feature set showed the best
performance. It could be mined with almost in a constant time even with no minimum support
threshold. But, when the number of embedded edges increased (e.g. k = 2), k-ee feature set showed
worse accuracies because it tended to overfit to the training data. Moreover, it took exponential
time to run when minimum support threshold gets smaller. It is good to know that we do not
need too complicated syntactic structures (with a high k), because the computation would be too
expensive to make our proposed feature set useful.
There are two parameters, n and δ, which are related to our binned information gain score.
Based on Figure 2.10, they did not significantly affect the running time, but somehow affected
the accuracy. However, since they achieved the peak within a small range, it was not difficult to
optimize their values in our experiments.
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Figure 2.10: Performance Comparisons on Different Parameter Settings
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2.9 Discussion
Minimum Support Threshold
In the experiments, we could put minimum support θ to be 0 to mine discriminative patterns
regardless to any minimum support, which is almost impossible for generate-and-test methodology
that has to generate all patterns. We know that mining frequent pattern is good to avoid overfitting
effect, but it is hard to set a correct minimum support threshold value. The authors in [11] show
that features with low support have low discriminative power. That is, the discriminative patterns
we mine even with no minimum support can be considered to be frequent enough to overcome the
overfitting problem.
Performance of NLP Tools
All current approaches using syntactic features have the same limit of utilizing imperfect natural
language processing (NLP) tools. For example, to obtain syntactic features (including k-ee sub-
trees), we rely on the performance of NLP parsers. It would be a good follow-up work to apply
our approach to other informal datasets such as blogs and newsgroups where NLP parsers tends
to show low performance. We believe our approach will still show reasonably good performance
even on those messy datasets with informal wording because the frequent pattern mining will not
succumb to parsing errors.
Feature Combination
We did not consider feature combinations since the main target of this study is to introduce a new
feature set and its effect in authorship classification. In fact, feature combination for authorship
classification itself is a different topic with some previous work [92]. Simply applying fixed weights
for different feature sets to classify various datasets might not achieve good results because some
authors have their own stylistic habits that may be captured in one feature set that is more
distinctive than others [95].
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2.10 Summary
In this chapter, we proposed a new syntactic feature set of k-ee subtrees to classify documents
based on their authorship. To mine k-ee subtrees, we developed a direct discriminative k-ee sub-
tree mining algorithm via a branch-and-bound approach. Our novel algorithm could perform a
discriminative score based feature selection procedure to mine discriminative patterns in one step,
not iteratively. To directly mine discriminative patterns, we theoretically derived an upper bound
of binned information gain score of the numeric feature values.
An experimental study has been performed on public real data collections, which were pur-
posefully chosen to contain the same topics and genres and thus use similar terms. Our k-ee
subtree-based classification achieved the best results compared to other feature sets. Overall, we
conclude that k-ee subtrees are meaningful features for authorship classification that achieved high
accuracy across various data collections.
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Chapter 3
Mining Top Correlated Patterns
Based on Null-Invariant Measures
In the previous chapter, new schemes of pattern mining when labeled train data are given have
been presented. We discussed that discriminative patterns can play important roles in this case,
and proposed efficient algorithms to mine discriminative patterns. Now, we plan propose novel
solutions for pattern mining when no labeled train data are given.
As described earlier, one of the main problems with pattern mining is that there are too many
(frequent) patterns to effectively handle even for the summary patterns such as closed patterns,
maximal patterns, and compressed patterns. We got an insight from recent research of null-invariant
correlation measures which could effectively select small number of meaningful patterns but with
no known efficient algorithm to make it scalable.
In the followings, we describe two problems along this approach. The first one is to mine top
correlated patterns based on null-invariant measures, which will be described more in detail in this
chapter. The other is to mine flipping correlation patterns when taxonomy of items is given. For
this problem, we consider not only top correlated patterns but also bottom correlated patterns,
which we call positively correlated patterns and negatively correlated patterns. We discuss on this
subject more in detail later in Chapter 4.
One of the central tasks in data mining is finding correlations in binary relations. Typically,
this is formulated as a market basket problem [1], where there is a set of baskets (transactions),
each of which is a set of items purchased together. The goal is to find correlations between items,
based on their recurrent co-appearance in the same transaction. The usefulness of the correlations
based on the market-basket concept was demonstrated in many different application domains such
as climate studies [76], public health [14], or bioinformatics [40, 83]. With the trend of collecting
more and more digitized data, the discovery of meaningful correlations offers a new insight into
relationships between objects in these large data collections.
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Table 3.1: Comparison of Lift and Cosine on a sample dataset of 100K transactions
count(m, c) count(m¯, c) count(m, c¯) count(m¯, c¯) Lift(m, c) Cosine(m, c)
10, 000 1, 000 1, 000 88, 000 8.26 0.91
count(p, s) count(p¯, s) count(p, s¯) count(p¯, s¯) Lift(p, s) Cosine(p, s)
1, 000 1, 000 1, 000 97, 000 25.00 0.50
In this chapter, we study the problem of finding groups of items with the top correlations for a
given dataset. This implies that we need to rank the correlations.
There is no canonical way to assess the degree of the correlation. This seems to be problem-
specific and cannot be captured by a single correlation measure which is the best for all cases. As
a result, a number of correlation measures has been proposed [27, 71, 72, 80].
In this work we limit ourselves to null (transaction)-invariant [27, 71, 72, 80] correlation mea-
sures based on conditional probabilities. They quantify the degree of mutual relationships between
items in a group without taking into account the items outside the group in question. For example,
if we are computing the correlation between coffee (c) and milk (m), a null-invariant measure does
not depend on the number of transactions which contain neither coffee nor milk - null transactions
with respect to c and m. Thus, these measures are null (transactions)-invariant.
The importance of null-invariance for uncovering meaningful relationships between objects was
analyzed in [80]. If we use correlation measures which are not null-invariant, the relationships
between objects may appear or disappear simply by changing the number of transactions which do
not contain items in question.
Even for ranking correlations within the same dataset we cannot rely on expectation-based (not
null-invariant) measures, since they produce inconsistent and controversial results, as shown in a
sample dataset, presented in Table 3.1. The dataset contains coffee c, milk m, popcorn p, and soda
s. The total number of transactions is N = 100, 000. Here the degree of the correlation of two
pairs of items is assessed by Lift (not null-invariant) and by Cosine (null-invariant). The items
in pair (c,m) are intuitively more correlated than in (p, s), since they occur together in 83% of all
transactions with c or m, while (p, s) occur together only in 33%. This is reflected in Cosine values
0.91 and 0.50 respectively. However, according to Lift, correlation in pair (p, s) is significantly
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Table 3.2: Top-10 highly correlated term groups from the paper titles in the DB-DM-IR subset [69]
of the DBLP dataset (θ = 0.02%).
Pattern Support Cosine
1 object, orient, database 748 0.19
2 sense,word, disambiguation 26 0.18
3 support, vector,machine 122 0.17
4 enforcement, law, coplink 7 0.16
5 nearest, neighbor, search 74 0.13
6 reverse, nearest, neighbor 23 0.13
7 server, sql,microsoft 25 0.12
8 retrieval, cross, language 187 0.11
9 model, relationship, entity 139 0.11
10 random, field, conditional 13 0.10
larger than in (c,m), which contradicts our intuition and the common sense. Hence, in order to
produce meaningful and consistent top correlations we require from the correlation measure to be
null-invariant.
The five known null-invariant correlation measures are All Confidence, Coherence, Cosine, Kul-
czynski and Max Confidence [80]. The degree of the correlation is represented as a real number
between 0 and 1.
For different datasets, the strongest correlations may have different values. It is not always
appropriate to set a correlation threshold such as 0.5 for all datasets. Hence, it is important to be
able to mine the top correlated patterns, instead of patterns with correlation larger than a given
threshold. This leads to a problem of mining top-k null-invariant correlations. An example of
top-10 correlations, which we extracted from the titles of the database-related publications [69], is
shown in Table 3.2. Note that the correlation here is not expected to be very high, since people
use different word combinations to describe even similar ideas. Nevertheless, the top correlated
patterns represent quite meaningful concepts.
Finding the itemsets with the highest correlations is not trivial. The na¨ıve approach would
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be to extract all frequent itemsets, and then to rank them based on the correlation within each
frequent itemset. Unfortunately, this approach is valid only for itemsets with high support, and in
this case the discovered correlations mostly represent the common knowledge. If we are to discover
interesting correlations in itemsets with low support, the number of such itemsets can reach several
thousands or even millions, thus making the post-evaluation approach computationally infeasible.
In addition, the degree of the correlation between items can be higher in itemsets with lower
support. This is especially true for such problems as finding correlations between words or finding
correlations between authors in a publication database. Therefore, we want to design an efficient
framework in which we would be able to find the groups of the top correlated items with low
support, without first collecting all frequent itemsets.
The algorithms for the direct mining of interesting null-invariant patterns exist. For example,
the direct computation based on All Confidence and Coherence was proposed in [42]. However, it is
applicable only for null-invariant measures which have the anti-monotonicity property. Out of five
measures, only All Confidence and Coherence are anti-monotonic. Unfortunately, using only All
Confidence or Coherence may not be appropriate for cases involving unbalanced supports, which
was demonstrated in [80]. Strong correlations for such unbalanced cases can be captured if we
evaluate the relationships as an average of conditional probabilities. For such cases, two measures
Cosine and Kulczynski are the most appropriate ones.
Both Cosine and Kulczynski represent the means of conditional probabilities: the geometric
mean and the arithmetic mean, respectively. For an itemset A = {a1, · · · , an}:
Cosine(A) = n
√√√√ n∏
i=1
P (A|ai) (3.1)
Kulczynski(A) =
1
n
n∑
i=1
P (A|ai), (3.2)
where P (A|ai) is a conditional probability of A given ai.
Being an average, Cosine and Kulczynski do not possess neither monotonicity nor anti-
monotonicity properties, and the Apriori principle cannot be applied for efficient pruning based on
these measures. Hence, the discovery of all patterns with high Cosine and Kulczynski values poses
a great computational challenge, especially for itemsets with low support. To solve this challenging
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problem, we plan to develop an efficient algorithmic framework based on new pruning properties
common to all null-invariant measures, but especially valuable for Cosine and Kulczynski.
3.1 Related Work
The extension of association rules to correlations was introduced in the pioneering work of Brin et
al. [6]. Since then, dozens of correlation measures have been proposed to assess the degree of the
correlation. The comprehensive comparison of 21 different correlation measures can be found in
[71], where the null invariance was introduced among other properties such as scaling-invariance
and inversion-invariance. The importance of null-invariance for capturing meaningful correlations
in large transactional databases was demonstrated later in [27, 72, 80]. In [80], the authors provide
a unified definition of existing null-invariant correlation measures.
An efficient algorithm for correlation mining based on All Confidence and Coherence was pro-
posed in [42, 51]. In both papers, authors use the downward closure (or, anti-monotonicity) property
for pruning. In [80], authors derive an upper bound of Kulczynski, which was shown to be effective
only for the comparatively high minimum support thresholds. The techniques based on sampling
were recently proposed in [9], which are much faster, but at the cost of the incompleteness of re-
sults. Our approach works well for all null-invariant measures including Kulczynski and Cosine,
which did not have efficient algorithms for low support, and it produces the complete results.
Top-k correlated pattern mining was mostly developed only for 2-itemsets [84, 97]. Our algo-
rithm produces top-k correlations among itemsets with any number of items.
3.2 Preliminaries and Problem Definition
Let I be a set of items. We define an n-itemset A = {a1, . . . , an} to be a subset of n items from I.
Let T be a set of transactions where each transaction is a subset of I. The support of an itemset
A, sup(A), is defined to be the number of transactions containing A. An itemset A is frequent if
its support sup(A) is no less than a user-defined minimum support threshold θ.
The Cosine expresses the geometric mean of conditional probabilities of items in A, and in
terms of supports is explicitly defined as:
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Table 3.3: A small transactional database of 6 transactions and 6 items.
TID Transaction
T1 a1, a3, a4, a5, a6
T2 a3, a5, a6
T3 a2, a4
T4 a1, a4, a5, a6
T5 a3, a6
T6 a2, a4, a5
cos(A) =
sup(A)
n
√
sup(a1)× · · · × sup(an)
. (3.3)
We define the correlation between items in an itemset as follows:
Definition 7. An itemset A = {a1, . . . , an} is correlated if cos(A) ≥ γ for a given minimum
correlation threshold γ.
If correlated itemsets for a given γ exist, then they can be sorted in decreasing order of Cosine
and presented to the user as the top correlations for a given dataset. The problem of threshold-based
correlation mining is to find all such itemsets.
But, even for the experts, it is sometimes hard to decide which value of Cosine represents
strong correlations. For such cases, it would be helpful to know several patterns with the highest
correlation values. This is the problem of top-k correlation mining, where only k patterns with the
highest correlation values are presented to the user. Note that a minimum correlation threshold γ
is not required for top-k correlation mining.
The lack of the anti-monotonicity property for Cosine poses significant challenges for mining
top correlated patterns. This can be illustrated by the following example.
Example 2. Consider small database of transactions shown in Table 3.3. [1]. Correlation value
for 2-itemset X = {a4, a6} is cos(X) = 0.50. 3-itemset X ′ = {a1, a4, a6} is a superset of X, and
its correlation is cos(X ′) = 0.63. Thus, the Cosine is not anti-monotonic. For the correlation
threshold γ = 0.60, we cannot prune all supersets of X, even though the correlation in X is below
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γ. [2]. Correlation value for 2-itemset Y = {a1, a4} is cos(Y ) = 0.71. 3-itemset Y ′ = {a1, a4, a5}
is a superset of Y , and its correlation is cos(Y ′) = 0.63. Thus, the Cosine is also not monotonic.
Knowing that Y is a correlated itemset, we cannot assume that all supersets of Y are also correlated.
This shows that finding that cos(X) < γ or that cos(Y ) ≥ γ does not tell us anything about the
correlation value in their supersets, and hence we cannot stop extension of X or Y to larger itemsets.
We show next how we can solve the two versions (A and B) of the following problem:
The problem of mining top correlated patterns is formally defined as:
Problem Definition
Input a transactional database D, and [A] k (the number of patterns to be mined) or [B] γ (the
minimum correlation threshold)
Output [A] top-k correlated patterns or [B] all correlated patterns with Cosine value at least γ.
Problem how to efficiently mine top correlated patterns
3.3 New Properties of Null-Invariant Measures
In this section, we describe useful mathematical properties, common to all known null-invariant
measures. These properties are the basis for an efficient pruning used in NICoMiner algorithm.
Our framework is based on the level-wise Apriori algorithm, where each level n corresponds to
itemsets of n items.
3.3.1 Level-Based Properties
The relationships between Cosine of n-itemset A and Cosine values of all its subsets of size n-1
are captured in the following lemma:
Lemma 4. For any n-itemset A = {a1, · · · , an} and a set S of all A’s (n-1)-subitemsets:
cos(A) ≤ max
B∈S
(cos(B)). (3.4)
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Proof. Since the maximum is not smaller than the geometric mean:
max
B∈S
(cos(B)) ≥ n
√
cos(a1, · · · , an−1)× · · · × cos(a2, · · · , an). (3.5)
Then by definition of Cosine and from the anti-monotonicity of support:
max
B∈S
(cos(B)) (3.6)
≥ n
√
sup(a1, · · · , an−1)
n−1
√
sup(a1)× · · · × sup(an−1)
× · · · × sup(a2, · · · , an)
n−1
√
sup(a2)× · · · × sup(an)
(3.7)
≥ sup(a1, · · · , an)
n
√
sup(a1)× · · · × sup(an)
(3.8)
= cos(A)
Lemma 4 presents an upper bound of Cosine correlation measure in terms of the Cosine values of
subitemsets. A simple corollary follows from Lemma 4: once Cosine values of all (n-1)-subitemsets
of A = {a1, · · · , an} are less than γ, cos(A) < γ. However, this does not mean that A and its
supersets can be pruned. There might be a superset of A, A′ = {a1, · · · , an, an+1} with cos(A′) ≥ γ,
because the condition of the lemma may not be satisfied due to the newly added item an+1.
Lemma 4, however, leads to a simple condition for the termination of correlation pattern growth.
Even though Cosine for individual patterns is not anti-monotonic, the itemsets at level n have the
property which we for convenience call level-anti-monotonicity. Namely, if all patterns at level n
have Cosine values less than γ, then all their supersets have Cosine less than γ.
Let In be set of all (n)-itemsets at level n. We denote the maximum cosine value for all itemsets
in In by maxCos(In). We prove that:
Theorem 2. Cosine is level-anti-monotonic.
Proof. Let In+1 be set of all (n+1)-itemsets at level n+1, and let A′ be an itemset from In+1
with maximum cosine value. Let A be an n-subitemset of A′ whose correlation cosine value is the
43
Table 3.4: Cosine values for all five frequent 3-itemsets from the database in Table 3.3 (θ = 2).
Pattern a1, a4, a5 a1, a4, a6 a1, a5, a6 a3, a5, a6 a4, a5, a6
Cosine 0.63 0.63 0.63 0.55 0.5
maximum from all n-subitemsets of A′. Then, by Lemma 4,
maxCos(In) ≥ cos(A) ≥ cos(A′) = maxCos(In+1).
From Theorem 2 follows the condition for pattern growth termination:
Corollary 2. Termination of pattern growth (TPG) If all n-itemsets are not correlated, then
all n′-itemsets are not correlated for any n′ ≥ n.
Proof. By assumption, cos(In) < τ . Then, by Theorem 2,
cos(In+1) ≤ cos(In) < τ. (3.9)
Therefore, by induction, cos(In′) < τ for any n′ ≥ n.
Note that level-based properties hold for all five null-invariant correlation measures. The proofs
are essentially similar to that of Cosine, and we omit them due to the page limit.
To demonstrate the termination of pattern growth, consider the following example.
Example 3. For a database described in Table 3.3 with the minimum support threshold θ = 2,
there exist 5 frequent 3-itemsets shown in Table 3.4. Assuming the minimum correlation threshold
γ = 0.75, all 3-itemsets do not have correlations above the threshold. Then, based on TPG property,
we do not need to mine n-itemsets for n ≥ 3, and pattern growth terminates.
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3.3.2 Properties of a Single Item and Its Supersets
Since Cosine correlation measure is not anti-monotonic, we cannot prune n-itemset A even if A
is not correlated. But, in the following theorem, we claim that knowing correlation values of all
(n-1)-itemsets containing single item a allows to prune n-itemsets containing a.
Lemma 5. For n-itemset A = {a1, · · · , an}, and all its subsets of size n-1 which share the same
single item a, if (1) Cosine values of all these subsets are less than γ and (2) the support of at
least one item ai 6= a in A is greater than or equal to sup(a), then cos(A) < γ.
Proof. Without loss of generality, assume a1 = a and sup(an) = max{sup(a1), · · · , sup(an)}. By
simple algebra, we can show that
n−1
√
sup(a1)× · · · × sup(an−1) ≤ n
√
sup(a1)× · · · × sup(an). (3.10)
Then
cos(A) =
sup(A)
n
√
sup(a1)× · · · × sup(an−1)× sup(an)
(3.11)
≤ sup(A)
n−1
√
sup(a1)× · · · × sup(an−1)
(3.12)
≤ sup(A− {an})
n−1
√
sup(a1)× · · · × sup(an−1)
(3.13)
≤ cos(A− {an}) (3.14)
< γ, (3.15)
where A − {an} represents the (n-1)-subitemset of A which does not contain an item an with the
maximum support.
In other words, if we know that all sub-itemsets containing item a are not correlated, we know
that adding another item cannot make any of them correlated, given this new item has support
not less than sup(a).
Based on Lemma 5, we can claim the following theorem:
Theorem 3. Let item a have the smallest support between all single items in the database. If
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all itemsets at level n containing a are not correlated, then all n′-itemsets containing a are not
correlated for all n′ ≥ n.
Proof. Each (n+ 1)-itemset A′ which contain a can be thought as an extension of some n-itemset
containing a with an item an+1, which has the largest support among all the items in A
′ (since
we know that support of a is not the largest). Then, by Lemma 5, cos(A′) < γ. Since all n-
itemsets containing item a have Cosine value less than γ, all (n + 1)-itemsets containing item a
have Cosine value less than γ. Iteratively applying Lemma 5, now to extension of (n+1)-itemsets
into (n+ 2)-itemsets, containing a, we conclude that none of them is correlated.
Based on Theorem 3, we can derive a condition for pruning patterns which contain single item
a. For convenience, we call the pruning of a non-promising single item and its supersets at level n
the single-item based pruning (SIP).
Corollary 3. Single-Item-based Pruning (SIP)
If the maximum correlation measure for n-itemsets containing item a is less than γ, and a has the
smallest support between single items existing in the database, then all n′-itemsets containing a can
be pruned, for n′ ≥ n.
In the level-wise processing such item a can be removed from the database. After removing it,
we have a new, smaller database, and we can apply the same principle to the next item, which has
the smallest support in this new database.
Again, the SIP principle holds for all null-invariant correlation measures. We skip the proofs
due to the page limit, but the proofs are very similar and easier than that for Cosine.
The application of the SIP principle can be illustrated by the following example.
Example 4. Consider the sample database (Table 3.3) with the minimum support threshold θ = 2
and the minimum correlation threshold γ = 0.75. First, the single frequent items are sorted by
support. Then, while counting itemsets at level 2, for each item the maximum correlation value
of the 2-itemsets is attached. For this example, we have: a1 (sup:2, maxCos:0.71), a2 (sup:2,
maxCos:0.71), a3 (sup:3, maxCos:0.87), a4 (sup:4, maxCos:0.75), a5 (sup:4, maxCos:0.75), and
a6 (sup:4,maxCos:0.86). Now, based on the SIP principle, we can safely prune all 2-itemsets
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Table 3.5: Frequent 2-itemsets from the database in Table 3.3 (θ = 2).
Pattern a1, a4 a1, a5 a1, a6 a2, a4 a3, a5 a3, a6 a4, a5 a4, a6 a5, a6
cos 0.71 0.71 0.71 0.71 0.58 0.87 0.75 0.5 0.75
containing either item a1 or item a2, and we do not generate the following 3-itemsets in Table 3.4:
{a1, a4, a5}, {a1, a4, a6}, and {a1, a5, a6}.
3.4 NICoMiner Algorithm
The general framework ofNICoMiner is Apriori-like level-wise computation. The itemsets for level
n are generated from the candidates of level n-1. Then the support and Cosine of all candidate
n-itemsets is computed, and itemsets are pruned based on support and SIP. The remaining n-
itemsets are the candidates for the next level n + 1. If all patterns at level n are not correlated,
the algorithm terminates based on TPG.
3.4.1 Threshold-Based Version
Here we present the correlation mining algorithm (Algorithm 4) for the case when a minimum
correlation threshold γ is given. The pruning properties developed in the previous section allow to
prune uncorrelated patterns in addition to the non-frequent patterns. In fact, the pruning power of
the TPG and SIP was extremely high in practice, which allows to use very low support thresholds.
3.4.2 Top-k Version
For real datasets, the choice of the correlation threshold γ without knowing what are the top
correlations for a given dataset can be tricky. Running the top-k version of NICoMiner will
give an idea of what are the strongest correlations in this particular dataset, and then use this
information to run threshold-based version. Often, the top-k correlated patterns may be interesting
patterns by themselves.
For top-k computation, we can iteratively run Algorithm 4 until it produces at least k patterns.
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Algorithm 4: The threshold-based version of the NICoMiner Algorithm.
input : a transactional database D = {T1, T2, ..., Tn}, minimum correlation threshold γ,
minimum support threshold θ
output: all patterns with correlation at least γ
1 scan D and find all frequent 1-itemsets I1;
2 for n = 2, · · · do
3 generate candidate itemsets In from In−1;
4 scan D to compute support and Cosine values of itemsets in In;
5 output frequent n-itemsets with Cosine ≥ γ;
6 prune itemsets from In based on SIP and support;
7 if (maxCos(In) < γ) OR (no frequent n-itemsets) then break;
8 end
Algorithm 5: The NICoMiner Algorithm to mine top-k correlated patterns in an iterative
way
input : a transactional database D = {T1, T2, ..., Tn}, number k to be used for top-k,
minimum support threshold θ
output: top-k correlated patterns
1 τ ← 1;
2 while |NICorMiner(D, τ, θ)| < k do τ ← τ2 ;
Then we sort patterns and present the user with the k most correlated. If the size of the output
is less than k, we can decrease the correlation threshold γ and run Algorithm 4 with this new
parameter. We implemented this iterative top-k approach, halving the correlation threshold in
each iteration as shown in Algorithm 5.
However, guessing the correlation threshold γ which will produce close to k patterns is not
efficient. Not only we need to repeat the entire computation several times, but if we accidentally
set γ too low, the expensive computation will produce a huge output, while we were interested in
only k most correlated patterns.
Much more efficient approach would be to adjust threshold γ throughout the mining process
until we get top-k correlated patterns as described in Algorithm 6. Here, instead of using a fixed
threshold value, we start with γ = 0.0 and find top k correlated n-itemsets from the itemsets
processed so far. Once we mined more than k patterns, we set γ to the k-th largest cosine value,
and the pattern growth continues with this new, larger correlation threshold. Since the correlation
threshold is constantly increasing, the termination of pattern growth is reached earlier than in the
method with constant initial correlation threshold.
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Algorithm 6: The top-k version of NICoMiner
input : a transactional database D = {T1, T2, ..., Tn}, number k, minimum support
threshold θ
output: set TOP of top-k correlated patterns
1 γ ← 0; TOP ← ∅;
2 scan D and find all frequent 1-itemsets I1;
3 for n = 2, · · · do
4 generate candidate itemsets In from In−1;
5 scan D to compute support and Cosine values of all candidate k-itemsets;
6 TOP ← TOP ∪ {n-itemsets with Cosine at least γ};
7 if |TOP | > k then
8 keep only top-k in TOP ;
9 γ ← minimum cosine value in TOP ;
10 end
11 prune itemsets from In based on SIP and support;
12 if (maxCos(In) < γ) OR (no frequent n-itemsets) then break;
13 end
3.5 Experiments
In this section, we present experimental results for two versions of NICoMiner: one computes all
patterns with the correlation above the minimum correlation threshold and the other finds the
top-k correlations. All experiments were performed on a Linux (ver 2.6.18) server with quad core
Xeon 5500 processors and 48 GB of main memory.
For the threshold-based version, we used the support-based pruning as the baseline. To evaluate
the pruning power of each new technique, we added to the baseline algorithm the pattern growth
termination (TPG), and then enhanced it with the single-item-based pruning (SIP). The latter
represents the full version of the threshold-based NICoMiner.
For the top-k version, we compared our direct top-k NICoMiner with the na¨ıve iterative top-
k mining, which uses multiple iterations of the threshold-based version, halving the correlation
threshold in each iteration, until the output contains at least k patterns.
3.5.1 Synthetic Datasets
Synthetic datasets for our experiments were generated by the generator used in [66]. The default
parameters are: number of transactions N = 100K, average number of items per transactions
W = 5, number of distinct items |I| = 1K. The default set of thresholds for all experiments is as
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Figure 3.1: Performance comparison for synthetic datasets.
follows: minimum support threshold θ = 0.01%, and minimum correlation threshold γ = 0.2.
For the correlation-based version of NICoMiner we show the dependence of the running time
on the following parameters: number of transactions, minimum support threshold, and minimum
correlation threshold.
Number of transactions
The results in Figure 3.1(a) show the comparative performance for 5 different synthetic datasets
with number of transactions varying from 100K to 1M. For all methods, the running time shows
linear dependency on N , which means that the size of a dataset is not the limiting parameter for
the performance of NICoMiner.
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Figure 3.2: Performance comparison for real datasets.
Minimum support threshold
In Figure 3.1(b), we evaluated the performance of our algorithm for various minimum support
threshold values. As the threshold becomes lower, frequency-based pruning deteriorates exponen-
tially. Adding TPG makes the baseline algorithm about two times faster, but the performance still
degrades for low support thresholds. On the other hand, the full version of NICoMiner demon-
strates consistently high performance. For the lowest minimum support threshold 0.003%, our
algorithm is more than an order of magnitude faster than two other methods. This demonstrates
the main power of our algorithm, which is meant for finding correlated patterns with low supports.
Minimum correlation threshold
In Figure 3.1(c), we show the effect of the minimum correlation threshold. Frequency-based pruning
does not depend on the minimum correlation threshold, since there is no pruning based on corre-
lation values. The termination of pattern growth (TPG) cannot be applied before all correlations
at some level has been evaluated. For the largest correlation threshold γ = 0.3, the algorithm ter-
minates after level 2 (all 2-itemsets are below threshold), while for the lowest correlation threshold
γ = 0.1, it continues up to level 4. This explains the difference in the running time. For γ = 0.1,
the full NICoMiner also stops at level 4, however it generates much less candidates due to the
high pruning power of SIP.
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Top-k
In Figure 3.1(d), we compare the iterative and the direct top-k correlation mining for various values
of k. Both approaches used all pruning properties for maximum performance. As expected, the
direct approach was faster than the iterative approach. The gap in performance becomes bigger as
k grows. This is because more iterations are performed by the iterative method before the output
contains at least k patterns.
3.5.2 Real Datasets
We tested NICoMiner applying the market basket concept to three real-life datasets. The perfor-
mance results are presented in Figure 3.2. In Figure 3.2(a) we compare the efficiency of different
pruning methods with the baseline pruning by support, and in Figure 3.2(b) we compare the direct
top-k version with the iterative top-k mining.
1. The GROCERIES dataset [23, 24] (9, 800 transactions) represents 1-month of the point-
of-sale transactions in the local grocery store. This dataset is comparatively sparse: the
number of frequent itemsets is low even for the minimum support threshold as low as 0.05%.
Nevertheless, for θ = 0.05% and γ = 0.10 our algorithm is 35 times faster than the baseline
support-based computation. This performance gain for such relatively small dataset shows
the potential of our method for typical market basket applications.
2. The DBLP dataset [79] is a set of computer science bibliography. In our experiments, we used
its subset DBLP AUTHORS (72K citations) generated in [69], with publications in fields of
databases, data mining and information retrieval. We regard each paper as a transaction and
each author as an item. The correlation here describes the degree of the collaboration inside
the group of authors. For θ = 0.007% and γ = 0.3, NICoMiner is 20 times faster than the
baseline method.
3. The COMMUNITIES dataset [57, 58] is a publicly available dataset, which represents the
demographic summarization for 1, 980 US communities. Each attribute value is a normalized
numeric value between 0 and 1, which characterizes the relative presence of this attribute
in a given community. We discretized each value into 5 equal-sized buckets: with ≤ 0.2 be
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Figure 3.3: Strong pairwise correlations in DBLP AUTHORS dataset.
very low and with > 0.8 be very high. Each community can be considered as a transaction,
and each attribute-value pair as an item. The correlation here describes which demographic
characteristics appear together in the same communities. COMMUNITIES is an example
of a very dense dataset. The results in Figure 3.2(a) are for θ = 10% and γ = 0.60. Even
for this very high support threshold, the total number of frequent candidates exceeded the
memory capacity of 40GB, available in our experiments, and the results show the time before
memory crashed: NICoMiner is more than 500 times faster than the baseline method. Note
that using our new algorithm, we were able to lower the minimum support threshold for
this dataset to 1% and obtain the results in just 12 seconds. This demonstrates the ability of
NICoMiner to produce highly correlated patterns with low support, which for some datasets
is even impossible using the frequency-based pruning alone.
In Table 3.6 we show some examples of patterns for each dataset, found among the top-20
correlations. These examples show that top correlations at low support can be used not only for
such classic applications as product marketing, but also for the demographics analysis, or for the
study of social networks.
For illustration, consider strong correlations extracted from the DBLP AUTHORS dataset
(Figures 3.3(a)1 and 3.3(b)2), where the edges label the degree of the pairwise correlation between
1The letters in Figure 3.3(a) correspond to the following researchers: [A] Hsinchun Chen, [B] Homa Atabakhsh,
[C] Siddharth Kaza, [D] Jennifer Jie Xu, [E] Daniel Dajun Zeng, [F] Jialun Qin, [G] Yilu Zhou, [H] Chunju Tseng.
2The letters in Figure 3.3(b) correspond to the following researchers: [K] David A. Grossman, [L] Ophir Frieder,
[M] Eric C. Jensen, [N] Steven M. Beitzel, [O] Abdur Chowdhury.
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Table 3.6: Examples of top correlated patterns for each dataset.
Dataset Pattern sup cos
GROCERIES
{butter milk, yogurt} 84 0.14
{salty snack, popcorn} 22 0.14
{chocolate, candy} 49 0.13
{frankfurter, brown bread} 70 0.12
{sausage, white bread} 71 0.12
DBLP AUTHORS
{Steven M. Beitzel, Eric C. Jensen} 25 1.00
{In-Su Kang, Seung-Hoon Na} 20 0.98
{Ana Simonet, Michel Simonet} 16 0.94
{Caetano Traina Jr., Agma J. M. Traina} 35 0.92
{Claudio Carpineto, Giovanni Romano} 15 0.91
COMMUNITIES
{People with social security income: > 80%,
Age ≥ 65: > 80%} 47 0.76
{Large families (≥ 6): ≤ 20%, White: > 80%} 1017 0.75
{In dense housing (≥ 1 per room): > 80%,
Hispanic: > 80%, Large families (≥ 6): > 80%} 53 0.64
{People with Bachelor or higher degree: > 80%,
Median family income: very high } 60 0.63
{People with investment income: > 80%,
Median family income: very high } 66 0.61
authors. The nodes represent authors with 60 - 70 papers (θ = 0.001%). The pairwise correlations
in Figures 3.3(a) and 3.3(b) are typical examples of (a) advisor-advisee relationships and (b) ad-
vanced mutual collaboration in an established collaborative group. Hence, such correlations can
be used in studying evolving collaborations. Note that such strong correlations as in Figure 3.3(b)
rarely take place in groups of authors with very high support. In general, for all datasets used in
our experiments, the most interesting non-trivial correlations are found in the itemsets with low
support.
Even though the number of correlated patterns is significantly smaller than the number of
frequent itemsets, some of these patterns carry redundant information. As an extreme case, consider
correlation value 1.00. The set of pairwise correlations in Figure 3.3(b) can be compressed without
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losing any information by replacing two authors M and N which co-authored in 100% of their
papers by the joined item (MN). This removes significant amount of redundant correlations, as
shown in Figure 3.3(c).
In addition, if the correlation values of the itemset and all its subsets are similar, they may
be considered redundant. However in general, the correlation computed for a superset is not a
redundant information, as can be shown on example in Figure 3.3(c). Based on values of pair-
wise correlations, we expect the correlation of {K,M,N,O} to be at least as strong as that of
{K,L,M,N}, while after computing actual correlations we find out that Cosine(K,L,M,N) = 0.52
while Cosine(K,M,N,O) < 0.1. This shows that information about mutual relationships of 3 or
more objects cannot be deduced from pairwise correlations, and thus is not a redundant informa-
tion. The distinction between redundant and non-redundant information represents the problem
which requires special attention.
3.6 Summary
In this chapter, we addressed the problem of efficient mining of the top correlated patterns, based
on any known null-invariant measure. We used Cosine correlation measure as an example, because
it is one of the most widely-used, and at the same time, one of the most computationally challenging
correlation measures. Even though it does not have the (anti)-monotonicity property, we developed
two pruning methods that enabled an order of magnitude faster running time than the frequent
pattern mining approach. We have shown experimentally that new pruning methods have high
efficiency for discovering correlations in the itemsets with low support.
The top-k version of our new algorithm presents a valuable new tool to find top correlations. It
can be easily extended to the problem of finding top-k correlations containing a particular item or
pattern of interest (query pattern). This can be achieved by maintaining a min heap data structure
that keeps the top-k supersets of the query pattern.
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Chapter 4
Efficient Mining of Flipping
Correlation Patterns
One of the central tasks in data mining is finding correlations in binary relations. Typically, this
is formulated as a market basket problem [1], in which items occurring together are organized into
a set of transactions (market baskets). The central goal of this line of work is to find correlations
among items based on their recurrent co-appearances among the set of transactions.
Extracted correlations represent the similarity of the correlated items in respect to their togeth-
erness – e.g., items “bought together”, words “used together”, genes “mutated together”. Such
correlations present valuable information, and the market basket concept has been successfully
applied to various domains such as climatology [76], public health [14], and bioinformatics [40, 83].
Typically, a set of items is called an itemset. The number of transactions that contain a
particular item or itemset is referred to as the item’s/itemset’s support. To find if particular items
in an itemset are correlated, the support of the itemset must be compared with the support of
each individual item in it. This is a way to determine both positive (often appear together) and
negative (rarely appear together) correlations.
Note that mining positive correlations is not equivalent to mining frequent itemsets. An itemset
can be frequent without positive correlation between items, and very strong positive correlations
can be discovered in itemsets with low support.
While very frequent itemsets can be efficiently mined based on the anti-monotonicity of support,
an efficient algorithm for computing highly positively or highly negatively correlated items with
low support is a challenge because most useful correlation measures are neither monotonic, nor
anti-monotonic. This is especially true if both positive and negative correlations are of interest:
negative correlations imply that we need to deal with itemsets with low support. In transactional
databases where the number of distinct items is large such computation remains infeasible [70]. In
this chapter, we forsake the goal of mining all positive and negative correlations in favor of mining
56
Western
My Darling 
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Romance
The big 
country 
(1958)
A farewell 
to arms  
(1932)
All
Figure 4.1: Fragment of taxonomy tree for Movies dataset: the correlations can be computed
between specific movies (items), or between general genres (their generalizations), if each movie is
substituted by its genre in the transaction.
a new type of correlation described below.
In many cases, the transactional data about the relative behavior of the items is accompanied by
an additional information, based on intrinsic properties of these items. Each item may be described
with differing amounts of detail at different levels of abstraction. For example, whole milk at a
higher level is simply milk, and bagels can be generalized as bread. At the next level, both milk
and bread can be generalized as grocery products, and so on. Each higher level of abstraction
encompasses a group of several items and hence this information can be modeled as a taxonomy
tree (is a hierarchy) (Figure 4.1). The leaves of a taxonomy tree (or simply taxonomy) represent
items at the lowest level of abstraction. Each internal node is by itself an object, or item, but at a
higher abstraction level. The taxonomy tree is generated manually or automatically based on some
notion of similarity between objects.
Our goal is to explore correlation differences across abstraction levels in the taxonomy. Specifi-
cally, we identify a particular kind of correlation called flipping correlation, in which the correlation
value at one level of abstraction is in contrast with higher-level correlations. That is, the correlation
“flips” from positive to negative and vice versa. Furthermore, in order to avoid the significant costs
involved with frequent itemset mining, we mine flipping patterns directly, based on correlation
values.
As a motivating example, consider the following correlations extracted from the MovieLens
dataset1, which contains movie rankings, and a hierarchy of movie genres.
1http://www.grouplens.org/node/12
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Figure 4.2: Sample flipping correlations.
Example 5. To apply the concept of transactions to movie rankings, we model each user as a single
transaction. Each transaction contains all movies which this user ranked highly (at least 4 out of
5), giving us each user’s favorite movies. We can easily find correlations between movies, that is,
which sets of movies are almost always favored together. If we replace each movie by its higher-level
abstraction, movie genre, then we can find that users who like action movies also like adventure
movies, but people who like romance movies rarely also like westerns (negative correlation). How-
ever, for the negatively correlated romance and western genres, we found two movies, shown in
Figure 4.2(a), which are positively correlated: The Big Country (1958) and High Noon (1952).
Thus, the positive correlation between these two movies is in contrast with negative correlation
between their higher-level concepts.
This raises several questions: what is special about these two movies? Why do they stand out
from other movies of the same genres, which tend not to be favored by the same users? Here are
three potential explanations:
(1) These are very good movies and the romance-lovers who do not generally watch westerns,
make an exception for High Noon.
(2) One of the movies was assigned to a wrong genre.
(3) Despite the fact that these movies belong to different genres, they share something which is
common to both of them, and thus they present a link between two higher-level abstractions.
This is an example of a correlation which flips from negative to positive when moving down the
branches of the taxonomy tree into a more detailed level of abstraction. It demonstrates that the
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connection between objects is surprising, and sets these objects apart from their siblings, which do
not have contrasting behavior towards their generalizations.
Correlations that flip from positive to negative can also be valuable, as can be seen with data
from the Groceries dataset [24] in Figure 4.2(b). Here a negative correlation between eggs and fish
is highlighted by the fact that their generalizations are highly positively correlated.
The novelty of the flipping correlation concept is in its contrasting nature. Previously, the
taxonomy information was used to characterize only positive correlations between items (in form of
association rules with significantly different confidence levels [66]) or in order to rank surprisingness
of frequent itemsets based on the distance between items in the taxonomy tree [25]. Unlike previous
studies, we are interested in patterns which present sharp flips between positive and negative
correlations.
Thus, in this work we address the problem of efficiently computing all flipping correlation
patterns from a dataset. In previous works, pattern evaluations, like pattern pruning or dedupli-
cation, was mainly performed as a post-processing step, after first computing all frequent itemsets.
Because computing frequent itemsets can be a significant computational challenge, we develop a
new method for efficient computation of positive correlations directly, by proposing novel pruning
techniques based on new properties of the selected correlation measures. Moreover, instead of
computing all positive and negative correlations and choosing the flipping among them, we push
the contrast (“flipping”) constraint into the mining process, and use it to improve efficiency of our
algorithm.
Namely, the main challenge is how to find flipping correlations without generating all frequent
itemsets. This task is challenging due to: (1) flipping pattern contains negative correlations which
by definition are in itemsets with very low support, (2) computing all frequent itemsets with very
low support is computationally prohibitive and (3) many correlation measures which can be applied
to large datasets possess neither monotonicity nor anti-monotonicity behavior and thus cannot be
used for straightforward pruning procedures. Instead of testing all possible combinations of items,
we develop new and efficient pruning methods.
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4.1 Related Work
The market basket concept [1] was generalized into a notion of correlations in a pioneering work
of Brin et al. [6]. Positive correlations in this context are somewhat similar to high-confidence
association rules. However, the correlations differ in a sense that they reflect mutual relationships
between items, and these relationships can be both positive and negative.
The common approach is to compute correlations between items in each frequent itemset,
implying that all frequent itemsets should be generated first. The efficiency of all frequent pattern
mining algorithms (e.g. [1, 28]) relies on support-based pruning. These algorithms work well when
the minimum support threshold is relatively high. The correlations in itemsets with high support
are valid, but often represent obvious or uninteresting knowledge [43, 55, 64]. Interesting knowledge
can be discovered from itemsets with lower supports. However, for low support thresholds, not only
does the computation become very inefficient (and often infeasible), but the huge output of these
algorithms is difficult to manage and understand. Despite attempts to efficiently compute positive
and negative correlations with low-frequencies ([2, 6, 62, 65, 80, 81]), the computation of correlations
in itemsets with low support, especially of negative correlations, remains infeasible [72].
Our method belongs to a group of methods which automatically discover interesting and non-
trivial patterns among the vast number of all frequent patterns. For this, multiple interestingness
measures were proposed, both subjective [52] and objective [70]. A comprehensive review of differ-
ent interestingness measures can be found in [31].
To our knowledge, the mining and use of flipping correlation patterns has not been proposed
or studied before. However, the use of taxonomies to assess the interestingness of the patterns has
been studied in several previous papers. The idea of using taxonomies for pruning of redundant
correlations (rules) was first introduced in [66]. Here the redundancy is reduced by leaving only
rules which have large confidence at the current abstraction level but not at the previous level of
the hierarchy. A similar work by Han and Fu [26] discusses how to mine certain “level-crossing”
rules. Psaila and Lanzi [56] extend previous work to mine multilevel association rules directly from
hierarchies.
In [62], the concept hierarchies were used to find a subset of negative correlations. The method
is called support expectation based on concept hierarchy. In a nutshell, the expected support of an
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itemset is computed based on the actual support of the more generalized itemset and the proportion
of items between other items in the same category. Next, the deviations from the expected support
indicate positive or negative correlations. However, similar to other expectation-based techniques,
the correlations estimated by this method cannot be reliable because the positivity or the negativity
of a given correlation is dependent upon the proportion of the items in question among their siblings
rather than on the relationships between these items. The expectation-based methods are not null-
invariant.
Ranking correlations (rules) based on the distance between participating items in a given tax-
onomy tree was studied in [25]. This is a particular example of a more general approach, where
a rule (or, positive correlation) is considered interesting, only if it contradicts to a rule from a
set of pre-defined user beliefs [52]. In [25], the user beliefs are presented in a form of hierarchical
categories, and all the high-confidence rules are ranked by surprisingness, which is proportional to
the number of edges on the shortest path between taxonomy tree nodes (or, items).
Pruning based on non-antimonotonic measures is presented by work of Wu et al. [80]. Their
algorithm for computing all positive correlations with Kulc value above user-defined threshold
uses new pruning by Kulc, in addition to support-based pruning. We were unable to adopt this
algorithm as a baseline for our experiments, since the pruning proposed in this work is efficent only
for high supports and for high correlation thresholds. In our settings we needed to find itemsets
with low support and to compute the correlations below threshold (negative correlations), and for
this the proposed method is not applicable.
The main novelty of our concept of flipping correlations is that we consider only correlation pat-
terns which present sharp contrasts between different levels of abstraction, and we use the already
discovered correlations themselves for filtering interesting correlations at the next abstraction level.
Our mining methodology is different as well. In previous work, all frequent patterns are first
computed, and then post-processes are used to compress or rank them. In our work, we directly
mine the flipping correlations thereby eliminating the inefficient frequent itemsets mining step.
In our direct-mining approach, we produce only specific and surprising flipping correlations. Our
results clearly indicate that previous approaches, represented by our baseline experiments, are not
as efficient nor as expressive as the flipping correlation mining method introduced in this chapter.
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4.2 Preliminaries
We start by defining the problem of mining flipping correlations by first choosing a correlation
measure which is most suitable for our problem, and then define positive and negative correlations
based on the selected measure.
4.2.1 Correlation Measure
Various measures were proposed for assessing the degree of the correlation. A comprehensive
comparison of 21 different correlation measures and their properties can be found in [71]. One of
the most popular correlation measure Lift accompanied by a χ2 test for statistical significance was
proposed in [6]. This measure is based on support expectation. Other expectation-based measures
are φ [2] and the deviation from the expected value [81]. To compute Lift, the items in the
transactional database are treated as binary variables, and the expected support for an itemset
containing both a and b is computed as E(sup(a, b)) = sup(a)
N
× sup(b)
N
× N , where N is the total
number of transactions. If sup(a, b) > E(sup(a, b)), then items a and b are positively correlated.
Similarly, if sup(a, b) < E(sup(a, b)), then items a and b are negatively correlated. The degree of
the positive or negative correlation is measured by the degree of the deviation of the real support
from the expected one.
Unfortunately, the expectation-based correlation measures are unreliable when used for assess-
ing the degree of the correlation in large transactional databases [80]. As an illustration consider
the following example.
Example 6. Consider two sample databases (DB1 and DB2) shown in Table 4.1. One can see
that the relationship between items a and b and that between c and d can be classified either as a
positive or as a negative correlation, solely depending on the total number of transactions N , instead
of reflecting the true relationships between the items. For example, c and d, though intuitively a
clearly negative correlation, is judged as positive by the expectation-based correlation measure in
dataset DB1. Thus, expectation-based correlation measures are unstable and cannot be used to
produce meaningful positive and negative correlations.
Since in large databases the number of transactions which contain particular item is much
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Table 4.1: Examples of the expectation-based correlation.
Kulc(a, b) = 0.40
sup(a) sup(b) sup(a, b) Total N E(sup(a, b)) Correlation
DB1 1, 000 1, 000 400 20, 000 50 positive
DB2 1, 000 1, 000 400 2, 000 500 negative
Kulc(c, d) = 0.02
sup(c) sup(d) sup(c, d) Total N E(sup(c, d)) Correlation
DB1 200 200 4 20, 000 2 positive
DB2 200 200 4 2, 000 20 negative
smaller than the total number of transactions N (small-probability event), the expected value for
support for both itemsets {a, b} and {c, d} will be extremely low in Database DB1. Then even very
small actual support will be greater than the expected, and both correlations will be classified as
positive.
The degree of the expectation-based correlation is highly influenced by the number of null
transactions [72, 80], i.e., transactions which do not contain items whose correlation has been
measured. Hence, such measures are not suitable for the study of correlations in large datasets,
where the number of null transactions could be large and unstable.
For our problem of contrasting positive and negative correlations, it is crucial to adopt a reli-
able correlation measure that is unconcerned with the number of null-transactions present in the
database. These measures are called null (transaction) - invariant [72]. The main property of a
null-invariant measure is its independence of the total number of transactions N . For example,
Lift in the above example is not null-invariant, since it compares the expected support under
assumption of independence with the actual support of an itemset:
Lift(a, b) =
P (a, b)
P (a)× P (b) =
N × sup(a, b)
sup(a)× sup(b)
so it is highly influenced by the total number of transactions N , including transactions which do
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Table 4.2: Definitions of five null-invariant correlation measures.
Name Corr(a1, · · · , ak) (k items) Description
All Confidence minki=1(P (a1, · · · , ak|ai)) minimum
Coherence k · (∑ki=1 P (a1, · · · , ak|ai)−1)−1 harmonic mean
Cosine k
√∏k
i=1 P (a1, · · · , ak|ai) geometric mean
Kulczynsky
∑k
i=1 P (a1, · · · , ak|ai))/k arithmetic mean
Max Confidence maxki=1(P (a1, · · · , ak|ai)) maximum
not contain items in question.
According to the study in [80], all five known null-invariant measures can be viewed as a
generalized mean of conditional probabilities. The conditional probabilities represent how many
transactions containing item ai also contain the rest of the items, and an average over these proba-
bilities assesses the degree of the mutual connection between items in the itemset. Thus, the degree
of this connection is based solely on the number of relevant transactions, i.e. the transactions that
contain at least one item in the itemset to be evaluated. The five measures are summarized in
Table 4.2. The ordering of the measures for the same conditional probabilities follows from the
nature of a mean which they represent:
Coherence(a1, a2) ≤ Cosine(a1, a2) ≤ Kulczynsky(a1, a2)
(harmonic mean) (geometric mean) (arithmetic mean)
In addition, as shown in [80], the rankings of the correlations produced by different measures are
rather different. Depending on their relative support counts of single items, they produce different
results: if sup(a1) is much larger than sup(a2), the Coherence value of such an itemset tends to
be smaller, no matter how strong is the relationships between the items, while Kulczynsky value
will be larger if strong relationship exists. Hence, the correlation values for different correlation
measures are incomparable, and cannot be used in the same mining process. In order to handle
both positive and negative correlations it is better to use the same consistent correlation measure
throughout the entire mining process.
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We show that our method can be performed using any null-invariant measure. The discussion
about the choice of the most appropriate correlation measure is presented in [80]. As an illustration,
we use Kulczynsky (denoted as Kulc) for our experiments. Kulc is a relaxed measure and it
handles unbalanced itemsets better than Coherence and Cosine. Mining correlations using Kulc
represents also a computationally challenging case, since it is not anti-monotonic.
Let Corr be one of the null-invariant correlation measures from Table 4.2. We formally define
positive and negative correlations as follows. Remind that an itemset is frequent if its support is
not less than a minimum support threshold θ predefined by a domain expert. For our problem, the
minimum support threshold θ can be arbitrarily low.
Definition 8. Items in a k-itemset A = {a1, . . . , ak} are positively correlated with a null-invariant
correlation measure Corr if A is frequent and Corr(A) ≥ γ for a positive correlation threshold γ.
Items in A are negatively correlated if A is frequent and Corr(A) ≤ ε for a negative correlation
threshold ε.
In our experiments we use Corr(A) = Kulc(A). However, in the next section we show that all
the techniques developed here are applicable to any other null-invariant correlation measure, and
the efficiency of our new algorithm is not influenced by the concrete choice of the null-invariant
measure.
4.2.2 Flipping Correlation Pattern
Let I be a set of items, and let T and D be two independent sources of the information about these
items. The taxonomy tree T represents the mapping of the items into several levels of abstraction.
Each internal node of the taxonomy tree represents a higher-level abstraction for a group of items,
and is itself an item. The leaves in T represent the most specific items, and internal nodes represent
more general items. The root of T represents all items in I, and is considered to be at abstraction
level 0. Since there is only 1 node at level 0, we cannot compute correlation for a single item, and
we exclude the root node from further consideration. Let height H of the taxonomy tree T be the
number of nodes from the top level 1 to the deepest leaf. Then, there are H different abstraction
levels in the tree, and each node belongs to some level.
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While T summarizes the intrinsic similarity relationships between items, an additional infor-
mation about the relative behavior of the same items is presented as a set D of observations, or
transactions. This is the source of the information about the correlation of different items.
Recall that any combination of k unique items from I forms a k-itemset. The support of itemset
A = {a1, . . . ak}, sup(A), is the number of transactions containing all items from A.
According to Definition 8, the correlation between items in A is positive if Corr(A) is greater
than a user-specified positive threshold γ, and it is negative if Corr(A) is less than a user-specified
negative threshold ε. If none of these conditions holds, the items in A are considered non-correlated,
and not interesting. For convenience, we call the itemset where the items are positively correlated
to be positive and where the items are negatively correlated to be negative.
The correlation can be computed between different nodes of T at the same level of the hierarchy,
if we replace the items in transactions by their higher-level generalizations. An (h, k)-itemset
(1 ≤ h ≤ |I|, 1 ≤ h ≤ H) is defined as a set of k items from I, replaced by their corresponding
generalizations at the level h of the taxonomy tree.
The goal is to find all positive and negative correlations between the nodes of taxonomy tree
T at the same level of abstraction. We are interested only in the level-specific correlations of a
contrasting nature, i.e., if the correlation between nodes is positive, then the correlation between
their minimal generalizations is negative and vice versa. We say that the correlation flips from
level to level.
Definition 9. Flipping correlation pattern. A k-itemset A represents a flipping (correlation)
pattern if all (h, k)-itemsets, obtained by replacement of items in A with their corresponding mini-
mal generalizations, have flipping correlation labels. In other words, if an (h, k)-itemset is positive,
then an (h+ 1, k)-itemset is negative, and vice versa.
Since the goal is to find correlations between different items at each level of the hierarchy, all
items in a flipping correlation pattern are descendants of different nodes at hierarchy level 1.
By Definition 9, a flipping correlation pattern is an itemset which has flipping correlations across
the entire height H of the taxonomy tree. Note that this definition is general enough to satisfy any
possible user query for contrasting level-specific correlations: if the level-specific correlations are
required for a specific subset of all levels, all that needs to be changed is the input to the algorithm,
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Figure 4.3: Variants of re-balancing the levels of taxonomy tree: (A) truncate tree by leaving only
consistent levels. (B) consider the copies of leaf nodes as their generalizations.
which would be a truncated taxonomy tree containing these specific levels of interest.
Since we target the correlations at the same level of abstraction, in case that the depth of
some item-leaf node vi is less than H, it is the user’s responsibility to define missing corresponding
generalizations of vi. In Figure 4.3 we show some possible methods of dealing with such situations.
In our experiments we rebalanced the tree by adding additional copies of vi as its descendants up
to depth H (Figure 4.3.B).
The following example demonstrates the concept of the flipping pattern using Kulc correlation
measure. It shows that replacing items by their generalizations may indeed drastically change the
degree of the correlation.
Example 7. In Figure 4.4, we show a toy example of 10 transactions and a taxonomy tree of the
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D1: {a11, a22, b11, b22}
D2: {a11, a21, b11}
D3: {a12, a21}
D4: {a12, a22, b21}
D5: {a12, a22, b21}
D6: {a12, a21, b22}
D7: {a21, b12}
D8: {b12, b21, b22}
D9: {b12, b21}
D10: {a22, b12, b22}
D1: {a1, a2, b1, b2}
D2: {a1, a2, b1}
D3: {a1, a2}
D4: {a1, a2, b2}
D5: {a1, a2, b2}
D6: {a1, a2, b2}
D7: {a2, b1}
D8: {b1, b2}
D9: {b1, b2}
D10: {a2, b1, b2}
D1: {a, b}
D2: {a, b}
D3: {a}
D4: {a, b}
D5: {a, b}
D6: {a, b}
D7: {a, b}
D8: {b}
D9: {b}
D10: {a, b}
h=3
Transactional DB Ū
h=2 h=1
Transactions at different levels of abstraction
a
a1 a2
a11 a12 a21 a22
b
b1 b2
b11 b12 b21 b22
all
Taxonomy tree ƌ
Figure 4.4: A toy example of a taxonomy and a database of 10 transactions.
corresponding items. The input database has 8 different items from 2 different categories a and
b. Items in each transaction can be substituted by their generalizations. Given positive threshold
γ = 0.6 and negative threshold ε = 0.35, we find that there is only one itemset, {a11, b11}, which is
a flipping correlation pattern (Figure 4.5).
For mining frequent itemsets at different levels of T , it is useful to define different minimum
supports for each level, because items at lower levels of abstraction are unlikely to occur as fre-
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Figure 4.5: An example of a flipping pattern from dataset in Figure 4.4.
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quently as those at higher levels. If we use low support for the highest hierarchy level, we will end
up with too many branching itemsets. We assume that a set {θ1, . . . , θH} of non-increasing support
thresholds is provided as an input to our algorithm. We define a flipping correlation pattern p to
be frequent if the support of p’s abstraction at each level h is not less than θh. Though we use
the support-based pruning in our computation, we do not mainly rely on it. Hence, the support
thresholds can be set arbitrarily low.
With the above definitions, the flipping pattern mining problem can be stated as follows.
Problem Definition
Input A set of transactions D, a taxonomy tree T , a set of thresholds: γ, ε, and minimum support
θh for 1 ≤ h ≤ H.
Output All frequent flipping correlation patterns.
Problem How to efficiently mine flipping patterns.
4.3 Flipper Algorithm
A na¨ıve approach to deriving flipping correlation patterns is to first compute the correlation value
for all frequent (h, k)-itemsets and then select the flipping ones among them. This post-processing
approach was used in previous work where the surprisingness of patterns was evaluated after all
frequent itemsets were collected [25, 43, 44, 62]. However, with low support thresholds, there
will be an explosive number of possible (h, k)-itemsets which makes this approach computationally
prohibitive. Thus, our goal is to efficiently prune the search space. The pruning is challenging due to
the fact that Kulc, Cosine and Max Confidence lack the anti-monotonicity property. Nevertheless,
we develop several pruning techniques, based on careful observations of properties common to all
null-invariant measures.
First, we describe the basic framework for flipping correlation mining. This framework relies
on the Apriori principle for support and on the common-sense pruning by flipping. The main
goal is to exclude non-promising item combinations as early as possible, in order to decrease the
number of candidates for flipping patterns. The challenge is how to use the previously computed
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Figure 4.6: Search space for flipping correlations.
correlations for this pruning procedure. In the followings, we present two new pruning methods.
The first allows to terminate the mining process early, ignoring remaining low-frequency itemsets,
which cannot produce flipping patterns. The second is on how some items can be excluded from
further consideration, hence decreasing the number of candidates for counting. Both methods are
based on the correlation values computed in previous iterations, and the use of these values for
pruning is a novel technique.
4.3.1 Basic Framework
By Definition 9, each (h, k)-itemset, in order to be a part of a flipping pattern, has to have its
corresponding (1, k)-itemset at abstraction level 1. Hence, the maximum possible itemset size
is bounded by the number of different items at level 1. Let this number be K and the height
of T be H. Then, our search space can be thought of as H × K two-dimensional table M,
illustrated in Figure 4.6. Each column k of this table represents all k-itemsets at all levels of
abstraction (vertical dimension), and each row h represents all possible itemsets at abstraction
level h (horizontal dimension). After the cell-specific computation, each cell Qh,k contains all
(h, k)-itemsets which can still be considered as the candidates for flipping patterns.
The number of itemsets in each cell increases exponentially as we go down to a lower level.
Each (h, k)-itemset branches into multiple (h+1, k)-itemsets, where each item-node branches into
a series of its more specific descendants from T . For example, suppose that taxonomy tree T has the
branching factor of 10 with the height H. Then, Q1,2 contains 0.5× 10× 9 = 45 distinct 2-itemset
candidates at level 1 while at the bottom level in cell QH,2 there are 0.5 × 10H × (9 × 10H−1) =
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4.5 × 102H−1 distinct 2-itemset candidates. We want to prune itemsets together with all their
offspring as early as possible, and for this we explore the vertical dimension from the top to the
bottom. For the similar reason, the horizontal dimension is explored from the left to the right:
each (h, k)-itemset is extended into (h, k + 1)-itemset by adding one more item from level h, and
the number of possible itemsets grows exponentially.
The basic framework for our algorithm is a level-wise Apriori method, applied to each row
in table M. The anti-monotonicity of support allows us to prune non-frequent candidates both
vertically and horizontally. Suppose itemset A is non-frequent. Then A’s supersets can be pruned
by the Apriori principle (horizontal pruning). Once a flipping pattern is broken by a non-frequent
(h, k)-itemset A, there is no need to compute the correlation for its descendants (vertical pruning).
Therefore, A can be eliminated from the candidates in cell Qh,k, and it will not be extended neither
rightwards (i.e., A’s supersets in row h) nor downwards (i.e., A’s descendants in column k).
Since we use low support thresholds, the number of frequent itemsets may be very large. How-
ever, not all frequent itemsets in Qh,k need to be considered as the candidates for flipping patterns.
Some of them can be pruned based on the information from Qh−1,k (vertical pruning) and from
Qh,k−1 (horizontal pruning).
4.3.2 Pruning Techniques
Flipping based vertical pruning
If both (h + 1, k)-itemset A and its generalized (h, k)-itemset are non–positive, we do not need to
test all different combinations of each sub-category of items in A at level h + 2. The same holds
for non-negative itemsets in two subsequent levels of abstraction, or for the case when at least one
of the itemsets is neither positive nor negative. In other words, if (h, k)-itemset A is not a part of
a flipping correlation pattern, then it should not be extended vertically.
However, since we assume that the correlation values are not anti-monotonic, we cannot prune
these itemsets from the candidates. That is, even though an (h+ 1, k)-itemset A is not flipping to
its parent, we cannot horizontally prune any of its (h+1, k+1)-supersets, since their correlation can
be either larger or smaller than A’s, and produce the flipping pattern in column (k+1). However,
once row h is processed, all non-flipping candidates in subsequent cells Qh−1,k and Qh,k can be
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eliminated for all k. This suggests the row-wise order of processing.
Remind that Kulc measure does not have the anti-monotonicity property, and adding more
elements to the (h, k)-itemset p may either increase or decrease its Kulc score. However, if we know
that there are no interesting (i.e., either flipping or frequent) (h, k′)-itemsets which are supersets of
p for all k′ ≥ k, then we can prune p and all its descendants. In fact, we do not know whether an
(h, k′)-itemset will be interesting or not, but we do know whether an (h−1, k′)-itemset is interesting
or not because we compute correlation measures of all itemsets at level h − 1 before we compute
p. Since generating all combinations of sub-categories is the most computationally expensive part,
we would like to prune an itemset as early as possible.
Hierarchy based pruning
The intuitive observation that correlation of a superset cannot be positive if all subsets are non-
positive is the basis for this pruning method.
Let Corr be any null-invariant correlation measure from Table 4.2. The relationship between
Corr of any k-itemset A and Corr values of all its subsets of size k-1 are captured by the following
lemma.
Lemma 6. Correlation upper bound
For k-itemset A and a set S of all A’s (k-1)-subitemsets,
Corr(A) ≤ max
B∈S
(Corr(B)). (4.1)
Proof. Let A = {a1, · · · , ak}, and Bi = A−{ai} be a subset of A which contains all elements of A
except ai for i = 1, · · · , k.
(Case All Confidence)
AllConf(A) = minki=1(P ((a1, · · · , ak)|ai)) (4.2)
≤ minki=1(P ((a1, · · · , aj−1, aj+1, · · · , ak)|ai)) (4.3)
= AllConf(Bj) (4.4)
for any j = 1, · · · , k. Therefore, AllConf(A) ≤ maxB∈S(AllConf(B)).
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(Case Coherence) Using the inequality between max and harmonic mean,
maxki=1 Coh(B
i) ≥ k∑k
i=1
1
Coh(Bi)
(4.5)
=
k
1
k−1
∑k
i=1
(∑
j
P (aj)
P (Bi)
) (4.6)
≥ k
1
k−1
∑k
i=1
(∑
j
P (aj)
P (A)
) (4.7)
=
k∑k
i=1
P (aj)
P (A)
(4.8)
= Coh(A). (4.9)
Therefore, Coh(A) ≤ maxB∈S(Coh(B)).
(Case Cosine) The geometric mean of Cosine values for Bi is:
k
√√√√ k∏
i
Cosine(Bi) = k
√
sup(B1)
k−1
√
sup(a2)× . . . × sup(ak)
× . . .× sup(B
k)
k−1
√
sup(a1)× . . . × sup(ak−1)
(4.10)
Each element 1
k−1
√
sup(ai)
is multiplied k−1 times. Since sup(Bi) ≥ sup(A), replacing sup(Bi) with
sup(A) again gives:
k
√√√√ k∏
i
Cosine(Bi) ≥ sup(A)
k
√
sup(a1)× . . .× k
√
sup(ak)
(4.11)
= Cosine(A) (4.12)
Since the maximum is not smaller than the geometric mean, we have proven that:
Cosine(A) ≤ max
B∈S
(Cosine(B)). (4.13)
(Case Kulczynski) The arithmetic mean of Kulc values of all Bi’s is:
1
k
k∑
i=1
(Kulc(Bi)) =
1
k
(
sup(B1)
k − 1
(
1
sup(a2)
+ · · ·+ 1
sup(ak)
)
+ · · ·+ sup(B
k)
k − 1
(
1
sup(a1)
+ · · ·+ 1
sup(ak−1)
))
(4.14)
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Here each element 1
sup(ai)
appears in the sum k − 1 times. Since sup(Bi) ≥ sup(A), replacing
sup(Bi) with sup(A) gives the following inequality:
1
k
k∑
i=1
(Kulc(Bi)) ≥ sup(A)
k
(
1
sup(a1)
+ . . .+
1
sup(ak)
) (4.15)
= Kulc(A) (4.16)
Since the maximum is not smaller than the arithmetic mean, we have proven that:
Kulc(A) ≤ max
B∈S
(Kulc(B)). (4.17)
(Case Max Confidence) Proof is similar to that of All Confidence.
MaxConf(A) = maxki=1(P ((a1, · · · , ak)|ai)) (4.18)
≤ maxki=1(P ((a1, · · · , aj−1, aj+1, · · · , ak)|ai)) (4.19)
= MaxConf(Bj) (4.20)
for any j = 1, · · · , k. Therefore, MaxConf(A) ≤ maxB∈S(MaxConf(B)).
Thus, we have proven that Lemma 6 holds for all five null-invariant correlation measures.
This lemma implies that if all (h,k)-itemsets in cell Qh,k are non-positive, then we cannot
combine any two of these (h, k)-itemsets into a positive (h,k+1)-itemset. The following corollary
follows directly from Lemma 6:
Corollary 4. If all (k-1)-sub-itemsets of a k-itemset A are non-positive, then A cannot be positive.
Suppose that all (h, k)-itemsets in cell Qh,k and all (h + 1, k)-itemsets in cell Qh+1,k are non-
positive. Then, according to the flipping-based pruning we can terminate only the vertical extension
to the next abstraction level. The following theorem proves that there are no flipping correlation
patterns also to the right of column k, and thus we can completely terminate both the vertical and
the horizontal pattern extension.
Theorem 4. Termination of the Pattern Growth based on Hierarchy (TPH)
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Figure 4.7: Termination of pattern growth if all correlations in two vertically consecutive cells are
negative.
If all itemsets in Qh,k and Qh+1,k are non-positive, there are no flipping patterns in any column
k′ for k′ ≥ k.
Proof. For every parent itemset Ap in Qh,k+1 and child itemset Ac in Qh+1,k+1, we know that they
are non-positive by Corollary 4. By induction, we conclude that any (h, k′)-itemsets and (h+1,k′)-
itemsets which are supersets of Ap and Ac (k
′ > k+ 1) are non-positive. Therefore, any k′-itemset
with k′ ≥ k cannot be a flipping pattern because its flipping chain is broken.
Example 8. Finding that all itemsets in two subsequent cells in the same column are non-positive
allows us to terminate the extension of the patterns. For example, if all patterns of Q1,3 and Q2,3
are negative as illustrated in Figure 4.7, then, based on Theorem 4 (TPH principle), we do not need
to explore any cell below and to the right of cell Q2,3.
Hierarchy and single-item based pruning
If we use the correlation measure Corr which is not anti-monotonic, we do not know that the
correlation for a superset of some itemset A is not positive, even if Corr(A) < γ. However, in the
following, we claim that for some item a from I, knowing correlation values of all (k-1)-itemsets
containing this item a allows to prune all k-itemsets containing a.
Theorem 5. For k-itemset A = {a1, . . . , ak}, and all its (k − 1) subsets of size (k − 1), which
share the same single item a, if (1) the correlation values for all these subsets are below γ and (2)
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the support of at least one item ai 6= a in A is greater than or equal to sup(a), then correlation
between items in A is below γ.
Proof. Theorem trivially holds for Coherence and All confidence, which are anti-monotonic. For
anti-monotonic measures, if correlation values for all itemsets containing item a are below threshold,
then none of their supersets can be positive. Hence, Theorem 5 holds even without condition (2).
The proofs for Kulc, Cosine and Max Confidence are presented below.
Assume that a1 = a and ak has the largest support among all single items in A, without loss
of generality.
(Case Max Confidence) Proof is straightforward: if all (k-1)-itemsets which contain item a1 are
non-positive, we can always represent a superset of any of them by adding one more item ak, which
has maximum support among all ais. By condition (2) we know that such item ak exists and is
different from a1. However, the conditional probability we are adding as an argument to the max
function has numerator which is non-increasing (sup(A)), and denominator which is the greatest
among all supports considered for (k-1)-subitemset. Hence, we cannot create positively correlated
itemset by adding this new item.
(Case Kulczynski) We first show that:
1
k − 1
k−1∑
i=1
1
sup(ai)
≥ 1
k
k∑
i=1
1
sup(ai)
. (4.21)
After multiplying both sides of Inequality (4.21) by (k − 1)k, the left side becomes:
k
k−1∑
i=1
1
sup(ai)
= (k − 1)
k−1∑
i=1
1
sup(ai)
+
k−1∑
i=1
1
sup(ai)
, (4.22)
and the right side becomes:
(k − 1)
k∑
i=1
1
sup(ai)
= (k − 1)
k−1∑
i=1
1
sup(ai)
+ (k − 1) 1
sup(ak)
. (4.23)
After subtracting the first sum from both sides, we have on each side a sum of k− 1 members.
Each member on the left is greater or equal to 1
sup(ak)
, because sup(ak) = max(sup(a1), . . . , sup(ak)).
Therefore, Inequality (4.21) holds.
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Then,
Kulc(A) =
sup(A)
k
k∑
i=1
1
sup(ai)
(4.24)
≤ sup(A)
k − 1
k−1∑
i=1
1
sup(ai)
(4.25)
≤ sup(A− {ak})
k − 1
k−1∑
i=1
1
sup(ai)
(4.26)
= Kulc(A− {ak}) (4.27)
< γ, (4.28)
where A− {ak} represents a (k-1)-subset of A which does not contain item ak, and, by condition
(1), its correlation is below the positive threshold as for any of the (k-1)-itemsets containing a1.
This proves Theorem 5 for Kulc.
(Case Cosine) Similarly to the proof of Inequality (4.21), we can show that
k−1
√
sup(a1)× · · · × sup(ak−1) ≤ k
√
sup(a1)× · · · × sup(ak). (4.29)
Then
Cosine(A) =
sup(A)
k
√
sup(a1)× · · · × sup(ak−1)× sup(ak)
(4.30)
≤ sup(A)
k−1
√
sup(a1)× · · · × sup(ak−1)
(4.31)
≤ sup(A− {ak})
k−1
√
sup(a1)× · · · × sup(ak−1)
(4.32)
≤ Cosine(A− {ak}) (4.33)
< γ, (4.34)
This completes the proof for Cosine.
We have proven that Theorem 5 holds for all five null-invariant correlation measures.
The following corollary follows directly from Theorem 5 and Lemma 6.
Corollary 5. If the maximum Corr value for all k-itemsets containing item a is less than γ, and
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item a has the smallest support between single items existing in the database, then Corr of all
k′-itemsets containing a is less than γ for k′ ≥ k.
Proof. Each (k+1)-itemset A′ which contains a can be thought of as an extension of some k-itemset
containing a with an item ak+1, which has the largest support among all the items in A
′ (since we
know that support of a is not the largest). Then, by Lemma 6, Corr(A′) < γ. Since all k-itemsets
containing item a have Corr value less than γ, all (k + 1)-itemsets containing item a have Corr
value less than γ. Iteratively applying Lemma 6, now to the extension of (k + 1)-itemsets into
(k+2)-itemsets containing a, we conclude that none of the k′-itemsets containing a is positive, for
k′ ≥ k.
Corollary 5 suggests the pruning method for all supersets of a single item, which satisfies the
above conditions. The main idea is as follows:
Let Ih be a complete set of items at abstraction level h. The items from each Ih are sorted
in an ascending way by support and are kept in list Lh. Now, while computing (h, k)-itemsets in
cell Qh,k, for each item ai in Lh we keep track of the maximum Corr value among (h, k)-itemsets
containing ai. As a result, if we have that item a1 with the smallest support on the top of Lh
has maximum Corr below γ, we conclude, by Corollary 5, that all supersets of a1 in subsequent
columns of the search space table starting from k + 1 are non-positive. Then, we would implicitly
remove item a1 from the database and add it to a set Rh,k of candidate items to be removed.
After removing it, another item, a2 becomes the item with the smallest support, and if the above
condition holds for item a2, we could remove it too. We continue removing items, until, for some
item aj , a positively correlated (h, k)-itemset exists. Now we have a set Rh,k of j − 1 items, for
which we know that all their supersets of size more than k are non-positive that make them be
candidates for removal from the database.
After computing k-itemsets in at least two consecutive cells Qh−1,k and Qh,k, we have two lists
Rh−1,k and Rh,k of single items, whose supersets of size more than k are non-positive. Then, for
each item ai from Rh,k, if its higher level abstraction is in Rh−1,k, then all supersets of ai are not
a part of a flipping pattern, and thus, can be pruned. We also remove ai from Lh+1 and its parent
from Lh for later computation of Qh,k+1 and Qh+1,k+1. Note that Rh,k does not necessarily contain
all single items whose supersets of size more than k are non-positive. We state this pruning method
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T1: {a1}
T2: {a1, a2}
T3: {b1, b2, c2}
T4: {a2, b1, b2}
T5: {b2, c1}
T6: {c1, c2}
T7: {b2, c2}
T8: {b1, b2}
T1: {a}
T2: {a}
T3: {b, c}
T4: {a, b}
T5: {b, c}
T6: {c}
T7: {b, c}
T8: {b}
h=2 h=1
Item Sup Max Kulc
a1 2 -
a2 2 Kulc(a2,b1)=0.42
c1 2 Kulc(b2,c1)=0.35
b1 3 Kulc(b1,c2)=0.33
c2 3 Kulc(b2,c2)=0.53
b2 5 Kulc(b2,c2)=0.53
Item Sup Max Kulc
a 3 Kulc(a,b)=0.27
c 4 Kulc(b,c)=0.68
b 5 Kulc(b,c)=0.68
R2,2
R1,2
Figure 4.8: Search space for flipping correlation patterns.
in the following theorem.
Theorem 6. Hierarchy and Single-Item based Pruning (HIP)
For an item ai ∈ Rh,k, if its parent is in Rh−1,k then no ai’s supersets with more than k items
can be an ancestor of a flipping pattern.
Proof. Let’s prove by contradiction.
Assume there exists a k’-itemset A (k′ ≥ k) which is a flipping pattern whose ancestor Ah at
level h contains ai. Then, both ancestors Ah and Ah−1 of A (at level h and h − 1 respective) are
not positive. That is, A’s flipping path is broken at level h and h − 1. Therefore, A cannot be a
flipping pattern, which leads to contradiction.
Example 9. Consider the database of transactions containing 6 different items from 3 different
categories, depicted in Figure 4.8. If the positive threshold γ is set to 0.5, then the top list R2,2 in
79
k-itemsets
k=2 k=3 … k=K
H
ie
ra
rc
h
y
 
le
v
e
l
h=1
h=2
…
h=H
(1) Compute top two levels
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Figure 4.9: Order of computation to mine flipping correlation patterns.
cell Q2,2 contains items a1, a2, c1, and b1. All these items do not have positive supersets. However,
only a1 and a2 can be pruned, since top list R1,2 in cell Q1,2 contains only their parents.
4.3.3 Algorithm Details
In order to be able to check the termination condition at each step of the algorithm, we need to
have at hand the results for two consecutive cells Qh,k and Qh+1,k in column k. Hence, the row-wise
processing is adjusted. We first compute two upper rows of the search space table by zigzag, as
illustrated in Figure 4.9: Q1,2 → Q2,2 → Q1,3 → Q2,3 → · · · → Q1,K → Q2,K until either the TPH
termination condition is satisfied, or all itemsets in some cell are infrequent. Then, we process the
remaining rows, one at a time. This ensures that we always have two cells in subsequent levels, to
apply the termination principle as early as possible.
Algorithm 7 presents the order of processing based on the pruning principles described above.
At lines 2-7, we compute two ceiling rows of the search space, counting itemsets in both cells for
each k simultaneously. We apply the TPH principle to terminate the horizontal extension as early
as possible. At lines 8-15, we compute the rest of the search space in the row-wise manner. All
k-itemsets which contain single items disqualified by the HIP principle are pruned. Also, we apply
the termination condition TPH to check whether we can terminate the horizontal extension.
4.4 Experiments
Next, we present evaluation of pruning principles described in the previous section. The goal of
performance experiments was to see if the number of candidates to be evaluated drops significantly
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Algorithm 7: The Flipper Algorithm.
input : a transactional database D = {D1,D2, ...,Dn}, a taxonomy tree T , correlation
thresholds γ and ε, minimum support thresholds θh for 0 ≤ h ≤ H
output: all flipping patterns
1 scan D and find frequent 1-items for each taxonomy level;
2 for k = 2, · · · ,K do
3 scan D to compute Corr for all candidates (1, k)-itemsets and (2, k)-itemsets;
4 prune based on support, flipping and HIP;
5 if TPH(Q1,k, Q2,k) then break;
6 end
7 eliminate non-flipping patterns in rows 1 and 2;
8 for h = 3, · · · ,H do
9 for k = 2, · · · ,K do
10 scan D to compute Corr measure for candidate itemsets in Qh,k;
11 prune based on support, flipping and HIP;
12 if TPH(Qh-1,k, Qh,k) then break;
13 end
14 eliminate non-flipping patterns in rows h-1 and h;
15 end
16 Check each non-empty QH,k and report flipping patterns.;
by using proposed pruning techniques, in addition to support-based pruning. To assess the pruning
power of each principle we started from a baseline version - the level-wise Apriori algorithm (BA-
SIC), and then incrementally enhanced it with vertical pruning by flipping (FLIP), termination
of pattern growth based on hierarchy (TPH), and hierarchy and single-item based pruning (HIP).
The BASIC Apriori algorithm can be regarded as the baseline and represents all previous methods,
which computs all frequent patterns before ranking the correlations by surprisingness [25], or before
removing the redundancy [44]. We tested new methods in the Apriori-like framework due to the
simplicity of modeling the search space as a two-dimensional table. In all experiments, we used
Kulc correlation measure, which is more tolerant for finding correlations in unbalanced datasets
[80].
All versions perform counting by sequential scans of disk-based input data. Thus, in general,
they scale to massive inputs. The main memory is used to store the remaining candidates. The
candidates are pruned after finishing each cell Qh,k, in order to keep the usage of the main memory
to a possible minimum. The experiments were performed on a Linux (ver 2.6.18) server with quad
core Xeon 5500 processors and 48 GB of main memory. The BASIC consumed up to 40GB of
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RAM to store all the candidates, while the enhanced versions never required more than 2GB of
memory. In experiments with real datasets, we found that in order to produce flipping patterns we
need to set the minimum support threshold very low, which did not allow us to compare with the
BASIC Apriori algorithm. For such low supports, the exponential explosion of candidate itemsets
to be kept simultaneously in main memory leads to memory overflow and disk thrashing. In
contrast, the number of remaining candidates after pruning by new methods is reasonably small
(see Table 4.4). This demonstrates that, for a low support range, Flipper is significantly more
scalable than existing support-pruning based mining algorithms. In addition, note that in our
approach we generate a small subset of unexpected patterns, rather than the complete pool of
frequent itemsets.
4.4.1 Synthetic Datasets
We studied the influence of different parameters on the performance of Flipper with synthetic
datasets. The datasets were generated with the program used in [66]. We have set the following
default parameter values: number of transactions N = 100K, average number of items per trans-
action (transaction width)W = 5, number of distinct items |I| = 1, 000, number of hierarchy levels
H = 4. The number of distinct categories at the first level is 10, the fanout is 5. The default set of
thresholds is as follows: minimum support thresholds (θ1 = 1%, θ2 = 0.1%, θ3 = 0.05%, θ4 = 0.01%)
and correlation thresholds (γ = 0.3, ε = 0.1).
Minimum Support
Because we used 4 minimum support thresholds, one for each level of the hierarchy, we made a
value-decreasing sequence of 10 minimum support threshold profiles described in Table 4.3. Profile
thr1 is a profile with high support thresholds for all levels. Starting from thr2, we lowered minimum
support thresholds for each hierarchy level one at a time.
The results are shown in Figure 4.10(a). For the case of a high minimum support (thr1), the
running time is low for all methods, indicating that pruning based only on support (BASIC) works
well for high minimum support thresholds. However, for lower minimum supports pruning by
support becomes insufficient. The minimum support threshold at the bottom level of hierarchy
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Figure 4.10: Performance for synthetic datasets.
θ4 has the largest impact on the performance. We observe a sudden increase in the running time
of our baseline method for thr2, thr6 and thr10, when θ4 is lowered. This is because the largest
number of distinct items is on the bottom level of the hierarchy. For the low minimum supports,
the total number of frequent patterns explodes. Using all of the new pruning techniques together
makes the computation up to 30 times faster.
Number of Transactions
In Figure 4.10(b), we used 5 different datasets varying N from 100K to 1M. For all methods, the
running time shows linear dependency on N . With all new pruning methods, Flipper runs 15–20
times faster than the baseline method.
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Table 4.3: Minimum support profiles.
Profile θ1 θ2 θ3 θ4
thr1 0.05 0.05 0.05 0.05
thr2 0.05 0.001 0.0005 0.0001
thr3 0.01 0.001 0.0005 0.0001
thr4 0.01 0.0005 0.0005 0.0001
thr5 0.01 0.0005 0.0001 0.0001
thr6 0.01 0.0005 0.0001 0.00005
thr7 0.001 0.0005 0.0001 0.00005
thr8 0.001 0.0001 0.0001 0.00005
thr9 0.001 0.0001 0.00006 0.00005
thr10 0.001 0.0001 0.00006 0.00003
Average Transaction Width
Figure 4.10(c) shows results for 6 different datasets with default parameters, where the average
transaction width W is increased from 5 to 10. By increasing W we get more frequent patterns.
For larger W we see a dramatic increase in running time for our baseline method, while our new
techniques handle the increasing density gracefully. Flipper with full pruning could run up to 5,
10, and 300 times faster than FLIP+TPH, FLIP, and BASIC methods respectively.
Correlation Thresholds
Because we have two parameters (γ, ε) for correlation thresholds, we used the value-increasing
sequence of 7 profiles for this experiment. For the first 5 profiles we fixed the negative threshold ε
as 0.1 and increased positive threshold values by 0.1, and for the rest we fixed the positive threshold
γ as 0.6 and increased negative threshold values by 0.2.
We remind the reader that our advanced pruning is based on a non-positivity of candidate
patterns. Hence, the efficiency of pruning grows when γ becomes larger and the number of positive
itemsets drops. Figure 4.10(d) shows the corresponding result: the larger is γ, the more candidates
are pruned by all 3 pruning methods, and the faster is the computation. Note that the baseline
method does not depend on correlation thresholds, since it generates all frequent itemsets and
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disregards the correlation values.
The general conclusion from these experiments is that if we want to obtain correlations in
itemsets with low supports in dense transactional databases, using the baseline Apriori algorithm
is computationally infeasible, and the new pruning methods are quite useful for this scenario.
Based on this performance evaluation, we may suggest the following guidance for parameter
settings. First, different support thresholds should be set for each level of the hierarchy. The best
strategy is to set support thresholds comparatively high at the upper levels, and then lower them to
the more detailed level. The support for the bottom level should be set considerably low, otherwise
all the itemsets could be pruned. Such low level of support was unattainable by previous methods,
due to the enormous number of candidates which need to be considered. Second, the data expert
should set the positive correlation threshold γ. The efficiency of Flipper is due to the pruning
of non-positive itemsets, so the main performance factor is the careful choice of γ. Then the user
may start from setting the negative threshold just below γ, and gradually decrease it until the
satisfactory number of flipping patterns is obtained.
4.4.2 Real Datasets
We applied the market-basket concept to several real-life datasets, supplied with the corresponding
concept hierarchies.
1. The GROCERIES dataset [23, 24] represents 1-month of the point-of-sale transactions in a
local grocery store. The taxonomy of items is provided and it represents item categorization
used in this store. The dataset contains 9, 800 transactions, and the taxonomy has three
levels of abstraction.
2. The CENSUS dataset [36, 37] is an extract from the US Census 1996. It represents multi-
attribute records, where each record characterizes a single person. Income attribute is dis-
cretized into two bins: income ≥ $50K/yr or < $50K/yr. We considered each record as a
transaction. We manually created hierarchies with two and three levels based on different
attribute combinations. For example, for the group of people occupation:executive and sex:
women, the higher level generalization is all people with occupation:executive. Then the flip-
ping pattern would be to find that occupation:executive is strongly positively correlated with
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Figure 4.11: Running time (sec) for real datasets.
income ≥ $50K/yr and that this correlation becomes negative for the sub-population women
executives. The Census dataset contains 32, 000 transactions.
3. The MEDLINE dataset is a set of the medical paper citations. Each citation (paper) is a
transaction. The items are the topics. The hierarchy of topics was obtained from the Medical
Subject Headings database (MeSH)2. This hierarchical terminology was used to manually
index each article in MEDLINE database. Each paper contains one or several categorical
topics assigned to it. Our working set contains all medical papers published in year 20103
(640, 000 citations), and we consider only three top levels of the detailed hierarchy tree4.
In Figure 4.11, we show the performance results of three different pruning methods excluding
BASELINE method which ran longer than 10 hours even for the smallest dataset GROCERIES.
Similar to the results shown for synthetic datasets, full pruning method could run up to 10 times
faster than the na¨ıve pruning by flipping.
The flipping patterns were almost absent from synthetic datasets used in our experiments, but
for real datasets, we could produce a reasonable amount of flipping patterns as shown in Table 4.4.
Note that for the low-support profiles used in our experiments, the number of flipping patterns is
substantially lower than the total number of all negative and positive patterns. For high support
thresholds, the total number of positive and negative patterns decreases significantly, but all these
2http://www.nlm.nih.gov/mesh/
3http://mbr.nlm.nih.gov/Download/index.shtml
4http://www.nlm.nih.gov/mesh/2010/mesh browser/MeSHtree.html
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Table 4.4: Number of patterns in various datasets.
(γ, ε, θ1, θ2, θ3) Pos Neg Flips
GROCERIES (0.15, 0.10, 0.001, 0.0005, 0.0002) 4.8 · 103 8.0 · 104 174
CENSUS (0.25, 0.15, 0.002, 0.001, 0.0001) 1.4 · 105 7.3 · 104 232
MEDLINE (0.40, 0.10, 0.001, 0.0005, 0.0001) 4.2 · 103 1.6 · 106 430
Delicatessen
Salad dressing
Meat
Pork
Fresh products Meat & Fish
Beer
Canned beer
Cosme!cs
Baby cosme!cs
Drinks Perfumery
P1 P2
Figure 4.12: Flipping correlation patterns in GROCERIES dataset.
patterns are trivial, and none of them is flipping. On the other hand, many out of the discovered
flipping patterns are interesting and unexpected. Of course, they are contained in the set of all
positive and negative patterns, however it is much harder to find them there. Moreover, for larger
datasets the computation of the entire set of all negative patterns is infeasible.
In Figures 4.12,4.13 and 4.14 we present a pair of the flipping correlation patterns for each
dataset. Each example shows positive or negative correlation between a pair of items at the most
detailed level of abstraction (bottom), accompanied by the correlations between their abstractions
at higher levels.
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Figure 4.13: Flipping correlation patterns in CENSUS dataset.
Flipping in GROCERIES dataset (Figure 4.12)
Pattern P1 reflects one of the most famous itemsets {beer, diaper}, now in a more highlighted way:
by showing the negative correlation between their minimal generalizations. The second example
demonstrates that the flipping patterns can be used to design more user-friendly store layouts. It
happens often that customers expect to find some product combinations in close proximity while
by store design these items belong to different and unrelated categories. For example, in pattern
P2, pork and salad dressing are positively correlated, while in general pork and delicatessen are
negatively correlated. This might suggest removing the salad dressing from delicatessen, and
moving it closer to the meat department. Many other patterns from this dataset are surprising
and actionable. For example, the strong negative correlation between eggs and fish is accompanied
by positive correlation between their higher categories, fresh products and meat&fish. The strong
positive correlation between baby cosmetics and oil is highlighted by the negative correlation of
such unrelated product categories as cosmetics and oils.
Flipping in CENSUS dataset (Figure 4.13)
These patterns suggest that Flipper can be used to compare characteristics of different sub-
populations organized into hierarchical categories. From pattern P3 we learn that education mat-
ters: people working in Craft-repair and having Bachelor degree are positively correlated with
income ≥ $50K/yr, while their generalization group – all people working in Craft-repair are nega-
tively correlated with ≥ $50K/yr. Pattern P4 suggests that it is hard to get 50 K per year if you
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Figure 4.14: Flipping correlation patterns in MEDLINE dataset.
are at age group 60–65, unless you are an executive.
Flipping in MEDLINE dataset (Figure 4.14)
The suggestions of new research topic combinations obtained from this dataset can be used by
researchers in medical field. Pattern P5 implies that if substance-related mental disorders were
often studied together with temperance, then it is quite reasonable to research the combination
of the withdrawal syndrome with temperance, underrepresented in current medical publications.
Pattern P6 may suggest the collaboration between two unrelated areas of psychophysiology and
psychotherapy. However, if one decides to study the combination of such sub-topics as biofeedback
and behavior therapy, he finds out that these two are often studied together.
To summarize, flipping correlation patterns can be used:
• to find items which were incorrectly assigned to the wrong category;
• to find surprising non-trivial correlations to be explained;
• to discover under-represented, or over-represented combinations of items;
• to discover correlations specific for some sub-population.
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All these possible new insights into the data become possible with our new approach.
4.5 Discussion
Relaxing definition of flipping correlation pattern
In this chapter, we defined flipping correlation pattern in a strict way of ensuring correlation flips
for each consecutive levels. In fact, it can be relaxed by allowing one or more intermediate states
that has correlation which is neither positive nor negative. Our pruning principles still work but in
stricter conditions and hence less sharp pruning. Flipping-based vertical pruning now only prunes
when two consecutive states are both positive or both negative. TPH and HIP pruning principles
now requires negative label instead of non-positive label for their conditions.
Mining algorithm
Flipper is the first algorithm for level-specific contrasting correlations, which uses new pruning
methods in a simple Apriori-like framework. It is because we developed Flipper for the purpose
of comparing performance of our pruning principles. The use of more advanced mining algorithms
like FP-Growth [28] might be an area of fruitful future research.
4.6 Summary
In this chapter, we introduced a new concept of a flipping correlation pattern. These patterns show
that interesting new observations can be made by mining a dataset for itemsets that flip correlation
signs between different levels of abstraction. Despite the fact that the selected correlation measure,
Kulc, is not anti-monotonic, we were able to derive new properties of this measure, and in our
Flipper algorithm we have shown that these new properties can be used for efficient pruning.
Our experiments demonstrate that Flipper is much more efficient for discovering flipping
correlations in itemsets with low support than an algorithm that performs support-based pruning.
The Flipper framework is general and can be used without change for other popular null-invariant
correlation measures, such as Coherence, Cosine, All Confidence and Max Confidence. The new
properties are common for all these measures.
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Chapter 5
Conclusions and Future Work
Even though the usefulness of the pattern mining approach, the existing solutions showed serious
bottleneck of generating too many patterns, which resulted to performance leak and made it hard to
select the most critical patterns. In this dissertation, we discussed about new sophisticated patterns
in terms of the existence of labeled training data. When given labeled training data, we consider
discriminative patterns as sophisticated patterns which are to be used for classification purpose.
When given no training data, we consider correlated patterns as sophisticated patterns which are
to be used for correlation analysis. Even further, inspired from the real scenarios where taxonomy
is usually given and plays important role, we propose a new concept of flipping correlation patterns
and consider them as another type of sophisticated patterns.
Whenever a new type of sophisticated pattern emerges, an innovative way of mining process
appears. Our three new sophisticated patterns also required novel mining algorithms. We sum-
marize our contribution for each new sophisticated patterns we proposed in this dissertation and
discuss new problems to be explored in the future as follows.
Discriminative Pattern Mining
Within the application of authorship classification, we proposed a new feature set of k-embedded
edge subtrees, which could achieve the highest accuracy. We also developed a novel algorithm to
directly mine discriminative tree patterns. Instead of using binary feature values, we could utilize
the numeric values with the help of binned information gain score to enable deep pruning in the
mining process.
In future research, we would like to apply our work to other datasets with informal wordings
and sentences such as blogs and newsgroups. We also want to develop a way to cluster or retrieve
documents based on an author’s writing style by use of our new feature set of k-ee subtrees.
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Furthermore, we will apply similar direction to identify authorship of paragraphs within a document
written by multiple authors.
Correlated Pattern Mining
Not assuming we are given any training data, we found that a null-invariant correlation measure
can be a good guidance to reveal useful information from datasets. To overcome the performance
challenge of mining correlated patterns from correlation measures with no (anti)-monotonicity
property, we developed two novel principles for pruning purpose.
In the future, we plan to address the problem of redundancy. If the correlation in the itemset
is close to the correlation in its superset, it might be enough to output only the maximal superset
pattern instead of reporting all patterns. One way to do it is to define a summary (or compressed)
pattern for correlated patterns as in [82]. It would be interesting to incorporate the redundancy
removal into the mining process, instead of performing it as a post-processing step.
Flipping Pattern Mining
Assuming the help of item hierarchy, we defined a flipping pattern that showed surprising informa-
tion that flipped the distribution of an itemset correlation with its parents correlation. In general,
negative pattern mining requires very low minimum support threshold, which became a big chal-
lenge as a performance bottleneck. Considering this problem as an extension of our correlated
pattern mining, we utilized the properties of null-invariant correlation measures to develop the
proper pruning principles.
An important topic for future research is how to choose the correlation threshold parameters.
Even a domain expert might not be able to say which correlation value should be considered positive
or negative in a particular dataset. One of the possible solutions to this problem is to produce
top-k “most flipping” patterns, which could be defined as the patterns with the largest gap between
correlation values at different hierarchy levels. The design of an efficient algorithm for finding such
top-k flipping patterns is a challenging topic for future research.
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