Introduction
Brain tissue segmentation has important applications in studying the structure and function of the brain. A number of methods based on structural MRI data have been proposed for the segmentation problem (Zhang et al., 2001; Wells et al., 1996; Pham and Prince, 1999; Dale et al., 1999) . In this work, we propose a robust method for automated brain tissue segmentation based on the multiple-channel fusion in DTI space. Our method can be employed to define accurate tissue maps when dealing with fused structural and diffusion data. This enables us to study the gray matter diffusivity in neurodegenerative and neurological diseases (Liu et al., 2005 (Liu et al., , 2006 . When fusing structural and diffusion information, the imperfect alignment of structural MRI data, e.g., SPGR image, with DTI data results in the problem of heterogeneous voxels when the anatomic information in the structural data is applied to the DTI data. Under the problem of heterogeneous voxels, the measurements of the GM diffusivity based on the anatomic information in the SPGR image may fail to reveal the real diffusion in the GM. Figs. 3h and 3i in Liu et al. (2006) illustrate examples of such a problem. Specifically, following nonrigid co-registration using the UCLA AIR tools (Woods et al., 1998) , the GM boundaries of SPGR image are crossing CSF of ADC image. Consequently, the GM voxels in the SPGR image correspond to CSF voxels in the ADC image. Such a problem can occur for a variety of reasons, including geometric distortion in DTI imaging (Jezzard and Balaban, 1995) , partial volume effect (Helenius et al., 2002; Gonza'lez Ballester et al., 2002) , reslicing and interpolation of DTI data, and errors in co-registration.
Recently, we proposed a two-channel fusion method to remove heterogeneous voxels (Liu et al., 2005 (Liu et al., , 2006 . In that work, we performed tissue segmentations in both SPGR space (Zhang et al., 2001) and DTI space, and combined the results to obtain the most conservative definition of GM tissue, which is the consensus of both spaces. For example, Fig. 6 in Liu et al. (2006) shows the conservative definition of GM after heterogeneous voxels removal is performed in Fig. 3 of Liu et al., (2006) . In order to perform tissue segmentation in the DTI space, the ADC image was used to distinguish the CSF and non-CSF. The technique takes advantage of the fact that the ADC values in CSF are more than twice as high as the GM and WM values. Meanwhile, the FA image was used to separate the WM from the non-WM tissues, as highly directional www.elsevier.com/locate/ynimg NeuroImage 38 (2007) 114 -123 white matter structures have much larger fractional anisotropy values.
Our prior approaches employ only ADC and FA channels to classify brain tissues (Liu et al., 2005 (Liu et al., , 2006 , and in this work, our method of tissue segmentation in DTI space is further improved by using the following seven individual channels: ADC, eigenvalues (λ1, λ2, λ3), FA, RA, and VR. The Simultaneous Truth and Performance Level Estimation (STAPLE) algorithm (Warfield et al., 2004 ) is enlisted to combine these two-class maps and obtain a complete segmentation map of CSF, GM, and WM. Extensive evaluations and comparison studies are provided to demonstrate the reasonably good performance of our improved method. Experimental results of applying the proposed method to brain tissue segmentation and deformable registration of DTI data and SPGR data are also presented.
Method

Background
Diffusion-weighted imaging (DWI) and DTI permit in vivo measures of the diffusion of water molecules in living tissues (Le Bihan, 1991) . The diffusion of water molecules is typically represented by unrestricted Brownian motion, a particular tissue structure can preferentially restrict the molecular motion, which leads to anisotropic diffusion that is measured by DWI and DTI (Le Bihan, 1991; Bammer, 2003) . As an approximation, the measured diffusion can be modeled as an anisotropic Gaussian, parameterized by the diffusion tensor in each voxel (Basser et al., 1994) , in order to create a 3-D field of diffusion tensors. Diffusion tensor measurements provide a rich dataset from which a measure of diffusion anisotropy can be obtained in various ways through the application of mathematical formulas and recalculation of the underlying eigenvalues (Bammer, 2003; Moseley et al., 1990; Le Bihan et al., 2001; Basser and Jones, 2002) . The ADC, λ1, λ2, and λ3 channels are well suited for the measuring of overall diffusivity, whereas anisotropy can be represented by FA, RA, or VR (Sundgren et al., 2004) . In Sundgren et al., 2004 , it was reported that the diffusivity values of the CSF are more than double the GM and WM values. This is because water diffusion in CSF is much less restricted than those in the GM and WM tissues (Johanna et al., 2002) . Therefore, we can use these four channels of images to segment CSF from non-CSF tissues. Also, because highly directional white matter structures have much larger fractional anisotropy values, the FA, RA, and VR images can be used to separate WM from non-WM tissues. Moreover, since all these images intrinsically share the same DTI space, the CSF/non-CSF and WM/non-WM images can be combined into a complete CSF/GM/WM segmentation map in the DTI space without the need of any registration.
Overview
Our computational framework for tissue segmentation based on DTI data consists of six steps, as summarized in Fig. 1 . The first step consists of pre-processing to perform eddy current correction through the use of FSL FDT tools (http://www.fmrib.ox.ac.uk/fsl/ fdt/index.html), tensor calculation, and channel image generation using DTIStudio (http://cmrm.med.jhmi.edu/DTIuser/DTIuser. asp). As a result, seven channels are obtained: ADC, λ1, λ2, λ3, FA, RA, and VR. To reduce noise, we smooth these seven channels through an edge preserving anisotropic diffusion filter (Perona and Malik, 1990) . The second step consists of segmenting the brain into CSF and non-CSF compartments by utilizing the tissue contrasts existing in the first four channels, i.e., ADC, λ1, λ2, λ3. The third step consists of segmenting the brain into WM and non-WM compartments using the last three channels, i.e., FA, RA, and VR, separately. In order to generate the final CSF and non-CSF map, the fourth step employs the STAPLE algorithm (Warfield et Fig. 1 . Illustration of the computational framework of tissue segmentation based on DWI/DTI data. There are six steps: (1) Pre-processing; (2) CSF/non-CSF segmentation; (3) WM/non-WM segmentation; (4) multi-channel fusion to obtain CSF/non-CSF map; (5) multi-channel fusion to obtain WM/non-WM map; and (6) combining the CSF/non-CSF and WM/non-WM maps into a complete CSF/WM/GM tissue segmentation.
al., 2004) to fuse the tissue segmentation results of the first four channels (ADC, λ1, λ2, λ3) . The WM and non-WM map is generated in the fifth step. The final step consists of combining both CSF/non-CSF and WM/non-WM maps to obtain a complete tissue map detailing the CSF, WM, and GM segments.
Tissue segmentation based on DTI data
HMRF-EM tissue segmentation
In each individual channel outlined above, the brain is classified into two classes: either CSF and non-CSF, or WM and non-WM, depending on the channel. The Expectation-Maximization (EM) algorithm, in combination with a Hidden Markov Random Field (HMRF) model (Li, 2001) , is used for the two-class tissue segmentation (Zhang et al., 2001; Liu et al., 2005 Liu et al., , 2006 ). The EM model fitting and the MRF Iterated Conditional Modes (ICM) labeling in the HMRF-EM segmentation both require the selection of an initial parameter set (Zhang et al., 2001 ). In the literature, the kmeans clustering has been widely used for automated selection of initial centroids (Zhang et al., 2001; Pham and Prince, 1999) . We use this method for the initial estimation.
Multi-channel fusion
Motivation. The application of the HMRF-EM segmentation method to different channels, such as ADC and eigenvalues, results in a discrepancy in the segmentation results. Fig. 2 provides an example where the distribution of the ADC values in the entire brain along with the segmented CSF of ADC channel and the λ3 channel are presented. Fig. 2 indicates that there are no clear boundaries between different tissues in the ADC distribution of the whole brain (shown in red). Also, the CSF segmentation results of ADC channel (shown in green) and λ3 channel (shown in blue) are quite different. From this, we postulate that segmentations from multiple channels provide richer information, and an optimal combination of these results will be more desirable.
Due to the difficulty of obtaining or estimating a known true segmentation for real data, the performance of the segmentation from any given channel is difficult to quantify, and each channel could not be assumed to contribute equally to the combined segmentation result. To deal with this problem, we make use of the Expectation-Maximization algorithm for Simultaneous Truth and Performance Level Estimation (STAPLE) algorithm proposed in Warfield et al. (2004) . The algorithm considers a collection of segmentations and for each segmentation computes a probabilistic estimate of the true segmentation and a measure of the performance level represented by that segmentation. It then proceeds to estimate the optimal combination of the segmentations in order to obtain a probabilistic estimate of the true segmentation. This is done by weighting each segmentation according to its estimated performance level while employing a prior model for the spatial distribution of structures being segmented and spatial homogeneity constraints. Because we consider seven two-class tissue segmentation maps, the goal of our multi-channel fusion is to combine the seven binary segmentation maps to construct an improved overall segmentation map and to characterize the segmentation performance level of every channel, simultaneously.
Fusion of CSF/non-CSF segmentations using STAPLE. As outlined above, there are four binary segmentation maps (CSF/ non-CSF) associated with four channels (ADC, λ1, λ2, λ3). Let X be the random field defined in the whole volume of N voxels, and x i denote the configuration of each voxel i. We have
where 0 and 1 represent the CSF and non-CSF two tissue types. Let Y be the true segmentation map. The segmentation performance of every channel is characterized by sensitivity and specificity. Sensitivity is the relative frequency of x ij = 1 when Y i = 1. We define p = (p 1 , p 2 , p 3 , p 4 )
T as a column vector, whose ith element is the sensitivity parameter for the segmentation on the ith channel. Similarly, specificity is the relative frequency of x ij = 0 when Y i = 0 for which we define the column vector of specificity values q = (q 1 , q 2 , q 3 , q 4 )
T for the four channels considered (Warfield et al., 2004) . We then apply the STAPLE algorithm to estimate the true map via the maximum a posteriori (MAP) method. Specifically, we seek a map Y*, which is an estimate of the true map Y, according to the MAP criterion:
where f (Y i ) is the prior probability of Y i , and a voxelwise independence assumption has been made here. Next, assuming that the segmentation maps are mutually independent, the performance level parameter, which maximizes the complete data (X,Y) log likelihood function, is given by:
To estimate the solution of Eq. (3), an EM algorithm is used. The iteration of the EM algorithm will be performed as: In Eqs. (4) and (5), W i (k−1) indicates the probability of the true segmentation at voxel i being equal to 1: ÞÞ. Because the true segmentation is a binary random variable, the posterior probability f ðY i ¼ 0jX i ; p ðkÀ1Þ ; q ðkÀ1Þ Þ is equal to 1 − W i (k−1) . According to Eq. (2), the fusion model can be set as:
In summary, there are two steps in STAPLE for multiple-channel fusion. At each iteration, the first step entails the estimation of the conditional probability of the true segmentation given the segmentation maps of four channels and previous performance parameter estimates. In the second step, estimation values of the performance parameters are updated. More details concerning implementation of the iterative algorithm can be found in Warfield et al. (2004) . The fusion result is finally obtained through Eq. (7).
Fusion of WM/non-WM segmentations. First, the three channels of FA, RA, and VR images are separately segmented into WM/non-WM tissue maps using the HMRF-EM method described in the HMRF-EM tissue segmentation subsection. Then, the three tissue segmentation maps are fused into a complete WM/non-WM tissue map by using the STAPLE algorithm described in the Fusion of CSF/non-CSF segmentations using STAPLE subsection. As a result, the FA, RA, and VR channels provide an independent segmentation of the brain tissues into the WM and non-WM compartments.
Experimental results
Datasets
We have applied our tissue segmentation and multiple-channel fusion method to 10 SPGR and DTI datasets. For the SPGR imaging settings, a 1.5-Tesla GE Echospeed system was used with coronal series of contiguous spoiled gradient images. The voxel dimensions in this case are equal to: 0.9375 × 0.9375 × 1.5 mm. For the DTI settings, a 1.5-Tesla GE Echospeed system was used with the following settings. Sequence: maximum gradient amplitudes: 40 mT/ M; rectangular FOV: 220 × 165 mm; 4 mm slice thickness; 1 mm interslice distance; TE: 70 ms; TR: 2500 ms; b value: 1000 s/mm 2 . DWI images along six non-collinear directions were collected. More details about our imaging settings can be found in Kubicki et al. (2005) .
The SPGR data and DTI datasets have been processed using the pre-processing methods as described in Liu et al. (2006) . In particular, the SPGR image has been co-registered with the DTI images using the non-rigid registration method in the UCLA AIR package (Woods et al., 1998) .
Experiment 1
In the fusion of CSF/non-CSF segmentation maps, the initial values (p j (0) , q j (0) ) for four channels are set to (0.45, 0.98), (0.55, 0.98), (0.55, 0.98), and (0.55, 0.98), respectively, according to the volume overlaps of the segmentation maps between the SPGR image and the DTI image (Liu et al., 2006) . The prior probability of f(Y i ) is available in the single-channel segmentation using HMRF-EM (Zhang et al., 2001) . In this experiment, we average the probability maps of the four channel segmentations with equal weight to obtain f(Y i ).
As an example, Table 1 provides the results for a randomly selected case. It is clear from the results that the CSF and non-CSF segmentation results from the four channels are quite different, e.g., the CSF volume percentages vary from 11.7% to 22.2% while the CSF percentage on SPGR data is 19.7%. The CSF percentage obtained by multi-channel fusion is 21.4%, which is very close to that of the SPGR segmentation result. Considering that tissue segmentation based on SPGR image is relatively accurate, these results indicate the relatively good performance of the proposed tissue segmentation method.
For the fusion of WM and non-WM segmentations, the WM percentages obtained by different channels are also quite different, Table 1 Multiple-channel fusion result ranging from 58.6% to 67.6%. Similarly, the multi-channel fusion renders closer result (49.5%) to the SPGR segmentation result (39.3%). It should be noted that there are relatively large gaps between the fusion result and the SPGR segmentation result. However, using the multiple-channel fusion method, these gaps can be improved. The results in this section support our point in the Multi-channel fusion subsection that the single-channel segmentation is less reliable, and that an optimal combination of multiple channels, e.g., using the STAPLE algorithm, provides improved performance.
Experiment 2
This experiment provides an example of evaluation by visual inspection. As shown in Fig. 3 , it is difficult to obtain an ideal tissue segmentation result by using only one channel in DTI space. For example, in the segmentation of CSF/non-CSF (Fig. 3a) , the CSF volume agreement (please refer to Liu et al., 2006 for the definition of volume agreement) with that of SPGR segmentation for the ADC channel is 74.4%. Using our multi-channel fusion method, the CSF volume agreement increases to 95.8%. Another example is that in the segmentation of WM and non-WM regions (Fig. 3b) , the WM volume agreement of the FA channel with that of SPGR segmentation is 73.5%. On the other hand, our multichannel fusion method increases the agreement to 88.5%.
In general, the multi-channel fusion method based on DTI data obtains visually reasonable tissue segmentation results, compared to the tissue segmentation results based on SPGR data (Fig. 3) . This supports our claim about the advantage of multi-channel fusion introduced in the Multi-channel fusion subsection. Our experimental result shows that it is possible to obtain a reasonably good tissue segmentation map by combining the multiple-channel segmentation results based on the DTI data only.
To compare the proposed multiple-channel fusion method with the simple voting method, Fig. 3(a) shows the voting result of ADC, λ1, λ2, and λ3 as an example. The CSF volume percentage of the segmentation result by voting is 13.5%, which is far away from the SPGR segmentation result (19.7%). However, the multichannel fusion method obtains more consistent segmentation result, compared to the SPGR channel segmentation.
Experiment 3
We have evaluated the tissue segmentation method based on DTI data for 10 cases. Fig. 4 shows the volume overlaps and agreements between DTI segmentation and SPGR segmentation for these 10 cases (please refer to Liu et al., 2006 for the definitions of volume overlap and volume agreement).
Note that in Fig. 4 (a) the volume overlaps for the different channels are quite discrepant, with different cases having different channels that yield the highest level of overlap. For example, in the first case, the λ3 channel has the highest overlap, whereas in the second case, the λ2 channel has the highest overlap. This clearly elucidates the value of the multiple-channel fusion method in estimating the performance levels of different channels and in obtaining the final segmentation result based on more reliable channels. In general, the fusion result of tissue segmentation has the highest volume overlap averaged over the 10 cases, as shown in Fig. 4(a) . The mean value and the stand deviation of overlaps for four individual channel segmentations and the fusion result are 0.44 ± 0.08, 0.48 ± 0.13, 0.60 ± 0.08, 0.57 ± 0.07, and 0.63 ± 0.04, respectively. This partly shows that the fusion strategy generates more desirable tissue segmentation results than a single channel based on DTI data, considering that tissue segmentation based on SPGR image can serve as a comparison target.
The results of volume agreement for these 10 cases are shown in Fig. 4(b) . We see that the channels with maximum volume agreement vary with each case (see Fig. 4b ). This again emphasizes the importance of the multiple-channel fusion method in differentiating the performance levels of different channels. Fig. 4(b) shows that the multiple-channel fusion result has the highest volume agreement averaged over the 10 cases. On average, the mean values and the standard deviations of agreements for four individual channel segmentation results and the fusion result are 0.66 ± 0.18, 0.84 ± 0.23, 0.88 ± 0.05, 0.92 ± 0.08, and 0.94 ± 0.04, respectively.
Experiment 4
The previous experiments show that the multi-channel fusion algorithm has better results from only one channel. To demonstrate how the different channels affect the results of multi-channel fusion segmentation, we evaluate the contribution from different channels by measuring the change of the posterior probability (reference to Eq. (6)) between W i and W ij , where W i is the posterior probability obtained from all channels according to Eq. (6), and W ij is also the posterior probability obtained from all channels except channel j.
We can define the change weight as following:
where j indicates the channel we use for the multi-channel fusion, and i indicates the voxels of the image volume. According to Eq. (8), the channel with high change weight (CW) indicates high contribution because the posterior probability varies greatly without this channel, whereas the channel with low change weight indicates low contribution because the posterior probability varies little with or without this channel. We have done this experiment over the 10 cases. Fig. 5 shows the change weight for four channels (ADC, λ1, λ2, λ3). The average change weight of the posterior probability for the four channels are 0.17 ± 0.07, 0.20 ± 0.04, 0.43 ± 0.08 and 0.19 ± 0.10, respectively. Based on the result in Fig. 5 , it is apparent that the channel λ2 has larger contribution to the fusion procedure in most cases. Nevertheless, the other three channels also have import contributions to the segmentation result.
Experiment 5
In this section, we compare the proposed multiple-channel fusion method with our previous method of using two only, for instance, ADC and FA channels (Liu et al., 2006) , as well as with the multi-spectral segmentation algorithm in the FSL MFAST (Zhang et al., 2001) . It is noted that when performing the multispectral segmentation, we used all of the seven channels. To quantify the comparison, Table 2 shows the volume overlaps (O j ) and volume agreements (A j ) between the segmentation maps using different algorithms with that obtained by the SPGR segmentation map. It is apparent that the results using the ADC and FA channels have much lower CSF overlaps and agreements than the multi-spectral segmentation algorithm and the proposed multiplechannel fusion method. It is noted that the volume overlaps and agreements of CSF are much lower than the results in Liu et al. (2006) because the SPGR segmentation result was used to guide the segmentation of CSF in Liu et al. (2006) , but not used in this work. Because low volume overlap and agreement in CSF would cause severe problems of heterogeneous voxels in the measure- Fig. 5 . Change weight of posterior probability of four channels (ADC, λ1, λ2, λ3) for CSF segmentation over 10 cases. The average change weight of posterior probability for the four channels are 0.17 ± 0.07, 0.20 ± 0.04, 0.43 ± 0.08, and 0.19 ± 0.10, respectively. Table 2 Volume overlap (O j ) and volume agreement (A j ) with different algorithms The result is averaged over 10 cases. The third, fourth, and fifth rows show the volume overlaps and volume agreements of the segmentation results using the ADC + FA channel, using the FSL MFAST multi-spectral segmentation algorithm, and using the proposed multi-channel fusion algorithm, respectively. ment of gray matter properties, the result in Table 2 verifies that the proposed multiple-channel fusion method is much more preferred than the tissue segmentation method based on only two channels.
For the multi-spectral segmentation algorithm, although its performance in CSF volume overlap and agreement is comparable to the proposed multiple-channel fusion method (Table 2) , its performances in GM and WM volume overlaps and agreements are poor ( Table 2 ). The reason might be that the proposed multiple-channel fusion method exploits the STAPLE algorithm to estimate the optimal combination of the segmentations in seven different channels, whereas the multi-spectral segmentation algorithm does not.
As an example, Fig. 6 shows the segmentation results using the segmentation method based on the two channels of ADC and FA, the segmentation result using the FSL MFAST multi-spectral segmentation method, and the segmentation result using the proposed multi-channel fusion method and the SPGR segmentation result. Clearly, the proposed multiple-channel fusion method generates closer segmentation result with SPGR segmentation result than the other two methods.
Application: alternative brain tissue segmentation method
Tissue segmentation based on structural data, e.g., T2-weighted image, sometimes can produce undesirable segmentation result. For example, tissue segmentation using T2-weighted image cannot accurately distinguish the putamen and the thalamus, as shown in Fig. 7(b) , whereas tissue segmentation based on DTI data can achieve better results, as shown in Fig. 7 (e) (The data are provided by Dr. Susumu Mori of the Johns Hopkins University. Details about imaging settings are referred to http://cmrm.med.jhmi.edu/). White arrows point to putamen and thalamus areas where tissue segmentation in DTI space has better results than that based on T2-weighted image. Therefore, in the absence of structure data or in the case where desirable segmentation result from structure data cannot be obtained, tissue segmentation based on DTI data via the multiple-channel fusion method provides an alternative means to obtain tissue maps of the brain.
Discussion and conclusion
We have demonstrated that the brain tissue segmentation based only on single channel in DTI space produces less reliable result, and that the multiple-channel fusion method presented in this paper can substantially improve the segmentation. There are two important aspects to the final segmentation results: (1) the performance of individual channel segmentation and (2) the assessment of individual channel segmentation and fusion of them. A variety of issues are related to the first aspect, including the performance of individual channel segmentation, e.g., DTI data quality and the segmentation method used. In the future, we will test our multiple-channel fusion method on datasets with various image resolutions and qualities. In addition, we will test different tissue segmentation methods, e.g., the methods in Wells et al. (1996) , Pham and Prince (1999) , Dale et al. (1999) , for individual channel segmentation, and investigate how different segmentation methods affect the final result.
The second issue is addressed by the published STAPLE algorithm, which identifies the performance levels of different segmentation maps and estimates an optimal combination of the segmentation. This is fundamentally different from the voting rule (Warfield et al., 2004) . In this paper, we used one fixed set of overlaps (please refer to subsection 3.2.) for the initialization of (p j (0) , q j (0) ). In our future work, we will investigate how the initialization of (p j (0) , q j (0) ) will influence the final multi-channel fusion results, and how to achieve desirable initializations.
In this work, we use seven channels that are the most frequently used in the DWI/DTI image analysis, as we believe these channels provide complementary important information, e.g., the λ1, λ2, and λ3 channels describe the diffusion of three orthogonal directions separately. However, how many channels, or what combination of these channels, is adequate to obtain a satisfactory brain tissue segmentation result would need further investigation. Another interesting issue to be investigated is how the inclusion of channels that are not intrinsically within the same space as DTI, e.g., T1-or T2-weighted channel, into the STAPLE fusion procedure will influence the final multi-channel fusion result.
The STAPLE algorithm assumes that different segmentations are conditionally independent, and then estimates an optimal combination of these segmentations. In this paper, some channels are derived from the three independent eigenvalues and are not mutually independent. How this mutual dependence between different channels influences the STAPLE fusion result remains unclear. This issue will be investigated in our future work. It is also noted that, in our application, all of the seven channels are independently segmented into two class maps, which does add randomness and independence into the final segmentation maps that are used as inputs to the STAPLE algorithm. But what degree of independence this separate two-class segmentation has added remains unclear. Future work to investigate the degree of dependence between the seven channels, as well as between the segmented maps, would be valuable.
In the absence of digital DTI phantoms, currently, we evaluate the proposed tissue segmentation method by measuring the volume agreement and volume overlap between the segmentation results in DWI/DTI space and that in SPGR space. A similar assumption made here as that in Liu et al. (2006) is that the SPGR image provides relatively reliable tissue contrast and segmentation. However, it is noted that SPGR images do not have ideal tissue contrast and cannot serve as a gold standard. Voxel-based comparison using the volume overlap measure might be inaccurate given the possible misalignment between the DTI image and SPGR image caused by a variety of reasons such as the geometric distortion in DTI imaging, the partial volume effect, the reslicing and interpolation of DTI data, and the co-registration error. In the future, evaluation and validation studies could be performed based on comparison of the automated segmentation result with those obtained by expert manual segmentation results.
In summary, we presented a brain tissue segmentation method based on DTI data. This method fuses seven two-class segmentation maps, which are generated by utilizing the tissue contrast exiting in the corresponding single channel, to obtain a complete brain tissue segmentation map using the STAPLE algorithm. The tissue segmentation results for 10 test cases show that the single-channel segmentation in DTI space is less reliable, and an optimal combination of seven selected channels produces significantly improved results. The STAPLE algorithm also plays a key role in computing the probabilistic estimate of the true segmentation and a measure of the performance level represented by each segmentation.
