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COHOMOLOGY OF LIE SUPERALGEBRAS slm|n AND osp2|2n
YUCAI SU AND R. B. ZHANG
Abstract. We explicitly compute the first and second cohomology groups of the
classical Lie superalgebras slm|n and osp2|2n with coefficients in the finite dimensional
irreducible modules and the Kac modules. We also show that the second cohomol-
ogy groups of these Lie superalgebras with coefficients in the respective universal
enveloping algebras (under the adjoint action) vanish. The latter result in particular
implies that the universal enveloping algebras U(slm|n) and U(osp2|2n) do not admit
any non-trivial formal deformations of Gerstenhaber type.
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1. Introduction
We investigate the Lie superalgebra cohomology of the type I basic classical Lie
superalgebras [7], namely, the special linear superalgebra slm|n, and the orthosymm-
plectic superalgebra osp2|2n. Lie superalgebra cohomology was extensively studied by
Fuks, Leites [3], and others (see [2] for a review). For any basic classical simple Lie
superalgebra g, the cohomolgy groups H i(g, V ) were computed [3, 2] for all i when the
coefficient module V is C (even though relatively little seems to be known about these
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cohomolgy groups when the coefficient module is non-trivial). Variations of these coho-
molgy groups, especially the relative cohomology groups and the cohomology groups of
odd nilpotent subalgebras, have also been studied in depth because of their importance
in the contexts of the Bott-Borel-Weil theory [13] and the Kazhdan-Lusztig theory for
Lie supergroups [19, 1].
A motivation of this investigation and earlier work of one of us with Scheunert [16, 17]
comes from the theory of quantum supergroups [11, 24, 25], the foundation of which
lies in the deformation theory [4] of universal enveloping algebras of Lie superalgebras.
Recall that the formal deformations of an associative algebra is classified by the sec-
ond Hochschild cohomology group with coefficients in the algebra itself (regarded as a
bi-module) [4]. In the case of the universal enveloping algebra of a Lie superalgebra,
this Hochschild cohomology group can be shown to be isomorphic to the second Lie
superalgebra cohomology group with coefficient module being the universal enveloping
algebra under the adjoint action of the Lie superalgebra. Similarly, the first Lie super-
algebra cohomology group with coefficients in the universal enveloping algebra controls
the deformations of the co-algebra structure of the universal enveloping algebra.
One result of the present paper is Theorem 7.1 and (8.5) of Theorem 8.1, which
states that for g being slm|n or osp2|2n, H
1(g,U(g)) 6= 0, but H2(g,U(g)) = 0. The
vanishing of the second cohomology group implies that U(slm|n) and U(osp2|2n) are
rigid in the sense of [4]. Therefore, the Drinfeld versions of the quantized universal
enveloping algebras of slm|n and osp2|2n defined with any choice of Borel subalgebras
are isomorphic to the universal enveloping algebras themselves over the power series
ring. (This was proved for the special case of slm|1 in [17].) Also H
1(g,U(g)) 6= 0
implies that the co-algebra structure of U(g) admits non-trivial deformations, a fact
which is known from specific examples.
Another main result of this paper is the computation of the first and second Lie
superalgebra cohomology groups of slm|n and osp2|2n with coefficients in the finite
dimensional Kac modules and the finite dimensional irreducible modules, which is
summarized in Theorems 3.1, 4.1, 5.4, 6.18, and 8.1. This result is of intrinsic interest
to the understanding of extensions of modules of these Lie superalgebras, and also
extensions of the Lie superalgebras themselves. As a matter of fact, in his foundational
paper [7] on the theory of Lie superalgebras, Kac posed the problem of determining
the first cohomology groups of basic classical simple Lie superalgebras with coefficients
in the finite dimensional irreducible modules (see also [8, 9]). Part of the paper solves
the problem for the Lie superalgebras slm|n and osp2|2n. As we have alluded to earlier,
when the coefficient module V is not C, little seems to be known about the cohomolgy
groups H i(g, V ) for the basic classical Lie superalgebras; the main results (Theorems
3.1, 4.1, 5.4, 6.18, 7.1, and 8.1) of the present paper appear to be new.
The computations of the cohomology groups are carried out in this paper at an el-
ementary level by exploring long exact sequences of cohomology groups arising from
short exact sequences of modules, and also by using some elements of the Hochschild
spectral sequence associated with the maximal even subalgebras of the Lie superalge-
bras. The computations also rely heavily on detailed knowledge on structures of Kac
modules. We may mention that the analysis of structures of Kac modules is a technical
and difficult problem. This renders Subsection 6.2 rather technical.
The organization of the paper is as follows. Sections 2 to 7 treat the Lie superalgebra
cohomology groups of the special linear superalgebra in detail. Section 2 provides
some necessary background material on slm|n. Sections 3 and 4 respectively present
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the computations of the first and second cohomology groups of slm|n with coefficients
in finite dimensional Kac modules. Section 5 is devoted to the computation of the first
cohomology groups of slm|n with coefficients in finite dimensional irreducible modules,
where we make use of the concepts of atypicality matrices, northeast chains (NE) of a
weight, and n-, q-, c-relationships of atypical roots, which are all explained in Appendix
A. In Section 6 we calculate the second cohomology groups of slm|n with coefficients in
finite dimensional irreducible modules. This section is divided into three subsections.
Subsection 6.1 introduces the notion of primitive weight graphs, which is very useful
for studying the structure of indecomposable slm|n-modules such as Kac modules. In
Subsection 6.2 we analyse structures of some Kac modules of slm|n and establish a
series of technical lemmas needed for proving the main result on the second cohomology
groups of slm|n with coefficients in finite dimensional irreducible modules. Subsection
6.3 proves the main result of Section 6. Section 7 treats the second cohomology groups
of slm|n with coefficients in the universal enveloping algebra. Finally, in Section 8 we
present the results on the cohomology groups of osp2|2n, while omitting most of the
technical details.
2. Preliminaries on the special linear superalgebra
2.1. The special linear superalgebra. We present some background material on the
special linear superalgebra here and refer to [7, 14, 10] for more details. For general
notions of graded vector spaces and graded algebraic structures we refer to the classic
paper [12] by Milnor and Moore.
We shall work over the complex number field C throughout the paper. Given a
Z2-graded vector space W = W0¯ ⊕ W1¯, we call W0¯ and W1¯ the even and odd sub-
spaces, respectively. The elements of W0¯ ∪ W1¯ will be called homogeneous. Define
a map [ ] : W0¯ ∪ W1¯ → Z2 by [w] = i¯ if w ∈ Wi¯. For any two Z2-graded vec-
tor spaces V and W , the space of morphisms HomC(V,W ) is also Z2-graded with
HomC(V,W )k¯ =
∑
i¯+j¯≡k¯(mod2)HomC(Vi¯,Wj¯). We write EndC(V ) for HomC(V, V ).
Let Cm|n be the Z2-graded vector space with even subspace C
m and odd subspace
Cn. Then EndC(C
m|n) with the Z2-graded commutator forms the general linear su-
peralgebra. To describe its structure, we choose a homogeneous basis {va | a ∈ I}, for
Cm|n, where I = {1, 2, . . . , m + n}, and va is even if a ≤ m, and odd otherwise. The
general linear superalgebra relative to this basis of Cm|n will be denoted by glm|n. Let
Eab be the matrix unit, namely, the (m + n) × (m + n)-matrix with all entries being
zero except that at the (a, b) position which is 1. Then {Eab | a, b ∈ I} forms a homo-
geneous basis of glm|n, with Eab being even if a, b ≤ m, or a, b > m, and odd otherwise.
For convenience, we let I1 = {1, ..., m} and I2 = {1˙, ..., n˙}, where we have written
ν˙ = ν +m. Then I = I1 ∪ I2. Define the map [ ] : I → Z2 by [a] =
{ 0¯, if a ∈ I1,
1¯, if a ∈ I2.
Now the commutation relations of the general linear superalgebra glm|n can be written
as
[Eab, Ecd] = Eadδbc − (−1)
([a]−[b])([c]−[d])Ecbδad.
The upper triangular matrices form a Borel subalgebra B of glm|n, which contains
the Cartan subalgebra H of diagonal matrices. Let {ǫa | a ∈ I} be the basis of H
∗ such
that ǫa(Ebb) = δab. The supertrace induces a bilinear form ( , ) : H
∗ × H∗ → C on
H∗ such that (ǫa, ǫb) = (−1)
[a]δab. Relative to the Borel subalgebra B, the roots of
glm|n can be expressed as ǫa − ǫb, a 6= b, where ǫa − ǫb is even if [a] + [b] = 0¯ and odd
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otherwise. The set of the positive roots is ∆+ = ∆+0 ∪∆
+
1 , with the set ∆
+
0 of positive
even roots and the set ∆+1 of the positive odd roots respectively given by
∆+0 = {αi,j = ǫi − ǫj , αν,η = ǫν − ǫη | 1 ≤ i < j ≤ m, 1˙ ≤ ν < η ≤ n˙},
∆+1 = {αi,ν = ǫi − ǫν | i ∈ I1, ν ∈ I2}.
We define a total order on ∆+1 by
αi,ν < αj,η ⇐⇒ ν − i < η − j or ν − i = η − j but i > j. (2.1)
Then αmin = αm,1˙, αmax = α1,n˙ are respectively the minimal and maximal roots in ∆
+
1 .
Throughout the paper, we shall denote by g the special linear superalgebra slm|n,
which is the subalgebra of glm|n consisting of supertraceless matrices. Since slm|n is
isomorphic to sln|m, we shall assume that 1 ≤ n ≤ m. We choose the Borel subalgebra
b = B∩g for g, which contains the Cartan subalgebra h = H ∩g. We identify the dual
space h∗ of h with the subspace
∑
a,bC(ǫa − ǫb) of H
∗ spanned by the roots of glm|n.
Then the roots of g coincide with those of glm|n, and relative to b, a root α is positive
if and only if α ∈ ∆+.
The special linear superalgebra admits a Z-grading g = g−1 ⊕ g0 ⊕ g+1, where
g0 = g0¯ ∼= sl(m) ⊕ Cρˇ1 ⊕ sl(n) and ρˇ1 is defined in (2.6). Also, g±1 ⊂ g1¯, with
g+1 being the nilpotent subalgebra spanned by the odd positive root spaces, and g−1
that spanned by the odd negative root spaces. A basis of g is given by
{Eab, Eaa − (−1)
[b]Ebb | a, b ∈ I, a 6= b}.
We shall denote
eα = Eab, fα = Eba if α = αa,b ∈ ∆
+ = ∆+0 ∪∆
+
1 ,
hi = Eii − Ei+1,i+1, h0 = Emm + E1˙1˙, hν = Eνν −Eν+1,ν+1,
for i ∈ I1\{m}, ν ∈ I2\{n˙}.
An element in h∗ is called a weight. A weight λ is integral if (λ, α) ∈ Z for all roots,
and dominant if 2(λ, α)/(α, α) ≥ 0 for all positive even roots α of g. A weight λ ∈ h∗
can be written in terms of ǫ-basis
λ = (λ1, ..., λm | λ1˙, ..., λn˙) =
∑
a∈I
λaǫa such that
m∑
i=1
λi +
n˙∑
ν=1˙
λν = 0, (2.2)
or in terms of Dynkin labels
λ = [a1, ..., am−1; a0; a1˙, ...an˙−1],
where
ai = λi − λi+1, a0 = λm + λ1˙, aν = λν − λν+1,
for i ∈ I1\{m}, ν ∈ I2\{n˙}. We call λp the p-th coordinate of λ for p ∈ I, and ap the
p-th Dynkin label of λ for p ∈ I ∪ {0}\{m, n˙}.
The following weights will appear frequently in the remainder of the paper:
µ(i,j) = (
i−1︷ ︸︸ ︷
0, ..., 0, j+1,
m−n+j︷ ︸︸ ︷
1, ..., 1, 0, ..., 0 | 0, ..., 0,
j︷ ︸︸ ︷
−1, ...,−1,−j − 1−m+ n,
i−1︷ ︸︸ ︷
0, ..., 0), (2.3)
for 1 ≤ i ≤ n, 0 ≤ j ≤ n+ 1− i;{
µ(j) = µ(1,j), µ
(j)
± = µ
(j) ± αmax,
η(1) = (1, 1, 0, ..., 0 | 0, ..., 0,−1,−1), η(2) = (0, ..., 0,−1,−1 | 1, 1, 0, ..., 0),
(2.4)
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where η(1), η(2) can occur only when n ≥ 2;
ρ0 =
1
2
( m∑
i=1
(m− 2i+ 1)ǫi +
n∑
ν=1
(n− 2ν + 1)ǫν˙
)
=
1
2
(m− 1, m− 3, ...,−m+ 1 |n− 1, n− 3, ...,−n+ 1), (2.5)
ρ1 =
1
2
(
n
m∑
i=1
ǫi −m
n∑
ν=1
ǫν˙
)
=
1
2
(n, ..., n | −m, ...,−m), (2.6)
ρ = ρ0 − ρ1,
where ρ0 (resp. ρ1) is half the sum of positive even (resp. odd) roots.
For every integral dominant weight λ, we denote by L
(0)
λ the finite-dimensional irre-
ducible g0-module with highest weight λ. Extend it to a g0 ⊕ g+1-module by putting
g+1L
(0)
λ = 0. Then the Kac module Vλ is the induced module
Vλ = Ind
g
g0⊕g+1L
(0)
λ
∼= U(g−1)⊗C L
(0)
λ . (2.7)
Denote by Lλ the irreducible module with highest weight λ (which is the unique irre-
ducible quotient module of Vλ) and we always fix a highest weight vector vλ.
For any finite-dimensional highest weight g-module V , we can decompose V into a
direct sum of g0-submodules with respect to its level (an element x ∈ g is said to have
level i if x ∈ gi for i = −1, 0, 1, this defines a level structure on V ):
V =
∑
ℓ∈Z
V ℓ. (2.8)
Set
top = max{ℓ ∈ Z | V ℓ 6= 0}, bottom = min{ℓ ∈ Z | V ℓ 6= 0}.
When it is necessary to indicate the module V , we denote them by top (V ) and
bottom (V ). Then top − bottom ≤ mn. In most cases, we shall specify the highest
weight vector vλ to have level zero, then top = 0. But in some cases, we shall shift
level so that a vector with weight 0 has level 0.
2.2. Lie superalgebra cohomology. In this subsection we explain some basic con-
cepts of Lie superalgebra cohomology. The material can be found in many sources,
say, [16]. For p ≥ 1 and a finite-dimensional g-module V , let Cp(g, V ) (the set of
p-cochains) be the Z2-graded vector space of all p-linear mappings ϕ of g
p = g×· · ·×g
into V satisfying
ϕ(x1, ..., xi, xi+1, ..., xp) = −(−1)
[xi][xi+1]ϕ(x1, ..., xi+1, xi, ..., xp) (super-skew-symmetry)
for 1 ≤ i ≤ p − 1 (recall that we denote the degree of an element x by [x] ∈ Z2). Set
C0(g, V ) = V . We define the differential operator d : Cp(g, V )→ Cp+1(g, V ) by
(dϕ)(x0, ..., xp)
=
p∑
i=0
(−1)i+[xi]([ϕ]+[x0]+···+[xi−1])xiϕ(x0, ..., xˆi, ..., xp)
+
∑
i<j
(−1)j+[xj ]([xi+1]+···+[xj−1])ϕ(x0, ..., xi−1, [xi, xj], xi+1, ..., xˆj , ..., xp), (2.9)
for ϕ ∈ Cp(g, V ) and x0, ..., xp ∈ g, where the sign ˆ means that the element below it
is omitted. It can be verified that d2 = 0. Set
Zp(g, V ) = Ker(d|Cp(g,V )), B
p(g, V ) = Im(d|Cp−1(g,V )), H
p(g, V ) = Zp(g, V )/Bp(g, V ).
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Elements in Zp(g, V ) are called p-cocycles, elements in Bp(g, V ) are p-coboundaries.
Two elements of Zp(g, V ) are said to be cohomologous if their difference lies in Bp(g, V ).
For ϕ ∈ Zp(g, V ), we denote by ϕ its residue class moduloBp(g, V ). The spaceHp(g, V )
is called the p-th cohomology group.
Let U, V,W be three g-modules such that
0→ U
f
→ V
g
→ W → 0 (2.10)
is a short exact sequence, where f, g are homogenous g-module homomorphisms. Then
there exists a long exact sequence
· · · → Hp(g, U)
fp
−→ H
p(g, V )
gp
−−→ H
p(g,W )→ Hp+1(g, V )→ · · · , (2.11)
where the maps f p, gp can be defined easily from f, g (cf. [16, (2.50)]).
For x ∈ g, we define ix : C
p(g, V )→ Cp−1(g, V ), θx : C
p(g, V )→ Cp(g, V ) by
(ixϕ)(x1, ..., xp−1) = (−1)
[x][ϕ]ϕ(x, x1, ..., xp−1), (2.12)
(θxϕ)(x1, ..., xp)
= xϕ(x1, ..., xp)
−
p∑
i=1
(−1)[x]([ϕ]+[x1]+···+[xi−1])ϕ(x1, ..., xi−1, [x, xi], xi+1, ..., xp). (2.13)
One can verify that
dix + ixd = θx, dθx = θxd. (2.14)
Note that θ : x 7→ θx defines a g-module structure on C
p(g, V ) such that Zp(g, V ),
Bp(g, V ) are submodules by (2.14). Since g0 is a reductive Lie algebra, we can decom-
pose
Zp(g, V ) = Zp0 (g, V )⊕ B
p(g, V ) (2.15)
as a direct sum of g0-submodules. For any g-module V , we denote
V g0 = {v ∈ V | g0v = 0}. (2.16)
Elements in V g0 are called g0-invariant elements.
Proposition 2.1. Every p-cocycle is cohomologous to a g0-invariant p-cocycle. More
precisely,
Zp0 (g, V ) ⊂ Z
p(g, V )g0. (2.17)
Proof. Let ϕ ∈ Zp0(g, V ). For all x ∈ g0, we have, by (2.14),
θxϕ = dixϕ+ ixdϕ = dixϕ ∈ B
p(g, V ) ∩ Zp0(g, V ) = {0}.
This proves (2.17). Now the first statement follows from (2.15). 
3. First cohomology groups with coefficients in Kac modules
Let ϕ ∈ Z1(g, Vλ) be a 1-cocycle, by Proposition 2.1, we can suppose ϕ ∈ Z
1(g, Vλ)
g0.
Denote ϕ(0) = ϕ|g0. For x ∈ g0, z ∈ g, by (2.9) and (2.13), we have
0 = dϕ(x, z) = θxϕ(z)− (−1)
[z][ϕ]zϕ(x) = −(−1)[z][ϕ]zϕ(x), (3.1)
which implies that g acts trivially on ϕ(x).
We shall divide the study into two cases according to the highest weights of the Kac
modules.
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We first assume that λ 6= 2ρ1. Then Vλ does not contain a trivial g-submodule. So,
ϕ(0) = 0. By (2.8), for any v ∈ Vλ, we can uniquely write
v =
mn∑
ℓ=0
v−ℓ, where v−ℓ ∈ V
−ℓ
λ .
Now (2.9) gives
fαϕ(fβ) + fβϕ(fα) = (−1)
[ϕ]dϕ(fα, fβ) = 0 for α, β ∈ ∆
+
1 . (3.2)
As U(g−1) is a Grassmann algebra generated by the odd root vectors, and acts freely
on the Kac module Vλ (cf. (2.7)), we can take Grassmannian differentiation
∂
∂fα
with
respect to fα, α ∈ ∆
+
1 , to obtain
ϕ(fβ)− fα
∂
∂fα
ϕ(fβ) + δα,βϕ(fα)− fβ
∂
∂fα
ϕ(fα) = 0. (3.3)
Sum over α ∈ ∆+1 , we obtain
(mn + 1)ϕ(fβ)−
mn∑
ℓ=0
ℓϕ(fβ)−ℓ = fβv
′, where v′ =
∑
α∈∆+1
∂
∂fα
ϕ(fα). (3.4)
Note that v′ has degree [ϕ]. Denote
v−ℓ = (mn + 1− ℓ)
−1(−1)[ϕ]v′−ℓ+1, and v =
mn∑
ℓ=0
v−ℓ.
Then by (3.4),
ϕ(fβ) = (−1)
[ϕ]fβv = dv(fβ) for all β ∈ ∆
+
1 . (3.5)
Replacing v by v − v−mn, we still have (3.5), and we can suppose
v−mn = 0. (3.6)
By (3.5), and the g0-invariant property of ϕ, we have
fβxv = xfβv − [x, fβ ]v = (−1)
[ϕ](xϕ(fβ)− ϕ([x, fβ ])) = 0 for x ∈ g0.
This together with equation (3.6) shows that g0v = 0. Thus by replacing ϕ by ϕ− dv,
we still have that ϕ is g0-invariant, and
ϕ(fβ) = 0 for β ∈ ∆
+
1 . (3.7)
Now using the fact that for all α, β ∈ ∆+1 ,
0 = (−1)[ϕ]dϕ(eα, fβ) = eαϕ(fβ) + fβϕ(eα) = fβϕ(eα), (3.8)
we obtain that either ϕ(eα) ≡ 0, or for some α, 0 6= ϕ(eα) ∈ V
−mn
λ (the bottom level)
and V −mnλ
∼= g+1 as g0-modules.
In the former case, H1(g, Vλ) = 0. In the latter case,
λ = 2ρ1 + αmax = (n+ 1, n, ..., n | −m, ...,−m,−m − 1),
and we only need to consider such 1-cocycles φ that satisfy the conditions

φ|g0⊕g−1 = 0,
φ(eα) = the image of eα in V
−mn
λ under the
g0-module isomorphism g+1 ∼= V
−mn
λ .
(3.9)
Obviously, φ is g0-invariant. In fact, all 1-cochains satisfying (3.9) are 1-cocycles. To
prove this claim, it only requires to verify the condition
eαφ(eβ) + eβφ(eα) = 0 for all α, β ∈ ∆
+
1 . (3.10)
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Since the left hand side of (3.10) is in V bottom +1λ , condition (3.10) holds if and only if
fγ(eαφ(eβ) + eβφ(eα)) = 0 for all α, β, γ ∈ ∆
+
1 . (3.11)
The left hand side of (3.11) is equal to
[fγ, eα]φ(eβ) + [fγ , eβ]φ(eα)− eαfγφ(eβ)− eβfγφ(eα)
= φ([[fγ , eα], eβ] + [[fγ , eβ], eα]) = 0. (3.12)
Thus φ is a 1-cocycle and it is non-trivial because φ(eα) is in the bottom level of Vλ
which cannot be written in the form eαv for any v ∈ Vλ. Using the g0-invariant property
of ϕ, and the fact that g+1 is irreducible as a g0-module, we easily see that the space
of all the 1-cocycles satisfying (3.9) is 1-dimensional. Thus
H1(g, Vλ) ∼= C if λ = 2ρ1 + αmax. (3.13)
Note that the above discussion actually provides an explicit construction of the non-
trivial 1-cocycles.
Now we consider the remaining case with λ = 2ρ1. This time the Kac module Vλ
is free over U(g−1) of rank 1. Let vλ be a fixed non-zero g-highest weight vector of
Vλ. Then C
∏
α∈∆+1
fαvλ forms a 1-dimensional g-submodule of Vλ, where the product∏
α∈∆+1
fα is ordered with respect to the ordering in (2.1).
Consider any ϕ ∈ Z1(g, Vλ)
g0. By equation (3.1), this ϕ must satisfy
ϕ|gss0 = 0 and ϕ(2ρˇ1) = c
′
∏
α∈∆+1
fαvλ ∈ C
∏
α∈∆+1
fαvλ, (3.14)
for some c′ ∈ C, where gss0 denotes the semi-simple part of g0. Similar as before, we
can suppose that (3.7) holds. Then
0 = dϕ(eα, fβ) = (−1)
[ϕ]fβϕ(eα)− ϕ([eα, fβ]) = (−1)
[ϕ]fβϕ(eα)− δα,βϕ(hα), (3.15)
where the last equality follows from (3.14). Note that hα = (hα −
1
mn
(2ρˇ1)) +
1
mn
(2ρˇ1)
and hα −
1
mn
(2ρˇ1) ∈ g
ss
0 , we thus obtain
fβϕ(eα) = (−1)
[ϕ]δα,β
1
mn
ϕ(2ρˇ1).
In particular fβϕ(ea) = 0 for all β 6= α. Thus ϕ(eα) has the form cα
∏
γ∈∆+1 \{α}
fγvλ
for some cα ∈ C. Combining this with (3.14), we obtain
ϕ(eα) = c
′cα
∏
γ∈∆+1 \{α}
fγvλ, (3.16)
where
cα = (−1)
[ϕ]+m(α) 1
mn
, and m(α) = #{γ ∈ ∆+1 | γ < α}. (3.17)
Now if we define a 1-cochain φ′ by setting
φ′|gss0 ⊕g−1 = 0 and φ
′(2ρˇ1) =
∏
γ∈∆+1
fγvλ, φ
′(eα) = cα
∏
γ∈∆+1 \{α}
fγvλ, (3.18)
then one can check that φ′ is a g0-invariant 1-cochain (note that Cvλ is a trivial g
ss
0 -
module). To verify that it is a cocycle, we only need to show that condition (3.10) holds.
This is indeed true as follows from (3.12). Thus φ′ is a 1-cocycle. Furthermore, it is
non-trivial, as can be seen from the following arguments: if φ′(eα) has the form eαv for
some v ∈ Vλ, then v is in the bottom level, i.e., v ∈ C
∏
γ∈∆+1
fγvλ. But C
∏
γ∈∆+1
fγvλ
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forms a 1-dimensional g-submodule of Vλ, thus we must have φ
′(eα) = eαv = 0, a
contradiction.
The preceding discussions in this section complete the study of the first cohomology
groups with coefficients in Kac modules. We summarize the results below.
Theorem 3.1. Let Vλ be the finite-dimensional Kac module with highest weight λ.
Then
H1(g, Vλ) ∼=


C if λ = 2ρ1 + αmax,
C if λ = 2ρ1,
0 otherwise.
As an immediate consequence of the theorem, we have the following result.
Corollary 3.2. Suppose V is any weight module (not necessary finite dimensional )
over g. If V contains a submodule isomorphic to the Kac module V2ρ1, then H
1(g,V) 6=0.
Proof. Suppose v2ρ1 ∈ V is a highest weight vector which generates the Kac module
V2ρ1 . We define a linear map φ
′ : g → V by (3.18). Obviously, φ′ is a g0-invariant
1-cocycle. We claim that it is a non-trivial cocycle. Otherwise φ′ = dv for some
g0-invariant vector v ∈ V . This in turn leads to∏
α∈∆+1
fαv2ρ1 = φ
′(2ρˇ1) = 2ρˇ1v = 0,
which is a contradiction. 
Corollary 3.3. H1(g, U(g)) 6= 0.
Proof. Let v2ρ1 =
∏
α∈∆+1
eα ∈ U(g) with weight 2ρ1. Obviously v2ρ1 is a g-highest
weight vector of U(g), thus generating a highest weight module V , which is a quotient of
the Kac module V2ρ1 . We claim that V = V2ρ1 . If not, then V does not contain the bot-
tom composition factor (which is the trivial module) of V2ρ1 , i.e.,
∏
α∈∆+1
ad(fα)v2ρ1 = 0,
where ad denotes the adjoint action. But we have∏
α∈∆+1
ad(fα)v2ρ1 =
∏
α∈∆+1
ad(fα)
∏
α∈∆+1
eα = ±
∏
α∈∆+1
hα + · · · 6= 0,
where hα = [eα, fα]. A contradiction. 
4. Second cohomology groups with coefficients in Kac modules
We turn to the computation of the second cohomology groups with coefficients in
the Kac modules. By Proposition 2.1, we only need to consider g0-invariant 2-cocycles.
Let ϕ ∈ Z2(g, Vλ)
g0. Since gss0 is semi-simple, we have H
2(gss0 , Vλ) = 0, i.e.,
ϕ|gss0 ×gss0 = dψ for some g
ss
0 -invariant 1-cochain ψ ∈ C
1(gss0 , Vλ). Extend ψ to
ψ ∈ C1(g, Vλ)
g0 by setting ψ|g1¯⊕Cρˇ1 = 0, and replace ϕ by ϕ− dψ we can suppose
ϕ|gss0 ×gss0 = 0.
Then from
0 = dϕ(x1, x2, z)
= θx1ϕ(x2, z)− θx2ϕ(x1, z) + (−1)
[z][ϕ]zϕ(x1, x2)− ϕ([x1, x2], z)
= −ϕ([x1, x2], z),
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where x1, x2 ∈ g
ss
0 , z ∈ g, we obtain
ϕ|gss0 ×g = 0. (4.1)
From
0 = dϕ(ρˇ1, ξ1, ξ2) = θρˇ1ϕ(ξ1, ξ2) + (−1)
[ϕ](ξ1ϕ(ρˇ1, ξ2) + ξ2ϕ(ρˇ1, ξ1))− ϕ(ρˇ1, [ξ1, ξ2]),
where ξ1, ξ2 ∈ g1¯, we obtain
ξ1ϕ(ρˇ1, ξ2) + ξ2ϕ(ρˇ1, ξ1) = 0, (4.2)
(note that [ξ1, ξ2] ∈ g0 = g
ss
0 ⊕ Cρˇ1). This together with equation (4.1) shows that
ψ′ : z 7→ ϕ(ρˇ1, z), z ∈ g, is a 1-cocycle.
First assume λ 6= 2ρ1, 2ρ1 + αmax. Then it follows from Theorem 3.1 that ψ
′ is a
1-coboundary, i.e., there exists v ∈ Vλ of degree [ϕ] such that ϕ(ρˇ1, z) = (−1)
[z][ϕ]zv for
z ∈ g and such that g0v = 0 by (4.1). We define a g0-invariant 1-cochain ψ of degree
[ϕ] by setting ψ|gss0 ⊕g1¯ = 0 and ψ(ρˇ1) = v. Then by replacing ϕ by ϕ− dψ, we have
ϕ|g0×g = 0. (4.3)
Now dϕ(fα, fβ, fγ) = 0, α, β, γ ∈ ∆
+
1 , leads to
fαϕ(fβ, fγ) + fβϕ(fα, fγ) + fγϕ(fα, fβ) = 0 for α, β, γ ∈ ∆
+
1 . (4.4)
By taking Grassmannian differentiation ∂
∂fα
and argue as in the derivations of equations
(3.2)–(3.7), we can show that ϕ is cohomologous to a g0-invariant 2-cocycle which
satisfies (4.3) and vanishes on g−1 × g−1. Thus we can assume that
ϕ(fα, fβ) = 0, ∀α, β ∈ ∆
+
1 . (4.5)
Under this condition (2.9) gives
fβϕ(eα, fγ) + fγϕ(eα, fβ) = 0, ∀α, β, γ ∈ ∆
+
1 . (4.6)
Again the same arguments as in the derivations of (3.2)–(3.7) renders ϕ satisfying the
following equation
ϕ(eα, fβ) = 0, ∀α, β ∈ ∆
+
1 . (4.7)
Then (4.5) and (4.7) gives
fαϕ(eβ, eγ) = 0. (4.8)
Thus ϕ(eα, eβ) is in the bottom level of Vλ. By super-skew-symmetry, ϕ|g+1×g+1 is in
fact a g0-invariant map from g+1 ∧ g+1 to the bottom level of Vλ. (Here ∧ means
symmetric tensor product as g+1 is odd.) Thus the problem of finding non-trivial
2-cocycles is now reduced to the determination of such maps. Note that
g+1 ∧ g+1 = L
(0)
2αmax ⊕ L
(0)
η(1)
, as g0-modules,
(cf. notations (2.4)). If λ 6= 2ρ1+2αmax, 2ρ1+η
(1), the space of such maps is zero, thus
H2(g, Vλ) = 0.
For the remaining two cases with λ = 2ρ1+2αmax and λ = 2ρ1+η
(1) respectively, the
space S of g0-invariant maps from g+1∧g+1 to the bottom level of Vλ is 1-dimensional.
Let ω be the generator of this space S. Now we can construct a 2-cocycle φ2,1 as
follows: set
φ2,1|g0×g1¯⊕g+1×g−1 = 0, φ2,1|g+1×g+1 = ω. (4.9)
Then H2(g, Vλ) = Cφ2,1.
Next suppose λ = 2ρ1. We consider ϕ ∈ Z
2(g, Vλ)
g0 satisfying (4.1). The above
arguments show that ϕ|g+1∧g+1 = 0 and so ϕ is uniquely determined by i2ρˇ1ϕ, which
is a g0-invariant 1-cochain. With the help of equation (4.2) we can show that i2ρˇ1ϕ is
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closed. Thus by Theorem 3.1 there exists a constant c ∈ C and a g0-invariant v ∈ Vλ
(v necessarily has weight 0) such that
i2ρˇ1ϕ = cφ
′ + dv, (4.10)
where φ′ is defined by equation (3.18). As ϕ(2ρˇ1, 2ρˇ1) = 0, while φ
′(2ρˇ1) 6= 0, the
constant c must vanish. Therefore,
i2ρˇ1ϕ = dv.
We can always express v as i2ρˇ1ψ for some g0-invariant 1-cochain ψ such that dψ satisfies
equation (4.1). Therefore,
i2ρˇ1(ϕ− dψ) = 0,
which implies that ϕ = dψ. Hence H2(g, V2ρ1) = 0.
Finally we consider the case with λ = 2ρ1 + αmax. Any ϕ ∈ Z
2(g, Vλ)
g0 satisfying
(4.1) is uniquely determined by i2ρˇ1ϕ. We can argue as in the preceding paragraph to
show that
i2ρˇ1ϕ = cφ+ dv,
where c ∈ C, and φ is defined by (3.9). Here v ∈ Vλ is a g0-highest weight vector of
weight 0. But Vλ does not have such elements (the difference of levels of weight λ and
weight 0 is bigger than mn), we have v = 0. Thus
i2ρˇ1ϕ = cφ. (4.11)
As (4.4) still holds, we can assume that ϕ satisfies (4.5). Now dϕ(eα, fβ, fγ) = 0, for
α, β, γ ∈ ∆+1 , leads to
fβϕ(eα, fγ) + fγϕ(eα, fβ) = ±ϕ([eα, fβ], fγ)± ϕ([eα, fγ], fβ), (4.12)
where the sign on the right hand side depends on the parity of ϕ. Because of (3.9)
and (4.1), the right hand side vanishes identically. Thus again we can suppose that
equation (4.7) holds. In this case, we have from dϕ(fα, eβ, eγ) = 0, for α, β, γ ∈ ∆
+
1 ,
the following equation
fαϕ(eβ, eγ)− (−1)
[ϕ](ϕ([fα, eβ], eγ) + ϕ([fα, eγ], eβ)) = 0. (4.13)
Choose a basis {e′α |α ∈ ∆
+
1 } for V
top
λ such that
∏
τ∈∆+1
fτe
′
α is the image of eα under
the g0-module isomorphism g+1 ∼= V
bottom
λ . Using (3.9) and (4.1) we can derive from
(4.13) the following result
ϕ(eβ, eγ) = c
(
cβ
∏
τ∈∆+1 \{β}
fτe
′
γ + cγ
∏
τ∈∆+1 \{γ}
fτe
′
β
)
,
where cβ, β ∈ ∆
+
1 are the constants defined by equation (3.17). Thus if we define{ φ2,2|gss0 ×g⊕g−1×g+1 = 0, i2ρˇ1φ2,2 = φ,
φ2,2(eβ, eγ) = cβ
∏
τ∈∆+1 \{β}
fτe
′
γ + cγ
∏
τ∈∆+1 \{γ}
fτe
′
β , (4.14)
we obtain H2(g, Vλ) = Cφ2,2, as it can be easily shown that φ2,2 is a non-trivial 2-
cocycle. Therefore, we obtain the following result.
Theorem 4.1. For the finite-dimensional Kac module Vλ, we have
H2(g, Vλ) =


Cφ2,1 if λ = 2ρ1 + 2αmax, 2ρ1 + η
(1),
Cφ2,2 if λ = 2ρ1 + αmax,
0 otherwise,
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where φ2,1, φ2,2 are defined by (4.9) and (4.14). 
5. First cohomology groups with coefficients in irreducible modules
In this section, we computeH1(g, Lµ) for g = slm|n, where Lµ is the finite-dimensional
irreducible g-module with highest weight µ. We shall need the notion of primitive
vectors, which we recall:
Definition 5.1. For any g-module V , a non-zero g0-highest weight vector v ∈ V
of weight λ is called a primitive vector and λ a primitive weight if v generates an
indecomposable g-submodule and if there exists a g-submodule W of V such that v /∈ W
but g+1v ∈ W . If we can take W = 0, then v is called a strongly primitive vector or a
g-highest weight vector and λ a strongly primitive weight or a g-highest weight.
Let us now begin the computation of the cohomology group. It is known from [3, 2]
that H1(g,C) = 0. (This can also be easily proved by a direct computation by using
Proposition 2.1.) Thus we suppose µ 6= 0.
Consider an arbitrary ϕ ∈ Z1(g, Lµ)
g0. We shall write
ϕ|g0 = ϕ
(0), ϕ|g1¯ = ϕ
(1).
Equation (3.1) remains valid in the present case, which implies that the image of ϕ(0)
is a g-submodule of Lµ consisting of invariants. Thus we have ϕ
(0) = 0.
We now turn to the consideration of ϕ(1). We shall separate this into several cases.
5.1. The case with all ϕ(fα) ∈ L
top
µ and some ϕ(fα) 6= 0. This implies that
µ = −αmin. Then from
0 = (−1)[ϕ]dϕ(eα, fβ) = eαϕ(fβ) + fβϕ(eα) = fβϕ(eα), α, β ∈ ∆
+
1 ,
it follows that non-zero ϕ(eα) must be in the bottom level L
bottom
µ of Lµ. This requires
the g0-highest weight µbottom of L
bottom
µ to be αmax, because of the g0-invariance of ϕ.
However, by using [23, Proposition 3.5] or [20, Theorem 3.5], we can easily obtain
µbottom = (−1, ...,−1,−n |m, 1, ..., 1) 6= αmax. Thus ϕ(eα) = 0, for all α ∈ ∆
+
1 .
Let us now define a g0-invariant 1-cochain φ1 in the following way: fix a g0-module
isomorphism J : g−1 ∼= L
top
µ , and let
φ1|g0⊕g+1 = 0, φ1(fα) = J(fα).
To verify that φ1 is a cocycle, we need to show that the following condition
fαφ1(fβ) + fβφ1(fα) = 0 for all α, β ∈ ∆
+
1 ,
is satisfied, which is equivalent to
eγ(fαφ1(fβ) + fβφ1(fα)) = 0 for all α, β, γ ∈ ∆
+
1 . (5.1)
Easy manipulations similar to the derivation of (3.12) can show that (5.1) indeed holds.
We can also easily show that φ1 is a non-trivial 1-cocycle. Clearly, ϕ must be a scalar
multiple of φ. Therefore
H1(g, Lµ) = Cφ1 if µ = −αmin. (5.2)
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5.2. The case with all ϕ(eα) ∈ L
bottom
µ and some ϕ(eα) 6= 0. This implies that
the g0-highest weight µbottom of L
bottom
µ is αmax, thus µ = µ
(n−1) (cf. notations (2.4))
by [23, Proposition 3.5] or [20, Theorem 3.5]. Similar as above, we can construct a
non-trivial g0-invariant 1-cocycle φ
′
1 in the following way: fix a g0-module isomorphism
J ′ : g+1 ∼= L
bottom
µ , and set
φ′1|g0⊕g−1 = 0, φ
′
1(eα) = J
′(eα). (5.3)
Then
H1(g, Lµ) = Cφ
′
1 if µ = µ
(n−1). (5.4)
5.3. The remaining case. Finally we assume that ϕ(eα) /∈ L
bottom
µ and ϕ(fα) 6∈ L
top
µ
for any non-zero ϕ(eα) and ϕ(fα). In particular the given condition implies that
µ 6= −αmin, µ
(n−1).
In order for H1(g, Lµ) 6= 0, all the central elements of U(g) contained in gU(g) must
act on Lµ by zero [16, Prop. 2.2]. Thus by equations (3.33)–(3.35) of [16], µ has the
following form: there exists some k with 0 ≤ k ≤ n such that
µ= (µ1, ..., µm |µ1˙, ..., µn˙)
=
(
µ1, ..., µk,
m−n+jk︷ ︸︸ ︷
k, ..., k ,
jk−1︷ ︸︸ ︷
k−1, ..., k−1, ...,
j1︷ ︸︸ ︷
1, ..., 1,
j0︷ ︸︸ ︷
0, ..., 0
∣∣∣∣
j0︷ ︸︸ ︷
0, ..., 0,
j1︷ ︸︸ ︷
−1, ...,−1, ...,
jk︷ ︸︸ ︷
−k, ...,−k,−µk−m+n, ...,−µ1−m+n
)
, (5.5)
where
µ1 ≥ ... ≥ µk ≥ k, j0, j1, ..., jk ≥ 0, j0 + j1 + · · ·+ jk = n− k. (5.6)
If k = 0, we shall regard the set {µ1, ..., µk} as empty, and µ = 0. Since we have
assumed µ 6= 0, we have k ≥ 1.
Needless to say, not all the Lµ with highest weights µ belonging to the list (5.5) have
non-trivial first cohomology. We now device ways to eliminate all the weights with
trivial first cohomology.
Note that an irreducible module Lµ can always be embedded in a unique Kac module
VΛµ as the minimal submodule, where Λµ is uniquely determined by µ, see [20, Theorem
3.2] or [23, Conjecture 4.1] (which was proved in [1, Main Theorem]). Denote by µ∗
the highest weight of the dual module L∗µ of Lµ. A weight µ is self-dual if µ
∗ = µ.
For any weight λ = (λ1, ..., λm | λ1˙, ..., λn˙) as in (2.2), we define its level to be
ℓ(λ) =
m∑
i=1
λi.
Then top (Lµ) = ℓ(µ), bottom (Lµ) = ℓ(µbottom ). By [20, Theorem 3.2], [23, Conjecture
4.1] and [1, Main Theorem], µbottom = Λµ − 2ρ1, thus bottom (Lµ) = ℓ(Λµ)−mn.
There exists an automorphism ω : g→ g of g which interchanges Ceα’s and Cfα’s:
ω(eα) = −(−1)
ifα, ω(fα) = −eα, ω(h) = −h for α ∈ ∆
+
i , i ∈ Z2, h ∈ h. (5.7)
Using this automorphism we may define a new action of g on the space Lµ. Under
this new action, the module becomes L∗µ. This in particular implies that H
p(g, Lµ) ∼=
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Hp(g, L∗µ), p ≥ 0. Therefore by considering µ
∗ instead of µ if necessary, we can assume
that top (Lµ) ≤ −bottom (Lµ). This implies
top (Lµ) ≤
1
2
(mn + 1), top (Lµ) + ℓ(Λµ) ≤ mn. (5.8)
If k = n, then µ = (n, ..., n | −m, ...,−m) = 2ρ1, which does not satisfy (5.8). Thus
1 ≤ k ≤ n− 1. This in particular proves that H1(g, Lµ) = 0 if n = 1.
We can now suppose n ≥ 2. We shall find further conditions on the highest weight
µ.
Regard U(g+1) as a g0-module under the adjoint action. We define a g0-module
homomorphism σ : U(g−1)→ Lµ by
σ
( ∏
α∈S
eα
)
=
∏
α∈S\{αS}
eαϕ(eαS), (5.9)
where S is any subset of ∆+1 with αS being the largest element, and the product
is in the order (2.1). Using eαϕ(eβ) = −eβϕ(eα), one can verify that (5.9) indeed
defines a g0-module homomorphism, which is non-zero (and thus surjective) so long as
ϕ(eαmax) 6= 0.
By assumption, ϕ(g+1) 6⊂ L
bottom
µ , in particular ϕ(eαmax) 6= 0, thus the top level
Ltopµ of Lµ must be a g0-submodule of σ(U(g+1)). This in particular implies that µ
coincides with some g0 highest weight of U(g+1). It is known from [5, 4.1.1] that a
g0-highest weight in U(g+1) ∼= ∧(g+1) (the exterior algebra of the vector space g+1)
has the following form
µ = (µ1, µ2, ..., µm | − µ
′
n˙,−µ
′
n˙−1, ...,−µ
′
1˙), (5.10)
where (µ1, µ2, ..., µm) is a partition of ℓ(µ) satisfying
0 ≤ µm ≤ ... ≤ µ1 ≤ n, (5.11)
and (µ′
1˙
, µ′
2˙
, ..., µ′n˙) is the transpose partition (µ1, µ2, ..., µm)
T of (µ1, µ2, ..., µm), i.e.,
µ′ν = #{i | 1 ≤ i ≤ m, µi ≥ ν}. (5.12)
Using these conditions, we obtain that µ has the form (5.5) such that (5.6) holds, and
µ1 = j1 + · · ·+ jk + k, ..., µk = jk + k. (5.13)
Note that all such µ have maximal atypicality (i.e., it is n-fold atypical, cf. [16]) and
αmin is the first atypical root.
To get further conditions on µ, we need information from Appendix A. The concepts
of atypicality matrices, northeast chains (NE) of a weight, and n-, q-, c-relationships
of atypical roots, etc. to be used below are all explained in the Appendix.
By (A.4) and Lemma A.6(1), we obtain
ℓ(Λµ) = top +#NEµ ≥ top +#Pµ = mn + (m+ n)µm − top .
This together with condition (5.8) and Lemma A.6(2) shows that
µm = 0 and γ1 is c- or q-related to any other atypical roots. (5.14)
When µ has the form (5.5) satisfying (5.6) and (5.13), condition (5.14) becomes
js + js+1 + · · ·+ jk ≤ n− k − s for s = 1, ..., k. (5.15)
This condition in particular shows that
1 ≤ k ≤
n
2
, (5.16)
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because if k > n
2
, we would take s = n − k + 1 in (5.15), then the left hand side of
(5.15) is ≥ 0, but the right hand side is −1, a contradiction.
Let us summarize the preceding discussion into the following Lemma.
Lemma 5.2. In order for H1(g, Lµ) 6= 0, the highest weight µ of Lµ must be of the
form (5.5) and satisfy the conditions (5.6), (5.13), (5.15) and (5.16).
For convenience, we call such a weight µ a k-fold permissible weight.
Identify a positive odd root αi,ν˙ with the (i, ν)-position in the atypicality matrix
A(µ). We observe that the number of elements of NEµ in i-th row is
#{(i, ν) ∈ NEµ | 1 ≤ ν ≤ n} = n− µi −#{ν |µ
′
ν˙ ≥ m+ 1− i} = n− µi − µm+1−i,
(recall (5.10) and (5.12)), and the number of elements of NEµ in ν-th column is
#{(i, ν) ∈ NEµ | 1 ≤ i ≤ m} = m− µ
′
n˙+1−ν −#{i |µi ≥ ν} = m− µ
′
n˙+1−ν − µ
′
ν˙ .
Thus, from this and (A.4), we have
Λµ = 2ρ1 − µ
R, (5.17)
where µR = (µm, ..., µ1 | − µ
′
1˙
, ...,−µ′n˙) is the reverse of µ. Equation (5.17) shows that
the g0-highest weight µbottom of L
bottom
µ is −µ
R and thus the lowest weight of Lµ is −µ.
This proves
Lemma 5.3. Suppose H1(g, Lµ) 6= 0 and µ 6= −αmin, µ
(n−1). Then Lµ is self-dual, i.e.,
µ∗ = µ.
Since Λµ 6= 2ρ1, 2ρ1+αmax by (5.17), Theorem 3.1 shows that H
1(g, VΛµ) = 0. From
the short exact sequence 0→ Lµ → VΛµ → VΛµ/Lµ → 0, we obtain a long exact se-
quence of cohomology groups as in (2.11). In particular, since H0(g, VΛµ) = (VΛµ)
g = 0
(where for a g-module V , we denote V g = {v ∈ V | gv = 0}, the set of g-invariant
elements of V ), and H1(g, VΛµ) = 0, we obtain
H1(g, Lµ) ∼= H
0(g, VΛµ/Lµ) = (VΛµ/Lµ)
g. (5.18)
5.4. Main result on first cohomology groups. Now we are ready to prove
Theorem 5.4. Let Lλ be the finite-dimensional irreducible g-module with highest
weight λ. Then dimH1(g, Lµ) ≤ 1 and H
1(g, Lµ) 6= 0 if and only if µ is one of
the following n + 1 weights: −αmin, µ
(j), j = 0, ..., n − 1 (note that µ(j) is self-dual if
j < n− 1 and (µ(n−1))∗ = −αmin).
Proof. By [23, Conjecture 4.1] and [1, Main Theorem], we have that, the multiplicity
of Lλ in the composition series of VΛµ is aΛµ,λ = [VΛµ : Lλ] ≤ 1. In particular, taking
λ = 0, we have
dim (VΛµ/Lµ)
g ≤ [VΛµ, L0] ≤ 1.
We want to use [23, Conjecture 4.1] and [1, Main Theorem] to prove
[VΛµ , L0] = 1 (5.19)
for the weights listed in the theorem. Recall (2.5) and (2.6), and that the n-fold atypical
weight 0 has the following atypical roots
γ01 = αm,1˙, γ
0
2 = αm−1,2˙, ..., γ
0
n = αm+1−n,n˙,
with the corresponding data (see [23, Conjecture 4.1])
(k1, k2, ..., kn) = (m+ n− 1, m+ n− 3, ..., m− n + 1),
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where ks = #NE0(s) is the number of the s-th northeast chain NE0(s) of weight 0
(cf. Definition A.3 in Appendix A). We take
θ = (θ1, θ2, ..., θn) = (
j0︷ ︸︸ ︷
1, ..., 1, 0,
j1︷ ︸︸ ︷
1, ..., 1, 0, ..., 0,
jn−k︷ ︸︸ ︷
1, ..., 1).
Then
λθ = d˙
( n∑
s=1
θsksγ
0
s
)
= d
( ∑
s:θs=1
∑
α∈NE0(s)
α
)
= 2ρ1 − (µm, ..., µ1 | − µ
′
1˙
, ...,−µ′n˙) = Λµ,
where in general for a weight λ, we define d˙(λ) = d(λ+ ρ)− ρ, and d(λ) is the unique
dominant weight in Wλ (where W is the Weyl group of g). Thus by [23, Conjecture
4.1] and [1, Main Theorem], (5.19) holds.
Let v0 ∈ VΛµ be a primitive vector of weight 0 corresponding to the composition
factor L0. Let V := U(g)v0 = U(g1¯)v0. Assume that g+1v0 6⊂ Lµ. Let
vτ ∈ U(g+1)v0\Lµ be a primitive vector of maximal level with weight τ . (5.20)
Then τ must also have the form (5.5). Since g+1U(g+1)v0 is isomorphic to a quotient
of U(g+1) as a g0-module, τ also has the form (5.10) satisfying condition (5.12) and
(5.13). Thus as proved before, we have
either τ = µ(n−1) or τ is a self-dual weight. (5.21)
Let −σ be any anti-primitive weight in U(g−1)v0 (i.e., −σ is the lowest weight of
a composition factor). Then as before, σ is self-dual or σ = µ(n−1). Since the lowest
weight of VΛµ is −µ, we must have that µ − σ is a sum of distinct positive odd roots.
Thus σ has to be a self-dual weight (this also shows that there does not exist a prim-
itive weight λ in g−1U(g−1)v0). Let V
′ be the submodule of V generated by self-dual
primitive vectors. Then
g−1v0 ⊂ V
′ (5.22)
First suppose τ = µ(n−1). Since there is a unique way to write τ as a sum of distinct
positive odd roots, we must up to a non-zero scalar have
vτ =
∏
α∈Γτ
eαv0, (5.23)
where Γτ = {α1,n˙, α2,n˙..., αm,n˙, αm,n˙−1, ..., αm,1˙}. Note that Λµ− τ can also be uniquely
written as a sum of distinct positive odd roots. Thus we can up to scalars uniquely
write
vτ =
∏
α∈Γ′τ
fαvΛµ + ..., (5.24)
where Γ′τ is the unique subset of ∆
+
1 such that Λµ − τ =
∑
α∈Γ′τ
α and where the
missing terms are in U(g−1)U(g
−
0 )g
−
0 vΛµ (where g
−
0 is the negative part of the triangular
decomposition of g0). Applying any fαi,ν˙ to (5.23) for i > 1 and ν < n, since fαi,ν˙
commutes with eα, α ∈ Γτ , by (5.22), we see that fαi,ν˙vτ ∈ V
′. Clearly, by (5.24), we
have w = fαi,ν˙vτ 6= 0 for some i > 1 and ν < n (since Λµ 6= 2ρ1, we must have that
Γ′τ is a proper subset of {αi,ν˙ | i > 1, ν < n}). By applying eα, α ∈ ∆
+
0 to w until
it becomes a g0-highest weight vector, we obtain that fαj,η˙vτ is a g0-highest weight
vector of weight τ − αj,η˙ in V
′ for some j > 1, η < n. Therefore, there exists some
primitive weight σ of V ′ such that σ− (τ −αj,η˙) must be a sum of distinct positive odd
roots (cf. [21, Lemma 5.2]), which is impossible, because σ1 ≤ n − 1 and τ1 = n and
σ − (τ − αj,η˙) = (−1, ... | ...) (the first coordinate is −1) cannot be a sum of distinct
positive odd root. Thus τ is a self-dual weight.
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By considering the lowest weights, we see that µ−τ is a sum of distinct positive odd
roots. Thus
Lemma 5.5. A weight τ appeared in (5.20) must be a k′-fold permissible weight for
some k′ ≤ k and µ− τ is a sum of distinct positive odd roots.
Now we continue the proof of Theorem 5.4 and divide it into 2 cases.
Case 1: Suppose µ = µ(j) with j ≤ n− 2.
By Lemma 5.5, τ must be 1-fold permissible weight and thus is of the form τ = µ(ℓ)
for some ℓ < j. Let V ∗Λµ denote the dual module of the Kac module VΛµ. Since
−µ = (Λµ− 2ρ1)
R (see (5.17)) is the lowest weight of VΛµ and the lowest weight vector
can be generated by all vectors, we see that µ is the highest weight of V ∗Λµ and the
highest weight vector can generate every vector, i.e., V ∗Λµ = Vµ. Since τ is self-dual, we
have
τ is a primitive weight of VΛµ ⇐⇒ τ
∗=τ is a primitive weight of V ∗Λµ=Vµ. (5.25)
We shall again use [23, Conjecture 4.1] and [1, Main Theorem] to determine possible
τ such that aµ,τ = [Vµ, Lτ ] = 1. Since τ = µ
(ℓ), we see that all atypical roots of τ are
γτ1 = αm,1˙, γ
τ
2 = αm−1,2˙, ..., γ
τ
n−1 = αm−n+2,n˙−1, γ
τ
n = α1,n˙, (5.26)
with the corresponding data (k1, ..., kn), ks = #NEτ (s) (cf. Definition A.3) being

ks = m+ n+ 1− 2s if 1 ≤ s ≤ n− ℓ− 2,
kn−ℓ−1 = 1,
ks = m+ n− 1− 2s if n− ℓ ≤ s ≤ n− 1,
kn = 1.
(5.27)
Let θ = (θ1, ..., θn) ∈ Z
n
2 . We want to prove
λθ 6= µ if θs = 1 for some s 6= n− ℓ− 1, n. (5.28)
Denote τ = µ(ℓ)+
∑n
s=1 θsksγ
τ
s + ρ. Recall (2.3), we obtain that the n˙-th coordinate of
τ is −(m− n+ ℓ+ 1)− kn + ρn˙, i.e.,
τ n˙ = −(m− n+ ℓ+ 1)− kn + ρn˙,
and by (5.26) and (5.27),
τ s˙ =
{
0− (m+ n + 1− 2s) + ρs˙ if s < n− ℓ− 1, or
−1 − (m+ n− 1− 2s) + ρs˙ if s ≥ n− ℓ.
Suppose τ n˙, τ s˙ are respectively the p˙-th, q˙-th coordinates of d(τ) (the unique dominant
weight in the Weyl chamber of τ). Then q < p since τ n˙ < τ s˙. Then one can easily see
that the p˙-th, q˙-th coordinates of λθ are respectively τ n˙−ρp˙ = −(m−n+ℓ+1)−kn−n+p
≤ −2 and τ s˙ − ρq˙ ≤ −2 (note that ρs˙ − ρq˙ = q − s by (2.5) and (2.6)). Thus we
have (5.28). So, we have proved that if λθ = µ, then θ = (0, ..., 0, θn−ℓ−1, 0, ..., 0, θn).
One can easily check that the latter can happen if and only if j ≥ 1 and ℓ = j − 1
and θn−ℓ−1 = θn = 1. In particular, if j = 0, then no τ in (5.20) can occur, i.e.,
(VΛµ/Lµ)
g = C. In this case, Theorem 5.4 follows from (5.18).
So suppose j ≥ 1. Then we just proved that τ , if occurred in (5.20), must be the
form τ = µ(ℓ) with ℓ = j−1. Consider the Kac module Vµ. Suppose the corresponding
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primitive vector of weight τ in Vµ is v
′
τ . By (5.25), 0 is also a primitive weight of Vµ,
and suppose v′0 is a corresponding primitive vector. We claim that
v′0 cannot be generated by v
′
τ . (5.29)
(In fact by a conjecture of [6], v′τ is generated by v
′
0). Take
Λ=
j∑
s=1
µ(s,j−s)=(
m−n+j+1︷ ︸︸ ︷
j+1, ..., j+1, 0, ..., 0 | 0, ..., 0,
j+1︷ ︸︸ ︷
n−m−j−1, ..., n−m−j−1). (5.30)
By [21], we see that µ and 0 are strongly primitive weights of VΛ corresponding to
unlinked codes. Suppose v′′µ and v
′′
0 are their corresponding strongly primitive vectors
in VΛ.
We prove that v′′0 can be generated by v
′′
µ as follows (in fact, the code corresponding
to v′′µ is a sub-code of the code corresponding to v
′′
0 (see [20, Theorem 3.7])): Consider
the dual module V ∗Λ = VΣ, where Σ = 2ρ1 − Λ
R. Note that L∗µ = Lµ, L
∗
0 = L0
and L∗Λ all are composition factors of VΣ. Let vΣ be the highest weight vector of
VΣ. Let vµbottom ∈ VΣ be up to scalars the unique g0-highest weight vector of weight
µbottom = −µ
R corresponding to the lowest g0-highest weight vector of the composition
factor Lµ of VΣ. First note that
Σ− 0 = 2ρ1 − Λ
R =
∑
α∈Γ1
α, (5.31)
where Γ1 is a unique subset of ∆
+
1 . Thus according to [21, Lemma 5.2], we can up to
scalars uniquely write v′′′0 (a primitive vector of weight 0 in VΣ) as
v′′′0 =
∏
α∈Γ1
fαvΣ + · · · , (5.32)
where the missing terms are contained in U(g−1)U(g
−
0 )g
−
0 vΣ. As in [21], we shall call
the first term of the right hand side of (5.32) the leading term of v′′′0 . Also note that
0− µbottom = µ
R =
∑
α∈Γ2
α,
for a unique subset Γ2 of ∆
+
1 . As in [21, §5] (where some operators χJ are defined), we
can construct a weight vector v′µbottom of weight µbottom from v
′′′
0 such that
v′µbottom =
∏
α∈Γ2
fαv
′′′
0 + · · · , (5.33)
and such that v′µbottom is a g0-highest weight vector as long as v
′
µbottom
6= 0. We claim
that v′µbottom is indeed non-zero: Substitute (5.32) into (5.33), we see that v
′
µbottom
has
the leading term
∏
α∈Γ1∪Γ2
fαvΣ. This is because: for any α = αi,p˙ ∈ Γ1 and any
β = αj,q˙ ∈ Γ2, we have either i > j or p < q. Thus when we substitute (5.32)
into (5.33), we only produce one leading term. Thus the g0-highest weight vector
vµbottom = v
′
µbottom
of weight µbottom in VΣ can be generated by v
′′′
0 . By taking dual, we
obtain that v′′0 in VΛ can be generated by v
′′
µ.
By [23, Conjecture 4.1] and [1, Main Theorem], we can prove that τ = µ(ℓ) is not a
primitive weight of VΛ: Suppose Λ = λθ for some θ, i.e., Λ+ρ = d(τ+
∑n
s=1 ksθsγ
τ
s +ρ).
This means that two sets {Λs˙ + ρs˙ | s = 1, ..., n} and {τs˙ + ksθs + ρs˙ | s = 1, ..., n} are
equal, and so by (2.5), (5.30) and (5.27), two sets
{1, 2, ..., n− j − 1, m+ 1, m+ 2, ..., m+ j + 1} and
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{θ1(m+ n− 1) + 1, θ2(m+ n− 3) + 2, ..., θn−j−1(m− n + 2j + 3) + n− j − 1,
θn−j + n− j,
1 + θn−j+1(m− n+ 2j − 3) + n− j + 1, ..., 1 + θn−1(m− n+ 1) + n− 1,
m− n+ j + θn + n}
are equal. No matter whether θn−j = 0 or 1, the first set does not contain θn−j+n− j.
Thus τ is not a primitive weight of Λ.
Now we define the module homomorphism π : Vµ → u(g)v
′′
µ ⊂ VΛ from Kac module
Vµ to the highest weight module U(g)v
′′
µ as follows: π sends vµ to v
′′
µ. Then π sends v
′
τ
to zero (since τ is not a primitive weight of VΛ) but sends v
′
0 to v
′′
0 (since v
′′
0 is generated
by v′′µ, there is a pre-image v
′
0 of v
′′
0 which is also primitive in VΛ). This proves (5.29).
Now consider V ∗µ = VΛµ. By (5.29), we see that in VΛµ , vτ cannot be generated by
v0. This proves that no τ in (5.21) can occur in (5.20), i.e., (VΛµ/Lµ)
g = C. By (5.18),
this proves Theorem 5.4 in this case.
Case 2: Suppose µ is a k-fold permissible weight with k ≥ 2 (see Remark 5.7 below).
Note that we can uniquely decompose µ as µ = ν + η, where
ν = (µ1,
µ′1−1︷ ︸︸ ︷
1, ..., 1, 0, ..., 0 | 0, ..., 0,
µ1−1︷ ︸︸ ︷
−1, ...,−1,−µ′1)
is a 1-fold permissible weight and η = µ− ν is a (k − 1)-fold permissible weight when
restricting it to be a dominant weight of sl(m−1/n−1) (η is not dominant as a weight
of g). Using [23, Conjecture 4.1] and [1, Main Theorem], we see that both ν and 0 are
primitive weights of Vµ, which correspond to linked codes (cf. [6]). Let wν and w0 be
the corresponding primitive vectors in Vµ. Using exactly the same arguments in the
paragraph after (5.30), we obtain that w0 can be generated by wν . This means that
in V ∗µ = VΛµ, a primitive vector of weight ν can be generated by a primitive vector of
weight 0, i.e., L0 is not a submodule in VΛµ/Lµ. Thus (VΛµ/Lµ)
g = 0. By (5.18), this
completes the proof of Theorem 5.4. 
Remark 5.6. It is also possible to prove Theorem 5.4 using the machinery to be de-
veloped in Section 6).
Remark 5.7. Suppose µ is a weight such that all the central elements of U(g) contained
in gU(g) act trivially on Lµ. As in (6.28), one can prove that Lµ contains a copy of
g0-module g+1 or g−1 if and only if µ = −αmin, µ
(j), 0 ≤ j ≤ n − 1 (this also shows
that H1(g, Lµ) = 0 if µ is a k-fold permissible weight with k ≥ 2). Thus
H1(g, Lµ) 6= 0 ⇐⇒ Lµ contains a copy of g0-module g+1 or g−1. (5.34)
6. Second cohomology groups with coefficients in irreducible modules
In this section we compute the second cohomology groups of the special linear su-
peralgebra with coefficients in the finite dimensional irreducible modules.
6.1. Primitive weight graphs. We first introduce some concepts, which will be used
extensively in the remainder of the paper.
Definition 6.1. For a g-module V , we denote by P (V ) the set of primitive weights
of V . Let P0(V ) = {µ ∈ P (V ) |Lµ is an irreducible submodule of V }. A weight in
P0(V ) is called a lowest or bottom primitive weight. Let P
′(V ) = {vµ |µ ∈ P (V )} be
a collection of non-zero primitive vectors. For a primitive weight µ of V , we denote
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U(µ) = UV (µ) = U(g)vµ. If µ 6= ν and vν ∈ UV (µ), we say that ν is derived from µ and
write ν ←֋ µ or µ ֌→ µ. If µ ֌→ ν and there exists no λ such that µ ֌→ λ ֌→ ν,
then we say ν is directly derived from µ and write µ ֌ ν or ν ֋ µ. If µ ֌ ν and
vν ∈ U(g+1)vµ, we also use µ
e
֌ ν or ν
e
֋ µ to denote this fact; similarly, we also
use µ
f
֌ ν or ν
f
֋ µ to denote vν ∈ U(g−1)vµ (Sometimes for convenience, we also
use symbols µ ←−→ λ to denote µ֌ λ or µ֋ λ).
We can associate P (V ) with a directed graph, still denoted by P (V ), called the primi-
tive weight graph of V , such that two weights λ and µ are connected by a single directed
edge (i.e., the two weights are linked) pointing toward µ if and only if µ is directly de-
rived from λ. A subgraph of P (V ) is a subset S of P (V ) together with all edges linking
elements of S. A subgraph S of P (V ) is closed if it satisfies the following condition:
For any η ∈ P (V ), µ, ν ∈ S,
µ ֌→ η ֌→ ν implies η ∈ S.
It is clear that a module is indecomposable if and only if its primitive weight graph
is connected (in the usual sense). It is also clear that a subgraph of P (V ) corresponds
to a subquotient of V if and only if it is closed. Thus a subgraph with only 2 weights
is always a closed subgraph.
For any subset S (not necessarily a subgraph), we denote by S the smallest closed
subgraph which contains S.
For any graph Γ, we denote by M(Γ) any module with primitive weight graph Γ if it
is indeed a primitive weight graph of a module. If Γ is a subgraph of P (V ), then M(Γ)
is defined, and we shall also denote M(Γ) =M(Γ). If Γ corresponds to a submodule of
V and we need to indicate M(Γ) as a subquotient module of V , we denote M(Γ) by
MV (Γ).
For a dominant weight µ, we let P (µ) = P (Vµ), and set
P ∨(µ) = {λ |µ ∈ P (λ)}.
Then P ∨(µ) is the set of dominant weights λ such that every Kac module Vλ has a
composition factor Lµ.
We shall say that a weight µ has non-zero 1-cohomology if H1(g, Lµ) 6= 0.
Remark 6.2. (1) Since we will frequently need to determine primitive weights of Kac
modules, it will be convenient to first use permissible codes defined in [6] to find a
possible primitive weight, then use [23, Conjecture 4.1] and [1, Main Theorem] to check
if it is a primitive weight.
(2) Let P (V ) be the primitive weight graph of the module V . The dual primitive
weight graph P ∗(V ) of V is the graph obtained from P (V ) by reversing the directions
of all arrows and changing all weights to their dual weights. Note that P ∗(V ) = P (V ∗),
where V ∗ denote the dual module of V . If we change the action of g on P (V ∗) by the
automorphism ω defined in (5.7) which exchanges Ceα’s and Cfα’s, then we obtain
another module, called the inverse module of V , with graph P˜ (V ) obtained from P (V )
by reversing the directions of all arrows (recall that using the automorphism ω, the
module Lµ becomes Lµ∗ = L
∗
µ for all µ). In particular, we have
∃M(µ֌ ν) ⇐⇒ ∃M(µ֋ ν) ⇐⇒ ∃M(µ∗֌ ν∗) ⇐⇒ ∃M(µ∗֋ ν∗). (6.1)
(3) If (6.1) occurs and µ 6= ν, then ν ∈ P (µ) ∪ P ∨(µ) since either M(µ ֌ ν) or
M(µ ֋ ν) must be a highest weight module (we adopt the convention that a high-
est weight module is cyclically generated by a highest weight vector), and similarly,
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ν∗ ∈ P (µ∗) ∪ P ∨(µ∗) (note that it is possible that µ = ν, in this case, M(µ ֌ µ) is
not necessarily a weight module). From this we obtain that if µ is a primitive weight
of the highest (resp. lowest) level in an indecomposable module P (V ) such that either
every other primitive weight derives µ or is derived from µ, then
P (V ) ⊂ P (µ) (resp. P (V ) ⊂ P ∨(µ) ).
6.2. Technical lemmas. This subsection contains a series of lemmas which will be
used in establishing Theorem 6.18 in the next subsection. The proofs of most of the
lemmas rely on detailed analysis of structures of Kac modules, which unfortunately is
a matter of a very technical nature.
Lemma 6.3. µ ←−→ 0 implies that H1(g, Lµ) ∼= C.
Proof. Say we have a module V = M(0 ֌ µ). Then we can define a 1-cocycle
ϕ ∈ Z1(g, Lµ) by ϕ(x) = xv0 ∈ Lµ for x ∈ g, where v0 is a primitive vector with
weight 0. Clearly it is non-trivial, otherwise V is decomposable. 
Lemma 6.4. (1) If there is a short exact sequence 0 → C → V → W → 0, then
H1(g, V ) ∼= H1(g,W ).
(2) If there is a non-split short exact sequence 0 → W → V → C → 0, then
dimH1(g, V ) = dimH1(g,W )− 1.
Proof. (1) Since H1(g,C) = H2(g,C) = 0, by (2.11), we have
0 = H1(g,C)→ H1(g, V )→ H1(g,W )→ H2(g,C) = 0,
which gives H1(g, V ) ∼= H1(g, V ).
(2) Since the short exact sequence is non-split, we have the exact sequence
H0(g,W ) i→H
0(g, V ) j→H
0(g,C)→ H1(g,W )→ H1(g, V )→ H1(g,C),
where i is the identity map, and so j is the zero map. Thus we have an exact sequence
0→ C→ H1(g,W )→ H1(g, V )→ 0, which gives the result. 
Lemma 6.5. Suppose g 6= sl(2/1), and suppose there is a short exact sequence of
g-modules
0→ C→ V → W → 0 or 0→W → V → C→ 0.
Then H2(g, V ) ∼= H2(g,W ).
Proof. Note that H3(g,C) = 0 as long as g 6= sl(2/1). We have the following exact
sequence (cf. (2.11))
0 = H2(g,C)→ H2(g, V )→ H2(g,W )→ H3(g,C) = 0 or
0 = H1(g,C)→ H2(g,W )→ H2(g, V )→ H2(g,C) = 0,
which give the result. 
Lemma 6.6. For any (finite-dimensional ) module V , we have
dimH1(g, V ) ≤
∑
µ∈P (V )
dimH1(g, Lµ). (6.2)
More generally, suppose
P (V ) =
( p⋃
i=1
Pi
)⋃( q⋃
j=1
Qj
)
(6.3)
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is a disjoint union such that all Pi, Qj are closed subgraph of P (V ) and such that all
Qj do not contain any primitive weight with non-zero 1-cohomology, then
dimH1(g, V ) ≤
p∑
i=1
dimH1(g,M(Pi)). (6.4)
Proof. We prove (6.2) by induction on number of composition factors of V . If V is
irreducible, the claim is obvious. Suppose V is not irreducible, and let Lν be an
irreducible submodule of V . Then the exact sequence 0→ Lν → V → V/Lν → 0 gives
H1(g, Lν)
i
→H
1(g, V ) j→H
1(g, V/Lν).
Thus as a vector space, H1(g, V ) ∼= i(H1(g, Lν)) ⊕ j(H
1(g, V )), and dimH1(g, V ) ≤
dimH1(g, Lν) + dimH
1(g, V/Lν) ≤
∑
µ∈P (V ) dimH
1(g, Lµ). 
Lemma 6.7. Suppose V is a module without any trivial (i.e., 1-dimensional ) compo-
sition factor. Then ∑
µ∈P0(V )
dimH1(g, Lµ) ≤ dimH
1(g, V ).
Furthermore, suppose we have (6.3) such that all Pi correspond submodules of V and
V/⊕pi=1 M(Pi) does not contain a trivial composition factor, then
p∑
i=1
dimH1(g,M(Pi)) ≤ dimH
1(g, V ).
Proof. Let V ′ = ⊕µ∈P0(V )Lµ ⊂ V . Clearly, H
1(g, V ′) ∼= ⊕µ∈P0(V )H
1(g, Lµ). From
0→ V ′ → V → V/V ′ → 0, by (2.11), we have 0 = H0(V/V ′)→ H1(V ′) i→H
1(V ), i.e.,
i is an injective map. 
We need to use [23, Conjecture 4.1] and [1, Main Theorem] to determine P ∨(µ) and
P (µ) for some µ. Note that the necessary and sufficient condition for the existence of an
element d in the Weyl group of g0, which relates the weight µ = (µ1, ..., µm |µ1˙, ..., µn˙)
to a weight λ = (λ1, ..., λm | λ1˙, ..., λn˙) such that λ+ρ is dominant through the equation
λ+ ρ = d(µ+ ρ), is the following equalities of sets:
{λ1+m, ..., λm+1} = {µ1+m, ..., µm+1}, {λ1˙−1, ..., λn˙−n} = {µ1˙−1, ..., µn˙−n},
where dominance of λ+ ρ means that
λ1 +m ≥ λ2 +m− 1 ≥ ... ≥ λm + 1, λ1˙ − 1 ≥ λ2˙ − 2 ≥ ... ≥ λn˙ − n.
Recall notations (2.3) and (2.4). For τ = µ(ℓ), we have (5.26) and (5.27).
Lemma 6.8. (1) Suppose 0 ≤ ℓ ≤ n− 1. Then
P ∨(µ(ℓ))= {λθ(µ
(ℓ)) = µ(1,j1) + · · ·+ µ(s−1,js−1) + µ(s,ℓ) + µ(s+1,js+1) + · · ·+ µ(k,jk)
+ θn−ℓ−1αm−n−i−ℓ+3,n˙−ℓ−i + θnαm+1−i,n˙+1−i | 1 ≤ s ≤ n− ℓ− 1,
s ≤ k ≤ n− 1, j1 > j2 > ... > js−1 > ℓ+ 1, ℓ > js+1 > ... > jk,
θn−ℓ−1, θn ∈ {0, 1}}, (6.5)
(note that when θn−ℓ−1 = θn = 1, the sum of the last two terms together with µ
(s,ℓ) is
equal to µ(s,ℓ+1)).
(2) Similarly, we have
P ∨(−αmin)= {λθ(−αmin) = −αmin + µ
(1,j1) + · · ·+ µ(k,jk) + θ1αmin
| 0 ≤ k ≤ n− 1, n− 1 > j1 > ... > jk ≥ 0, θ1 = 0, 1}. (6.6)
COHOMOLOGY OF LIE SUPERALGEBRAS 23
Proof. (1) Suppose {j | θj = 1, j 6= n− ℓ− 1, n} = {j1, ..., js−1, js+1, ..., jk}, where j1 >
... > js−1 > ℓ + 1, ℓ > js+1 > ... > jk. Using (5.27), by induction on #{j | θj = 1}, we
obtain (6.5). Similarly we have (6.6). 
For a weight τ , we denote
P+(τ) =
{
µ ∈ P (τ)
∣∣ ∑
i: 1≤i≤m,µi<0
µi ≥ −1
}
, P−(τ) = P (τ)\P+(τ).
Lemma 6.9. (1) Suppose 0 ≤ ℓ ≤ n− 1. We have
P+(µ
(ℓ)) = {µ(ℓ), µ
(ℓ)
− , µ
(ℓ−1)
+ , µ
(ℓ−1), 0, µ(ℓ) − αmin,
µ
(ℓ)
− − αmin, µ
(ℓ−1)
+ − αmin, µ
(ℓ−1) − αmin, −αmin}, (6.7)
where if ℓ = n− 1 then the last 5 weights do not occur, and if ℓ = 0 then the 6 weights
with plus or minus subscript or with supscript (ℓ− 1) do not occur.
(2) If µ ∈ P−(µ
(ℓ)), there is no link µ(ℓ) ←−→ µ unless n ≥ 2, ℓ = n−2 and µ = η(2).
(3) If µ ∈ P−(−αmin), there is no link −αmin ←−→ µ unless n ≥ 2, µ = −2αmin, η
(2).
Proof. (1) Let µ ∈ P+(µ
(ℓ)). Then µ satisfies the condition (5.5) and so
0 ≤ µ1 ≤ ℓ+1, 0 ≤ µ2, ..., µm−n+ℓ ≤ 1, µm−n+ℓ+1= ...=µm−1=0, µm = 0,−1.
From this and using [23, Conjecture 4.1] or [1, Main Theorem], it is straightforward to
show that µ must be one of weights in (6.7).
(2) Suppose µ ∈ P−(µ
(ℓ)). Say µ(ℓ) ֌ µ. If µ 6= −2αmin, η
(2), then H2(g, Lµ) = 0
(since µ cannot be a weight in (6.19) either). Since µ must have the form (5.5),
one can easily check that the lowest weight of Lµ (which is lower than −µ
(ℓ)) is not
a sum of distinct negative odd roots, this means that H1(g,M(µ(ℓ) ֌ µ)) = 0 (if
H1(g,M(µ(ℓ) ֌ µ)) 6= 0, then in particular the lowest weight vector of Lµ can be
generated by a primitive vector of weight 0). Then from the short exact sequence
0 → Lµ → M(µ
(ℓ)
֌ µ) → Lµ(ℓ) → 0, by (2.11), we obtain that H
2(g, Lµ) 6= 0,
contradicting the fact that H2(g, Lµ) = 0. If µ = −2αmin, η
(2), then only the second
case can occur and in this case ℓ = n− 2.
The proof of part (3) is similar. 
Lemma 6.10. Suppose n ≥ 2 and let µ = µ(n−1). We have
Λµ=(n−1, ..., n−1, 0 | 0, 1−m, ..., 1−m) = µ
(1,n−2) + µ(2,n−3) + · · ·+ µ(n−1,0). (6.8)
Consider the Kac module VΛµ, P (Λµ) has a subgraph (not necessarily closed)
µ(n−2) ֌ λ1֌
֌ 0 ֌ − αmin, (6.9)
where λ1 = µ
(n−2) − αmin.
Proof. First, (6.8) follows from (A.4). Note that all weights in (6.9) are strongly primi-
tive weights (they in fact correspond to unlinked codes defined in [21]). Since 0 is not a
bottom primitive weight, there must be a weight linked to 0 in UVΛµ (0), and this weight
has to be −αmin by Lemma 6.3. Thus 0 ֌ −αmin. We see from (6.5) that µ
(n−2) is
the only primitive weight of VΛµ other than µ with non-zero 1-cohomology. By Lemma
6.3, we must have µ(n−2) ֌ 0 (since there must be some weight τ such that τ
e
֌ 0).
Note that the primitive vector vλ1 can be obtained from the primitive vector vµ(n−2) ,
in fact, vλ1 = fαminvµ(n−2) (indeed it is non-zero and strongly primitive). Thus we have
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µ(n−2) ֌→ λ1. Obviously λ1 ֌→ − αmin since −αmin is the bottom primitive weight.
If there exists some ν such that
µ(n−2)֌ ν ֌→ λ1 or λ1 ֌→ ν ֌ −αmin,
then since ℓ(λ1) = ℓ(µ
(n−2))− 1, we must have ℓ(ν) < ℓ(λ1). By Remark 6.2, we must
have
ν ∈ P (Λµ) ∩ P (µ
(n−2)) ∩ P (λ1).
By Lemma 6.9, we have ν ∈ P+(µ
(n−2)), but we see from (6.6) that such ν does not
exist. Thus µ(n−2)֌ λ1֌ −αmin. 
Lemma 6.11. In Vµ(j) , we have the following subgraph of P (µ
(j)):
µ(j−1)
֋ µ
(j)
− ֋
←−−−−−−−−<
µ(j)
0
↓
֌ λ1֌
>−−−−−−−−→
− αmin , (6.10)
with λ1 = µ
(j) − αmin, where if j = 0, the part µ
(j−1)֋µ
(j)
− ֋
←−−−−−−< is missing.
Proof. We prove by induction on j. First suppose j = 0. Then (6.10) is reduced to
µ(0)֌ λ1֌
֌ 0 ֌ − αmin (6.11)
The part µ(0) ֌ 0 is clear since it is the dual of the part 0֌ µ(0) in P (Λµ(0)) which
has been used to prove H1(g, Lµ(0)) 6= 0. Since −αmin is the only other primitive weight
of Vµ(j) with non-zero 1-cohomology and since 0 is not the bottom primitive weight, 0
must be linked to some primitive weight λ with arrow pointed to λ. By Lemma 6.3,
we must have 0֌ −αmin. The proof of the part µ
(0)
֌ λ1֌ −αmin is similar to that
of (6.9).
Next suppose j > 0. We observe the following facts:
Fact 1: As in case j = 0, we have µ(j)֌ 0.
Fact 2: µ(j−1) ֋ 0: Note that µ(j−1),−αmin are the only primitive weights of Vµ(j)
beside µ(j) which have non-zero 1-cohomology. We claim that 0 is not a strongly
primitive weight of Vµ(j) . Otherwise, the bottom primitive weight τ of VΛ(j)µ is in P (V0),
but τ1 = j > 0 (note from [20, Theorem 3.2] that τ = µ
(j)−
∑
α∈SW
µ(j)
α, where SWµ(j)
is the set of roots in the southwest chains of µ(j), there is only one element of SWµ(j)
located on the first row, i.e., the n-th atypical root αmax), a contradiction (using [23,
Proposition 3.5], one can also see that τ is not in P (V0)). Thus there is a primitive
weight λ in U(0) = UVΛµ (0) with level higher than 0. Thus λ has the form (5.10)
satisfying (5.12). This λ must be µ(j−1). Thus µ(j−1) ←֋ 0 and µ(j−1) is the highest
weight in M(µ(j−1) ←֋ 0). So we have a highest weight module M(µ(j−1) ֌→ 0),
which is a quotient of Vµ(j−1) . But by the inductive assumption, we have µ
(j−1)
֌ 0 in
Vµ(j−1) , thus also in M(µ
(j−1)
֌→ 0). Therefore, µ(j−1)֋ 0 in M(µ(j−1) ←֋ 0). Thus
µ(j−1)֋ 0.
Fact 3: 0 ֌ −αmin: First note that (−αmin)
∗ = µ(n−1). As µ(j) =
∑
α∈Γ α for
a unique subset Γ ⊂ ∆+1 , there is up to scalars a unique g0-highest weight vector of
weight 0 which must be a primitive vector v0 of weight 0. Similarly, there is up to
scalars a unique g0-highest weight vector v
′ of weight −(µ(n−1))R which must be the
one corresponding to the lowest g0-highest weight vector of L−αmin , and we have
v′ =
∏
α∈Γ1
fαv0, (6.12)
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where Γ1 = {α1,1˙, ..., αm−1,1˙, αm,1˙, αm,2˙, ..., αm,n˙}. Indeed the right hand side of (6.12) is
non-zero (since v0 has the leading term
∏
α∈Γ fαvµ(j)) and is a g0-highest weight vector
of weight −(µ(n−1))R. This means 0 ֌→ − αmin. We cannot have µ
(j−1)
֌→ − αmin.
Assume otherwise. Since U(µ(j−1)) is a quotient of Vµ(j−1) , by inductive assumption,
we must have µ(j−1)֌ 0֌ −αmin, contradicting µ
(j−1)
֋ 0. Thus in U(0)/U(µ(j−1))
which is now a highest weight module, we still have 0 ֌→ −αmin. So 0֌ −αmin, since
−αmin is the unique primitive weight in U(0)/U(µ
(j−1)) with non-zero 1-cohomology.
Fact 4: µ(j−1) ֋ µ
(j)
− ֋ µ
(j): Note that µ
(j)
− , µ
(j−1) are strongly primitive weights
such that µ(j−1) ←֋ µ
(j)
− ←֋ µ
(j) (in [21], the primitive vector vµ(j−1) is constructed
from the primitive vector v
µ
(j)
−
). If µ(j−1)֋ µ
(j)
− ֋ µ
(j) is not valid, then there is some
ν such that
µ(j−1)֋ ν ←֋ µ
(j)
− or µ
(j)
− ←֋ ν ֋ µ
(j). (6.13)
Such ν can only be in P+(µ
(j))∩P (µ
(j)
− ) by Lemma 6.8 and Remark 6.2. But by (6.7),
we see that no ν can satisfy (6.13).
Fact 5: µ(j) ֌ λ1 ֌ −αmin: The proof is similar to that of (6.9), (6.11) and Fact
4. 
Now consider dual graph of (6.10). Note that
(µ
(j)
− )
∗ = µ
(j−1)
+ , λ
∗
1 = µ
(n−1) + µ(2,j).
In P (Λµ(j)), we have
µ(j−1)
−−−−−−−→
→ µ
(j−1)
+ →
0
µ(j)
↓
←−−−−−−−
← λ∗1 ←
(−αmin)
∗ . (6.14)
Lemma 6.12. Denote M1 =M(µ
(j−1)
֌ µ
(j−1)
+ ), M2 =M(λ
∗
1֋ (−αmin)
∗). We have
H1(g,M1) = H
1(g,M2) = 0.
Proof. The arguments for the proof of H1(g,M1) = 0 are similar to those given after
(6.18).
To prove H1(g,M2) = 0, first we consider the Kac module Vλ1 . Since we have a
highest weight module with graph λ1֌ −αmin by (6.11), we must also have this in Vλ1.
It is straightforward to verify that −αmin is the only primitive weight of Vλ1 with non-
zero 1-cohomology and 0 is not a primitive weight of Vλ1 . Thus in the dual Kac module
V ∗λ1 = V2ρ1−(λ1)R , we have λ
∗
1֋ (−αmin)
∗ (soM2 is a submodule of V
∗
λ1
) and (−αmin)
∗ is
the only primitive weight with non-zero 1-cohomology while 0 is not a primitive weight.
Thus H0(g, V ∗λ1/M2) = 0. From the exact sequence 0→M2 → V
∗
λ1
→ V ∗λ1/M2 → 0, we
obtain
0 = H0(g, V ∗λ1/M2)→ H
1(g,M2)→ H
1(g, V ∗λ1) = 0.
Thus we have the lemma. 
6.3. Computation of second cohomology groups. With the technical prepara-
tions in the last subsection, we can now compute the second cohomology groups with
coefficients in the finite dimensional irreducible modules.
Suppose H2(g, Lµ) 6= 0. Then µ 6= 0. Let ϕ ∈ Z
2(g, Lµ)
g0 . As before, we can assume
ϕ|gss0 ×g = 0 and ϕ|ρˇ1×g is a 1-cocycle. (6.15)
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6.3.1. The case with fαϕ(eβ, eγ) = 0 for β, γ ∈ ∆
+
1 and ϕ(eβ , eγ) 6= 0 for some
β, γ ∈ ∆+1 . Then ϕ(eβ , eγ) ∈ L
bottom
µ . This means that µbottom = 2αmax or η
(1) (in
the latter case n ≥ 2). We obtain (cf. [23, Proposition 3.5])
µ = µ
(n−1)
+ , or µ = µ
(n−1)
− with n ≥ 2. (6.16)
As in (4.9), we have H2(g, Lµ) = Cφ2,1.
6.3.2. The case with eαϕ(fβ, fγ) = 0 for β, γ ∈ ∆
+
1 and ϕ(fβ, fγ) 6= 0 for some
β, γ ∈ ∆+1 . In this case,
µ = −2αmin = (µ
(n−1)
+ )
∗, or µ = η(2) = (µ
(n−1)
− )
∗ with n ≥ 2. (6.17)
and so we have H2(g, Lµ) ∼= C.
6.3.3. The case with µ = µ(n−1) or its dual µ = −αmin. It suffices to consider the case
µ = −αmin. First suppose n = 1. Then Λµ = 0 and V0 has two composition factors Lµ
and L0 = C. Since H
1(g, L0) = H
2(g, V0) = 0, from 0→ Lµ → V0 → L0 → 0, we have
0 = H1(g, L0)→ H
2(g, Lµ)→ H
2(g, V0) = 0,
Thus we obtain H2(g, Lµ) = 0. So suppose n ≥ 2. Then by (6.4) and (6.9), we obtain
dimH2(g, Lµ) = dimH
1(g, VΛµ/Lµ) ≤ dimH
1(g,M(µ(n−2)֌ µ
(n−3)
+ )).
We claim that H1(g,M(µ(n−2) ֌ µ
(n−3)
+ )) = 0. Otherwise, there exists a non-split
extension of M(µ(n−2)֌ µ
(n−3)
+ ):
0→M(µ(n−2)֌ µ
(n−3)
+ )→ Ŵ → C→ 0,
i.e., we have an indecomposable module with graph
0֌ µ(n−2)֌ µ
(n−3)
+ or µ
(n−2)
֌ µ
(n−3)
+ ֋ 0. (6.18)
Since H1(g, L
µ
(n−3)
+
) = 0, the second case cannot occur. For the first case, we obtain
that the lowest g0-highest weight vector vλ ∈ Lµ(n−3)+
is of weight
λ = −(µ
(n−2)
+ )
R = (0,−1, ...,−1,−n |m, 1, ..., 1, 0)
(which is lower than the lowest g0-highest weight of Lµ(n−2)) and can be generated by a
primitive vector v0 of weight 0 such that vλ ∈ U(g−1)v0. But −λ cannot be written as
a sum of distinct positive odd roots. This is a contradiction. Thus we have the claim.
So we obtain
dimH2(g, Lµ) = 0 if µ = µ
(n−1) or − αmin.
6.3.4. The case with µ = µ(j) with j ≤ n− 2 (thus n ≥ 2). From (6.4) we obtain
dimH2(g, Lµ(j))= dimH
1(g, VΛ
µ(j)
/Lµ(j))
≤ dimH1(g,M1) + dimH
1(g,M2),
where M1, M2 are as in Lemma 6.12. By Lemma 6.12, the far right hand side of the
above inequality vanishes. Thus
dimH2(g, Lµ(j)) = 0.
Before considering the next case with µ = µ
(ℓ)
± , we first assume that µ is not any of
the weights considered the earlier cases. Then H1(g, Vµ) = H
2(g, Vµ) = 0 by Theorems
3.1 and 4.1. Suppose H2(g, Lµ) 6= 0. In (6.15), we can further suppose ϕ(ρˇ1, g) = 0.
We shall further suppose that ϕ(eα, fβ) 6= 0 for some α, β (otherwise it is already
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considered above). Thus Lµ must contain a g0-submodule isomorphic to an irreducible
g0-submodule of g+1∧g−1, i.e., contain a g0-highest weight which is one of the following
(1, 0, ..., 0,−1 |0, ..., 0), (0, ..., 0 |1, 0, ..., 0,−1), (1, 0, ..., 0,−1 |1, 0, ..., 0,−1), 0. (6.19)
Thus
µ minus a weight in (6.19) is a sum of distinct positive odd roots. (6.20)
Since H2(g, Lµ) 6= 0, there exists the exact sequence
0→ Lµ → V1 → V2 → C→ 0. (6.21)
This implies that V1 has graph µ֋ τ for some τ , and V2 has graph τ ֋ 0. Thus
τ = −αmin, µ
(ℓ), 0 ≤ ℓ ≤ n− 1 and µ ∈ P (τ) ∪ P ∨(τ). (6.22)
Therefore µ is a weight in (6.5)–(6.7).
First we give the duals of some useful weights:
(µ
(ℓ)
+ )
∗ =
{
µ(n−2) − αmin if ℓ = n− 2,
µ
(ℓ+1)
− if 0 ≤ ℓ ≤ n− 3,
(6.23)
and (µ
(n−1)
− )
∗ = η(2) (this weight has been considered in (6.16)), and
(µ(ℓ) − αmin)
∗ =
{
µ
(n−2)
+ if ℓ = n− 2,
µ(n−1) + µ(2,ℓ) if 0 ≤ ℓ ≤ n− 3,
(6.24)
(µ(ℓ)+µ(2,j))∗=
{
µ(j) − αmin if ℓ = n− 1, j ≤ n− 3,
µ(ℓ)+µ(2,j) if 0≤ℓ≤n−2, 0≤j≤ℓ−1, (ℓ, j) 6=(n−2, n−3),
(6.25)
and
(µ(n−1) + µ(2,n−2))∗ = (0, ..., 0,−2,−2 | 2, 2, 0, ..., 0),
(µ(n−2) + µ(n−3))∗ = µ
(n−3)
+ + η
(2),
(these two weights do not meet (6.20)).
6.3.5. The case with µ = µ
(ℓ)
± .
Lemma 6.13. If µ = µ
(ℓ)
+ , 0 ≤ ℓ ≤ n− 2, then dimH
2(g, Lµ) = 1.
Proof. By (6.5) and (6.6), we see that µ(ℓ) is the only primitive weight of V
µ
(ℓ)
+
with
non-zero 1-cohomology. In V
µ
(ℓ)
+
, we have µ
(ℓ)
+ ֌ µ
(ℓ) since by (6.14) and by Remark
6.2, we see that a highest weight module with graph µ
(ℓ)
+ ֌ µ
(ℓ) exists (thus in V
µ
(ℓ)
+
, it
must be so). By considering the dual Kac module (V
µ
(ℓ)
+
)∗, it is straightforward to see
that dimH1(g, (V
µ
(ℓ)
+
)∗/L∗
µ
(ℓ)
+
) = 1. Thus dimH2(g, L
µ
(ℓ)
+
) = dimH2(g, L∗
µ
(ℓ)
+
) = 1. 
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6.3.6. The case with µ = µ(ℓ) + µ(2,ℓ−1), 1 ≤ ℓ ≤ n− 3.
Lemma 6.14. If µ = µ(ℓ) + µ(2,ℓ−1), 1 ≤ ℓ ≤ n− 3, then H2(g, Lµ) = 0.
Proof. First we prove that there is a subgraph of P (µ),
µ(ℓ−2)
֋ λ1֋
←−−−−−−−−<
µ
↓
µ(ℓ)
0
↓
֌ λ2֌
>−−−−−−−−→
− αmin , (6.26)
where λ1 = µ
(ℓ) + µ(2,ℓ−2), λ2 = µ
(ℓ) − αmin, and where if ℓ = 1, the part µ
(ℓ−2)֋λ1֋
←−−−−−−< is
missing.
We assume that ℓ ≥ 2 as the case ℓ = 1 can be regarded as a special case (cf. the
proof of Lemma 6.11). We observe the following Facts:
Fact 0′: One can check that all weights in (6.26) are primitive weights of P (µ) and
all primitive weights of P (µ) with non-zero 1-cohomology appear in (6.26).
Fact 1′: µ(ℓ) ֌→ λ1: Since µ
(ℓ) is not a strongly primitive weight (as in Fact 2
of Lemma 6.11), µ(ℓ) ֌→ λ for some λ ∈ P (µ) ∩ P ∨(µ(ℓ)) by Remark 6.2. By using
(6.5), one can check that P (µ) ∩ P ∨(µ(ℓ)) = {λ1}. (From what to be discussed below,
we can see that we must have µ(ℓ) ֌ λ1, since if µ
(ℓ)
֌ ν ֌→ λ1 for some ν, then
ν ∈ P+(µ
(ℓ)) ∩ P (λ1) ∩ P (µ), but there is no such ν.)
Fact 2′: We do not have λ1 ֌→ 0: Otherwise, λ1 is a strongly primitive weight
(corresponding to an unlinked code), thus U(λ1) is a quotient of Vλ1 . From the dual
Kac module V ∗λ1 , one can see (using the same arguments as that given in the paragraph
after (5.30)) that in Vλ1 , we have λ1 ֌→ µ
(ℓ)
֌→ 0, and so we must also have this in
U(λ1). This contradicts the fact that µ
(ℓ)
֌→ λ1.
Fact 3′: µ(ℓ) ֌ 0: First we have µ(ℓ) ֌→ 0 (as the proof before (5.31)). Then
consider U(µ(ℓ))/U(λ1) which is now a quotient of Vµ(ℓ) (since there is no primitive
weight in U(µ(ℓ))/U(λ1) with level higher than that of µ
(ℓ) by Fact 1′), we see that
µ(ℓ)֌ 0 (since in Vµ(ℓ) we have this).
Fact 4′: 0
e
֌ µ(ℓ−2): This follows from the same arguments in Fact 2 of Lemma
6.11.
Fact 5′: λ1 → µ
(ℓ−2): We must have λ1 ֌→ µ
(ℓ−2), otherwise by Fact 1′, we would
have µ(ℓ−2) ∈ P (U(µ(ℓ))/U(λ1)) ⊂ P (µ
(ℓ)), but P (µ(ℓ)) does not contain µ(ℓ−2) by (6.5).
If not λ1 ֌ µ
(ℓ−2), then λ1 ֌→ λ ֌ µ
(ℓ−2) for some λ of P (µ) ∩ P (λ1) (since λ1
is strongly primitive). By Lemma 6.8 (if λ
f
֌ µ(ℓ−2)) or Lemma 6.9(1) and (2) (if
λ
e
֌ µ(ℓ−2)), we see that such λ does not exist.
Fact 6′: As in the proof of (6.10), we do not have µ(ℓ−2) ֌→ − αmin, but
0 ֌ −αmin is valid. Consider the highest weight module U(µ
(ℓ))/U(λ1), we have
the part µ(ℓ) ֌ 0 ֌ −αmin of the graph, and by (6.10), we must also have the part
µ(ℓ)֌ λ2֌ −αmin.
Fact 7′: We have proved (6.26) except the part µ֌ µ(ℓ). But this must be valid.
Otherwise, there is another primitive weight λ with λ ֌ µ(ℓ), thus we cannot have
λ
f
֌ µ(ℓ) since λ1 is the only weight of higher level linked to µ
(ℓ) (Fact 1′). We cannot
have λ
e
֌ µ(ℓ) either, since by Lemmas 6.8 and 6.9, there is no other weight of lower
level linked to µ(ℓ). Thus we have proved (6.26).
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Now consider the dual Kac module V ∗µ . By Lemma 6.6, we have
dimH2(g, Lµ) = dimH
2(g, L∗µ) = dimH
1(g, V ∗µ /L
∗
µ)
≤ dimH1(g,M(µ(ℓ−2)֌ λ∗1))
+ dimH1(g,M(0֌ µ(ℓ))) + dimH1(g,M((−αmin)
∗
֌ λ∗2))
= 0,
where the last equality follows from the same arguments in the proof of Lemma 6.12.

6.3.7. The case with µ = µ(ℓ) + µ(2,j), 0 ≤ j ≤ ℓ− 2 ≤ n− 3.
Lemma 6.15. If µ = µ(ℓ) + µ(2,j), 0 ≤ j ≤ ℓ− 2 ≤ n− 3, then dimH2(g, Lµ) = 1.
Proof. We prove by induction on ℓ + j. We shall suppose j ≥ 1 and ℓ ≤ n − 2 since
the case j = 0 or ℓ = n− 1 will become a special case in the following discussion. We
need to prove the existence of the following subgraphs of P (µ),
λ3֌ −αmin֋ 0֋ µ
(ℓ)
֋ µ֌ µ(j),
λ1֌ µ
(j−1), λ2֌ µ
(ℓ−1),
(6.27)
where λ1 = µ
(ℓ)+µ(2,j−1), λ2 = µ
(ℓ−1)+µ(2,j), λ3 = µ
(ℓ)−αmin and λ4 = µ
(ℓ−1)+µ(2,j−1).
To do this, we need to observe the following facts:
Fact 0′′: All weights appeared in the graphs are primitive weights of Vµ and all
primitive weights with non-zero 1-cohomology appear in the above graphs.
Fact 1′′: (a) Since µ(ℓ) cannot be strongly primitive, we have µ(ℓ) ֌→ λ1 as in Fact
1′ of Lemma 6.14, and P (µ) ∩ P ∨(µ(ℓ)) = {λ1, µ, µ
(ℓ)}. (b) By considering the highest
weight modules U(λ1) and U(µ
(ℓ))/U(λ1), we see that every primitive weight derived
from µ(ℓ) is in P (µ(ℓ)) ∪ P (λ1).
Fact 2′′: We have µ(ℓ) ֌→ 0 ֌→ − αmin as in the proof of Fact 3 and Fact 6
′ of
previous lemmas. Thus we must have µ(ℓ)֌ λ3֌
֌ 0֌ − αmin.
Fact 3′′: Similar to Fact 1′′(a), we have µ(j) ֌→ λ2 since P (µ) ∩ P
∨(µ(j)) =
{λ2, µ, µ
(j)}.
Fact 4′′: (a) We have µ ֌ µ(ℓ). Otherwise suppose µ ֌→ ν ֌ µ(ℓ), then by Fact
1′′, ν ∈ P (µ) ∩ P+(µ
(ℓ)). Take
Λ = µ(ℓ) + µ(2,j) + µ(3,j−1) + · · ·+ µ(j+1,0).
One can check that µ and µ(ℓ) are strongly primitive weight of P (Λ), and µ ֌→ µ(ℓ)
in P (Λ). In fact in VΛ, the g0-highest weight for each of them is unique, and one can
easily construct the corresponding g0-highest weight vector of Lµ(ℓ) from that of Lµ
(cf. arguments in the paragraph of (5.31)). Define a homomorphism φ from Vµ → VΛ
by sending vµ to the corresponding primitive vector in VΛ. Note that any element of
P+(µ
(ℓ)) is either a strongly primitive weight in P (Λ) or not a primitive weight in P (Λ).
Thus in P (Λ) we do not have ν
e
֌ µ(ℓ). So in P (µ) we do not have this either. Thus
µ֌ µ(ℓ).
(b) We have µ ֌ µ(j). Otherwise, there exists some ν ∈ P+(µ
(j)) such that
µ ֌→ ν ֌ µ(j). Note that none of the elements of P+(µ
(j))\{µ(j)} is a primitive
weight of P (Λ) (thus the homomorphism φ defined in (a) maps a primitive vector vν
in Vµ of weight ν to zero). The map φ sends a primitive vector vλ2 in Vµ of weight λ2
to the corresponding primitive vector v′λ2 of the same weight λ2 in VΛ. This can be
seen from the following arguments: Note that λ2 is a strongly primitive weight in P (Λ)
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such that its primitive vector can be constructed from that of µ in VΛ. This is because
λ2 is 2 levels lower than µ, and in VΛ the atypical roots of Λ corresponding to µ (i.e.,
atypical roots corresponding to non-zero columns of the code for Λ which defines µ,
cf. [6, 21]) are all disconnected from (in sense of [23]) or not c-related to (cf. Definition
A.2) the other 2 atypical roots corresponding to λ2. Therefore, by Fact 3
′′, φ must map
a primitive vector vµ(j) in Vµ of weight µ
(j) to a primitive vector v′
µ(j)
in VΛ which can
generate v′λ2 . In particular, φ(vµ(j)) 6= 0. But ν ֌ µ
(j) means that φ(vµ(j)) is generated
by φ(vν) = 0. This contradiction shows that we cannot have µ ֌→ ν ֌ µ
(j).
Fact 5′′: We have λ2 ֌→ λ4, since both are strongly primitive weights and λ4 is two
levels lower than λ2, one can construct vλ4 from vλ2 .
Fact 6′′: Applying Facts 5′′, 1′′(a) and 4′′(a) to the case ℓ − 1 shows that
λ2 ֌ µ
(ℓ−1)
֌→ λ4. Similarly, λ1 ֌→ λ4, from this and Facts 3
′′ and 4′′(b), we have
λ1֌ µ
(j−1). This proves (6.27).
Now in the dual Kac module VΛµ, take quotient VΛµ/Lµ and denote P1 =
M(0 ֌ µ(ℓ))), P2 = Lµ(j) , P3 = M(µ
(j−1)
֌ λ∗1)), P4 = M(µ
(ℓ−1)
֌ λ∗2)), P5 =
M((−αmin)
∗
֌ λ∗3)), from H
2(g, Lµ) = H
1(g, VΛµ/Lµ), by Lemmas 6.6 and 6.7, we
obtain
1 = dimH1(g, P2) ≤ dimH
2(g, Lµ) ≤
5∑
i=1
dimH1(g, Pi) = 1,
where the last equality follows from the same arguments in the proof of Lemma 6.12.

6.3.8. The remaining case. For a weight µ, we denote by K(µ) and L(µ) the multi-
plicities of g0-highest weight 2αmax in Vµ and in Lµ respectively. We need to compute
K(µ) and L(µ) for some weights µ. To do this, we use a composite Young Diagram
to denote a weight, e.g., if λ = (λ1 | − λ2) = (4, 2, 2, 1, 1 | − 1,−1,−3,−5), then the
composite Young Diagram of λ is
(λ2)∗ =










= λ1 .
In general, for a weight λ = (λ1 | − λ2) = (λ1, ..., λm | − λ1˙, ...,−λn˙) (in the rest of
this section, we use this notation to denote a weight which is a little different from
(2.2)), all λi ≥ 0, we place the Young Diagram of λ
1 on the right side which consists of
boxes in m rows such that the i-th row has λi’s boxes for i = 1, ..., m, and we place the
opposite Young Diagram (λ2)∗ on the top which consists of boxes in n columns such
that the ν-th column has λν˙ ’s boxes for ν = 1, ..., n.
Since Vµ is completely reducible as a g0-module, we have
K(λ) = dimHomg0(L
(0)
2αmax , U(g−1)⊗ L
(0)
λ ) = dimHomg0(U(g+1)⊗ L
(0)
2αmax , L
(0)
λ )
= the multiplicity of g0-highest weight λ in U(g+1)⊗ L
(0)
2αmax .
Note that a g0-highest weight λ of U(g+1)⊗L
(0)
2αmax can always be obtained as the sum
of a g0-highest weight µ of U(g+1) and a weight ν of L
(0)
2αmax under the following rule:
Since a weight ν of L
(0)
2αmax has the form
ν = (0, ..., 0,
i
1, 0, ..., 0,
j
1, 0, ..., 0 | 0, ...,
p
−1, 0, ..., 0,
q
−1, 0, ..., 0)
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(where if i = j the i-th coordinate becomes 2 and if p = q the p-th coordinate becomes
−2), when adding ν to µ, we require that µi 6= µj and µp 6= µq and that the resulting
weight µ+ ν be dominant. This amounts to adding 2 boxes to the Young Diagram µ1
such that they are not placed in the same column, and adding 2 boxes to the opposite
Young Diagram (µ2)∗ such that they are not placed in the same row. Equivalently, µ
is obtained from λ by removing 2 boxes of λ1 from different columns and removing 2
boxes of (λ2)∗ from different rows.
Since we only need to calculate K(λ) for λ being a g0-highest weight of U(g+1), λ
(and also µ) must has the form (5.10) satisfying (5.12), thus we can only remove 2
boxes from different rows and different columns of λ1 (and removing the corresponding
boxes from (λ2)∗ ). Thus for λ of the form (5.10) satisfying (5.12),
K(λ) = the number of ways to remove 2 boxes of λ1 from
different rows and different columns such that
the remaining Young Diagram is still standard. (6.28)
From this, it is straightforward to compute
K(µ(ℓ)) =
{
0 if ℓ = 0,
1 if 1 ≤ ℓ ≤ n− 1.
(6.29)
Note from (6.7) that the only possible primitive weights λ of µ(ℓ) with L(λ) 6= 0 are
the first 3 weights in (6.7). This and (6.29) already provide sufficient information to
obtain by induction on ℓ,
L(µ
(ℓ)
+ ) = 1, L(µ
(ℓ)) = L(µ
(ℓ)
− ) = 0. (6.30)
Similarly, we can compute
K(µ(ℓ) + µ(2,j)) =


0 if j = ℓ− 1 = 0,
1 if 1 ≤ j = ℓ− 1 ≤ n− 2.
3 if j = 0, 2 ≤ ℓ ≤ n− 1,
6 if 1 ≤ j ≤ ℓ− 2 ≤ n− 3.
Lemma 6.16. Let µ = µ(ℓ) + µ(2,j), 0 ≤ j ≤ ℓ− 2 ≤ n− 3, we have L(µ) = 1.
Proof. By (6.27), we have a module V with graph µ(j)֌ µ. Let v′αmax be the g0-highest
weight vector of weight αmax in Lµ(j) (cf. Remark 5.7), and let vµ be the highest weight
vector in Lµ. Then we must have vµ =
∏
α∈Γ eαv
′
αmax
for some subset Γ ⊂ ∆+1 . If
L(µ) = 0, then eαmaxv
′
αmax
= 0, so αmax /∈ Γ. Thus Γ is a unique subset such that
µ =
∑
α∈Γ∪{αmax}
α (note that the way of writing µ as a sum of distinct positive
odd roots is unique by observing from (2.3) that each µ(i,j) corresponds to a unique
subset Sij of ∆
+
1 such that µ
(i,j) =
∑
α∈Sij
α). Then we obtain a non-zero vector
v′
µ(ℓ)
=
∏
α∈Γ′ eαv
′
αmax
∈ V, where Γ′ = {α1,n˙−ℓ, ..., α1,n˙−1, α2,n˙, ..., αm−n+ℓ+1,n˙}, that is a
g0-highest weight vector of weight µ
(ℓ). The weight µ(ℓ) cannot be a g0-highest weight of
Lµ(j) since its level is higher than that of µ
(j) (as ℓ > j), it cannot be a g0-highest weight
of Lµ either since Lµ does not contain a g0-highest weight µ
(ℓ) (it is straightforward to
see that in the Kac module Vµ, there is up to scalars a unique g0-highest weight vector
of weight µ(ℓ), which is in Lµ(ℓ)). This is a contradiction against the fact that V has
graph µ(j)֌ µ. 
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Lemma 6.17. Let
µ = µ(1,j1) + · · ·+ µ(k,jk), n− 1 ≥ j1 > j2 > ... > jk ≥ 0. (6.31)
Then for any λ ∈ P (µ), L(λ) = 1 if and only if
λ = µ
(i)
+ , µ
(ℓ) + µ(2,j), 0 ≤ i ≤ n− 1, 0 ≤ j ≤ ℓ− 2 ≤ n− 3. (6.32)
Proof. Case (1): First suppose jp ≥ jp+1 + 3 for p = 1, ..., k − 1 and jk ≥ 1. It is
straightforward to calculate
K(µ) = (2k − 1) + (2k − 2) + · · ·+ 1 = k(2k − 1). (6.33)
We can check that the following k(2k − 1) weights are primitive weights of Vµ,
µ
(jp−1)
+ , µ
(jp) + µ(2,jq), µ(jp) + µ(2,jq−1),
µ(jp−1) + µ(2,jq), µ(jp−1) + µ(2,jq−1), 1 ≤ p, q ≤ k, p < q, (6.34)
which have non-zero multiplicities of g0-highest weight 2αmax by Lemma 6.16 and
(6.30).
Case 2: Suppose there are t number of ji’s such that ji = ji+1 + 2, say the indices
are r1, ..., rt. Then we still have (6.33). However, the t weights µ
(jrp−1) + µ(2,jrp+1),
p = 1, ..., t, in the list (6.34) are no longer primitive, but on the other hand, we have t
other primitive weights µ
(jrp−2)
+ , p = 1, ..., t, which should be added to the list.
Case 3: Suppose further there are t′ number of ji’s such that ji = ji+1 + 1,
say the indices are r′1, ..., r
′
t′ . Then when using (6.28) to compute K(µ), the re-
movals from rows or columns in µ
(r′p,jr′p
)
, p = 1, ..., t′, should not be counted. Thus
K(µ) = (k−t′)(2(k−t′)−1). Similarly, all weights in (6.34) with indices jr′p , p = 1, ..., t
′,
should be removed from the list, thus the total number is still K(µ).
Case 4: Suppose jk = 0. Then K(µ) =
∑2k−2
i=1 i = (k − 1)(2k − 1). In this case,
there are 1+ 2(k− 1) weights µ
(jk−1)
+ , µ
(jp)+µ(2,jk−1), µ(jp−1)+ µ(2,jk−1) in (6.34) which
should not in the list, the total number is again K(µ). 
Now we prove the main result on the second cohomology groups with coefficients in
finite dimensional irreducible modules.
Theorem 6.18. Let Lµ be the finite-dimensional irreducible g-module with highest
weight µ. Then dimH2(g, Lµ) ≤ 1. Furthermore, H
2(g, Lµ) 6= 0 if and only if µ is one
of the following weights
µ
(ℓ)
+ , µ
(j)
− , µ
(p) + µ(2,q), µ(j−1) − αmin, −2αmin, η
(2), (6.35)
where 0 ≤ ℓ ≤ n− 1, 1 ≤ j ≤ n− 1, 0 ≤ p ≤ q − 2 ≤ n− 3, and in the case n = 1,
η(2) will not appear. The total number of weights in (6.35) is (n+1)(n+2)
2
− δn,1.
Proof. Let µ be a weight in (6.5)–(6.7) (recall the statement after (6.22) that in order
for an irreducible module to have non-trivial second cohomology, its highest weight
must be in (6.5)–(6.7)), but we assume that µ is not a weight in (6.35), nor a weight
already considered in the previous cases. Being a weight in (6.5)–(6.7), µ is a primitive
weight in the Kac module with a highest weight of the form (6.31), thus L(µ) = 0.
Furthermore, µ has the form
µ =
k∑
i=1
µ(i,ji) + θ1α− θ2αmin, (6.36)
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where θ1, θ2 ∈ {0, 1} such that at most one of θ1, θ2 is non-zero (cf. the statement after
(6.5)), and α is some atypical root. Moreover k ≥ 2, and k ≥ 3 if θ1 = θ2 = 0.
We shall show that Lµ has trivial second cohomology by contradiction. In order for
Lµ to have non-zero second cohomology, we either have µ
(j)
֌ µ for j ≤ n − 1, or
−αmin ֌ µ. We only need to consider the former case, as the latter case is the dual
situation for j = n− 1.
Assume µ(j) ֌ µ. Then we have the following module: V := M(µ(j) ֌ µ). By
(6.22), µ ∈ P ∨(µ(j)) ∪ P (µ(j)). Since at least one coordinate of µ(j) − µ is ≤ 0, we
have µ ∈ P ∨(µ(j)). So j ≤ j1 and θ2 = 0 by (6.5). Suppose vµ =
∏
β∈Γ eβv
′
αmax
for some subset Γ ⊂ ∆+1 such that αmax /∈ Γ, where vµ, v
′
αmax
are as in Lemma 6.16.
This means that µ =
∑
β∈Γ∪{αmax}
β is a sum of distinct positive odd roots. In this
case, Γ must contain a subset Γ′ such that λ := µ(j1) + µ(2,j2) =
∑
β∈Γ′∪{αmax}
β, and
v′λ =
∏
β∈Γ′ eβv
′
αmax
6= 0 is a g0-highest weight vector of weight λ in V . However, the
weight λ cannot be a g0-highest weight of Lµ(j) (since µ
(j)−λ has negative coordinates)
or Lµ (since the Kac module Vµ has up to scalars a unique g0-highest weight vector
of weight λ which appears in the composition factor Lλ of Vµ), thus a contradiction
results.
Therefore, there does not exist any weight ν with non-zero 1-cohomology such that
ν ֌ µ. This in turn implies that H2(g, Lµ) = 0. 
Remark 6.19. The dual weight µ∗ of any weight µ in (6.35) is given by equations
(6.17), (6.23)–(6.25). From these equations we can see that µ∗ also belongs to the list
(6.35).
Remark 6.20. Suppose µ is a weight such that all the central elements of U(g) con-
tained in gU(g) act trivially on Lµ. Then as in Remark 5.7, by Theorem 6.18, one
can prove that H2(g, Lµ) 6= 0 if and only if Lµ contains a copy of irreducible g0-module
L2αmax , L−2αmin , Lη(1) or Lη(2) , that is, Lµ contains a copy of irreducible g0-submodule
of g+1 ∧ g+1 or g−1 ∧ g−1.
7. Cohomology groups with coefficients in enveloping algebra
We continue to denote the special linear superalgebra slm|n by g. The aim of this
section is to prove the following
Theorem 7.1. Regarding the universal enveloping algebra U(g) as a g-module under
the adjoint action, we have H1(g, U(g)) 6= 0, and H2(g, U(g)) = 0.
The fact that H1(g, U(g)) 6= 0 follows from Corollary 3.2. Also, in the case n = 1, it
has been proved in [17] that H2(g, U(g)) = 0.
To prove the remaining part of the theorem, we need some preparations. Re-
call that U(g), regarded as a g-module, is canonically isomorphic to the super-
symmetric algebra S(g) (see [15]). Also, S(g) is a direct summand in the g-module
S(gl(m|n)). If we let Cm|n denote the natural gl(m|n)-module, and C¯m|n its dual, then
gl(m|n) ∼= Cm|n ⊗ C¯m|n. Here gl(m|n) acts on Cm|n ⊗ C¯m|n as the diagonal subalge-
bra of gl(m|n) × gl(m|n), where the latter superalgebra acts on Cm|n ⊗ C¯m|n in the
obvious way. The gl(m|n)× gl(m|n) action extends uniquely to S(Cm|n ⊗ C¯m|n). Now
S(Cm|n⊗ C¯m|n) is isomorphic to the subalgebra [18, Definition 3.3] of regular functions
on the general linear supergroup. A Peter-Weyl type theorem [18, Proposition 3.1]
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states that as a gl(m|n)× gl(m|n)-module,
S(Cm|n ⊗ C¯m|n) =
⊕
λ
Lλ ⊗ L
∗
λ, (7.1)
where λ runs over all weights λ = (λ1, ..., λm | λ1˙, ..., λn˙) such that
λ1 ≥ λ2 ≥ ... ≥ λm ≥ 0, λ1˙ ≥ λ2˙ ≥ ... ≥ λn˙ ≥ 0, λm ≥ #{ν ∈ I2 | λν 6= 0} (7.2)
(thus in this section, λ will not satisfy the condition in (2.2)).
Consider the action of the diagonal gl(m|n) subalgebra of gl(m|n) × gl(m|n) on
S(Cm|n ⊗ C¯m|n), and restrict it to an g-action. Then S(g) regarded as a g-module
under the adjoint action can be embedded as a direct summand in S(Cm|n ⊗ C¯m|n).
The proof of the theorem thus shifts its focus to the g-submodules Lλ ⊗ L
∗
λ of
S(Cm|n ⊗ C¯m|n). We divide the proof into a series of technical lemmas.
Lemma 7.2. If V = Vµ ⊗W , where µ is an integral dominant weight and W is any
finite-dimensional g-module, then there exists a filtration (called a Kac flag)
0 = V0 ⊂ V1 ⊂ · · · ⊂ Vk = V, (7.3)
such that Vi/Vi−1 is a Kac module for i = 1, ..., k (we call such a Kac module a factor
Kac module of V ).
Proof. Let g≥0 = g0 + g+1, and denote by L
(0)
µ the irreducible g≥0-module with highest
weight µ. Then V =
(
U(g) ⊗U(gg≥0) L
(0)
µ
)
⊗ W = U(g) ⊗U(gg≥0) (L
(0)
µ ⊗ W ), where
L
(0)
µ ⊗W is regarded as a g≥0-module with the obvious action. Since the induction
functor U(g)⊗U(gg≥0)− is exact, by applying it to any composition series of the finite
dimensional g≥0-module L
(0)
µ ⊗W , we produce a Kac flag for V . 
Lemma 7.3. H2(g, Lλ ⊗ L
∗
λ) = 0 if λ satisfying (7.2) is typical (i.e., (λ + ρ, α) 6= 0
for all α ∈ ∆+1 ).
Proof. If λ is typical then L∗λ = Vλ∗ is a Kac module (in this case λ
∗ = 2ρ1− λ
R), thus
we can use Lemma 7.2. Note that the highest weight vector of each factor Kac module
of Lλ ⊗ L
∗
λ has level ≤ ℓ(λ) + ℓ(λ
∗) = ℓ(2ρ1). Thus H
2(g, Vi/Vi−1) = 0 by Theorem
4.1. Then from the short exact sequence 0→ Vi−1 → Vi → Vi/Vi−1 → 0, by (2.11), we
obtain H2(g, Vi) = 0 by induction on i. 
Lemma 7.4. H2(g, Lλ ⊗ L
∗
λ) = 0 if λ satisfying (7.2) is atypical.
Proof. Recall that the (i, ν)-entry A(λ)i,ν of the atypicality matrix A(λ) of λ is
(cf. (A.1))
A(λ)i,ν = (λ+ ρ, αi,ν˙) = λi + λν˙ +m− i+ 1− ν for i = 1, ..., m, ν = 1, ..., n, (7.4)
(the smallest element is A(λ)m,n˙ = λm+λn˙+1−n), from this we see that λ is atypical
only if λm ≤ n (cf. (7.2)). One observes that the northeast chains NEλ of λ (cf. [6],
see also Examples A.4 and A.5) satisfy
(m,n) ∈ NEλ,
(i, j) ∈ NEλ =⇒ (k, ℓ) ∈ NEλ if k ≥ i and ℓ ≥ j. (7.5)
We have the short exact sequence
0→ Lλ ⊗ L
∗
λ → VΛλ ⊗ L
∗
λ → (VΛλ/Lλ)⊗ L
∗
λ → 0.
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Since C is a submodule of Lλ⊗L
∗
λ (also of VΛλ⊗L
∗
λ), we also have another short exact
sequence
0→ (Lλ ⊗ L
∗
λ)/C→ (VΛλ ⊗ L
∗
λ)/C
f
−→ (VΛλ/Lλ)⊗ L
∗
λ → 0.
Thus by (2.11),
H1(g, (VΛλ ⊗ L
∗
λ)/C)
f1
−→ H
1(g, (VΛλ/Lλ)⊗ L
∗
λ)
→ H2(g, (Lλ ⊗ L
∗
λ)/C) → H
2(g, (VΛλ ⊗ L
∗
λ)/C).
(7.6)
Note from Lemma 6.5 that H2(g, (VΛλ⊗L
∗
λ)/C) = H
2(g, VΛλ ⊗L
∗
λ) = 0, where the last
equality follows from the proof of Lemma 7.3 (note that in this case λ∗ = 2ρ1 − (Λλ)
R
since −λ∗ is the lowest weight of VΛλ). Thus
H2(g, Lλ ⊗ L
∗
λ) = H
2(g, (Lλ ⊗ L
∗
λ)/C)
∼= H1(g, (VΛλ/Lλ)⊗ L
∗
λ)/Im(f
1). (7.7)
Claim 1. dimH1(g, (VΛλ/Lλ)⊗ L
∗
λ) = 1.
To prove this claim, we first examine the short exact sequence
0→ (VΛλ/Lλ)⊗ L
∗
λ → (VΛλ/Lλ)⊗ VΛλ∗ → (VΛλ/Lλ)⊗ (VΛλ∗/Lλ∗)→ 0,
which leads to the exact sequence
H0(g, (VΛλ/Lλ)⊗(VΛλ∗/Lλ∗))→H
1(g, (VΛλ/Lλ)⊗L
∗
λ)→H
1(g, (VΛλ/Lλ)⊗VΛλ∗ ). (7.8)
Subclaim a) dimH1(g, (VΛλ/Lλ)⊗ VΛλ∗ ) ≤ 1.
To prove this subclaim, by Lemma 7.2 and Theorem 3.1, it suffices to prove that
V2ρ1 is not a factor Kac module of W = (VΛλ/Lλ)⊗ VΛλ∗ , (7.9)
V2ρ1+αmax is a factor Kac module of W with multiplicity ≤ 1. (7.10)
Since W = U(g−1)((VΛλ/Lλ) ⊗ L
(0)
Λλ∗
), suppose w2ρ1 ∈ (VΛλ/Lλ) ⊗ L
(0)
Λλ∗
is a primitive
vector of weight 2ρ1, then w2ρ1 is a combination of the form
u⊗ v, u ∈ VΛλ/Lλ, v ∈ L
(0)
Λλ∗
, (7.11)
and u is in some g0-highest weight submodule L
(0)
η of VΛλ/Lλ (for some weight η such
that 2ρ1 = η
′ + Λλ∗ , where η
′ is a weight in L
(0)
η ) and the level of η is
ℓ(η) = ℓ(2ρ1)− ℓ(Λλ∗). (7.12)
Note that with restriction to g0, we have (2ρ1)|g0 = 0, thus the fact 2ρ1 = η
′ + Λλ∗
means that
η|g0 =
(
Λλ∗|g0
)o
, (7.13)
where we use λo to denote the dual of a weight λ with respect to g0 (i.e., in fact
λo|g0 = −λ
R|g0). But we have(
Λλ∗|g0
)o
= −(Λλ∗)
R|g0 = −(2ρ1 − λ)|g0 = λ|g0. (7.14)
Equations (7.12)–(7.14) imply that η = λ. Recall that (cf. (A.4))
Λλ = λ+
∑
(i,ν)∈NEλ
αi,ν˙. (7.15)
By (7.5), we see that when writing Λλ−λ as a sum of distinct positive odd roots, there
is only one way. This shows that in VΛλ , there is only one copy of g0-highest weight
λ which occurs in Lλ. This contradicts that η = λ is a g0-highest weight of VΛλ/Lλ.
This proves (7.9).
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Next suppose w2ρ1+αmax =
∑
u ⊗ v (as in (7.11)) is a primitive vector of weight
2ρ1 + αmax. As discussion above, now η must be λ + α for some positive odd roots
a = αi,ν˙. Suppose αi,ν˙ /∈ NEλ. Then we must have some position of the i-th row and
some position of the ν-th column in NEλ (say if none of positions of the i-th row is
in NEλ, then the i-th coordinate of λ + αi,ν˙ is bigger than that of Λλ by (7.15), a
contradiction). Say (i, ν1), (i1, ν) ∈ NEλ, then by (7.5), we have
Λλ − (λ+ αi,ν˙) =
∑
(k,ℓ)∈NEλ\{(i1,ν),(i,ν1)}
αk,ℓ˙ + αi1,ν˙1,
(where αi1,ν˙1 appears twice), which cannot be written as a sum of distinct positive odd
roots. Thus we must have αi,ν˙ ∈ NEλ. Note from (7.4) and (7.5) that all atypical
roots of λ are c-related in sense of [21] (cf. Definition A.2) or connected in sense of [23],
λ+ αi,ν˙ is dominant only if (i, ν) is located at the rightmost and the topmost position
of NEλ, such position is unique by (7.5). This proves (7.10) and Subclaim a).
Subclaim b) H0(g, (VΛλ/Lλ)⊗ (VΛλ∗/Lλ∗)) = 0.
We have
H0(g, (VΛλ/Lλ)⊗ (VΛλ∗/Lλ∗)) = ((VΛλ/Lλ)⊗ (VΛλ∗/Lλ∗))
g
=Homg(C, (VΛλ/Lλ)⊗ (VΛλ∗/Lλ∗))
=Homg((VΛλ∗/Lλ∗)
∗, VΛλ/Lλ) = Homg(Mλ, VΛλ/Lλ),
where Mλ is the maximal proper submodule of Vλ (note that (VΛλ∗)
∗ = Vλ since the
lowest weight of VΛλ∗ is (Λλ∗ − 2ρ1)
R = −λ). Suppose µ is a primitive weight of Mλ,
then µ = λ−
∑
α∈S α, where S is some subset of ∆
+
1 such that at least one atypical root
γ of λ is in S, and all roots in S are ≤ γ (see [6]; this fact can also be proved by [23,
Conjecture 4.1] and [1, Main Theorem]). By (7.15), we have Λλ − µ =
∑
α∈S∪NEλ
α.
From the property (7.5) of NEλ and the fact that γ ∈ S∩NEλ, one can easily see that∑
α∈S∪NEλ
α cannot be written as a distinct sum of positive odd roots. This means
that µ is not a primitive weight of VΛλ, that is, Mλ and VΛλ do not have a common
primitive weight, which implies that Homg(Mλ, VΛλ/Lλ) = 0.
Subclaim c) dimH1(g, (VΛλ/Lλ)⊗L
∗
λ) ≥ 1 (this together with (7.8) and Subclaims
a) and b) proves Claim 1).
Note that the top g0-highest weight submodule of VΛλ/Lλ is g0-dual of L
(0)
λ∗ . There
exists a g0-highest weight vector
v2ρ1 = vΛλ ⊗ w + · · · (w is the lowest weight vector of L
(0)
λ∗ )
of weight 2ρ1. This vector must be strongly primitive since there is no vector with level
higher than that of 2ρ1. Let W = U(g)w2ρ1 . Take
v =
∏
i>1, ν<n
fαi,ν˙v2ρ1 =
( ∏
i>1, ν<n
fαi,ν˙vΛλ
)
⊗ w + · · · . (7.16)
Note that in VΛλ , the primitive vector vλ of Lλ has the form
vλ =
∏
α∈NEλ
fαvΛλ + · · · .
By (7.5), we see that NEλ 6⊂ {(i, ν) | i > 1, ν < n}, thus∏
i>1, ν<n
fαi,ν˙vΛλ 6= 0 (as a vector in VΛλ/Lλ).
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Thus the first term of (7.16) is non-zero, clearly this term cannot be cancelled by any
other terms in (7.16), i.e., v 6= 0.
Note that W is a quotient module of the Kac module V2ρ1 , and in V2ρ1 the primitive
vector of weight µ(n−1) = (n, 1, ..., 1 | − 1, ...,−1,−m) is precisely defined by (7.16)
(cf. [21, Theorem 6.6]). Thus v is a primitive vector of weight µ(n−1). We claim that
U(g)v is an irreducible submodule Lµ(n−1) of W : First W does not contain a trivial
submodule since (VΛλ/Lλ) ⊗ L
∗
λ does not contain a trivial submodule as the proof of
Subclaim b), and in V2ρ1 , µ
(n−1) is the only primitive weight links to primitive weight
0 since µ(n−1) is the only primitive weight of V2ρ1 with non-zero 1-cohomology. Thus
U(g)v = Lµ(n−1) is an irreducible submodule of W (and of (VΛλ/Lλ)⊗ L
∗
λ), this shows
that H1(g, (VΛλ/Lλ)⊗ L
∗
λ) 6= 0 by Lemma 6.7. This proves Subclaim c) and Claim 1.
Claim 2. In (7.6), the map f 1 is surjective, thus by (7.7), H2(g, Lλ ⊗ L
∗
λ) = 0.
Similar to the proof of Subclaim c), (VΛλ ⊗ L
∗
λ)/C has an irreducible submod-
ule V1 = Lµ(n−1) which maps under f to the irreducible submodule V2 = Lµ(n−1) of
(VΛλ/Lλ) ⊗ L
∗
λ, thus induces the map f
1 : H1(g, V1) onto H
1(g, V2) by (2.11). Hence
f 1 is onto. This proves Lemma 7.3. 
Finally we return to the proof of Theorem 7.1. By (7.1) and Lemmas 7.2 and 7.3,
we have
H2(g, U(g)) = H2(g, S(g)) ⊂
⊕
λ
H2(g, Lλ ⊗ L
∗
λ) = 0.
This completes the proof.
8. Cohomology groups of the Lie superalgebra C(n)
In this last section, we generalize the results of previous sections to the other type I
classical Lie superalgebra C(n) = osp2|2n−2, which is a Z-graded subalgebra of sl2|2n−2
(see for example [22]) such that C(n) = C(n)−1 ⊕ C(n)0 ⊕ C(n)+1 with
C(n)0=
{(
α
−α
β γ
δ −βT
)
∈ sl2|2n−2
∣∣∣∣ α∈C, β, γ, δ∈gln−1, γT =γ, δT =δ
}
∼=C⊕ sp2n−2,
C(n)−1=
{(
−ηT 0
ξT 0
0 0
ξ η
)
∈ sl2|2n−2
∣∣∣∣ ξ, η are row vectors of dimension n− 1
}
,
C(n)+1=
{(
0−ηT
0 ξT
ξ η
0 0
)
∈ sl2|2n−2
∣∣∣∣ ξ, η are row vectors of dimension n− 1
}
,
where the up-index “T” stands for the transpose of a matrix or vector.
Denote ǫ = ǫ1, δi = ǫi+2 i = 1, 2, ..., n− 1. Then we have
∆+0 = {δi − δj , δi + δk | 1≤ i, j, k≤n−1, i<j}, ∆
+
1 = {ǫ± δj | 1 ≤ j ≤ n− 1}.
Denote
h1 = E11 − E22 + E33 − En+2,n+2,
hi = Ei+1,i+1 − Ei+2,i+2 − En+i,n+i + En+i+1,n+i+1 (2 ≤ i ≤ n− 1),
hn = En+1,n+1 −E2n,2n,
which forms a basis of the Cartan subalgebra h. A weight λ = λ0ǫ +
∑n−1
i=1 λiδi ∈ h
∗
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can be written as
λ = (λ0|λ1, ..., λn−1) = [a1; a2, ..., an], where ai = λ(hi),
and ai = λi−1 + λi (1 ≤ i ≤ n− 1), an = λn−1. We have
ρ0 =
n−1∑
i=1
(n− i)δi, ρ1 = (n− 1)ǫ,
and αmin = ǫ − δ1, αmax = ǫ + δ1 are respectively the minimal and maximal positive
odd roots.
Theorem 8.1. We have
dimH1(C(n), Vλ) =
{
1 if λ = 2ρ1, 2ρ1 + αmax,
0 otherwise,
(8.1)
dimH2(C(n), Vλ) =
{
1 if λ = 2ρ1 + αmax, 2ρ1 + 2αmax,
0 otherwise,
(8.2)
dimH1(C(n), Lλ) =
{
1 if λ = −αmin, 2ρ1,
0 otherwise,
(8.3)
dimH2(C(n), Lλ) =
{
1 if λ = 2ρ1 + αmax,−2αmin,
0 otherwise,
(8.4)
and
H1(C(n), U(C(n))) 6= 0 and H2(C(n),U(C(n))) = 0. (8.5)
Proof. Note that the Kac module Vλ over C(n) is at most singly atypical (for some
discussions of Kac module over C(n), see for example [22]). The proofs of (8.1) and
(8.2) are exactly similar to those of Theorem 3.1 and Theorem 4.1 for the special case
slm|1.
Suppose H1(C(n), Lλ) 6= 0, then we have λ ֋ 0 (recall Definition 6.1). If λ has
level lower than 0, then λ ֋ 0 is a highest weight module of highest weight 0 and
thus is the Kac module V0. In this case λ is the only other primitive weight of V0, i.e.,
λ = −αmin. If λ has level higher than 0, then we have a module λ֌ 0, which is now
the Kac module Vλ such that 0 is a primitive weight, thus λ = 2ρ1. Hence,
H1(C(n), Lλ) 6= 0 =⇒ λ = −αmin, 2ρ1,
from this one immediate obtains (8.3) using (2.11).
Now suppose H2(C(n), Lλ) 6= 0, then we have λ֋ µ for some µ with H
1(C(n), Lµ).
Since either λ ֋ µ or λ ֌ µ must be a Kac module, from this we obtain
λ = 2ρ1 + αmax, −2αmin. From this one immediate obtains (8.4) using (2.11).
The proof of the first equation of (8.5) is again similar as for the case of the special
linear superalgebra. As for the second equation, note that regarded as a C(n)-module
under the adjoint action, U(C(n)) does not have any weight with level higher than
that of 2ρ1, thus L2ρ1+αmax is not a composition factor of U(C(n)). Similarly, L−2αmin
cannot appear as a composition factor of U(C(n)) either, since the lowest C(n)0¯-highest
weight of L−2αmin is −2ρ1−αmin, which is not a weight of U(C(n)). Thus no composition
factors of U(C(n)) has non-zero 2-cohomology, which implies H2(C(n), U(C(n))) = 0.

Appendix A. Atypicality
We briefly recall the definitions [6, 21] of atypical roots γ1, .., γr, atypicality matrix
A(µ), nqc-relationship of atypical roots, and northeast chains NEµ, of any weight µ,
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and also illustrate the concepts by some examples. We consider the special linear
superalgebra g = slm|n only. Results presented here are used in Section 5.
Definition A.1. We define the atypicality matrix of µ to be the m × n matrix
A(µ) = (A(µ)i,η)m×n, where
A(µ)i,η = (µ+ ρ, αi,η˙) = µi + µη˙ +m− i+ 1− η, 1 ≤ i ≤ m, 1 ≤ η ≤ n. (A.1)
An odd root αi,η˙ is an atypical root of µ if A(µ)i,η = 0. We label the atypical roots of
an r-fold atypical dominant integral weight µ by γ1 < ... < γr.
Definition A.2. (1) For 1 ≤ s, t ≤ r, let xst be the entry in A(µ) at the intersection of
the column containing the γs zero with the row containing the γt zero, then xst ∈ Z+\{0}
for s < t and xts = −xst. Denote hst the hook length between the zeros corresponding
to γs, γt, i.e., the number of steps to go from the γs zero via xst to the γt zero with the
zeros themselves included in the count.
(i) γs, γt are normally related (n) ⇐⇒ xst > hst − 1;
(ii) γs, γt are quasi-critically related (q) ⇐⇒ xst = hst − 1;
(iii) γs, γt are critically related (c) ⇐⇒ xst < hst − 1.
It is straightforward to show that the q-relation is transitive, i.e., if γs, γt are q-related
and γt, γu are q-related, then γs, γu are q-related.
(2) The nqc-type (atypicality type) of an r-fold atypical µ is a triangular array
nqc(µ) =
d1r · · · dsr · · · dtr · · · 0
...
d1t · · ·
...
dst · · ·
...
0
·
·
·
...
d1s · · ·
...
0
·
·
·
...
0
·
·
·
where the zeros correspond to {γ1, · · · , γr} and dst = n, q, c ⇐⇒ γs, γt are n-, q-,
c-related respectively.
Definition A.3. Denote by D = {(i, η) | 1 ≤ i ≤ m, 1 ≤ η ≤ n} the set of positions
of A(µ). For 1 ≤ s ≤ r, let (bs, cs) be the position corresponding to γs. The east
chain Eµ(s) emanating from (bs, cs) is a sequence of positions in D, whose entry are
< 0 except the entry of (bs, cs), starting at (bs, cs) and extending in an easternly or
north-easternly direction until it reaches the last column or the position defferent from
(bs, cs) whose entry is ≥ 0, or it cannot extend further without leaving A(µ) by passing
above its first row. For all η with cs ≤ η ≤ n, Eµ(s) has at most one element in
the η-th column; if cs ≤ η < n, the row of the position in the (η + 1)-th column is
aη˙ rows above the row of the position in the η-th column, where aη˙ is a Dynkin label
of µ; if this is not possible, i.e., if this row would be the M-th row where M < 1,
or the entry of this position is ≥ 0, then Eµ(s) ends in the η-th column, i.e., has no
position to the right of the η-th column. Thus Eµ(s) is the maximal set of positions
(bs, cs) = (i0, η0), (i1, η1), ..., (ik, ηk) satisfying
ηp+1 = ηp + 1 ≤ n, ip+1 = ip − aη˙p ≥ 1, A(µ)ip+1,ηp+1 < 0, p = 0, 1, ..., k − 1. (A.2)
Similarly, the nouth chain Nµ(s) emanating from (bs, cs) is the maximal set of positions
(bs, cs) = (i0, η0), (i1, η1), ..., (ik, ηk) satisfying
ip+1 = ip − 1 ≥ 1, ηp+1 = ηp + aip+1 ≤ n, A(µ)ip+1,ηp+1 > 0, p = 0, 1, ..., k − 1. (A.3)
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Set NEµ(s) = Nµ(s) ∪ Eµ(s), and NEµ = ∪
r
s=1NEµ(s), called the set of northeast
chains of µ.
We shall illustrate the northeast chains by giving two examples below. First note
from [20, Theorem 3.2] or [23, Conjecture 4.1] that
Λµ = µ+
∑
α∈NEµ
α. (A.4)
Example A.4. µ = (3, 2, 2, 1, 0, 0 | 0, 0,−1,−3,−4) = [1, 0, 1, 1, 0; 0; 0, 1, 2, 1].
A(µ) =
0 1 2 1
1
0
1
1
0


8 7 5 2 0
6 5 3 0 2¯
5 4 2 1¯ 3¯
3 2 0 3¯ 5¯
1 0 2¯ 5¯ 7¯
0 1¯ 3¯ 6¯ 8¯


, NEµ =
0 1 2 1
✁
✁✕
1
0
1
1
0


∗ ∗ ∗ 1 5
∗ ∗ 1
ր
4 1
∗ ∗ 1
↑
1
ր
∗
∗ 1
ր
3 ∗ ∗
1
ր
2 1 ∗ ∗
1→
↑
1
ր
∗ ∗ ∗


, nqc(µ) =
c q q q 0
c q q 0
c q 0
c 0
0
,
where, we have placed the Dynkin labels a1, ..., am−1 to the left of the first column,
and in between the rows, of A(µ), likewise, a1˙, ..., an˙−1 are placed below the bottom
row, and in between the columns, of A(µ); and where the numbered positions in
NEµ are located in the northeast chains (here and below we identify a matrix po-
sition (a, b) with the corresponding positive odd root αa,b˙). The atypical roots are
γ1 = α6,1˙ = αmin, γ2 = α5,2˙, γ3 = α4,3˙, γ4 = α2,4˙, γ5 = α1,5˙ = αmax, and
Λµ = µ+
∑
α∈NEµ
α = (5, 5, 4, 3, 3, 2 | − 2,−3,−5,−6,−6).
Example A.5. µ = (5, 2, 2, 1, 1, 1 | − 1,−1,−1,−3,−6) = [3, 0, 1, 0, 0; 0; 0, 0, 2, 3].
A(µ) =
0 0 2 3
3
0
1
0
0


9 8 7 4 0
5 4 3 0 4¯
4 3 2 1¯ 5¯
2 1 0 3¯ 7¯
1 0 1¯ 4¯ 8¯
0 1¯ 2¯ 5¯ 9¯


, NEµ =
0 0 2 3
✁
✁✕
✁
✁✕
3
0
1
0
0


∗ ∗ ∗ ∗ 5
∗ 1 2 4 ∗
∗ 1
↑
2
↑
2 ∗
1
ր
2
ր
3 1 ∗
1
↑
2→
↑
2 ∗ ∗
1→
↑
1→1 ∗ ∗


, nqc(µ) =
q n n n 0
c c q 0
c c 0
c 0
0
.
The atypical roots are γ1 = αmin, γ2 = α5,2˙, γ3 = α4,3˙, γ4 = α2,4˙, γ5 = α1,5˙ = αmax, and
Λµ = µ+
∑
α∈NEµ
α = (6, 5, 5, 5, 4, 4 | − 4,−6,−6,−6,−7).
For a weight µ of the form (5.5), its atypical roots are
γ1 = αmin = αm,1˙, ..., γn−k = αm−n+k+1,n˙−k, γn−k+1 = αk,n˙−k+1, ..., γn = α1,n˙ = αmax.
We denote
Pµ = {αi,ν˙ ∈ ∆
+
1 | ν ≥ µi − µm and i ≤ µ1˙ − µν˙}. (A.5)
Note that
#Pµ=mn−
( m∑
i=1
(µi − µm) +
n∑
ν=1
(µ1˙ − µν˙)
)
=mn− 2 top +mµm − nµ1˙ = mn− 2 top + (m+ n)µm. (A.6)
From the definition of NEµ, one can easily obtain
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Lemma A.6. (1) Pµ ⊂ NEµ; (2) Pµ = NEµ ⇐⇒ γ1 is c- or q-related to any other
atypical roots. 
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