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1. INTRODUCTION 
This paper is devoted to the finite element approximation in the L” norm of the following system 
of quasi-variational inequalities (QVIs). Find a vector U = (ul,. . . , u”) E (Hi(R))M of functions 
such that 
ui (It, 21 - d) 2 (fi, 21 - 2) , vu E H;(a), 
ui I k + d+l, 21 < k +d+l, (1-l) 
&f+1 = u1 7 
where R is a bounded domain of RN, N 2 1, with smooth boundary r, ai(zl, v), are M elliptic 
bilinear forms: for U, II E H1(R), 
assumed to be noncoercive and whose coefficients a;,(z), b;(z), CA;(Z) are sufficiently smooth 
satisfying the following conditions: 
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( ., . ) denotes the standard inner product in L2(n), fi are regular positive functions, and k is a 
positive number. 
This system plays a fundamental role in solving Hamilton-Jacobi-Bellman equations of stochas- 
tic control theory problems (cf. e.g., [1,2]). Th e coercive version was investigated in [3] where an 
Loo-error estimate of O(h2] log h13) order was established. 
In the present paper, our main concern is to extend the above result to the noncoercive case. 
The proof is based on both the L*-stability of the solution with respect to the right-hand side 
and its characterization as the least upper bound of the set of subsolutions (see also [4-71). 
It is worth mentioning that this approach is entirely different from the one developed for the 
coercive problem. Also, it is used for the first time for a system of QVIs. 
2. THE CONTINUOUS PROBLEM 
2.1. The Continuous Noncoercive System of QVIs 
To deal with the noncoercive problem (see [8]), we consider X > 0 large enough such that 
(2.1) 
This transforms system (1 .l) into the following equivalent one: Find U = (ul,. . . , u”) E 
(H,l(W”, 
bi (d, w - 2) 2 (f + x?i,w - 22) ) Vu E H,‘(R), 
ui 5 k+zi+‘, w 5 k +ui+‘, (2.2) 
UM+l = u1 7 
where the bilinear forms bi(u; w) = ai(u, w) + X(U, w) are strongly coercive. 
In this situation, the existence of a unique solution to system (1.1) can be handled in the spirit 
of [8, pp. 343-3581 or by adapting the algorithmic approach developed for the coercive problem 
(see [3]). We shall th ere ore f give just a brief description of it and skip over the proofs. For that, 
let us first introduce the vector 6’ = (Cl*O,. . . , CM,‘) where Vi = 1,. . . , M, Oil0 is solution to 
the equation 
ui (iii~o,w) = (fi,w) ) Vu E H;((R). (2.3) 
Let IL”(R) = (Ly((R))“, where L?(R) is the positive cone of Loo(il) and consider the fixed- 
point mapping T from IL”(R) into itself, defined as follows: for W E lLm(R), TW = (cl,. . . , CM) 
whereVi=l,... , M, Ci = a(k + Xwi; k + wi+‘) is a solution to the following coercive variational 
inequality (VI): 
bi (& 2, - c) 2 (fi + Xwi, w - Ci) , VW E H,(Q), 
ci 5 k+wi+‘, w 5 k+wi+l, 
(2.4) 
with CM = o(fM + Xw”; k + w’). 
PROPOSITION 1. Under the preceding notations and assumptions, the mapping T is increasing, 
concave, and satisfies: TW < 6’, VW E IL*(R) such that W 5 0’. 
In view of (2.3), (2.4), and Proposition 1, it is quite natural to associate with this fixed-point 
mapping the following iterative scheme. Indeed, starting from a 6’ solution of (2.3) (respectively, 
0’ = 0), we define the iterations on+’ = T@’ (respectively, o”+r = Ton) whose convergence 
is stated in the following theorem. 
THEOREM 1. Let Cc = {W E IL”(O) such that 0 5 W 5 0-O). Then under the preceding 
notations and assumptions, sequences (on) and (on) J ie in Cc and converge, respectively, from 
above and below to the unique solution U of system of QVIs (1.1). 
PROOF. Very similar to that of the coercive case. (See [3].) I 
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THEOREM 2. REGULARITY. (Cf. [1,2].) Under the preceding assumptions, the solution U of 
system (1.1) belongs to C(n) n W2+‘(fl), Vp < 00. 
In what follows, we will give monotonicity and stability properties for the solution of sys- 
tem (1.1). We will see that such properties together with the notion of subsolution will play a 
crucial role in proving the main result of this paper. 
2.2. A Monotonicity Property 
Let F = (f’ , . . . , f”) and F = (f’ , . . . , f”) be two families of right-hand sides and U = 
cl(F) = (211,. . . ,&) and 0 = a(p) = (Gil , . . . , GM) the corresponding solutions to system (l.l), 
respectively. 
THEOREM 3. Let conditions of Theorem 1 hold. If F 2 P, then U 2 0. 
PROOF. Consider the iterations 0” = (O1ln,. . . , G”pn) and 3” = (&“*, . . . ,z”‘“) defined by 
;i,n+1 @tl = o(fi + ),@, k + Qitl,") and u =@+Xi?, k+G -it1’n), where 8’ = (G1vO,. . , 
@,O) and 50 = ($“, . . . , BMso ) are solutions to equation (2.3) with right-hand sides F and p’, 
respectively. Then, clearly fi 1 f implies Gil0 2 ii*‘. So, f” + X.cLi*O 2 p + Xei” and 
k + Ci+l,o > k + $+“‘. 
inequalities<see [9]), 
Therefore, from standard comparison results in coercive variational 
we get Gil1 2 u ‘2’1. Now assume that 6i~n-1 ~,z”~-‘. Then, as f” > p, 
applying the same comparison argument as before, we get Gig” 2 6*ln. Finally, by Theorem 1, 
taking n + 00, we get U 2 I?. This completes the proof. I 
2.3. An Lm-Stability Property 
Let us equip (L”(R))M with the norm: ](W]], = rna.xi~i~M ](wJ~]]L-(Q). 
THEOREM 4. Under the above notations and conditions of Theorem 3, we have 
(2.5) 
PROOF. For i = 1,. . . ,M, Fe let @; = (1/j3)]]fi - PI] ~-co) and @ = rnaxi<ilM Qi. Let us also 
denote 2~~ = 6(fi), iii = b(f”) where ui and fiLi are the ith components of U and 0, respectively. 
Then, by (1.4), it is easy to see that 
so, making use of Theorem 3, it follows that 
and thus, 
s (fi) -6 (p) < @i. 
Interchanging the roles of fi and p, we similarly get 
Therefore, 
1!?$& IV - GillL-(n) 5 lgjp. -- 
This completes the proof. 
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2.4. The Notion of Continuous Subsolution 
DEFINITION 1. W = (d,. . . , w”) E (Hi(R)) M is said to be a subsolution for the system of 
QVIs (2.2) if 
bi (wi, u) 5 (f + Xwi, w) , v?lEH;(q, ?J>o, 
wi 5 k+wi+l. 
(2.6) 
Let X be the set of such subsolutions. 
THEOREM 5. The solution of the system of QVIs (2.2) is the maximum element of the set X. 
PROOF. It is an easy adaptation of (7, p. 3581. I 
3. THE DISCRETE PROBLEM 
Let 52 be decomposed into triangles and let Th denote the set of all those elements; h > 0 is 
the mesh size. We assume that the family ?-h is regular and quasi-uniform. Let Vh denote the 
standard piecewise linear finite element space and Bi, 1 5 i 5 M, be the matrices with generic 
entries 
(@)ls = b’(cpl, cps), 1 51, s I m(h), (3.1) 
where {cpl}, 1 = 1,2, . . . , m(h), is the basis of Vh. Let also Th denote the usual restriction operator. 
THE DISCRETE MAXIMUM PRINCIPLE (D.M.P.) ASSUMPTION. We shall assume that the rns 
trices Bi, 1 5 i 5 M, are M-matrices (see [IO]). 
REMARK 1. Under the D.M.P., the qualitative properties established in Proposition 1, and The- 
orems 1 and 3-5 are conserved in the discrete case. We shall, however; omit their proofs as they 
are very similar to the respective continuous ones. 
3.1. The Noncoercive Discrete System of QVIs 
Let vh = (Vh)“. The noncoercive discrete system of QVIs is defined as follows: Find uh = 
(4.. . , u,“) E vh such that 
ui (ui, 7J- 2) 2 (f, 21 - uj.J ) vv E v,, 
u; 5 kfu;+l, v 1. k+u;+l, P-2) 
M+l = ul 
uh h, 
or equivalently, find uh = (uk, . . . , ZA,“) E vh such that 
bi(u;,v-ui) 2 (fi+Au;,w-u;), VU E vh, 
i+1 
Ui<k+Uh , wlk+u;+‘, (3.3) 
uh 
M+l = u;. 
To solve problem (3.2), the same approach employed for the continuous problem can be used 
provided the D.M.P. is satisfied. Indeed, if 0: denotes the finite element approximation of 0’ 
defined in (2.3), 
ui (ii:O,,) = (f’,?~) , VU E vh, 1 5 i 5 M, (34 
we consider the discrete fixed-point mapping Tj, from IL”(R) into vh, defined by W ---) ThW = 
cc;,... ,<,“) where V’i = 1,. . . , M, [i = oh(f” + xwi; k + wit’) is the solution of the following 
discrete coercive VI: 
bi (c;, v - C;) 2 (fi + Xwi, w - c;) , VW E v,, 
J$ 5 rh (k + wi”) , ?I 5 ?-h (k + Wi”) , 
(3.5) 
with chM = oh(fM + XW”; k + WI). 
System of Quasi-Variational Inequalities 987 
PROPOSITION 2. Under the D.M.P., the mapping Th is increasing, concave, and satisfies 
ThW 5 Ui, VW E IL”(R) such that W < 0:. 
The discrete iterative scheme associated with Th is the following. Starting from 0: defined 
in (3.4) (respectively, 0: = 0), we define the discrete sequences or+’ = ThUt (respectively, 
Q+l = Thor). Then, we have the following theorem. 
THEOREM 6. Let (ch = {W E IL”(Q) such that 0 < W 5 Ut}. Then, under the D.M.P., the 
sequences (0;) and (0;) 1’ re in (ch and converge, respectively, from above and below to the unique 
sohrtion uh of system (3.2). 
3.2. A Discrete Monotonicity Property 
Let F = (fl , . . . , f”) and P = ($’ , . . , , f”) be two families of right-hand sides and Uh = 
ah(F) = (d,... ,??) and Uh = &($) = (6’ , . . . , GM) the corresponding solutions to sys- 
tern (3.2), respectively. 
THEOREM 7. Under the D.M.P., if F 2 $“, then Uh 2 Uh. 
3.3. A Discrete Lm-Stability Property 
THEOREM 8. Under conditions of Theorem 7, we have 
(3.6) 
3.4. The Notion of Discrete Subsolution 
DEFINITION 2. W = (wi, . . . , w,“) E Vh is said t o b e a subsolution for the system of QVIs (3.3) 
if 
bi (~;,a) I (.? + Xw;,cp,) , Vv,, s = 1,. . . ,m(h), 
w; 5 Ic+w;t? 
(3.7) 
Let %h be the set of discrete subsolutions. 
THEOREM 9. Under the D.M.P., the solution of system of QVIs (3.3) is the maximum element 
of the set Xh. 
4. LOO-ERROR ESTIMATES 
This section is dedicated to proving that the proposed method is quasi-optimally accurate in 
L”(R), according to the approximation theory. To achieve that, let us start by introducing the 
two following auxiliary coercive systems of QVIs. 
1. A CONTINUOUS SYSTEM OF COERCIVE QVIs. Find U@) = (alth), . . . , Ed) E (H,-j(R))M 
solution to 
bi (j+(h), v - @)) 2 (f + xu;, v - ZIW) , vu E H;(R), 
&h) < k + ,$+1(h) v 5 k + iii+‘ch), 
(4.1) 
- , 
where uh = (uk, . . . , u,“) is the solution of the discrete system of QVIs (3.3). 
2. A DISCRETE SYSTEM OF COERCIVE QVIs. Find Uh = (ci, . . . , cft”) E Vh solution to 
bi(fi;,v-t-& 2 fZ+Xd,v-G;), 
u:k,‘, 
vu E vj, 
i+1 (4.2) - h 7 v 5 k+c;+‘, 
where U = (ul, . . . , u”) is the solution of the continuous system of QVIs (2.2). 
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THEOREM 10. There exists a constant C independent of h such that 
II @I - uh I/ 5 Ch’j log h13, 03 
PROOF. It is an adaptation of [3]. I 
THEOREM 11. THE MAIN RESULT. Let conditions of Theorems 4, 5 and 8-10 hold. Then we 
have the error estimate 
IIu - uhlloo 5 Ch21 log h13. (4.5) 
PROOF. The proof of the theorem is split into three parts. 
PART 1. It consists of constructing a vector of continuous functions ,8ch) = (plch), . . . , ,B”(h)) 
such that 
ph) < u and IIP(h) - Uhll, < Ch21 log h13. (4.6) 
Indeed, Uch) being the solution to system (4.1), it is easy to see that C?(h) is also a subsolution, 
i.e.,Vi=l,..., M, 
Then 
jji(h) < k + j-j+‘(h) - 7 2, 5 k + ~~+l(~). 
So, due to Theorem 5, it follows that 
O(h) < 0 = a F ) 0 (4.7) 
where P = F+Xll!? ch) - lJhIloo. Setting U = d(F) and then using both the stability Theorem 4 
and estimate (4.3), we get 
IIu - 011, < X IIV(h) - uhll, 5 Ch211&13, (44 
which combined with (4.7) yields Uch) 5 U + Ch2( log h13. Thus, choosing 
. ,Bch) = 8ch) - Ch21 log h13, 
we clearly get (4.6). 
PART 2. Similarly to Part 1, we construct a vector of discrete functions Oh = (c$, . . . , CX~) 
satisfying 
ah 5 uh and (l(Yh - UII, 5 Ch21 log hj3. (4.9) 
Indeed, UJ, being the solution to system (4.2), it is also a subsolution, i.e., 
Then 
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S=l r.*.,m(h), 
(4.10) 
where p = F+xlluh - UII,. Setting uh = ah(F) an d using both Theorem 8 and estimate (4.4), 
(4.11) 
So, combining (4.10) with estimate (4.11) yields Db 5 uh + Ch21 log h13. Finally, choosing 
(Yh = u,, - ch21 logh13, 
we immediately get (4.9). 
PART 3. Now putting together (4.6) and (4.9), we derive the desired error estimate as follows: 
uh < Pch) + Ch21 lOghI 5 u + Ch21 lOghI 
<ah+Ch2j10gh13 <Uh+Ch2110gh13. 
Thus, 
IIu - UhIlm 5 ch21 logh13. I 
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