Variational frameworks based on level set methods are popular for the general problem of image segmentation. They combine different feature channels in an energy minimization approach. In contrast to other popular segmentation frameworks, e.g. the graph cut framework, current level set formulations do not allow much user interaction. Except for selecting the initial boundary, the user is barely able to guide or correct the boundary propagation. Based on Dempster-Shafer theory of evidence we propose a segmentation framework which integrates user interaction in a novel way. Given the input image, the proposed algorithm determines the best segmentation allowing the user to take global influence on the boundary propagation.
Introduction
Mumford and Shah [13] formalized the problem of image segmentation as the minimization of an error functional. Independent of each other, Chan and Vese [3] and Tsai et al. [21] proposed level set implementations of the Mumford-Shah functional. The boundary between object and background is represented by the zero-level set of a signed distance function ϕ : Ω → R [15] . The boundary evolution is modeled by a partial differential equation coming from the corresponding Euler-Lagrange equation. In contrast to the frameworks propagating explicit boundary points [9] , the implicit level set representation has several well known properties, e.g. it can handle topological changes elegantly and it can easily be extended to higher dimensions.
Due to their popularity, region-based segmentation frameworks have been refined continuously [11, 2, 18, 14, 5, 22, 17, 6 ] to increase the number of scenes, where this framework can succeed. E.g. authors proposed statistical modeling of regions [22] , additional feature channels like texture [17] or shape priors [6] .
Yet, most existing level set methods are not qualified as an interactive segmentation tool. The corresponding initial value problem propagates the region boundary to a local minimum of the energy function without allowing the user to correct the final segmentation result. In contrast to the variational approaches, discrete energy minimization segmentation frameworks such as graph cut approaches [20, 1, 16] provide an elegant way to treat user interaction to guide or correct the segmentation process. A simple rule-based reasoning is usually used to integrate user interaction into the segmentation process: if the user marks a pixel as an object, then it is forced to be object, on the contrary a pixel is background if the user marks it as background. These so-called hard constraints can also be found in [1, 16, 4] Level set methods for interactive segmentation have been proposed earlier by Cremers et al. [4] . They developed a statistical framework integrating user interaction. In addition to an initial boundary they provide a framework, where the user is able to mark object and background regions in terms similar to a shape prior. Thus the user can indicate which areas are likely to be part of the object or the background. In contrast, the key contribution of our paper is to develop a framework based on Dempster-Shafer theory of evidence which actually also uses the intensity information contained in the user defined regions. Thus, the evolving boundary is directly driven by the following three terms:
-the intensity information contained in the image [22] , -the user labeling in terms similar to a shape prior [4] and -the intensity information of the user labeling (our contribution).
The proposed contribution results in global influence of the user defined regions, while other frameworks only allow local refinement of the segmentation (e.g. [4, 1] ). The different features contained in the image and the user defined regions are combined according to Dempster's rule of combination.
We continue with a review of the variational approach for image segmentation, which is the basis of our segmentation framework. Section 3 introduces the proposed segmentation method which integrates the user interactivity and the final workflow of the segmentation is recapitulated. Experimental results in Section 4 demonstrate the advantages of the proposed method in comparison to other state-of-the-art segmentation methods. Section 5 concludes the paper.
Level Set Segmentation with Evidence Theory
The variational approach for image segmentation used in our framework is based on the works of [3, 5, 22] . An extension of these works introducing the DempsterShafer theory of evidence is presented in [19] . In this section we will shortly review this framework and the key advantages of using evidence theory for level set based segmentation methods instead of the traditional Bayesian framework.
The key idea, which makes it different from other Bayesian segmentation frameworks, is the use of Dempster's rule of combination to fuse informations arising from different feature channels [7] . This framework is often described as a generalization of the Bayesian theory to represent inaccuracy and uncertainty at the same time. With the Bayesian theory, feature channels with low support have a high influence on the decision. In contrast, with Dempster-Shafer theory of evidence feature channels with high support for a specific region have a higher influence on the evolving boundary [19] . We make use of these two properties to introduce the proposed user interactivity.
The basis for our segmentation method is the following energy-functional:
where λ 
where the single mass functions m j are defined by probability densities for background and object. Dempster's rule of combination is given by
The probability densities are computed by a histogram analysis for each region. They are defined by
for j ∈ {1, . . . , k}. For the quality of the segmentation process, it is very important how the probability densities for each region are modeled. In this paper we restrict to the nonparametric Parzen density estimates [10] . Using discrete histograms this approach comes down smoothing the histograms computed for each region i and channel j by a Gaussian kernel. Other cues and models that can be integrated in such a framework are texture information [17] and shape priors [11] .
Minimizing the energy (1) with respect to ϕ using variational methods and gradient descent leads to the following partial differential equation:
Thus the segmentation process works according to the well known expectationmaximation principle [8] with an initial partitioning (Ω 1 , Ω 2 ).
Interactive Variational Image Segmentation
Analogue to Cremers et al. [4] we assume a given image I : Ω → R and a user input L marking certain image locations as object or background regions.
where the label values reflect the user input:
1, x marked as object, −1, x marked as background, 0, x not marked.
(7)
Using the user-defined labeling L(x) and defining a new segmentation constraint on this leads to the proposed energy function: (8) where E user = ν · E user−shape + E user−image . The first term of the user-defined energy function is defined according to [4] by
with a Gaussian-smoothed label function
and the Gaussian kernel function k σ (x). This model has two free parameters ν and σ which can be interpreted as follows. The parameter ν provides the overall weight of the user interaction and determine how strongly the user input will affect the segmentation. The parameter σ defines the spatial range within which a point labeled as object or background will affect the segmentation. It can therefore be interpreted as a brush size.
The novel second term E user−image of E user is inspired by the image energy E image and is defined as follows:
The mass function m user is, in contrast to the mass function m image , defined by the marked regions while the function m image is defined by the image regions divided by the curve.
E user−shape can be interpreted as a user-defined shape prior, while E user−image takes the image information on the marked regions into account and can therefor be interpreted as an indicator for the appearance of a region.
Fusing the mass functions m im and m user contained in E image and E user−image respectively, with Dempster's rule of combination we obtain an energy-functional of the form:
where the mass function m = m im ⊗ m user fuses the image data given by m im and the user data given by m user according to Dempster's rule of combination. Minimizing (12) using variational methods and gradient descent leads to the following partial differential equation:
The Dempster-Shafer theory of evidence is used to fuse the information because feature channels with low support have a lower influence on the evolving boundary as shown in [19] . This is helpful because the user-defined regions can be very sparse, which means that the resulting channel-histograms can have regions where neither the object nor the background region is supported. Using the Bayesian framework for fusing this information would lead to small probabilities for both regions, ignoring all other feature channels, especially the image feature channels. With the proposed framework based on Dempster's rule of combination, this would be interpreted as uncertainty meaning that the other feature channels are not affected by this feature. In contrast to the work of Cremers et al. [4] the proposed framework not merely provides an indication in terms of a shape prior for the segmentation, but actually uses the intensity information given by the user labeling. This information is further combined with Dempster's rule of combination, instead of multiplying the different probabilities, to represent inaccuracy and uncertainty. While the user labels in [4] have only local support to the evolving boundary and thus to the final segmentation, our framework allows global support for user defined regions. Figure 2 shows the proposed general interactive segmentation workflow.
Experiments
In this section we test the proposed user-interactive segmentation framework experimentally. Several results are shown in Figures 1 and 3 and compared to the graph cut framework by Boykov et al. [1] . The images used for the experiments are natural images taken from the berkley segmentation dataset [12] . Furthermore we compared the proposed framework with the user-interactive framework in [4] . While user-interaction only has local influence on the final segmentation in the framework proposed by Cremers et al., our framework allows global influence on the segmentation result with a small stroke, e.g. the global influence of the small foreground stroke in Figure 3 . We also performed a user study, where six persons segmented five real images with the proposed framework and the graph cut segmentation tool. In these moderately difficult examples (e.g. the soldier in Figure 4 ) the proposed framework needed significantly fewer user-interactions while the mean F 1 measure over all segmented images is comparable. The result of our user study is shown in Table  1 . Figure 4 shows some of the segmented images. We have to distinguish that users tend to make longer strokes using graph cuts. Especially the two initial strokes are very large (see Figure 3 and 4) compared to the small strokes in our initialization (2 clicks) initialization (5 strokes) segmentation result segmentation result user interactivity (4 additional strokes) user interactivity (9 additional strokes)
Final segmentation result after user refinement (Initialization (2 clicks, 1 foreground and 3 background strokes)
Segmentation result after user refinement (11 foreground-and 3 background strokes) Fig. 3 . Segmentation results using the proposed interactive segmentation framework (left) and graph cut (right). The proposed segmentation algorithm needs significant fewer user interactions (red and blue strokes) to produce a slightly better result.
2 strokes + 2 clicks 12 strokes 6 strokes + 2 clicks 11 strokes 6 strokes + 2 clicks 9 strokes 3 strokes + 2 clicks 5 strokes Fig. 4 . Segmentation results using the proposed variational framework (left) and GraphCut (right). The yellow curves describe the segmentation boundaries, while the blue and red strokes mark the user defined regions.
framework. The average stroke size with the proposed method is approximately half of the stroke size with graph cuts. Although the proposed method is not implemented on the GPU, the total time for segmenting the images was almost the same for both methods. In addition the users are able to guide the evolving boundary instead of changing the final segmentation.
We have to mention that we did not test other segmentation frameworks like e.g. GrabCut [16] , but the results presented in [16] are very close to what we and the users have achieved in our study. 
Conclusion
We presented a new framework for foreground extraction based on level set methods and Dempster-Shafer theory of evidence. The framework extends the traditional framework by means of user-interactivity to allow more precise segmentations. The user-interactivity (strokes) is integrated into the traditional framework by a user-defined shape prior (local influence) and by user-defined image features (global influence). The impact of the new framework is demonstrated by several experiments on natural images and a user study in comparison to the well known graph cut framework. With the new extensions the level set based segmentation framework allows small user interactions having global influence on the evolving boundary. In comparison to graph cut, the presented framework needs significantly fewer user interactions to produce high-quality segmentations.
