We implement in Matlab a Gauss-like cubature formula on bivariate domains whose boundary is a piecewise smooth Jordan curve (curvilinear polygons). The key tools are Green's integral formula, together with the recent software package chebfun to approximate the boundary curve close to machine precision by piecewise Chebyshev interpolation. Several tests are presented, including some comparisons of this new routine ChebfunGauss with the recent SplineGauss that approximates the boundary by splines.
Introduction.
The problem of integrating numerically at high precision a function over a general bidimensional domain whose boundary is a piecewise smooth Jordan curve (curvilinear polygon), is not a trivial task. General purpose cubature packages typically require that the domain be splitted by the user into simpler geometric elements, and are written in Fortran or C (cf., e.g., the Cubpack package [6] ). Even worse is the situation with standard integrators like Matlab's dblquad, when applied trivially by multiplying with the characteristic function of the domain, since in such a case an artificial discontinuity at the boundary is introduced, which causes inefficiency and often unreliability at high precision. A substantial improvement has been given by the recent Matlab program TwoD by Shampine, which is much more reliable and efficient, but still requires that the domain be splitted into generalized rectangles or sectors; cf. [11] .
In some recent papers, a cubature formula over polygons, and more generally bivariate compact domains whose boundary can be well approximated parametrically by splines, has been proposed (see [12, 13] ). Such a formula 1 Dept. of Pure and Applied Mathematics, University of Padova, Italy e-mail: alvise, marcov@math.unipd.it is in particular exact in P 2 2n−1 (the space of bivariate polynomials of degree at most 2n − 1), stable (since λ |w λ | is bounded with n), the nodes and weights being explicitly known in terms of the univariate Gauss-Legendre ones.
The key point is the Green's integral formula (see, e.g., [1] )
I Ω (f ) = ∂Ω F f (x, y) dy , F f (x, y) = f (x, y) dx , f ∈ C(Ω)
that suggests to approximate the x-primitive F f via a suitable Gauss-Legendre discretization and then integrate along the boundary, again by a Gauss-Legendre rule.
In this paper we apply the same idea, using the recent software package chebfun, which works in the Matlab environment, to approximate the boundary curve close to machine precision by piecewise Chebyshev interpolation. What we obtain is intermediate between a cubature algorithm and a cubature formula: indeed, the final result is an algebraic cubature formula with a fixed degree of exactness, but a key step is the adaptive approximation of the domain boundary. We compare the performance of our formula with the standard Matlab integrator dblquad and the routine SplineGauss [14] on several domains, showing that the new routine ChebfunGauss can achieve a given accuracy with a much lower number of function evaluations.
Piecewise polynomial boundaries
In this section we briefly describe how to construct an algebraic cubature formula using the chebfun system. The theorem that follows adapts a result obtained in [13] (cf. [10] ). If the boundary of the compact domain Ω ⊂ R 2 is defined parametrically by two continuous functions x, y : [a, b] → R (such that x(a) = x(b), y(a) = y(b)), then chebfun provides two (globally continuous) piecewise polynomial interpolantsx,ỹ such that the relative errors in infinite norm between x andx, y andỹ, are close to the machine precision eps.
Consequently, first we will construct a cubature rule based on the approximation of the boundary by a piecewise polynomial parametric curve, and then analyze the cubature error w.r.t. the integral on the original domain. The first step is made with the following Theorem 1 Let K ⊂ R 2 be a compact domain (the closure of a bounded and simply connected open set), whose boundary ∂K is a Jordan piecewise polynomial parametric curve, S(t), t ∈ [t 1 , t L ], given counterclockwise by a sequence of polynomial parametric curves
defined in the interval [t i , t i+1 ], and "breakpoints" The cubature rule
where, denoting by ⌈·⌉ the ceiling operator,
is exact on K for every bivariate polynomial f ∈ P 2 2n−1 .
Proof.
Denoting by V i ⌢ V i+1 the part of the curve between the two breakpoints V i and V i+1 , by Green's theorem and
where F f is an x-primitive of f i.e., for a fixed
In view of the parametrization of the boundary, from (10)
By operating for each univariate integral an affine change of variables, η = η(τ ; t) = (S i,1 (t) − ξ)τ /2 + (S i,1 (t) + ξ)/2 and t = q i (u), cf. (7), we have
Now, if f ∈ P 2 2n−1 , it is easily checked that the integrand on the r.h.s. of (12) is a bivariate polynomial having in the variable τ at most degree 2n − 1 and that, w.r.t. the variable u, is a polynomial of degree
As consequence the integral can be computed exactly by a tensorial GaussLegendre rule having n × n i nodes where n i is the smallest integer such that
From (12) 
that implies
with i = 1, . . . , L, j = 1, . . . , n, k = 1, . . . , n i .
Remark 1
In general the nodes are not contained in the cubature domain Ω but only in the minimal rectangle R ⊇ K with sides parallel to the axes. This fact comes directly from the definition of the cubature nodes. From (5) and (7), being τ
Furthermore, it is easily seen that x ijk belongs to the minimal interval containing S i,1 (q i (τ ni k )) and ξ, implying that (x ijk ,y ijk ) is in the segment connecting (ξ,S i,2 (q i (τ k ni ))) to the boundary point (
Since the latter are both in the rectangle R necessarily every (x ijk ,y ijk ) is in R and of course this the reason why we require that the integrand f is defined in R.
However, as described in [12] , such assumption is not necessary in domains in which there exists a straight line l such that
(A2) every segment q orthogonal to l is such that q ∩ K is connected.
It is not difficult to show that if K is a convex set, taking as base-line l the straight line connecting two points P 1 , P 2 ∈ ∂K such that the segment [P 1 , P 2 ] is a diameter, the assumptions (A1) and (A2) are verified.
When Property N holds, a change of coordinates (rotation) so that l becomes parallel to the new y-axis implies that all the cubature nodes (x ijk , y ijk ) are in K, and that all the weights w ijk are nonnegative, taking as ξ in Theorem 1 the intersection point of l with the new x-axis.
Indeed, when the boundary point (
is on the right (resp. left) of the base-line, i.e.,
, then the tangent vector to the curve remains in the first and second (resp. third and fourth) quadrant, and thus
) is nonnegative (resp. nonpositive); see [12, 13] for more details. To have an idea of the distribution of the cubature nodes corresponding to a chosen base-line, we suggest to have a look at the figures in the last section.
Remark 2 From the previous theorem, the cubature formula having degree of exactness 2n − 1 over a domain K defined parametrically by L polynomial curves (S i,1 , S i,2 ), has n L i=1 n i nodes where
It worth noticing that if the user needs a cubature rule having even degree of exactness M , the cubature rule will actually have degree of excatness M + 1. This is due to the fact that the Gauss-Legendre formula has odd degree of exactness 2n − 1.
Stability and error estimates
Let Ω be a compact domain whose boundary is a Jordan (simple and closed) curve defined parametrically by two piecewise smooth functions x(t), y(t) that are not piecewise polynomials
The chebfun system provides two piecewise polynomials (piecewise interpolating at Chebyshev-Lobatto nodes)x,ỹ :
ε being by default the machine precision. Denoting byΩ is the domain whose boundary is defined as
it is natural to approximate I Ω (f ) with IΩ(f ). Observe that by interpolation ∂Ω is a closed curve,P (a) =P (b); we shall discuss below conditions ensuring that such a piecewise polynomial curve is still a Jordan curve. On the other hand, stability issues of cubature rules require the boundedness of the sum of the weights absolute values, independently of the degree of exactness. Here we will first give such an estimate and then use it for giving an upper bound to
Theorem 2 Under the assumptions of Theorem 1, denoting by ℓ(∂K) the length of the boundary of the domain K, we have
Proof. With the notation used in Theorem 1, since (x ijk ,y ijk ) are points of the minimal rectangle
, we have |x ijk −ξ| ≤ x 2 −x 1 . Furthermore, since the Gauss-Legendre weights are positive and the sum of their absolute values is 2, we have from (6)-
Now, the quantity
corresponds to compute the length of arc
The fact that lim n ℓ n = ℓ(∂K) is due to the convergence properties of GaussLegendre quadrature.
We can now bound the error made in approximating I Ω (f ) with I 2n−1 (f ;P ). Setting f J = max x∈J |f (x)|, E m (f ; J) = min p∈P 2 m f − p J for any compact set J and continuous function f , µ(A) = meas(A) and A∆B = (A ∪ B)\(A ∩ B) for any couple of measurable sets, we have Theorem 3 Let Ω andΩ be as in (15)-(17). Under the assumptions of Theorem 1 for K =Ω, if f ∈ C(Ω ∪Ω) the following cubature error estimate holds
where lim ℓ n = ℓ(∂Ω) (cf. Theorem 2).
Proof. By the triangle inequality,
the cubature formula has degree of exactness 2n − 1 onΩ
that easily gives the error estimate by Theorem 2.
Remark 3 In view of (16) The problem of bounding ℓ n in terms of the original domain Ω is more delicate. Indeed, by Theorem 2 we have that lim n ℓ n = ℓ(∂Ω), but to know that ℓ(∂Ω) ≈ ℓ(∂Ω) we should ensure that not only the curve ∂Ω, but also its tangent vectors are piecewise approximated, at least in the L 1 norm. The theory of Chebyshev interpolation, on which the chebfun package is based, tells us that we have also L 1 -convergence to the derivatives if x ′ , y ′ are at least piecewise Hölder continuous. This comes from the chain of estimates
is any subinterval of smoothness, I N u is the interpolant of degree N at the Chebyshev-Lobatto nodes, and w is the Chebyshev weight function for [α, β]; cf., e.g., [5] . In such a case we can finally write an error estimate like
with J = R, or even J = Ω + B[0, r(ε)] when Ω satisfies Property N.
In order to apply Theorem 3, we should ensure that the approximate boundary ∂Ω is a Jordan curve, namely that it is a simple curve. A sufficient condition is given by a general result proved in [4] . For convenience, we define
Theorem 4 Let P (t) = (x(t), y(t)
Then, any piecewise C 1 closed approximating curve (with the same breakpoints),P (t) = (x(t),ỹ(t)), t ∈ [a, b], is simple itself, provided that the error
is sufficiently small.
Proof. For the sake of concision, we recall only a qualitative proof, in the case that P andP have no breakpoints and P is a regular curve (i.e., P ′ (t + ) = P ′ (t − ) = (0, 0) for every t ∈ (a, b) and P ′ (a + ) = P ′ (b − ) = (0, 0)), working by contradiction with some typical arguments of differential topology (cf., e.g., [7, Thm. 1.7] ). The general proof is quite technical and resorts to the notion of generalized gradient of nonsmooth analysis; see [4] , where also a quantitative proof is provided, with an estimate of the radius of a sufficient approximation neighborhood (even though not always simple to apply in practice).
Assume that the conclusion of the theorem is false. Then, there exists a sequence of C 1 curves, say {P n }, with lim P n − P C 1 = 0, that are not simple, i.e., for every n there exist u n , v n ∈ [a, b), or u n , v n ∈ (a, b], u n = v n , such that P n (u n ) = P n (v n ). By resorting possibly to subsequences, we may assume that lim u n = u and lim v n = v exist; since lim P n − P ∞ = 0, we have that lim P n (u n ) = P (u) = P (v) = lim P n (v n ). Now, we may have either u = v, or u = b and v = a, or u = a and v = b. Consider without loss of generality the case that either u = v or u = b and v = a, and definev n = v n if v = a,v n = v n + 1 if u = b and v = a (i.e., limv n = u). Extend P (and P n ) to [a, 2b − a] asP (t) = P (t), t ∈ [a, b] and P (t) = P (t − (b − a)), t ∈ (b, b + (b − a)] (the extension being still C 1 ). Applying the Hermite-Genocchi formula to the first divided differences (cf., e.g., [2] ), we can write
where the vector sequence E n tends to zero since E n ∞ ≤ (b − a) P ′ n − P ′ ∞ . Now, we have assumed that P (u) is not singular: taking the limit as n → ∞ we get the contradictionP ′ (u) = P ′ (u) = (0, 0).
Remark 4
The kind of approximation in Theorem 4 is completely general. Indeed, it is only required that not only the curve, but also its tangent vectors are (piecewise) approximated. This means that the result can be applied for example to piecewise polynomial or trigonometric approximation, under suitable smoothness assumptions, and in general to any approximation process which guarantees convergence in P C 1 (the only constraint being that the approximating curve is closed if the original one is, a property that is guaranteed by any interpolation method including the endpoints of the parameter interval).
We recall that piecewise Chebyshev-Lobatto interpolation of maximal degree N guarantees convergence in P C 1 for functions that are piecewise C 3+α , α > 0, with order O(N −α ), in view of classical results concerning convergence of such process in Sobolev spaces; cf., e.g., [5, §5.5.3] . This gives a reasonable confidence that chebfun, which approximates around machine precision, is able to produce a Jordan curve when the original one is a piecewise C 1 and generalized regular Jordan curve.
To conclude this section, it is worth discussing the following problem: can we give an error estimate like that of Theorem 3, in the case when the approximate boundary is not guaranteed to be a simple curve? This happens, for example, if the original curve has some singular point, so that Theorem 4 cannot be applied. Some classical closed parametric curves, like the cardioid, the nephroid, the bicorn, and many others, fall in this situation.
A partial answer can be given by the following result:
Let Ω be as in (15), and letP (t) = (x(t),ỹ(t)), t ∈ [a, b], be the piecewise polynomial approximating curve (16) . Assume that the integrand f is Hölder-continuous with constant C and exponent 0 < α ≤ 1 on the minimal
Then, the following estimate holds for the error of the cubature formula (4) with S =P
where lim ℓ n = ℓ(Γ).
Proof. Take p * 2n−1 ∈ P 2 2n−1 , for brevity p * , such that E 2n−1 (f ; R) = f −p * R . Using the primitive (10) with ξ ∈ [x 1 , x 2 ], we can write the following chain of estimates
where we have used the fact that Γ F p * dy = I 2n−1 (p * ;P ) by construction of the cubature formula (4). Now, observing that for every Q = (q 1 , q 2 ) ∈ Ω ∪Γ ⊆ R and for every function g continuous in R
and using the Hölder continuity of f and Theorem 2, we get easily the final cubature error estimate.
Numerical tests
In this section we present a brief description of some relevant software features, and several numerical tests.
The routine ChebfunGauss (cf. [15] ) implements the cubature formula defined above and is based on the chebfun system (that requires at least a Matlab version 7.4). Given the boundary ∂Ω by two univariate functions (x(t), y(t)), t ∈ [a, b], we substitute them by the piecewise polynomials (x,ỹ) computed by chebfun. For example, by
we obtain the approximation of the boundary of the unit disk. When the functions are only piecewise smooth, chebfun is able to detect their singularities. Next, it is necessary to compute the derivative ofx simply by applying the chebfun command diff to x tilde. Once we have achieved the endpoints (singularities) ofx,ỹ by x tilde endpoints=x tilde.ends; y tilde endpoints=y tilde.ends;
and the degrees of the piecewise polynomials by x tilde degrees=x tilde.funs; y tilde degrees=y tilde.funs;
we can easily get the breakpoints V i and the local polynomials S i,1 ∈ P 2 i1 , S i,2 ∈ P 2 i2 , and build the cubature formula as described in Theorem 1 (by a suitable modification of the routine SplineGauss (cf. [14] )).
In the numerical experiments, we have integrated five test functions over five domains with (piecewise) smooth boundary, namely the unit disk, a lune, the union and the intersection of two disks, a cardioid, with different algebraic degrees of exactness (shortened ADE). As test functions we have chosen
namely a bivariate polynomial of degree 19, two gaussians centered in (0.5, 0.5) with different variance parameter, the euclidean distance from the point (0.5, 0.5),
and an oscillating function. The reference values of the integrals have been computed by a combination of methods, including the use of our formula at very high degree of exactness. All the domains satisfy Property N, which not inherited, in general, after boundary approximation. Nevertheless, in all the tests the cubature nodes turned out to be in the domain and the weights to be positive. This not surprising, in view of the fact that such are the nodes and weights if we use directly x(t) and y(t) instead of the approximants S i,j (t) in (5)- (6), and that the approximation errors are not far from machine precision.
The purpose of the numerical tests, is to show the capability of the numerical code ChebfunGauss to find automatically singularities and approximate accurately the boundaries (due to the features of chebfun), and then to compute the integral using, at the same error level, less points than the Matlab's built-in dblquad and the spline-based code SplineGauss [14] .
Disk
On the unit disk, with boundary parametrized as
we have chosen as base-line l the y-axis (see Property N) ; the boundary is approximated around machine precision by chebfun with deg(x) = 20 and deg(ỹ) = 21. The reference integrals are
The error assumption of Theorem 4 is satisfied using a chebfun representation of the circle, since, as it has been shown in [4] , any C 1 curve approximating the circle is simple provided that P −P C 1 < √ 4π 2 + 8 − 2π) = 0.607... . We observe that in the column of function f 1 in Table 1 we have displayed the absolute error (and not the relative one as in the other examples) since the exact value of the integral is 0 (as is trivial by symmetry). In Figure 1 we show the cubature points for ADE = 11.
Of course, one can observe that taylored rules for the disk use much less points at the same error level, but one has to keep in mind the flexibility of our routine ChebfunGauss, which can work on quite general domains, as it will be shown by the next examples.
Lune
We consider a lune Ω defined as the difference of two disks with radius 0.5 centered in (0.5, 0.5) and (0, 0), respectively. The boundary ∂Ω can be represented by the curve
We have chosen as base-line l the straightline joining the points (0.5, 0) and (0.5, 1), which gives Property N to the lune; the boundary is approxi- This example was considered also in [13] . In Table 3 we compare the number of function evaluations needed by Matlab dblquad with those of SplineGauss and ChebfunGauss, at the same level of accuracy. Such accuracies have been taken from [13, Table 5 ], where the boundary of the lune is approximated by quintic splines with 128 interpolation points (65 points on each of the two circular arcs). In the case of ChebfunGauss they were obtained by a rule having degree of exactness 13, 9, 21, 15, 17, and show the better performance of this method, which uses about 5 percent of the number of points w.r.t. SplineGauss, and from less than 1 to 20 percent w.r.t. dblquad depending on the regularity of the function. 
Union of two disks
The domain Ω is defined as the union of two disks with radius 1 centered in ( √ 2/2, 0) and (− √ 2/2, 0), and its boundary can be represented by the curve 
Intersection of two disks
The domain Ω is defined as the union of two disks with radius 1 centered in ((1 + √ 2)/2, 1/2) and ((1 − √ 2)/2, 1/2), and its boundary can be represented 
Cardioid
The domain Ω is a cardioid, whose boundary has parametric equations P (t) = ((1 − cos (t)) cos (t) + 1, (1 − cos (t)) sin (t)) , t ∈ [0, 2π]
As base-line we have chosen the straighline l joining the singular points (0.25, 0) and (0.25, 1); the boundary is approximated around machine precision by chebfun with deg(x) = 26 and deg(ỹ) = 27. Notice that the point (0, 0) is singular, so that Theorem 4 cannot be invoked to apply Theorem 3. Nevertheless, the error estimates of Theorem 5 here apply. The reference integrals are I Ω (f 1 ) = 22718.51704296164, I Ω (f 2 ) = 2.080016120389035, I Ω (f 3 ) = 0.03141592653589625, I Ω (f 4 ) = 4.547551380452429, I Ω (f 5 ) = 0.00716967189473 5140. 
