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In this work we obtain theoretical results on continuity of selected pullback at-
tractors and we apply them to reaction diffusion equations with dynamical boundary
conditions.
Keywords: Selected pullback attractors, continuity of attractors; reaction-diffusion
equations; dynamic boundary conditions.
AMS 2010 Subject Classification: Primary: 35B41; 35K55; 35K57
Secondary: 35B40; 35K92.
1 Introduction
The study of the asymptotic behavior of infinite dimensional evolution problems is con-
nected with the existence of attractors for semigroups (or processes for nonautonomous
problems) associated with partial differential equations. Sometimes the uniqueness of so-
lutions of the Initial Value Problem fails or it is not known to hold. In this case one have
to use the theory of multivalued semigroups (or multivalued processes for nonautonomous
problems).
For some problems it is not possible to guarantee the existence of global attractors
or pullback attractors. For this reason, some researchers had introduced different weaker
concepts of attractors. Simsen-Gentile in [11] had introduced the notion of ϕ−attractor
for a multivalued semigroup defined by a generalized semiflow. Kapustyan-Pankov-Valero
in [4, 5] considered 3D-Be´nard systems which is a model in hydrodynamics and describes
the behaviour of the velocity, the pressure and the temperature of an incompressible
fluid.These systems, in general, do not have a global attractor because of the lack of good
dissipativity estimates for all weak solutions. However, they proved the existence of a
ϕ−attractor for the 3D-Be´nard systems. See also [6, 7]. Caraballo-Kloeden-Mar´ın–Rubio
in [1] introduced the concept of a weak pullback attractor and Samprogna-Simsen in [9]
introduced the concept of Selected pullback attractors.
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In this paper we develop some abstract results and apply them to a p−Laplacian
evolution equation without guarantee of uniqueness of solution. In the Section 2, for the
completeness of the work, we revise some concepts and results from [9]. Section 3 present
new theoretical results on continuity of selected pullback attractors. The last section is
devoted to give an application to a p−Laplacian reaction-diffusion equation with dynamic
boundary conditions.
2 Selected Pullback Attractor
Let (X, d) be a complete metric space. For x ∈ X , A,B ⊂ X and ǫ > 0 we define
d(x,A) := inf
a∈A
{d(x, a)};
dist(A,B) := sup
a∈A
inf
b∈B
{d(a, b)};
distH(A,B) := max{dist(A,B), dist(B,A)};
Oǫ(A) := {z ∈ X ; d(z, A) < ǫ}.
Denote by P(X), B(X) and K(X) the nonempty, nonempty and bounded and nonempty
and compact subsets of X , respectively.
Definition 1 (Generalized Process) A generalized process G = {G (τ)}τ∈R in X
is a family of sets G (τ) consisting of functions ϕ : [τ,∞)→ X, called solutions, satisfying
the following conditions:
(C1) For each τ ∈ R and z ∈ X there exists at least one ϕ ∈ G with ϕ(τ) = z;
(C2) If ϕ ∈ G (τ) and s ≥ 0, then ϕ+s ∈ G (τ + s), where ϕ+s := ϕ|[τ+s,∞);
(C3) If {ϕj}j∈N ⊂ G (τ) and ϕj(τ) → z, there is a subsequence {ϕjk}k∈N of {ϕj}j∈N and
ϕ ∈ G (τ) with ϕ(τ) = z and such that ϕjk(t)→ ϕ(t) when k →∞, for each t ≥ τ .
Whether G is formed by continuous functions we call this process a continuous process.
Definition 2 A generalized process G = {G (τ)}τ∈R is said to be locally uniformly
upper semicontinuous (LUUS) if it satisfies the following condition:
(C4) If {ϕj}j∈N is a sequence such that ϕj ∈ G (τ) and ϕj(τ)→ z, then there is ϕ ∈ G (τ)
with ϕ(τ) = z and subsequence {ϕjk}k∈N such that ϕjk → ϕ uniformly on compact
subsets of [τ,+∞) when k →∞.
Definition 3 We say that a generalized process G = {G (τ)}τ∈R is exact (or strict) if
it satisfies the following condition:
(C5) (Concatenation) Let ϕ ∈ G (τ) and ψ ∈ G (r) such that ϕ(s) = ψ(s) for some
s ≥ r ≥ τ . If θ is defined by
θ(t) :=
{
ϕ(t), t ∈ [τ, s],
ψ(t), t ∈ (s,∞),
then θ ∈ G (τ).
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Definition 4 We say that there exists a complete orbit through x ∈ X at τ ∈ R if
there is a map ψ : R→ X with ψ(τ) = x and for all s ∈ R, ψ|[τ+s,∞) ∈ G (τ + s).
We refer the reader to [10, 12] for more details on generalized process theory.
Definition 5 Let A = {A(t)}t∈R be a family of sets. We say that A select pullback
attracts an element x ∈ X at time t ∈ R if given ε > 0 there is τ0 ≤ t such that for all
τ ≤ τ0 there is ϕτ ∈ G (τ) with ϕτ (τ) = x and
ϕτ (t) ∈ Oε(A(t)).
Definition 6 Let A = {A(t)}t∈R be a family of subsets of X. We say that A is quasi-
invariant if for each z ∈ A(τ) for some τ ∈ R, there exists a complete orbit ψ through
z at τ with ψ(t) ∈ A(t) for all t ∈ R.
Remark 7 Quasi-invariance is named as weak invariance in [1].
Definition 8 We say that a generalized process G has the uniform selected K-property
if there exist a family of compact sets {K(t)}t∈R such that given x ∈ X for each τ ∈ R
there is ϕτ ∈ G (τ) with ϕτ (τ) = x, and this family of solutions {ϕτ}τ∈R has the following
property: for each t ∈ R there is τ0 ≤ t and sequence {ετ (t)}τ≤τ0 such that
ϕτ (t) ∈ Oετ (K(t)), τ ≤ τ0,
with ετ → 0 as τ → −∞.
Theorem 9 [[9],Theorem 25] If the generalized process G possess the uniform selected
K-property, then it have a quasi-invariant global select pullback attractor A = {A(t)}t∈R.
3 Continuity of Selected Pullback Attractors
In this section we present abstract new results.
Theorem 10 Let G a continuous and LUUS generalized process with the uniform selected
K-property and the family {A(t)}t∈R is the global selected pullback attractor. Then the
setvalued mapping t→ A(t) is continuous, i.e.,
lim
s→t
distH(A(s),A(t)) = 0, ∀ t ∈ R.
Proof. Fixed t ∈ R, firstly, consider the limit dist(A(t),A(s)) as s → t. Suppose that
lim
s→t
dist(A(t),A(s)) is not zero, then there would exist δ > 0 and a sequence sn → t such
that
δ ≤ dist(A(t),A(sn)), ∀ n ∈ N. (1)
Since A(t) is compact, for each n ∈ N there exist an ∈ A(t) with
dist(A(t),A(sn)) = dist(an,A(sn)) ≤ dist(an, asn))
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for all asn ∈ A(sn).
From Theorem 9, for each an ∈ A(t) there exist a complete trajectory ϕn ∈ G (t) such
that ϕn(s) ∈ A(s) for all s ∈ R with ϕn(t) = an. As A(t) is a compact set there is
a ∈ A(t) such that, up to subsequence, an → a.
From the LUUS property, there exist ϕt ∈ G (t) such that ϕn → ϕt uniformly on
compact subsets of [t,+∞).
However, we have that bn := ϕn(t− 1) ∈ A(t− 1) for each n ∈ N, then, analogous to
the above, there exist b ∈ A(t − 1) and ϕt−1 ∈ G (t − 1) such that, up to subsequence,
bn → b and ϕt−1(t− 1) = b with ϕn → ϕt−1 uniformly on compact subsets of [t− 1,+∞).
Moreover, ϕt−1(s) = ϕt(s) for each s ∈ [t,+∞).
Given s ∈ [t−1,∞), define ϕ(s) as the common value of ϕt−1(s) and ϕt(s) if s ∈ [t,∞)
or just ϕt−1(s) if s ∈ [t− 1, t). Then ϕn → ϕ uniformly on compact subsets of [t− 1,∞).
Note that, for n large enough we have that sn ∈ [t − 1,∞), in this case, from the
continuity of the trajectories and the uniform convergence of ϕn → ϕ on compact subsets
of [t− 1,+∞), we have that
dist(A(t),A(sn)) ≤ d(ϕn(t), ϕn(sn))
≤ d(ϕn(t), ϕ(t)) + d(ϕ(t), ϕ(sn)) + d(ϕ(sn), ϕn(sn))→ 0.
contradicting (1). Therefore, lim
s→t
dist(A(t),A(s)) = 0.
On the other hand, now let us show lim
s→t
dist(A(s),A(t)) = 0. Suppose that it does
not hold, then there would exist δ > 0 and a sequence sn → t such that
δ ≤ dist(A(sn),A(t)) ∀ n ∈ N. (2)
Since A(sn) is compact, there exist an ∈ A(sn) such that
dist(A(sn),A(t)) = dist(an,A(t)) ≤ dist(an, a),
for all a ∈ A(t).
From Theorem 9, for each an there exist a complete trajectory ϕn with ϕn(sn) = an
and ϕn(s) ∈ A(s) for all s ∈ R.
As sn → t there exist n0 ∈ N such that sn ∈ [t − 1,∞) for all n ≥ n0. Consider a
subsequence starting on sn0 , which we do not relabel.
We have that
ϕn(t− 1) ∈ A(t− 1),
and, provided that A(t−1) is compact, there is a0 ∈ A(t−1) such that, up to subsequence,
ϕn(t− 1)→ a0 as n→ +∞.
From the LUUS property there exist ϕ ∈ G (t−1) with ϕn → ϕ uniformly on compact
subsets of [t− 1,+∞).
From the continuity of the trajectories and the uniform convergence of ϕn → ϕ on
compact subsets of [t− 1,+∞), we have that
dist(A(sn),A(t)) ≤ d(ϕn(sn), ϕn(t))
≤ d(ϕn(sn), ϕ(sn)) + d(ϕ(sn), ϕ(t)) + d(ϕ(t), ϕn(t))→ 0.
contradicting (2).
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Remark 11 One version of the above theorem can be found in Proposition 11 of [1],
where the authors have used an exact and locally uniform upper semicontinuity in t for
a setvalued process (or multivalued process). Note that, in our case the setvalued process
generated by the generalized process G on the above theorem do not necessary be an ex-
act setvalued process, and the uniformly upper semicontinuity can be obtained by LUUS
property.
Theorem 12 Let A be a forward compact selected pullback attractor, i.e.,
∪s≥tA(s)
is a compact set for all t ∈ R. Then, we have that
limt→∞dist(A(t),A(∞)) = 0, (3)
where A(∞) := ∩t∈R∪r≥tA(r).
Proof. Note that, since A is forward compact the set A(∞) is a compact set.
Suppose that (3) is not true, then there are δ > 0 and a real sequence {tn}n∈N with
0 < tn ր +∞ such that dist(A(tn),A(∞)) ≥ δ for all n ∈ N.
Thus, for each n ∈ N there is xn ∈ A(tn) such that
dist(xn,A(∞)) ≥ δ. (4)
Note that, for some t0 ≥ 0, we have {xn}n∈N ⊂ ∪s≥t0A(s) for tn ≥ t0.
As A is a forward compact family we have that the sequence {xn}n∈N has got a con-
vergent subsequence, which we do not relabel, and let x ∈ X a limit of this subsequence.
From the definition we have x ∈ A(∞), and then (4) is a contradiction.
Theorem 13 Let A be a backward compact selected pullback attractor, i.e.,
∪s≤tA(s)
is a compact set for all t ∈ R. then, we have
lim
t→−∞
dist(A(t),A(−∞)) = 0, (5)
where A(−∞) := ∩t∈R∪r≤tA(r).
Proof. Note that, since A is backward compact the set A(−∞) is a compact set.
Suppose that (5) is not true, then there are δ > 0 and a real sequence {tn}n∈N with
0 > tn ց −∞ such that dist(A(tn),A(−∞)) ≥ δ for all n ∈ N.
Thus, for each n ∈ N there is xn ∈ A(tn) such that
dist(xn,A(−∞)) ≥ δ. (6)
Note that, for some t0 ≤ 0, we have {xn}n∈N ⊂ ∪s≤t0A(s) for tn ≤ t0.
As A is a backward compact family we have that the sequence {xn}n∈N has a conver-
gent subsequence, which we do not relabel, and let x ∈ X a limit of this subsequence.
From the definition we have x ∈ A(−∞), and then (6) is a contradiction.
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Definition 14 Let A = {A(t)} be a quasi-invariant global selected pullback attractor
of a generalized process G . We say that the generalized process G is asymptotically
autonomous for A if for each sequence {xτ} ⊂ X such that xτ ∈ A(τ) and xτ → x0
as τ →∞, let ϕτ a complete trajectory with ϕτ (τ) = xτ and ϕτ (s) ∈ A(s) for all s ∈ R,
we have that there exist a solution ϕ of an autonomous problem such that
ϕτ (t+ τ)→ ϕ(t) as τ →∞ and ϕ(0) = x0.
Theorem 15 Let G be an asymptotically autonomous for a selected pullback attractor
A and let A∞ be the global attractor of the corresponding autonomous problem. If the
selected pullback attractor A is forward compact, then
lim
t→∞
dist(A(t),A∞) = 0. (7)
Proof. Let A forward compact and suppose (7) is not true. Then there would exist an
ε0 > 0 and a real sequence {τn} with 0 < τn ր +∞ such that dist(A(τn),A∞) ≥ 3ε0 for
all n ∈ N. Since the sets A(τn) are compact, there exist an ∈ A(τn) such that
dist(an,A∞) = dist(A(τn),A∞) ≥ 3ε0, (8)
for each n ∈ N.
Let C = ∪s≥0A(s) a compact set, there is n0 > 0 such that
dist(G(τn0 , C),A∞) ≤ ε0.
with G(t, ·) is the multivalued semigroup of the corresponding autonomous problem.
Note that the sequence 0 < τn − τn0 ր∞ for all n ≥ n0, and there are a sequence of
complete orbits ϕτn−τn0 and a sequence {bn}n≥n0 with ϕτn−τn0 (τn−τn0) = bn ∈ A(τn−τn0)
and
an = ϕτn−τn0 (τn).
We have that {bn} ⊂ C, then there is b such that, up to a subsequence, bn → b
We have that,
an = ϕτn−τn0 (τn0 + τn − τn0)→ ϕ(τn0)
with ϕ(0) = b, and then ϕ(τn0) ∈ G(τn0 , C).
Therefore, for n large enough, we have
dist(an,A∞) ≤ ‖an − ϕ(τn0)‖+ dist(ϕ(τn0),A∞) ≤ 2ε0
which contradicts (8).
Theorem 16 Let G be a LUUS process composed by continuous functions and asymptot-
ically autonomous for A with A∞ be the global attractor of the corresponding autonomous
problem. If
lim
t→∞
dist(A(t),A∞)→ 0, (9)
then the selected pullback attractor A is forward compact.
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Proof. Suppose that (9) is true. For fixed t ∈ R let {xn} ⊂ ∪t≤rA(r). For each n ∈ N
there is rn such that xn ∈ A(rn). Thus we have two cases:
Case 1: r0 := supnrn <∞.
In this case there is a sequence {ϕn} with ϕn(rn) = xn and ϕn(t) ∈ A(t), as the set
A(t) is compact there is b ∈ X such that, up to a subsequence, ϕn(t) → b. From the
LUUS property of G there exist ϕ ∈ G (t) such that ϕn → ϕ on compact subsets of [t,∞).
As {rn} ⊂ [t, r0] there is r
′ ∈ [t, r0] such that, up to a subsequence, rn → r
′. Given
ε > 0 and from the continuity of the solutions and uniform convergence of ϕn in [t, r0],
for n large enough, we get
‖ϕn(rn)− ϕ(r
′)‖ ≤ ‖ϕn(rn)− ϕ(rn)‖+ ‖ϕ(rn)− ϕ(r
′)‖ < ε.
Case 2: supn rn =∞.
In this case, up to a subsequence, we may assume rn ր∞. We have
dist(xn,A∞) ≤ dist(A(rn),A∞)→ 0.
We can choose yn ∈ A∞ such that
d(xn, yn) ≤ dist(xn,A∞) +
1
n
.
There is y ∈ A∞ such that, up to a subsequence, yn → y, which implies that xn → y.
Definition 17 Let A = {A(t)} be a quasi-invariant global selected pullback attractor
of a generalized process G . We say that the generalized process G is asymptotically
backward autonomous for A if for each sequence {xτ} ⊂ X such that xτ ∈ A(τ) and
xτ → x0 when τ → −∞, let ϕτ a complete trajectory with ϕτ (τ) = xτ and ϕτ (s) ∈ A(s)
for all s ∈ R, we have that there exist a solution ϕ of an autonomous problem such that
ϕτ (t+ τ)→ ϕ(t)
with τ → −∞ and ϕ(0) = x0.
Theorem 18 Let G be an asymptotically backward autonomous process for a selected
pullback attractor A and let A∞ be the global attractor of the corresponding autonomous
problem. If the selected pullback attractor is backwards compact, then
lim
t→−∞
dist(A(t),A∞) = 0. (10)
Proof.
Let A backward compact and suppose (10) is not true. Then, there would exist an
ε0 > 0 and a real sequence {τn} with 0 < τn ր +∞ such that dist(A(−τn),A∞) ≥ 3ε0
for all n ∈ N. Since the sets A(−τn) are compact, there exists an ∈ A(−τn) such that
dist(an,A∞) = dist(A(−τn),A∞) ≥ 3ε0, (11)
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for each n ∈ N.
Let C = ∪s≤0A(s) a compact set, there is T0 > 0 such that
dist(G(T0, C),A∞) ≤ ε0.
with G(t, ·) is the multivalued semigroup of the corresponding autonomous problem.
Note that the sequence 0 > −τn − T0 ց −∞, and there are a sequence of complete
orbits {ϕ−τn−T0}n∈N and a sequence {bn}n∈N with ϕ−τn−T0(−τn − T0) = bn ∈ A(−τn− T0)
and
an = ϕ−τn−T0(−τn).
We have that {bn} ⊂ C, then there is b ∈ C such that, up to a subsequence, bn → b.
We have then,
an = ϕ−τn−T0(T0 − τn − T0)→ ϕ(T0)
with ϕ(0) = b, and then ϕ(T0) ∈ G(T0, C).
Therefore, for n large enough, we have
dist(an,A∞) ≤ ‖an − ϕ(T0)‖+ dist(ϕ(T0),A∞) ≤ 2ε0
which contradicts (11).
Theorem 19 Let G be a LUUS process composed by continuous functions and asympto-
tically backwards autonomous for A with A∞ be the global attractor of the corresponding
autonomous problem. If
lim
t→−∞
dist(A(t),A∞)→ 0, (12)
then the selected pullback attractor A is backwards compact.
Proof. Suppose that (12) is true. For fixed t ∈ R let {xn} ⊂ ∪r≤tA(r). For each n ∈ N
there is rn such that xn ∈ A(rn). Thus we have two cases:
Case 1: r0 := infn rn > −∞.
In this case there is a sequence {ϕn} with ϕn(rn) = xn and ϕn(r0) ∈ A(r0), as the
set A(r0) is compact there is b ∈ X such that, up to a subsequence, ϕn(r0) → b. From
the LUUS property of G there exist ϕ ∈ G (r0) such that ϕn → ϕ on compact subsets of
[r0,∞).
As {rn} ⊂ [r0, t] there is r
′ ∈ [r0, t] such that, up to a subsequence, rn → r
′. Given
ε > 0 and from the continuity of the solutions and uniform convergence of ϕn in [r0, t],
for n large enough, we get
‖ϕn(rn)− ϕ(r
′)‖ ≤ ‖ϕn(rn)− ϕ(rn)‖+ ‖ϕ(rn)− ϕ(r
′)‖ < ε.
Case 2: infn rn = −∞.
In this case, up to a subsequence, we may assume rn ց −∞. We have
dist(xn,A∞) ≤ dist(A(rn),A∞)→ 0.
We can choose yn ∈ A∞ such that
d(xn, yn) ≤ dist(xn,A∞) +
1
n
.
There is y ∈ A∞ such that, up to a subsequence, yn → y, which implies that xn → y.
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4 An application to a reaction-diffusion equation with dynamic
boundary conditions
In [9] where the authors have introduced the concept of selected pullback attractor, as
an application of the theory the authors have considered the following problem with a
nonautonomous p-Laplacian equation,


ut −∆pu+ f1(t, u) = g1(t, x), (t, x) ∈ (τ,+∞)× Ω,
ut + |∇u|
p−2∂−→n u+ f2(t, u) = g2(t, x), (t, x) ∈ (τ,+∞)× Γ,
u(τ) = u0,
(P )
where Ω ⊂ RN is a bounded domain with smooth boundary Γ = ∂Ω, N ≥ 3 and ∆p
denotes the p-Laplacian operator with p ∈ (2,+∞). One of the hypotheses for the
perturbations fi are fi ∈ C(R
2) and satisfies
ai(t)|s|
ri − ki(t) ≤ fi(t, s)s, (13)
for a.a. t ∈ R and every s ∈ R with ai ∈ L
1
loc(R) real functions such that ai(t) ≥ a0 > 0
for some fixed real number a0, and ki ∈ L
1
loc(R) are positive functions, for i = 1, 2, besides
that, there are functions Ci ∈ L
∞
loc(R), i = 1, 2, such that |fi(t, s)| ≤ Ci(t)(|s|
ri−1 +1) a.e.
for t ∈ R and each s ∈ R. Some others hypotheses on the perturbations and external
forces are required, see [8] for details.
The initial state u0 belongs to the space X
2, where
X
2 := L2(Ω, dx)× L2(Γ, dS) = {F = (f, g); f ∈ L2(Ω) and g ∈ L2(Γ)},
with the norm
‖F‖X2 =
(∫
Ω
|f |2dx+
∫
Γ
|g|2dS
)1
2
.
This space can be identified with the space L2(Ω, dµ) where dµ = dx⊕dS, i.e., if A ⊂ Ω is
µ−measurable, then µ(A) = |A∩Ω|+S(A∩Γ) and S is the surface measure in boundary
Γ, see [8] for more details.
The authors in [8] could not ensure the uniqueness of solution with the assumed
hypotheses and then they work with a possibility of the existence of others solutions. They
have ensured the existence of a D-pullback attractor for a generalized process compused
only with solutions which are from Faedo-Galerkin method and attracts the families of
sets {D(t) : t ∈ R} of nonempty subsets of L2r−2(Ω)× L2r−2(Γ) ⊂ L2(Ω, dµ) such that
lim
s→−∞
eθs[D(s)] = 0,
where [D(s)] = sup
{
‖u‖2r−2
L2r−2(Ω) + ‖v‖
2r−2
L2r−2(Γ) : (u, v) ∈ D(s)
}
where r and θ > 0 are
suitable constants, with 2r − 2 > 2.
The restriction on the generalized process is because of some technicalities to develop
the estimates of the solution, and then the attraction is ensured only for solutions from
Faedo-Galerkin method. As we do not have the uniqueness we have no guarantees that
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there exist another solution that it is not coming from a sequence of Faedo-Galerkin
method.
In particular, this D-pullbak attractor when we consider a generalized process com-
pused with any solution of the problem is a selected pullback attractor, it was observed
in [9].
First of all, consider all the assumptions given in section 5 of [8]. Here, we will consider
some additional assumptions on the perturbations of the operators and external forces,
and ensure the continuity of the selected pullback attractor of the Problem (P ).
Assumption A: For g˜1 ∈ L
2r−2(Ω) and g˜2 ∈ L
2r−2(Γ) we have
lim
τ→+∞
∫ +∞
τ
‖g1(τ + s)− g˜1‖
2r−2
2r−2,Ω + ‖g2(τ + s)− g˜2‖
2r−2
2r−2,Γds = 0.
Assumption B:
sup
t∈R
∫ t
−∞
eθ(s−t)(k1(s) + k2(s))ds < +∞ (14)
and
sup
t∈R
∫ t
−∞
eθ(s−t)(k1(s)
r−1 + k2(s)
r−1)ds < +∞. (15)
Besides that, Ci ∈ L
∞(R), for each i ∈ {1, 2}.
Theorem 10 can naturally be applied for the Problem (P ). The next lemma will be
necessary to obtain the asymptotic continuity, i.e., to be possible apply Theorem 12.
Lemma 20 The Selected Pullback Attractor A = {A(t)}t∈R of the Problem (P ) is forward
compact.
Proof. Due to ensure the existence of D-pullback attractor o the work [8] the authors
have showed the existence of a D-pullback absorbing set, given by
B := {B(t)}t∈R :=
{
BVp(0, R(t))
⋂
K(t)
}
t∈R
. (16)
where Vp is a Banach space compactly embedding in X2. What matters to us is that,
assuming the Assumption B, we can write briefly
R(t) :=
[
C0 + C
(
e−θ(t+1)
∫ t+1
−∞
eθs(‖g1(s)‖
2r−2
2r−2,Ω + ‖g2(s)‖
2r−2
2r−2,Γ)ds
+ e−θt
∫ t+1
−∞
eθs(‖g1(s)‖
2
2,Ω + ‖g2(s)‖
2
2,Γ)ds
)] 1
p
.
From assumption A, there is N ∈ N such that
∫ ∞
N
‖g1(s)− g˜1‖
2r−2
2r−2,Ω + ‖g2(s)− g˜2‖
2r−2
2r−2,Γds < 1.
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Note that,
sup
t≥N
∫ t+1
−∞
eθ(s−(t+1))(‖g1(s)‖
2r−2
2r−2,Ω + ‖g2(s)‖
2r−2
2r−2,Γ)ds
≤ sup
t≥N
∫ t+1
−∞
eθ(s−(t+1))(‖g1(s)− g˜1‖
2r−2
2r−2,Ω + ‖g˜1‖
2r−2
2r−2,Ω + ‖g2(s)− g˜2‖
2r−2
2r−2,Γ + ‖g˜2‖
2r−2
2r−2,Γ)ds
≤ sup
t≥N
∫ t+1
−∞
eθ(s−(t+1))(‖g1(s)− g˜1‖
2r−2
2r−2,Ω + ‖g2(s)− g˜2‖
2r−2
2r−2,Γ)ds+
‖g˜1‖
2r−2
2r−2,Ω
θ
+
‖g˜2‖
2r−2
2r−2,Γ
θ
≤ sup
t≥N
(∫ N
−∞
eθ(s−(t+1))(‖g1(s)− g˜1‖
2r−2
2r−2,Ω)ds+
∫ t+1
N
‖g1(s)− g˜1‖
2r−2
2r−2,Ωds
+
∫ N
−∞
eθ(s−(t+1))(‖g2(s)− g˜2‖
2r−2
2r−2,Γ)ds+
∫ t+1
N
‖g2(s)− g˜2‖
2r−2
2r−2,Γ
)
+
‖g˜1‖
2r−2
2r−2,Ω
θ
+
‖g˜2‖
2r−2
2r−2,Γ
θ
≤
∫ N
−∞
eθs(‖g1(s)− g˜1‖
2r−2
2r−2,Ω + ‖g2(s)− g˜2‖
2r−2
2r−2,Γ)ds+ 1 +
‖g˜1‖
2r−2
2r−2,Ω
θ
+
‖g˜2‖
2r−2
2r−2,Γ
θ
,
from the hypotheses for existence of D-pullback attractor, see section 5 of [8], this last
line of the inequality above is bounded.
From Lemma 2.1 of [8], we get
sup
t≥N
∫ t+1
−∞
eθ(s−(t+1))(‖g1(s)‖
2
2,Ω + ‖g2(s)‖
2
2,Γ)ds
≤ sup
t≥N
∫ t+1
−∞
eθ(s−(t+1))(‖g1(s)‖
2r−2
2r−2,Ω + ‖g2(s)‖
2r−2
2r−2,Γ +K)ds
≤ sup
t≥N
∫ t+1
−∞
eθ(s−(t+1))(‖g1(s)‖
2r−2
2r−2,Ω + ‖g2(s)‖
2r−2
2r−2,Γ)ds+
K
θ
< +∞.
And thus,
sup
t≥N
(
e−θt
∫ t+1
−∞
eθs(‖g1(s)‖
2
2,Ω + ‖g2(s)‖
2
2,Γ)ds
)
≤ eθ
(
sup
t≥N
∫ t+1
−∞
eθ(s−(t+1))(‖g1(s)‖
2r−2
2r−2,Ω + ‖g2(s)‖
2r−2
2r−2,Γ)ds+
K
θ
)
which in turn is bounded.
It means that R(t) is uniformly bounded for t ∈ R, and then
⋃
t≥s
A(t) ⊂
⋃
t≥s
B(t) ⊂
⋃
t≥s
BVp(0, R(t))
is bounded in Vp for each s ∈ R. Therefore, ∪t≥sA(t) is precompact in X
2 for each s ∈ R.
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In the proof of the previous Lemma the D-pullback absorbing set B absorbs only
the solutions that coming from Faedo-Galerking method, because of this it ensures just
the existence of selected pullback attractor when we consider the generalized process G
composed with all solutions of the Problem (P ).
As an immediate consequence of Theorem 12 we obtain that
limt→∞dist(A(t),A(∞)) = 0, (17)
where A(∞) := ∩t∈R∪r≥tA(r).
4.1 The asymptotically autonomous case
An autonomous version of the Problem (P ) were considered in [2] and [3], where they
considered the following problem


ut −∆pu+ f˜1(u) = g˜1(x), (t, x) ∈ (0,+∞)× Ω,
ut + |∇u|
p−2∂−→n u+ f˜2(u) = g˜2(x), (t, x) ∈ (0,+∞)× Γ,
u(0) = u0,
(Pa)
with a similar assumptions assumed in [8], but they assumed an additional assumption
that the derivatives of the functions f˜i are bounded. This additional assumption ensure the
uniqueness of solution. The authors of these works have studied the forward asymptotic
behavior of solutions, therefore this problem posses a global attractor A∞ in X
2.
Let us now suppose one more condition:
Assumption C: For each τ ∈ R there exists a function ατ : [0,+∞) → [0,+∞) such
that ατ (t)→ 0 as τ → +∞ for each t ∈ [0,+∞) and〈
f1((t+ τ), u(t+ τ))− f˜1(v(t)), u(t+ τ)− v(t)
〉
L2(Ω)
≥ −ατ (t)
and〈
f2((t+ τ), γ(u)(t+ τ))− f˜2(γ(v)(t)), γ(u)(t+ τ)− γ(v)(t)
〉
L2(Γ)
≥ −ατ (t)
for all t ∈ R+, τ ∈ R, and any solutions U := (u, γ(u)) of the Problem (P ) and V :=
(v, γ(v)) of the Problem (Pa).
Lemma 21 Suppose that assumptions A and C are satisfied. Then a solution U =
(u, γ(u)) of the problem (P ) with initial condition in Uτ ∈ X
2 converges to the solution
V = (v, γ(v)) of problem (Pa) with initial condition in V0 ∈ X
2, in the following sense:
‖U(τ + t, τ, Uτ )− V (t, V0)‖X2 → 0 as τ → +∞ for each t ≥ 0,
whenever ‖Uτ − V0‖X2 → 0 as τ → +∞.
Before the proof, note that in this Lemma U(τ + t, τ, Uτ ) represents any solution of
the Problem (P ), even if this solution it is not coming from a Faedo-Galerkin method.
Let us go to the proof of the previous Lemma.
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Proof. Let U a solution of the Problem (P ) and V a solution of the Problem (Pa). From
the definition of weak solution of the Problem (P ) multiplying by U(t + τ) − V (t), we
have
〈∂tU(t + τ), U − V 〉X2 + 〈|∇u|
p−2∇u,∇u− v〉L2(Ω)
+ 〈f1(t+ τ, u), u(t+ τ)− v(t)〉L2(Ω) + 〈f2(t + τ, v), γ(u)(t+ τ)− γ(v)(t))〉L2(Γ)
= 〈g1(t + τ), u(t+ τ)− v(t)〉L2(Ω) + 〈g2(t+ τ), γ(u)(t+ τ)− γ(v)(t)〉L2(Γ)
(18)
and for the Problem (Pa) with solution V , we get
〈∂tV (t), U(t + τ)− V (t)〉X2 + 〈|∇v|
p−2∇v,∇u− v〉L2(Ω)
+
〈
f˜1(v(t)), u(t+ τ)− v(t)
〉
L2(Ω)
+
〈
f˜2(v(t)), γ(u)(t+ τ)− γ(v)(t))
〉
L2(Γ)
= 〈g˜1, u(t+ τ)− v(t)〉L2(Ω) + 〈g˜2, γ(u)(t+ τ)− γ(v)(t)〉L2(Γ)
(19)
subtracting (18) of (19),
1
2
d
dt
‖U(t + τ)− V (t)‖2
X2
+ 〈|∇u|p−2∇u− |∇v|p−2∇v,∇u− v〉L2(Ω)
+
〈
f1(t+ τ, u(t+ τ))− f˜1(v(t)), u(t+ τ)− v(t)
〉
L2(Ω)
+
〈
f2((t+ τ), u(t+ τ))− f˜2(v(t)), γ(u)(t+ τ)− γ(v)(t))
〉
L2(Γ)
= 〈g1(t+ τ)− g˜1, u(t+ τ)− v(t)〉L2(Ω)
+ 〈g2(t + τ)− g˜2, γ(u)(t+ τ)− γ(v)(t)〉L2(Γ)
From Tartar inequality, assumption C and Young’s Inequality
d
dt
‖U(t+τ)−V (t)‖2
X2
≤ 4ατ (t)+c‖U(t+τ)−V (t)‖
2
X2
+‖g1(t+τ)−g˜1‖
2
2,Ω+‖g2(t+τ)−g˜2‖
2
2,Γ
The Gronwall Lemma gives
‖U(t + τ)− V (t)‖X2 ≤ e
ct‖Uτ − V0‖X2
+
∫ t
0
ec(t−s)(4ατ (s) + ‖g1(s+ τ)− g˜1‖
2
2,Ω + ‖g2(s+ τ)− g˜2‖
2
2,Γ)ds
≤ ect
(
‖Uτ − V0‖X2 +
4t
c
esssups∈[0,+∞)ατ (s)
+
∫ +∞
0
e−cs(‖g1(s+ τ)− g˜1‖
2
2,Ω + ‖g2(s+ τ)− g˜2‖
2
2,Γ)ds
)
and, from Lemma 2.1 of [8], we have
∫ +∞
0
e−cs(‖g1(s+ τ)− g˜1‖
2
2,Ω + ‖g2(s+ τ)− g˜2‖
2
2,Γ)ds
≤
∫ +∞
τ
(‖g1(s)− g˜1‖
2
2,Ω + ‖g2(s)− g˜2‖
2
2,Γ)ds
≤
∫ +∞
τ
‖g1(s)− g˜1‖
2r−2
2r−2,Ω + ‖g2(s)− g˜2‖
2r−2
2r−2,Γ +Kds
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and
lim
τ→∞
∫ ∞
τ
Kds = lim
τ→∞
(
lim
a→∞
Ka−Kτ
)
= lim
a→∞
Ka− lim
τ→∞
Kτ = lim
a→∞
Ka−Ka = 0.
Therefore, when τ → +∞ we have that
‖Uτ − V0‖X2 → 0 and
4t
c
ess sup
s∈[0,+∞)
ατ (s)→ 0.
and, from assumption A, we have that U(t+ τ) converges to V (t) in X2 when τ →∞ for
each t ∈ R+.
From Lemma 21 we have that the generalized process G is asymptotically autonomous
for A, and from Lemma 20 we have that A is forward compact. Therefore the conditions
of Theorem 15 are satisfied, and then we can ensure the following result.
Theorem 22 Suppose the Assumptions A, B and C are satisfied. Then
lim
t→∞
dist(A(t),A∞) = 0.
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