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Abstract
The main aim of this thesis is to try to understand dynamical behaviours of tran-
scendental entire functions from a measure-theoretic point of view. More precisely,
we concentrate on a large family of entire functions, which is the Eremenko-Lyubich
class B, and study the measure properties of the Julia and escaping sets.
For a transcendental entire function, the complex plane C is partitioned into two
completely invariant subsets – the Fatou set and the Julia set – based on the theory
of normal families in the sense of Montel. Various properties of the Fatou and Julia
sets have been studied for a long time. Another interesting set which is of equal
importance is the escaping set, consisting of points in C tending to infinity under
iterates. For entire functions in class B, i.e., those functions with a bounded set of
singular values, the escaping set turns out to be a subset of the Julia set. Thus this
gives us a way to estimate the size of Julia sets from below.
In 1987, McMullen showed that the Julia set of λez has Hausdorff dimension 2
and the area of Julia set of sin(αz + β) is positive, where λ ∈ C \{0}, α, β ∈ C and
α 6= 0. The result on the Hausdorff dimension has been extended to more general
transcendental entire functions by various authors, while the generalization of the
result on the area of Julia set to larger class of functions was not undertook until
recent work of Aspenberg and Bergweiler. They gave a condition that is satisfied
by many functions, in particular the ones considered by McMullen. We continue
their work on this respect and show that their condition is essentially sharp by
constructing an entire function for which the escaping set has zero area.
In 1992, on the other hand, Eremenko and Lyubich gave a condition under which
the area of escaping set of entire functions in the class B is zero. The condition is
quite general and in particular applies to finite order entire functions in class B
whose inverse has a finite logarithmic singularity. We shall generalize this result to
certain functions of infinite order, by adapting the method we use above.

Zusammenfassung
Das Hauptziel dieser Arbeit ist das Verständnis des dynamischen Verhaltens ganz
transzendenter Funktionen unter einem maßtheoretischen Gesichtspunkt. Genauer
konzentrieren wir uns auf eine große Familie von ganzen Funktionen - die Eremenko-
Lyubich-Klasse - und untersuchen Eigenschaften des Maßes der Julia- und entkom-
menden Menge.
Für eine ganz transzendente Funktion lässt sich die komplexe Ebene im Mon-
telschen Sinne in zwei invariante Teilmengen zerlegen, die sogenannte Fatou- und Ju-
liamenge. Diverse Eigenschaften dieser Mengen wurden lange Zeit untersucht. Eine
weitere Menge mit ebenso großer Bedeutung ist die entkommende Menge, welche aus
allen Punkten in C besteht, die unter Iteration gegen ∞ streben. Man kann zeigen,
dass für jede ganze Funktion in der Klasse B, d.h. Funktionen, deren singuläre
Menge beschränkt ist, die entkommende Menge in der Juliamenge enthalten ist.
Dies gibt uns eine Möglichkeit, die Größe der Juliamenge nach unten abzuschätzen.
Im Jahr 1987 hat McMullen gezeigt, dass die Juliamenge von λ exp z Haus-
dorffdimension 2 hat und die Fläche der Juliamenge von sin(αz + β) positiv ist,
wobei λ, α ∈ C \{0} und β ∈ C sind. Das Resultat über die Hausdorffdimension
wurde von verschiedenen Autoren auf größere Klassen ganz transzendenter Funk-
tionen verallgemeinert, während das Ergebnis über die Fläche der Juliamenge für
größere Funktionenklassen erst in einer neueren Arbeit von Aspenberg und Berg-
weiler betrachtet wurde. Ihre Verallgemeinerung liefert eine Bedingung, die von
vielen Funktionen erfüllt wird. Insbesondere wird sie von den Funktionen erfüllt,
die McMullen betrachtet hat. Wir setzen ihre Arbeit fort und zeigen, dass ihre Be-
dingung scharf ist, indem wir eine ganze Funktion konstruieren, deren entkommende
Menge Fläche 0 hat.
Andererseits wurde im Jahr 1992 von Eremenko und Lyubich eine Bedingung
gegeben, unter der die entkommende Menge ganzer Funktionen aus der Klasse
B Fläche 0 hat. Diese Bedingung ist recht allgemein und lässt sich insbeson-
dere auf ganze Funktionen endlicher Ordnung in der Klasse B anwenden, deren
Inverse eine endliche logarithmische Singularität besitzen. Wir werden dieses Re-
sultat auf gewisse Funktionen unendlicher Ordnung verallgemeinern, indem wir die
obige Methode verwenden.
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Chapter 1
Introduction
In this thesis we only consider transcendental dynamics, i.e., iteration of tran-
scendental entire functions. Much of the theory in early times, as with polynomials
and rational functions, is based on Montel’s theory of normal families. For a tran-
scendental entire function f , the Fatou set F(f) is then defined as the set of points
where {fn} forms a normal family. The Julia set J (f) is the complement of F(f)
in C. A complete classification of Fatou components, i.e., connected components of
the Fatou set, is known, while the dynamics on the Julia set is in general far more
complicated.
As in the case of polynomials and rational functions, where dynamical behaviours
are often dominated by critical values, the dynamics of transcendental entire func-
tions has close relations with singular values, that is, critical and asymptotic values.
By definition, w is a critical value of f if there exists z ∈ C with f ′(z) = 0 and
f(z) = w. A point w is called an asymptotic value of f if there exists a curve
γ : (0,∞) → C with γ(t) → ∞ as t → ∞ but f(γ(t)) → w as t → ∞. By a
singular value of f we always mean a critical value or an asymptotic value of f . The
Eremenko-Lyubich class B consists of those entire functions with a bounded set of
singular values. Many entire functions, which have similar dynamical behaviours to
those of polynomials, are contained in this class, for instance, the exponential map
exp(z) and the sine map sin(z).
For a transcendental entire function f , a singularity z of f−1 is called a direct
singularity if there exists a disk Dχ(z, r) with respect to the spherical metric such
that f omits the value z in a component Vr of f−1(Dχ(z, r)) for some r > 0.
In particular, a direct singularity is called logarithmic if the restriction f : Vr →
Dχ(z, r) \ {z} is a universal covering for some r > 0. The domain Vr is called a
direct tract or logarithmic tract over z, respectively. It follows that for every entire
function in class B, ∞ is a logarithmic singularity.
The escaping set I(f) of an entire function f consists of points in C tending to
infinity under iteration. For a transcendental entire function f , I(f) is non-empty
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and intersects with J (f) [Ere89]. Moreover, every connected component of I(f) is
unbounded [Ere89]. The escaping set has attracted a lot of interest recently, mainly
due to a conjecture proposed by Eremenko: every component of I(f) is unbounded.
If, in addition, f ∈ B, then I(f) is a subset of J (f) [EL92]. Thus for functions in
class B we can estimate the size of Julia sets by considering the escaping sets.
Various structures of escaping and Julia sets have been investigated, from either
topological, geometrical or measure-and-dimension-theoretical points of view. Our
aim here is to study escaping and Julia sets of transcendental entire functions in
view of their two-dimensional Lebesgue measure.
McMullen [McM87] proved that the Lebesgue measure of the escaping set of
sin(αz + β) is always positive for α 6= 0 and α, β ∈ C. This result is generalized
substantially by Aspenberg and Bergweiler [AB12] to a large class of entire functions.
More precisely, if an entire function f is in class B with a finite number, say N ,
logarithmic tracts over infinity, and if
log logM(r, f) ≤
(
N
2
+
1
Φ(r)
)
log r
for large r, then the escaping set (and hence the Julia set) has positive area. Here,
the function Φ : (0,∞)→ R is increasing, tending to ∞ but slower than any of the
functions logm r := log(logm−1 r) for m ∈ N; see Section 3.1 for the exact definition
of Φ. In [AB12] the authors give an example to show that 1/Φ(r) can not be replaced
by a positive constant. However, it remained open to what extent the condition they
give is best possible. By constructing an example, we can show that their condition
is essentially sharp. More precisely, we have the following result.
Theorem 1.1. There exists an entire function f in the class B with
log logM(r, f) ≤
(
1
2
+
1
log Φ(r)
)
log r +O(1),
for which the escaping set has Lebesgue measure zero.
Our next intention is to extend a result of Eremenko and Lyubich also concerning
the Lebesgue measure of escaping and Julia sets. Recall that the order ρ(f) of
an entire function f is defined as ρ(f) := lim supr→∞ log logM(r, f)/log r, where
M(r, f) := max|z|=r |f(z)| is the maximum modulus of f . In [EL92], the authors
gave a condition, which ensures that an entire function in class B satisfying this
condition has zero area Julia set. In particular, if an entire function f is in class
B and of finite order, and the inverse has a finite logarithmic singularity, then the
area of escaping set is zero. We generalize this result to entire functions of "small"
infinite order in the following sense:
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Theorem 1.2. Let f ∈ B be a transcendental entire function and r′ > 0. Suppose
that the inverse of f has a direct singularity a ∈ C. Suppose furthermore that f
satisfies
log logM(r, f) ≤ A(r) log r
for r ≥ r′, for some continuous and increasing function A : [r′,∞) → R satisfying
A(r) < log r for large r and
∞∑
k=1
1
A (Ek (0))
=∞.
Then area I(f) = 0.
Note that if A(r) is bounded above, then f is of finite order and the divergence of
sum is automatically satisfied. In this case, our theorem is exactly that of Eremenko
and Lyubich. In this sense, we can view our theorem as a generalization of Eremenko
and Lyubich’s result mentioned above.
The structure of this thesis is as follows: In Chapter 2 we give preliminaries
that will be needed in our proofs of the theorems. This includes some notations,
definitions, and results from function theory, quasiconformal mappings and others.
In particular, we present a brief introduction to transcendental dynamics. Chapter
3 is devoted to the proof of Theorem 1 above. To this aim, we first construct an
entire function using the Weierstrass canonical product and show that it is in class
B. Then we prove that this function indeed shows the essential sharpness of the
condition given by Aspenberg and Bergweiler. Finally in Chapter 4, we give a proof
of Theorem 2.

Chapter 2
Preliminaries
In this thesis, we need some facts from function theory, quasiconformal map-
pings, complex dynamics and others. Therefore, this chapter will be concentrated
on presenting some preliminaries from those theories. We begin with some notations
that will be used throughout.
Notations. Throughout the complex plane is denoted by C and the Riemann
sphere by Ĉ. We also denote by R the set of real numbers and by Rn the n-
dimensional Euclidean space. We define by D(z0, r) := {z ∈ C : |z − z0| < r} the
Euclidean disk for z0 ∈ C and r > 0, that is, a disk with respect to Euclidean metric
and in case of the unit disk we use D instead. We will also use disks with respect
to the spherical metric χ and in this case the disk is denoted by Dχ(z0, r). The set
of rational numbers and natural numbers are denoted by Q and N, respectively.
Let A, B ⊂ C be measurable. The area, i.e. 2-dimensional Lebesgue measure,
of A is denoted by area(A). The density of A in B is defined to be
dens(A,B) =
area(A ∩B)
areaB
.
2.1 Function Theory
By an entire function f we always mean a holomorphic function in the whole
complex plane C. If, in addition, f is not a polynomial, then f is a transcendental
entire function. Aside from the function-theoretic aspects of transcendental entire
functions, the study of these functions from a dynamical point of view also attracts
many interests recently. The interplay between the function properties and dynam-
ical properties of transcendental entire functions can be seen from many works, see,
for instance, [Ber93].
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From either aspect of entire functions, the set of singularities of the inverse
function plays an important role, as in the case of rational or polynomial dynamics.
For this reason, we first give the definition of singularities.
A point a ∈ C is called a critical point of f if f ′(a) = 0, and then f(a) is called
a critical value of f . We say that b ∈ Ĉ is an asymptotic value of f , if there exists
a curve γ : (0,∞) → C with γ(t) tending to ∞ as t → ∞ but f(γ(t)) tends to b
as t → ∞. A point z ∈ Ĉ is called a singularity of the inverse of a transcendental
entire function f , if it is an asymptotic value or a critical value of f . By Iversen’s
theorem, ∞ is an asymptotic value for every entire function, see [GO08, Chapter 5]
and [Nev70, Chapter XI]. The closure of the set of singularities of f−1 in C of an
entire function f is denoted by Sing(f−1). A classification of singularities is given
in [BE95]. For our purpose, the following definition is sufficient.
Definition 2.1 (Direct/logarithmic singularity). For a transcendental entire func-
tion f , a singularity z ∈ Ĉ of f−1 is called a direct singularity if there exists a
disk Dχ(z, r) with respect to the spherical metric such that f omits the value z in a
component Vr of f−1(Dχ(z, r)) for some r > 0. In particular, a direct singularity is
called logarithmic if the restriction f : Vr → Dχ(z, r) \ {z} is a universal covering
for some r > 0. The domain Vr is called a direct tract or logarithmic tract over z,
respectively.
Now we can define entire functions in the Eremenko-Lyubich class, which is the
main object we will study.
Definition 2.2 (Eremenko-Lyubich class). An entire function f is in the Eremenko-
Lyubich class B, if the singular set Sing(f−1) is bounded. If, in particular, Sing(f−1)
is finite, then f is in the Speiser class S.
Remark 2.1.1. Functions in class B are also said to be of bounded type, while func-
tions in class S are said to be of finite type.
Remark 2.1.2. Many familiar entire functions belong to the class B. This includes,
for instance, the exponential map exp(z) which has 0 as the only singular value and
the sine function sin(αz+β) for α ∈ C \{0}, β ∈ C, which have only the two critical
values ±1 and no asymptotic values. In particular, these functions all belong to
class S. An entire function, which is in class B but not in class S, is sin(z)/z.
Later in our construction of entire functions, we need the following class of
functions, which is exactly the closure of real polynomials with real zeros. Therefore,
we give the following definition.
Definition 2.3 (Laguerre-Pólya class). An entire function f is in the Laguerre-
Pólya class LP, if f is the locally uniform limit of real polynomials with only real
zeros.
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See [Obr63, Section II.9] for a discussion of this class. As an example, we mention
that the function exp(−z2) ∈ LP , while exp(z2) 6∈ LP . We will need some basic
properties of entire functions in class LP .
Proposition 2.1. Let f ∈ LP be an entire function. Then
(i) f is a real entire function (i.e., f(R) ⊂ R), and if f 6≡ 0 then f has only real
zeros;
(ii) f ′ ∈ LP;
(iii) if f is transcendental then f (k) has only real zeros;
(iv) f can be represented in the following form:
f(z) = e−az
2+bz+c
∞∏
k=1
(
1− z
xk
)
ez/xk , for a, b, c, xk ∈ R, a ≥ 0.
Remark 2.1.3. A conjecture of Wiman states that if f is a real entire function and
f and f ′′ have only real zeros then f ∈ LP . The conjecture was finally confirmed
in 2003 by Bergweiler, Eremenko and Langley [BEL03].
Nevanlinna theory. For an entire function f , the maximum modulus is defined as
M(r, f) := max
|z|=r
|f(z)| for r ≥ 0.
Definition 2.4 (Order of growth). Let f be an entire function. The lower order
λ(f) and the order ρ(f) of f are defined respectively as
λ(f) := lim inf
r→∞
log logM(r, f)
log r
,
ρ(f) := lim sup
r→∞
log logM(r, f)
log r
.
The above notion of order is not sufficient if we consider meromorphic functions.
On the other hand, we have another quantity to characterize the growth scale of a
meromorphic function. To this aim, we need Nevanlinna’s theory on value distri-
bution of meromorphic functions. A thorough introduction to this theory can be
found in [Hay64], [GO08] and [Nev70].
For x > 0, we denote
log+ x := max {0, log x} .
For a function f meromorphic in the complex plane C, the proximity function of f
is defined as
m(r, f) =
1
2pi
∫ 2pi
0
log+
∣∣f(reiθ)∣∣ dθ.
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We use n(t, f) to denote the number of poles of f in |z| ≤ t, counting multiplicities,
and define
N(r, f) =
∫ r
0
n(t, f)− n(0, f)
t
dt+ n(0, f).
Definition 2.5 (Nevanlinna characteristic). The Nevanlinna characteristic function
T (r, f) of a meromorphic function f is defined to be
T (r, f) = m(r, f) +N(r, f).
Now we can give a definition of order and lower order of a meromorphic function.
Definition 2.6 (Order of growth). The lower order λ(f) and the order ρ(f) of a
meromorphic function f in C are defined as
λ(f) := lim inf
r→∞
log T (r, f)
log r
,
ρ(f) := lim sup
r→∞
log T (r, f)
log r
.
The following result is commonly called the first fundamental theorem of Nevan-
linna theory.
Theorem 2.1. For a ∈ C,
T (r, f) = T
(
r,
1
f − a
)
+O(1). (2.1)
When f is a transcendental entire function, the theorem below roughly says
that instead of log T (r, f) one can use M(r, f) in the definition of order of growth.
Compare Definition 2.4 with Definition 2.6.
Theorem 2.2. Let f be an entire function, and let 0 < r < R. Then
T (r, f) ≤ logM(r, f) ≤ R + r
R− rT (R, f). (2.2)
For a meromorphic function f with a logarithmic tract G over ∞, if we define
MG(r, f) := max
z∈G,|z|=r
|f(z)|,
and replace M(r, f) with MG(r, f), the second inequality in (2.2) is still true.
Theorem 2.3. Let f be a meromorphic function with a logarithmic tract G over ∞
and let 0 < r < R. Then
logMG(r, f) ≤ R + r
R− r (T (R, f) +O(1)) . (2.3)
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Proof. See [Nev70, Chapter XI, Section 4.3] for a proof.
Remark 2.1.4. From a dynamical point of view, meromorphic functions in C with
direct or logarithmic singularities over∞ share many properties with those of entire
functions. More generally, one can study dynamics of functions defined only in these
tracts. We refer to [BRS08] for detailed discussions.
The following well-known theorem gives us a way to estimate the number of
logarithmic tracts in terms of the order of growth, see [GO08, Chapter 5, Theorem
1.4]. In particular, an entire function in class B of finite order has only finitely many
logarithmic tracts over ∞.
Theorem 2.4 (Denjoy-Carleman-Ahlfors Theorem). If an entire function f has n
distinct asymptotic values in C, then
lim inf
r→∞
T (r, f)
rn/2
> 0.
Remark 2.1.5. Under the conditions of the above theorem, it is clear that the lower
order of the function is at least n/2.
Remark 2.1.6. It follows from the Denjoy-Carleman-Ahlfors theorem that if f ∈ B,
then ρ(f) ≥ 1/2 ( [BE95], [AB12]).
We recall the following result due to Tsuji [Tsu75], which is connected to the
proof of the Denjoy-Carleman-Ahlfors theorem. See, for instance, [GO08, Chapter
5]. To formulate it precisely, we need some notations. For an unbounded domain G
with boundary Γ and r > 0 such that {z : |z| = r} ∩ Γ 6= ∅, put
β(r) = meas
{
θ ∈ [0, 2pi] : reiθ ∈ G} .
If {z : |z| = r} ∩ Γ = ∅ then we define β(r) =∞.
Theorem 2.5 (Tsuji’s inequality). Let G be an unbounded domain and Γ its bound-
ary. Let f be continuous in G∪Γ and holomorphic in G. Suppose that f is bounded
on Γ but unbounded in G. Let 0 < α < 1 and r1 > 0. Then
log logMG(r, f) ≥ pi
∫ αr
r1
dt
tβ(t)
+O(1).
Tsuji’s inequality implies, in particular, that one can estimate the size of a tract
over infinity for an entire function from the growth of the function. And conversely,
one can also estimate the order of growth from the size of the tract.
Canonical product. Our main aim in this thesis is to construct an entire function
with certain dynamical properties. In general, there are many methods, including,
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for instance, Cauchy integrals ( [RRRS11, Section 7], [RG14], [Sta91]), approxima-
tion ( [EL87]) and more recently quasiconformal folding ( [Bis15]). However, we
shall adopt the method using infinite products, which is classical in the theory of
meromorphic functions ( [GO08], [Hay64]). One important aspect of this method is
that we can assign zeros or poles for our desired functions. For example, we prescribe
the zeros along the real axis. In this case, the order can be estimated according to
the distribution of zeros. We first give the following definition.
Definition 2.7 (Exponent of convergence). Let {an}n∈N be a sequence of non-zero
complex numbers with limn→∞ |an| = ∞. The exponent of convergence of the se-
quence is defined by
λ := inf
{
µ > 0 :
∞∑
k=0
1
|ak|µ <∞
}
.
The exponent of convergence of a sequence can be used to determine whether a
canonical product converges to an entire function. More precisely, recall that for an
nonnegative integer p, the Weierstrass primary factors are defined as
E(z, p) =
{
1− z if p = 0,
(1− z) exp
(
z + z
2
2
+ · · ·+ zp
p
)
, if p ≥ 1.
Theorem 2.6. Let {an}n∈N be a sequence of non-zero complex numbers have a finite
exponent of convergence λ and let p be a nonnegative integer with p > λ− 1. Then
the canonical product
∞∏
n=1
E
(
z
ak
, p
)
(2.4)
defines an entire function. Here multiple zeros correspond to points which occur in
the sequence {an} repeatedly.
The entire function defined in (2.4) is called the Weierstrass canonical product
of genus p. Now let {an}n∈N be a sequence as in Definition 2.7. Denote by n(r)
the number of the an lying in the disk {z : |z| ≤ r}, which is called the counting
function of the sequence and set
N(r) =
∫ r
0
n(t)
dt
t
.
Then ∞∑
k=0
1
|ak|µ and
∫ ∞
0
n(t)
dt
tµ+1
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converge simultaneously, see, for instance, [Hay64, Lemma 1.4]. Therefore, the
exponent of convergence of {an}n∈N can also be defined as
λ := inf
{
µ > 0 :
∫ ∞
0
n(t)
dt
tµ+1
<∞
}
.
Moreover, one can prove by the above discussion the following lemma.
Lemma 2.1. We have
λ = lim sup
r→∞
log n(r)
log r
.
Proximate order. The notion of proximate order, defined below, can help us
to estimate asymptotic behaviours of a Weierstrass canonical product outside of a
sector or a curvilinear sector and will be crucial for us.
Definition 2.8 (Proximate order). A function ρ(r) defined on [r0,∞), where r0 > 0,
is called a proximate order if it satisfies the following conditions:
(1) ρ(r) ≥ 0;
(2) limr→∞ ρ(r) = ρ;
(3) ρ(r) is continuously differentiable on [r0,∞);
(4) limr→∞ rρ′(r) log r = 0.
See [GO08, Section 2] for a complete discussion of proximate orders. We only
state here a few properties of proximate orders.
Proposition 2.2 (Slowly varying). If ρ(r) is a proximate order, then L(r) := rρ(r)−ρ
is a slowly varying function. That is,
lim
r→∞
L(kr)
L(r)
= 1
uniformly on each interval 0 < a ≤ k ≤ b <∞.
Proposition 2.3. If ρ(r) is a proximate order and ρ > 0, then the function V (r) :=
rρ(r) is increasing for sufficiently large r.
Proposition 2.4. Let ρ(r) be a proximate order and ρ(r)→ ρ as r →∞. Then∫ r
1
tρ(t)−qdt ∼ r
ρ(r)+1−q
ρ+ 1− q , if q < ρ+ 1,
and ∫ ∞
r
tρ(t)−qdt ∼ r
ρ(r)+1−q
q − ρ− 1 , if q > ρ+ 1.
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2.2 Quasiconformal Mappings
We recall the definition and some basic results from the theory of quasiconformal
mappings. For a good account, we suggest [Ahl06], [LV73] and [FM07] and for
applications of quasiconformal mappings we refer to [Hub06]. Note that there are
several different definitions of quasiconformal mappings, which are equivalent to
each other. Each definition has its own advantages over the others.
Geometric definition. Let Γ be a family of rectifiable curves in a domain Ω. A
function ρ : Ω → R is called admissible if ρ is measurable, ρ(z) ≥ 0 and A(ρ) 6= 0
or ∞, where
A(ρ) =
∫∫
Ω
ρ(z)2dxdy.
The length of γ ∈ Γ with respect to ρ is
Lγ(ρ) =
∫
γ
ρ(z)|dz|.
Then the extremal length of Γ is defined as
λ(Γ) = sup
ρ
(infγ∈Γ Lγ(ρ))
2
A(ρ)
,
where the supremum ranges over all admissible metrics ρ of Ω. Note that the
extremal length is a conformal invariant, which means it is invariant under the
action of conformal mappings.
A (topological) quadrilateral is a Jordan domain with four marked points on the
boundary. As a consequence of the Riemann mapping theorem and the Carathéodory
theorem, we can find a map f , which maps a quadrilateral Q conformally onto a
rectangle with sides of length a and b. If Γ is the family of curves connecting the
b-sides, then the module mod(Q) of Q is
mod(Q) =
1
λ(Γ)
=
b
a
.
Definition 2.9 (Geometric definition). Let f : Ω → f(Ω) be a homeomorphism.
We say that f is K-quasiconformal if for every quadrilateral Q ⊂ Ω,
mod(Q)
K
≤ mod(f(Q)) ≤ K mod(Q).
The advantage of the geometric definition is that, one can easily deduce that if
f is K-quasiconformal, then so is f−1. Moreover, if f is K1-quasiconformal and g
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is K2-quasiconformal, then both f ◦ g and g ◦ f are K1K2-quasiconformal (if the
domains and ranges of f and g are such that the compositions are defined). Also
we have that every 1-quasiconformal mapping is conformal.
Analytic definition. Let Ω ⊂ C be a domain, f : Ω→ f(Ω) ⊂ C and let a rectan-
gle R ⊂ Ω have sides parallel to the x and y axes. Then f is absolutely continuous
on lines (ACL) on R if f is absolutely continuous on almost every horizontal and
vertical line in R. The map f is ACL on Ω if f is ACL on every rectangle R ⊂ Ω.
Definition 2.10 (Analytic definition). A homeomorphism f : Ω → f(Ω) is K-
quasiconformal if the following holds:
(a) f is ACL on Ω,
(b) |fz| ≤ k|fz| almost everywhere, where k = K−1K+1 .
The analytic definition can be used to show that a K-quasiconformal mapping
is locally Hölder continuous with exponent 1/K. This in turn can be used to show
that certain families of quasiconformal mappings are compact. For instance, the
family of all K-quasiconformal mappings f : D→ D which are surjective and satisfy
f(0) = 0, is compact.
Metric definition. Let f : Ω→ Ω′ be an orientation-preserving homeomorphism.
The circle dilatation Hf (z) of f at z ∈ Ω is defined as
Hf (z) = lim sup
r→0+
sup|ξ−z|=r |f(ξ)− f(z)|
inf |ξ−z|=r |f(ξ)− f(z)|
Then clearly 1 ≤ Hf (z) ≤ ∞ for every z ∈ Ω.
Definition 2.11 (Metric definition). Let f : Ω → Ω′ be an orientation-preserving
homeomorphism. Then f is K-quasiconformal if and only if the circle dilatation
Hf ≤ K a.e. in Ω.
It follows from this definition that every bi-Lipschitz map is quasiconformal.
More importantly, this definition allows for generalizations to general metric space
with approximate geometry [HK98].
Definition 2.12 (Complex dilatation). For a quasiconformal mapping f , the com-
plex dilatation µf of f is defined as
µf =
fz
fz
.
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One of the most important results in the theory of quasiconformal mappings is
the measurable Riemann mapping theorem, which says that for every measurable µ
with ||µ||∞ ≤ k < 1 there exists a quasiconformal mapping f such that
fz(z) = µ(z)fz(z)
holds. Moreover, if µ depends analytically on some parameter t, the solution also
depends analytically on t.
Remark 2.2.1. Except for the importance of itself, the theory of quasiconformal
mappings plays an extremely important role in complex dynamics. It was introduced
into complex dynamics as an essential tool by Sullivan [Sul85], Douady and Hubbard
[DH85] in 1980s. Its applications in complex dynamics are everywhere, notably
Sullivan’s proof of no wandering domain for rational functions [Sul85], investigation
of parameter spaces by Douady and Hubbard [DH85], etc.
2.3 Transcendental Dynamics
The iteration of transcendental entire functions was started by Fatou [Fat26],
who extended some results from iteration of polynomials and rational maps to this
transcendental setting. This extension works well in some cases, while in general
the iteration of transcendental entire functions exhibits more complicated dynamical
behaviours. We will mainly concentrate on giving a very brief introduction to the
subject here. For background on complex dynamics, we refer to [Bea91], [CG93],
[Mil06] and [Ste93]. For transcendental dynamics, we refer to survey papers [Ber93]
and [Sch09].
2.3.1 Dynamics of entire functions
We will always assume that f is a transcendental entire function unless otherwise
stated, and denote by fn the n-th iterate of f . To give definitions of Fatou and
Julia sets, we need the notion of normal family. Let U ⊂ C be a domain and
F := {f : U → Ĉ} a family of meromorphic functions in U . Then F is a normal
family if every sequence in F has a locally uniformly convergent subsequence with
respect to the spherical metric. One of the most important results in the theory of
normal family is the following:
Theorem 2.7 (Montel’s theorem). The family of all meromorphic maps of an ar-
bitrary domain U into the three-punctured sphere Ĉ \{a, b, c} is normal.
Based on the definition of normality, we have the following fundamental concepts
in complex dynamics.
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Definition 2.13 (Fatou set and Julia set). The Fatou set F(f) of f is defined
to be the set of points z ∈ C which have a neighbourhood such that the family of
iterates fn forms a normal family in the sense of Montel. The Julia set J (f) is the
complement of the Fatou set.
Remark 2.3.1. It follows from the definition that F(f) is open and J (f) is closed.
Moreover, both sets are completely invariant, that is, z ∈ F(f) if and only if f(z) ∈
F(f) and z ∈ J (f) if and only if f(z) ∈ J (f). In addition, F(fp) = F(f) and
J (fp) = J (f) for all p ∈ N.
For an entire function f , a point z ∈ C is called a periodic point of f , if there
exists n ∈ N such that fn(z) = z. The smallest such n is called the period of z. In
case that z is a periodic point of period 1, we say that it is a fixed point of f . By a
periodic cycle of f we mean a set of points {z, f(z), . . . , fn−1(z)} if z is a periodic
point of period n. For such a periodic point, the multiplier of z is defined as
λ := (fn)′ (z).
And a periodic point z is said to be attracting, indifferent or repelling if |λ| is less
than, equal to or greater than 1 respectively. In case λ = 0 we say z is superat-
tracting. If |λ| = 1, then there exists α ∈ [0, 1) such that λ = e2piiα. An indifferent
periodic point is rational indifferent (or parabolic) if α ∈ Q, and irrational indiffer-
ent if α ∈ R \Q. A point z is preperiodic if there exists m ∈ N such that fm(z) is
a periodic point of f .
Remark 2.3.2. We need to mention the existence of periodic points. Some transcen-
dental entire functions may not have fixed points in C. For instance, ez + z has no
fixed points in C. On the other hand, Bergweiler showed that, except possibly for
period 1, every entire function has repelling periodic points of all periods [Ber91].
Fatou set. A connected component of the Fatou set is called a Fatou component.
The classification of Fatou components for entire or rational functions is connected
to periodic cycles of the function. As above, a Fatou component U of f is periodic
if there exists p ∈ N such that fp(U) ⊂ U . The smallest p with this property is
called the period of U . In case p = 1, we say that U is invariant. U is a preperiodic
Fatou component, if there exists q ≥ 0 such that f q(U) ⊂ V and V is a periodic
Fatou component. On the other hand, U is called a wandering domain if U is not
preperiodic.
For an entire function f , let U be an invariant Fatou component of f , then U
can be only one of the following types:
(i) Böttcher domain, if U contains a superattracting fixed point;
(ii) Schröder domain, if U contains an attracting but not superattracting fixed
point;
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(iii) Leau domain (or parabolic basin), if there exists a fixed point z0 ∈ ∂U with
multiplier 1, such that fn|U → z0 as n→∞;
(iv) Baker domain, if f is transcendental and fn|U →∞ as n→∞;
(v) Siegel disk, if f |U : U → U is bijective and there exists a subsequence (nk) ∈ N
such that fnk |U → idU .
If U is of type (i) or (ii), we say that U is an attracting basin. More generally, if
U is a periodic Fatou component of period p, then fp(U) is contained in a Fatou
component, which is invariant under fp.
Rational functions do not have wandering domains and Baker domains. For
transcendental entire functions, all these types can occur except for Herman rings.
The nonexistence of Herman rings follows from the maximum principle. The rela-
tion between dynamical behaviours inside periodic Fatou components and various
functional equations is omitted here. We refer to the above-mentioned literature for
a detailed explanation.
Remark 2.3.3. Every multiply connected Fatou component of a transcendental en-
tire function is a wandering domain and bounded [Bak75,Bak84]. While the under-
standing of dynamical behaviours in any periodic Fatou component is already clear,
a detailed study of dynamics inside a multiply connected Fatou component is only
recently given by Bergweiler, Rippon and Stallard [BRS13].
Remark 2.3.4. While Sullivan proved that rational functions do not have wandering
domains [Sul85], the first example of wandering domains was given even earlier by
Baker [Bak63,Bak76]. The connectivity problem of wandering domains was studied
by Kisaka and Shishikura [KS08]. In particular, they use quasiconformal surgery
to construct entire functions with multiply connected wandering domains of finite
connectivity.
Julia set. The Julia set is the set where chaotic behaviours occur and is often a
fractal. In the following we collect some properties of Julia sets.
Theorem 2.8. For an entire function f ,
(i) the Julia set J (f) is non-empty and perfect (i.e., no isolated points);
(ii) repelling cycles belong to J (f);
(iii) for any z ∈ J (f), the backward orbit is dense in J (f), that is,
J (f) =
⋃
n≥0
f−n({z});
(iv) the repelling cycles are dense in J (f).
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Remark 2.3.5. All the properties (i)-(iv) hold also for rational functions. The proof
of (iv) for transcendental entire functions is due to Baker [Bak68], who used Ahlfors’s
theory of covering surfaces (in particular, the Ahlfors five islands theorem) as an
essential ingredient. The relation between dynamics and Ahlfors’s theory of covering
surfaces is addressed in [Ber00].
Escaping set. Another concept which has attracted a lot of attention in tran-
scendental dynamics is the escaping set. It is also an important set in polynomial
dynamics since this set is the attracting basin of ∞. Building on Böttcher coordi-
nates, one can define external rays and study landing properties of them. The local
connectivity of Julia sets is closely connected with this landing property. However,
in the transcendental setting, the escaping set itself becomes a more interesting ob-
ject. Many topological, geometric and measure-dimension theoretic properties of
escaping sets are studied for some specific and even more general entire functions.
Definition 2.14 (Escaping set). The escaping set I(f) is the set of points z with
fn(z)→∞ as n→∞.
The first fundamental result concerning this set is the following:
Theorem 2.9. The escaping set I(f) is non-empty.
Remark 2.3.6. The proof of this theorem is due to Eremenko [Ere89]. The original
proof by Eremenko uses the Wiman-Valiron theory from entire function theory,
while Domínguez gave a more topological proof [Dom98]. As a matter of fact, they
proved the theorem for the fast escaping set in the sense of [BH99].
Theorem 2.10 (Properties of escaping sets). For every transcendental entire func-
tion f , we have
(i) I(f) ∩ J (f) 6= ∅;
(ii) J (f) = ∂ I(f);
(iii) every component of I(f) is unbounded.
Remark 2.3.7. The theorem is also due to Eremenko [Ere89]. The property (ii) is
also valid for polynomials. Under this circumstance, the complement of the escaping
set in Ĉ is called the filled Julia set, the boundary of which is the Julia set.
Remark 2.3.8. Many sets concerning the escaping speed are defined, most notably
the aforementioned fast escaping set, which is defined by Bergweiler and Hinkkanen
in [BH99] and studied by Rippon, Stalllard and others in details, see [RS12], for
instance.
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Remark 2.3.9. The topology of escaping sets is often difficult to understand. It is
conjectured by Eremenko that each component of the escaping set is unbounded
[Ere89]. This is now known as Eremenko’s conjecture and is still open. A strong
form of this conjecture asks if every point in I(f) can be connected to infinity by
a curve in I(f). Even though the strong form of Eremenko’s conjecture is true
for the exponential family [SZ03], the sine family [Sch07] and more generally entire
functions in class B with finite order [RRRS11], it is shown in [RRRS11] that there
exist entire functions in class B such that every path connected component of J (f)
is bounded.
2.3.2 Eremenko-Lyubich class
The investigation of transcendental entire functions from a dynamical point of
view is more complicated than that of polynomials, mainly due to the wide function-
theoretic variety of transcendental entire functions. The theory of transcendental
dynamics is, therefore, focused on either specific functions, such as exponential maps
and sine maps, or studying general properties which hold for all transcendental
entire functions. Recently, many works are concentrated on a subfamily of entire
functions, which is the Eremenko-Lyubich class B. On one hand, this class contains
many interesting and elementary functions, such as the above mentioned exponential
family and sine family. On the other hand, some concepts from dynamical systems
make sense only in this class, for instance, the notion of hyperbolicity [RGS].
Recall that from Definition 2.2, class S is also contained in this class B. The
dynamical behaviours of entire functions in class S are similar to those of polyno-
mials. For instance, they do not have wandering domains [EL92,GK86], as rational
functions [Sul85]. However, there are entire functions in class B with wandering
domains [Bis15]. Note that there are functions in class B but not in class S.
Logarithmic change of variables. To study dynamics of functions in class B,
Eremenko and Lyubich introduced a logarithmic change of variables as a main tool
[EL92, Section 2]. To describle this technique, first recall the definition of entire
functions in class B.
Let f ∈ B. Then by definition we can find a constant, say r0 > 0, such that all
the singularities of f lie in {z : |z| ≤ r0}. This also implies that all components of
f−1({z : |z| ≤ r0}) are logarithmic tracts over ∞. Without loss of generality, by
choosing a suitable large constant r0, we may assume that |f(0)| ≤ r0. Now we put
A = {z ∈ C : |z| > r0},
U = f−1(A),
H = {z ∈ C : Re z > log r0}.
(2.5)
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Each component Uj of U is a simply connected domain whose boundary is an analytic
curve tending ∞ on both sides. Then f : Uj → A and exp : H → A are universal
coverings. Thus from each component Uj of U there exists a biholomorphic map
Gj : Uj → H such that
f |Uj = exp ◦Gj.
Therefore, in this way we obtain a map G : U → H with G|Uj = Gj. Put
W = exp−1(U). (2.6)
We can define
F : W → H, F (z) = G(exp(z)). (2.7)
So we have the following commutative diagram:
W H
U A
//F
//
f

exp

exp
Moreover, by construction F maps every component of W biholomorphically onto
H. In this way, we say that F is obtained from f by a logarithmic change of variable.
Expanding property. By using a logarithmic change of variable to f ∈ B, Ere-
menko and Lyubich obtain the following estimate, see [EL92, Lemma 1].
Lemma 2.2 (Expanding property). Let f ∈ B and suppose F is obtained through
the logarithmic change of variable from f , then
|F ′(z)| ≥ ReF (z)− log r0
4pi
(2.8)
for z ∈ W .
Eremenko and Lyubich used the expanding property to prove the following result
[EL92, Theorem 1].
Theorem 2.11. Let f ∈ B. Then I(f) ⊂ J (f).
From this we can see the striking difference between transcendental entire func-
tions and polynomials. As mentioned, for the latter the escaping set is an attracting
basin of the Fatou set, while here it is contained in the Julia set. Combined with
Theorem 2.10 (ii), we have
Corollary 2.1. Let f ∈ B. Then I(f) = J (f).
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The result is useful in the sense that we can estimate the size of Julia set from
below by considering the escaping set.
Hyperbolicity. The notion of hyperbolicity is one of the most important concepts
in dynamical systems. In rational dynamics, a map is hyperbolic if it is expanding
with respect to a smooth Riemannian metric in a neighborhood of the Julia set.
The dynamical behaviours of hyperbolic rational maps are understood quite clearly.
For transcendental entire functions, the following definition is often adopted, see
[BFRG15, Definition 1.1] and [RG16, Section 2].
Definition 2.15 (Hyperbolicity and disjoint type). An entire function f is said to
be hyperbolic if the singular set Sing(f−1) is bounded and every point in Sing(f−1)
tends to an attracting periodic cycle of f under iteration. If f is hyperbolic and
furthermore the Fatou set F(f) is connected, then we say that f is of disjoint type.
Remark 2.3.10. According to the definition, all hyperbolic entire functions are in
class B. For a discussion of the notion of hyperbolicity in transcendental dynamics,
see [RGS]. The escaping set of a hyperbolic entire function is always disconnected
(this fact is established for a larger family of entire functions in [MB12, Corollary
1.4], which includes, in particular, hyperbolic entire functions).
Remark 2.3.11. All Fatou components of hyperbolic entire functions are simply
connected, as is shown [EL92, Proposition 3]. Hence the Fatou set of a disjoint type
entire function is simply connected.
For disjoint type entire functions, the following result can be viewed as an alter-
native definition; see [BJR12, Lemma 3.1], [MB12, Proposition 2.8] and also [RG16,
Proposition 2.1].
Proposition 2.5. A transcendental entire function f is of disjoint type if and only
if there exists a bounded Jordan domain D with Sing(f−1) ⊂ D and f(D) ⊂ D.
For any given entire function f ∈ B, the function
fλ : C→ C, z 7→ λf(z) (2.9)
is of disjoint type for sufficiently small λ, see [Rem09]. For disjoint type entire
functions, we have the following useful characterization of their Julia sets [RG16,
Proposition 2.2].
Proposition 2.6. If f is of disjoint type and D is as in Proposition 2.5, then
J (f) = {z ∈ C : fn(z) 6∈ D for all n ≥ 0} .
Remark 2.3.12. For a disjoint type function f , take A := C \D, where D is as
in Proposition 2.5. Then for U := f−1(A), f : U → A is a covering map since
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Sing(f−1) ⊂ D. Every component of U is called a tract of f . Then Proposition 2.6
means that the Julia set of f is exactly the set of points which stays in the tracts
of f under any iterates. More precisely,
J (f) =
⋂
n≥0
f−n(U).
Escaping rigidity. A remarkable result of Rempe [Rem09, Theorem 1.1] says that
for f ∈ B and fλ defined in (2.9), f and fλ have the same dynamics near infinity.
To state his result more precisely, we need the following notions.
Definition 2.16 (Equivalence). Let f, g be entire functions. We say f and g are
topologically equivalent if there are planar homeomorphisms ϕ and ψ such that
ψ ◦ f = g ◦ ϕ. (2.10)
In particular, if we can choose ϕ and ψ to be quasiconformal/conformal homeomor-
phisms of the plane such that (2.10) holds, then we say that they are quasiconfor-
mally/conformally equivalent.
Remark 2.3.13. The above definition can be found in [EL92, Section 3].
Remark 2.3.14. Following Epstein and Rempe-Gillen [ERG15], we say that ϕ and ψ
in the above definition are witnessing homeomorphisms. In particular, if f and g are
topologically equivalent entire functions in class S, then they are quasiconformally
equivalent, see [ERG15, Proposition 2.3].
The following notion was used by Rempe to formulate his rigidity result.
Definition 2.17 (Quasiconformal equivalence near infinity). Let f and g be entire
functions in class B. We say that f and g are quasiconformally equivalent near ∞
if there exist quasiconformal homeomorphisms ϕ, ψ : C→ C such that
ψ ◦ f = g ◦ ϕ
whenever |f(z)| or |g(ϕ(z))| is large enough.
Remark 2.3.15. Let f ∈ B and g := λf for λ 6= 0. Then f and g are conformally
equivalent. In particular, if we choose λ to be sufficiently small, this would imply
the conformal equivalence between any entire function in class B and a particularly
simple (i.e., disjoint type) function.
Now we can state the above-mentioned result by Rempe [Rem09, Theorem 1.1].
Theorem 2.12 (Rigidity near infinity). Let f, g ∈ B be quasiconformally equivalent
near infinity. Then there exist R > 0 and a quasiconformal map θ : C → C such
that
θ ◦ f = g ◦ θ on J R(f) := {z ∈ C : |fn(z)| ≥ R for all n ≥ 1} .
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2.4 Miscellaneous
The following Vitali type lemma is standard and can be found in [Fal03, Lemma
4.8]. It holds for any bounded set in Rn, but we only use it for sets in the complex
plane C.
Lemma 2.3. Let Q ⊂ C be a bounded set, R > 0 and r : Q → (0, R] be a real
positive function. Then there exists an at most countable subset L of Q such that
D (x, r(x)) ∩D (y, r(y)) = ∅ for x, y ∈ L, x 6= y,
and ⋃
x∈Q
D (x, r(x)) ⊂
⋃
x∈L
D (x, 4r(x)) .
We shall also use the following theorem, which can be found in [Pom92, Section
1.3].
Theorem 2.13 (Koebe’s Distortion Theorem). Let f be a univalent function in D
with f(0) = 0 and f ′(0) = 1. Then
|z|
(1 + |z|)2 ≤ |f(z)| ≤
|z|
(1− |z|)2
and
1− |z|
(1 + |z|)3 ≤ |f
′(z)| ≤ 1 + |z|
(1− |z|)3 .
Moreover,
f(D) ⊃ D (0, 1/4) .
An immediate consequence of the above theorem is the following corollary.
Corollary 2.2. Let z0 ∈ C, r > 0 and let f be a univalent function in D(z0, r) and
let 0 < λ < 1. Then
λ
(1 + λ)2
|f ′(z0)| ≤
∣∣∣∣f(z)− f(z0)z − z0
∣∣∣∣ ≤ λ(1− λ)2 |f ′(z0)|
and
1− λ
(1 + λ)3
|f ′(z0)| ≤ |f ′(z)| ≤ 1 + λ
(1− λ)3 |f
′(z0)|
for |z − z0| ≤ λr. Moreover,
f (D(z0, r)) ⊃ D
(
f(z0),
1
4
|f ′(z0)| r
)
.
Chapter 3
Aspenberg-Bergweiler Condition and
Sharpness
From now on we are mainly concerned with the area of escaping sets of entire
functions in the Eremenko-Lyubich class B. In this chapter, we present a condition
given by Aspenberg and Bergweiler in [AB12], which ensures that functions in this
class satisfying the condition always have positive area escaping sets and hence Julia
sets. Then we show that their condition is essentially sharp by constructing an entire
function.
To formulate the condition given by Aspenberg and Bergweiler, we shall need a
function, which roughly means that it is increasing but slower than any iterates of
the logarithmic function. We call this function a reference function. This function
will also appear in our construction.
Now let Φ be the reference function, whose definition will be given later. Then
our main result is as follows.
Theorem 3.1. There exists an entire function f in class B with
log logM(r, f) ≤
(
1
2
+
1
log Φ(r)
)
log r +O(1), (3.1)
for which the escaping set and the Julia set have Lebesgue measure zero.
To construct such an entire function, we consider a Weierstrass canonical product
with zeros distributed along the positive real axis and then control the asymptotic
behaviour of f outside of a small curvilinear sector containing the positive real axis.
By applying the Denjoy-Carleman-Ahlfors theorem, we show that the function is
in fact bounded in this sector. It is clear from our construction that the function
f belongs to Laguerre-Pólya class LP . Using basic properties of functions in this
class we see that all the critical points of f are contained in the above sector and
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hence the set of all critical values is bounded. For this function the only possible
asymptotic value is 0, so it is in the Eremenko-Lyubich class B. The fact that the
area of the escaping set of this function is zero will follow from a result given after
the construction.
The chapter is thus divided into three sections. In the first section, we introduce
the reference function and give some of its properties. In the second section, we
present the Aspenberg-Bergweiler condition. Then we construct an entire function
satisfying conditions given in Theorem 3.1. Finally we show that the escaping set
of the constructed function has zero area.
3.1 A Reference Function
To begin with, we consider the function
Eβ(z) = e
βz for β ∈ (0, 1/e).
The function Eβ is clearly a real entire function, i.e., it maps the real line into itself.
It has a repelling fixed point ξ on R with multiplier λ = βξ > 1. Around this
repelling fixed point, Schröder’s functional equation
Φ (Eβ(z)) = λΦ(z) (3.2)
has a unique local holomorphic solution Φ normalized by Φ(ξ) = 0 and Φ′(ξ) = 1,
see, for instance, [Mil06, Section 8]. We call this solution Φ the reference function1.
The reference function Φ has a continuation to [α,∞), where α is the attracting
fixed point of Eβ. This is because Φ is defined in some interval [x1, x2] around ξ,
then (3.2) gives a continuation to the larger interval [Eβ(x1), Eβ(x2)]. Repeating
this process one gets a continuation to [Enβ (x1), Enβ (x2)] for every n ∈ C and thus
to (α,∞). The diagram (3.2) still holds for z ∈ [ξ,∞). Note that Φ is increasing
on the real axis and limx→∞Φ(x) = ∞. Moreover, the function Φ tends to ∞ but
slower than any iterate of the logarithm, in other words, for all m ∈ N we have
lim
x→∞
Φ(x)
logm x
= 0. (3.3)
Here logm denotes the m-th iterate of the logarithm. For a proof of (3.3), we refer
to [Pet08, Section 5.2]. Therefore, if we consider the function ε0 : (ξ,∞) → (0,∞)
defined by
ε0(x) =
1
Φ(x)
, (3.4)
then this function tends to zero but slower than 1/ logm for any m ∈ N. For this
function, the following result holds.
1In some literature, the function Φ is called Kœnigs’ function. And the inverse of Φ is called a
linearizing map which can be continued analytically to an entire function.
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Lemma 3.1. For x ≥ ξ,
∞∑
k=1
ε0
(
Ekβ(x)
)
<∞. (3.5)
Proof. It follows from (3.2) and λ > 1 that
∞∑
k=1
ε0
(
Ekβ(x)
)
=
∞∑
k=1
1
Φ
(
Ekβ(x)
) = ∞∑
k=1
1
λkΦ(x)
<∞.
For later purpose, we also define ε : (ξ,∞)→ (0,∞) by
ε(x) =
1
log Φ(x)
. (3.6)
Then this function also tends to zero slower than any of the functions 1/ logm where
m ∈ N. However, similar result as in Lemma 3.1 does not hold for ε(x). Instead,
we have the following.
Lemma 3.2. For ε(x) defined in (3.6) and x > 0, we have
∞∑
k=1
ε
(
Ek (x)
)
=∞.
Proof. Recall that Eβ(x) = eβx, E(x) = ex. We shall show first that for any given
x1 there exists x2 > x1 such that for any k ∈ N,
Ekβ (x2) ≥ Ek (x1) .
To see this we first consider the following real function defined as
Fβ(x) = βe
x.
In particular, F1(x) = E(x). An easy computation shows that Fβ(βx) = βEβ(x).
Let c > log(2/β) and x > log c. We have
Fβ(x+ c) = βe
cex > 2ex > ex + c = F1(x) + c > F1(x).
Since for any k ∈ N, Ek(x) > c since x > log c, by induction we have
F kβ (x+ c) ≥ F k1 (x) + c > F k1 (x) . (3.7)
If we take x = x1 and x2 = (x+ c)/β, then
F kβ (x+ c) = F
k
β (βx2) = βE
k
β (x2) .
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Together with (3.7) we see that
Ekβ (x2) > βE
k
β (x2) = F
k
β (x+ c) > F
k
1 (x1) = E
k (x1) .
Our assertion now follows. So for x > 0 there exists x′ > x with Ekβ(x′) > Ek(x).
Thus ∞∑
k=1
ε(Ek(x)) =
∞∑
k=1
1
log Φ (Ek (x))
≥
∞∑
k=1
1
log Φ
(
Ekβ (x
′)
)
=
∞∑
k=1
1
log (λkΦ (x′))
=
∞∑
k=1
1
k log λ+ log Φ(x′)
=∞.
Building on same ideas as in the proof of Lemma 3.2, we can rewrite our Lemma
3.1 as follows:
Lemma 3.3. ∞∑
k=1
ε0
(
Ek(0)
)
<∞. (3.8)
The following estimate for ε(x) would be useful in the construction of our func-
tion.
Lemma 3.4. For ε(x) defined in (3.6) and for N ∈ N0, we have the following
estimate:
ε′(x)
N∏
j=0
logj x ≤ ε(x)3 (3.9)
for large x.
Proof. We recall how the function Φ in (3.2) is constructed; see, for instance, [Mil06,
Section 8]. First let Tξ(x) = x+ ξ and Lβ(x) = E−1β (x). Define
L = T−1ξ ◦ Lβ ◦ Tξ. (3.10)
Thus,
L(x) =
log(x+ ξ)
β
− ξ.
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The function L satisfies that L(0) = 0, L′(0) = 1/λ (recall that λ = βξ). Since λ is
greater than one, 0 is an attracting fixed point of L. Schröder’s functional equation
has a unique local holomorphic solution Ψ(z) normalised by Ψ(0) = 0 and Ψ′(0) = 1,
such that
Ψ(L(x)) =
1
λ
Ψ(x). (3.11)
Then Ψ(x) = Φ(x+ ξ). Define
Ψn(x) = λ
nLn(x),
then Ψ(x) = limn→∞Ψn(x). We can now compute explicitly the first derivative of
Ψn:
Ψ′n(x) = λ
n (Ln)′ (x) = λnL′
(
Ln−1
) · (Ln−1)′ (x)
=
λn
β (Ln−1(x) + ξ)
· (Ln−1)′ (x) = λn n−1∏
j=0
1
β (Lj(x) + ξ)
=
(
λ
βξ
)n
·
n−1∏
j=0
1
1 + Lj(x)/ξ
=
n−1∏
j=0
1
1 + Lj(x)/ξ
.
Now we see that, for any N ∈ N0,
Ψ′n(x)
N∏
j=0
logj x =
n−1∏
j=0
1
1 + Lj(x)/ξ
N∏
j=0
logj x
=
N∏
j=0
logj x
1 + Lj(x)/ξ
n−1∏
j=N+1
1
1 + Lj(x)/ξ
.
For any fixed finite integer N (for our following applications, N ≤ 5 is enough),
the definition of L(x) in (3.10) can be put into the above equality. An easy compu-
tation shows that
Ψ′n(x)
N∏
j=0
logj x ≤ 1
2
, (3.12)
for sufficiently large x. If we define
η(x) =
1
log Ψ(x)
,
ηn(x) =
1
log Ψn(x)
,
(3.13)
then η(x) = limn→∞ ηn(x) and also η′(x) = limn→∞ η′n(x). Then, by applying (3.12)
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and the definition of ηn(x) in (3.13) we have
η′n(x)
N∏
j=0
logj x =
1
[log Ψn(x)]
2
1
Ψn(x)
Ψ′n(x)
N∏
j=0
logj x ≤ 1
2Ψn(x) [log Ψn(x)]
2
≤ 1
2 [log Ψn(x)]
3 =
1
2
ηn(x)
3.
Now we see that
η′(x)
N∏
j=0
logj x ≤ 3
4
η(x)3
for large x. Recall the definition of ε(x) and Φ(x). We thus have η(x) = ε(x + ξ).
For large x ∈ (ξ,∞), we see that
ε′(x+ ξ)
N∏
j=0
logj(x+ ξ) =
(
η′(x)
N∏
j=0
logj x
) ∏N
j=0 log
j(x+ ξ)∏N
j=0 log
j x
≤ 3
4
η(x)3
∏N
j=0 log
j(x+ ξ)∏N
j=0 log
j x
=
3
4
ε(x+ ξ)3
∏N
j=0 log
j(x+ ξ)∏N
j=0 log
j x
≤ ε(x+ ξ)3.
This finishes our proof.
Now we set
ρ(r) =
1
2
+ ε(r). (3.14)
An immediate consequence of the above result is the following
Lemma 3.5. ρ(r) is a proximate order.
Proof. First recall the definition of proximate order given in Definition 2.8. To show
that the statement is true we only need to check whether rρ′(r) log r → 0 as r →∞.
This follows easily from the above lemma. Taking N = 1 in (3.9), we see that
|rρ′(r) log r| = |ε′(r)r log r| ≤ ε(r)3 → 0 as r →∞.
The other conditions are easy to verify. We omit it here.
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3.2 The Aspenberg-Bergweiler Condition
The first result concerning the Lebesgue measure of Julia sets of transcendental
entire functions is due to McMullen [McM87].
Theorem 3.2. For α, β ∈ C and α 6= 0, we have
area I(sin(αz + β)) > 0.
A substantial generalization of the above McMullen’s result is due to Aspenberg
and Bergweiler [AB12].
Theorem 3.3. Let f be an entire function in class B which has N logarithmic tracts
over ∞, and suppose that
log logM(r, f) ≤
(
N
2
+
1
Φ(r)
)
log r (3.15)
for large r. Then area I(f) > 0.
We call condition given in (3.15) the Aspenberg-Bergweiler condition.
Remark 3.2.1. The proof shows that (3.15) may be relaxed to
log logM(r, f) ≤
(
N
2
+
1
(log Φ(r))1+δ
)
log r (3.16)
for large r and some δ > 0; see Remark 3.3.3 at the end of this chapter. Theorem
3.1 shows that this does not hold for δ = 0, so this condition is essentially sharp.
Remark 3.2.2. Note that, for an entire function in class B with N logarithmic tracts
over∞, the Denjoy-Carleman-Ahlfors theorem says that the order of such a function
is at least N/2. Therefore, functions satisfying conditions in the above theorem only
grow slightly faster than guaranteed by the Denjoy-Carleman-Ahlfors theorem.
As we mentioned in the introduction, the function ε0(r) in the Aspenberg-
Bergweiler condition (3.15) cannot be replaced by a constant, as is shown by the
following example, which is given in [AB12].
Example 3.1. Consider the Mittag-Leﬄer function
Fα(z) =
∞∑
n=0
zn
Γ(αn+ 1)
for α ∈ (0, 2).
This function satisfies the following properties:
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(i) The order ρ(Fα) = 1α ;
(ii) Fα is bounded in the sector {reit : r > 0, |t− pi| ≤ (1− α2 )pi};
(iii) Fα belongs to the class B.
For a proof of (i) and (ii), see [GO08, pp. 83-86] and for the property (iii) see [AB12,
Section 4]. Now it follows from a result of Eremenko and Lyubich [EL92, Theorem
7] that the area of escaping set of the Mittag-Leﬄer function is zero.
3.3 Sharpness
In this section we shall construct an entire function in class B, with which we
can show the essential sharpness of the Aspenberg-Bergweiler condition (3.15) as
claimed.
First recall that ε(r) is defined in (3.6) and ρ(r) in (3.14). To construct an entire
function as required, let {an}n∈N be a positive sequence tending to infinity such that
1 ≤ a0 ≤ a1 ≤ . . . ,
and
n(r) = rρ(r) +O (1) . (3.17)
Here n(t) is the number of elements of the sequence {ak} which are contained in
{z : |z| ≤ r}. Then, by the Lemma 2.1 we see that the exponent of convergence of
the sequence {an} is 1/2. Then Theorem 2.6 implies that the infinite product
f(z) =
∞∏
n=0
(
1− z
an
)
(3.18)
converges locally uniformly and hence it is an entire function. Note that ε(r)3rρ(r) →
∞ as r →∞. Instead of (3.17) it suffices to assume that
n(r) = rρ(r) +O (ε(r)3rρ(r)) , (3.19)
and the infinite product defined in above way is still an entire function.
For a Weistrass canonical product g, one can find an asymptotic formula for
log g(z) in the angle δ < arg z < 2pi−δ for the branch of log g(z) for which log g(0) =
0. For a detailed explanation of this estimate, see [GO08, Chapter 2, Section 5].
Using the notion of proximate orders, we can modify this to control the asymptotic
behaviour for log f(z) outside of a curvilinear sector, where f is defined in (3.18).
For a similar result, we refer to [BC16, Theorem 1.5].
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Lemma 3.6 (Asymptotic representation). For f , ε and ρ defined above, we have
log |f(reiθ)| = pi cos((θ − pi)ρ(r))
sin(piρ(r))
rρ(r) +O (ε(r)2rρ(r)) , (3.20)
for
ε(r) ≤ θ ≤ 2pi − ε(r) (3.21)
as r →∞.
Proof. Following the standard argument using Riemann-Stieltjes integral (see [GO08,
Chapter 2, Section 5]), we have
log f(z) = −z
∫ ∞
0
n(t)
t(t− z)dt
and
I(z) :=
∫ ∞
0
tρ(r)
t(t− z)dt = −
pie−ipiρ(r)
sin(piρ(r))
zρ(r)−1, (3.22)
defined for 0 < arg z < 2pi and z = reiθ. Here n(t) denotes the number of zeros of
f in the disk {|z| < t} which satisfies (3.19). For z = reiθ,
Re (zI(z)) = −pi cos(ρ(r)(pi − θ))
sin(pi(ρ(r))
rρ(r). (3.23)
By (3.19), (3.22) and (3.23) we have
|log |f(z)|+ Re (zI (z))| =
∣∣∣∣Re(z ∫ ∞
0
tρ(r) − n(t)
t(t− z) dt
)∣∣∣∣
≤ r
∫ ∞
0
∣∣n(t)− tρ(r)∣∣
t |t− z| dt.
(3.24)
To estimate the integral on the right-hand side of (3.24), we consider
b(r) =
1
a(r)
= exp
{
ε(r)3 log log r
}
. (3.25)
We claim two properties of a(r) and b(r). First, b(r)→∞ as r →∞. This follows
easily from (3.6) and (3.3), from which we see that Φ(r) ≤ logk(r) for large r and
for any k ∈ N. Hence, ε(r) ≥ 1/logk(r) for any k ≥ 1. Now the first claim follows.
The second one is that, for any positive constant δ < 1,
a(r)δ =
1
b(r)δ
= o
(
ε(r)2
)
. (3.26)
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In fact it can easily be seen that, this is true if the following holds:
ε(r)3 log log r
log ε(r)
→ −∞.
Again, the same argument as above implies this. We omit details here.
Now following the argument in the proof of Theorem 2.2 in [GO08, Chapter 2,
Section 2], for every k ∈ [a(r), b(r)] there exists k∗ ∈ [a(r), b(r)] such that
|ρ(kr)− ρ(r)| = k∗r |ρ′(k∗r)| |log k|
= k∗r |ρ′(k∗r)| |log(k∗r)| |log k||log(k∗r)| .
(3.27)
By Definition 2.8, ρ(r) is a proximate order. The definition of proximate orders and
Lemma 3.4 then imply that
k∗r |ρ′(k∗r)| |log(k∗r)| = k∗r |ε′(k∗r)| |log(k∗r)| ≤ 1
log log(k∗r)
(3.28)
for large r. Recall that a(r) and b(r) are defined in (3.25). Since k ≤ b(r) and
k∗ ≥ a(r), we see that
|log k|
|log(k∗r)| ≤
log b(r)
log(ra(r))
=
log b(r)
log r − log b(r) =
ε(r)3 log log r
log r − ε(r)3 log log r , (3.29)
which, by a simple computation, (3.27) and (3.28), yields
|ρ(kr)− ρ(r)| ≤ (1 + o (1)) ε(r)
3
log r
as r →∞.
It follows from the definition (3.14) of ρ(r) that the above estimate also holds with
ρ replaced by ε, that is,
|ε(kr)− ε(r)| ≤ (1 + o (1)) ε(r)
3
log r
as r →∞. (3.30)
Therefore we see that, for all such k,
rρ(kr)−ρ(r) = exp {(ρ(kr)− ρ(r)) log r}
= exp
{
(1 + o(1))ε(r)3
}
as r →∞. (3.31)
Take δ = 1/4, then δ < min{ρ(t), 1 − ρ(t)} for large t since ρ(t) → 1/2 by
definition. Moreover, note that for such δ, we have the estimate (3.26). Now we
separate the integral on the right-hand side of (3.24) into three parts as follows:∫ ∞
0
∣∣n(t)− tρ(r)∣∣
t |t− z| dt =
∫ a(r)r
0
∣∣n(t)− tρ(r)∣∣
t |t− z| dt+
∫ ∞
b(r)r
∣∣n(t)− tρ(r)∣∣
t |t− z| dt
+
∫ b(r)r
a(r)r
∣∣n(t)− tρ(r)∣∣
t |t− z| dt.
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For the first integral, by using standard properties of the proximate order, (3.26),
(3.31), and the fact that for t ∈ [0, a(r)r], we have |t − z| ≥ r(1 − a(r)) ≥ r/2, we
find that there exists a constant C such that∫ a(r)r
0
∣∣n(t)− tρ(r)∣∣
t |t− z| dt ≤
C
r
{∫ a(r)r
1
tρ(t)−1dt+
∫ a(r)r
1
tρ(r)−1dt
}
≤ Ca(r)δrρ(r)−1
= o
(
ε(r)2rρ(r)−1
)
.
(3.32)
For the second integral, we have |t− z| ≥ t/2 for t ≥ b(r)r and similarly we obtain
the following estimates:∫ ∞
b(r)r
∣∣n(t)− tρ(r)∣∣
t |t− z| dt ≤ C
{∫ ∞
b(r)r
tρ(t)−2dt+
∫ ∞
b(r)r
tρ(r)−2dt
}
≤ C 1
b(r)δ
rρ(r)−1
= Ca(r)δrρ(r)−1
= o
(
ε(r)2rρ(r)−1
)
.
(3.33)
For t ∈ [a(r)r, b(r)r] and z = reiθ, we have |t − z| ≥ (t + r) sin ε(r)
2
. Combining
this with (3.19), (3.30) and (3.31), we can obtain an estimate of the last integral as
follows: ∫ b(r)r
a(r)r
∣∣n(t)− tρ(r)∣∣
t |t− z| dt ≤
∫ b(r)r
a(r)r
∣∣n(t)− tρ(t)∣∣
t |t− z| dt
+
∫ b(r)r
a(r)r
∣∣tρ(t) − tρ(r)∣∣
t |t− z| dt
≤ C
sin ε(r)
2
∫ b(r)r
a(r)r
ε (t)3 tρ(t)
t (t+ r)
dt
= O
(
ε (r)2
r
∫ b(r)
a(r)
(τr)ρ(τr)
τ (1 + τ)
dτ
)
= O
(
ε (r)2 rρ(r)−1
∫ ∞
0
τ ρ(r)
τ (1 + τ)
dτ
)
= O (ε (r)2 rρ(r)−1) .
(3.34)
Putting all the estimates (3.24), (3.32), (3.33) and (3.34) together, we see that
for z = reiθ with θ satisfying (3.21), log |f(z)| has the following asymptotic repre-
sentation:
|log |f(z)|+ Re(zI(z))| = O (ε(r)2rρ(r)) .
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Now, for some r0 > 0 we define
γ+ =
{
reiε(r) : r ≥ r0
}
,
γ− =
{
re−iε(r) : r ≥ r0
}
,
and
G(γ) = C \ {reiθ ∈ C : ε(r) ≤ θ ≤ 2pi − ε(r), r ≥ r0} .
A consequence of the above lemma is the following fact.
Lemma 3.7. The function f is bounded on γ+ and γ−.
Proof. This follows from the asymptotic representation of f given in Lemma 3.6.
For sufficiently large r,
ρ(r)(pi − ε(r)) = pi
2
+ ε(r)
(
pi − 1
2
− ε(r)
)
>
pi
2
.
So we have
cos (ρ(r)(pi − ε(r)) = − sin
(
ε(r)
(
pi − 1
2
− ε(r)
))
= −(1 + o(1))
(
pi − 1
2
)
ε(r).
Since ε(r)2 = o (ε(r)), it follows from the asymptotic representation of log |f | in
Lemma 3.6 that
log
∣∣f(reiθ)∣∣ < 0,
for |θ| = ε(r) and for r sufficiently large.
Lemma 3.8. f(z) is bounded in G(γ).
Proof. By the Denjoy-Carleman-Ahlfors Theorem, if g is entire then the number of
components of {z ∈ C : |g(z)| > R} for R > 0 is less than or equal to max {1, 2ρ(g)},
where ρ(g) is the order of g. Therefore, our function f , which is constructed in (3.18)
and has order of growth 1/2, has at most one tract. However, the asymptotic formula
(3.20) for f in Lemma 3.6 implies that f(z) is unbounded when z goes to infinity
along the negative real axis. So this means that f has a tract containing the negative
real axis. By Lemma 3.7 f is bounded on γ+ and γ−. Therefore, the only tract of
f should be contained in C \G(γ), which means that f is bounded in G(γ).
To show that the entire function f we constructed in (3.18) is in the Eremenko-
Lyubich class B, we need to prove, by Definition 2.2, that the set of all critical values
and asymptotic values of f is bounded. To this aim, we define
Pn(z) =
n∏
k=1
(
1− z
ak
)
.
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Then
f(z) = lim
n→∞
Pn(z).
Clearly f is the locally uniform limit of real polynomials Pn with only real zeros.
By Definition 2.3, the function f belongs to the Laguerre-Pólya class LP . By using
Proposition 2.1, we will deduce the following result.
Lemma 3.9. The function f constructed in (3.18) is in class B.
Proof. As noted above, Pn → f locally uniformly. Thus also P ′n → f ′. Since all the
polynomials P ′n have only real positive zeros, Hurwitz’s theorem implies that all zeros
of f ′ are also real and positive. So f has only real positive critical points. As [r0,∞)
lies in the unbounded domain G(γ) defined above, Lemma 3.8 means that the set
of critical values of f is bounded. Moreover, f at most one asymptotic value by the
Denjoy-Carleman-Ahlfors theorem. Therefore, f belongs to the Eremenko-Lyubich
class B.
Lemma 3.10. The function f constructed in (3.18) satisfies the condition (3.1).
Proof. This follows from our Lemma 3.6, which yields
logM(r, f) ≤ pi
sin(piρ(r))
rρ(r) +O (ε(r)2rρ(r))
= (1 + o(1)) pirρ(r).
Thus, we obtain that
log logM(r, f) ≤ log rρ(r) +O (1)
= ρ(r) log r +O(1)
=
(
1
2
+ ε(r)
)
log r +O(1).
Until now we have constructed an entire function in class B which satisfies all the
conditions in Theorem 3.1 except that the escaping set of this function has zero area.
To show this, we will prove the following theorem, which may be of independent
interests. Given an entire function f ∈ B, recall notations in (2.5) and (2.6), which
are connected to the logarithmic change of variable. Moreover,
V = C \ U, (3.35)
and
θ(r) = meas
{
t ∈ [0, 2pi] : reit ∈ V } . (3.36)
Here meas denotes the one-dimensional Lebesgue measure. Now our result can be
stated as follows.
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Theorem 3.4. Let f ∈ B be of finite order. Let V and θ be as above. Suppose that
θ(r) ≥ θ0(r) for large r > 0, where θ0(r) is decreasing and satisfies
∞∑
k=1
θ0
(
Ek(0)
)
=∞. (3.37)
Then area I(f) = 0. If, in addition, f is of disjoint type, then areaJ (f) = 0.
We shall prove this theorem first for certain disjoint type entire functions (the
following Theorem 3.5), which are obtained by considering λf(z) for f satisfying
conditions in the theorem (see the discussion after Proposition 2.5). Then we can
apply Theorem 2.12 to transfer to entire functions not necessarily being of disjoint
type.
Theorem 3.5. Let f ∈ B be of finite order. Let r0 > |f(0)| be such that the
singularities of f−1 are contained in {z : |z| < r0}. Suppose that there exists R1
with R1 > max{2 log r0, log r0 +64pi} such that |z| > eR1 if |f(z)| > r0. Suppose that
θ(r) ≥ θ0(r) for large r > 0, where θ0(r) is decreasing and satisfies (3.37). Then
areaJ (f) = 0.
Proof. First we apply a logarithmic change of variable to f and thus obtain a map
F : W → H as in (2.7). Under the assumption in the theorem, we know that by
Definition 2.15 the function f is of disjoint type. We also say in this case that F
is of disjoint type. See [Rem09, Definition 2.2] for a discussion of such functions.
More precisely, we can deduce from the conditions in the theorem that
W ⊂ {z : Re z > R1}. (3.38)
Now we consider the following set
T = {z : F n(z) ∈ W, for all n ≥ 0} .
Clearly the function satisfying (3.38) is of disjoint type, and thus the Fatou set of
f consists of a single immediate attracting basin, and
J (f) = exp(T ).
Moreover, the assumption that f ∈ B implies that I(f) ⊂ J (f). And since the
exponential map preserves sets of zero Lebesgue measure, to show that areaJ (f) =
0 (and hence area I(f) = 0) it suffices to show that areaT = 0. In the following
discussion, we will mainly concentrate on this set and prove that the Lebesgue
measure of T is zero.
Define
Tn =
{
z ∈ C : F k(z) ∈ W, for k = 0, . . . , n}
Chapter 3. Aspenberg-Bergweiler Condition and Sharpness 37
and
S = C \T0 = C \W. (3.39)
By definition of T and Tn, we have
T =
∞⋂
n=0
Tn.
Put
cn =
n∑
j=1
τR1
Kj
, K =
R1 −R
4pi
> 1, (3.40)
where τ = 1/16.
For a point w ∈ W , we consider a sequence of squares centred at w as follows:
Pn(w) =
{
z ∈ C : |Re(z − w)| ≤ Rew
64
− cn, |Im(z − w)| ≤ Rew
64
− cn
}
. (3.41)
We write Pn instead of Pn(w) for simplicity. For z ∈ Tn, we define
rn(z) =
ReF n(z)
|(F n)′(z)| . (3.42)
We show that there exists a countable subset Ln ⊂ Tn ∩ Pn satisfying the following
conditions:
(i)
⋃
z∈Tn∩Pn D(z, τrn(z)) ⊂
⋃
z∈Ln D(z, 4τrn(z));
(ii) D(z1, τrn(z1)) ∩D(z2, τrn(z2)) = ∅ for distinct z1, z2 ∈ Ln;
(iii) D(z, τrn(z)) ⊂ Pn−1, for z ∈ Ln;
(iv) for each z ∈ Ln, the disk D(z, τrn(z)) contains a compact subset An(z) such
that F n maps An(z) bijectively onto a square Q(zn) centred at zn := F n(z)
with sidelength Re zn/32, that is,
Q(zn) =
{
z ∈ C : |Re(z − zn)| ≤ 1
64
Re zn, |Im(z − zn)| ≤ 1
64
Re zn
}
;
(3.43)
(v) D(z, τrn(z)) ⊂ Tn−1, for z ∈ Ln.
The existence of Ln satisfying (i) and (ii) follows from Lemma 2.3. To see that
the conclusion (iii) holds, note that z ∈ Tn and hence F k(z) ∈ W for 0 ≤ k ≤ n,
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which in particular means that ReF n(z) > R1. Moreover, it follows from Lemma
2.2 and (3.40) that
|F ′(z)| ≥ ReF (z)−R
4pi
≥ R1 −R
4pi
= K.
Thus
|(F n)′(z)| = ∣∣F ′(F n−1(z))∣∣ · ∣∣(F n−1)′(z)∣∣
≥ ReF
n(z)−R
4pi
·
n−2∏
j=0
∣∣F ′(F j(z))∣∣
≥ ReF
n(z)−R
4pi
·
(
R1 −R
4pi
)n−1
.
Therefore, for z ∈ Tn we have
rn(z) =
ReF n(z)
|(F n)′(z)| ≤
ReF n(z)
ReF n(z)−R · 4pi ·
(
4pi
R1 −R
)n−1
≤ R1
R1 −R · 4pi ·
(
4pi
R1 −R
)n−1
=
(
4pi
R1 −R
)n
R1
=
R1
Kn
.
This implies (iii). Essentially (iv) follows from the above Corollary 2.2, which is a
consequence of Koebe’s theorem. Since z ∈ Ln ⊂ Tn, by definition of Tn we have
Re zk > R1 for 0 ≤ k ≤ n. Now since
63
64
Re zn >
63
64
R1 >
63
64
· 2R > R,
we obtain that Q(zn) is contained in H. If φ is the inverse branch of F which maps
zn to zn−1, then φ(Q(zn)) is contained in W and hence the preimage of Q(zn) under
the pullback of the inverse branch of F k which maps zn to zn−k is contained inW for
each k = 1, . . . , n. If we denote by φn the branch of the inverse of F n which maps zn
to z, then φn extends to a univalent map on D(zn, 12 Re zn) since
1
2
Re zn >
1
2
R1 > R.
By using Corollary 2.2 and by taking σ = 1/256, we have
D (z, σrn(z)) ⊂ φn (Q(zn)) ⊂ D (z, τrn(z)) . (3.44)
The conclusion (iv) follows if we take
An(z) = φn (Q(zn)) .
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The last conclusion (v) follows if we consider the following square centred at zn
Q′(zn) =
{
z ∈ C : |Re(z − zn)| ≤ 1
4
Re zn, |Im(z − zn)| ≤ 1
4
Re zn
}
.
Similar arguments as above show that
φn (Q
′(zn)) ⊂ Tn−1
and
D (z, τrn(z)) ⊂ φn (Q′(zn)) .
Therefore, D(z, τrn(z)) ⊂ Tn−1 for z ∈ Ln. The conclusion (v) follows.
Now we split the rest of the proof into two steps. First we estimate the area of
Tn−1 \ Tn in D(z, τrn(z)) for z ∈ Tn, which we call local estimate. Then we spread
the local estimate to a global estimate, which is the area of Tn−1 \ Tn in Pn(w), by
using the above (i), (ii) and (iii).
First we note that
Tn−1 \ Tn = F−n(S) ∩ Tn−1.
Together with (v) above we have
area ((Tn−1 \ Tn) ∩D(z, τrn(z)))
= area
(
F−n(S) ∩ Tn−1 ∩D(z, τrn(z))
)
= area
(
F−n(S) ∩D(z, τrn(z))
)
.
(3.45)
Recall our definition of S in (3.39) and θ(r) in (3.36). We define
ϕ(x) = meas { y ∈ [0, 2pi] : x+ iy ∈ S } ,
and
ϕ0(x) = θ0(e
x).
Then ϕ(x) = θ(ex). Since θ(x) ≥ θ0(x) for large x, we see that ϕ(x) ≥ ϕ0(x) for
large x. Now we can give a lower bound for the area of S in the square Q(zn) given
in (3.43). For simplicity we put Q = Q(zn). We use the fact that θ0 is a continuous
and decreasing function. Since the square Q contains at least [Re zn
64pi
] horizontal strips
of width 2pi and Re zn > R1 > 64pi, we obtain
area (S ∩Q) ≥
[
Re zn
64pi
] ∫ 65
64
Re zn
63
64
Re zn
ϕ(t)dt
≥
[
Re zn
64pi
] ∫ 65
64
Re zn
63
64
Re zn
ϕ0(t)dt
≥
[
Re zn
64pi
]
ϕ0
(
65
64
Re zn
)
1
32
Re zn.
(3.46)
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Here [ · ] denotes the integer part. Therefore,
dens (S,Q) ≥
[
Re zn
64pi
] ϕ0(65
64
Re zn
)
1
32
Re zn(
1
32
Re zn
)2
≥ 1
2
Re zn
64pi
ϕ0
(
65
64
Re zn
)
1
32
Re zn
=
1
4pi
ϕ0
(
65
64
Re zn
)
≥ 1
4pi
ϕ0 (2 Re zn)
=: ϕ1 (Re zn) .
(3.47)
As we mentioned above, φn, which is the inverse branch of F n which maps zn to
z, extends to a univalent map on D(zn, 12 Re zn). Thus by Koebe’s theorem, there
exist positive constants K1 and K2 such that
K1 dens (S,Q) ≤ dens (φn(S), φn(Q)) ≤ K2 dens (S,Q)
for n ∈ N. Then by using (3.44) and (3.47) we have
dens
(
F−n(S), D(z, τrn(z))
)
=
area (F−n(S) ∩D(z, τrn(z)))
areaD(z, τrn(z))
≥ area (φn(S) ∩ φn(Q))
areaD(z, τrn(z))
≥ K1 dens (S,Q) · areaφn(Q)
areaD(z, τrn(z))
≥ K1 dens (S,Q) · areaD(z, σrn(z))
areaD(z, τrn(z))
= K1
(σ
τ
)2
dens (S,Q)
≥ K1
(σ
τ
)2
ϕ1 (Re zn) .
So by (3.45), for z ∈ Tn we have, with ϕ2(x) = K1(σ/τ)2ϕ1(x),
area ((Tn−1 \ Tn) ∩D (z, τrn(z)))
≥ K1
(σ
τ
)2
ϕ1 (Re zn) · areaD (z, τrn(z))
= ϕ2(Re zn) · areaD(z, τrn(z))).
(3.48)
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Since f is of finite order, there exists some constant ρ′ <∞ such that
log logM(r, f) ≤ ρ′ log r for large r.
Now, we see that for any point z with large real part,
ReF (z) ≤ exp(ρ′Re z) = E(ρ′Re z) ≤ E2(Re z), (3.49)
and hence
Re zk = ReF
k(z) ≤ E2k(Re z). (3.50)
Now we can deduce our global estimate from the conclusions (i), (ii), (iii), (3.48)
and (3.50) as follows:
area ((Tn−1 \ Tn) ∩ Pn−1)
≥ area
(
(Tn−1 \ Tn) ∩
⋃
z∈Ln
D(z, τrn(z))
)
=
∑
z∈Ln
area ((Tn−1 \ Tn) ∩D(z, τrn(z)))
≥
∑
z∈Ln
ϕ2 (Re zn) · areaD(z, τrn(z))
≥
∑
z∈Ln
ϕ2
(
E2n(Re z)
) · areaD(z, τrn(z))
≥ ϕ2
(
E2n
(
65
64
Rew
))∑
z∈Ln
areaD(z, τrn(z))
≥ 1
16
ϕ2
(
E2n
(
65
64
Rew
))
· area
( ⋃
z∈Ln
D(z, 4τrn(z))
)
≥ 1
16
ϕ2
(
E2n
(
65
64
Rew
))
· area (Tn ∩ Pn) .
(3.51)
Since
area ((Tn−1 \ Tn) ∩ Pn−1) = area (Tn−1 ∩ Pn−1)− area (Tn ∩ Pn−1)
≤ area (Tn−1 ∩ Pn−1)− area (Tn ∩ Pn) ,
we obtain
area (Tn−1 ∩ Pn−1) ≥
[
1 +
1
16
ϕ2
(
E2n
(
65
64
Rew
))]
· area (Tn ∩ Pn) .
Let
P∞ =
⋂
n≥1
Pn
=
{
z : |Re(z − w)| ≤ Rew
M
− c, | Im(z − w)| ≤ Rew
M
− c
}
,
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where
c =
∞∑
j=1
τR1
Kj
=
τR1
K − 1 .
We have
area (Tn ∩ P∞) ≤ area (Tn ∩ Pn)
≤
n∏
k=1
1
1 +
1
16
ϕ2
(
E2k
(
65
64
Rew
)) · area (T1 ∩ P1) ,
which means that
area (T ∩ P∞) ≤
∞∏
k=1
1
1 +
1
16
ϕ2
(
E2k
(
65
64
Rew
)) · area (T1 ∩ P1) . (3.52)
Note that
1
16
ϕ2
(
E2k
(
65
64
Rew
))
= α · ϕ0
(
2Ek
(
65
64
Rew
))
≥ α · ϕ0
(
E2k+2 (Rew)
)
= α · θ0
(
E2k+3 (Rew)
)
≥ α · θ0
(
E2k+4 (Rew)
)
,
where α = K1
64pi
(σ/τ)2. Since
∞∑
k=1
θ0
(
Ek(x)
)
=
∞∑
k=1
θ0
(
E2k(x)
)
+
∞∑
k=1
θ0
(
E2k−1(x)
)
≤
∞∑
k=1
θ0
(
E2k(x)
)
+
∞∑
k=1
θ0
(
E2k−2(x)
)
= 2
∞∑
k=1
θ0
(
E2k(x)
)
+ θ0(x),
(3.53)
we deduce from (3.37) that
∞∑
k=1
1
16
ϕ2
(
E2k
(
65
64
Rew
))
=∞.
This implies that
∞∏
k=1
1
1 +
1
16
ϕ2
(
E2k
(
65
64
Rew
)) = 0,
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which, together with (3.52), finishes the proof:
area(T ∩ P∞) = 0.
Since the point w ∈ W is chosen arbitrarily, we have in particular that areaT = 0.
By the discussion at the beginning of this section we finally have areaJ (f) = 0 and
in particular area I(f) = 0.
Proof of Theorem 3.4. Let f ∈ B be as in Theorem 3.4. Now we consider
fλ : C→ C; z 7→ f(λz).
By choosing λ to be sufficiently small, the function fλ will satisfy all conditions in
Theorem 3.5. Therefore, we see that areaJ (fλ) = 0. By definition, f and fλ are
equivalent near infinity. By Theorem 2.12, there exists R > 0 and a quasiconformal
mapping θ : C→ C such that
θ ◦ fλ = f ◦ θ
on the set
J R(fλ) := {z ∈ C : |fnλ (z)| ≥ R for all n ≥ 1} .
Now we put
IR(fλ) := I(fλ) ∩ J R(fλ).
Then area IR(fλ) = 0. So we see that there exists a constant R′ > 0 such that
IR′(f) ⊂ θ(IR(fλ)).
Recall that
I(f) =
⋃
n≥0
f−n (IR′(f)) .
Therefore, it is clear that area I(f) = 0.
Remark 3.3.1. The hypothesis that f has finite order was used only in (3.49) to
conclude that ReF (z) ≤ E2(Re z) if Re z is large enough. The proof goes through
with only minor modifications if instead we only have ReF (z) ≤ EN(Re z) for some
N ∈ N and Re z sufficiently large. This implies that the condition in Theorem 3.4
and Theorem 3.5 that f has finite order can be replaced by the condition that
logN M(r, f) ≤ r
for some N ∈ N and large r.
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Now we will finish the proof of Theorem 3.1, by showing that the escaping set of
the functions f constructed in (3.18) which satisfies the condition (3.1) has zero area.
We only need to check that our function f satisfies all the conditions in Theorem
3.4. By considering f(λz) for a sufficiently small constant λ if necessary, we can see
that the condition (3.38) is satisfied. Moreover, since f is bounded in G(γ) and the
opening angle of G(γ) at radius r is equal to 2ε(r). Hence, we need to check that
2
∞∑
k=1
ε
(
Ek (x)
)
=∞.
This follows from our Lemma 3.2. Now it follows from Theorem 3.4 that areaJ (f) =
0 and in particular area I(f) = 0.
Remark 3.3.2. The function we constructed above shows the sharpness of the Aspen-
berg-Bergweiler condition (3.15) in the case of only one logarithmic tract over infin-
ity. To obtain an entire function with any finite number, say N , logarithmic tracts
over infinity, we let f be as in Theorem 3.1 and let g(z) = f(z)N and h(z) = f(zN).
Then h is in class B and has N logarithmic tracts over infinity. Moreover, the
function h satisfies that
log logM(r, h) ≤
(
N
2
+
N
log Φ(r)
)
log r +O(1).
Now we need to show that for such function h we have area I(h) = 0. This
follows since z ∈ I(h) if and only if zN ∈ I(g). Thus area I(h) = 0 if and only if
area I(g) = 0. Now area I(g) = 0 by the same argument that gives area I(f) = 0.
Hence area I(h) = 0.
Remark 3.3.3. We constructed an entire function f in class B which satisfies the
condition (3.1). Now we compare this condition with the Aspenberg-Bergweiler
condition (3.15). Recall that ε0(r) is defined in (3.4). Lemma 3.3 says that
∞∑
k=1
ε0(E
k(0)) <∞. (3.54)
While for the function 1/ log Φ(r) in (3.1), by Lemma 3.2 we have
∞∑
k=1
1
log Φ(Ek(0))
=∞. (3.55)
Instead of Ek(0) we could take Ek(x) for some x ∈ R in (3.54). Since there always
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exists N ∈ N such that EN(x) ≥ 0, we have
∞∑
k=1
ε0
(
Ek (x)
)
=
N∑
k=1
ε0
(
Ek (x)
)
+
∞∑
k=1
ε0
(
Ek+N (x)
)
≤
N∑
k=1
ε0
(
Ek (x)
)
+
∞∑
k=1
ε0(E
k(0))
<∞.
As a matter of fact, the convergence or divergence of the above sums is crucial
in both the work of Aspenberg and Bergweiler and our proof of Theorem 3.1. The
series (3.54) converges also for ε(x) = 1/(log Φ(x))1+δ if δ > 0, and as mentioned
after Theorem 3.3, the argument of Aspenberg and Bergweiler still works in this case
and shows that the conclusion of their theorem also holds in this case. Theorem 3.1
shows that this does not hold for δ = 0.

Chapter 4
Eremenko-Lyubich Condition and
Generalization
This chapter is also concerned with the area of escaping set of entire functions in
class B. In [EL92], Eremenko and Lyubich gave a condition under which the escaping
set of a transcendental entire function in class B has zero Lebesgue measure. Their
condition was formulated in terms of the quantity
θ(r) :=
{
t ∈ [0, 2pi] : ∣∣f(reit)∣∣ < R} , (4.1)
which also appeared in the last chapter (compare (3.36)). We call the condition
given by them the Eremenko-Lyubich condition. In particular, if an entire function
is of finite order for which the inverse of f has a finite logarithmic singularity, then
the Eremenko-Lyubich condition is satisfied. Hence, the result of Eremenko and
Lyubich can be formulated as: if an entire function in class B is of finite order and
the inverse has a finite logarithmic singularity a ∈ C, then the area of the escaping
set is zero. The main intention of this chapter is devoted to generalize this result.
Roughly speaking, our result says that one can relax the function to be of small
infinite order and in this case the same conclusion holds. More precisely, we have
the following result.
Theorem 4.1. Let f ∈ B be a transcendental entire function and r′ > 0. Suppose
that the inverse of f has a direct singularity a ∈ C. Suppose furthermore that f
satisfies
log logM(r, f) ≤ A(r) log r (4.2)
for r ≥ r′, for some continuous and increasing function A : [r′,∞) → R satisfying
A(r) < log r for large r and
∞∑
k=1
1
A (Ek (0))
=∞. (4.3)
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Then area I(f) = 0.
The chapter is divided into two parts. In the first part we present the Eremenko-
Lyubich condition mentioned above. Then in the second part we prove our theorem.
4.1 The Eremenko-Lyubich Condition
Recall that the quantity θ(r) for a transcendental entire function f is defined in
(4.1). We use the notations given in (2.5) and (2.6), and put
V = C \U.
In terms of the tracts over infinity, we can also define θ(r) as follows:
θ(r) = meas
{
t ∈ [0, 2pi] : reit ∈ V } . (4.4)
Now we state the result by Eremenko and Lyubich, see [EL92, Theorem 7].
Theorem 4.2. Let f ∈ B be a transcendental entire function satisfying
lim inf
r→∞
1
log r
∫ r
1
θ(t)
dt
t
> 0. (4.5)
Then area I(f) = 0.
We call (4.5) the Eremenko-Lyubich condition. It is clear that if an entire function
f ∈ B is bounded in a sector, or in other words if the set V contains a sector of a
definite opening, then the area of escaping set of f is zero (this also follows from
our Theorem 3.4). In particular, the Mittag-Leﬄer function discussed in Example
3.1 satisfies this condition and has zero area escaping set.
In [EL92, Proposition 4], Eremenko and Lyubich showed the following
Proposition 4.1. If the order of an entire function f is finite and the inverse
f−1 has a logarithmic singularity a ∈ C, then the Eremenko-Lyubich condition is
satisfied.
Combining the above two results, we have the following
Theorem 4.3. Let f ∈ B be a transcendental entire function of finite order such
that the inverse of f has a finite logarithmic singularity. Then area I(f) = 0.
Our main aim in this chapter is to generalize this result to "small" infinite order
entire functions.
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4.2 Generalization
To prove Theorem 4.1, we shall first prove the following
Theorem 4.4. Let f ∈ B be a transcendental entire function and r′ > 0. Suppose
that f satisfies (4.2) and
1
log r
∫ r
rc
θ(t)
dt
t
≥ 1
A(r)
(4.6)
for a constant c with 63/65 ≤ c < 1, and for some continuous and increasing
function A : [r′,∞) → R satisfying A(r) < log r for large r and (4.3). Then
area I(f) = 0.
Proof. For the function f given in the theorem, we define
g(z) := λf(z),
where λ > 0 is a constant to be determined later. Then g belongs to class B and is
conformally equivalent to f . So we can apply a logarithmic change of variables to g
and hence we obtain a function G, corresponding to g, such that G is a biholomophic
map from every component of W onto H ′, where
H ′ = { z ∈ C : Re z > log r0 + log λ } ,
here r0 is as in Section 2.3.2. Now the constant λ is chosen sufficiently small such
that
inf{Re z : z ∈ W} > 2(log r0 + log λ)
and
inf{Re z : z ∈ W} − (log r0 + log λ) > 64pi.
Therefore, the function g defined above satisfies the conditions in Theorem 3.5
by taking
R1 := inf{Re z : z ∈ W}.
Now the proof of the theorem is similar to that of Theorem 3.5. We choose a
point w with large real part and a sequence of squares Pn(w) exactly the same as
those in (3.41). In the same way we define the sets Tn and S. Now there exists
a countable subset Ln of Tn ∩ Pn which satisfies conditions (i)-(v) as before. Now
the proof follows if we can obtain appropriate estimates: the local estimate and the
global estimate.
The local estimate is achieved by using the inequality (4.6). In terms of ϕ, where
ϕ(x) = θ(ex), the condition (4.6) can be written as∫ x
cx
ϕ(s)ds =
∫ ex
ecx
ϕ(log t)
dt
t
=
∫ ex
ecx
θ(t)
dt
t
≥ x
A(ex)
=
x
A(E(x))
. (4.7)
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Then since 63/65 ≤ c < 1, by letting zn := Gn(z) we obtain, instead of (3.46),
area (S ∩Q) ≥
[
Re zn
64pi
] ∫ 65
64
Re zn
63
64
Re zn
ϕ(t)dt
≥
[
Re zn
64pi
] ∫ 65
64
Re zn
c 65
64
Re zn
ϕ(t)dt
≥
[
Re zn
64pi
] 65
64
Re zn
A(E(65
64
Re zn))
,
and
dens (S,Q) ≥ C0
A (E2(Re zn))
for some constant C0 > 0. Therefore, we obtain the following local estimate as in
(3.48) by using Koebe’s theorem as before:
area ((Tn−1 \ Tn) ∩D (z, τrn(z)))
≥ C1
A (E2(Re zn))
· areaD (z, τrn(z)) ,
(4.8)
where C1 is some positive constant.
To spread this to the global estimate, we need the assumption that A(r) < log r
for large r. So in this way we have an estimate for ReG(z):
ReG(z) ≤ logM(eRe z, g)
≤ exp (A(eRe z) · Re z)
≤ exp2(Re z),
(4.9)
which implies that
Re zn = ReG
n(z) ≤ exp2n(Re z) = E2n(Re z).
Now by using (4.8) the global estimate, which is similar to (3.51), is given as follows:
area ((Tn−1 \ Tn) ∩ Pn−1) ≥
∑
z∈Ln
area ((Tn−1 \ Tn) ∩D(z, τrn(z)))
≥
∑
z∈Ln
C1
A (E2(Re zn))
· areaD(z, τrn(z))
≥ C1
A
(
E2n+2
(
65
64
Rew
)) ∑
z∈Ln
areaD(z, τrn(z))
≥ 1
16
C1
A
(
E2n+2
(
65
64
Rew
)) · area (Tn ∩ Pn) .
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This, as in (3.52), implies that
area (T ∩ P∞) ≤
∞∏
n=1
1
1 +
1
16
C1
A
(
E2n+2
(
65
64
Rew
)) · area (T1 ∩ P1) .
Since the function A(r) is increasing, we can use similar argument as in (3.53) to
deduce from condition (4.3) that
∞∑
n=1
1
A
(
E2n+2
(
65
64
Rew
)) =∞.
The rest is the same as before and we omit details here. Therefore, we see that
areaJ (g) = 0 for the disjoint type function g.
We still need to transfer this result to our original function f . This is done as in
the proof of Theorem 3.4, using Theorem 3.5.
Proof of Theorem 4.1. We define
g(z) =
1
f(z)− a.
Since f has a finite direct singular value a ∈ C, we find that g has a direct tract
over infinity. Choose ε > 0 small enough, and denote
α(r) := meas
{
t ∈ [0, 2pi] : ∣∣f(reit)− a∣∣ < ε} .
We will follow the notations given in the introduction with respect to f . Recall that
θ(r) = meas
{
t ∈ [0, 2pi] : |f(reit)| < eR}, which is defined in (3.36). By choosing
R > 0 large enough we can have eR > |a|+ ε. Therefore, we see that
θ(r) ≥ α(r) (4.10)
holds for large r. On the other hand, α(r) also denotes the linear measure of the set
U0 := {t ∈ [0, 2pi] : |g(reit)| > 1/ε}. Applying Theorem 2.5 to the function g, with
G = U0 and β(r) = α(r) we see that
log logMU0(r, g) ≥ pi
∫ α0r
r1
dt
t · α(t) +O(1), (4.11)
where r1 > 0 and 0 < α0 < 1. This, together with (4.10), implies that
log logMU0(r, g) ≥ pi
∫ α0r
r1
dt
t · θ(t) +O(1)
≥ pi
∫ α0r
(α0r)c
dt
t · θ(t) +O(1),
(4.12)
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here c satisfies the condition from Theorem 4.4.
Then by applying Theorem 2.2, Theorem 2.1 and Theorem 2.3, and by taking
R = 2r we have
logMU0(r, g) ≤ 3T (2r, g) +O(1)
= 3T (2r, f) +O(1)
≤ 3 logM(2r, f) +O(1).
Therefore, we get
pi
∫ α0r
(α0r)c
dt
t · θ(t) ≤ log logM(2r, f) +O(1)
≤ A(2r) log(2r) +O(1).
(4.13)
By the Cauchy-Schwarz inequality,
((1− c) log(α0r))2 =
(∫ α0r
(α0r)c
dt
t
)2
=
(∫ α0r
(α0r)c
√
θ(t)
t
1√
θ(t)t
dt
)2
≤
∫ α0r
(α0r)c
θ(t)
dt
t
·
∫ α0r
(α0r)c
dt
θ(t) · t .
Together with (4.13) we see that
1
log r
∫ α0r
(α0r)c
θ(t)
dt
t
≥ C0
A(2r)
(4.14)
for large r, where C0 > 0 is some constant. Thus, we obtain from (4.14) that
1
log r
∫ r
rc
θ(t)
dt
t
≥ 1
log(r/α0)
∫ r
rc
θ(t)
dt
t
≥ C0
A(2r/α0)
:=
1
A0(r)
.
(4.15)
Thus, (4.6) is satisfied with A(r) replaced by A0(r). Moreover, by using (4.3) it is
easy to show that
∞∑
k=1
1
A0(Ek(0))
=∞. (4.16)
Therefore, we can apply Theorem 4.4 to obtain that area I(f) = 0.
Remark 4.2.1. Compare our Theorem 4.1 with Theorem 4.3 by Eremenko and Lyu-
bich. If the function A(r) in (4.2) is bounded above by some constant, that is, f is
of finite order, then the condition (4.3) is automatically satisfied. The statement of
our theorem is exactly that of Theorem 4.3. In this sense, we can view Theorem 4.1
as a generalization of Eremenko and Lyubich’s result.
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Remark 4.2.2. The condition (4.3) implies that A(r) < log r is only a mild restric-
tion. While our argument requires some upper bound for A(r), a much weaker bound
like A(r) ≤ expN r for some N ∈ N would suffice. Only (4.9) and the subsequent
estimates have to be changed slightly.
Remark 4.2.3. Even though the Hausdorff dimension of escaping and Julia sets is
not considered in this thesis, we mention that for entire functions satisfying all
conditions in Theorem 4.1, the escaping set has full Hausdorff dimension 2. This is
a consequence of a result by Bergweiler, Karpińska and Stallard [BKS09, Theorem
1.1].
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