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Resumo 
Este trabalho tem como objetivo principal elaborar uma exposição detalhada da teoria de testes 
de significância repetidos, sob o ponto de vista do nivel real de teste, com particular ênfase 
nos testes não-paxamétricos usados na área de análise de sobrevivência. Além disso, pretende-
se apresentar uma estatística de teste, baseada na integração de uma diferença ponderada dos 
estimadores de Kaplan-Meier, para comparar funções de sobrevivência em dois grupos com a 
finalidade de disseminar o seu conhecimento e mostrar sua aplicação em problemas práticos. 
Inicialmente é feita uma revisão dos conceitos básicos da análise de sobrevivência e dos testes 
não-paramétricos usados neste contexto. Em seguida, são apresentados os fundamentos da teoria 
de testes de significância repetidos, desenvolvida a partir dos anos 60 para testes de hipóteses 
repetidos sobre a média de uma variável Y com distribuição normal (Annitage et al (1969), 
Pocock (1977), O'Brien & Fleming (1979), Lan & DeMets (1983)). Após esta revisão, são a-
presentadas as modificações propostas para adaptar essas técnicas para o caso de variáveis de 
resposta não imediatas e/ ou censuradas, com distribuição assintótica conjunta normal multi-
variada. No final, é apresentada uma proposta para realização de um teste de significância 
repetido, utilizando reamostragem da estatística Weighted Kaplan-Meier (WKM) (Pepe e Fle-
ming, 1989) e Log-rank em cada uma das análises. Um estudo por simulação desse procedimento 
por reamostragem foi feito. 
Palavras-chave: Análise de sobrevivência; Bootstrap; Ensalos clínicos; Log-rank; Teste Kaplan-
Meier ponderado; Testes de significância repetidos. 
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Abstract 
The main objective of this work is to elaborate a detailed exposition of the theory of repeated 
significance tests, with particular emphasis on non parametric tests used in Survivai Ana!ysis. 
A second objective is to study and use in applications the somehow new Welghted Kap!an 
Meier statistic that was created to compare survivai in two populations. This statistics is an 
integrated weighted diffference of Kaplan Meier estimates of survivai curves in two groups. In 
the first chapter, a revision of basic defuútions and tests used in Survival Analysis is made. 
After, the principies of the theory of repeated significance tests, developed around 1969 for 
comparison of means of a response variables Y with Normal distribution in two populations are 
presented (Armitage et ai (1969), Pocock (1977), O'Brien & Fleming (1979), Lan & DeMets 
(1983)). Then, at Chapter 3, the results for non immediate or censored response variables with 
an asymptotic normal distributon are presented. Finally, a resampling procedure for makíng a 
repeated significance test using the Weighted Kaplan Meier (Pepe & Fleming, 1989). and log 
rank statistics at each ínterim analysis is proposed. A study by simulation of this procedure is 
presented. 
Key-words: Bootstrap; Clinicai Trials; Log Rank; Repeated significance tests; Survivai 
Analysis; Weighted Kaplan Meier statistics. 
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Introdução 
A teoria dos métodos estatísticos seqüenciais surgiu em aplicações no campo industrial nas 
áreas de controle de processo e amostragem. Tais métodos podem ser aplicados também em 
ensaios clinicos com seres humanos, com a finalidade de avaliar a eficiência de novos tratamentos, 
já que a obtenção das observações nesses estudos é feita ao longo do tempo, como resultado do 
planejamento do recrutamento de pacientes, ou pelo fato de que a resposta a ser observada como 
por exemplo, a remlssão de sintomas só ocorrer após um certo período de tempo. 
A análise seqüencial clássica exige a inspeção continuada dos dados. Isto embora seja dese-
jável, é impraticável em ensaios clinicos, especialmente em grandes ensaios multicêntricos, em 
que as comissões do programa de consultoria do estudo podem reunir-se somente em intervalos 
periódicos. Além disto, por motivos práticos e éticos, tais ensaios devem ser cuidadosamente 
monitorados no decorrer de sua execução, de modo que uma toxicidade não esperada ou ina-
ceitável dos tratamentos em estudo possa ser detectada o mais cedo possível para minimizar a 
exposição dos pacientes e não devem continuar por mais tempo que o necessário para provar a 
superioridade de um dos tratamentos. Por esta razão são exigidas, atualmente, nos protocolos 
de muitos ensaios clinicos de longa duração análises intermediárias, as quais habilitam o comitê 
de monitoramento dos dados a tomar a decisão de suspendê-lo assim que se evidencie a superio-
ridade de algum dos tratamentos, além de permitirem verificar a ocorrência de efeitos colaterais 
adversos, a dificuldade de recrutamento de pacientes, e as violações de protocolos. Também 
pode ser eticamente desejável interromper o estudo tão logo os dados demonstrem uma clara 
equivalência dos tratamentos, uma vez que isto pode possibilitar que um novo ensaio se inicie 
com uma outra terapia promissora. A avaliação destes assuntos vai além de testes estatísticos 
rotineiros e requer o julgamento de especialistas de várias áreas tais como médicos, estatísti-
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cos, e epidemiologistas, já que a decisão de terminar antecipadamente um ensaio clínico devido 
à evidência de toxicidade inaceitável ou de benefício da terapia, é complexa (DeMets & Lan, 
1995). 
Na prática, mnitos ensaios clínicos não são planejados formaimente nem de maneira se-
qüencial, nem como piocedimentos adequados a amostras de tamanho fixo; ao contrário, as 
observações são acumuladas e, em tempos determinados, são feitas repetidas análises estatísti-
cas que seriam adequadas se realizadas com um tamanho de amostra pré-fixado. Além disso, 
não é considerado também o fato de que cada observação é utilizada em todas as análises a 
partir do momento do registro de sua ocorrência. N ormaimente, vários testes são realizados 
nestes tempos com os dados acumulados, até se obter um resultado "significante" ou até que o 
analista decida concluir pela igualdade dos tratamentos. Esta forma de testes de significáncia 
repetidos não consiste em um procedimento válido, e uma diferença significativa ao nível de 5% 
no teste final, não corresponde ao nfve! de significância real associado ao ensaio como um todo, o 
verdadeiro nível de significáncia será maior e, assim, a evidência contra a hipótese nula de eqni-
valência de tratamento é menor do que a do teste total. Portanto, repetidos testes da hipótese 
Ho de igualdade de efeitos médios de dois tratamentos usando as estatísticas usuais e regiões 
críticas univariadas para cada inspeção dos dados aumentam a chance de concluir falsamente a 
existência de resultados benéficos de terapia, problema que foi relatado nos trabalhos de Wald 
(1947), Armitage et aL (1969), Armitage (1975), Robbins (1970), Meier (1975) e Canner (1977). 
Armitage et al. (1969) mostra como calcular o nível de significância real a quando se faz 
seqüencialmente, até N, testes de uma hipótese simples sobre uma média populacional, iniciando 
com um teste com apenas uma observação, utilizando no j-ésimo teste (j = 2, .. , N), todas as 
observações já usadas no (j - 1 )-êsimo teste e uma nova. 
Muitas pesquisas estatísticas foram realizadas nos últimos anos para desenvolver, adaptar, ou 
modificar métodos estatísticos existentes com o propósito de obter subsídios para este processo 
de decisão complexo. Neste trabalho estudar-S€-á aqui a abordagem freqüentista que tenta mi-
nimizar a proclamação de resultados benéficos do tratamento quando isto não for verdadeiro, 
controlando a probabilidade de erro tipo I. Trabalhos de Pocock (1977) e O'Brien & Fleming 
(1979) introduziram uma abordagem referente a análise intermediária seqüencial em grupos, 
que pode ser vista como uma extensão do trabalho de Armitage et a!. (1969) sobre testes de 
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signlficância repetidos. A modificação daquele pesquisador baseou-se na idéia de que, quando o 
comitê de inspeção se encontra periodicamente, um grupo adicional de observações ou eventos 
é coletado e portanto, o monitoramento deve ser feito em grupos de pacientes, especificando 
antecipadamente o número de análises e o número de Indivíduos em cada uma dessas análises. 
Pocock (1977), O'Brien & Fleming (1979), dentre outros, determinaram fronteiras de regiões 
críticas mnitiva:riadas para testes repetidos de igualdade de médias de variáveis com distribuição 
binomial ou normal. No entanto, nem sempre é fácil prever ou planejar quantas vezes ou exata-
mente quando o comitê poderá se encontrar para avalia:r a segurança e benefício do tratamento, 
dessa forma, o número de observações analisadas entre reavaliações sucessivas pode variar. 
Lan & DeMets {1983) estenderam o conceito de análise seqüencial em grupo criando uma 
técnica flexível denominada "gasto de alfa", que controla o nível de signlficância global, per-
mitindo que não se estabeleça, a priori, o número e a época exata das análises e que permite ao 
pesquisador determinar uma região crítica de tamanho (a) e poder (1- /3) de malor interesse 
para a sua Investigação. 
A extensão dos resultados acima mencionados para a área de sobrevivência, em que a resposta 
ao tratamento não é imediata e na qual podem ocorrer problemas externos ao delineamento 
que levem à censura de algumas observações, foi realizada, primordialmente, no campo não-
paramétrico, em relação ao processo estocástico definido pelos valores do teste log-rank em 
uma seqüência de observações no tempo. Todo este desenvolvimento está ligado à procura 
de estatísticas com uma distribuição conjunta finito dimensional, igual à de uma seqüência de 
somas parciais de variáveis Independentes com distribuição normal e faz uso de propriedades do 
movimento browniano, permitindo a unificação da teoria para qualquer número de análises e 
qualquer duração no tempo do ensaio clínico. Nesta linha de pesquisa, Selke e Siegmund (1983) 
determinaram que a distribuição conjunta de estatísticas log-rank (h,l2, .. ,lN), calculadas nos 
tempos O< t1 < ~ < .. < tN, onde o número acumulado de mortes atinge um total pré-fixado 
de jN mortes (j = 1, .. ,N), ocorre da forma desejada. 
A estatística Weighted Kaplan-Meier (WKM) de Pepe & Fleming (1989), usada para com-
parar funções de sobrevivência em dois grupos Independentes, define um teste mais poderoso do 
que o determinado pela estatística log-rank, para detectar a alternativa H 1 de desigualdade de 
distribuições com funções de risco que se Interceptam. Quando se pretende calcular Weighted 
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Kaplan-Meier (WKM) em N diversos momentos de análise, no decorrer de um ensaio clfuico, 
com entrada de pacientes ao longo do tempo, e com ocorrência de possível censura aleatória, 
é preciso considerar a seqüência (WKM)j, j = 1, .. , N, cuja distribuição conjunta e matriz de 
covariância teórica foi estabelecida por Li (1999). Embora a matriz de covariãncia de (WKM)j 
para j = 1, .. , N não seja tia forma exigida para que se aplique a simplificação proposta por 
Annitage et al. (1969), para o cálculo de fronteiras de regiões críticas para o teste de Ho, é 
possível proceder ao cálculo de fronteiras para determinados velores de nível de significãncia e 
poder de teste caso a caso, utilizando-se os resultados de Li (1999). 
Os ensaios clínicos, muitas vezes, envolvem covariáveis que podem estar relacionadas com o 
tempo de sobrevivência e a forma mais eficiente de incorporar o efeito dessas covariáveis é utilizar 
um modelo de regressão apropriado para dados censurados. Shen & Fleming (1997) propuseram 
um modelo de regressão que permite riscos não proporcionais entre os grupos de tratamentos, 
assumindo um modelo de regressão de Cox dentro de cada grupo, quanto aos efeitos de outras 
covariáveis de interesse. Assim, estes autores propõem a estatística de teste Weighted Mean 
Survival (WMS), que é uma extensão da estatística WKM. 
Este trabalho tem como objetivo principal elaborar uma exposição detalhada da teoria de 
testes de significãncia repetidos, sob o ponto de vista do nível real do teste, com particular 
relevância para os métodos não-paramétricos usados na área de análise de sobrevivência. O 
segundo interesse é o de apresentar uma estatística, baseada na integração de uma diferença 
ponderada dos estimadores de Kaplan-Meier, para comparar funções de sobrevivência em dois 
grupos com a finalidade de disseminar o seu conhecimento e mostrar sua aplicação em problemas 
práticos. Como esta estatística não está computacionalmente definida nos softwares estatísticos 
disponíveis, implementou-se programas para sua obtenção. 
No capítulo 1, são abordados os temas de estimação da função de sobrevivência e testes de 
hipóteses para comparação de duas populações quanto à função de sobrevivência, dando ênfase 
ao caso não-paramétrico. 
No capítulo 2, que diz respeito aos métodos estatísticos usados no monitoramento de ensaios 
clínicos com resposta imediata, é feita inicialmente uma introdução dos diversos tipos de ensaios 
clínicos e, em seguida, dos métodos seqüenciais clássicos e é apresentada a metodologia de testes 
de significãncia repetidos em dados acumulados ao longo de um ensaio clínico, quando a variável 
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de interesse é uma resposta imediata ao tratamento aplicado (Armitage et al., 1969; Pocock, 
1977; O'Brien & Fleming, 1979). Apresentam-se as diversas regiões criticas para testes de 
significância repetidos sobre uma diferença de médias populacionais com observações completas, 
que ainda é o paradigma desta área de pesquisa. 
Já no capítulo 3, que trata dos métodos estatísticos ueados no monitoramento de ensaios 
clínicos com resposta não imediata, são expostas as deduções teóricas que permitem adaptar as 
técnicas apresentadas no capitulo 2 para testes de hipóteses não paxamétricos repetidos dentro 
da área de análises de sobrevivência, como as que foram obtidas por Li (1999). Ainda nesta 
parte do trabalho, são apresentados os resultados obtidos sobre a distribuição conjunta das N 
estatísticas log-rank calculadas em N análises repetidas (Sel.ke & Sigmund, 1983; Gail et al., 
1981) e, também, sobre a distribuição conjunta assintótica das N estatísticas Weighted K aplan-
Meier (WKM) calculadas nestas análises (Li, 1999). 
No capítulo 4, é realizado um estudo de simulação das duas estatísticas Weighted Kaplan-
Meier (WKM) e log-rank sob o ponto de vista de testes repetidos. Este estudo compõe-se de 
simulações da distribuição conjunta de (WKM)J para j = l, .. ,N no contexto de N análises, 
quando as observações estão sujeitas à censura à direita, para alguns tamanhos de amostras. 
Finalmente, no capítulo 5, são apresentadas as conclusões deste trabalho. 
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Capítulo 1 
Análise de sobrevivência 
Neste capítulo, é feita uma revisão dos conceitos básicos e a metodologia de análise de alguns 
ensaios clínicos em delineamentos aleatorizados simples para comparação de dois tratamentos 
com tamanho de amostra fixado, dentro da área de análise de sobrevivência . 
A análise estatística de dados de sobrevivência lida com observações de tempo desde um 
instante inicial convencionado como t = O, até que se observe um evento de interesse denominado 
"falha". Como exemplo, deste tipo de variável resposta, pode-se citar os tempos de vida de 
pacientes até à morte e os tempos decorridos desde o início do tratamento de uma doença até 
a remissão de seus sintomas nos diversos indivíduos. Pode ser objetivo de análise estabelecer 
modelos apropriados para a distribuição de probabilidade dos tempos de vida com a finalidade 
de fazer inferências sobre os parâmetros do modelo, comparando o efeito de diversos tratamentos 
e identificando os fatores que modificam a distribuição de probabilidade destes tempos de vida. 
O desenvolvimento da área de análise de sobrevivência deve-se ao fato de que a metodologia 
estatística teve de levar em conta um aspecto peculiar referente às observações de tempos de 
vida T, que é a impossibilidade de observar todo o tempo T, em algumas situações. Realmente 
este problema, conhecido como censura nas observações, ocorre muitas vezes em estudos da 
área, como em ensaios clínicos de duração fixa, se a "falha" ainda não se instalou em alguns 
dos pacientes ao final do ensaio, ou se o acompanhamento de algum deles, foi possível por um 
determinado período em que ele ainda não apresentava "falha" foi depois interrompido. Nor-
malmente, supõe-se que a observação de T pode ser impedida por uma variável C, denominada 
tempo de censura. 
6 
Diversos esquemas de censura têm sido considerados e serão apresentados neste capítulo. A 
seguir são apresentados alguns exemplos de dados de sobrevivência na área médica. 
Exemplo 1: Um estudo clínico controlado foi realizado para investigar o efeito da terapia 
com esteróide no tratamento de hepatite vira! aguda (Gregory et al., 1975). Vinte e nove 
pacientes com esta doença foram aleatorizados para receber um placebo ou tratamento com 
esteróide e cada um deles foi acompanhado por 16 semanas, ou até a morte (evento de interesse) 
ou até a perda do acompanhamento. Este tipo de censura chama-se censura simples do Tipo 
I, quando todos os pacientes são observados por tempos iguais. Os tempos de sobrevivência 
verificados, em semanas, para os dois grupos foram: 
Tabela 1.1 Tempos de sobrevivência (em semanas) para os dois grupos de pacientes 
Grupo Tempos 
Controle 1* 2* 3 3 3* 5* 5* 16* 16* 16* 16* 16* 16* 16* 16* 
Esteróide 1 1 1 1* 4* 5 7 8 10 10* 12* 16* 16* 16* 
* indica observação censurada 
Exemplo 2: Lawless (1982) apresenta um exemplo sobre um ensaio clínico em que uma 
droga (6MP) foi comparada com placebo a respeito da habilidade para manter a remissão em 
pacientes com leucemia. A Tabela 1.2 fornece os tempos de remissão de vinte e um pacientes 
nos grupos placebo e droga (6-MP). Neste experimento, os pacientes entraram no experimento 
num período de um ano e cada um foi observado por períodos diferentes de tempo. Este tipo 
de censura é chamada censuras múltiplas do Tipo I. 
Tabela 1.2 Tempos de remissão (em semanas) para os dois grupos de pacientes 
Grupo Tempos 
6-MP 6 6 6 6* 7 9* 10 10* 11* 13 16 17* 19* 20* 
22 23 25* 32* 32* 34* 35* 
Placebo 1 1 2 2 3 4 4 5 5 8 8 8 8 11 
11 12 12 15 17 22 23 
* indica observação censurada 
7 
1.1 Notação e conceitos básicos 
Seja T uma variável aleatória do tipo contínuo não negativa, representando o tempo de 
sobrevivência de um indivíduo, com funçãc distribuiçãc F(t). A distribuição de probabilidade 
de T pode ainda ser caracterizada pela função de risco, pele função de risco acumulada e pela 
funçãc de sobrevivência. Esta última pode ser denotada por S(t) e definida como a probabilidade 
de um indivíduo sobreviver além de um tempo t : 
S(t) = P[T > t] = 1-P[T::; t] = 1-F(t) para tE R, (1.1) 
A funçãc (1.1) é uma funçãc contínua monótona decrescente tal que S(O) = 1 e S(oo) = 
lim S(t)=O. 
t->OO 
A funçãc de densidade de probabilidade ou taxa incondicional de falha, da variável aleatória 
T, é denotada por f(t) e é definida como: 
f(t) = lim P[t < T < t + Li.t] = _ lim ([S(t + Li.t)- S(t)J) = _.!!:_S(t) (1.2) 
Ll.-o Li.t Ll.-o !:!.t dt ' 
A funçãc de risco do tempo de vida T, também conhecida como taxa de falha condicional, 
denotada por h(t), é a taxa instantânea de falha no tempo T = t condicionada à sobrevivência 
até o tempo t, e definida por: 
h(t) = lim P[t::; T::; t + Li.tiT;:::: t] 
Ll.-0 !:!.t ' (1.3) 
onde P[t ::; T ::; t + !:!.tiT ;:::: t] é a probabilidade de falhar no intervalo de tempo (t, t + Li.t) 
pequeno, dado que o indivíduo sobreviveu ao início do intervalo. Portanto, tem-se que: 
h(t) = lim P[t < T < t + Li.tiT > t] = lim P[t < T < t+ !:!.t] = f(t). (l.4) 
Ll.-o Li.t Ll.-o Li.tP[T;:::: t] S(t) 
Uma outra funçãc muito utilizada, é a funçãc de risco acumulada, que é indicada por H(t) 
e definida como: 
H(t) = l h(u)du. (1.5) 
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Das expressões (1.2) e (1.4) obtêm-se as seguintes relações entre as funções: 
[} 
h(t) =-Ot lnS(t), (1.6) 
S(t) = exp{- [ h(u)du} = exp{ -H(t)}, (1.7) 
f(t) = h(t)S(t) = h(t)exp{- [ h(u)du}. (1.8) 
1.2 Censuras 
Uma característica dos estudos de sobrevivência é que nem sempre é possível observar o 
tempo de sobrevivência de um indivíduo até o final do estudo ou tempo de análise, sabendo-se 
apenas que ele é superior a um período de tempo observado; é usual supor que cada indivíduo 
tem um tempo potencial de vida T, que pode ou não ser verificado. A razão de não ser possível 
observar T pode ser devido ao planejamento do estudo, que estabelece uma data limite para 
o término de observação ou pode ser a ocorrência de um evento antes de ocorrer a falha do 
indivíduo. Uma observação deste tipo consiste em um tempo de vida censurado à direita e as 
causas associadas a ocorrência de censura, são diversas o que explica, portanto a existência de 
vários tipos de censura. 
Censuras do tipo I 
Em um ensaio clínico, os tempos potenciais de vida (ou tempos de falha) dos indivíduos são 
T1, T2 , ... , Tn. Suponha-se que o período de coleta de observações, fixado no início, seja T. Se o 
indivíduo falha ao tempo t, tal que t < T, então tem-se que t é o tempo de falha; se o indivíduo 
não falhou ao término do experimento, então t = T é o tempo de censura, que é denominada 
censura do tipo I e pode ocorrer em dois tipos de situações: 
a) Censuras simples do tipo I 
Este tipo de censura ocorre quando todos os n indivíduos em estudo são observados por um 
igual período de tempo T pré-fixado. Todos os n indivíduos entram no experimento juntos (ao 
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mesmo tempo) ou em tempos diferentes, mas todos são observados por um intervalo de tempo 
T, acontecendo a falha se t < T ou censura se t = T. 
Assim, os tempos podem ser representados pelo par (t,,i5,), para i= 1, 2, .. , n, onde 
{ 
1, 
t; = min(T;, T) e 15, = 
o, se t; = T 
sendo i5i a variável indicadora de falha. 
Exemplo 3: Em um experimento que terminou após trinta semanas, seis ratos foram 
induzidos a desenvolver um certo tipo de câncer através de uma injeção de células tumorais. Os 
tempos observados até o desenvolvimento do tumor de um determinado tamanho foram:. lO, 15, 
30*, 25, 30*, 19. Os tempos 30* são censuras simples do tipo L A Figura 1.1 mostra os tempos 
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Tempo (semanas) 
Figura 1.1: Períodos de Tempos até o aparecimento de tumor em seis ratos: (*) tempo censurado. 
b) Censuras múltiplas do tipo I 
Este tipo de censura ocorre quando os n indivíduos em estudo entram no experimento em 
tempos diferentes e são observados até uma data pré-fixada T do calendário, na qual termina o ex-
perimento. Assim, os indivíduos ficam sujeitos a diferentes períodos de observação L1,L2, .... ,Ln, 
isto é, cada indivíduo tem seu próprio tempo potencial de censura L; . Se os L; são diferentes 
para todos os n indivíduos, as censuras múltiplas do Tipo I ocorrem se T; > L,, onde Ti é o 
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tempo de falha do indivíduo i. Deste modo, os tempos observados podem ser representados pelo 
par (ti,ó;), onde: 
. { 1, ti = mm(T;, Li) e 8; = 
o, 
se T; :S L; 
se T; >Li 
Note que Li é o tempo potencial de censura e limitado por T. 
Exemplo 4: Em um estudo, seis crianças com leucemia aguda foram observadas desde a 
data em que entraram num período de remissão da doença e ficaram em observação até o retorno 
da doença ou até o fim do estudo. Os tempos de sobrevivência analisados referem-se às durações 
do período da remissão da doença nos pacientes medida em semanas. A Figura 1.2 ilustra, para 
este estudo, os períodos de remissão da doença até a recidiva ou até o final do estudo, e a Figura 
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t:nicto do estudo Semanas desde o inicio do estudo Final do e&rudo 
Figura 1.2: Período de remissão da doença nos pacientes até o retomo da doença 
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Figura 1.3: Duração do período de remissão da doença nos pacientes até o retorno 
da doença ou até o final do estudo. (*) indica censura múltipla do tipo L 
As unidades referentes a este exemplo estão sob censura múltipla do tipo I, visto que a única 
informação das unidades censuradas refere-se à duração de seus períodos de remissão da doença 
que excedem a data do final do estudo. 
Censuras do tipo H 
Os experimentos industriais, geralmente, são planejados para se observar as unidades em 
estudo até que o evento de interesse ocorra em r delas, sendo r um número pré-fixado. Quando 
uma amostra de n ítens é colocada em teste até que ocorram r falhas, as n - r restantes são 
chamadas de censuras do Tipo II. Neste tipo de experimento, o tempo de término é aleatório 
e o número r de falhas é fixado antes da realização do experimento. Se todas as unidades 
são colocadas em teste ao mesmo tempo, teremos as censuras simples do Tipo II; se essas 
unidades entram no experimento em tempos diferentes, as censuras são chamadas censuras 
múltiplas do Tipo H. 
Em um experimento, por exemplo, em que oito componentes eletrônicos são colocados simul-
taneamente em teste até que cinco deles falhem, os tempos de funcionamento sem apresentar 
defeitos para os outros três componentes ficam censurados (censuras simples do Tipo II). A 
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Figura 1.4: Períodos de funcionamento de oito componentes eletrônicos até a ocorrência 
de falha em cinco deles. (*) indica censura simples do tipo II . 
Censuras aleatórias 
Na censura do Tipo I, o número de falhas é aleatório, ao passo que na Censura do Tipo II 
este número é fixo; nos dois casos, os tempos de censuras são determinados pelo planejamento 
(término fixo ou número de falhas fixo). Entretanto, os tempos de censuras são freqüentemente 
aleatórios. Por exemplo, num ensaio clínico os pacientes entram no estudo de modo casual, de 
acordo com o tempo do diagnóstico. Se este estudo termina numa data pré-fbcada, os tempos 
de censuras são aleatórios, embora se possa considerar censura do Tipo L 
Ao assumir um caráter aleatório para a censura, normalmente se considera T, o tempo 
potencial de vida até a falha, e C o tempo potencial até a censura como duas variáveis aleatórias 
independentes. Para cada indivíduo observa-se (ti, 8i), i= 1, 2, ... , n, onde 
1.3 Métodos de estimação da função de sobrevivência 
A maneira de estimar a função de sobrevivência S(t), está vinculada ao fato de conhecermos 
ou não a família de distribuições de probabilidade associada à variável aleatória T. Se não 
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houver informação suficiente para especificação de um modelo paramétrica para a distribuição 
dos tempos de sobrevivência, devemos optar por um procedimento não paramétrica para a 
estimação de S(t). 
1.3.1 Métodos não-pararnétricos 
Nesta seção, serão apresentadas algumas técnicas estatísticas não paramétricas usadas para 
analisar dados de tempo de sobrevivência na presença de censuras. 
Estimador atuarial 
O método atuarial estima a função de sobrevivência S(t) como uma função de salto com 
as descontinuidades ocorrendo em instantes t; , com O = t 1 < tz < .. < tk+l = oo e é usado 
quando não há acompanhamento contínuo do estado de vida dos pacientes, e as informações 
a esse respeito são coletadas segundo um acompanhamento "discreto" apenas nos instantes 
t1 < .. < tk. Os tempos observados de sobrevivência estão dispostos em k intervalos de classes 
I; = [t; , t;+l), i = 1, 2, ... , k. Os dados observados são as freqüências de mortes ou censuras em 
cada um dos intervalos, já que as observações estão agrupadas, de tal forma que temos apenas 
informação sobre em que intervalo cada paciente morreu ou foi censurado, mas não sabemos os 
tempos exatos de sobrevivência ou de censura. A função de sobrevivência é estimada por 
i-1 
S(t;) = II.Pj, 
j=l 
de tal modo que ==? { 
S(tt) = 1, se í = 1 
S(t;) = Pi-lS(ti-1) se i= 2, 3, ... , k 
sendo: 
p; = 1- q; a proporção condicional de sobrevivência no intervalo I;, 
qi = ~ a proporção condicional de morte no intervalo I;, 
' 
(L9) 
ni = n; - !(l; + w;), i = 1, ... , k uma aproximação para o número efetivo de indivíduos em 
risco no intervalo I;, 
n; o número de indivíduos que entraram no intervalo I;, 
d; o número de indivíduos que morreram no intervalo I;, 
l; o número de indivíduos perdidos de observação no intervalo I;, 
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w; o número de indivíduos retirados vivos no intervalo I;. 
As censuras aqui, podem ocorrer por dois motivos: perdidos de observação ou retirados vivos 
devido ao término da observação no intervalo I; ou devido a fatores éticos. Portanto, na tabela 
de vida, censura no intervalo I; é defiuido por (I; + w;). 
Uma estimativa da variância de S(t) obtida por Greenwood (1926) é aproximada por 
i-1 d 
Vai ( S(t;)) ~ [s(t;)r ~ nj(n/- dj) para i = 2, ... , k. (1.10) 
A função de risco é estimada por 
- 2q. 
h(tm;) = b;(l + p;) para i= 2, ... ,k -1. (1.11) 
onde tm; é ponto médio do intervalo [t; , t;+l) e b; é o tamanho do intervalo [t; , t;H)· 
-A variância de h( tm;) é dada por 
(1.12) 
Estimador produto limite (Kaplan-Meier) 
A estimação da função de Sobrevivência quando existe acompanhamento contínuo do estado 
de vida dos pacientes, deve ser feita, preferencialmente, através do estimador de Kaplan-Meier 
devido és suas propriedades teóricas. 
Suponha que cada um de n indivíduos que pode entrar no estudo simultaneamente ou não 
seja acompanhado continuamente por um intervalo de tempo quanto a seu estado de vida até a 
ocorrência de sua falha, ou observação de censura por perda de acompanhamento, término de 
estudo ou outra causa. Ao final dos acompanhamentos, terão sido obtidos n tempos distintos 
ordenados, t(l)• t(2), .•• , t(n)• até a ocorrência de falha ou censura, podendo haver mais de uma 
falha ao mesmo tempo. Convenciona-se que, se ocorrer empate entre uma observação de tempo 
de censura e uma de tempo de falha, este precede aquele. O estimador de Kaplan e Meier de 




d; é o número de tempos de falhas ou mortes iguais a t;; 
n; é o número de indivíduos em risco no tempo t;, isto é, o número de indivíduos que estavam 
presentes no estudo, no tempo de acompanhamento t;; 
D; é o indicador de censura, sendo igual a 1 se a observação no tempo t; é não censurada; 
caso contrário, tal indlcador ê igual a O. 
A variãncia de S(t) é estimada por 
(1.14) 
O estimador de Kaplan-Meier para a função de risco acumulada H(t) é dado por 
-- A H(t) = -lnS(t). (1.15) 
Um estimador alternativo de H(t) proposto por Nelson (1969) e Altshuler (1970) é dado por 
para i=l,2, ... ,n. (1.16) 
1.3.2 Métodos paramêtricos 
Uma vez escolhido o modelo paramétrica mais adequado para a dlstribuição dos tempos de so-
brevivência, seus parâmetros podem ser estimados a partir das observações amostrais utilizando-
se o método de máxima verossimilhança. Para obtenção de tais estimadores, é necessário esta-
belecer a função de verossimilhança considerando o tipo de censura. 
Função de verossimilhança 
Considere n observações independentes de (t;, 8;) i = 1, .. , n, onde t; = min('Ii, C;), Ó; é a 
variável indicadora de censura, supondo que 'li e C; tenham função densidade de probabilidade 
f(t O) e g(t) respectivamente, e que S(t 8) seja a função de sobrevivência de T. ,_ ,_ 
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Função de verossimilhança considerando censuras tipo I 
Neste esquema de censuras, os pacientes são observedos até um tempo pré-fixado r0 . Seja 
d={ t; : 8; = e c= { t; : 8; = O}, a função de verossimilhança considerando as partições d e c 
é dada da seguinte forma 
L( O) = II f(t;,9) * II S(t;,9). (1.17) 
d c 
O primeiro produtório é feito usando apenas os valores correspondentes a falhas e o segundo 
usa somente os valores de tempos de censura, o número de termos em cada produtório é aleatório. 
Função de verossimilhança considerando censuras tipo ll 
Observa-se um grupo de n pacientes e termina-se o ensaio após a ocorrência da k-ésima 
morte. Sendo assim, somente as k menores observações ordenadas da amostra de tamanho n de 
T são observadas (k é fixo, 1 ::; k::; n). Para esta situação a função de verossimilhança é 
(1.18) 
O número de termos, no primeiro produtório (valores completos) é fixado de antemão como 
k e, conseqüentemente, o número de termos no segundo é também fixado sendo n - k. 
Função de verossimilhança no caso de censuras aleatórias quando T e C são 
independentes 
Com censuras aleatórias, é comum a suposição de que as variáveis aleatórias contínuas T e 
C são independentes. As funções de sobrevivência e de densidade de C são G;(c) e g;(c) para 
i= 1,2, .. ,n. 
Para esta situação temos que, 
P[T; E (t, t + dt),8; = 1; 9] = P[7? E (t, t + dt), C; > t; 9] = G;(t + O)f(t,9)dt 
e 
P[T; E (t,t+dt),8; =0;9] =g;(t)F(t+0,9)dt. (1.20) 
sendo F( t + O, 9) = lilllu-t+ F( u, 9). 
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sendo F(t + 0,9) = lim...-t+ F(u,9). 
Se F é contínua, F(t + 0,61) = F(t,9). 
Desta forma a função de verossimilhança de (t;, 6;), i = 1, 2, .. , n pode ser escrita como: 
n n 
L(~) - fl /(t;,O)G(t;) * fl g(t;)S(t;,9) = fl [/(t;,6)G(t;)]6' fl [g(t;)S(t;,6)]1- 6• 
d. c i=l i=1 
n n 
= n f(t,,e)5'S(t,,9)1- 5• n G(t,)8•g(t,)1-6·. 
i=l i=l 
Em geral, os parâmetros de interesse são os componentes de 6 associados ao tempo de sobre--
vivência T . Se G; ( t) e g ( t;) não envolverem estes parâmetros, a função de verossimilhança pode 
ser escrita como 
" L( O) = fl /(t;,9)'5•S(t;,9?-5•. (1.21) 
i=l 
Estimação dos parâmetros e por máxima verossimilhança 
Para estimar os parâmetros e, deve-se maximizar a função de verossimilhança estabelecida 
de acordo com o tipo de censura ocorrido. Se L( e) é uma função diferenciável de e, uma condição 
necessária para que um valor 9 seja um ponto de máximo da função L( e) é que as derivadas 
parciais de L( e) em relação a cada um dos parâmetros seja igual a zero quando 6 = ê, isto é, 
âL(e) =O, 
80; i= 1,2, .. ,k 
No entanto, maximizar L(e) equivale a maximizar a função log-verossimilhança definida por 
l(O) =In L( e). Para que um valor ê de e seja um ponto de máximo de L( e) é necessário que ê 
satisfaça as equações 
âlnL(e) =O 
80; , i=l,2, .. ,k 
Mui tas vezes não é possível encontrar os estimadores analiticamente e desta forma, métodos 
iterativos para maximizar L( e) são utilizados, como o de Newton-Raphson. 
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1.4 Testes não-paramét:ricos para a comparaçao de duas dis-
tribuições com observações completas 
Nesta seção, serão revistos os conceitos de estatísticas de ordem e de postos, que são funda-
mentais para a teoria de testes não-paramétricos. 
Uma n-upla de números reais distintos (ti> .... , tn) é transformada de maneira única, pela 
ordenação crescente de seus elementos em uma n-upla (t(1), ••.•• t(nJ) com t(l) < t(2) < ... < t(n)· 
Define-se para i , j = 1, ... , n 
a) P;, posto da i-ésima componente, o número de elementos na n-upla menor que t; tal que 
~ =j set; =tuJ, 
b) R;, o número de elementos da n-upla (tt, .... ,tn) maiores que t; tai que R;= n- P; + 1, 
c) J;, identificação do elemento da amostra que corresponde ao posto P; pela condição 
J; = k-<==} tk = t(í)· 
Por exemplo, seja uma amostra de n = 5 tempos de vida (2,7,4,3,8). A amostra ordenada 
será (2,3,4, 7 e 8) e os valores de ~ e J; estão apresentados na Tabela 1.3. 
Thbela 1.3 Valores de t(i), ~ e J; para uma amostra de 5 tempos de vida 
t(í) 2 3 4 7 8 
~ 1 2 3 4 5 
J; 1 4 3 2 5 
Dada, pois, uma n-upla de números reais distintos (tt, .... , tn), ficam definidas de maneira 
unívoca as n-uplas 
Por outro lado, 
ou 
determinam a n-upla original (t1, .... , tn). 
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1.4.1 Testes de hipóteses de igualdade de duas distribuições do tipo contínuo, 
condicional às estatísticas de ordem observadas 
Sejam X e Y variáveis aleatórias independentes, com funções de sobrevivência do tipo con-
tínuo indicadas por S1(t) e Sz (t), respectivamente. Deseja-se testar a hipótese Ho: S1(t) = S2(t) 
a partir de n1 observações i.i.d de X e n2 observações de Y, a um nível de significãncia a. 
Sob a hipótese Ho, existe uma única função densidade que será indicada por f(x). Neste 
caso, a função densidade conjunta de uma amostra ordenada de tamanho n1 de X e de uma 
amostra ordenada de tamanho n:a de Y, é dada por 
f(xl)f(x2) .... f(x,., )f(Yl) .... f(y,.,), 
e a função densidade conjunta das estatísticas de ordem observadas (t(l) < t(2) < ... < t,.1+n2 ) é 
de modo que a função densidade condicional de uma observação u = (x1 ,x2 , •• ,x,.,y10 •• ,y,.2 ), 
dado um conjunto observado de estatísticas de ordem t(i) (i= 1, .. ,(n1 +n2)), é igual a 
se as estatísticas de ordem deu= (xr,x2, ... ,x,.1 ,yr, ... ,y,.2) forem iguais ãs estatísticas dadas 
(t(l),t(2),.,t(n1+n2)) e 
nos demais casos. 
Uma variedade de estatísticas baseadas nas estatísticas de ordem e nos postos das observações 
foi proposta para criar testes condicionaís da hipótese Ho: S1(t) = S2(t), as quaís são descritas 
a seguir: 
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A estatística de Wilcoxon 
O teste de Wilcoxon pode ser usado para comparar funções de distribuição de duas populações 
independentes. Para sua construção, primeiramente, ordena-se todas as observações como se elas 
fossem uma única amostra e obtém-se os postos correspondentes. No caso de dados completos e 
sem empates, a soma dos postos correspondente à população 2 pode ser usada como estatística 
de teste, isto é: 
onde ~ é a soma dos postos ocupados pelas observações de Y na ordenação conjunta das ( n1 +n2) 
observações. 
Sob a hipótese nula, a distribuição de probabilidade de W2 é 
k(w) 
P(W2 = w) = ( )'. n1+~. (1.22) 
onde k(w) é número de permutações em que a soma de postos das~ observações referentes a 
Y é w observado e, n1 e ~ são os tamanhos amostrais dos dois grupos. 
Os primeiros momentos centrais da distribuição de W2, sob a hipótese nula e, condicional às 
estatísticas de ordem observadas, são 
Regra de Decisão: 
No caso de pequenas amostras, o valor da estatística W2 deve ser comparado com o percentil 
(1- a) de (1.22), conforme tabela para (1.22) apresentada em Hollander & Wolfe, 1973. 
Para amostras grandes (pelo menos 10 em cada grupo), W2 tem aproximadamente dis-
tribuição normal. Assim o, valor da estatística Z, abaixo definida, deve ser comparado com o 
percentil (1- a) da distribuição normal padrão. 
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A estatística de Mann-Whltney 
Em uma observação u = (x,x2 , ••• ,Xn1;y, ... ,yn2 ), seja M1 o número de vezes em que 
observações de X superam as de Y e M2 o número de vezes em que observações de Y superam 
as de X: 
M2 = 2) [Y >X], 
n:J(n:J+l) . prova-se que, quando não há empates, M2 = w2- 2 ' onde w2 é a estatístiCa de 
Wilcoxon (Wilcoxon, 1945). 
A estatística de Mann-Whitney (U) é a variável definida como a diferença entre o número 
de vezes em que observações de Y superam as de X e o número de vezes em que observações de 
X superam as de Y na amostra combinada 
Mostra-se que 
e que E(U) =O e Var(U) = 4Var(W2) (ver Hollander & Wolfe, 1973). 
Sob a hipótese nula, a estatística de teste U tem, aproximadamente, distribuição normal com 
média zero e variância 
Assim, 
Z= U D N(O 1). [n1112(n1 + ~ + 1)/3]1/2 ._. ' 
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1.4.2 A estatística "log-rank" 
Abordagem por meio de tabelas de contingência 2x2, construídas nos tempos de 
mortes 
O teste estatístico de Mantel-Haenszel (1959) é utilizado comumente em situações de tabelas 
de classificação cruzada com variável respoeta dicotômica (por exemplo, morte, sobrevida) e 
fatores categorizados em níveis (tratamento!, tratamento2). Num caso particular, duas tabelas 
de vida podem ser utilizadas, neste contexto, para comparação das taxas de sobrevida de dois 
grupoe. Para testar a igualdade de duas funções de sobrevivência S1 (t) e S2(t), Mantel con-
sidera os tempos ordenados t(k)> de falha distintos da amostra formada pela combinação das 
duas amoetras individuais. Este teste supõe que no tempo t(k) ocorrem dk falhas e existem Rk 
indivíduos em risco em um tempo imediatamente inferior a t(k) na amostra combinada e, respec-
tivamente, d1k e R1k deles no tratamento i, i = 1, 2. e j = 1, .. , k. Assim, em cada tempo de falha 
t(k)> os dados podem ser dispostos em forma de uma tabela de contingência 2 x 2, com linhas 
indicando tratamentos e colunas indicando estados de sobrevivência, como está apresentado na 
Tabela 1.4. 
Tabela 1.4 Distribuição de R indivíduos em risco segundo 
'Ifatamento e Sobrevida gerada no tempo t(k) 
'Ifatamento Estado de Sobrevivência Total 
M s 
Total 
A estatística do teste de Mantel compara, em cada tempo de morte, o número observado de 
mortes em um dos tratamentos, como por exemplo, dlk com o valor esperado sob a hipótese 
nula H0 , condicionado ao fato de haver dk mortes neste instante, sendo R1k e ~k os números 
de indivíduos em risco em cada tratamento. 
Se os totais das marginais na Tabela 1.4 são fixos e a hipótese nula é verdadeira, então 
a distribuição de dk ê uma hipergoomêtrica. O valor esperado da casela na primeira linha e 
primeira coluna (Ed1k), onde foi observado um valor Olk = dlk, condicional às marginais que 
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(1.23) 
Desta forma, se não houver diferenças entre os tratamentos no tempo t(k)' o número esperado 
de mortes deve ser dividido entre os dois tratamentos de acordo com a razão entre o número 
de individues sob risco em cada tratamento e o número total sob risco naquele instante. A 
estatística proposta por Mantel consiste na soma das diferenças entre o número observado e o 
número esperado de mortes em cada tempo t(~o), isto é: 
J J 
L= I)dlk- Edlk) =L (Olk- Edlk). (1.24) 
k=l k=l 
onde olk = du 'para k = 1, ... , J 
Se as tabelas de contingência, para todo t(k), fossem independentes, a variãncia de L seria 
simplesmente a sorna das variãncias condicionais Vd1k, isto é, 
Sob a hipótese nula, L tem uma distribuição assintótica N(O,l) e, assim, um teste aproximado 
para a comparação das taxas de sobrevivência dos dois grupos pode ser baseado na estatística 
padronizada: 





que tem, sob Ho, distribuição qui-quadrado com um grau de liberdade para grandes amostras. 






O teste !og-rank (1.24) é obtido tomando-se Wk = 1; quando Wk = Rk (total de pessoas em 
risco), tem-se o teste de Wilcoxon Mann-Whltney (U). 
Exemplo 4: Um estudo foi realizado para comparar dois tipos de tratamentos para um 
determinado tipo de câncer. Para tanto, observou-se o tempo (t) em meses até a morte de onze 
indivíduos com a doença que foram submetidos aos tratamentos I e 
A Tabela 1.5 apresenta observações do tempo (t), em meses, até a morte de seis indivíduos 
submetidos ao tratamento I e cinco ao tratamento II, e os respectivos valores de J; e t;. 
Tabela 1.5 Tratamento e posição (J;) na amostra conjunta dos valores observados 
Tratamento 1 1 1 1 1 1 2 2 2 2 2 
J; 1 2 3 4 5 6 7 8 9 10 11 
t; 12 58 80 90 95 100 10 14 23 56 79 
Na Tabela 1.6 é feita uma representação equivalente das onze observações, através das es-
tatísticas de ordem t(i) e das de postos P(;) e J(i)· 
Tabela 1.6 Valores de P; e J; referentes às estatísticas de ordem observadas 
'I!atamento21 2 22121111 
p(i) 1 2 3 4 5 6 7 8 9 10 11 
t(i) 10 12 14 23 56 58 79 80 90 95 100 
J(i) 7 1 8 9 10 2 11 3 4 5 6 
Na Tabela 1.7, para i= 1,2, apresentam-se os dados já ordenados conjuntamente de forma 
crescente, exibindo-se os instantes em que ocorreram mortes em qualquer dos grupos, (t(k)) e o 
número de mortes em cada um deles (dtk)· Em cada tempo t(k)• indica-se também: 
-o número de observações maiores que t(k) em cada um dos grupos (R;), que é o número de 
indivíduos em risco de morrer no grupo i; 
-o número total de observações maiores que t(k)• (R), que corresponde ao número total de 
indivíduos em risco de morrer em t(k); 
-o posto de cada observação tk na amostra conjunta (Pk) e na amostra do tratamento i 
(i= 1,2) P;. 
25 
Thbela 1. 7 Cálculo das Estatísticas baseadas em Postos das observações 
tk dlk d2k R1k R2k Rk Pdlk Pd2k Y>X X>Y e1k A B 
o 1 6 5 11 o 1 o o 6 -ªº- -6 ll 121 
12 1 o 6 4 2 o o 1 ~o rto 4 
14 o 1 5 4 9 o 3 1 o 5 ~ -5 9 81 
23 o 1 5 3 8 o 4 1 o .Q 15 -5 8 64 
56 o 1 5 2 7 o 5 1 o 5 ig -5 7 
58 1 o 5 1 6 6 o o 4 5 :6 1 6 
79 o 1 4 1 5 o 7 2 o 1 4 -4 5 25 
80 1 o 4 o 4 8 o o 5 ! o o 4 
90 1 o 3 o 3 9 o o 5 "ª o o 3
95 1 o 2 o 2 10 o o 5 2 o o 2 
100 1 o 1 o 1 11 o o 5 1 o o 
L:: nl n2 w1 w2 M2 M1 L:;Edo var(LR1) 
L:: 6 5 46 20 5 25 8.6736 1.4722 -20 
sendo: 
d&... e1k= kRk' A - d.R,,Ra.(R.-d.) 
- R~(R.-1) e B = R;,(dlk-elk)· 
Para testar Ho : 81(t) = fh.(t) vs H1 : 81(t) < fh.(t), pode-se utilizar várias estatísticas, 
como as que seguem abaixo. 
Estatística de Wilcoxon: 
o valor observado de w2 foi 20. Desta forma, conclui-se que a hipótese nula não deve ser 
rejeitada ao nível a= 2, 5%, pois W2 ;;;: 20 = [n2(n2 + n1 + 1)-w(O, 026; 6; 5)] conforme tabela 
(Hollander & Wolfe, 1973), ou seja, as funções de sobrevivência dos dois tratamentos não são 
diferentes. 
Estatística de Mann-Whitney: 
O valor obtido de M2 foi 5. Logo U =M2- M1= 2W2- (n2)2 -n2 -n1n2 = LRk(Ok-Ek) 
= -20 
Para n1 = 6 , n2 = 5 sob Ho P(M2 ::::; 5)=0,041 de acordo com a tabela (Hollander & Wolfe, 
1973). Portanto, não se rejeita a hipótese nula H0 , isto ê, as funções de sobrevivência dos dois 
tratamentos não são diferentes. 
26 
Estatística de Log-rank: 
L =(I::<olk- Edal) = -2,6736 
- (L(Ok-Edal) 2 (-2,6736)2 
LR - , 1,4722 4, 85541 
L; V(dlk) 
k=l 
O percentil O, 025 da distribuição x~ é 5, 02389, maior que 4, 85541. Assim, as duas funções 
de sobrevivência dos dois tratamentos não são estatisticamente diferentes. 
1.4.3 O teste de log-rank como um teste de escore eficiente segundo uma 
verossimilhança Parcial num modelo log-Jinear para as funções de risco 
em duas populações, com dados não censurados. 
Na introdução deste trabalho, diversas estatísticas foram propostas para testar a hipótese Ho: 
S1(t) = S2(t) a respeito da igualdade das funções de sobrevivência de duas variáveis aleatórias 
T1 e T2, sem conhecimento de sua forma paramétrica. No entanto, outros testes podem ser 
deduzidos para testar Ho contra certas alternativas a Ho. Uma destas alternativas é 
(1.28) 
A relação acima é equivalente à seguinte relação entre as funções densidade fl(t) e h(t): 
h(t) = 1(81(t))'Y-1 !1(t) 
conseqüentemente a relação entre as funções de risco lv.l(t) = h1 (t)'Y é dada por: 
lv.l(t) = 1(81(t))"-1 !l(t) = 'Yft(t) = h (t) 
(S2(t)) S1(t) 1 1 
Por este motivo, o modelo ê denominado de Riscos Proporcionais, já que para todo t > O, tem-se: 
Este modelo pode ser também expresso em um modelo linear para os logaritmos das funções de 
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risco: 
!og(h2(t)) = log(r) + log(h1(t)) 
A hipótese nula Ho: St(t) = Sz(t) passa a ser, no modelo de Riscos Proporcionais, equivalente 
à 
Ho: r= 1. 
A função de verossimilhança de um conjUllto de n1 observações de T1 e n2 observações de T2 é 
dada por ( 1.21) e pode ser expressa em termos das funções de risco, já que é possível estabelecer 
as relações: 
h()_ ôlog(l- F(t)) 
t - 8(t) ' 
/(t) = h(t)(l-F(t)), 
1-F(t) = exp(-l h(s)ds) = exp(-H(t)). 
A função de verossimilhança, conforme (1.21 ), é 
n1 n1 na na 
L(tn, .. , t,,.,; t,, .. , t2n,i r) = II [81 (t1;)] II [h1 (tli)] II [82(t2;)] II [h2(t2;)]. 
1 1 1 1 
e, particularmente, no Modelo de Riscos Proporcionais pode ser escrita como 
n1 n1 na na 
L(t1, •• , t 1n 1 ; t,, .. , t2n2 i !) = II (81 (tlí)J II (h1 (tli)J II [81 (t2;)"Y) II [1h1 (t2;)]. (1.29) 
1 1 1 1 
Em conseqüência, o logaritmo da função de verossimilhança é dado por: 
n1 na n1 
l(t11 , •• ,t,,,;t,, .. ,t2n,i/) - -(LHt(tli))+ L!H1(t2;)))+ I:(log([h1(t1;)]) 
1 1 1 
na n2 
+ L(log([h1(t2;)])+ I:Iog(!). 
1 1 
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A verossimilhança acima contém, além do parâmetro de interesse 7, uma função H1(t1;) desco-
nhecida, que representa parâmetros de perturbação na inferência sobre 7 e, deste modo não é 
útil para fazer inferências sobre 7· De forma alternativa em relação à verossimilhança completa 
acima, Cox (1972) definiu uma verossimilhança parcial, que permite a estimação de 7 sem co-
nhecer H1(tu). Sua idéia foi a de transformar a observação das variáveis originais em variáveis 
(u1, U2, .... , U2N) e de fazer uso do fato de que uma função distribuição conjunta g(u1, U2, ... , u2N) 
sempre pode ser fatorada da seguinte maneira: 
Se for possível obter distribuições condicionais g( U2klut, U2, .... , U2k-l) não dependentes da função 
básica h1(tl), mas apenas de 7 ao passo que as distribuições condicionais g(U2kHiur, 7t2, •• , U2k) 
dependem de 7 e também de h1(t;), defin&-se uma função de verossimilhança parcial LP apenas 
com os primeiros fatores: 
N 
LP(ul>··,U2N;7) = fig(U2klul,u2, .... ,U2k-l) (1.30) 
k=l 
Supondo a ausência de censura, as observações completas de T1 e de T1 : (t11 , •• ,t1n 1 ; t 2" •• , t2n2 ), 
são representadas pelas estatísticas de ordem da amostra conjunta e pelo vetor de identificadores 
dos elementos da (n1 + ~)-upla, correspondente às consecutivas estatísticas de ordem: 
Intercalando os valores das duas, definimos uma 2(nl + ~)-upla de valores (u1, u2, .. , U2(n1+n2J): 
u1 = t(l) ;u2 = J1 ; 113 = t(2) ;u4 = J2; us = t(3) e, genericamente U2k-l = t(k) ;U2k = Jk, 
k =O, ... ,N =(nl + ~). 
O cálculo das distribuições condicionais g(U2klu1 ,U2, .... , U2k-l) é descrito abaixo e é possível 
observar que g( u2lu1) é uma distribuição discreta, uma vez que U2 pode assunlir os valores 
1, .. ,N. Dado que todos os indivíduos estavam vivos antes de t(l)• a probabilidade do i-ésimo 
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vir a morrer em um intervalo de tempo (t(l) + 'Y) é dada aproximadamente por: 
ao passo que a probabilidade de qualquer um dos indivíduos morrer será 
n1+n2 I: h;(t(l)h· 
i=l 
Logo, a probabilidade condicional de que J1 seja igual a i será 
Como no modelo em estudo 
onde ('Y)i =1 para j = 1, .. , n1 e ('Y)i = 'Y para j = n1 + 1, ... , n1 + n2, tem-se que 
Da mesma forma, g(u4iu1.u2,u3) depende somente do número de mortes já ocorridas e da 
identificação do individuo J1, que é dado por: 
ou, de forma alternativa, indicando o conjunto de indivíduos com tempo de morte igual ou 
superior à k-ésima menor morte por nk ={ J; para i ;;> k} 
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genericamente, 
Nota-se que esta dénsidacle não depende funcionalmente dos valores observados de tempos de 
morte (u1,u3, .. ,U2k-1), de modo que: 
ou 
Deste modo, é possível encontrar 
N 
g(J1,J2, .. ,JN-1,JN)=g(Jl)g(J2jJl) ... g(JNjJ1,J2, .. ,JN-1) = rr -E' · 
•=1 'Yj 
jE'R.s 
Uma verossimilhança parcial definida pela seqüência (ut,U2 .... U2(n1+n2 )) será a densidade 
marginal de (J1,J2, .... ,Jk-1,JN): 
N 
LP(!) = rr 'YJs • 
•=1 L 'Y; 
jE'R.s 
R, ={J; para i ;;;, k} é o conjunto de indivíduos em risco no instante de tempo igual às-
ésima estatística de ordem do grupo (t(s)) formado por todos os indivíduos em estudo, J8 é o 
indivíduo que falha no tempo t(•) e "f; é um parâmetro que vale 1, se j for um índice relativo a 
uma observação de T1, e vale "f, se j for um índice relativo a uma observação de T2. 
A função de log-verossinrilhança parcial relativa a 'Y é dada por 
.. , n1+n2 n1+n2 
lp('Y) =L log('YJs) + L log('YJ.l- L Iog( L 'Y;l· 
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A derivada do logaritmo de LP em relação a")', chamada função escore ê indicada por U7 (1) : 
(Ull) 
Sob a hipótese Ho: 1 = 1 a estatística U(l) coincide, com a estatística de "log-rank(L)" já que 
nl+n2 R 
U(l) = n1- E Ls (1.32) 
J,=l (Rl,s + R2,s) 
onde R1s ( R2s ) é o número de pessoas em risco no grupo 1 (2). A fórmula (1.32) pode ser 
ainda escrita como (1.24) isto é 
n1+n2 n1+n2 
U(l) = L (dls -E(dls)) = E (Ols -Els) (1.33) 
s=l s=l 
No caso aqui considerado, sem observações censuradas, são calculadas n1 + 7t2 tabelas de 
n1+n2 R1 
contingência e a estatística de log-rank é dada por L= L: (dls -E(d18 )) com Ed,. = ds R•, 
s=l s 
onde L: d1s = n1, número total de mortes no grupo 1 e d8 = 1 é o número de mortes em qualquer 
um dos grupos em cada um dos tempos t(s)· 
O escore obtido através de uma verossinrilhança completa, segundo uma parametrização, tem 
variância dada pela esperança da sua derivada em relação ao parânletro, ou ainda do oposto da 
segunda derivada da função de log verossinrilhança, que é denominada informação de Fisher. A 
segunda derivada da verossinrilhança parcial U1 é dada por: 
(1.34) 
e portanto, U'('Y) é uma soma das contribuições de cada indivíduo. Para um indivíduo, sob 
Ho: 1 = 1 
(1.35) 
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Na pa.rametrização acima, a estatística escore coincide com a estatística log-rank, mas o 
mesmo não ocorre com suas variâncias. Uma reparametrização levará a um escore que ainda 
coincide com a estatística log-rank e com a mesma variância que esta. No modelo acima, é 
comum fazer a reparametrização de "f para f3 = log( "f), isto é, 7 = efl, e escrever as duas funções 
sl e s2 na forma de um modelo de regressão, introduzindo artificialmente uma covariável z 
indicadora de grupo, Z valendo O para o grupo 1 e 1 para o grupo 2. Dessa forma, a relação 
(1.28) passa a ser escrita como 
S(t,Z) = (Sl(t))""P(fJZ) (1.36) 
O escore U {J(/3), relativo à mesma amostra de n1 valores de T1 e n2 valores de T2, dados 
acima, está relacionado com U7 (7), apresentado em (1.31), da seguinte forma 
Conseqüentemente, 
(1.37) 
Um teste de Ho : f3 =O versus Ho : f3 #O pode ser feito utilizando-se o escore eficiente, que 
é (U!>(/3))!1=0, cuja variância é dada pelo oposto da informação de Fisher, E((U~(,B))!>=O)· 
Substituindo (1.34) em (1.37), lembrando que se 7 = 1 então f3 =O, obtém-se 
(1.38) 
Observando que U11(0) é igual (1.32), conclui-se que a estatística escore coincide com a 
estatística log-rank e substituindo U11(0) e também (1.35) em (1.38), obtém-se 
(1.39) 
Em resumo, o escore eficiente na parametrização em f3 do modelo de riscos pro-
J 




1.5 Testes não-paramétricas para comparação de duas funções 
de sobrevivência com observações censuradas 
Muitas vezes, a observação completa de duas variáveis T1 e T2 é impossível. Ao invés disso, 





o seu= cl 
ÓT2 { lseV=Tz -
OseV=C2 
Considerando-se o problema de testar a hipótese Ho : S1(t) = S2(t), a partir de n1 obser-
vações i.i.d. de (U,ÓT1 ) e n2 observações de (V,ÓT2 ), a função de verossimilhança passa a ser 
dada por 
n1 n1 n2 n2 
L(t11 , .. , t1n1; t211""' tzn2; 'Y) O< II [81 (t1;)] II [~ (t1;)]6' II [S2(t2;)] IJ[~(t2iW'' (1.41) 
1 1 1 1 
onde foram omitidos os fatores relativos às distribuições de c1 e c2, supostas não informativas 
sobre S1(t) e ~(t). 
Para o modelo de riscos proporcionais, tem-se: 
n1 n1 n2 n2 
L(t," .. , t,n,; t21' .. , tzn.; 'Y) O< II [81 (tli)J II [h1 (tlit· rrrs1 (tz;))"Y] IJ['Yh1(t2;)]6' 
1 1 1 1 
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n1 n2 n1 
l(t0 , •• , t 0 n 0 ; t, .. , t 1n 1 ; 1') = -(L H1(tli)) + (L ')'Hl(tzí)) + (L Ôtlilog(h1 (tli)) 
1 1 1 
n2 n2 
+ LÔt2)og(h1 (t2;))+ L8t,.log(1') 
1 1 
A inferência sobre 1' a partir da função acima, por envolver a função desconhecida h1 (T1), 
não é possível. Uma solução proposta é a inferência a partir de uma função de verossimilhança 
parcial, como foi feito para o caso sem censura. 
1.5.1 Extensões da estatística log-rank 
Para dados com a presença de censuras, existe urna variedade de testes de Ho, ressaltando-
se, entre eles, as generalizações do teste de Wilcoxon propostas por Gehan (1965), o teste de 
log-rank (Mantel, 1966; Pete e Peto, 1972) e suas generalizações. 
A expressão das estatísticas log-rank para testar Ho, em analogia aos testes já considerados 
para observações completas em 1.4.2, é dada pela fórmula: 
J LWk (dlk -E(dlk)). (1.42) 
k=l 
onde a soma é feita apenas para aquelas estatísticas de ordem que correspondem ãs 
observações não censuradas da amostra conjunta, e os pesos são dados por: 
wk =1 (estatística de log-rank) 
Wk =Rk (estatística de Gehan) Wilcoxon generalizado 
1 
wk =(Rk)z (estatística de Tarone Ware) 
wk =S(tk) (estatística de Peto e Peto, 1972. S(zk) é a estimativa de Kaplan-Meier de 1-F(tk) 
sob Ho). 
Wk = [S(tk)V, O:$ J :$ 1 (Fleming e Harrington, 1991). 
Nas expressões acima, S(tk) é a estimativa de Kaplan-Meier, a partir da amostra combi-
nada de todas as observações calculadas no tempo de falha tk. Estas estatísticas são chanladas 
estatísticas de log-rank ponderadas (Fleming, Harrington, 1991). 
A escolha do peso na expressão (1.42) direciona o tipo de diferença a ser detectado nas 
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funções de sobrevivência. O Teste generalizado de Wilcoxon (Gehan), que utiliza o peso igual 
ao número de indivíduos sob risco, coloca mais peso no início do eixo do tempo. No início do 
estudo, todos os indivíduos estão sob risco e saindo do estado "sob risco" à medida que falham 
ou são censurados. O teste log-rank, por outro lado, coloca menos peso para todo o eixo do 
tempo, o que reforça .., enfoque nos pesos maiores quando comparado ac teste de Gehan. O 
teste de Tarone-Ware está em uma situação intermediária e o de Gehan pondera pelo número de 
indivíduos sob risco que depende da experiência de sobrevivência assim como da censura. Desta 
forma, se o padrão de censura é nitidamente diferente nos dois grupos, o teste pode rejeitar ou 
aceitar não somente com base nas diferenças das sobrevivências entre os grupos, mas também 
devido ac padrão de censura. (Co!osimo, 2001). 
O teste log-rank (Mantel, 1966), já apresentado na seção 1.4.2, é o mais utilizado em análise 
de sobrevivência, mas deve ser usado com cautela em situações em que duas funções de risco 
não são proporcionais ou se cruzam. Pepe & Fleming (1989) propõem uma classe de estatísticas 
de teste, apresentada na próxima seção, para comparar funções de sobrevivência de dois grupos 
nas situações em que a suposição de riscos proporcionais não é válida. 
1.5.2 A estatística "Weighted Kaplan-Meier'' 
No problema de comparação da distribuição dos tempos de sobrevivência sujeitos a um meca-
nismo de censura aleatória, em duas populações, Pepe e Feming (1989) propuseram a estatística 
Weighted Kaplan-Meier (WKM) dada por: 
{ii;n; {Te [' , ( J] WKM =v--:;:;:- Jo w(t) BKMl(t)- 8KM2 t dt, (1.43) 
onde a diferença entre os estimadores de Kaplan-Meier para os dois grupos é ponderada em cada 
tempo por um peso que os autores propuseram que fosse dado por: 
(1.44) 
onde 
-o sobrescrito (-) indica que foi usada a versão continua à esquerda da função, 
-Te= sup{t: Ô1(t) 1\ Ô2(t)} > 0}, e 1\ representa o mínimo, 
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-S;(t) é o estimador de Kaplan-Meier da função de sobrevivência da variável T no grupo 
i= 1,2, 
-ê;(t) é o estimador de Kaplan-Meier ela função de sobrevivência da variável tempo de 
censura C no grupo i = 1, 2, 
-n, é o tamanho da amostra no grupo i e n = n 1 + n2 • 
-Os pesos Pl e P2 = 1 - Pl são estimados adequadamente sendo p; = n Assume-se que 
"- !li o ll.I..Lln-oo n = Pi > ·
-0 intervalo de tempo relevante para as comparações é [0, T] sendo T = sup{t: S(t) /\ê1(t) 1\ 
ê2 (t)} > 0}. Deve-se considerar somente funções w(.), que são bons estimadores de algum w(.) 
tal que 
sup lw(t)- w(t)l !:.. O. (1.45) 
tE(O,r) 
lw(t)l:::; r [ê;(t)J(1/ 2J+a (1.46) 
para todo t < T, i= 1, 2 e r e 8 constantes positivas. A condição (1.46) exige que w seja função 
de ê1 e ê:;, como definida anteriormente. 
Pepe & Fleming ( 1989) demonstram que a distribuição assintótica desta estatística, sob Ho, 
ê normal, com média zero e variância a-2, 
onde 
a-2 = _ r [ft w(u)S(u)duj2 (P1C1(t) + P2C2(t)) dS(t). 
lo S2(t) 0 1 (t) * C2 (t) 
Esta expressão da variância não ê intuitiva, embora no caso de dados não censurados com 
w(.) = 1, pode-se verificar que u2 é a variância da função distribuição 1- S(.). 
Os seguintes estimadores para a-2, sendo um deles a variância não combinada e outro, a 
variância amostra! de duas amostras combinadas, são respectivamente: 
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e 
onde S(.) é o estimador de Kaplan-Meier da função de sobrevivência da amostra combinada. 
A hipótese Ho: S1 = 82 pode ser testada utilizando-se (n1n2) 1f2 W~M e comparando-se o 
valor obtido com o da distribuição normal padrão. 
Exemplo 5: Em um estudo cl:íDico, observou-se 40 pacientes com leucemia após terem en-
trado num período de remissão da doença. Estes pacientes foram aleatorizados para receber dois 
tipos de tratamento, vinte receberam o tratamento A e vinte o tratamento B. Posteriormente, 
os pacientes ficaram em observação até o retorno da doença (recaída) ou até ao fim do estudo 
(indicador de censura). Os valores observados dos tempos de sobrevivência, que são as durações 
do período de remissão da doença nos pacientes, são apresentados na Tabela 1.8. 
Tabela 1.8: Dados dos tempos de remissão em semanas de pacientes com leucemia 
Tratamento A 1 3 3 6 7 7 10 12 14 15 
18 19 22 26 28* 29 34 40 48* 49* 
Tratamento B 1 1 2 2 3 4 5 8 8 9 
11 12 14 16 18 21 27* 31 38* 44 
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Figura 1.5: Estimativas das funções de sobrevivências dos pacientes 
submetidos ao tratamento A (laranja) ou tratamento B (Azul). 
A hipótese a ser testada é a de que a distribuição do tempo de remissão é a mesma para os 
dois tratamentos. Os resultados obtidos a partir da utilização das estatísticas de teste log-rank 
e WKM estão dispostos na Tabela 1.9. 




Nível Descritivo Atingido (P-valor) 
0,245h 
0,81** 
* P-valor obtido pela distribuição assintótica da estatística. 
** P-valor empírico obtido através de reamostragem da estatística. 
Portanto, para a = 5%, não se rejeita Ho, isto é, as distribuições do tempo de remissão dos 
dois tratamentos não são estatisticamente diferentes. 
1.5.3 Modelos de regressão 
Os ensaios clínicos muitas vezes envolvem covariáveis que podem estar relacionadas com o 
tempo de sobrevivência. Por exemplo, o tempo livre da doença após o tratamento e o número de 
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disseminações são covariáveis que devem ser estudadas para verificar o efeito desses fatores no 
tempo de sobrevivência de mulheres com câncer de mama. É importante destacar, no entanto, 
que as técnicas não-paramétricas apresentadas nas seções anteriores não permitem a inclusão de 
covariáveis na análise. 
A forma mais eficiente de incorporar o efeito das covariáveis envolvidas no estudo é uti-
lizar um modelo de regressão apropriado para dados censurados. O objetivo dos modelos de 
regressão é determinar como T, o tempo de falha, varia com z, vetor de covariáveis, usando um 
modelo apropriado para a dependência de Tez com dados do tipo (t,z), í = 1, 2, ... , n. Existem 
duas classes de modelos: os paramétricas e os semi-paramétricas. Neste trabalho, é considerada 
somente a segunda classe que tem, como caso especial, o modelo de regressão de Cox, muito 
utilizado em estudos clínicos. No entanto, este modelo não se ajusta a qualquer situação clínica, 
pois ele tem uma suposição básica que é a de riscos proporcionais, ou seja, a razão de riscos de 
morte relativa a dois indivíduos não muda com o tempo. A violação desta suposição pode provo-
car sérios vícios na estimação dos coeficientes de regressão do modelo (Struthers e Kalbfleisch, 
1986). 
1.5.4 Modelo de riscos proporcionais de Cox 
O Modelo de riscos proporcionais de Cox supõe que o vetor de covariáveis z influencie 
multiplicativamente uma função de risco básica ho(t), de forma que a função de risco h(t; z) 
de um individuo com vetor de covariáveis z seja dada por: 
h(t; z) = h0 (t) exp(f3'z). (1.47) 
A equação acima determina que a razão de funções de riscos no mesmo tempo t, entre dois 
indivíduos com vetores de covariáveis z1 e z2 , não dependa do particular tempo t e seja dada 
por: 
(1.48) 
Devido a tal fato, este modelo recebeu o nome de "Modelo de Riscos Proporcionais", sendo 
exp(f3'(z1 - z2)) o fator de proporcionalidade entre funções de risco de indivíduos com vetores 
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de covariáveis z1 e z2, respectivamente. 
Da expressão (1.48) segue-se que: 
Da mesma forma, 
(1.49) 
Em termos de logaritmos, temos: 
(a) lnh1(t;z1) = lnh:J(t; z2) + ,8'(z1- z2) e (b) lnH1(t;zt) = lnH2(t; z2) + ,6'(z1 - Z2). 
Segundo este modelo, todos os grupos de indivíduos que tiverem o mesmo valor K para 
exp(/3'z), têm uma função de risco com mesmo fator de proporcionalidade em relação à função 
de risco de qualquer outro grupo. Se z é um vetor bidimensional, a condição exp(/3'z) = K pode 
ser expressa por /31 Zt + /32z2 = ln(K). 
O Modelo de riscos proporcionais pode ainda ser escrito em termos das funções de Sobre-
vivência da seguinte maneira: 
S;(t) = [So(t)J""~'<Wz.l (1.50) 
1.5.5 Estimação de máxima verossimilhança parcial para os coeficientes de 
regressão no modelo de riscos proporcionais 
O processo de estimação de máxima verossimilhança, apresentado no capítulo 3, não pode ser 
usado se f(t;, 9) não for completamente determinada, como ocorre, por exemplo, no Modelo de 
Regressão de Riscos Proporcionais (1.47), quando ho(t) não tem sua forma especificada. Como 
muitas vezes o objetivo principal de uma pesquisa é estimar o efeito relativo de dois fatores, 
representados por duas covariáveis, quanto à sobrevivência, Cox (1972) propôs uma maneira 
de estimar os coeficientes de regressão, neste contexto, através do conceito de verossimilhança 
parcial (Cox, 1975) que passamos a expor. 
Em uma amostra de n indivíduos, com d mortes, sejam t(l) ::; t(2) ::; .... ::; t(d) os d tempos 
41 
de falha ordenados e assumindo-se não empates, e os correspondentes vetores de covariáveis 
Z(1J,Z(2J, .... Z("l' são representados na figura abaixo: 
-------t(.l) --------------t(~) ------t(~) -------
z(l) Z(o) Z(d) 
Figura 1.6: Representação dos tempos ordenados de mortes em uma amostra de tamanho n. 
Seja R(t(;J) o conjunto de indivíduos em risco antes de t(;J(isto ê, em t(i) - 0). A função de 
densidade condicional de que o indivíduo (i) falhe em t(;), dado os pacientes em R(t(;J) estarem 
em risco e que exatamente uma falha ocorra em t(i) é: 
P[sujeito (i) falha em t(i)lfaiha em t(i) e R(t(;j)] = 
_ P[sujeito (i) falha em t(i) e os indivíduos emR(t(;J) sobreviveram a Ç] 
- P[falha em t(i) e dado que os indivíduos em R(t(;J) sobreviveram a t; J 
Por ( 1.4) segue que: 
P[sujeito (i) falha em t(i)lfalha em t(i) e R(t(;))J 
(1.51) 
(1.52) 
Assim, a verossimilhança parcial para {3 é formada pelo produto de todos os termos repre-
sentados por (1.52) associados aos distintos tempos de falhas, 
L(/3) = IT exp({3'z(;J) 
í=l L: exp(/3' z;) 
jER( t(;J) 




onde 6 é o indicador de falha. Os valores de {3 que maximizam a função de verossimilhança 
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parcial de (1.53) são obtidos resolvendo o sistema de equações definido por U(fJ) = O, onde 
U ({3) é o vetor escore de primeiras derivadas da função l ([3) = log L(fJ). Isto é 
(1.55) 
A função de verossimilhança parcial (1.53) determina que os tempos de sobrevivência são 
contínuos e, conseqüentemente, não pressupõe a possibilidade de empates nos valores observados, 
mas na prática podem ocorrer empates nos tempos de falhas ou censuras devido a escala de 
medida. Quando ocorrem empates nas falhas ou censuras, usa-se a convenção de que a censura 
ocorreu após a falha, o que define as observações a serem incluidas no conjunto de risco em cada 
tempo de falha. 
A função de verossimilhança parcial (1.53) deve ser modificada para incorporar as observações 
empatadas quando estas estão presentes. A verossimilhança fornecida por Breslow, 1974 é: 
L(fJ) = ii exp(fJ' S( i)) d; 
i=l ( L: exp(fJ'z(j))) 
jER( '<•>) 
(1.56) 
onde S(i) = L: Zi é a soma das covariáveis no empate e d; é o número de empates. 
1.5.6 Estimação da função de sobrevivência básica 
Os coeficientes de regressão {3 são quantidades de maior interesse na modelagem estatística 
de dados mas, no modelo de Cox, também é importante a função básica de risco acumulado 
Ho(t) = l ho(u)du 
e a função de sobrevivência básica correspondente 
So(t) = exp(-Ho(t)). 
Se ho(t) fosse especificada parametricamente, poderia ser estimada usando a função de 
verossimilhança. 
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Um estimador não paramétrica simples para Ho(t), proposto por Breslow (1972), conforme 
Cox (1984), é obtido notando que o número total de falhas em (O, t) 
D(t) = Ldj. 
tj,t 
tem a mesma esperança que a variável aleatória V ( t) definida por 
" V(t) = LH;(Y;(t)) 
i=l 
Na expressão acima, Y;(t) = min(T;, C;, t), isto é, Y;(t) é o tempo de falha, nos indivíduos 
que já apresentaram falha antes de t, é igual ao tempo de censura para um individuo que saiu 
de obeervação antes de apresentar falha e é igual a t para um individuo alnda sob observação no 
tempo de calendário t. 
e seu estimador 
t " 
V(t) = 1 L exp(f3'zJ)ho(u)du, 
0 jE!JI(u) 
onde exp(}3'z(j)) são os valores estimados de exp(/3'Z(i))· É possível notar que para uma única 
amostra homogênea, este estimador reduz-se ao estimador de risco acumulado (Nelson, 1969) 
apresentado em (1.54). 
A função de sobrevivência básica So(t) pode ser estimada por So(t) = exp(-Êlo(t)). Com-
binando este estimador com as estimativas exp(}3'z), í = 1, ... , n, obtêm-se os valores estimados 
para a função de risco e a de sobrevivência do individuo í. 
Êl;(t) = exp(}3'Z;)Êlo(t), 
• [ • ] exp(.â'z<) S;(t) = So(t) . 
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A consideração de covariáveis na comparação de dois tratamentos quanto ao tempo de so-
brevivência pode aumentar o poder dos testes e reduzir os vícios de estimação da diferença de 
sobrevivências. O modelo de Regresaão de riscos proporcionais de Cox é muito utilizado para 
incorporar o efeito de covariá veis na comparação de dois grupos e, neste caso, uma das cova-
riáveis é a função indicadora de grupo. O coeficiente {30 correspondente à cova.riável grupo tem 
a interpretação de log do risco relativo de morte quando as funções de riscos são proporcionais. 
O teste de /30 = O sob o modelo de Cox é chamado de teste de Cox para duas amostras. 
Modelo estratificado de riscos proporcionais de Cox 
Uma extensão do modelo de riscos proporcionais para o caso em que as funções de riscos 
básicas, relativos a dois grupos não são proporcionais, é dado pela expressão 
Sk(tiZ) =exp{ -Hok(t) exp(,t3'Z)}, k = 1,2 (1.57) 
1.5.7 O modelo de regressão de Shen e Fleming 
O Teste de Cox para duas amostras pode não detectar diferenças entre os tratamentos quando 
as funções de riscos destes tratamentos não são proporcionais ou se cruzam. Shen & Fleming 
(1997) propuseram um modelo de regressão que permite riscos não proporcionais entre os grupos 
de tratamentos, assumindo um modelo de regressão de Cox dentro de cada um deles quanto aos 
efeitos de outras covariáveis de interesse. O modelo é dado por: 
Sk(tiZ) =exp{ -Hok(t) exp(,t3í,Z)}, k = 1,2 (1.58) 
onde Sk(tiZ) é a probabilidade de que um paciente do k-ésimo grupo sobreviva ao tempo t, sendo 
Hok(t) uma função de risco básica acumulada, Zum vetor p x 1 de covariáveis de interesse e ,t3k 
o vetor de coeficientes de Z para o k -ésimo grupo. Desta forma, está implicito que o efeito das 
covariáveis, dado pelos coeficientes de regressão, pode depender do tratamento, de modo que o 
modelo não é o modelo de Cox estratificado. 
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1.5.8 Estimação de Sk(t) 
Um estimador natural para a função marginal de sobrevivência Sk(t) = E{S~c(tjZ)} para o 
k -ésimo grupo é: 
onde Fn é a distribuição empírica de Z e Sk(tjZ) pode ser estimado a partir dos dados do k 
-ésimo grupo, 
Mais precisamente, S~c(t) é dado por: 
2 nj 
Sk(t) = LLexp{-Hok(t)exp(,â~Z;j)}, k = 1,2. (1.59) 
j=li=l 
1.5.9 Teste da hipótese de igualdade das curvas de sobrevivência para dois 
grupos 
A estatística W K M é baseada numa estimativa da diferença entre as funções de sobrevivência 
S1(t) e S:!(t). Shen & Fleming (1997) propuserem urna extensão desta estatística dentro do 
modelo (1.58), calculando a diferença entre as funções de sobrevivência S1(t) e S2(t). 
Para determinar o efeito geral de tratamento, padroniza-se a diferença da sobrevivência 
média calculando uma média de S1 (t!Z)-S2(tjZ) sobre a distribuição das covariáveis na amostra 
combinada. Se Tk representa o maior tempo de observação na amostra k, e T = min(r1,T2) <co, 
onde k = 1,2, sabe-se que S1(t)-S2(t) é instável para t próximo a T quando o número de pessoas 
em risco é pequeno; utilizando-se uma função peso w, que atribui um menor peso a S1(t)-S2(t) 
nos períodos de tempos finais, pode-se controlar esta instabilidade. Assim, Shen & Fleming 
(1997) propõem a estatística de teste weighted mean survival (WMS) 
WMSn(t) = ~ l w(u){S1(u)-S2(u)}du, 
onde a curva de sobrevivência Sk(t), para cada grupo, é um estimador da sobrevivência média 
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definida na expressão (1.59) e w uma função peso dependente do dados. Os referidos autores 
propuseram o uso da função peso (1.44). 
1.5.10 Propriedades teóricas da estatística de teste W MS 
Deseja-se testar a hipótese de igualdade de duas funções de sobrevivência contra a alternativa 
de ordenação estocástica 
a partir dos tempos de vida de n observações sujeitos à censura à direita, das quais nk, são 
provenientes da amostra k, k = 1, 2, e assumindo limn-oo( ~) = 1-Pk > O. Assume-se também 
que o tempo de falha Tki, as triplas aleatórias {Tki,Uki,Zki}(i = l, .. ,nk) são independentes e 
identicamente distribuídas, sendo Uki o tempo de censura e Zki o conjunto de covariáveis para o 
i -ésimo individuo do k -ésimo grupo, considerando-se Tki e Uki condicionalmente independentes 
dez ... 
Shen & Fleming (1997) mostraram que WMSn(to) converge, quando o tamanho da amostra 
tende para o infinito, para um processo Gaussiano com média zero, e determinaram a expressão 
de sua variância teórica .,.;, (to). 
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Capítulo 2 
Métodos estatísticos usados em 
ensaios clínicos de resposta imediata 
2.1 Ensaios Clínicos 
Ensaios clínicos são pesquisas experimentais realizadas com o objetivo de avaliar a eficiência 
de uma ou mais formas de tratamento em relação a uma determinada resposta. Geralmente, 
estes ensaios devem ser precedidos de experimentos laboratoriais feitos com animais sobre o 
novo tipo de tratamento que está sendo investigado, seja ele o uso de uma nova droga ou de um 
novo procedimento cirúrgico, e podem ser profiláticos ou terapêuticos. Os ensaios profiláticos são 
planejados para avaliar a eficácia de um tratamento preventivo de uma doença, que é ministrado 
para uma certa moléstia a um dos grupos de indivíduos e, ao final do período de estudo, compara-
se a incidência da doença nos dois grupos. Por outro lado, os ensaios terapêuticos têm por 
objetivo comparar um novo tratamento com o tratamento padrão de uma doença (Lee, 1992). 
Foi no século XVIII que os ensaios clínicos começaram a ser desenvolvidos, destacando-se, 
entre eles, o de Maitland realizado em 1721, a respeito da eficácia da vacinação contra a varíola 
e o de Lind, realizado em 1747, quando foi descoberto o tratamento para o escorbuto. No estudo 
de Lind, doze tripulantes de um navio, que haviam contraído a doença, foram selecionados para 
receber um dos seis tratamentos, sendo submetidos a uma mesma dieta básica e divididos em 
seis pares de indivíduos. Cada tratamento consistia em um suplemento para a dieta básica, 
consistindo de duas laranjas e um limão (tratamento I), um quarto de cidra (tratamento II), 
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Vinagre (tratamento III), elixir de ácido sulfúrico (tratamento IV), água do mar (tratamento 
V) e um suplemento à escolha do paciente ( tratamento VI); após seis dias, apenas os pacientes 
submetidos aos tratamentos I e II apresentaram melhora. Outros estudos comparativos. como 
os ensaios para os tratamentos contra a difteria e a febre tifóide, foram desenvolvidos entre os 
séculos XVIII e XIX, propiciando um maior interesse pelo uso de técnicas estatísticas na área 
médica. O número de pacientes envolvidos nestes estudos cresceu consideravelmente, havendo 
registro de um estudo de febre tifóide envolvendo mais de 11000 soldados na Índia (Lee, 1992). 
O primeiro ensaio clínico que utilizou um mecanismo de atribuição aleatória de pacientes 
aos tratamentos em estudo, no qual aqueles não foram informados sobre qual dos tratamentos 
iriam receber (experimento cego), foi relatado em 1931 (Amberson et al., 1931). Neste ensaio, 
vinte e quatro pessoas com tuberculose pulmonar foram divididas em grupos comparáveis de 12 
elementos cada, e foi lan,çada uma moeda para determinar se receberiam a injeção intravenosa 
de Sanocrysin (tratamento experimental) ou a de água purificada (placebo), (Friedman et al., 
1985). 
O experimento do Conselho de Pesquisas Médicas Britânico, conduzido por Austin Bradford 
Hill, em 1946, para avaliar a estreptomicina como tratamento para tuberculose pulmonar, foi o 
primeiro ensaio clínico aleatorizado de larga escala que utilizou números aleatórios para alocação 
dos pacientes a um grupo experimental e ao controle. Pode-se dizer que Hill foi o maior respon-
sável pela introdução das técnicas modernas estatísticas na área médica. No entanto, somente 
nas três últimas décadas, os ensaios clínicos surgiram como um método eficaz na avaliação de 
intervenções médicas e, foram desenvolvidas e definidas técnicas estatísticas para planejamento 
e monitorização de tais ensaios. 
Neste trabalho, é dada ênfase aos ensaios clínicos terapêuticos envolvendo dois tratamentos. 
Um ensaio clínico é geralmente realizado em três fases. A Fase I ou Ensaio Inicial é uma 
fase exploratória, em que uma nova droga, um procedimento cirúrgico, ou um tratamento ê 
experimentado em seres humanos pela primeira vez. Geralmente, esta fase é planejada para 
determinar a dose máxima tolerada em seres humanos, a qual será utilizada em ensaios clinicos 
subeeqüentes com a finalidade de verificar sua eficácia (fase li) e de compará-la com outras drogas 
(fase III). Nesta fase, se for possível, deve-se escolher apenas pessoas sadias para participar do 
ensaio, evitando assim, que pacientes mnito doentes sejam expostos a alguma possível toxicidade 
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da droga, e a possibilidade de não se conseguir identificar um possível efeito benéfico devido a 
seu uso em pacientes pouco doentes ou pelo uso de medicamentos concomitantes. Na Fase II 
ou Intermediária, a dosagem da nova droga, já analisada na fase I, deve ser administrada às 
pessoas que apresentam a doença em estudo, com o objetivo de avalia:r sua eficiência e determinar 
o tipo de paciente que será beneficiado. Cabe ressalta:r, que este procedimento é realizado em 
duas etapas. Primeiramente, procura-se verificar se o beneficio da droga é satisfatório ao ponto 
de justificar a continuidade do estudo, para posteriormente, obter uma estimativa precisa da sua 
eficiência. Isto pode ser feito através da proporção de pacientes na amostra que foram tratados 
com sucesso. Esta é uma fase exploratória, que envolve somente o novo tratamento, poucos 
pacientes e é realizada em um período curto de tempo, obtendo-se assim, estimativas imprecisas 
a respeito da segurança, eficiência e toxicidade provocadas por esta nova droga. 
Nos Ensaios Fase III ou Ensaios Clínicos Comparativos, o objetivo é comparar a efi-
ciência do novo tratamento estudado na fase II com a do tratamento padrão e, obter estimativas 
mais precisas da eficácia do primeiro para a doença em estudo. Nesta fase do ensaio, os pacientes 
em estudo, que devem ser semelhantes quanto aos fatores que possam afetar substancialmente o 
efeito do tratamento, recebem por aleatorização um de dois tratamentos. O grupo experimental 
é constituído pelos pacientes que são submetidos ao novo tratamento e, o de controle ê composto 
pelos indivíduos que são submetidos ao tratamento padrão. Os dois grupos são observados du-
rante um período de tempo, após o qual ê verificado se o tratamento experimental é, de fato, o 
melhor. 
Um ensaio clínico pode ser feito segundo dois diferentes esquemas: os de tamanho de amostra 
fixo e os seqüenciais. Neste último, a decisão de continuar recrutando novos pacientes após um 
tempo t é determinada pelas análises sobre as observações já obtidas até este tempo. 
2.1.1 Monitoramento de um ensaio clínico 
A responsabilidade ética do pesqnisador, quanto aos indivíduos participantes de um ensaio 
clinico, exige que os resultados sejam monitorados durante todo tempo de sua realização. Se, 
durante o ensaio, os dados indicarem que um dos tratamentos ê prejudicial aos indivíduos, deve-
se considerar a possibilidade de interromper o estudo antes da data pré-estabelecida. Por outro 
lado, se estes dados demonstrarem uma clara superioridade de um dos tratamentos, o ensaio 
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pode também ser interrompido mais cedo, pois não seria ético dar-lhe continuidade. Se diferenças 
em variáveis respostas primárias ou secundárias forem inexpressivas, pode não ser justificável 
continuar o estudo em termos de tempo, dinheiro e esforço. Finalmente, o monitoramento de 
variáveis respostas pode identificar a necessidade de coletar mais dados para esclarecer questões 
quanto ao benefído ou toxicidade que podem surgir durante o estudo. 
Para se realizar o monitoramento adequadamente, os dados devem ser coletados e processa-
dos em tempo, enquanto o ensaio avança. O monitoramento deve ser feito, preferencialmente, 
por uma pessoa ou grupo independente do pesquisador e, nenhuma técnica deve ser usada iso-
ladamente para decidir se o ensaio deve prosseguir. 
Monitorar dados consiste em um processo ativo, no qual tabulações e análises adicionais são 
sugeridas e desenvolvidas após uma revisão dos resultados obtidos do ensaio em andamento. 
Envolve também uma interação entre os indivíduos responsáveis pela coleta, tabulação e análise 
dos dados, aos quais se recomenda o não envolvimento formal com os objetivos ou com os 
pesquisadores. A responsabilidade de monitorar dados da variávei resposta deve ser confiada 
a um grupo independente, constituído de especialistas de várias áreas, como médicos clínicos, 
pessoas com experiência em condução de ensaios clínicos, epidemiologistas e estatísticos. 
A freqüência de encontros do comitê de monitoramento pode variar dependendo da fase do 
ensaio. As fases de recrutamento de pacientes, de seguimento e conclusão de ensaio, exigem 
diferentes nfveis de atividade, e as reuniões não devem ser tão freqüentes a ponto de que haja 
poucos dados novos acumulados entre as reuniões. Em muitos ensaios clínicos longos, os comitês 
de monitoramento encontram-se regularmente em intervalos de quatro a seis meses, com en-
contros adicionais, quando necessário, e nesse período, as pessoas responsáveis pela tabulação e 
análise dos dados assumem a responsabilidade pelo monitoramento de situações não usuais, que 
devem ser comunicadas ao comitê de monitoramento. 
2.1.2 Término antecipado de um ensaio clínico 
A finalização antecipada de um ensaio clínico pode ser difícil, não somente porque os assuntos 
envolvidos são complexos, mas também devido ao fato de que a decisão final requer um consenso 
do comitê que monitora o referido ensaio, o qual deve basear-se, não somente nos resultados 
estatísticos mas, principalmente, no contexto de todos os dados disponíveis. A seguir, são 
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apresentadas algumas questões que devem ser consideradas no processo de decisão: 
1. Possíveis diferenças nos fatores prognósticos entre os dois grupos na linha de base devem 
ser exploradas e os ajustes necessários devem ser feitos na análise; 
2. Qualquer chance de vício na avaliação das variáveis respostas deve ser levada em consi-
deração; 
3. O poasfvel impacto de dados faltantes deve ser avaliado; 
4. Efeitos colaterais em potencial e resultados de variáveis respostas secundárias devem ser 
considerados; 
5. A consistência interna, por exemplo, entre os subgrupos e as várias medições dos resultados 
deve ser examinada. Em um ensaio multicêntrico, o comitê de monitoramento deve avaliar se os 
resultados entre os diversos centros são consistentes; por exemplo, antes de suspender um ensaio, 
o referido comitê deve ter certeza que o motivo da suspensão não esteja relacionado somente a 
um ou a dois centros. 
Um dos primeiros ensaios clínicos feitos nos Estados Unidos ilustra como a decisão de fina-
lização antecipada pode ser controversa. O Programa de Diabetes de um Grupo de Universidades 
consistiu em um ensaio aleatorizado, placebo-controle, duplo-cego, realizado com a finalidade 
de testar a eficácia de quatro tratamentos para diabetes. A medida primária da eficácia foi o 
grau de lesão na retina e os quatro tratamentos utilizados foram: uma dose fixa de insulina, 
uma dose variável de insulina, tolbutamida e phenformina. O ensaio com o grupo tratado com 
tolbutamida foi terminado antecipadamente porque o comitê de monitoramento percebeu que a 
droga poderia ser prejudicial e não parecia ter nenhum beneficio. Este grupo apresentou não só 
um elevado coeficiente de mortalidade devido a problemas cardiovasculares quando comparado 
ao grupo placebo (12.7% vs 4.9 %), como também um coeficiente de mortalidade geral superior 
ao placebo (14.7% vs 10.2%). A análise da distribuição dos fatores que estão aasociados à 
mortalidade cardiovascular revelou uma desigualdade entre os grupos, pois os indivíduos tratados 
com tolbutamida tinham maior risco que os demais, antes do início do tratamento. Este fato, 
juntamente com questões relativas à correta atribuição da causa da morte, gerou consideráveis 
críticas e, mais tarde, o experimento com phenformina foi também terminado pelo exceaso de 
mortalidade no grupo controle (15.2% vs 9.4%). Isto levou à revisão dos dados por um grupo 
independente de estatísticos que, embora tenham referendando as opiniões feitas pelo comitê de 
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monitoramento do referido Programa, a polêmica sobre o estudo e suas conclusões continuou 
por mnito tempo. 
2.1.3 A questão da demora na obtenção da resposta aos tratamentos 
A análise estatística de dados de sobrevivência lida com observações do tempo decorrido 
desde um instante inicial até a ocorrência de um evento de interesse, denominado genericamente 
falha, embora possa ser um evento favorável à vida, como o desaparecimento dos sintomas de 
uma moléstia. Os ensaios clínicos que envolvem resposta temporal freqüentemente são longos, 
mas pode acontecer que, em alguns indivíduos, o evento de interesse não ocorra até o final do 
estudo de modo que seu tempo exato de falha não é conhecido. Desta forma, em um ensaio clinico 
comparativo da sobrevivência de pacientes segundo dois tratamentos, a informação do tempo 
até a falha de algum dos indivíduos é incompleta, sabendo-se apenas que este tempo é superior 
ao observado até o final do ensaio. Estas observações são chamadas de observações "censuradas" 
do tempo até a falha e precisam ser levadas em conta em qualquer análise comparativa. 
Os estudos seqüenciais têm sido muito usados na área de sobrevivência e podem ser descritos 
dois tipos básicos conforme o modo escolhido para o encerramento do estudo. O primeiro tipo é 
constituído pelos Ensaios de duração fixada quando pacientes são observados até um tempo 
pré-fixado To; no segundo, constituído pelos Ensaios de informação fixada, o estudo termina 
assim que ocorrer um determinado número acumulado de falhas. Variações destes tipos de 
ensaios são obtidas, conforme é planejada a entrada de pacientes e, normalmente isto é permitido 
no decorrer do período de tempo até o final do estudo; ou, um mesmo grupo de pacientes fica 
em observação desde o início do ensaio. Nos capítulos 3 e 4, são tratadas as técnicas estatísticas 
desenvolvidas para analisar resultados obtidos em ensaios clínicos cuja resposta de interesse 
maior seja o tempo de sobrevivência. 
2.2 Método seqüencial clássico 
O propósito do método seqüencial clássico é minimizar o número de indivíduos que devem 
participar de um estudo, e a decisão de continuar alocando-os depende dos resultados daqueles 
que já entraram no estudo. A maioria dos métodos seqüenciais assume que o resultado da variável 
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resposta é conhecido em um curto período de tempo, relativo à duração do ensaio e, por essa 
razão, estes métodos são aplicáveis em muitos ensaios envolvendo doenças agudas. Para estudos 
que envolvem doenças crônicas, métodos seqüenciais clássicos não são tão úteis. O método de 
análise seqüencial, originalmente desenvolvido por Wald (1947) e aplicado por Armitage (1975) 
em ensaios clfnicos envolve, tee'·es repetidos dos dados em um experimento simples. O método 
assume que a única decisão a ser tomada refere-se à continuação ou não do ensaio porque um dos 
grupos está respondendo significativamente melhor, ou pior que o outro. Esta regra de decisão 
seqüencial clássica é chamada por Armitage (1975) de "plano aberto", uma vez que não existe 
garantia de quando uma decisão de finalização é atingida; a aderência estrita ao "plano aberto" 
pode significar que o estudo não tem um tamanho de amostra fixo. Muito poucos ensaios clínicos 
usam o "plano aberto" ou modelo seqüencial clássico, porque não há certeza de alcançar um 
ponto no qual o ensaio seja finalizado. O método também exige que os dados sejam arranjados 
em pares, uma observação de cada grupo e, em muitas situações, pares de indivíduos não são 
desejáveis, porque eles podem ser muito diferentes e não estar "bem combinados" em relação a 
variáveis prognósticas importantes. 
Um exemplo de um plano seqüencial "aberto" para variáveis respostas binárias é apresentado 
na Figura 2.1 para um teste bilateral de uma hipótese de igualdade entre um tratamento novo 
(Tr2) e um usual (Trl), com a = 0.05 e poder 0.95. A hipótese nula é Ho:P1 = P2, onde 
P; indica a probabilidade de sucesso do tratamento Tr; (i = 1,2). A hipótese alternativa é 
H1:H # P2 e a variável escolhida para testar Ho é DN = diferença entre o número dentre N 
pares em que o tratamento Tr2 foi superior a Tr1 e o número de pares em que Tr2 é inferior a 
Tr1. 
Usando-se um sistema de eixos cartesianos, representa-se o número N de pares de observações 
no eixo horizontal e, no eixo vertical, a variável DN que é o efeito puro do tratamento Tr2 e 
pode ser positiva ou negativa. O teste seqüencial é realizado verificando, para cada valor de N, 
a localização de (N,DN) com relação às quatro regiões de decisão a respeito de Ho: região em 
que o tratamento Tr2 é considerado superior ao tratamento Tr1; região em o tratamento Tr2 é 
considerado inferior a Tr1; região em que se aceita a igualdade dos tratamentos Tr2 e Tr1 e a 
região em que se deve continuar alocando novos pares até ser tomada um decisão. A Figura 2.1 
mostra como são estas regiões. 
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Figura 2.1: Fronteiras de wn plano seqüencial aberto para dados acwnulados 
Fonte: Fundamentais of Clinicai Trials (Friedman, Furberg, Delviets, 1985) 
Armitage (1975) introduziu o modelo seqüencial "fechado" ou restrito para assegurar que 
um limite máximo fosse imposto ao número de indivíduos (2N) a ser recrutado e, assim como o 
"plano aberto", os dados devem ser pareados utilizando-se uma observação de cada grupo. Os 
limites são determinados de forma que o modelo tenha níveis específicos de a e 1- {3. Os limites 
do plano seqüencial restrito, para uma variável resposta dicot6mica, são ilustrados na Figura 
2.2 para a mesma hipótese bilateral usada na Figura 2.1. No eixo horizontal, representa-se o 
número de pares de observações e no vertical, a variável DN de efeito puro do tratamento em 
N pares. A região de "aceitação" de H o é agora limitada pela linha vertical de abscissa igual a 
N. Para uma hipótese alternativa específica, Armitage (1975) dá os parâmetros das fronteiras 
nos casos em que a variável resposta tem distribuição binomial ou normal e o número máximo 
de "pares" de indivíduos necessários em termos do nível de significância e do poder do teste. 
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Figura 2.2: Fronteiras de um plano seqüencial fechado para dados acumulados 
Fonte: Fundamentais of Clinicai Trials (Friedman et a!, 1985, segunda edição). 
2.3 Testes de significância repetidos 
A abordagem seqüencial clássica não é muito utilizada em estudos de sobrevivências ou 
mesmo em ensaios em que a resposta de interesse é conhecida em um curto período de tempo 
relativo à duração do ensaio. A maior razão de sua não aplicabilidade pode ser devido ao fato de 
que este método exige que os dados sejam coletados em pares de indivíduos, uma observação para 
cada grupo e, que seja feita a análise dos dados acumulados após cada novo par de resultados. 
Em muitos ensaios clínicos, isto não é necessário ou é até mesmo impraticável se os dados 
forem monitorados por um comitê, que tem encontros agendados espaçadamente no período 
de estudo. Tornou-se prática realizar vários testes de significáncia dos dados acumulados em 
diversos momentos de análise, e se não houver controle do nível de significáncia usado em cada 
análise, este não é um procedimento válido e um nível de significáncia de 0,05 em cada etapa, 
corresponderá a um nível de significáncia real associado ao ensaio como um todo muito maior 
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do que 0,05. 
Nesta seção, é apresentada a metodologia desenvolvia por Armitage et aL (1969), Pocock 
(1977), O'Brien & Fleming (1979) e outros para controlar o nível de significância globaL 
Por teste de significância repetido, de uma hipótese Ho, sobre a média de uma variável 
aleatória X, entende-se um procedimento seqüencial com as seguintes características: 
- Observações i.i.d da variável aleatória X são coletadas seqüencialmente. 
- Um número total de N análises intermediárias é fixado previamente. 
- No momento da primeira análise, faz-se um teste de hipótese convencional (como se o 
tamanho de amostra fosse fixo) da hipótese Ho sobre a média 1-'x de X a um nível de significàn-
cia nominal a1, baseado na estatística S1 X 1. Se esta hipótese Ho for rejeitada pelo teste 
convencional, finaliza-se o procedimento; caso contrário, realiza-se a segunda análise, quando Xz 
é observada e faz-se um teste de hipótese convencional da hipótese Ho a um nível de significân-
cia nominal az, baseado na soma Sz = X 1 + Xz = S1 +X2 • Se Ho for rejeitada pelo teste de 
hipótese convencional, finaliza-se o procedimento; caso contrário, na terceira análise observa-se 
X 3, calcula-se Sa = Sz+Xa, e faz-se um teste de hipótese convencional da hipótese Ho a um 
nível de significância nominal a3' baseado na soma s3. 
- Procede-se, de forma semelhante, em N análises até que ocorra a rejeição de Ho em um 
dos testes convencionais feitos. Se isso não ocorrer até a última análise, não rejeita-se Ho . 
Este procedimento tem um nível de significància a, denominado a global, que fica determi-
nado pela escolha dos níveis nominais aj ( j = 1, 2, ., N) associados a cada uma das análises 
programadas. Armitage et al. (1969) demonstraram que, se testes de significância são feitos 
repetidamente sobre dados acumulados, sob hipótese nula, o a global será maior do que o má-
ximo dos aj 's nominais . Por exemplo, em testes de significância repetidos sobre a média de uma 
variável com distribuição normal com três análises, pode-se rejeitar a hipótese nula no primeiro 
teste, no segundo ou no terceiro e, isto deve ser levado em conta no cálculo do a global. Se o a 
nominal do primeiro teste é, 0,0221, então o a global é, no mínimo, este valor, pois ainda falta 
incorporar a probabilidade de rejeitar a hipótese nula no segundo e terceiro testes. Da mesma 
forma, se forem feitos dois testes de significância a um nível a nominal de 5 %, o a global será 
de 8,3% e aumentará para 14,2 % se forem executados cinco testes. Assim, a probabilidade de 
rejeitar H o erroneamente cresce à medida que o número de análises aumenta. A Tabela 2.1 e a 
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Figura 2.3 mostram o valor de a global para diversos níveis nominais em cada análise e diversos 
números de análises intermediárias planejadas. 
Tabela 2.1: Nível de Significância Global de um teste repetido de Ho 
com N análises intermediárias) dados níveis nominais a cada etapa 
Nível de Significância Número de Análises Intermediárias (N) 
Nominal 1 2 3 4 5 10 25 50 200 
0,01 0,01 0,018 0,024 0,029 0,033 0,047 0,07 0,088 0.126 
0,05 0,05 0,083 0,107 0,126 0,142 0,193 0,266 0,32.0 0.424 
0,10 0,10 0,16 0,202 0,234 0,26 0,342 0,449 0,524 0.652 
Fonte: Statistical Methods For Survival Data Analysis (Lee, 1992, segunda edição) 
g; 
z 0,1 
o 5 10 15 20 25 30 35 40 45 50 
Número de análíses 
Figura 2.3: Nível de Sígnificância Global de um procedimento de Testes de Significância Repe-
tidos de acordo com o número de análises para os níveis nominais de 0,01; 0,05 e 0,10 a cada etapa. 
2.3.1 Testes de significância repetidos sobre a média de urna variável aleatória 
Caso Binomial: Em uma seqüência de N ensaios binomiais independentes, testes repetidos 
da hipótese Ho : p = Po são realizados após cada um deles, usando-se a soma do número de 
sucessos até a etapa j, ( Sj ) para testar a hipótese Ho através de um teste convencional para 
um tamanho de amostra fixo j. Rejeita-se Ho na etapa j se 
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s >b· J- J ou S· <a· 1- J 
onde b; é o menor inteiro para o qual P[Sj 2::bj] ::; a 12 quando SJ tem distribuição binomial 
(j;p0 ) e ai= j- bj. 
Se Ho for aceito, mais um ensaio é observado e realiza-se um teste convencional baseado em 
Sj+l; o procedimento é repetido até rejeitar Ho em uma das N etapas previstas ou, no caso de 
não rejeição pelo teste convencional até a N-ésima etapa, aceita-se Ho. 
Caso Normal: Um ensaio consiste na observação de uma seqüência de variáveis aleatórias 
independentes e identicamente distribuídas X1,X2, ... ,Xn com distribuição N(J.L, 1). Um teste 
repetido em N etapas sobre o parâmetro 1-' é planejado da seguinte forma: após cada ensaio, 
utiliza-se a soma até a etapa j (81), que tem distribuição N(jp,j) para testar a hipótese Ho: 
1-' = 1-'o através de um teste convencional para um tamanho de amostra fixo j. Rejeita-se Ho na 
etapa j se 
onde Cj = k,j} para a constante k satisfazendo 
<P(k) = 1-Ol.jf2• 
onde <P( k) é a função distribuição da normal com média zero e variãncia 1. 
Se Ho for aceito, mais um ensaio é observado e realiza-se um teste convencional baseado em 
S;+l· 
O procedimento é repetido até rejeitar Ho em uma das N etapas previstas ou, no caso de 
não rejeição pelo teste convencional até a N-ésima etapa, aceita-se Ho. 
Caso geral de uma variável do tipo contínuo: Um ensaio consiste na observação de 
uma seqüência de variáveis aleatórias independentes e identicamente distribuídas X1,X2, ... ,Xn 
com média 1-' . Indica-se por A; a região de valores de S; que levam à aceitação de Ho : 1-' = /-'o, 
segundo o teste de hipótese convencional ao nível nominal de a;, na etapa j (j = 1, .. , N). 
Seja A;={(s,s2 , ••• ,sN) E RN; Sj EA;} o evento em RN, constituído das realizações 
(s,s, .. ,sN) E RN que levam à aceitação de Ho, segundo o teste de hipótese convencional 
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ao nível nominal de aj, na etapa j. 
O procedimento seqüencial, acima definido, termina com a não rejeição de H 0 se, em todas 
as análises, Ho não for rejeitada. Desta forma, a região de aceitação de Ho é dada por: 
(2.1) 
e o nível de significãncia global do procedimento proposto é 
a= 1-P[A]. (2.2) 
Como os testes intermediários são realizados em função das variáveis 81>82, ... ,SN, para o 
cálculo de P[A] é preciso determinar sua função densidade conjunta, que pode ser escrita em 
termos da função densidade da variável X, fx, como: 
Logo, no caso de funções de densidade contmuas, o nível de significãncia global pode ser calculado 
através de (2.2), sabendo-se que 
(2.4) 
com uma expressão análoga em termos de somatórias para variáveis discretas. 
2.3.2 Cálculo iterativo de P[A], segundo Armitage, McPherson e Rowe (1969) 
A sugestão de Armitage et al. (1969) para o cálculo da integral múltipla de uma função 
densidade multivariada relativa às somas parciais de uma seqüência de variáveis aleatórias i.i.d. 
é uma opção interessante para o cálculo do a global associado a um teste de significãncia repetido. 
O caso em que esta densidade é uma normal multivariada é de maior importância, tanto no caso 
em que esta é a distribuição exata do conjunto de somas parciais de variáveis i.i.d., como em 
aplicações do teorema central do limite. Eles sugeriram que a integral acima seja calculada em 
N etapas sucessivas e em cada uma delas, é calculada uma integral do tipo: 
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onde 
e, paraj = 2 ... N: 
(2.5) 
2.3.3 A função gasto de alfa 
Lan & DeMete (1983) propuseram uma maneira de esoolher os níveis nominais a(j) em 
cada análise intermediária de modo a obter um nível de significãncia global, a, fixado. Para 
entendimento de sua proposta, considere-se inicialmente o evento A1nA2n ... nAi que oontêm 
todas as realizações de testes seqüenciais repetidos que não rejeitam Ho até a etapa j (j = 
1, .. ,N). Segundo Armitage et al.(1969), tem-se que: 
P[A1]= fA,fx(s1)ds1 
P[A1nA2]= fA2 fA1 fx(s1)fx(s2-s1) .... ds1ds2 = JA,f2(s2) ds2 
Da mesma forma, temos: 
e 
P[A1nA2 n ... nAN] = fANfN(sN)dsN. 
O complemento de (A1nA2 n .. nAi) é o evento "rejeitar Ho em uma das etapas, de 1 
a j ". 
Quando j cresce de 1 a N, estes eventos formam uma seqüência crescente, de modo que a 
seqüência de suas probabilidades a(j) é crescente. Assim, tem-se: 
a(l) =P((Al)0 ] = 1- fAJx(sl)dsl 
a(j) =P(( A1nA2 n .. nAj)0 ] = 1- fAfi(sj)dsj 
' 
a(N) =P[(A1nA2 n .. nAN )0 ] =1- JANfN(SN )dsN =a= Nível de signilicã.ncia global do teste 
A cada escolha de conjuntos (Ai), na determinação de um teste seqüencial, fica associada a 
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função crescente de j, a(j), denominada função de gasto de alfa (Lan & DeMets, 1983). 
(2.6) 
Conforme já foi afirmado acima, a seqüência de eventos (A1A2 ••• Aj)c é não decrescente. 
Pode-se, então, decompor cada elemento desta seqüência em eventos disjuntos Bj, da seguinte 
forma: 
(A1)c = B1, 
(A1A2)c = B1 U B2, 
(A1A2 .. Ai )c =B1 U B2 U B3 U .. U Bj 
(A1A2 .. ANf= B1 UB2 UBa U ... UBN 
onde 
Bj = (A1A2 .. Aj)0 - (B1 U B2 U ... U Bj-1) contém as :realizações que levam à rejeição de 
H0 exatamente na j-ésima etapa (j = 1, .. ,N). 
Tem-se, em conseqüência desta decomposição, 
a:(l) =P((A1)c]=P(B1) 
o:(j) =P[( A1nA2 n ... nAifl = P(B1)+P(B2)+ .... +P(Bi) 
a:(N) =P[(A1nA2 n ... nAN )C] = P(Bl)+P(B2)+ .... +P(BN) =a 
Indicando por P(Bj) = 1rj para j = l, ... ,N, tem-se 
1rj = a:(j) - a:(j - 1) 
1rj indica o gasto de alfa na j-êsima etapa Observa-se que: 
(2.7) 
Exemplo 1: Cálculo do nivel global de significãncia a em testes de significãncia repetidos 
bicaudais da hipótese Ho : p = ! sobre a mêdia de uma variável X com distribuição binomial 
(1; p) em dez análises, ao nivel nominal de ai = 5%, na j-ésima análise. 
A partir da Tabela 2.2, que apresenta funções densidades binomiais com p = ~' fazendo-
se uso também de (2.4), ê possível calcular o alfa global associado a uma série de testes de 
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significância repetidos. 
Tabela 2.2: Distribuição binomial para p = ~ e j = 1, 2, 3, ... ,10 P(X = s) = (~) (~)j 
I 1 2 3 4 5 6 7 8 9 10 
o 1 o,5 0,25 0,125 0,0625 0,03125 0,01562 0,00781 0,0039 0,0020 0,00098 
1 0,5 0,5 0,375 0,2500 0,15625 0,09375 0,05469 0,03125 0,01758 0,00976 
2 0,25 0,375 0,3750 0,3125 0,23438 0,16406 0,10937 0,07031 0,04395 
3 0,125 0,2500 0,3125 0,3125 0,27344 0,21875 0,16406 0,11719 
4 0,0025 0,15625 0,23438 0,27344 0,27344 0,24609 0,20508 
5 0,03125 0,09375 0,16406 0,21875 0,24609 0,24609 
6 0,01562 0,05469 0,10937 0,16406 0,20508 
1 0,00781 0,03125 0,07031 0,11719 
8 0,0039 0,01758 0,04395 
9 0,0020 0,00976 
10 0,00098 
Devido à natureza discreta da variável binomial, ê impossível fazer um teste com a exata-
mente igual a O, 05 em cada etapa. Desta forma, a rejeição de H o, através de um teste de 
significância comum, não ê possível para j = 1, 2, 3, 4, 5; para seis experimentos binomiais, pode-
se rejeitar H o para a < O, 05 se forem obtidos os valores O ou 6 e, com nove experimentos, se 
forem obtidos um dos valores O, 1, 8 ou 9. No entanto, em testes repetidos, os valores O e 9 
em nove experimentos nunca seriam observados, pois a hipótese já teria sido rejeitada em uma 
etapa anterior. Trabalhando em um nível nominal ::; O, 05, em dez testes repetidos bicauda.is, o 
nível de significância global é de O, 0546875. 
Exemplo 2: Cálculo do nível global de significância a e o gasto de alfa em testes de 
significância repetidos bicaudais da hipótese Ho : J.L = O sobre a média de uma variável X com 
distribuição normal (J.L, 1) em três análises, ao nível nominal de ai = O, 05 na j-ésima análise. 
Como os testes intermediários são realizados em termos das variáveis 81, /h, Sa, para o cálculo 
de P[AJ, ê preciso integrar sua função densidade conjunta, ou seja: 
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De acordo com a sugestão de Armitage et ai. (1969), esta integral múltipla será calculada 
em etapas sucessivas da seguinte forma: 
11,96 P[Al] = fx (sl)ds1 =O, 950004 -1,96 
11,96 fz(s2) = fx(sl)fx(sz-sl) ds1 -1,96 
11,96-/2 P[A1nA2] = f2(s2)ds2 = O, 916889 
-1,96-/2 
11,96-/2 fs(sa) = f2(5z)fx(sa-s2)ds2 
-1,96-/2 
11,96)3 P[A] = P[A1nA2nAa] = fa(s3)ds3 = 0.892752 -1,96)3 
Deste modo, o gasto de alfa até a primeira etapa é a(l) = O, 049996, até a segunda etapa é 
a(2) = O, 083111 e a(3) =O, 107225. 
Conforme o resultado acima, trabalhar ao nível nominal de 0,05 em trés testes repetidos 
bicaudais corresponde, na realidade, a um nível de sígnificância de 0,10725. 
Para futuras considerações, ê importante observar que a distribuição conjunta de (81 , 82 , 83 ), 
sob Ho, é uma normal multivariada de média zero e uma estrutura de covariância dada por: 
Cov(8;,8i) =i (1 ~i ~j ~ 3) (2.8) 
2.4 Testes de significância repetidos em grupos 
Os métodos seqüenciais são usados em ensaios nos quais os dados são examinados freqüen-
temente mas, em ensaios multicêntricos, as informações são inspecionadas em poucas ocasiões, 
por exemplo, uma vez por ano, durante cinco anos, de forma que entre duas ocasiões sucessivas, 
há um grupo novo de respostas ainda não exanrinadas. Pocock (1977) indicou as adaptações 
que devem ser feitas para este caso. 
Denomina-se teste de significância repetido em grupos da hipótese Ho:f.Ly = f.Lo, um teste 
em que a variável aleatória X a ser observada em cada etapa é uma soma de n outras variáveis 
aleatórias Y i.i.d: 
x1 = Y1 + Y2 + ... + Y,. 
X2 = Yn+l + Yn+2 + ... + Y2n 
Xj = Y(j-1)n+l + ... + Y;n (j = 1, ... , N) 
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É fácil observar que as somas parciais de X e de Y estão relacionadas por: 
Se as variáveis Y tiverem uma distribuição normal (J.L,l), as variáveis X são i.i.d. N(J.Ln,n) 
e a distribuição conjunta de (Sx, Sx, ... , SxN) é uma NN(P,, :E); onde 
(2.9) 
No exemplo 2, através da integração da função densidade conjunta de (81 , 82 , 83 ), em R3 
dada por: 
j = 1,2,3 
conclui-se que a= O, 10725. 
Para três testes de significância repetidos de Ho:J.Ly = O em grupos de n = 20 observações no-
vas, em cada intervalo entre análises, as regiões de não rejeição de Ho serão ( -1, 96y'nJ; 1, 96y'nJ) 
e o cálculo da função gasto de alfa até a etapa j pode ser feito utilizando-se (2.4). O resultado 
é que a função gasto de alfa é idêntica a já obtida para n = 1. 
A razão disto está no fato de que, dividindo-se todos os termos da desigualdade abaixo por 
.,fii, 
P[(-1,96Jiij:::; 8x;:::; 1,96Jiij)] (j = 1,2,3) 
e obtêm-se 
P[((-1,96v'J):::; (8x;)/.fii:::; 1,96y'J)] (j = 1,2,3) 
e, como [(8x1 )/.,fii, (8x2 )/.,fii, (8x3 )/.,fii)] ~ N(O, E); onde 
E={ui1}com Ui;=(ni/n) =i; (1 :5i:::;j:5 3), (2.10) 
conclui-se que, sob Ho, tem a mesma distribuição de (81 , 82 , 83 ) e com covariância igual a 
dada em (2.8). 
Este resultado pode ser generalizado, podendo ser enunciado da seguinte maneira: supondo 
que para j = 1, ... ,N, as somas parciais 8x; de uma seqüência de variáveis aleatórias indepen-
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dentes e identicamente distribuidas como X com distribuição normal de variância conhecida, têm 
variância V(j), e Cov(Sx;,Sxj)=V(i) (i:::;j) e definindo-se o tempo de informação à época da 
j-ésimaanálisecomotj=::/JJ;., tem-seque para (j=l, .. ,N): [ ~,~, .. ,j;[N)] ~N(O,E); 
onde 
V(i) . . 
E= {u;1} com u;1 = V(N) =t; (1<~5J~N). (2.11) 
Se ti for igual a j, sua distribuição é a mesma de (S1 ,82 , ... , SN ), quando a variável X tem 
distribuição N(O, 1). Mesmo no caso de ti não ser igual a j, a dedução acima levará ainda a 
um tratamento unificado dos testes de significância repetidos, por meio da constatação de que o 
processo (SxJ)/y'V(N))J tem propriedades características de um movimento Browniano, o que 
levou à elaboração de programas para planejamento de testes de significância repetidos. 
2.4.1 O movimento Browniano e as distribuições conjuntas de somas parciais 
de variáveis aleatórias i.i.d. 
Definição 1: Um movimento Browníano (M.B.), com tendência Jt e parnmetro de varíiJ.ncia cr, 
é uma família de variáveis aleatórias Wt, tE R, satisfazendo: 
(i) Wo= O; 
(ii) Wt -W. tem distribuição normal de média Jt(t-s) e variância u2(t-s) para O~ s < t < oo 
(ili) para quaisquer O ~ s1 < t1 ~ s2 < t2 :5 .. :5 SJ < t1 < oo , n = 2,3 ..... ; 
as variáveis "Acréscimos de Wt em (sj,tj )" = (Wt;-Ws;)j =1,2, ... ,n são independentes; 
(iv) W(t) 0:5 t < oo é uma função contínua de t; 
As condições (ü) e (iii) podem ser substituidas por 
(v) A distribuiç;9D conjunta de (Wt,, Wt2 , ... , Wtn) é uma normal multivariada com médias 
dadas por 
E(Wt;) = llfJ j = 1, ... , n. 
e estrutura de covariância dada por: 
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para todo n e quaisquer t, t 2 , ••• , tn. 
Definição 2: A partir de um M.B. W,, um novo movimento Browniano Bt definido pam tem 
[0, 1] e pam C> O, é obtido pela expressão abaixo: 
(2.12) 
''tendência" do movimento Browniano Bt, acima definido, é f-!v'c: e o parâmetro de va-
riância deste processo é 1. 
Uma transformação para um movimento Browniano com tendência nula e variância unitária, 
no intervalo [0, N], é dada por: 
wt- n~11t W, nJ.!t 
=---
lj lj lj 
Uma transformação para um movimento Browniano com tendência nula, e intervalo de tempo 
[0,1], é feita através da fórmula abaixo, para t = if, -&, ... , 1 
B _ WNt- Nnllf ,_ VN 
Uma transformação para o movimento Browniano padronizado em [0,1], é dada por: 
onde 11 = .,fii li· 
(}" 
Logo VN 11 é a "tendência" do Movimento Browniano _;.ffi. 
(2.13) 
(2.14) 
Numa extensão das subseções acima, se X e Y são variáveis aleatórias independentes, com 
distribuição normal de médias Jl. e Jl. + ó, respectivamente, e mesma variância o1:, a diferença 
D =X- Y tem distribuição N(ó,2u2). Se as somas parciais desta variável, em grupos de n 
observações, forem tomadas, a distribuição conjunta destas somas é normal multivariada, com 
vetor de médias com j-ésima componente igual a jnó e matriz de covariância dada por 
Cov(~;,~j) = n2o1:min(i,j) 
67 
SPj = S'}j;~ib tem distribuições conjuntas como a de um M.B. padronizado para j = 1, .. , N 
t7 2n 
SPNt S'DNt - nNt6 . 
e B; = r;;:; = ~ como as de um M.B. padromzado em [0,1]. 
vN uv2nN 
Portanto, no caso de diferenças de variáveis aleatórias, a tendência é 
ó. 
onde !l = -
(j 
Como é possível verificar posteriormente, Lan & DeMets (1983) fizeram um programa que 
possibilita planejar testes repetidos em grupos de maneira unificada, usando as propriedades do 
movimento browniano. O programa solicita que sejam dados 3 dos parâmetros: N, "tendência", 
a e (1- /3), fornecendo como resposta o quarto parâmetro. 
2.5 Construção de regiões críticas em testes de significãncia 
repetidos 
2.5.1 Correção de Bonferroni para múltiplos testes em dados correlacionados 
As múltiplas vezes que um teste é realizado precisam ser consideradas, no nível de signifi.câ.n-
cia dos testes estatísticos, para não ultrapassar um nível de significâ.ncia global a (O < a < 1) na 
realização de N testes repetidos conforme apresentado por Armitage et ai. (1969). Uma solução 
bastante geral para não ultrapassar este nível de significâ.ncia é usar a correção de Bonferroni, 
porém esta leva a um procedimento de teste altamente conservativo porque não considera o tipo 
especial de correlação desses testes no contexto de ensaios clínicos em que os dados são acumu-
lados. Esta correção consiste em realizar, a cada análise, um teste com nível de signifi.cãncia 
; mas, pelo fato desta correção ser válida para a determinação de um limite inferior para a 
probabilidade da intersecção de N eventos quaisquer, definidos em um mesmo espaço de 
probabilidade arbitrário, é de se esperar que o nível de significâ.ncia obtido seja inferior ao 
a desejado. 
Usando a notação anteriormente apresentada, tem-se 




P(A1 nA2 n ... nAN) ;s LP(AJ)- (N -1) 
j=l 
Logo, tomando-se em cada análise o mesmo nivel de significil.ncia nominal O:j = ;, para j = 
1, ., N tem-se 
N 
P(A1 nA2n ... nAN) ;s L(l- ;) - (N -1) = 1-o: 
j=l 
Dessa forma, o nivel de significil.ncia do teste repetido satisfaz a desigualdade: 
Exemplo 3: Cálculo do nivel global de significil.ncia o: e o gasto de alfa em testes de 
significil.ncia repetidos bicaudais da hipótese Ho : f.l = O sobre a média de uma variável com 
distribuição N(JL, 1) em três análises, usando em cada uma delas um nível nominal a* igual a 
i, conforme a Correção de Bonferroni para a = O, 05. 
Considerando-se um experimento que consiste em uma seqüência de variáveis aleatórias 
X1.X2, ... ,Xn, independentes e normalmente distribuídas, um teste convencional de Ho: f.l =O 
na etapaj(j = 1,2,3) é baseado na soma parcial Sj, que tem distribuição N(JLj,j). A região de 
aceitação de Ho na etapa j é 
Ai = ( -2,394v'J ; 2,394v'J) 
Como os testes intermediários são realizados em termos das variáveis St, 82, Ss, o cálculo de 
P[A] consiste na integração da função densidade conjunta destas variáveis, na região apropriada, 
da seguinte forma: 
De acordo com a sugestão de Armitage et al. ( 1969), esta integral múltipla foi calculada em 
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etapas sucessivas, obtendo-se o verdadeiro nível de significância deste procedimento: a = O, 0384. 
2.5.2 Regiões criticas segundo Pocock 
Valendo-se da sugestão de Armitage et ai. (1969), para o caso de variáveis com distribuição 
N(Jt, a 2), a 2 conhecido, e número N de análises fixado previamente, Pocock (1977) construiu 
tabelas para a determinação dos limites Cj das regiões Aj=( -CJ> Cj ), de mesmo nível de sig-
nificância nominal aj, do teste da hipótese Ho : Jtx = O a ser feito em cada análise, para obter 
um nível de significância global 0t sobre resultados acumulados de observações i.i.d da variável 
X em indivíduos (n = 1) ou em grupos de n indivíduos. Devido à exigência de níveis nominais 
intermediários iguais entre si, as tabelas de Pocock fornecem as constantes c(N, a) e 
Cj = c(N,a.),jj, 
Um gráfico de Cj de (- Cj), em termos de j, delimita uma fronteira parabólica da região de 
aceitação de Ho, para os valores de Sj. 
As regiões críticas determinadas por Pocock para um teste bilateral da hipótese Ho, a partir 
da estatística padronizada Zj, na j-êsima análise são da forma: 
Os valores de Cj são calculados segundo a distribuição teórica conjunta do vetor de estatísticas 
Zj nas diversas análises sob Ho. 
2.5.3 Regiões críticas de O'Brien e Fleming 
Com uma visão bem definida de um teste multivariado, e tratando da construção de um 
teste de significância da hipótese 
sobre a diferença de proporções em duas amostras independentes de uma variável com dis-
tribuição binomial, O'Brien & Fleming (1979) determinaram constantes C(N,j,a.) que satis-
fizessem as seguintes condições: 
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" o nivel de sign:ificância do teste real seria a; 
" um total de no máximo N análises seriam feitas; 
" a hipótese H0 seria rejeitada se o maior valor de uma estatística Qui-quadrado de Pearson 
obtida, em cada etapa j, de uma tabela de contingência construída com os dados observados 
até essa etapa, indicada por r(j) superasse um valor C(N,a). 
Os autores consideraram, para testar Ho, a estatística: 
U= max (x?(i))::; N 
O evento 
(U ~C (N,a)) 
pode ser decomposto nos N subconjuntos disjuntos abaixo, definidos conforme a etapa em que, 
pela primeira vez, foi satisfeito: 
e, para j = 2, .. ,N 
(U ~ C(N,a)) n ((x?(i:,; j -1)) < U) n ((x?(j) ~ U) 
É possível demonstrar que 
P[(U ~ C(N,a)) n (x?(l) ~ U)] = P[(x?h ~ C(N,a))N] 
e para j = 2, .. ,N 
P[(U ~ C(N,a)) n (x?(i::; j -1) < U) n (x?(j) ~ U)] = P[x?(j) ~ C(N,a)) N_ ] 
J 
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Desta forma, o teste proposto por O'Brien & Fleming rejeita Ho na etapa j(j = 1, ., N) se j 
for o primeiro inteiro tal que 
JC(j) ~ C(N,o:) N 
J 
2.5.4 Construção de regiões de não rejeição de Ho através do conceito da 
função gasto de alfa 
a) Procedimento de Slud e Wei 
Slud & Wei (1982) propuseram a seguinte forma de construção de regiões de aceitação da 
hipótese Ho : J1- = O a um nível de significâ.ncia 2a, através de testes em grupos repetidos, 
bicaudais, em N etapas no máximo: 
-Especificar o gasto de alfa em cada etapa j ( ?rj), satisfazendo a= I:1 "lfj. 
-Determinar as regiões A1 = (-c1 ,c1), usando a sugestão de Axmitage et a!. (1969), através 
da determinação recursiva das constantes Cj (j = 1, ., N) que satisfaçam 
(2.15) 
Esta idéia abandona a exigência de mesmo nível de significância nominal O<j em cada análise. 
b) Procedimento de Lan e DeMets: Determinação de fronteiras de regiões 
de aceitação em testes de significância repetidos 
Partindo da proposta de Slud & Wei (1982), de especificar uma função gasto de alfa no mo-
mento do planejamento de um teste de significâ.ncia repetido, Lan & DeMets (1983) propuseram 
a adaptação de tal procedimento para realizar testes que não seguiam algumas das seguintes 
exigências até então colocadas para a realização de um teste deste tipo: 
• De que um número total de N análises seja fixado previamente. 
• Em cada etapa j (j = 1, ... , N), um teste de Ho é feito com base na soma dos valores das 
nj observações de variáveis aleatórias i.i.d. coletadas até a etapa j. 
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Resumidamente, a contribuição desses autores consiste na: 
'" Mudança na escala de numeração das etapas, de 1 a N , para uma escaia relativa aos 
tempos de informação, de O até J(N); 
" Definição do conceito de tempo de informação, variando de O até 1; 
., Modificação da definição de função gasto de alfa. 
Lan & DeMets (1983) generalizam o procedimento de Slud e Wei, definindo uma função 
gasto de alfa como qualquer função a*(t) crescente definida em [0,1], satisfazendo a*(O) = O 
a*(l) =a. 
Para analisar de maneira unificada qualquer teste de significãncia repetido em N etapas, no 
máximo, os autores propõem que se considere uma mudança de escala de "número de ordem j 
da análise", em [0, N] para a escala do "tempo de informação", aqui definido como t(j) = it 
em [0,1]. Após esta mudança na escala de tempo, pode-se redefinir a função gasto de alfa, do 
exemplo 2 apresentado no capítulo 2 seção 2.3.3, como: 
a*(t) =O O::; t < 1/3 
a*(t) = 0,05 1/3::; t < 2/3 
a*(t) = 0,0831 2/3::; t < 1 
a*(1) = 0,1072 
Exemplos de funções a*(t) para tE [O, 1], 
1- a*(t) = at 
2- a*(t) = atP (p >O) 
3- a*(t) =a log{1 +(e -1)t} 
4- a*(t) = 2- 2<P(z~/v't) 
Escolhida uma função a*(t) e o número máximo de N análises a serem feitas, o gasto de 
alfa no primeiro tempo de informação (t1 = 1/N) deve ser a*(t1). Calcula-se o valor de Cl 
satisfazendo 
73 
e fazendo uso de que Bt tem distribuição N(O,t). 
No segundo momento de análise, com tempo de informação (t2 = 2/N), o gasto de alfa deve 
ser (a*(t2)- a*(t1)). O problema, aqui, reside em determinar c2 que satisfaça 
que pode ser calculado integrando na região apropriada a função densidade conjunta de 
(Bt,Bt2 ) = (Bt,,Bt, + (Bt2 - Bt,)) 
A igualdade acima permite utilizar para a integração, a sugestão de Armitage et al. (1969), 
para o cálculo de probabilidades relativas a eventos definidos em termos de somas de variáveis 
aleatórias independentes, tendo em vista a propriedade (ili) de um Movimento Browniano. O 
primeiro componente Bt, tem distribuição N(O,t1) e é independente do segundo, (Bt.- Bt,), que 
tem distribuição N(O, t2- t1), de forma que pode-se usar a idéia proposta por Armitage et al. 
(1969) para calcular probabilidades para dados (c1 e c2). Se apenas c1 for conhecido, pode-se 
fazer uma busca do valor apropriado de c2 que satisfaça a condição especificada para o gasto de 
alfa na segunda etapa. 
É possível estender as considerações acima para fazer o monitoramento de um ensaio clínico 
em tempos de informação intermediários quaisquer 
Neste caso, especificada uma função de gasto de alfa a*(t), utiliza-se o procedimento de Arrnitage 
et a!. (1969) para a determinação de constantes Cj (j = 1, ... ,N) que satisfaçam 
já que, a distribuição conjunta de 
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tem função densidade conjunta de somas de variáveis aleatórias independentes: Bt, tem dis-
tribuição N(O, t1), (Bt2 - Bt,) tem distribuição N(O, t2 - t1), .. , (Btj - Bt;_1 ) tem distribuição 
N(O, ti- ti-d· 
2.6 Thbelas de Pocock e programa de Reboussin et ai. para 
o planejamento do tamanho de amostra para um teste se-
qüencial em grupos sobre a diferença de duas médias 
Pocock (1977) determinou regiões críticas para testes seqüenciais em grupo da hipótese 
Ho : P.x- Ji-y =O contra H1: P-x- p.y =ti de igualdade de médias de variáveis com distribuição 
normal a partir da estatística padronizada Zj da diferença de médias amostrais na j-ésima análise. 
Uma região de aceitação de Ho pode ser construída., com um nível global de significãncia a, 
usando o conceito da função gasto de alfa. A cada etapa, um teste da hipótese Ho será realizado 
com todas as observações acumuladas até então, usando a região de aceitação de H 0 determinada 
pela função gasto de alfa escolhida. Se Ho for rejeitado, interrompe-se o processo; caso contrário, 
passa-se à etapa seguinte. Se, após as N etapas previstas, Ho não foi rejeitado, aceita-se Ho. 
O poder deste teste, (1 - /3), pode ser obtido através da integração da função densidade 
conjunta das estatísticas (z1,Z2, .. ,zN) na região de aceitação de Ho. Pocock (1977) elaborou 
tabelas que, para valores dados de N, ti e para um tamanho a e um poder do teste desejado 
(1 - /3), fornecem o valor de /:;. = ~ti. A partir de /:;. obtém-se o tamanho n de cada grupo 
novo de pacientes para cada tratamento, n = 2( ~.,. J2 que atenderá as especificações desejadas de 
tamanho e poder do teste para N análises. Estas tabelas podem ser utilizadas para encontrar o 
poder do teste para valores especificados de N, n, a, O' e, ainda, para calcular n de modo a obter 
poder 1 - /3, para um valor de a fixado, e valores especificados de N, a, O'. 
Reboussin et al. (1995) escreveram um programa em que é solicitado ao usuário o número 
de análises (N), o nível de significãncia (a), o poder do teste (1 - !3) e o tipo de fronteira. 
O programa calcula os limites das fronteiras que delimitam a região de aceitação de Ho e o 
parâmetro /:;. a partir do qual obtém-se o número necessário de indivíduos sob cada tratamento, 
em cada análise, e o total de pacientes envolvidos no ensaio que é 2nN. 
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Capítulo 3 
Métodos estatísticos usados em 
ensaios clínicos de resposta não 
imediata 
O uso das estatísticas log-rank e Weighted Kaplan-Meier (WKM) no monitoramento de en-
saios clfnicos, em análise de sobrevivência atravês de testes de significãncia repetidos, é abordado 
neste capítulo. No capítulo anterior, a hipótese nula de igualdade de duas distribuições da va-
riável resposta reduziu-se ao caso das igualdades de duas médias, sob a hipótese de normalidade 
(exata ou aproximada) e as estatísticas de teste nas diversas análises tinham uma distribuição 
normal multivariada . Em contraste, nos ensaios na área de Sobrevivência, trabalha-se no con-
texto não paramétrica, existe a possibilidade de existência de valores censurados nas diversas 
análises, e a distribuição conjunta das estatísticas de teste tem de ser estudada caso a caso. 
Diversos tipos de censura da variável resposta podem coexistir em observações colhidas em 
um ensaio clinico com análises intermediárias em análise de sobrevivência. Uma censura simples 
do tipo I pode ocorrer em ensaios clfnicos com entrada simultânea de pacientes em algumas 
observações, em alguns instantes de análise ou em todos, devido à fixação de datas para as 
análises. Censuras aleatórias do tipo I poderão ocorrer para algumas observações em certas 
datas de análise, se a entrada de pacientes não for simultânea, mas se der, também, de forma 
aleatória. Finalmente, se for admitida a existência de um tempo potencial aleatório de censura C, 
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que impeça a observação do tempo potencial de vida até a falha, T, quando C for menor que T, 
pode ocorrer também censura aleatória em algumas observações. Em resumo, as observações do 
tempo potencial de vida até a falha, T, podem estar sujeitas simultaneamente a dois mecanismos 
de censura. A variável final de censura é, pois, o valor mínimo entre duas variáveis de censura, 
uma devida à fixação de tempce de análise e a outra, devida a um mecanismo aleatório de 
censura, externo ao delineamento do ensaio. 
Neste capítulo, estabelece-se, inicialmente, a notação a ser usada. A seguir, é feito um 
resumo dos resultados teóricos acerca da distribuição conjunta das estatísticas em N momentos 
de análise, primeiro para a estatística log-rank e depois para a W eighted Kaplan-Meier (W K M). 
Ao final, são apresentados exemplos com dados fictícios de alguns ensaios com o cálculo das 
estatísticas log-rank e Weighted Kaplan-Meíer (WKM). 
3.1 Notação 
Para o tratamento i, i = 1, 2, determina-se que n; pacientes entrem no estudo nos tempos 
aleatórios Y;l, ... ,lin;· Associada à entrada do indivíduo em Y;J, está o par (T;1, 0;1), onde T;1 
e C;J são, respectivamente, o tempo potencial de morte e o de censura, ambos medidos desde 
a entrada no estudo. Determina-se também, que T;1 é independente de C;1 e de Y;1, que as 
triplas (Y;J,T;j,C;j), i= 1,2, j = 1, .. ,n;, são independentes e identicamente distribuídas e que 
limn-oo !if = p; > O para i= 1, 2, e n = n1 + n2. 
Seja X;J(t) = min(T;J,Cij, (t-Y;J)+) o tempo de vida observado para o indivíduo j do grupo 
i até o momento de análise t. A função de sobrevivência calculada em um instante t da variável 
aleatória T; é indicada por S;(t), e a de C; por C;(t); a função de sobrevivência do tempo de 
entrada Y; em um instante t, é indicada por E;(t). Desta forma, em vista das suposições feitas 
sobre independência destas variáveis, a função de sobrevivência da variável aleatória "tempo 
observado de vida até a análise no tempo t" , que é X;1 ( t) = min( C;j, ( t - Y;1) +, T;) é dada por 
G;(s, t) = P(min(C;J, (t- Y;J )+ 2: s)) = Cj(s)E;(t- s), para j = 1, ... , n;. 
Se I[A] é a função indicadora de um conjunto A, seja D.;J(t) = I{T;J :5 min(C;j, (t- Y;1)+)} 
a variável indicadora do fato do indivíduo j (j = 1, .. , n;) submetido ao tratamento i, (i = 1 ou 
2) ter morrido antes do momento de análise dos dados no tempo t . 
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Se R;J(x,t) = I{X;j(t) 2: x} para i= 1,2 e j = 1, .. ,r!i, R;(x, t) = Lj R;j(x,t) é o número 
de pacientes submetidos ao tratamento i, com tempo de vida observado maior ou igual a x 
(x < t) que estão ainda sob o risco de morrer, quando se faz análise dos dados no tempo t de 
análise. Seja R(x,t) = R1(x,t) +R2(x,t) o número total de indivíduos em risco de morrer no 
tempo de análise t. 
3.2 Resultados assintóticos sobre as distribuições conjuntas de 
estatísticas não-paramétricas calculadas em N análises 
3.2.1 Comportamento ao longo do tempo do processo estocástico definido 
pelas estatísticas de log-rank 
Na introdução aos testes de significância repetidos de uma hipótese, a variável básica X 
possuía distribuição normal, e a seqüência de somas parciais de variáveis independentes e com 
a mesma distribuição que X, constituía um processo estocástico no tempo (discreto) n, cor-
respondente aos diversos tempos de análise. Este processo apresenta distribuições conjuntas 
finito-dimensionais próprias de um movimento Browniano. 
Gail et al. (1981) mostraram que o valor da estatística de log-rank (1.28) e (1.32), calculada 
em um tempo de calendário t em que são observadas d(t) mortes em um ensaio clínico com 
entrada não simultânea de pacientes, quando À é próximo de >.o = 1, comporta-se como uma 
soma de variáveis aleatórias independentes W;, j = 1, .. ,d(t), com distribuição N(log~À), ~). Se 
as N análises forem programadas para ocorrer nos tempos (aleatórios) de calendário, em que se 
completam d, 2d, ... , N d mortes, pode-se usar as fronteiras de regiões críticas estabelecidas para 
os testes de significãncia repetidos, como as de Pocock (1977), O'Brien & Fleming (1979), etc. 
Outras referências para este ponto podem ser encontradas em Tsiatis (1982), DeMets & Gail 
(1985), Selke & Siegmund (1983), Jenninson & Thrnbull (1989). 
3.2.2 A distribuição conjunta de N estatísticas WKM calculadas em N análises 
Para determinar uma região crítica no teste de Ho, a partir dos valores calculados de Weighted 
Kaplan-Meier (WKM) nas N análises, no decorrer de um ensaio clínico, é preciso conhecer a 
distribuição conjunta dos valores desta estatística calculada em N momentos de análise. Li 
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(1999) mostrou que a distribuição assintótica é uma normal muitivariada e determinou sua 
matriz de covariância teórica. Embora esta função de covariância não seja da forma exigida para 
que se aplique a simplificação proposta por Armitage et ai. (1969) para o cálculo de fronteiras de 
regiões críticas para o teste de Ho, é possível proceder a este cálculo para determinados velores 
de nível de significância e poder de teste caso a caso, utilizando-se os resuitados de (1999) e 
de Schervish(1984). 
Para esta situação, Li (1999) propôs a saguinte notação para a estatística Weighted Kaplan-
Meier (WKM) de Pepe & Fleming (1989) calculada em um instante de análise t. 
(3.1) 
onde a diferença entre os estimadores de Kaplan-Meier para os dois grupos é ponderada em cada 
tempo por um peso dado por: 
(3.2) 
que é um processo aleatório com um limite determinístico w(s, t) que atribui um menor peso 
a BKM1(s,ti)- BKM2(s,ti) nos períodos de tempos finais. Na presença de muita censura, 
é necessário determinar algnmas condições de estabilidade para esta função peso que foram 
estabelecidas em (1.45). Com estas condições, o limite superior da integral definida em (3.1) pode 
ser substituído por T'(t) = sup{s: ruin(G1 (s,t),G2(s,t)) > 0}, onde G;(s,t) é um estimador 
empírico de G;(s,t) = P(ruin(C;j,(t- Yii)+;::: s) = Gj(s)E;(t- s), sendo C;-(x) a versão 
continua à esquerda da função de sobrevivência do tempo potencial de censura aleatória C;i e 
E;(x) a função distribuição do tempo de entrada Y;j, sendo que o estimador de Kaplan-Meier 
de SKMi(x,t), é representado por SKMi(x,t). 
O referido autor deterruinou que a distribuição conjunta assintótica de WKM(t), obtida nos 
diferentes tempo tl> ... , tN, sob a hipótese Ho, é normal multivariada com média zero. Cada 
covariância, relativa às estatísticas WKM(t), em dois instantes de análise, t1 < t2 é dada por 
uma soma de integrais, 
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(3.3) 
onde H;(s) = -log(S;(s)). 
A covariância o-(tb tz) pode ser estimada de duas maneiras: 
a) usando, sob Ho, um estimador combinado de S(x, t) indicado por S(s, t), sendo S(s, t) o 
estimador de Kaplan-Meier da função de sobrevivência na amostra combinada. 
(3.4) 
b) usando, sob Ho, estimadores de S1(x,t) e Sz(x, t) 
A expressão do estimador da covariância â"(tb t2), apresentada em (3.4) e (3.5), não coincide 
com a que foi obtida por Li (1999) pois esta última foi editada de forma incorreta no artigo. A 
correção foi verificada pelos autores deste trabalho e confirmada pelo autor. 
Para a j-ésima análise, a estatística de teste padronizada é 
Z(t·) = WKM(t;) 
J ..fo(ij) (3.6) 
onde ô-( t;) é um estimador consistente da variância assintótica da estatística de teste no 
tempo t;. Assim, uma estimativa consistente para a covariância entre Z(t1) e Z(t2) é 
{ &(tl)u(tz) }~ 
Seja a o nfvel de signi.ficância global. Para obter a região critica em cada análise inter-
mediária, de forma a ter um nfvel global a, é necessário calcular os valores de Cj , j = 1, ... , N 
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que satisfazem a igualdade 
N 
onde {1TJ, j = 1, ... ,N} são escolhidos tal que I: 1Tj = a, sendo N o número má."<imo de 
j=l 
análises intermediárias planejadas para o ensaio. Os valores de 1Tj podem ser especificados (Slud 
& Wei, 1982) ou calculados através da função gasto de alfa (Lan & DeMets, 1983). Como 
{Z(t1), ... ,Z(tJ)} tem distribuição assintótica normal multivariada, e suas covariâncias podem 
ser estimadas consistentemente, os valores críticos podem ser obtidos por meio de integrações 
numéricas seqüenciais (Schervish, 1984). Feito isto, a rejeição de Ho ocorrerá se IZ(tJ)I > Cj 
para algum j :$ N. 
Para implementar o procedimento gasto de alfa, é necessário especificar a função gasto de 
alfa, a informação e as frações de informação. A função gasto de alfa pode ser escolhida conforme 
se deseja gastar o a, como as de Pocock (1977) ou O'Brien & Fleming (1979). Por ser muito 
complicada a fórmula da variância, pode não ser possível alocar o erro tipo I de acordo com 
a variância da estatística. Entretanto, pode -se usar uma outra informação, como o número de 
eventos, para gastar o erro tipo I em cada análise. Supondo que uma das funções escolhidas seja 
a*(t) e o estimador da fração de informação Vj para a j-ésima análise. Desta forma, a parcela 
do erro tipo I alocada á j-ésima análise, é 1TJ a*(v1)- a*(v1_ 1). 
3.3 Exemplos 
3.3.1 Exemplo 1, com entrada simultânea de indivíduos no Ensaio 
Se a intenção do pesquisador é realizar testes de significáncia repetidos não-paramétricas 
para avaliar se há diferença entre os tempos de sobrevivência dos tratamentos I e II, para um 
determinado tipo de doença, fica patente uma primeira característica destes estudos: a impos-
sibilidade de utilizar um teste adequado, a menos que ocorra o evento em cada um dos grupos. 
De fato, antes da ocorrência de pelo menos um evento, os dados estão todos censurados e as 
estatísticas apresentadas não estão definidas. Desta forma, as análises intermediárias só podem 
ser programadas para ocasiões em que haja um acréscimo no número de eventos observados. 
Para ilustrar esta idéia, utiliza-se o exemplo 4 da secção 1.4.1, capítulo 1, admitindo-se que o 
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recrutamento dos onze indivíduos foi feito em um instante inicial t = O, e que estes tenham sido 
atribuídos aleatoriamente aos tratamentos I e II para um determinado tipo de câncer, fixando-se 
duas datas de análises uma no tempo 60 e a segunda, no tempo 75. Os tempos reais de sobrevida 

















o 10 20 30 40 50 60 70 80 90 100 110 120 
Tempo de Vida 
Figura 3.1: Períodos de observação de onze indivíduos desde sua entrada no estudo até sua morte. 
Dados referentes à Tabela L5. Vermelho representa tratamento 1 e azul o tratamento 2. 
Analisando a Figura 3.1, percebe-se que não é possível comparar os dois grupos antes do 
tempo 10, pois, antes deste tempo, não ocorreu em nenhum dos grupos o evento de interesse e, as 
análises feitas entre os tempos 60 e 75 terão o mesmo resultado, porque entre os referidos tempos, 
não ocorreu um acréscimo no número de eventos observados. Desta forma, as análises só podem 
ser programadas para ocasiões em que haja um acréscimo no número de eventos observados. 
As observações para análise nos tempos 60 e 75 estão apresentadas na Tabela 3.1 e nas 
Figuras 3.2 e 3.3, respectivamente, onde o símbolo (*) indica um valor censurado. 
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Tabela 3.1: Tratamento e posição (Ji) na amostra conjunta dos valores observados 
até morte ou censura(*). Dados com censura do tipo I simples T=60. 
Tratamento 1 1 1 1 1 1 2 2 2 2 2 
Ji 1 2 3 4 5 6 7 8 9 10 11 
ta o 12 58 60* 60* 60* 60* 10 14 23 56 60* 
t1o 12 58 70* 70* 70* 70* 10 14 23 56 70* 
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Figura 3.2: Períodos de observação de 11 indivíduos, com censura simples do tipo I (*) no 
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Tempo de Vida 
Figura 3.3: Períodos de observação de 11 indivíduos, com censura simples do tipo I (*) no 
tempo de análise 75. Dados referentes a Tabela 3.1. Vermelho representa o grupo 1 e azul o grupo 2. 
Os resultados dos testes da hipótese Ho, nas datas de análise 60 e 75, que utilizaram as 
estatísticas de teste log-rank e W K 1\II estão apresentados na Tabela 3.2. 
Tabela 3.2: Valor das estatísticas log-rank, WKM e P-valor atingido em duas análises 















Com os resultados da Tabela 3.2, pode-se mostrar que as análises feitas nos tempos 60 e 
75 apresentam o mesmo resultado e, considerando os valores das estatísticas W K M e log-rank 
para a primeira e segunda análise e seus respectivos F-valores empíricos para a= O, 05, não se 
rejeita a hipótese nula; ou seja, as distribuições dos tempos de sobrevivência dos tratamentos I 
e II não são estatisticamente diferentes. 
84 
Neste exemplo, foi suposto que todos os indivíduos entraram no estudo ao mesmo tempo, 
e o único tipo de censura que existe em cada tempo deste estudo é de censura simples. É 
importante destacar que este conjunto de dados é limitado e não permite análises subseqüentes, 
sendo um exemplo puramente didático para mostrar que elas não podem ser planejadas em 
tempos quaisquer. 
3.3.2 Exemplo 2, com entrada de pacientes não simultânea 
Nesta seção, será apresentado o tipo de dificuldade que existe quando a entrada de indivíduos 
é distribuída ao longo de um intervalo de tempo, isto é, os pacientes não entram simultaneamente 
no estudo: o i-ésimo indivíduo entra no estudo em um tempo de calendário y;. Após serem 
selecionadas, as pessoas são acompanhadas até a sua morte ou até uma data pré-determinada 
do calendário na qual o ensaio é finalizado. O período de tempo de calendário em que um 
indivíduo j é observado é denominado período de observação ou tempo de estudo e sua duração 
desde a sua entrada é o tempo de vida observado (X;j) do indivíduo. 
Neste exemplo, são considerados os dados do exemplo 4, seção 1.4.1, capítulo 1 no qual é 
introduzido artificialmente o tempo de censura. Este tempo de censura é o tempo decorrido 
entre a entrada do indivíduo e a ocorrência do evento que não o de interesse principal que 
geralmente, é a morte do indivíduo. Foram planejadas duas datas de análises: a primeira, 
no tempo de calendário t =18 e a segunda, no tempo t = 22. Então, supondo a ocorrência 
de censura aleatória, entrada não simultânea dos indivíduos no estudo e utilizando a notação: 
a A b = min{a,b}, a+ = max{a,O} no tempo t = 18 e t = 22, as observações poderiam ser 
descritas da forma apresentada na Tabela 3.3 e ilustradas nas Figuras 3.4 e 3.5, respectivamente. 
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Tabela 3.3: Dados referentes ao exemplo 4, seção 1.4.1, Capítulo 1, 
observados ao tempo de análise t 1 =18 e t2 =22 
J; 1 2 3 4 5 6 7 8 9 10 11 
Tratamento 1 1 1 1 1 1 2 2 2 2 2 
Yii 2 5 10 15 20 21 2 5 10 15 20 
f;;j 12 58 80 90 95 100 10 14 23 56 79 
Cij 16 18 15 10 10 15 14 15 11 4 10 
L1(tl) = (18 -y;J)+ 16 13 8 3 o o 16 13 8 3 o 
f;;J 1\ (18 - Yii )+ 12 13* 8* 3* o o 10 13 8* 3* o 
C;J 1\ t;J 1\ (18 - Yii )+ 12 13* 8* 3* o o 10 13 8* 3* o 
LJ(i?.) = (22 -y;J)+ 20 17 12 7 2 1 20 17 12 7 2 
"tii 1\ (22 - YiJ )+ 12 17* 12* 7* 2* 1* 10 14 12* 7* 2* 
C;J 1\ t;J 1\ (22 - Yii )+ 12 17* 12* 7* 2* 1* 10 14 11** 4** 2* 
A oitava linha da Tabela 3.3 corresponde ao conjunto de dados observáveis ao tempo t = 18, 
onde o símbolo * corresponde a um valor censurado e O, as observações ainda não disponíveis 
no tempo t = 18. A última linha desta mesma tabela equivale ao conjunto de dados observáveis 
ao tempo t = 22; o símbolo ** indica uma observação que só é censurada pela ocorrência do 
evento que não o de interesse e * continua representando um valor censurado pelo fato de não 
ter ocorrido ainda a morte, nem outro evento censurante ao tempo de análise t = 22. 


























o 1 2 3 4 5 6 7 6 9 10 11 12 13 14 15 16 17 16 
Tempo Observado 
Figura 3.4: Tempos observados de vida, completos ou censurados(*), 
e limites de observação Lj, para análise no tempo de calendário 18. Dados 
referentes a Tabela 3.3. Vermelho representa o grupo l e azul o grupo 2. 










10 • * L, o 
9 - ..... 
8 ... 













o 2 4 6 8 10 12 14 16 18 20 22 
Tempo de vida observado 
Figura 3.5: Tempos observados de vida completos ou censurados ( * ou **) 
e limites de observação Lj, para análise no tempo de calendário 22. Dados 
referentes a Tabela 3.3. Vermelho representa o grupo 1 e azul o grupo2 . 
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Para avaliar se há diferença entre os tempos de sobrevivência dos tratamentos I e II para 
um determinado tipo de câncer, foram calculadas as estatísticas WKM e LR em duas datas de 
análises uma no tempo t = 18 outra em t = 22. Os resultados estão dispostos na Tabela 3.4. 











A partir destes resultados, uma decisão quanto à não rejeição da hipótese de igualdade dos 
tempos de sobrevivência pode ser tomada, desde que se conheçam as fronteiras de uma região 
crítica adequada, de tamanho a fixado. 
Como a distribuição conjunta das estatísticas não é semelhante à distribuição finito-dimensional 
de um movimento browniano não se pode utilizar as fronteiras de regiões críticas estabelecidas 
para os testes de significància repetidos propostas por Pocock (1977), O'Brien & Fleming (1979), 
entre outros. 
No Capítulo 4 é apresentado um procedimento por reamostragem em testes repetidos que 
mantém o nível de significância global a que pode ser utilizado para qualquer estatística de 
teste. Segundo tal procedimento, foram obtidos os resultados da Tabela 3.5. 
Tabela 3.5: Valor das estatísticas LR, WKM e ?-valor atingido em duas análises 
Análise Gasto de alfa Estatística Nível descritivo Quantíl empírico referente ao 
previsto (P-valor) * nível de significáncía global de 5% 
1 0,04396 WKM= O, 707 0,352 1,006066 
2 
LR= 0,615 0,398 3,00 




* P-valor empírico baseado em reamostragem da estatística. 
1,868493 
4,898305 
Considerando, desta forma, os valores das estatísticas WKj\{ e LR para a primeira e segunda 
análise e seus respectivos F-valores empíricos de 0,352 e 0,244 e 0,398, 0,246, respectivamente, 
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para a= O, 05, não se rejeita a hipótese nula, isto é, as distribuições dos tempos de sobrevivência 
dos dois tratamentos não são estatisticamente diferentes. 
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Capítulo 4 
Estudo por simulação 
Nesta seção é descrito o estudo, feito por meio de simulação, da distribuição das estatísticas 
Weighted Kaplan-Meier (WKM) e log-rank (LR) sob H0 , e do tamanho e poder de um teste 
bootstrop da hipótese Ho : S2(t)=S1(t) vs H1 : Sz(t)>S1(t). através destas estatísticas, no 
contexto de testes de significância repetidos, considerando amostras de vários tamanhos. 
Como a estatística Weighted Kaplan-Meier (WKM) não está computacionalmente definida 
nos softwares estatísticos disponíveis, implementou-se inicialmente um programa em S-Plus 
para sua obtenção. 
4.1 Estudo das distribuições de W K M e LR 
Para o estudo das propriedades da distribuição das estatísticas WKM e (LR), simulou-se 
quatrocentas vezes a entrada aleatória de 2n pacientes em um ensaio clínico, com dois tratamen-
tos e com planejamento de duas análises a serem feitas em dois instantes do tempo. Os tempos 
de entrada (Yi;) e de vida (T;; ), para i = 1, 2 e j = 1, 2, .. , n; destes pacientes foram gerados 
segundo uma distribuição exponenciai Exp(>.;), i= 1, 2. Os parâmetros das distribuições de Yi; 
e Ti; estão descritos nas Tabelas 4.1 e 4.2. Os tempos potenciais de censura (C;), i= 1, 2 foram 
gerados conforme uma distribuição uniforme U(O,c) para c> O. O parâmetro (c) foi escolhido 
de forma que as amostras retiradas de cada tratamento apresentassem uma porcentagem es-
perada de valores censurados em torno de 25%, sob a hipótes nula. Para este estudo utilizou-se 
amostras de tamanhos 30, 50 e 100 por tratamento. 
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A Tabela 4.1 apresenta as distribuições, sob a hipótese nula Ho, das variáveis envolvidas no 
estudo. 
Tabela 4.1: Distribuições, sob Ho, das variáveis tempo potencial de vida (T;j ), censura (C;) 




C; U(O; 20) 
Calculou-se para cada uma das 400 amostras geradas, as estatísticas WKM e LR refer-
entes aos dois momentos de análise. Através dos valores WKMou e WKM021, l = 1, .. ,400, 
determinou-se a distribuição empírica de cada uma das estatísticas WKM1 e WKM2 que foi 
comparada com uma distribuição normal, através de gráficos de densidades marginais e de grá-
ficos de quantis da distribuição normal versus quantis da distribuição empírica . A partir dos 
valores LRou e LRo21, l = 1, .. , 400 a mesma análise foi feita para para as estatísticas LR1 e LR2, 
porém utilizando-se a distribuição qui-quadrado com 1 grau de liberdade no gráfico de quantis. 
Calculou-se, também, o vetor de médias, a matriz de covariâncias e a matriz de correlações das 
estatísticas WKM (nos dois tempos de análises) e log-rank (LR). 
4.2 Estudo do tamanho e poder de um teste Bootstrap de Ho 
Um teste por Bootstrap foi proposto para testar a hipótese nula. Foi feito um estudo por 
simulação do tamanho e poder deste teste. O procedimento geral de Bootstrap está explicado 
nos parágrafos a seguir. 
O método Bootstrap, proposto por Efron (1979), é utilizado neste trabalho para obtenção 
da região crítica dos testes da hipótese H o definidos pelas estatísticas W eíghted K aplan-M eíer 
(W K M) e log-rank ( LR), no contexto de testes significância repetidos. 
O método Bootstrap não-paramétrico consiste em uma técnica que usa a reamostragem de 
um conjunto de observações de uma variável aleatória X para estimar a distribuição teórica 
de uma função desta variável aleatória X através da distribuição empírica. A idéia é tratar 
os dados (amostra original) como se eles fossem a população, e retirar B amostras aleatórias 
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de tamanho n, com reposição dos dados como se estivesse amostrando a população e, em cada 
reamostra, calcular a quantidade de interesse. Este processo de gerar uma amostra original 
e reamostrá-la com reposição deve ser repetido um grande número de vezes (Cribari & Neto, 
2000). No Bootstrap paramétrico, a família paramétrica da distribuição de X é conhecida e a 
amostra original fornece as estimativas (Õ) dos parâmetros {) desta distribuição. A seguir são 
geradas B amostras bootstrap da distribuição pertencentes a esta familia com IJ = lJ. 
O procedimento de simulação utilizado neste trabalho utiliza um tipo de Bootstrap não-
paramétrico e segue o algoritmo abaixo: 
1. Gera-se um ensaio clinico com n;, i = 1, 2 pacientes para cada um dos tratamentos 
correspondendo a geração de vetores de tamanho n; de tempos de entrada, tempos de censura 
e tempos de vida. No primeiro momento de análise (t1 ) calcula-se a estatística WKMm com as 
observações disponíveis referentes ao tempo observado de vida e a variável indicadora da censura. 
No instante da primeira análise o número de observações disponíveis em cada tratamento não é 
necessariamente o mesmo, sendo indicado por n;l, i = 1, 2. 
2. Faz-se uma reamostragem por bootstrap não-paramétrico, de tamanho B da seguinte 
forma: 
a- Retira-se uma amostra bootstrap da amostra combinada de observações dlsponfveis no 
tempo tl> atribuindo-se os nu primeiros valores ao tratamento 1, e os n21 restantes ao tratamento 
2. Calcula-se a estatística (Bootstrap) WKM, referente ao primeiro momento de análise t 1 , 
obtendo-se WKMi1; 
b- Repete-se o passo a independentemente B vezes, obtendo-se, ao final, as observações, 
(WKMi1, ... , WKM.B1 ); 
c-Determina-se a distribuição empírica marginal obtida por bootstrap de WKM1, utilizando-
se os B valores de WKMJ1, j = 1, ... ,B descritos nos itens a e b. Esta distribuição empírica será 
a distribuição de referência para realizar um teste da hipótese nula a um nfvel de significãncia 
Se o valor de WKMo1(do passo 1) for maior que Pb o quantil (1- a 1 ) da distribuição 
empírica da estatística WKM1, rejeita-se H0 na primeira análise, concluindo-se o estudo. 
d- Se a decisão de não rejeitar Ho for tomada, o ensaio prossegue, com uma segunda análise 
no tempo t2, utilizando as observações dlsponfveis da amostra gerada no passo 1. Como foi 
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visto no Capítulo 3, na segunda análise são utilizadas as observações disponíveis no instante i2 
referentes aos pacientes já observados no instante t 1 e de novos pacientes que entraram no ensaio 
no decorrer do tempo de estudo. Calcula-se a estatística W K M02 , referente ao segundo momento 
de análise. O número de observações disponíveis referentes ao tratamento i será indicado por 
'ni2 
e- Retira-se uma amostra bootstrap da amostra combinada de observações disponíveis no 
tempo f2, atribuindo as 'ni2 primeiros valores ao tratamento 1. Calcula-se a estatística (Bootstrap) 
de interesse obtendo-se WKMi2• Repete-se o passo a independentemente B vezes, obtendo-se, 
ao final, as observações, (WKMJ2, .. , WKM_B2 ). 
f- Determina-se a distribuição empírica condicional de WKM2 dado que WKM1 não caiu 
na região crítica de tamanho a1. Para isto é preciso retirar da amostra Bootstrap todas aquelas 
que teriam sido rejeitadas na prinleira análise. Esta distribuição empírica será a distribuição de 
referência para um teste de Ho na segunda análise a um nível de significância a2. Se o valor de 
WKMo2 for maior que pz, o quantil (1- a2) da distribuição empírica condicional da estatística 
WKM2, rejeita-se Ho na segunda análise, concluindo-se o estudo. 
3. Retoma-se ao passo 1 repetindo-se os passos 1 e 2 R vezes, obtendo-se R sinlulações de 
um teste de Ho 
Os valores de B e R devem ser grandes; no entanto, devido ao fato do algoritmo computa-
cional requerer muito tempo de processamento, utilizou-se B = 200 e R = 400. 
O tamanho global (a) do procedinlento será a1 + a2(l- a 1). 
O tamanho real empírico do teste pode ser obtido calculando-se a proporção de vezes que a 
hipótese nula foi rejeitada, isto é, a proporção de vezes que a estatística WKM01, WKMo2 para 
cada instante de análise, caiu na respectiva região crítica. 
O procedinlento para avaliar o poder do teste bootstrap, no contexto de testes de significâncía 
repetidos, foi feito nos mesmos moldes do esquema descrito anteriormente, com a diferença de 
que foram escolhidos parânletros diferentes para a distribuição do tempo potencial de vida e 
de censura para os tratamentos I e II. Considerou-se amostras de tamanho 30, 50 e 100 por 
tratamento, e nos processos de reamostragem, duzentas reamostras. O poder real do teste foi 
estinlado pela porcentagem de rejeições de Ho entre as simulações. 
A Tabela 4.2 apresenta os parânletros escolhidos em cada tratamento, de forma que as 
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amostras retiradas de cada tratamento apresentassem uma porcentagem esperada de censura 
em torno de 25% para o estudo do poder do teste. 
Tabela 4.2: Distribuições, sob H1, das variáveis tempo potencial de vida (T;J), censura (C;) 














Os mesmos passos são seguidos para um teste Bootstrap de significância repetido de H0 
utilizando a estatística L R. 
4.3 Resultados 
Nesta seção, inicialmente, é apresentado o estudo, feito por meio de simulação, da distribuição 
das estatísticas Weighted K aplan-M eier (W KM) e log-rank ( LR) sob a hipótese H o, no contexto 
de testes de significância repetidos, considerando amostras de vários tamanhos. Posteriormente, 
são apresentados os resultados obtidos para o tamanho e poder do teste Ho através destas 
estatísticas, no contexto de testes de significância repetidos para amostras de vários tamanhos. 
A Tabela 4.3 apresenta as médias dos quatrocentos valores das estatísticas Weighted Kaplan-
Meier (WKM) e log-rank (LR) em cada uma das análises, considerando-se os dados com censura 
para diferentes tamanhos de amostras. Os valores obtidos para WKM estão em torno de zero 
tanto na primeira quanto na segunda análise, e os encontrados para LR, estão próximos de um 
(valor esperado de uma distribuição Qui-quadrado com 1 grau de liberdade). 
Tabela 4.3: Média dos 400 valores das estatísticas WKM e LR em cada instante de análise 















Na Tabela 4.4, encontram-se os resultados obtidos, por simulação, para a matriz de cova-
riâncias das estatísticas WKl\II e LR, sob Ho, nos dois instantes de análises para os diferentes 
tamanhos de amostra. Os resultados encontrados para W K 1>1 revelam uma variabilidade maior 
na segunda análise, a qual cresce à medida que aumenta-se o tamanho da amostra e, para a 
estatística log-rank, isto não ocorre, pois a variabilidade é praticamente a mesma, tanto na 
primeira, quanto na segunda análise. 
Tabela 4. 4: Covariàncias das estatísticas vVK.tv! e LR nos dois instantes de análises 
Tamanho de amostra Covariàncias de WKM Covariâncias de LR 
St S2 2 812 S! sz 2 812 
30 1,8100 6,9179 2,6979 3,5425 3,1724 2,0061 
50 1,6667 7,0091 2,5518 2,5026 2,1637 1,3069 
100 1,7189 8,3014 2,9210 2,3101 2,4969 1,3234 
A Tabelas 4.5 apresenta os resultados obtidos, por simulação, para a matriz de correlação 
das estatísticas WKA1 e LR, sob Ho, nos dois instantes de análises, para os diferentes tamanhos 
de amostra. 
Tabela 4.5: Estimativa da correlação das estatísticas W K Me LR nos dois instantes de análises 












As Figuras 4.1 e 4.2 apresentam os gráficos "q-qplots" e os histogramas da distribuição 
empírica da estatística WKM, considerando amostras de tamanho 30, 50 e 100, para o primeiro 
e segundo instantes de análise, respectivamente. 
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Figura 4.1: Q-qplots e Histogramas da distribuição empírica da estatística WKJ'vl no 
primeiro instante de análise para amostras de tamanho 30, 50 e 100, respectivamente. 
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Figura 4.2: Q-qplots e Histogramas da distribuição empírica da estatística WKM no 
segundo instante de análise para amostras de tamanho 30, 50 e 100, respectivamente. 
As Figuras 4.1 e 4.2 sugerem que a distribuição dos valores da estatística WKNI, tanto 
na primeira, quanto na segunda análise, aproxima-se da distribuição normal, ainda que para 
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amostras de tamanho 30, as caudas sejam mais pesadas do que as da distribuição normaL 
As figuras a seguir referem-se ao estudo realizado para a estatística log-rank (LR), sob 
H 0 , nos dois instantes de análise, a partir de 400 amostras de tamanhos 30, 50 e 100. Nas 
Figuras 4.3 e 4.4, comparam-se os quantis da distribuição empírica da estatística log-rank, na 
primeira e na segunda análise, respectivamente, com os quantis da distribuição X~, 1 , apresentam-
se, também, os histogramas da distribuição empírica da estatística (LR). Nota-se, neste caso. 
que a distribuição empírica da estatística (LR) afasta-se da distribuição X~1l na cauda direita 
da curva, tanto na primeira como na segunda análise. 
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Figura 4.3: Q-qplots e Histogramas da distribuição empírica da estatística LR no 
primeiro instante de análise para amostras de tamanho 30, 50 e 100, respectivamente. 
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Figura 4.4: Q-qplots e Histogramas da distribuição empírica da estatística LR no 
segundo instante de análise para amostras de tamanho 30, 50 e 100, respectivamente. 
As tabelas apresentadas, a seguir, mostram os resultados obtidos no estudo do tamanho e 
poder do teste da hipótese Ho, através das estatísticas W K M e LR, no contexto de testes de 
significància repetidos considerando duas análises, e amostras de vários tamanhos e a = O, 05. 
A Tabela 4.6 apresenta os valores obtidos do tamanho real empírico do teste bootstrap 
definido pelas estatísticas WKNI e LR para amostras de tamanhos 30, 50 e 100. Nota-se que 
o teste bootstrap, usando a estatística de teste WKM, tem nível real empírico mais próximo 
de 0,05 para amostra de tamanho 50, embora os resultados apresentados para as de tamanho 
30 e 100 não sejam ruins. Os resultados obtidos mostram que os testes bootstraps, usando a 
estatística de teste LR, têm nível real empírico mais próximo de 0,05 para amostras de tamanhos 
50 e 100. 
Tabela 4.6: Tamanbo real empírico do teste da hipótese H o definido por WKM e LR 
Tamanbo da amostra WKlvi LR 
30 0,0627 0,0826 
50 0,0574 0,0498 
100 0,0628 0,0578 
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Os resultados do poder real do teste bootstrap para WKM e LR, obtidos por simulação de 
400 repetições, considerando a = O, 05, são apresentados na Tabelas 4. 7. 
Tabela 4.7: Poder real empírico do teste da hipótese Ho definido por WKM e LR. 












Os resultados acima mostram que o poder do teste de para detectar uma diferença 6 = O, 10-
0, 20 dos parâmetros das distribuições (exponenciais) do tempo de vida, usando a estatística de 
teste WKM, mostrou-se ligeiramente superior ao da estatística !og-rank (LR). Para amostras 




A proposta deste trabalho consistiu em expor a teoria de testes de significância repetidos, sob 
o ponto de vista do nível real de teste, com particular relevância para os testes não-paramétricos 
usados na área de análise de sobrevivência. As questões que foram apresentadas no capítulo 2 
sustentam que a idéia de que o recrutamento de pacientes ao longo do tempo é, muitas vezes, 
a única maneira de se obter o tamanho da amostra planejado para fazer estudos comparativos, 
e que a prática de realizar várias análises no decorrer do estudo tornou-se comum entre os 
pesquisadores de ensaios clinicos. Este planejamento possibilita a tomada de decisão a respeito 
dos tratamentos antes do final do estudo, quando um destes começa a se mostrar superior ao 
outro. Quando se planeja fazer vários testes de significância em diversos momentos de um ensaio 
clínico, à medida que os dados são obtidos, é preciso cuidado para escolher o nível de significância 
em cada análise para se conseguir um nível a global pré-estabelecido. 
As regiões críticas para um teste de igualdade de médias de uma variável com distribuição 
normal, a partir de estatísticas com uma distribuição conjunta finito-dimensional igual à de 
uma seqüência de somas parciais de variáveis independentes com distribuição normal, estão bem 
estabelecidas e vários autores propuseram diferentes fronteiras para a região crítica do teste; no 
campo não-paramêtrico, procurou-se estender o uso destas fronteiras para o caso das estatísticas 
usadas em análise de sobrevivência. Se a estatística usada nos testes de significãncia repetidos é 
a log-rank, e se as N análises no decorrer do ensaio são programadas para ocorrerem em épocas 
(aleatórias) do calendário, em que se alcança números pré-fixados de mortes, pode-se usar as 
fronteiras de regiões críticas estabelecidas para os testes de significância repetidos, como as de 
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Pocock, O'Brien, etc, em que a variável resposta tem distribuição normal em cada população. 
Entretanto, para outras estatísticas cujas distribuições conjuntas não satisfazem estes padrões, 
como por exemplo, a Weighted Kaplan-Meier (WKM), o uso direto das fronteiras de Pocock 
e de outros autores não pode ser reallzado, existindo a necessidade de se fazer pesquisas sobre 
técnicas alternativas para a reallzação de testes de significância repetidos. 
O objetivo do presente trabalho foi estudar os métodos para calcular o nfve! de significância 
em cada análise, de modo a preservar o nfvel de significância global pré-estabelecido do teste. 
Este trabalho consistiu em uma revisão detalhada da metodologia existente, sua implementação 
metodológica e prática para uso em estudos clinicos, em especial quando se trata de métodos 
de análise de sobrevivência, tals como log-rank e Weighted Kaplan-Meier (WKM). No caso 
deste último teste, esta pesquisa apresenta um estudo de simulação não-paramétrico para o 
estabelecimento da regra de decisão em cada uma das análises, método este que não está descrito 
na literatura, mas foi implementado neste trabalho. 
Através do estudo de simulação reallzado, pode-se observar que, tanto para amostras peque-
nas quanto para amostras grandes, a aproximação pela distribuição normal para a distribuição 
empírica da estatística Weíghted Kaplan-Meíer (WKM), relativa ao teste de hipótese H0 de 
igualdade de duas funções de sobrevivência, mostrou-se satisfatória. Com relação ao estudo 
sobre o tamanho real do teste, através do método de reamostragem (bootstrap) da hipótese Ho, 
pode-se notar que as estatísticas log-rank (LR) e Weighted Kaplan-Meier (WKM) apresentam 
praticamente o mesmo comportamento, ou seja, com tamanho real empírico próximo a O, 05, 
escolhido para o teste. No que tange ao poder do teste por bootstrap, os resultados mostraram 
que para detectar uma diferença 6 = O, 10 - O, 20 dos parâmetros das distribuições ( exponen-
ciais) do tempo de vida, usando a estatística Weighted Kaplan-Meier (WKM) é ligeiramente 
superior ao da estatística log-rank (LR). Pode-se observar que, tanto o tamanho, quanto o 
poder do teste que utilizam esta estatística, são adequados mesmo para amostras pequenas. A 
desvantagem de seu uso reside no fato de que ela não está implementada, até o momento, nos 
softwares estatísticos existentes, e que o caminho aqui percorrido constitui na elaboração de um 
programa para sua obtenção. 
Esse trabalho constitui uma abertura, inclusive na interação das áreas de sobrevivência e 
ensaios clinicos, propiciando a reallzação de futuras pesquisas nessa área. 
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