We consider a non-autonomous evolutionary probleṁ
Introduction
The aim of this article is to study non-autonomous evolution equations governed by forms. We consider Hilbert spaces H and V such that V is continuously embedded into H and a form . Now we explain our contribution to the problem of maximal regularity formulated in Problem 1.1 (and Problem 1.2). We suppose that the sesquilinear form a can be written as a(t, u, v) = a 1 (t, u, v) + a 2 (t, u, v) where a 1 is symmetric, V -bounded and coercive as above and piecewise Lipschitz-continuous
Furthermore we consider a more general Cauchy problem than (1.1) introducing a multiplicative perturbation B : [0, T ] → L(H) which is strongly measurable such that 0 < β 0 ≤ (B(t)g | g) H ≤ β 1 for g ∈ H, g H = 1, t ∈ [0, T ] and study the problem
(where A(t) is the part of A(t) in H). The multiplicative perturbation is needed for several applications to non-linear problems (see below). Our main result on maximal regularity is the following (Corollary 5.2): Given f ∈ L 2 (0, T ; H), u 0 ∈ V there is a unique solution u ∈ H 1 (0, T ; H)∩L 2 (0, T ; V ) of (1.2). This extends the result of Lions mentioned above. One of our other results, established in Section 4, shows that the solution is automatically in C([0, T ], V ). In fact, the classical result of Lions says that
see [Sho97, p. 106 ]. In the non-autonomous situation considered here we prove that
Note that if u ∈ MR(V, H) is a solution of (1.1), then automatically u ∈ MR a (H). It is this continuity with values in V which allows us to weaken the regularity assumption on the form a(t, ., .) from Lipschitz-continuity in Theorem 5.1 to piecewise Lipschitz continuity on [0, T ] in Corollary 5.2. We illustrate our abstract results by three applications. One of them concerns the heat equation with non-autonomous Robin-boundary-conditions
on a bounded Lipschitz domain Ω. Here ∂ ν denotes the normal derivative. Under appropriate assumptions on β we prove maximal regularity, i.e., that the solution is in
. This is of great importance if non-linear problems are considered. As an example we prove existence of a solution of the problem     u
, a quasilinear problem with non-autonomous Robin boundary conditions on a bounded Lipschitz domain Ω ⊂ R d . It is here that we need well-posedness and maximal regularity of problem (1.2) with multiplicative perturbation (of the form Bg = 1 m(u(.)) g). Previous results (see [AC10] ) did not allow nonautonomous boundary conditions. The paper is organized as follows. In Section 2 we put together preliminary results on operators associated with forms. Also Section 3 has preliminary character. We prove Lions' Riesz-Representation Theorem which will be used later. In Section 4 we prove that MR a (H) is continuously imbedded into C([0, T ]; V ), and in Section 5 we finally prove maximal regularity in H. In Section 6 a series of examples concerning parabolic equations are given, where the main point concerns non-autonomous boundary conditions. A product rule for vector-valued one-dimensional Sobolev spaces is proved in the appendix.
Acknowledgment
It is a pleasure to thank Marjeta Kramar for stimulating discussions on nonautonomous boundary value problems. The authors obtained diverse financial support which they gratefully acknowledge: D. Dier is a member of the DFG Graduate School 1100: Modelling, Analysis and Simulation in Economathematics, H. Laasri stayed at the University of Ulm with the help of a DAAD-grant, E. M. Ouhabaz visited the University of Ulm in the framework of the Graduate School: Mathematical Analysis of Evolution, Information and Complexity financed by the Land Baden-Württemberg and W. Arendt enjoyed a wonderful research stay at the University of Bordeaux. The research of E. M. Ouhabaz is partly supported by the ANR project "Harmonic Analysis at its Boundaries", ANR-12-BS01-0013-02.
Forms and associated operators
Throughout this paper the underlying field is K = C or R. This means that all results are valid no matter whether the underlying field is R or C. Let V, H be two Hilbert spaces over K. Their scalar products and the corresponding norms will be denoted by (. | .) H , (. | .) V , . H and . V , respectively. We assume that
i.e., V is a dense subspace of H such that for some constant c H > 0,
for some constant M. We assume that a is quasi-coercive; i.e. there exist con-
If ω = 0, we say that the form a is coercive. The operator A ∈ L(V, V ′ ) associated with a is defined by
Here V ′ denotes the antidual of V when K = C and the dual when K = R. The duality between V ′ and V is denoted by ., . . As usual, we identify H with a dense subspace of V ′ (associating to f ∈ H the antilinear form Next we want to consider the symmetric case. The form a is called symmetric
In that case the operator A is self-adjoint. By the Spectral Theorem A is unitarily equivalent to a multiplication operator. In terms of the form this leads to the following spectral representation. 
Via this representation theorem we may identify H with L 2 (Ω, µ) with the scalar product (
We define the operator A 1/2 via this spectral representation by
1/2 does not depend on the spectral representation. The following estimates follow from (2.4).
Proposition 2.2. Assume that the form is symmetric and coercive. Then
where
Lions' Representation Theorem
In this (still preliminary) section we give Lions' Representation Theorem, which will be used later and include its short, elegant proof for convenience. 
for all w ∈ W.
Proof. By the Riesz Representation Theorem there exists a linear map T :
We may assume that T W is dense in V (otherwise we replace V by T W). Then there exists a unique bounded operator S from V into the completionW of W such that ST w = w (w ∈ W).
By the Riesz Representation Theorem there existsw ∈W such that
For u ∈ V one has the desired property
if and only if
for all v ∈ T W; or equivalently for all v ∈ V. Thus u := S * w has the desired property.
Remark 3.2 (uniqueness). The vector u is unique if and only if for v ∈ V, E(v, w) = 0 for all w ∈ W implies v = 0. This is the same as saying that T W is dense in V, where T is the mapping of the proof.
Embedding into continuous functions
In this section we show that in a non-autonomous framework a mixed Sobolev space embeds into a space of continuous functions (extending (1.3) to a nonautonomous setting). Let V, H be separable Hilbert spaces over
We assume that a is V -bounded, and coercive, see Introduction. In addition we assume in addition that a is symmetric; i.e.,
and that a is Lipschitz continuous; i.e., there exists a positive constantṀ such that
Remark 4.1. It follows from the Uniform Boundedness Principle that a is Lipschitz continuous whenever a(.,
We denote by A(t) ∈ L(V, V ′ ) the operator associated with a(t, ., .). We consider the following maximal regularity space
It is a Hilbert space for the norm . MRa(H) given by
2 L 2 (0,T ;H) . Under the above assumptions on the form a our main result of this section says the following.
Theorem 4.2. The space MR a (H) is continuously embedded into
This explains the second term on the right hand side of (4.1). The definition ofȧ becomes clear from the following lemma. In fact, by our assumption
, strongly measurable and bounded, such thaṫ
Thus the right hand side of (4.1) is in L 1 (0, T ). For the proof of Theorem 4.2 we need several auxiliary results. 
where L is the Lipschitz constant of S. 
Denote the supremum norm of S by
We first show that Su is absolutely continuous. Let ǫ > 0. Since u is absolutely continuous there exists a δ > 0 such that
Thus Su is absolutely continuous. Moreover
Recall from Section 2 that 
are Lipschitz continuous.
Proof. a) Let u ∈ V . Then by Proposition 2.2 a) and b),
Lemma 4.5. The mappings
are strongly continuous.
Proof. a) We know from Proposition 2.2 c) that
Since by Lemma 4.4 a) A −1/2 (.)u : [0, T ] → V is continuous for u ∈ V , the claim follows by a 3ǫ-argument. b) By Proposition 2.2 d) one has
Since by Lemma 4.4 b) A 1/2 (.)u : [0, T ] → V ′ is continuous for u ∈ V , it is also continuous for u ∈ H by a 3ǫ-argument.
Next we consider the Hilbert space
Proof. We use the spectral representation Theorem 2.1. Let
Similarly, we define the Hilbert space
Recall that by Lemma 4.4 b)
, which explains that the first term on the right hand side of (4.3) is well-defined. Concerning the second, recall from Lemma 4.5 that
is strongly measurable and bounded by Proposition 2.2 c).
Thus the right hand side of (4.3) is indeed in 
Proof of Proposition 4.7. a) Let u ∈ H
1 (0, T ; V ). Since S := A 1/2 : [0, T ] → L(V, V ′ ) is
(t)u(t) =Ṡ(t)u(t) + S(t)u(t).
Since Ṡ (t) L(V,V ′ ) is bounded on [0, T ], it follows that Ṡ (.)u(.) L 2 (0,T ;V ′ ) ≤ const u L 2 (0,T ;V ) . Since S(t) L(H,V ′ ) ≤ const (Proposition 2.2 d)), it follows that S(.)u(.) L 2 (0,T ;V ′ ) ≤ const u L 2 (0,T ;H) .
Finally, since S(t) L(V,H) ≤ const , it follows that
We have shown that
S(.)u(.) MR(H,V
′ ) ≤ const u MR(V,H) (u ∈ H 1 (0, T ; V )). (4.4) b) Let u ∈ MR(V, H). By Lemma 4.6 there exist u n ∈ H 1 (0, T ; V ) such that u n → u in MR(V, H). It follows from (4.4) that (S(.)u n (.)) n∈N is a Cauchy sequence in MR(H, V ′ ). Let w = lim n→∞ S(.)u n (.) in MR(H, V ′ ). Since u n → u in L 2 (0, T ; V ),
passing to a subsequence we can assume that u n (t) → u(t) a.e. in V . Thus S(t)u n (t) → S(t)u(t) a.e. in H.
Since w = lim n→∞ S(.)u n (.) in L 2 (0
, T ; H), it follows that w = S(.)u(.). Thus S(.)u(.) ∈ MR(H, V
. This proves the proposition.
Now we are in the position to prove Theorem 4.2.
Proof of Theorem 4.2. Let u ∈ MR a (H); i.e. u ∈ MR(V, H) and A(.)u(.) ∈ L 2 (0, T ; H).
Then by Lemma 4.5,
Moreover by Proposition 4.7, A 1/2 (.)u(.) ∈ MR(H, V ′ ). Thus one has even A 1/2 (.)u(.) ∈ MR(V, V ′ ). Consequently the classical continuity result (1.3) implies that A 1/2 (.)
u(.) ∈ C([0, T ]; H). Now Lemma 4.5 a) implies that
which is the first assertion of Theorem 4.2. In order to prove the second we deduce from (1.4) that a(., u(.), u(.
Hence by Proposition 4.7
Well-posedness in H
Let V, H be separable Hilbert spaces such that V ֒→ d H and let
be a form on which we impose the following conditions. It can be written as the sum of two non-autonomous forms
d) a 1 is Lipschitz-continuous; i.e.,
and
We denote by A(t) the operator given by A(t)u, v = a(t, u, v) and by A(t) we denote the part of A(t) in H. Let B : [0, T ] → L(H) be a strongly measurable function satisfying
constants. This implies that B(t) is invertible and B(t)
−1 ≤ 1 β0 for a.e. t ∈ [0, T ]. Now we state our results on existence and uniqueness.
H). Then there exists a unique
u ∈ H 1 (0, T ; H) ∩ L 2 (0, T ; V ) satisfying B(t)u(t) + A(t)u(t) = f (t) a.e. u(0) = u 0 .
Moreover, u ∈ C([0, T ]; V ) and
where the constant C depends merely on β 0 , M 1 , M 2 , α, T andṀ 1 . 
Note that u(t) ∈ D(A(t)) a.e., since A(t)u(t) = f (t) − B(t)u(t) ∈ H a.e. So we may replace A(t) by
∈ V , f ∈ L 2 (0, T ;
H). Then there exists a unique
Moreover, u ∈ C([0, T ]; V ).
Proof. By Theorem 5.1 there is a solution
with u 2 (t 1 ) = u 1 (t 1 ). Solving successively we obtain solutions
we obtain a solution. Uniqueness follows from uniqueness in Theorem 5.1.
Proof of Theorem 5.1. a) Existence: Let
Then V is a Hilbert space for the norm
Let W := H 1 (0, T ; V ) with the same norm. Consider the sesquilinear form E : V × W → K given by
where γ will be determined later. Clearly E(., w) ∈ V ′ for all w ∈ W. We show coerciveness of E. For that we denote by A 1 (t) ∈ L(V, V ′ ) the operator associated with a 1 . By assumption d) we have
By Lemma 4.3 there exists a strongly measurable functionȦ 1 :
Let w ∈ W. Recall the definition ofȧ 1 andȦ 1 before Lemma 4.3. Note that by Lemma 4.3 the function A 1 (.)w(.) is in H 1 (0, T ; V ′ ) and (A 1 (.)w(.))˙= A 1 (.)w(.) + A 1 (.)ẇ(.). Thus it follows from the product rule Lemma 7.2 that a 1 (., w(.), w(.)) = A 1 (.)w(.), w(.) ∈ W 1,1 (0, T ) and
ẇ(.)).
Multiplying by e −γ. (and using the scalar product rule) we finally obtain that a 1 (., w(.), w(.) )e −γ. ∈ W 1,1 (0, T ) and
Now we prove the coerciveness estimate as follows. For w ∈ W one has |E(w, w)| ≥ Re E(w, w)
if ǫ is chosen in (0, β 0 ) and γ > 0 is chosen so large that
This proves coerciveness.
where u 0 ∈ V is the given initial value and f ∈ L 2 (0, T ; H) the given inhomogeneity. By Lions' Representation Theorem there exists u ∈ V such that
Since ψ ∈ D(0, T ) is arbitrary, it follows that
a.e. for all v ∈ V . Let V 0 be a countable, dense subset of V. We find a null set
B(t)u(t) + A(t)u(t) = f (t). (5.6)
We introduce (5.6) into (5.4) and find that for all w ∈ W,
Thus u(0) = u 0 . We have shown that u is a solution.
c) We prove the estimate (5.1). Since u ∈ M R a1 by b) it follows from Theorem 4.2 that a 1 (., u(.), u(.) )e γ. ∈ W 1,1 (0, T ) and
Now even though u might not be in W the above coerciveness estimate goes through if we use (5.7) instead of (5.3). In fact
. Now Young's inequality implies (5.1). d) Uniqueness: The difference u of two solutions is in MR a (H) and satisfies ). The square root property holds for second order differential operators with measurable coefficients and Dirichlet boundary conditions on a Lipschitz domain. This is a version of the famous Kato's square root problem, solved in [AT03] .
B(t)u(t) + A(t)u(t)
If the sesquilinear form a is of the special form a = a 1 +a 2 with a 1 symmetric and a 2 continuous on V × H, then it has the square root property by a result in [McI72] . Our results give an alternative proof of this statement. In fact, 
Applications
This section is devoted to applications of our results on existence and maximal regularity of Section 5 to concrete evolution equations. We show how they can be applied to both linear and non-linear evolution equations. We give examples illustrating the theory without seeking for generality. In all examples the underlying field is R.
The Laplacian with non-autonomous Robin boundary conditions
Let Ω be a bounded domain of for some constant M and all t, s ∈ [0, T ], x ∈ Γ. We consider the symmetric form
In the second integral we omitted the trace symbol; we should write u| Γ v| Γ if we want to be more precise. The form a is H 1 (Ω)-bounded and quasi-coercive. The first statement follows readily from the continuity of the trace operator and the boundedness of β. The second one is a consequence of the inequality
which is valid for all ǫ > 0 (c ǫ is a constant depending on ǫ). Note that (6.3) is a consequence of compactness of the trace as an operator from
The operator A(t) associated with a(t, ., .) on H := L 2 (Ω) is (minus) the Laplacian with time dependent Robin boundary conditions
Here we use the following weak definition of the normal derivative.
and for v ∈ D(A(t)) the operator is given by A(t)v = −∆v. By Theorem 5.1, the heat equation
. This example is also valid for more general elliptic operators than the Laplacian. We could even include elliptic operators with time dependent coefficients. 
Schrödinger operators with time-dependent potentials
for all t, s ∈ [0, T ]. We define the form
It is clear that V is a Hilbert space for the norm u V given by
In addition, a is V -bounded and coercive. Its associated operator on
) and u 0 ∈ V , we apply Theorem 5.1 and obtain a unique solution
A quasi-linear heat equation
In this subsection we consider the non-linear evolution equation We shall use Schauder's fixed point theorem to prove this result. This idea is classical in PDE but it is here that we need in an essential way the maximal regularity result for the corresponding non-autonomous linear evolution equation established in Section 5. Some of our arguments are similar to those in [AC10] . We emphasize that we could replace in (NLCP) the Laplacian by an elliptic operator with time-dependent coefficients (with an appropriate Lipschitz continuity with respect to t). Again, we do not search for further generality in order to make the ideas in the proof more transparent. with a constant C which is independent of v. In particular, the image of S is bounded in MR(V, H). Since V = H 1 (Ω) is compactly embedded into H = L 2 (Ω) (recall that Ω is bounded and has Lipschitz boundary), we obtain from the Aubin-Lions lemma that MR(V, H) is compactly embedded into L 2 (0, T, H), see [Sho97, p. 106] . As a consequence, it is enough to prove continuity of S and then apply Schauder's fixed point theorem to find u ∈ MR(V, H) such that Su = u. Such u is a solution of (NLCP). Now we prove continuity of S. For this, we consider a sequence (v n ) which converges to v in L 2 (0, T, H) and let u n = S(v n ). It is enough to prove that (u n ) has a subsequence which converges to Sv. For each n ∈ N, u n is the solution of (CP) n    B vn (t)u n (t) = −A(t)u n (t) + 1 m(t, v(t)) f (t) u n (0) = u 0 ∈ V By (6.5), the sequence (u n ) is bounded in MR(V, H) and hence by extracting a subsequence we may assume that (u n ) converges weakly to some u in MR(V, H). Then (u n ) n∈N converges in norm to u in L 2 (0, T, H) by the Aubin-Lions lemma. By extracting a subsequence again we can also assume that v n (t)(x) → v(t)(x) a.e. with respect to t and to x. Now let g ∈ V and ψ ∈ D(0, T ), and consider 
