Abstract. We study Toeplitz operator theory on the doubling Fock spaces, which are Fock spaces whose exponential weight is associated to a subharmonic function with doubling Riesz measure. Namely, we characterize the boundedness, compactness and membership in the Schatten class of Toeplitz operators on doubling Fock spaces whose symbol is a positive Radon measure.
Introduction
During the last decades many authors have contributed to develop an operator theory on the classical Fock spaces (see the recent book [24] for an account of that theory). We are interested in a more general setting of Fock spaces, the doubling Fock spaces, which we are going to introduce. Denote by dA the Lebesgue area measure on the complex plane C, and let H(C) be the space of entire functions. Let φ be a subharmonic function on C. Then ∆φ is a locally finite positive Borel measure. From now on we suppose that ∆φ is a doubling measure. For 0 < p < ∞, let L Recall that for φ(z) = α 2 |z| 2 , where α > 0, one obtains the classical Fock spaces. Moreover, if φ is a subharmonic function on C such that ∆φ is comparable to the Lebesgue measure dA, then ∆φ is a doubling measure. But there are subharmonic functions φ on C such that ∆φ is a doubling measure which is not comparable to dA, for example, any subharmonic non-harmonic polynomial on C with degree greater than 2.
As far as we know, the first work dealing with such spaces is the seminal paper [11] by N. Marco, X. Massaneda and J. Ortega-Cerdà, where the authors characterized the interpolating and sampling sequences for the doubling Fock spaces by extending the corresponding characterizations due to J. Ortega-Cerdà and K. Seip for the case that ∆φ is comparable to the Lebesgue measure (see [13] ). Moreover, in doing so they proved a large amount of technical properties of the doubling Fock spaces. Furthermore, J. Marzo and J. Ortega-Cerdà completed the previous work in their interesting paper [12] by showing quite sharp pointwise estimates of the Bergman kernel associated to these spaces.
The goal of this article is to apply all this technical machinery to study the theory of Toeplitz operators acting on the doubling Fock spaces. But previously we obtain some complementary results such as the complex interpolation and the duality of these spaces. Namely, we completely characterize the boundedness, compactness and membership in the Schatten class of the Toeplitz operators on the doubling Fock spaces whose symbol is a positive locally finite Borel measure. In doing so we prove characterizations of the so-called Carleson measures and vanishing Carleson measures associated to these spaces. All the above characterizations are in terms of the Berezin and average transforms of the symbol measure. Our results extend to the setting of the doubling Fock spaces previous known results for the classical Fock spaces (see [24] ) and the case that ∆φ is comparable to the Lebesgue measure (see [6, 22, 17] ). For similar results in the setting of the Bergman spaces on the unit disk see [1, 2] .
The paper is organized as follows. In the next section we will fix the notation and introduce some technical but useful properties of our Fock spaces. Section 3 deals with the Bergman projection on the doubling Fock spaces and its interesting consequences, which are the duality and the complex interpolation of these spaces. In Section 4 we characterize the so-called Fock-Carleson measures and vanishing FockCarleson measures. In Section 5 we introduce the Toeplitz operators on the doubling Fock spaces whose symbols are locally finite positive Borel measures, and we characterize their boundedness and compactness in terms of their symbols. Finally, a complete description of the membership in the Schatten class of those Toeplitz operators is given in Section 6, which is the last section of the paper and the one that contains the more elaborate proofs of the paper.
Finally a word about notation. We write either f g or g f whenever there is a positive constant C, independent of the variables involved, such that f ≤ Cg, and f ≃ g if both f g and g f hold.
Basic Properties
As usual, we denote by D(z, r) the open disk in C of center z ∈ C and radius r > 0. A positive Borel measure µ on C is called doubling if there exists a constant C > 1 such that (2.1) 0 < µ(D(z, 2r)) ≤ Cµ(D(z, r)) < ∞, for every z ∈ C and r > 0.
The smallest constant C > 1 satisfying (2.1) is called the doubling constant for µ and is denoted by C µ . Note that then µ(D(z, 2r)) ≥ cµ(D(z, r)), for every z ∈ C and r > 0, where c = 1 + C −3 µ > 1, and therefore
Moreover, it is well known that µ has no mass on any circle (see [20, p. 40] ), and, in particular, µ has no atoms, that is, (2.3) µ(∂D(z, r)) = µ({z}) = 0, for every z ∈ C and r > 0.
An important and useful estimate for doubling measures is the following result due to M. Christ: 
Let φ be a subharmonic function on C such that µ = ∆φ is a doubling measure. Then µ satisfies (2.2) and (2.3) so the map r ∈ (0, ∞) → µ(D(z, r)) ∈ (0, ∞) is a strictly increasing homeomorphism. In particular, for every z ∈ C there is a unique radius ρ(z) = ρ φ (z) > 0 such that µ(D(z, ρ(z))) = 1. Note that, for z, w ∈ C, we have that D(z, ρ(z)) ⊂ D(w, ρ(z) + |z − w|), so 1 ≤ µ(D(w, ρ(z) + |z − w|)), and therefore ρ(w) ≤ ρ(z) + |z − w|. By symmetry it follows that
The function ρ −2 can be considered as a regularization of the measure ∆φ. Indeed, there exist ψ ∈ C ∞ (C) and a constant C > 0 such that |φ − ψ| ≤ C, (∆ψ) dA is a doubling measure and
Due to that fact, the space F p φ does not change if φ is replaced by ψ, so from now on we will assume that φ ∈ C ∞ (C) and ∆φ ≃ 1/ρ 2 . For this reason, we will use sometimes the notation dσ := dA/ρ 2 . See [11] for all that.
, for z ∈ C and r > 0. We also use the following notations:
. As a consequence of (2.4) and Lemma 2.1 we obtain the following useful estimate: Lemma 2.2. For every r > 0 there is a constant c r ≥ 1, depending only on r and the doubling constant for ∆φ, such that
for every z ∈ C and w ∈ D r (z).
Namely, c r = (1 − r) −1 , for every 0 < r < 1.
Proof. Observe that (2.4) shows that
, for every z ∈ C and w ∈ D r (z).
Therefore c r = (1 − r) −1 satisfies (2.5), for every 0 < r < 1, and we only have to prove the first estimate of (2.5) for r > 1 and w ∈ D r (z) such that ρ(w) < ρ(z). In this case, we may apply Lemma 2.1 to the doubling measure µ = ∆φ and the disks
δ , where C > 1 and δ ∈ (0, 1) are constants depending only on C µ . Then another application of Lemma 2.1 to the disks D = D r (z) and
and the proof is complete.
The behavior of ρ outside the disks D(z) also follows from Lemma 2.1 as M. Christ proved:
There is a constant δ ∈ (0, 1), depending only on the doubling constant for ∆φ, such that
and
We continue with a useful and well-known result that is widely used in many situations throughout this work.
Lemma 2.4 ([11, Lemma 19(a)]
). Let 0 < p < ∞. For any r > 0 there exists a constant C > 0 such that, for any f ∈ H(C) and z ∈ C,
It is a direct consequence of Lemma 2.4 and (2.5) that, for any 0 < p ≤ ∞, we have
This pointwise estimate implies that (F p φ , · p,φ ) is a Banach space for 1 ≤ p ≤ ∞, and a quasi-Banach space for 0 < p < 1. Another consequence is that, for any z ∈ C, the pointwise evaluation f → f (z) is a bounded linear functional on F p φ . In particular, F 2 φ is a reproducing kernel Hilbert space: there exists a unique function
, for every z, w ∈ C. The function K z is called the reproducing kernel or Bergman kernel for F 2 φ at z ∈ C. First, we recall the L 
In order to state the pointwise estimates of the Bergman kernels it is convenient to consider the distance d φ induced by the metric ρ −2 (z) dz ⊗ dz. Namely, for any z, w ∈ C,
where γ runs on the piecewise C 1 curves γ : [0, 1] → C with γ(0) = z and γ(1) = w. This distance satisfies the following estimates:
Lemma 2.5 ([11, Lemma 4] ). For every r > 0 there is a constant c r > 1 such that
and (2.10) c
where δ ∈ (0, 1) is the constant in Lemma 2.3.
Now we can state the pointwise estimates of the Bergman kernel. . There exist constants C > 0 and ε > 0 (depending only on the doubling constant for ∆φ) such that
Moreover, there is r 0 > 0 such that
The following two lemmas are very useful to prove the L p φ -norm estimates of the Bergman kernels.
Lemma 2.7. For every ε > 0, k ≥ 0 and r ≥ 1 there is a constant C ε,k (r) > 0 such that
Moreover, C ε,k (r) → 0, as r → ∞, for any ε > 0 and k ≥ 0.
Lemma 2.7 is easily proved by following the proof of [12, Lemma 2.7] .
Lemma 2.8.
(a) For every r ≥ 1 there is a constant C(r) > 0 such that
and C(r) → 0, as r → ∞. (b) There exists a constant C > 0 such that
Proof.
(a) By (2.11) there is ε > 0 such that
Then, by Lemma 2.3, there is δ ∈ (0, 1) such that
Therefore Lemma 2.7 shows that
On the other hand, since
And the proof is complete.
Proposition 2.9. For any 1 ≤ p ≤ ∞ we have that
Proof. First note that the estimate directly follows from (2.12) and (2.5), so let us prove the opposite estimate. For p = 1 it is just Lemma 2.8(b). For p = ∞ it follows from Lemma 2.4, (2.5) and Lemma 2.8(b):
Finally, the case 1 < p < ∞ is a direct consequence of the two preceding cases:
Bergman Projection, Duality and Complex Interpolation
It is straightforward to see from the reproducing property of the Bergman kernel for
φ is the integral operator given by
is an entire function, for every w ∈ C, and
is a continuous function on C, for every z ∈ C, we only have to check that for every
But Lemma 2.2 and the subharmonicity of |K w | imply that there is a constant r > 1 such that the function
satisfies (3.1). Moreover, Hölder's inequality, Jensen's formula, Tonelli's theorem and Proposition 2.9 show that G z 0 ∈ L 1 (C). Now we are going to prove that P φ is a bounded linear operator on
First of all, we know by Lemma 2.8(b) that there exists C > 0 such that C J(z, w) dA(z) ≤ C, for every w ∈ C. Then, if 1 < p < ∞ and q is the conjugate exponent of p, by Hölder's inequality and Fubini's theorem we have
For p = 1, Fubini's theorem shows that
Hence the proof is complete.
Corollary 3.2. If 1 ≤ p ≤ ∞ and q is the conjugate exponent of p, then
φ . Proof. It follows from Fubini's theorem. Note that the hypothesis of Fubini's theorem holds due to Hölder's inequality and the L p -boundedness of the operator Q φ .
The proof of Theorem 3.3 follows the approach of Lindholm (see [8, pp. 412-413] ). First we need the following approximation lemma.
(2.5) and Lemma 2.3 show that
and so
and so the first assertion of (b) holds. The second assertion follows from the estimate
Proof of Theorem 3.3. Let f ∈ F p φ . Take {f n } n as in Lemma 3.4. Recall that f n ∈ F 2 φ and so P φ f n = f n . We distinguish the following two cases: Case 1: p < ∞. Since P φ is bounded on L p φ (see Theorem 3.1) and f n − f p,φ → 0, we have that P φ f n − P φ f p,φ → 0. Therefore
Observe that Theorems 3.1 and 3.3 show that P φ is a bounded projection of
As a consequence of that fact we will obtain results on complex interpolation and duality of the generalized Fock spaces.
φ with equivalent norms, where
(Indeed, E and R are topological isomorphisms.) Moreover, they satisfy R • E = I, where I is the identity map on L p φ . So, using the terminology of [7, p. 151 
and therefore the first part of [7, Lemma 7.11] shows that
with equivalent norms. Recall that the norms of R(L p θ (C)) (see [7, (7. 40)]) and L p θ φ are equivalent because R is a topological isomorphism.
On the other hand, as we observed above, by Theorems 3.1 and 3.3 we know that
with equivalent norms. Note that the norms of P φ L p θ φ (see [7, (7. It is well-known that if 1 ≤ p < ∞ and q is the conjugate exponent of p then (L p φ )
* can be (isometrically) identified with L q φ by means of the integral pairing · , · φ defined by (2.7). Namely, the mapping
is an isometric antilinear isomorphism. From this fact and the boundedness of the projection P φ we are able to describe the dual of F p φ , for 1 ≤ p < ∞. Theorem 3.6. Let 1 ≤ p < ∞ and let q be the conjugate exponent of p. Then (F p φ ) * can be identified with F q φ (with equivalent norms) by means of the integral pairing · , · φ given by (2.7). Namely, the mapping
Then the fact that the map (3.2) is an antilinear isometric isomorphism and a well-known consequence of the Hahn-Banach theorem show that the operator S :
an antilinear isometric isomorphism as well. On the other hand,
, where the first identity is a consequence of Corollary 3.2 and Theorem 3.3, while the second identity follows by duality. Therefore, since P φ is a bounded linear operator from the Banach space L q φ onto its closed subspace F q φ , the open mapping theorem shows that the "quotient" operator
, which coincides with the mapping (3.3), is an antilinear topological isomorphism, and the proof is complete.
Corollary 3.7. The linear span E of all the reproducing kernels K z , z ∈ C, is dense in F p φ , for any 1 ≤ p < ∞. Proof. By Theorem 3.6 and the Hahn-Banach theorem, we only have to prove that if q is the conjugate exponent of p and f ∈ F q φ satisfies f, g φ = 0, for every g ∈ E, then f = 0. And that follows from Theorem 3.3, since f (z) = P φ f (z) = f, K z φ = 0, for every z ∈ C.
Fock-Carleson Measures
Let M denote the set of all locally finite positive Borel measures on C. From now on it will be useful to consider the notion of p-normalized reproducing kernel at z ∈ C:
The Berezin transform of µ ∈ M is defined to be
For every r > 0, the r-averaging transform of µ ∈ M is defined by 
In
An important consequence of this result is that the Fock-Carleson measures for F p φ are independent of p, so we will simply call them φ-Fock-Carleson measures. In order to prove Theorem 4.1 we need the following lemmas.
Lemma 4.2. Let 0 < p < ∞ and assume r 0 > 0 satisfies (2.12). Then for every 0 < r ≤ r 0 we have
and, in particular,
Proof. Note that (2.5), (2.12) and Proposition 2.9 imply that 1
Therefore for every 0 < r ≤ r 0 we have that
The last assertion of the statement follows by taking p = 2.
), for every z ∈ C with |z| ≥ R.
Proof. If w ∈ D r (z) then |w| ≥ |z| − |z − w| > |z| − rρ(z), and recall that, by Lemma 2.3, there is a constant δ ∈ (0, 1) satisfying
Thus there is R > 0 big enough such that |z| − rρ(z) ≥ |z| /2, if |z| ≥ R. Therefore it is clear that R satisfies the statement of the lemma.
Lemma 4.4. Let 0 < p < ∞. Then:
(a) For every r > 0 there is a constant C > 0 such that
f e −φ p µ r dA, for any µ ∈ M and f ∈ H(C).
(b) There is R 0 > 0 such that for every r > 0 there is a constant C > 0 satisfying
for any µ ∈ M, R ≥ R 0 and f ∈ H(C).
Proof. By Lemma 2.4, for every s > 0 there is a constant C s > 0 such that
for any Borel set Ω ⊂ C and for every µ ∈ M and f ∈ H(C). Let r > 0. Recall that, by (2.5), there is a constant c ≥ 1 such that ρ(z) ≤ cρ(w), for every z ∈ C and w ∈ D r (z). Thus z ∈ D sc (w), whenever 0 < s ≤ r and w ∈ D s (z). Consequently, by Tonelli's theorem, we obtain that
where Ω r := ∪ z∈Ω D r (z), for any s ∈ (0, r]. By taking s = s(r) := r/c ∈ (0, r] we have that
Since C r = C, (a) directly follows from (4. Proof of Theorem 4.1.
(1) ⇒ (2): By Lemma 4.2 and applying (4.1) to f = K p,z we obtain that
(2) ⇒ (3): By Lemma 4.4(a) we have that
(3) ⇒ (1): By Lemmas 4.4(a) and 4.2 we get that An important consequence of this result is that the vanishing Fock-Carleson measures for F p φ are independent of p, so we will simply call them vanishing φ-FockCarleson measures. The key tool in the proof of Theorem 4.5 is the following Kolmogorov-Riesz type compactness lemma.
and satisfies
(b) If F is a locally bounded family of entire functions satisfying
Proof. (a) Assume that F is relatively compact in L p (C, dν). Then it is clear that F is bounded in L p (C, dν), so we are going to show that it satisfies (4.3).
and note that (4.3) is equivalent to L = 0. In order to prove that, pick a sequence of functions (f n ) n in F and a sequence of positive numbers (R n ) n such that R n → ∞ and
and letting k → ∞ we get that L = 0. (b) Let F be a locally bounded family of entire functions which satisfies (4.3). Since ν is locally finite, for every R > 0, we have that
where as usual C(D(0, R)) is the space of continuous functions on the closed disk D(0, R). Then it is clear that (4.3) and (4.4) show that F ⊂ L p (C, dν). Now we want to prove that F is relatively compact in L p (C, dν), or equivalently that F is precompact (totally bounded) in L p (C, dν), which means that for every ε > 0 there is a finite covering of F by balls in L p (C, dν) of radius ε. Let ε > 0. By (4.3) there is R > 0 such that
Since F is locally bounded, sup{|f (z)| : f ∈ F , |z| ≤ 2R} < ∞ and so F is a normal family on the disk D(0, 2R), by Montel's theorem. In particular, F is relatively compact (and so precompact) in C (D(0, R) ). Taking into account (4.4), it follows that there are finitely many functions f 1 , . . . , f n in F such that for any f ∈ F there is 1 ≤ j ≤ n so that
Hence the proof is complete. Proof. Let w ∈ C. Then, by (2.8), Lemma 2.4 and (2.5), we have that
So, by Lemma 4.3, |K 2,z (w)| K w χ D(0,|z|/2) c 2,φ → 0, as |z| → ∞, and we are done.
Proof of Theorem 4.5. 
Then, for every s > 0, we have that
The limit of the second term of the above sum is 0, as s → ∞, by the hypothesis. The locally finiteness of µ and (2.5) show that µ r χ D s (0) ∞ < ∞, for every s > 0. Then Lemma 4.8, (2.6), (2.5) and the dominated convergence theorem imply that the first term goes to 0 as |z| → ∞, for every s > 0. Hence µ(z) → 0, as |z| → ∞. 
for any R ≥ R 0 and f ∈ H(C). Therefore by Lemma 4.2
and hence the hypothesis µ(z) → 0, as |z| → ∞, implies that (4.3) holds.
Toeplitz Operators
The Toeplitz operator T µ with symbol µ ∈ M is defined to be
Note that T µ f is defined if the function f satisfies f K z e −2φ ∈ L 1 (C, dµ), for every z ∈ C.
The goal of this section is to study the boundedness and compactness of the Toeplitz operator T µ on F p φ in terms of the symbol µ. 5.1. Boundedness. In this subsection we characterize the boundedness of the Toeplitz operator T µ acting on F p φ for 1 ≤ p < ∞. Recall that we say that T µ is bounded on F p φ when, for every f ∈ F p φ , T µ f is an entire function and T µ f p,φ f p,φ .
Theorem 5.1. Let µ ∈ M and 1 ≤ p < ∞. Then the following assertions are equivalent:
The fact that the linear span of the reproducing kernels K p,z is dense in F Lemma 5.2. Let µ ∈ M and 1 ≤ p < ∞. Assume that T µ K z ∈ F p φ , for every z ∈ C. Then, for every r > 0, we have that
Proof. It follows from Proposition 2.9, Lemma 2.4 and (2.5):
where q is the conjugate exponent of p. 
(b) Assume µ is a φ-Fock-Carleson measure. First, Hölder's inequality shows that
where q is the conjugate exponent of p and
by the hypothesis and Lemma 2.8(b). Therefore
and hence Tonelli's theorem, Lemma 2.8(b) and Theorem 4.1 imply that
.
Proof of Theorem 5.1.
(2) ⇒ (3): The hypotheses and Lemma 5.2 show that
so, by Theorem 4.1, µ is a φ-Fock-Carleson measure and i p,µ p M p,µ .
(3) ⇒ (1): Assume that µ is a φ-Fock-Carleson measure. First we want to prove that T µ f ∈ H(C), for every f ∈ F p φ . We proceed by differentiation under the integral sign as in the proof of Theorem 3.1. Following that proof we only have to check that G z 0 ∈ L 1 (C, dµ), which is proved by using the same arguments which show that G z 0 ∈ L 1 (C), since µ is a φ-Fock-Carleson measure. Now the boundedness of T µ on F p φ follows from Lemma 5.3 and our hypothesis:
5.2.
Compactness. In this section we characterize the compactness of the Toeplitz operator T µ on F In order to prove Theorem 5.4 we need the following lemma.
Then M(R, S) → 0, as R → ∞, for every S > 0.
Proof. Let S > 0 and δ S := sup z∈D(0,S) ρ(z). Then D r (z) ⊂ D(0, S + rδ S ), for every r > 0 and z ∈ D(0, S). Therefore r(R, S) := (R − S)/δ S satisfies that
Moreover, note that r(R, S) → ∞, as R → ∞. Hence, by Lemma 2.8(a), we conclude that M(R, S) ≤ C(r(R, S)) → 0, as R → ∞, and we are done. 
as |z| → ∞. Therefore (2) holds by Theorem 4.5.
(2) ⇒ (1): Assume that µ is a vanishing φ-Fock-Carleson measure. Then µ is also a φ-Fock-Carleson measure and so, by Theorem 5.1, T µ is bounded on F p φ . Now we are going to show that T µ is compact on F p φ , that is, T µ F is relatively compact in F p φ . In order to do that we will apply Corollary 4.7. Since T µ is bounded on F p φ , T µ F is bounded in F p φ , so it only remains to prove that T µ F satisfies (4.5). Let f ∈ F p φ and R > 0. Then
where
Now, if p > 1 and q is the conjugate exponent of p, I(z) is estimated by using Hölder's inequality, the fact that µ is a φ-Fock-Carleson measure and Lemma 2.8(b) as follows
So, for p > 1, we get
Note that (5.3) shows that this estimate also holds for p = 1. Therefore, by Tonelli's theorem, we have that
For every S > 0, we split the above integral on C into the corresponding integrals on D(0, S) and D(0, S) c , which we denote by I S (R) and J S (R), respectively. Then Lemma 2.8(b) implies that
Therefore it turns out that there is a constant C > 0 such that
, for every R, S > 0. Since µ is a vanishing φ-Fock-Carleson measure for F p φ , F is relatively compact in L p (C, e −pφ dµ) and Lemma 4.6(a) shows that the second summand of the right-hand side term of (5.4) goes to 0, as S → ∞. Moreover, M(R, S) → 0, as R → ∞, for every S > 0, by Lemma 5.5. Hence we conclude that T µ F satisfies (4.5).
Membership in the Schatten Class of F 2 φ
Let H be a separable complex Hilbert space. Recall that if T is a positive operator on H and (e n ) n is an orthonormal basis of H, then the quantity n T e n , e n ∈ [0, ∞] does not depend on the basis (e n ) n . It is called the trace of T and it is denoted by tr (T ). It is well known that if tr (T ) < ∞ then T is compact and tr (T ) = n λ n , where (λ n ) n is the sequence of eigenvalues of T .
For 0 < p < ∞, the Schatten class S p = S p (H) of H is the set of all bounded linear operators T on H such that T 
which is called Rotfel'd inequality (see [15, 16, 21] ). We refer to [23, Chapter 1] for the basic properties of the Schatten class operators.
In this section we want to study when T µ ∈ S p (F 2 φ ). Note that if µ is a φ-FockCarleson measure then Fubini's theorem and Theorem 3.3 show that
(The hypothesis of Fubini's theorem is fulfilled due to Cauchy-Schwarz inequality, the boundedness of the operator T µ on F In order to state the characterization of the membership of T µ in S p (F 2 φ ) we need the concept of (r, φ)-lattice. For any r > 0, an (r, φ)-lattice is a sequence of different points in C such that {D r (z j )} j≥1 is a covering of C satisfying
The existence of (r, φ)-lattices, for any r > 0, is guaranteed by [4, Proposition 7] . We characterize the membership of T µ in the Schatten class S p (F 2 φ ) as follows. Theorem 6.1. Let µ ∈ M and 0 < p < ∞. Then the following statements are equivalent:
(
There is r 0 > 0 such that any (r, φ)-lattice {z j } j≥1 with r ∈ (0, r 0 ) satisfies
, for every z ∈ C, and so
Since N R ({z j } j≥1 ) = sup z∈C #{j ≥ 1 : z ∈ D R (z j )}, we conclude that the constant C R,r = c 4 R (1 + R/r) 2 satisfies (6.4).
Lemma 6.7.
Proof. For every R > 0, we split the statement's integral on C into the corresponding integrals on D R (ζ) and D R (ζ) c , which we denote by I R (ζ) and J R (ζ), respectively. Then (2.5) shows that
Hence, for R > 0 large enough, we obtain that
by (2.5) and Lemma 2.7.
Lemma 6.8. For R > 0 and any finite sequence
Then {z j } n j=1 can be partitioned into no more than M R ({z j } n j=1 ) subsequences such that any different points z j and z k in the same subsequence satisfy either
Proof. We proceed by induction on N = M R ({z j } n j=1 ). If N = 1 then |z j − z k | ≥ R min(ρ(z j ), ρ(z k )), for 1 ≤ j < k ≤ n, and there is nothing to prove.
Let N > 1. Then we may split {z j } n j=1 into two subsequences {z
satisfying the following two conditions:
Namely, the points z ′ j , 1 ≤ j ≤ n ′ , can be inductively selected as follows:
contains all the points from the sequence {z j } n j=1 , let n ′ = k − 1 and stop the process of selection. Otherwise, pick a point z
Then it is clear that the selected points z
j=1 ) ≤ N − 1 and so the induction hypothesis shows that we can partition {z
j=1 ) subsequences satisfying the separation property of the statement. Hence the proof is complete.
Lemma 6.9. Let r ∈ (0, 1) and R > 1.
) is defined by (6.3). Proof. Let {z j } n j=1 be a finite sequence in C, and, for 1 ≤ j ≤ n, let
Lemma 6.10. Let {e j } j≥1 be an orthonormal basis of F 2 φ . Let r > 0 and let {z j } n j=1
be a finite sequence in C. Then
is a bounded linear operator on
, where C r > 0 is a constant that only depends on r and N r ({z j } n j=1 ) is defined by (6.3). Proof. We only have to prove that
φ , where C r > 0 is a constant that only depends on r and N r := N r ({z j } n j=1 ) . Let f, g ∈ F 2 φ . Then Cauchy-Schwarz inequality shows that
By (2.8), there is a constant c > 0 such that e φ(z) /(cρ(z)) ≤ K z 2,φ , for every z ∈ C, and so Hence we conclude that C r = c C(r) satisfies (6.6).
6.2.
Proof of the equivalence of (2), (3), (4) and ( we may assume that there is r 1 ∈ (0, 1/2) such that µ r ∈ L p (C, dσ), for every r ∈ (0, r 1 ). Then Lemma 6.2 shows that any (r/4, φ)-lattice {z j } j≥1 with r ∈ (0, r 1 ) satisfies Proposition 6.11. For any 0 < p < ∞ and r > 0 there is a constant C p,r > 0 such that every µ ∈ M and every (r, φ)-lattice {z j } j≥1 satisfy C µ(z) p dσ(z) ≤ C p,r N r ({z j } j≥1 )
Proof. Let 0 < p < ∞ and r > 0. Along this proof A B means that A ≤ C B, where C > 0 is a constant that only depends on p and r. Let µ ∈ M and let {z j } j≥1 be an (r, φ)-lattice. First we are going to obtain a pointwise estimate of µ in terms of the sequence { µ r (z j )} j≥1 . Note that
|K 2,z e −φ | 2 dµ.
6.3. End of the proof of Theorem 6.1 for 1 ≤ p < ∞.
(1) ⇒ (5): It directly follows from Lemma 6.5(a).
(4) ⇒ (1): Assume that µ r ∈ L p (C, dσ). By (6.7) we may assume that r ∈ (0, 1/2). Then, by Lemma 6.2, r 2 /32 ≤ σ(D r/4 (z)) and µ r/4 (z) ≤ 4 µ r (w), for every z ∈ C and w ∈ D r/4 (z), so Since |e n | 2 e −2φ dA is a probability measure on C and p ≥ 1, Jensen's inequality shows that
T µ e n , e n p φ C µ r (z) p |e n (z)| 2 e −2φ(z) dA(z).
Finally, by summing up in the previous estimate and applying the monotone convergence theorem and (2. 6.4. End of the proof of Theorem 6.1 for 0 < p < 1. This proof is more involved than the one of the case 1 ≤ p < ∞. It will be done by proving the chain of implications (5) ⇒ (1) ⇒ (2).
(5) ⇒ (1): Assume that µ ∈ L p (C, dσ). Then, by Lemma 4.2, there is r ∈ (0, 1/2) such that µ r ∈ L p (C, dσ), so (6.11) holds. Therefore, by Theorem 4.1, µ is a φ-FockCarleson measure, and hence Theorem 5.1 implies that T µ is bounded on F Proposition 6.12. Let p ∈ (0, 1) and let r 0 ∈ (0, 1) satisfying (2.12). Then for any r ∈ (0, r 0 ) and for any integer N > 0 there is a constant C = C p,r,N > 0 so that (6.12)
for every φ-Fock-Carleson measure µ and for every (r, φ)-lattice {z j } j≥1 such that N r ({z j } j≥1 ) ≤ N. 6 2 R 4 r −2 N subsequences such that any different points z j and z k in the same subsequence satisfy |z j − z k | ≥ R min(ρ(z j ), ρ(z k )). Therefore Lemma 6.13 shows that n j=1 µ r (z j ) p ≤ 6 2 R 4 r −2 NC T µ p Sp , for constants C > 0 and R > 1 only depending on p, r and N. Hence the proof is finished.
