In this paper, we propose three improved codebook searching 
Introduction
Vector quantization (VQ) is an efficient coding technique to quantize digital signals and has been widely used in various research fields such as image compression [1, 2] , speech compression [3] , pattern recognition [4] , speech enhancement [5] , face detection [6] , and so on.
The distinguished features of VQ are its simple structure and efficiency. The block diagram of VQ is shown in Fig. 1 . A VQ scheme mainly consists of three parts: codebook generation, vector encoding, and vector decoding. The basic idea of VQ is that the digital signals are first divided into a set of vectors (blocks) and then sequentially encoded, vector by vector. A standard codebook containing many codevectors is generated first. The iterative clustering algorithm, called LBG algorithm [7] , is usually adopted to generate a representative codebook. Then the encoder searches the whole codebook to find the closest codevector corresponding to the input vector and stores the index of the closest codevector. The decoder receives the sequences of the indices and decompresses the encoded image with the codebook as look-up table (LUT).
In a conventional image block-based vector quantization, an N × N image is divided into small non-overlapping rectangular blocks, each of which is represented as a kdimensional vector. Here, the elements of a vector consist of pixel values of a corresponding block. The encoding is defined as a mapping Q of k-dimensional Euclidean space R k into a finite subspace Y of R k , expressed as
where Y = {y i |i = 1, 2, . . . , n} is the codebook and n is the number of codevectors in Y . The object of mapping Q is to find out the most similar codevector y i , having the maximum similarity to the image block x from the whole codebook Y ; in other words, it means to find out a codevector y i with minimum distortion between y i and x. The distortion between image vector x = (x 1 , x 2 , . . . , x k ) and a candidate codevector y i = (y i1 , y i2 , . . . , y ik ) is usually measured by the squared Euclidean distortion d
Then the full searching (FS) process of VQ is performed to find out the closest codevector y w in the codebook V , calculated as
where the codevector y w is called the winner, and w denotes the index. Then, the index, w, instead of y w , is transmitted to the receiver. The same codebook Y is also stored at the decoder in advance. In the decoding process, the decoder receives the index w and uses the codebook Y to retrieve the corresponding codevector y w without any calculation. Compared with other compression techniques, VQ has a higher compression ratio and a simpler decoding process. This is the reason of VQ being widely applied to multimedia data coding.
However, searching the closest codevector for each input vector is a problem of nearest neighbour searching (NNS) [8] . The FS is a brute-force method to find out the best matching codevector in a codebook and is indeed a time-consuming work. Therefore, many fast searching schemes have been proposed. One category of schemes decreases the searching domain by using geometric properties. Huang et al. [9] proposed three fast searching algorithms based on the relationship between two distances between any two codevectors to the image vector. The equalaverage nearest neighbour searching (ENNS) algorithm [10] makes use of the mean of an image vector to search the nearer codevectors. The other category evaluates an estimation of Euclidean distortion with fewer computational operations to form an inequality and to eliminate impossible codevectors, which can be used to reduce the necessity for computing exact Euclidean distortion [11] [12] [13] . In these methods, much of the searching complexity is transferred to the offline computation. Torres and Huguet [11] proposed a fast algorithm for codebook searching based on linear algebra. Mielikainen [12] proposed a method using the law of cosines to lessen the computation during the searching process. Also, there are other methods that can accelerate the encoding time. The LUT [14] uses a precomputation square table to save the operation of square in Euclidean distortion computation. The partial distance searching (PDS) algorithm [15] allows early termination of the Euclidean distortion computation if the meta value is larger than the present minimum distortion.
Based on Torres and Huguet's algorithm and Huang et al.'s algorithms, three improved schemes are proposed in this paper. From our experimental results, we can see that the newly proposed schemes have better performance than Huang et al.'s schemes in terms of encoding time.
The rest of this paper is organized as follows. Section 2 presents Torres and Huguet's scheme. Huang et al.'s schemes are described in Section 3. In Section 4, the details of our proposed schemes are presented. Some experimental results are shown and discussed in Section 5. Our conclusions are stated in Section 6.
Double Test Algorithm
Based on the computational property of the squared Euclidean distortion measure, Torres and Huguet [11] proposed the double test (DT) algorithm which was developed to speed up the codebook searching and they defined the following two equations:
where x max and y i max are the maximum vector components of the input vector x and the codevector y i , respectively.
The squared Euclidean distortion d 2 E (x, y i ) can be rewritten as
From the extended form of the squared Euclidean distortion, Torres and Huguet observed the following two properties:
By utilizing the inequalities mentioned above, searching the closest codevector for an input vector can easily be achieved because 
is greater than the current minimum distortion, the codevector y i is impossible to be the closest codevector to the input vector x and the exact distortion is unnecessary to be calculated. The DT algorithm is described as follows.
Algorithm A: Double Test Algorithm [11] Step 1 : Evaluate and store k j=1 y 2 ij , 2 k j=1 y ij and y i max of every codevector y i .
Step 2 : For each input vector x:
1. Evaluate
3. For each codevector y m , do the following statements: 
We analyse the required mathematical operations of Mielikainen's scheme and DT algorithm in the following table. In this table, the one square operation is treated as a multiplication operation.
Huang et al.'s Schemes
Huang et al. [9] proposed three fast searching schemes in the encoding phase of VQ. These schemes are all based on the geometrical properties to reduce the size of searching domain.
Let Y = {y 1 , y 2 , . . . , y n } be a codebook of size n, where y i = (y i1 , y i2 , . . . , y ik ) is a k-dimensional codevector. For a given input vector x, the distance between x and the codevector y i by Euclidean distortion measure is expressed as:
where k is the dimension of both x and y i . Here d i is called the real distance. Furthermore, the distance r between a vector w and the origin is called the absolute distance of w, defined as:
Of all the VQ searching algorithms, it is necessary to determine if the currently selected codevector is the closest to the input vector in the searching domain. Due to this special requirement, Huang et al. made the following assumption. In the encoding phase, if a codevector y s is closer to an input vector x than the selected codevector y i , there are two geometric properties existing between y s and y i (Fig. 2) . One is that y s must be located inside the hypersphere centered at y i with the radius 2d i . That is, it must satisfy the condition Figure 2 . Example of (9) for the case of 2-dimension.
The other is that y s 's absolute distance r s must satisfy the condition
with the geometric property shown in Fig. 3 , where r x and r s are two absolute distances of the input vector x and the codevector y s , respectively, and d i is the real distance between the input vector x and the codevector y i . Figure 3 . Example of (10) for the case of 2-dimension.
Algorithm B : (Based on the first geometrical property) [9] Step 1 : For each codevector y i , evaluate and store the absolute distance r i .
Step 2 : Assign an index to each codevector in ascending order of r i .
Step 3 : Evaluate and store the elements of the distance matrix
Step 4 : For each input vector x: 1. Evaluate the absolute distance r x . 2. Search the initial codevector y i whose absolute distance r i is the closest to r x . 3. Evaluate the real distance d i between x and y i . 4. Identify a subset S of the codebook, which contains all the codevectors y s 's satisfying the condition
5. Search S for a codevector closer to x than y i . If a closer codevector is found, designate it to y i and return to Step 4(4); otherwise, select current y i as the best match.
Algorithm C : (Based on to the second geometrical property) [9] In Algorithm C, the second geometrical property, (10) , is adopted to search a codevector y s which is closer to the input vector x than the currently selected y i . Therefore, Algorithm C is similar with Algorithm B, except that Step 3 is deleted and (11) in Step 4(4) is replaced by (10).
Algorithm D : (Based on to those two geometrical properties) [9] Algorithm D is the combination of Algorithms B and C. It must satisfy both (9) and (10) . The searching space is, in general, smaller than that defined by either equation alone, but this algorithm still requires a distance matrix. The algorithm is almost the same as Algorithm B, except that (10) should be added in Step 4(4).
Our Proposed Scheme
In Section 2, we observe that Torres and Huguet's scheme uses a test mechanism to directly reduce the number of computational operations, which is based on linear algebra. In Section 3, we see that Huang et al.'s schemes use a filter mechanism to reduce those unnecessary codevectors. In the following, we present our improved algorithms that combine advantages of both Huang et al.'s schemes and Torres and Huguet's scheme to reduce the codevectors searching domain and the operations on the remained codevectors.
Algorithm E : Improved Algorithm B (Combined with Algorithm A)
Step
Step 4 : For each input vector x:
1. Evaluate the absolute distance r x .
2. Search the initial codevector y i whose absolute distance r i is the closest to r x .
3. Evaluate the real distance d i between x and y i .
Set
5. Identify a subset S of the codebook, containing all the codevectors y s that satisfies the condition
6. For each codevector y m , look for a codevector closer to x than y i with the following statements:
go to Step 5;
Step 5 : If such a closer codevector is found, designate it to y i and return to Step 4(5); otherwise, the current y i shall be chosen as the best match.
Algorithm F : Improved Algorithm C (Combined with Algorithm A) In Algorithm F, it adopts the second geometrical property, (10) , to search a codevector y s which is closer to the input vector x than the currently selected y i . The steps of Algorithm F are the same as those of Algorithm E, except that Step 3 is deleted and (12) in Step 4(5) is replaced by (10).
Algorithm G : Improved Algorithm D (Combined with Algorithm A) Algorithm G combines Algorithms E and F. It must satisfy both (9) and (10) . The searching space is, in general, smaller than that defined by either equation alone, but this algorithm still requires a distance matrix. The algorithm is nearly the same as Algorithm B, except that (10) should be added in Step 4(5). 
Experimental Results
All experiments were performed on a 1.5 GHz Pentium 4 PC. Four test images are 512 × 512 pixels monochrome still images with 256 grey levels per pixel shown in Fig. 4 . These images are divided into 4 × 4 pixel blocks as a 16-dimensional vector. Codebook of size 256 is generated using LBG algorithm [7] . For each encoded image, either using Huang et al.'s schemes or our proposed schemes get the same image quality as that of the full searching algorithm. The encoding time is the main concern in our experiments. The outcomes are listed in the following Tables 2-4 . Furthermore, we give the comparisons of the number of distortion computations in Tables 5-7 .
Comparing with original algorithms in the encoding time, our proposed schemes decrease about 2.36∼11.07%. The Algorithm G takes the least time in encoding process because it combines the advantages of both Algorithms E Tables 8-10 . Between different codebook sizes, Algorithm G also takes the least time in encoding process. On observation of the encoding time of Algorithm G and comparing it with FS, we can get that the higher the codebook size is, the more improvements there are. However, Algorithm F's encoding time is even longer than Algorithm C, because Algorithm F spends more time in the pre-computation process.
Conclusions
Two ways can be used to accelerate the encoding time of VQ scheme. One way is to decrease the computational operations for comparing two codevectors, the other one is to reduce the range of searching domain of closet codevector. Torres and Huguet [11] proposed a scheme to decrease the number of computational operations. Huang et al. [9] developed their scheme to reduce the range of searching domain. Combining the advantages of above two schemes, the proposed schemes in this paper have better performance. From our experimental results, our methods make substantial improvements in encoding time.
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