Abstract. Using the metric duality theory developed by Väisälä, we characterize generalized John domains in terms of higher dimensional homological bounded turning for their complements under mild assumptions. Simple examples indicate that our assumptions for such a characterization are optimal. Furthermore, we show that similar results in terms of higher dimensional homotopic bounded turning do not hold in dimension three.
modifications to the above definition. Here John refers to F. John, who used this condition in his work on elasticity [21] ; the terminology was introduced by Martio and Sarvas [22] . The class of John domains includes all smooth domains, Lipschitz domains and certain fractal domains (for example snowflake-type domains).
In the planar case, Näkki and Väisälä [24] performed a detailed study of the John disks, i.e., simply connected planar John domains. In particular, all the different definitions of a John disk were shown to be equivalent, quantitatively (see Section 2 for a precise meaning of that term). Moreover, the following well known properties of John disks were proved there: i). a bounded simply connected domain is a John disk if and only if it is inner uniform, ii). a bounded simply connected domain is a John disk if and only if it is LLC-2 and if and only if its complement is of bounded turning.
Moreover, both statements are quantitative in the sense that the coefficients associated to John disks, inner uniform domains, LLC-2 domains and bounded turning domains depend only on each other. See Section 2 below for the precise definitions of inner uniform domains, LLC-2 sets and bounded turning sets.
Motivated by the recent studies on generalized quasidisks [16, 14] , Guo and Koskela have introduced in [15] the class of ϕ-John domains, which forms a natural generalization of the class of John domains. Let ϕ : [0, ∞) → [0, ∞) be a continuous, increasing function with ϕ(0) = 0 and ϕ(t) ≥ t for all t > 0. A bounded domain Ω in R n is called a ϕ-length John domain when (1.1) is replaced with
ϕ(Cd(γ(t), ∂Ω)) ≥ l(γ([0, t])).
( 1.2)
The concepts of ϕ-dist and ϕ-diam John domains are defined analogously. A corresponding curve γ is called a ϕ-dist (diam, length) John curve. Unlike the John disk case, being a ϕ-length John domain is not necessarily quantitatively equivalent with being a ϕ-diam John domain, despite of the fact that the latter is quantitatively equivalent with being a ϕ-dist John domain; see [15] . However, the well-known properties i) and ii) above do have natural formulations in the category of generalized John disks [15] . Property i) and the first part of property ii) were further generalized to higher dimensions in [13] , where the simply connectedness assumption was replaced by Gromov-hyperbolicity with respect to the quasihyperbolic metric (see e.g. [7] for the precise definition).
In this paper, we aim at finding a natural substitute to the bounded turning of the complement in ii) for a certain class of domains in higher dimensions. Instead of more or less standard assumption Ω being Gromov-hyperbolic with respect to the quasihyperbolic metric, we require a weaker ball separation property, introduced in [8] and studied further for instance in [7, 6] . This property has turned out to be useful in many problems, for example in connection with Sobolev-Poincare inequalities [8] and uniform continuity of quasiconformal mappings into irregular domains [13] .
A crucial observation towards this generalization was made by Väisälä in [26] , where he discovered a general metric duality property:
quantitative metric properties of open subsets of Euclidean spaces can be derived from corresponding properties of their closed complements, and vice versa.
This is in spirit similar to Ahlfors' three point characterization of quasidisks [2] : intrinsic properties of a Jordan curve provide quantitative geometric information about the two complementary components, and conversely.
A principal difference from the planar case, as discovered by Väisälä (see also [4, 5, 19] ), is that one needs p-dimensional analogues of the linear local connectivity and bounded turning properties. These definitions, based on homology for open sets U ⊂Ṙ n and on cohomology for closed sets X ⊂Ṙ n , are given in Section 3. We begin by recording the following result that follows rather easily from the techniques in [26] . We will provide a detailed proof in Section 5 below. Proposition 1.1. Let Ω ⊂ R n be a bounded domain such that Ω satisfies the ball separation property and that H 1 (Ω) = 0. Then the following conditions are quantitatively equivalent: 1) . Ω is ϕ-diam John; 2) . Ω is ϕ-LC-2; 3). the complementary domain Ω ′ = R n \Ω is homologically (n − 2, ϕ)-bounded turning.
Under the assumption of Proposition 1.1, the condition 2) (or equivalently 3)) implies that not only Ω is ϕ-diam John, but also that quasihyperbolic geodesics starting from the John center are ϕ-diam John curves; see Proposition 6.1 below.
The boundedness assumption on Ω in Proposition 1.1 is not needed if we extend the notion of ϕ-diam John domains to the unbounded case, as in Section 5. Thus Proposition 1.1 can be regarded as a bounded version of the following, slightly more general result. .
The equivalence of 1) and 3) in Proposition 1.2 in the linear case (ϕ(t) = t) actually (under stronger assumptions than ours) can be obtained as a corollary to the main results in [26] . However, some extra (nontrivial) work is necessary because of nonlinearity of ϕ and our weaker assumption of the ball separation property. Moreover, this additional separation property cannot be dropped from Proposition 1.2 as indicated by the following example. 2 , 0 ≤ x ≤ 1 about the y-axis to sweep out a cusp domain in the space (see Figure 1 ).
The duality in Proposition 1.1 is formulated in terms of homological bounded turning, which in general looks apparently weaker than the homotopic bounded turning. On the other hand, when n = 2 and Ω is simply connected, these two concepts are indeed quantitatively equivalent. Thus one could still expect that a stronger form of Theorem 1.2 in terms of homotopic bounded turning could hold, if Ω enjoys a suitable higher dimensional "simply connectedness" assumption. As already mentioned earlier, one natural such kind of assumption would be the Gromov-hyperbolicity with respect to the quasihyperbolic metric. We will refer to these domains as Gromovhyperbolic domains. Somewhat surprisingly, our main result of this paper shows that this expectation is false when n = 3. The definition of a uniform domain is given in Section 2 below. Bounded uniform domains are John domains and quasiconformal images of uniform domains are typical examples of Gromov-hyperbolic domains, see [7] .
Let us shortly comment on the ideas behind the construction of the domain Ω. The starting point for the construction was the question, whether there exists a domain U homeomorphic to a closed ball, which is hlog-(1, C)-inner joinable, but not htop-(1, C)-inner joinable for any C > 0, or, in other words, that, for any a ∈ U and any ball B(a, r) ⊂ R n , every loop contained in U \ B(a, Cr) is homologically trivial in U \ B(a, r), however, for all C there are a ∈ U, r > 0 and a loop γ in U \ B(a, Cr) which is not homotopically trivial in U \ B(a, r). Such γ is then a commutator of loops in U \ B(a, r).
In sufficiently high dimension n, one can easily find a domain U with these properties: let M be a manifold with perfect, non-trivial fundamental group (e.g. let M be the Poincaré sphere). Recall that a group is perfect if its abelianization is trivial, i.e. every element is a commutator. Then M embeds in S k for k sufficiently large, and we may take V to be a small tubular neighborhood of M in S k . We construct U by embedding a countable number of copies V m of V in S k = ∂B k+1 = B and attaching to B along V m a cylinder V m × [0, m], for m = 1, 2, . . .. Then, for any r > 1, U \ B(0, r) consists of a countable number of cylinders over V , which have perfect fundamental groups, and thus every loop in U \ B(0, r) is a commutator. On the other hand, if r > 1 and C > 1, every non-trivial loop in U \ B(0, Cr) is still non-trivial in U \ B(0, r).
In dimension n = 3, however, it is not obvious how to construct a domain U homeomorphic to a ball and such that U \ B, for an Euclidean ball B, has perfect fundamental group. A well known example of a domain with perfect π 1 is the complement of the Alexander's horned sphere ([17, Example 2B.2]), but then it is given as a Euclidean ball minus a set diffeomorphic to a ball, and not the other way around. In fact, as Ian Agol pointed to us in a discussion on MathOverflow [1] , at least one component of U \ B has a non-perfect fundamental group -or all have trivial fundamental groups. Thus in dimension 3 we have to proceed differently. The construction of U mimics the construction of an infinite grope (see e.g. [9, Section 38]), but, since we wish to have in the end a domain, we construct finite gropes and attach a countable number of them to a half-space, just like we could do with cylinders in high dimensions.
Our construction of Theorem 1.4 relies heavily on three dimensional topology, in particular, the close relation of the fundamental group and the first homology group. Thus, this kind of constructions do not generalize easily to higher dimensions (i.e. n ≥ 4). In fact, we do not know whether Theorem 1.2 holds in terms of the homotopic bounded turning assumption when n ≥ 4.
Some of the arguments that we use in the proofs of our results in Section 3 and Section 4 are rather similar to the ones in [24] for the case of ϕ(t) = t. For the convenience of the readers we have included full details even in these cases.
The paper is organized as follows. Section 2 fixes the notation and basic definitions. We introduce the joinability conditions in Section 3 and study their basic properties in Section 4. In Section 5, we prove Proposition 1.1 and show its sharpness in terms of given assumptions. Some remarks on quasihyperbolic geodesics in domains with the ball separation property are given in Section 6. In Section 7, we discuss the relation of homotopic bounded turning and homological bounded turning, and present a basic example to indicate their differences, and in the final section, Section 8, we present our construction of Theorem 1.4.
Notation and Definitions
Notation. The one-point compactification of R n is denoted byṘ n , that isṘ n = R n ∪ {∞}. The closure of a set U ⊂ R n is denoted U and the boundary ∂U. The open ball of radius r > 0 centered at x ∈ R n is denoted by B(x, r) and in the case of the unit ball we omit the centre and the radius, writing B := B(0, 1). The boundary of B(x, r) will be denoted by S(x, r) and in the case of the boundary of the unit ball, by S := S(0, 1). The symbol Ω always refers to a domain, i.e. a connected and open subset of R n . Whenever we write γ(x, y) or γ xy , it refers to a curve or an arc from x to y. For an open or closed set X inṘ n , we denote by H p (X) the reduced singular p-homology group of X and by H p (X) the AlexanderSpanier p-cohomology group, both with coefficients in Z. Occasionally, we shall need the unreduced integral zero-homology and cohomology groups of X, which, following Väisälä ([26]), we denote by H 0 (X) and H 0 (X), recall that if X = ∅, H 0 (X) = H 0 (X) ⊕ Z and H 0 (X) = H 0 (X) ⊕ Z. If a condition P with data v implies a condition P ′ with data v ′ so that v ′ depends only on v, then we say that P implies P ′ quantitatively, and we say that P and P ′ are quantitatively equivalent, if in addition P implies P quantitatively, as well.
Local connectivity.
A set E ⊂Ṙ n is called Linearly Locally Connected (LLC) if there is a constant C ≥ 1 such that (LLC-1) each pair of points in B(x, r) ∩ E can be joined in B(x, Cr) ∩ E, and (LLC-2) each pair of points in E\B(x, Cr) can be joined in E \ B(x, r).
The LLC-condition can be generalized to the non-linear case as follows: a set E ⊂Ṙ n is (ϕ, ψ)-locally connected ((ϕ, ψ)-LC) if (ϕ-LC-1) each pair of points in B(x, r) ∩ E can be joined in B(x, ϕ(r)) ∩ E, and (ψ-LC-2) each pair of points in E\B(x, r) can be joined in E \ B(x, ψ(r)), where ϕ, ψ : [0, ∞) → [0, ∞) are smooth increasing functions such that ϕ(0) = ψ(0) = 0, ϕ(r) ≥ r and ψ(r) ≤ r for all r > 0. Depending on what is meant by joining, one can consider pathwise and continuumwise versions of ϕ-LC-1, ψ-LC-2, and (ϕ, ψ)-LC. If E is locally compact, and locally path-connected, then pathwise connectivity is quantitatively equivalent to continuumwise connectivity (see e.g. [20] ).
Bounded turning. A subset E ⊂Ṙ
n is ϕ-bounded turning if there exists a continuous function ϕ such that each pair of points x, y ∈ E can be joined by a continuum γ in
we recover the so-called C-bounded turning or simply bounded turning sets.
Uniformity. A domain Ω ⊂ R
n is called a uniform domain, if there exists a constant A ≥ 1 such that each pair of points x 1 , x 2 ∈ Ω can be joined by a rectifiable curve γ in Ω for which min
Inner uniformity. A domain Ω ⊂ R n is ϕ-dist (diam, length) inner uniform, if there exists a constant C > 0 such that each pair of points x 1 , x 2 ∈ Ω can be joined by a curve γ in Ω for which
and l(γ), respectively. When ϕ(t) = t, we recover the definition of an inner uniform domain.
Quasihyperbolic metric and quasihyperbolic geodesics. The quasihyperbolic metric
k Ω in a domain Ω R n is defined to be
where the infimum is taken over all rectifiable curves γ in Ω that join x to y and
denotes the quasihyperbolic length of γ in Ω. This metric was introduced by Gehring and Palka in [12] . A curve γ joining x to y for which k Ω -length(γ) = k Ω (x, y) is called a quasihyperbolic geodesic. Quasihyperbolic geodesics joining any two points of a proper subdomain of R n always exist but they need not be unique; see [11, Lemma 1] . Given a pair of points x, y ∈ Ω, we denote by [x, y] a quasihyperbolic geodesic that joins x and y.
Ball separation property.
Let Ω ⊂ R n be a proper domain. We say that Ω satisfies the ball separation property if there exists a constant C > 0 such that for each pair of points x, y ∈ Ω, for each z ∈ [x, y], and for every curve γ in Ω joining x to y it holds that
B Ω (z, Cd(z, ∂Ω)) ∩ γ = ∅, (2.6) where B Ω (z, r) is the ball of radius r > 0 in the intrinsic length metric of Ω, defined as the infimum of the lengths of curves in Ω joining any pair of points.
Basic algebraic topology concepts
In this section, we define a nonlinear variant of the joinability conditions introduced by Väisälä [26] .
be a short sequence of groups and homomorphisms. We say that the sequence is fast if ker(βα) = kerα or, equivalently, ker(βα) ⊂ kerα. Dually, the sequence is slow if im(βα) = imβ or, equivalently, imβ ⊂ im(βα). In particular, the short sequence in (3.1) is fast if α = 0 and slow if β = 0.
Let A ⊂Ṙ n , a ∈ A\{∞}, r > 0 and
is non-decreasing. For each integer p, inclusions induce four sequences (a):
. If the sequence (a) is fast for every a ∈ A\{∞} and r > 0, we say that A is homologically outer
We shall abbreviate the words "homologically" and "cohomologically" by hlog and cohlog, respectively. We say that A is hlog (p, ϕ)-joinable if A is both hlog outer (p, ϕ)-joinable and hlog inner (p, ϕ)-joinable. The concept of cohlog (p, ϕ)-joinability is defined in an analogous way.
The homological joinability properties can be defined more explicitly in terms of cycles and chains. For example, an open set U ⊂ R n is homologically outer (p, ϕ)-joinable if and only if, given a ∈ U and r > 0, a p-cycle in U ∩ B(a, r) bounds in U ∩ B(a, ϕ(r)) whenever it bounds in U.
Note that in the definitions of four (p, ϕ)-joinability properties, one requires the corresponding sequences (a), (b), (c) and (d) to be fast or slow for all a ∈ A\{∞}. Hence, these properties are intrinsic properties of A (referred as absolute joinability). It is often convenient to consider these conditions also for points a outside A and we say that A has one of the four properties in R n (refereed as relative joinability) if the corresponding condition holds for all a ∈ R n . The next lemma shows that the relative joinability is in fact quantitatively equivalent to the absolute joinability; compare with [26 Proof. Let a ∈ R n , r > 0. Writing ϕ ′ (r) = 2ϕ(r) + r, we must show that the sequence
If A ∩ B(a, r) = ∅, the first group is trivial, and, consequently, the sequence is fast. If A ∩ B(a, r) = ∅, choose a point x ∈ A ∩ B(a, r). Now
and we obtain the commutative diagram
Since the lower row is fast, so is the upper row.
Next assume that A is hlog inner (p, ϕ)-joinable and that a ∈ M, r > 0. We must show that the sequence
is fast. If A ∩ B(a, r) = ∅, the sequence is trivially fast since then the second map is the identity.
and we can proceed essentially as in the first case. The cohlog cases are treated by analogous arguments.
The following Metric Duality Theorem is due to Väisälä [26, Theorem 2.7] . (The statement in [26, Theorem 2.7] is written in the case ϕ(t) = ct, but the proof there works for general ϕ without change.)
Theorem 3.2 (Metric Duality Theorem). Suppose that U is an open set inṘ
n and p is an integer with 0 ≤ p ≤ n − 2. Set X =Ṙ n \U and
Note that in the formulation of Theorem 3.2, one uses relative joinability. With the aid of Lemma 3.1, one obtains also the corresponding absolute version of the duality theorem: if U or X is outer or inner (p, ϕ)-joinable, then X or U is inner or outer (q, 2ϕ + id)-joinable.
Basic properties of joinability
In this section, we consider some useful consequences of the non-linear joinability that we have introduced in the previous section. The presentation here is parallel to [26, Section 3] for the linear case.
As in [26] , to simplify terminology, we omit the word "hlog" if A is open inṘ n and the word "cohlog" if A is closed inṘ n . The following theorem was proved in [26 
Points x, y ∈ A can be joined by a path in B whenever they can be joined by a path in X.
A direct application of Lemma 4.2 gives us the following result. • A is hlog outer (0, ϕ)-joinable in R n ; • Every path component of A is pathwise ϕ-LC-1.
The following two conditions are also equivalent:
• A is hlog inner (0, ϕ)-joinable in R n ; • Every path component of A is pathwise ϕ-LC-2.
Recall that two points x and y ∈ A are separated in a topological space T , if x and y belong to different quasi-components of A, that is, A can be written as a disjoint union of two closed set E and F with x in E and y in F . Equivalently, there is a continuous map α : A → {0, 1} with α(x) = 1 and α(y) = 1. 
Moreover, they imply the condition "If points x, y ∈ A are separated in B, then they are separated in X." If X is compact metrizable and if A is closed in X, then all three conditions are equivalent.
Theorem 4.5. Let A ⊂Ṙ n be compact. Then the following two conditions are equivalent:
• A is cohlog outer (0, ϕ)-joinable in R n ; • Every path component of A is continuumwise ϕ-LC-1.
• A is cohlog inner (0, ϕ)-joinable in R n ; • Every path component of A is continuumwise ϕ-LC-2.
Proof. We only prove the first part, since the proof of the second part is similar. Suppose that A is cohlog outer (p, ϕ)-joinable, that C is a component of A and that a ∈ R n , r > 0. Let x, y ∈ C ∩ B(a, r). Then, the sequence
is slow. Since x and y are not separated in A, it follows from Lemma 4.4 that they are not separated in A ∩ B(a, ϕ(r)). Since this set is compact and since the quasicomponents of a compact set are components, there is a component of A∩B(a, ϕ(r)) containing x and y. Hence every component of A is continuumwise ϕ-LC-1.
Conversely, assume that every component of A is continuumwise ϕ-LC-1. Let a ∈ R n and r > 0. It suffices to show that the sequence
is slow. Let x, y ∈ A ∩ B(a, r) be points which are not separated in A. Since A is compact, these points belong to a component C of A. By the ϕ-LC-1 condition, there is a continuum α with {x, y} ⊂ α ⊂ C ∩ B(a, ϕ(r)). Hence x and y are not separated in A ∩ B(a, ϕ(r)). It follows again from Lemma 4.4 that the above sequence is slow and hence the theorem follows.
The following duality theorem in the plane generalizes the corresponding results in the linear case [26, Theorem 3.11] . 
Joinability, bounded turning and John condition
Let Ω be a domain inṘ n . Following [26] , we say that Ω is (p, ϕ)-John if H p (Ω) = 0 and for every p-cycle z bounding in Ω there is a (p+1)-chain g ⊂ Ω such that ∂g = z and d(x, |z|) ≤ ϕ(d(x, ∂Ω)) for all x ∈ |g|. (5.1) As in the classical case, we call the above condition (5.1) the lens condition. It is straightforward to check that bounded (0, ϕ)-John domains are ϕ-diam John, quantitatively.
Let Ω ⊂Ṙ n be a set. If each p-cycle z in Ω bounds a chain g with diam(|g|) ≤ ϕ(diam(|z|)), then Ω is said to be hlog (p, ϕ)-bounded turning, or briefly hlog (p, ϕ)-BT. Note that when ϕ(r) = cr, we recover the definitions of hlog (p, c)-bounded turning. For p = 0, it is easy to see that the definition is equivalent to the usual ϕ-bounded turning.
The next lemma is an easy consequence of the definition of hlog bounded turning.
Lemma 5.1. Let p ∈ N and Ω ⊂Ṙ n be a set such that H p (Ω) = 0. Then the following two conditions are quantitatively equivalent:
• Ω is hlog (p, ϕ)-BT;
• Ω is hlog outer (p, ϕ)-joinable.
Proof. Suppose Ω is hlog (p, ϕ)-BT. Then every p-cycle z in Ω bounds a chain g ⊂ Ω such that diam(|g|) ≤ ϕ(diam(|f |)). This implies that for a ∈ Ω and r > 0, the sequence
2) is fast. Hence by Lemma 3.1, Ω is hlog (p, ϕ ′ )-joinable. Conversely, if (5.2) is fast for all a ∈ Ω and r > 0, then by the assumption H p (Ω) = 0, we deduce that the mapping H p (Ω ∩ B(a, r) ) → H p (Ω ∩ B(a, 2ϕ(r)) ) is zero as a homomorphism. Therefore, Ω is (p, ϕ ′ )-BT. 
The next result can be regarded as a p-dimensional version of the fact that ϕ-diam John domains are ϕ-LC-2, quantitatively.
Proof. Let a ∈ R n and r > 0. Let z be a p-cycle in U\B(a, 2ϕ(r) + r) bounding in U. We need to show that z bounds in U\B(a, r). Since U is (p, ϕ)-John, z = ∂g for some (p + 1)-chain g satisfying the lens condition in U. If |g| ∩ B(a, r) = ∅, there is nothing to prove. In the opposite case, we fix a point x ∈ |g| ∩ B(a, r). Now c we see that z bounds in U\B(a, r).
As a particular consequence of Theorem 5.3, we infer that ϕ-diam John domains U in R n are ϕ-LC-2, quantitatively. Proof. Based on Theorem 5.3, it suffices to show that if Ω is ϕ-LC-2, then it is (0, ψ)-John for some ψ that is quantitatively equivalent to ϕ, i.e., there exists some positive constant C such that ψ(t) = ϕ(Ct) for all t > 0. We first claim that for each pair of points x, y ∈ Ω, there exists a quasihyperbolic geodesic γ that joins x and y with the property that either γ zx or γ zy is contained in B z, ψ d(z, ∂Ω) (
for all z ∈ γ with ψ = ϕ(Ct), where C is the constant from the ball separation property. Indeed, if (5.3) fails for some z ∈ γ, then there exists x 0 ∈ γ zx and y ∈ γ zy such that x and y are outside the ball B z, ψ d(z, ∂Ω) . Then, by the ϕ-LC-2 condition, they can be joined outside B(z, Cd(z, ∂Ω)), which contradicts the fact that Ω satisfies the ball separation property with constant C. Thus (5.3) holds for all z ∈ γ, and consequently, Ω is (0,ψ)-John.
Proof of Proposition 1.2. Proposition 1.2 follows from Proposition 5.4 and Proposition 5.5 upon noticing that for a domain in R n , Ω is ϕ-LC-2 if and only if, quantitatively, Ω is ϕ-LC-2.
We also point out the following characterization of John domains in three dimension, which is essentially due to Väisälä [26] . 
, Ω being hlog (1, c)-inner joinable is quantitatively equivalent to the condition that Ω
′ is LLC-1 and Ω being LLC-2 is quantitatively equivalent to being outer (1, c)-joinable, which is further equivalent to being hlog (1, c)-bounded turning by Lemma 5.1. Thus the claim follows.
Quasihyperbolic geodesics in domains with ball separation property
Recall that from Proposition 5.5, we know that if Ω ⊂ R n is a bounded domain with the ball separation property and if Ω is ϕ-LC-2, then Ω is a ϕ-diam John domain with a center point x 0 . Moreover, the proof implies that quasihyperbolic geodesics starting from x 0 are ϕ-diam John curves. We formulate this result as a separate proposition below. 
The bounded example
Let p ∈ N, ϕ : [0, ∞) → [0, ∞) be a homeomorphism, and Ω ⊂Ṙ n be a domain. If every map f : S p → Ω has an extension g :
then Ω is said to be htop (p, ϕ)-bounded turning, or briefly htop (p, ϕ)-BT. Equivalently, Ω is htop (p, ϕ)-bounded turning if π p (Ω) = 0 and the sequence
is fast. Here π p denotes the p-th order homotopy group (see e.g. [17, 25] 
for the definition). As always, Ω is htop (p, C)-bounded turning if it is htop (p, ϕ)-bounded
turning with ϕ(r) = Cr. Similarly, we can define htop inner joinability as in the homology case (simply replacing H p with π p ).
Next, we construct a bounded domain Ω ⊂ R 3 , topologically equivalent to an open ball, that is hlog (1, C)-bounded turning for some C > 1, but not htop (1, C)-bounded turning for any C > 1.
7.
1. An infinite mushroom -construction. The starting point of our construction is a pinched torus, i.e., a torus with a disk cut out.
Since we are interested in constructing a domain, not a surface, we use a 'thickened' torus, i.e. a tubular neighborhood of the torus surface. The thickness of the torus is uniform, and equal to 10 −3 of the diameter of the whole torus. In the next step, we glue (thickened) disks along the loops α and β, see Figure  3 . The resulting set has trivial fundamental group and it is homeomorphic (and diffemorphic, if we keep the boundary smooth) to a unit ball. This can be easily visualized if we (diffeomorphically) thicken the disks plugging the loops α and β so that they almost fill the torus, see Figure 4 . Note also that if we plugged only alpha with a thickened disk, we would obtain a set diffeomorphic to a filled torus.
Note that if the tentacles are cut off at some level, the resulting set is again (diffeomorphic to) a pinched torus from Figure 2 .
We extend the tentacles further down, cut off the one representing the β loop, and attach a pinched torus to it. In the resulting space, the loop β, seen on Figure  6 as the cut in the larger tentacle, becomes a commutator of the two loops in the attached pinched torus.
Next, we extend another two tentacles from the disks glued into the smaller pinched torus (see Figure 8) , then, we iterate the construction. Of the two loops generating the fundamental group of the pinched torus attached at stage k, one (α k ) is filled with a disk, extended to a tentacle, the other (β k ) -with a pinched torus. If fixed -it has to decrease with subsequent stages of the construction, but we keep the thickness in parts modified at stage k comparable to 10 −3 of the diameter of the pinched torus attached at stage k.
Note that at each stage we attach along β k a pinched torus with both loops filled with disks, i.e. a space diffeomorphic to a ball, or, equivalently, to a thickened disk, which shows that the k + 1-st stage of our construction is diffeomorphic to the k-th stage, and, by induction, to the first stage -to a pinched torus with both loops plugged with thickened disks, i.e. to a space diffeomorphic to a ball.
The resulting set M ∞ , to which we shall refer as the infinite mushroom, is presented in Figure 9 .
Denote the limit point of M ∞ by z. At each point y ∈ M ∞ the thickness of the mushroom, the size of the stage of construction and the distance to z are comparable. Assume we have a ball B = B(x, r) centered at x = z such that B ∩ M ∞ = ∅. We either have B ⊂⊂ intM ∞ (and then the fundamental group of M ∞ \ B is the same as that of M ∞ ), or the diameter of B is greater than the thickness of M ∞ at points where B cuts M ∞ . Then, if k-th stage of M ∞ is the earliest stage cut by B, the inflated ball 10 4 B = B(x, 10 4 r) contains all the stages of M ∞ from (k − 2)-th up. Let (r i ) be the sequence of radii such that r k r k+2 = c 0 << 100 for all k and that the sphere S(z, r k ) separates stage k of M from stages (k +1), (k +2), . . . (see Figure 10) .
The set S 1 = M ∞ \ B(z, r 1 ) is homeomorphic to a pinched torus plus a thick cylinder obtained from a dissected tentacle. Therefore, any loop in S 1 is generated by α 1 , β 1 and α 2 . However, in S 3 = M ∞ \ B(z, r 3 ), the loops α 1 and α 2 are contractible, and the loop β 1 binds a pinched torus attached at stage 2 of our construction, thus it becomes a commutator (up to orientation, β 1 = [β 2 , α 2 ]). Therefore, the inclusion map S 1 i 1 ֒− → S 3 induces a zero mapping on the first homology group. The same phenomenon holds for any inclusion M ∞ \ B(z, r k ) z, r k+2 ) . Note also that the infinite mushroom M ∞ is contractible (it is homeomorphic to a thick cylinder that thins to a single point at the center, or, more precisely, to a closed ball minus a double open cone). Thus the sequence
Since the ratio r k /r k+2 is constant and much less than 100, we have that for any r > 0 the sequence
is fast. By earlier remarks, the sequence
for any x ∈ R n and r > 0, is fast, as well. On the other hand, the sequence analogous to (7.2) in the first homotopy groups
is not fast at all -the loop β 1 is not contractible in M ∞ \ B(z, r k ) for any k.
Finite mushrooms.
The problem with M ∞ is that it is not a domain, and its interior does not have the above property, since it is not contractible -and neither the homology sequence (7.2), nor the homology sequence (7.4) is fast with intM ∞ in place of M ∞ .
To overcome this difficulty, we observe that if, instead of constructing an infinite mushroom M ∞ , we stop at some finite stage M k (e.g. M 2 depicted in Figure 8) , we obtain, as we observed before, a set diffeomorphic to a ball, with closure diffeomorphic to a closed ball, which is both hlog and htop inner (1, C)-joinable, but the higher k, the higher is the constant C in htop inner (1, C)-joinability. This comes from the fact that for balls B(z, r) centered at the limit point of the infinite mushroom M ∞ , there is no difference between M ∞ \ B(z, r) and M k \ B(z, r), unless r is sufficiently small. Thus the sequence
is fast only if r < r k (and the ratio r 1 /r k tends to infinity). At the same time the analogous sequences for homology grups are fast, because, as before, the inclusion maps induce zero maps on homology.
These observations are now valid also for the interiors of the mushrooms M k and are independent of scaling. Figure 11 . Finite mushrooms, to be planted on a ball 7.3. Mushrooms on a ball. Our example Ω of a bounded domain in R 3 , which is hlog inner (1, C)-joinable for C > 10
4 , but not htop inner (1, C)-joinable for any C > 0 will consist of an open ball B, with an infinite countable family of finite mushrooms M k attached to it. We attach the mushrooms sufficiently far away from each other: the distance between any two mushrooms is more than twice the size of the larger of these two. This can be obtained by attaching not the original mushrooms M k , but their sufficiently small copies: M k rescaled by a factor λ k (we shall refer to this smaller copy of M k as to λ k M k . This is to ensure that if any ball B(x, r) cuts two different mushrooms, then B(x, 2r) contains both mushrooms -and thus any loop in Ω \ B(x, 2r) lies outside these two mushrooms and thus it is contractible outside B(x, r)).
Then, there is no uniform constant C such that Ω is htop inner (1, C)-joinable, since for any C we can find k such that r 1 /r k > C -and then, for the ball B = B(z, r) of radius r = λ k+1 r k , centered at the limit point z of the mushroom λ k+1 M k+1 the sequence
is not fast.
At the same time, by the same arguments as for the infinite mushroom M ∞ , Ω is hlog inner (1, C)-joinable for C > 10 4 . We can also deduce this fact via the metric duality theorem as follows: by Theorem 4.6 and Theorem 4.5, Ω is hlog inner (1, C)-joinable if and only if quantitatively its complementary is C 1 -LLC-1. In our case, it is clear thatṘ n \Ω is 10 4 -LLC-1. Note that each of the finite mushrooms M k is diffeomorphic to a ball, and by taking that ball sufficiently small, we may assure that the diffeomorphism has small derivative. Therefore, Ω is homeomorphic to an open ball, and the homeomorphism is differentiable (in particular, it is Lipschitz). The inverse homeomorphism, however, is not differentiable.
The unbounded example
In this section, we give the explicit construction of the example in Theorem 1.4. The basic idea behind that example is quite similar to the bounded example in the previous section, except that this time, we break the htop outer joinability. 12 (as in the case of mushrooms, the trumpet is an open tubular neighborhood of the contractible surface that one sees on the picture). Every k-trumpet is diffeomorphic to the mushroom M k , and thus is diffeomorphic to an open ball, and its closure is diffeomophic to a closed ball. It also shares the crucial property of the mushroom: any loop that is contained in the first ℓ stages of construction becomes homologically trivial (i.e. either contractible, or a commutator) when considered as a loop in the first ℓ + 2 stages.
Assume the last, trivial stage of the k-trumpet T k (the "mouthpiece") is contained in {−1 < x 1 < 0}. Then, denoting by L ℓ the half-space {(x 1 , . . . , x n ) ∈ R n : x 1 ≤ ℓ} we have that the inclusion mapping
induces a zero mapping in the first homology group, thus the sequence
is fast. At the same time, the sequence
is not fast as long as ℓ ∈ [−k, −3] -this is exactly the same phenomenon as in the case of a finite mushroom. Indeed, to each k-trumpet we can associate the loop γ of the pinched torus in the first stage of the construction (c.f. loop [α, β] in Figure  2 ). Then γ is not contractible in T k ∩ L ℓ for any ℓ ≤ −1.
Trumpet wall.
To construct our infinite example U, we attach an infinite countable family of trumpets T k to a vertical wall (i.e. the half-space {(x 1 , . . . , x n ) : x 1 > 0}), assuming again that the trumpets are far apart from each other: the distance between any two is at least twenty times the size of the larger one. It is clear that the complementary domain Ω =Ṙ n \U is a (0, C)-John domain and it satisfies the ball separation property (recall definition from Section 5). Every ktrumpet is diffeomorphic to a ball and its closure is diffeomorphic to a closed ball, thus, Ω satisfies the conditions 1) and 2) in Example 1.4, since it is, essentially, a half-space with some (sets diffeomorphic to) balls nicely attached, each away from the other ones.
We next show that the trumpet wall U is an example of a domain which is homologically (1, C)-bounded turning for some positive constant C > 1, but not homotopically (1, C)-bounded turning for any C > 1.
To see that it is not htop (1, C)-BT for any given C > 1, it suffices to consider the γ loops of different trumpets in the trumpet wall. Each of these loops is contractible (i.e. it binds a disk in U), but such a disk has to reach the wall, and thus its diameter is as large as the diameter of the whole trumpet. Since we have trumpets of arbitrary length, U is not htop (1, C)-BT for any given constant C > 1.
To see that it is hlog (1, C)-bounded turning for some constant C > 1, let us assume γ is a loop in U.
If γ passes through more than one trumpet, then the ball B centered at some point of it, of radius equal to diam(γ), contains all the trumpets that γ intersects (thanks to the fact that the distances between trumpets are at least twice their sizes) and the loop γ is contractible in U ∩ B (and thus it bounds a disk of diameter comparable with diam(γ)).
Assume now that γ is contained in a single trumpet. Then we have two possible cases:
• γ has very small diameter -less than the thickness of the trumpet. Then it binds a small disk of comparable diameter (recall that a trumpet is diffeomorphic and bi-Lipschitz equivalent to a ball, or if one prefers, thick cylinder plugged at one end, along which end it is attached to the half-space).
• γ has diameter comparable or much larger than the size of a single stage of the trumpet. Let T denote the sum of stages of the trumpet intersected by γ. FormT by adding to T two more stages of the trumpet towards the wall (add one or none if T already contains last-but-one or the last stage of the trumpet towards the wall). ThenT has diameter comparable with T , thus comparable with diam(γ) and γ is homologicaly trivial inT (it is a boundary inT ). Thus we conclude that U is hlog (1, C)-bounded turning with C > 100. Alternatively, we can also conclude U being hlog (1, C)-bounded turning by noticing thaṫ R n \U is C-LLC-2 with some absolute constant C > 100.
8.3.
Uniformity. Finally, we show that Ω is an A-uniform domain for some constant A ≥ 1. For this, it suffices to show that for each pair of points x, y ∈ Ω, we may find an A-uniform curve γ xy in Ω joining x and y. Before turning to the rigorous proof, let us briefly point out the difficulty in finding a uniform curve between the points x and y. If the points are sufficiently close to each other (say very close in a small neighborhood of the same trumpet), then by our construction of trumpet, we know that (away from the hyperplane) it consists of self-similar "mushrooms", each of which is a Lipschitz domain, in particular an A-uniform domain, and so we may connect them by a A-uniform curve. If the points are very far away from each other (say stay in neighborhoods of different trumpets), then it is not difficult to connect them by curves with property (2.2). Moreover, since the distance between each two trumpets is at least twenty times the size of the larger one, it is easy to adjust the corresponding curve so that it also satisfies (2.3). Thus, the essential difficulty lies in the case when these two points stay in the same neighborhood of some trumpet but are not so close to each other. This would correspond to Case 2 below. We will call the two intersecting faces horizontal faces and the four other faces vertical faces of C i k . For each k there are i k = k −2 such neighbourhoods which cover the "middle portion" of the trumpet T k . We also define a cubical neighbourhood C 0 k which has one of its faces lying in ∂H 3 and the opposite face intersecting the mouth 
and notice that T k ⊂ U k . We consider the following cases.
Case 1: x, y ∈ U k for some k ∈ N and |x − y| < 10 −3 . In this case, we assign to the pair (x, y) any one of the C i k such that x, y ∈ C i k and obtain an A-uniform curve γ xy joining x and y in C i k ∩ Ω. Case 2: x, y ∈ U k and |x − y| ≥ 10 −3 . In this case, we may assume that {x, y} ⊂ C midpoint of the line segment joining x ′′ and y ′′ ; of diameter |x ′′ − y ′′ | and lying in the plane that is normal to the plane coinciding with J i and intersecting it along the line containing x ′′ and y ′′ . We denote by γ xy the curve joining x and y obtained by concatenation of the curves γ x , γ x ′′ y ′′ and γ y ; see Figure 17 . It is clear that l(γ xy ) ≤ A|x − y| for some absolute constant A ≥ 1. Furthermore, it also follows from our construction that γ xy satisfies (2.2) for a suitable constant A ≥ 1 and thus it is an A-uniform curve joining x and y.
In the case when either x / ∈ B i k or y / ∈ B j k , we denote by x ′′ (resepectively y ′′ ) the normal projection of x (respectively y) in the plane coinciding with J i and choose a similar half-circle passing through x ′′ and y ′′ and then obtain a curve γ xy by concatenation of the corresponding curves. It is straightforward to check as in the previous case that γ xy is an A-uniform curve for some absolute constant A ≥ 1.
Case 3: x, y ∈ Ω\ ∪ k U k . In this case, observe that Ω\∪ k U k is an A-uniform domain (indeed even a Lipschitz domain) for some large enough constant A and that an A-uniform curve joining x and y in Ω\ ∪ k U k is also an A-uniform curve joining x and y in Ω.
Case 4: x ∈ U i and y ∈ U j , i = j, or x ∈ U i for some i and y / ∈ U j for any j. In this case, the required A-uniform curve joining x and y can be obtained by arguing as in Case 2 and concatenating the corresponding uniform curves. We leave the details to the interested readers.
