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1. INTRODUCTION 1
Abstract
We present a general procedure, based on the Holstein-Herring method, for calculating exactly the
leading term in the exponentially small exchange energy splitting between two asymptotically de-
generate states of a diatomic molecule or molecular ion. The general formulas we have derived are
shown to reduce correctly to the previously known exact results for the specific cases of the lowest Σ
and Π states of H+2 . We then apply our general formulas to calculate the exchange energy splittings
between the lowest states of the diatomic alkali cations K+2 , Rb
+
2 , and Cs
+
2 , which are isovalent to
H+2 . Our results are found to be in very good agreement with the best available experimental data
and ab initio calculations.
1 Introduction
The exchange energy splitting ∆E between asymptotically degenerate electronic states of molecules
is very difficult to calculate accurately by conventional variational methods, since it vanishes ex-
ponentially with the internuclear distance R and consequently can easily be much smaller than the
errors caused by the use of a finite basis set. Yet, the accurate calculation of exchange energy split-
tings is of great importance in the theories of molecular binding and of magnetism. The exchange
energy splittings also play a crucial role in charge exchange processes in stellar and atmospheric
physics. For example, the exchange effects in molecules such as oxygen O2, nitrogen N2, and ozone
O3 are of interest in a number of processes [1]. Recently, investigations of photo-association of cold
alkali atoms have required accurate benchmark values for the exchange energies of these diatomic
systems [2].
In 1952 Holstein [3, (a)] showed that in the case of the hydrogenic molecular cation H+2 , the ex-
change energy splitting ∆E = ~ω, where ω is the frequency of tunneling between the two symmet-
ric potential wells, could be calculated from the current flowing across the mid-plane M between
the two identical nuclei A and B. If Ψg and Ψu are respectively the gerade and ungerade electronic
wavefunctions, then
∆E = − 2
∫
M
ΨA∇ΨA · dS
1− 2 ∫right Ψ2A dV , (1)
where ΨA = (Ψg + Ψu)/
√
2 is the localized atomic-like wave function concentrated near nucleus
A, dS is a differential surface element of the mid-plane M, and the integral in the denominator is
a volume integration over the half-space containing nucleus B. Herring argued that the localized
function ΨA could be replaced by an approximation χA, i.e. the solution of the H+2 problem in
a space that excludes a small sphere centered on nucleus B [3, (c)]. This function χA could be
written as the product of the (unperturbed) ground state wave function ψ0(r1) of the hydrogen
atom and a function gA(r1), where r1 is the distance between the electron and nucleus A. This is
often designated as the Herring function and hence equation (1) is generally known as the Holstein-
Herring (HH) formula.
The volume integral over the semi-infinite space on the right of the mid-planeM in the denominator
of eq. (1) decreases exponentially with R at the same rate as the numerator. In other words, if to
leading order the numerator is of the order e−cR, then the denominator has the form 1 − O(e−cR).
Thus when the internuclear distance R is sufficiently large, the denominator can be taken as unity
and the surface integral term in the numerator is a good asymptotic approximation to the exchange
energy splitting.
The Holstein-Herring method had limited applications until in 1990 Tang, Toennies, and Yiu [4, (a)]
2showed that in the Holstein-Herring formula one could replace the exact localized wave function
ΨA with the solution of the unsymmetrized Rayleigh-Schro¨dinger perturbative equation to calculate
the leading terms in the ground-state exchange energy splitting of H+2 . Specifically, Tang, Toennies
and Yiu [4, (b)] used the leading terms of an expansion in powers of R−1 of the polarization wave
function ΦA(λ) obtained by solving the perturbation equation[(
−1
2
∇2 − 1
rA
)
+ λ
(
1
R
− 1
rB
)]
ΦA(λ) = ǫA(λ)ΦA(λ) ,
where λ is an ordering parameter which equals unity for H+2 . Expanding ǫA and ΦA as Taylor series
in powers of λ about λ = 0 yields
ǫpA(λ) =
∞∑
i=0
1
i!
∂iǫA(λ)
∂λi
∣∣∣∣
λ=0
λi
ΦpA(λ) =
∞∑
i=0
1
i!
∂iΦA(λ)
∂λi
∣∣∣∣
λ=0
λi
Insertion of these expansions truncated at order λN into the surface term of the Holstein-Herring
(HH) formula (1) indeed yields the desired coefficients ai of (2) in the limit N → ∞, although
for any finite R the polarization expansion converges as N → ∞ to a symmetric function for
which the integrand in the Holstein-Herring formula is identically zero! The paradoxical conver-
gence properties of this procedure were subsequently elucidated by Scott, Babb, Dalgarno, and
Morgan [5–7], who proved that ΨA can be a “polarized” wave function, i.e. an atomic wave func-
tion localized at a particular nucleus but perturbed by the other nuclear center, and consequently
without either gerade or ungerade symmetry, but (1) could nonetheless be used to generate the cor-
rect asymptotic series expansions for the exchange energies. Thanks to the work of Morgan and
Simon [8], we know that the true localized wave function ΨA = (Ψg +Ψu)/
√
2 has an asymptotic
expansion Φ1/RA in powers of R−1 about atom A, which is distinct from the infinite polarization
expansion ΦpA of the wave function, and has very different convergence properties: whereas the
1/R expansion is asymptotic and in general divergent for any finite R, the polarization expansion
is usually convergent for sufficiently small λ, and for simple enough systems it may converge for
finite R even for λ = 1. With this understanding and the realization that these findings involved a
general underlying property [5], it was realized that the Holstein-Herring method was applicable to
many-electron systems.
The subsequent developments of this procedure for estimating exchange energies by Tang and Toen-
nies and their co-workers, and their numerical calculations of exchange energy splittings for sev-
eral diatomic and triatomic molecules and molecular ions (see for example the most recent work
in [4, (e)] and references therein), illustrate the need for more general analytical solutions and care-
ful numerical analysis. The exchange energy splitting has an asymptotic series expansion, which
can be written in the general form:
∆E = e−cR Rb
[
a0 +
a1
R
+
a2
R2
+ . . .
]
+O(e−dR), (2)
where the exponential parameters c and d are state-dependent positive numbers related to the ion-
ization potentials with c < d, the power b is a state-dependent real number, and the ai are state-
dependent real coefficients. In such a situation, assuming that c and b are accurately known, it is
vital to determine the leading coefficient a0 as accurately as possible long before one needs to worry
about the precise value of a1, and the same applies to each ith coefficient ai in relation to ai+1.
In principle, any bound state of a homonuclear diatomic molecule has a unique 1/R-expansion
which can be used to compute the exchange energy splitting between a pair of asymptotically degen-
erate molecular electronic states, but in practice complications can arise. The desired coefficients
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ai cannot be obtained exactly in this way; rather, each coefficient is best represented as the sum of
a sequence of rational numbers, and in general, this sequence is infinite. Thus the 1/R-expansion
can at best yield numerical approximations of these coefficients of greatly decreasing accuracy as
i increases. This has been confirmed with computer algebra in the case of H+2 . Convergence was
found to be slow: even a 1/R-expansion carried out to hundreds of terms, yielding a good value
of a0, yielded at best a moderately good approximation for a1 and a hopelessly inaccurate value
for a2. This can be readily demonstrated by an application of computer algebra on the known 1/R
expansion [8]. A method which can focus successively on the natural hierarchy of coefficients ai
is far more desirable. Thus, we aim for a formulation that gives the leading term as accurately as
possible, subject to further refinement of the formulation for the higher-order coefficients.
The past results obtained for H+2 can be generalized to more complicated diatomic systems. As a
first generalization we consider a one-active-electron diatomic molecular ion, with a single electron
shared by two identical nuclear charges, each surrounded by tightly bound core electrons, whose
effect on the shared electron can be modeled using effective single-particle pseudopotentials. Thus,
one has a singly-charged cation interacting with a neutral atom.
As a first step, we present a general formulation for this ion-atom case. Our present derivation is
designed to identify carefully the pairwise exchange processes for more general situations, since this
work is intended as the first of a series of articles on the calculation of exchange energies based on
the Holstein-Herring method. In a future work, we shall present a straightforward generalization of
this formulation to the two-active electron case. We will then be equipped to treat a number of cases
including the 4-active electron case of Ca2, which can be formally decomposed into combinations
of 2-active electron formulations.
The analytical solutions presented here involve accurate results expressed in terms of asymptotic
expansions. These provide us with an accurate benchmark for numerical analysis. The mathemat-
ical details in the derivations of these solutions are shown in the work of [9] and we present the
resulting solutions here. The results are then tested on a number of diatomic alkali cations M+2
isovalent to H+2 , in particular K
+
2 , Rb
+
2 , Cs
+
2 and compared to those resulting from our recent ab
initio calculations [10–12]. Concluding remarks are made at the end.
2 General Formulation for a Diatomic Molecular Ion with One Active
Electron
2.1 Coordinate Systems
We have chosen the following definitions. Let the internuclear axis joining nuclei A and B coin-
cide with the z-axis, with the origin of the coordinate system located at the midpoint between the
nuclei. Then nucleus A has Cartesian coordinates (0, 0,−R/2), nucleus B has Cartesian coordi-
nates (0, 0, R/2), the internuclear distance is given by AB = R, and the electron has Cartesian
coordinates e1[x1, y1, z1]. We assume that the electron 1 is in the neighborhood of atom A before
exchange, i.e. (A, e) + B and is in the neighborhood of atom B after exchange exchange, i.e.
A + (B, e). In the following notation, the primed index is always related to the situation “after
exchange”. Let us define:
Ae1 = r1 before exchange
Be1 = r
′
1 after exchange
4Besides the Cartesian coordinates x, y , z, we also use:
• Spherical coordinates: r, θ , φ (r ≥ 0, 0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π);
• Cylindrical coordinates: ρ, φ, z and
• Prolate spheroidal coordinates: ξ, η, φ (1 ≤ ξ ≤ ∞,−1 ≤ η ≤ 1)
ξ =
1
R
(r1 + r
′
1) η =
1
R
(r1 − r′1) (3)
where r1 and r′1 are greater than zero.
These four coordinate systems are related by the well-known formulas:
x = r sin θ cosφ = ρ cosφ =
R
2
(
(ξ2 − 1)(1 − η2)) 12 cosφ
y = r sin θ sinφ = ρ sinφ =
R
2
(
(ξ2 − 1)(1 − η2)) 12 sinφ
z = r cos θ
Thus, the squares of the linear coordinates obey
ρ2 = x2 + y2 = r2 sin2 θ r2 = ρ2 + z2 (4)
and we also have:
r21 = ρ
2
1 + (z1 +R/2)
2 r′
2
1 = ρ
2
1 + (z1 −R/2)2 (5)
where z1 is equal to the projection of Oe1 onto the z-axis. Consequently:
∂r1
∂z1
= 2
∂r1
∂R
and ∂r
′
1
∂z1
= −2 ∂r
′
1
∂R
(6)
In the following, we consider the wave functions ΨI(1) = ΨI(r1) and ΨII(1) = ΨII(r′1). For
e1 before exchange:
cos θ1 =
z1 +R/2[
ρ21 +
(
z1 +
R
2
)2]12
For e1 after exchange:
cos θ′1 =
z1 −R/2[
ρ21 +
(
z1 − R2
)2]12
which gives:
∂ cos θ1
∂z1
= 2
∂ cos θ1
∂R
and ∂ cos θ
′
1
∂z1
= −2 ∂ cos θ
′
1
∂R
(7)
We also have:
cos θ1 =
z1 +R/2
r1
sin θ1 =
ρ1
r1
, (8)
cos θ′1 =
z1 −R/2
r′1
sin θ′1 =
ρ1
r′1
.
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2.2 Wave Functions
In the general case of one-active-electron systems, such as diatomic alkali cations M+2 isovalent
to H+2 , the atomic wave functions are expressed as linear combinations of unperturbed Slater-type
functions φA and φ′B . They are corrected by a polarization term χ(r) and are written as:
ΨI(1) = χ1(r)
∑
A
φA(1) P
mA
ℓA
(cos θ1) exp(imA φ1) ,
Ψ′II(1) = χ2(r)
∑
B
φ′B(1) P
mB
ℓ′B
(cos θ′1) exp(im
′
B φ
′
1) , (9)
with
φA(1) = AA rγA1 exp(−αAr1)
φ′B(1) = BB r′δ
′
B
1 exp(−β′B r′1)
where {ℓA,mA} and {ℓ′B ,m′B} are the usual atomic quantum numbers, and {AA, γA, αA} and
{BB , δ′B , β′B} are known parameters characterizing the radial parts of the atomic wave functions.
They can be derived from the solution of the one-active-electron Schro¨dinger wave equation for the
atom under consideration.
The correction functions χ1 and χ2 introduced by Chibisov and Janev are given by equations (2.24)
and (2.28) of their article [13]. In the limit where the internuclear distance R becomes very large,
the following forms are used:
χ1 =
(
R
Z2
)g2
exp[−g2(Z1
R
)] (10)
χ2 =
(
R
Z1
)g1
exp[−g1(Z2
R
)]
where Z1 is the length of the projection of Ae onto the z-axis and Z2 is the length of the projection
of Be onto the z-axis, and hence R = Z1 + Z2. Also g1 = 1/αA and g2 = 1/β′B . These are
the expressions of the functions χ1 and χ2 given by Chibisov and Janev in equation (2.62) of their
work [13]. In the case of g1 = g2 = 1 (i.e. αA = β′B = 1), the above corresponds to the large R
limit of the Herring function for H+2 [3, (c), eq. (23)].
Note that for hydrogenic systems, we have the inequalities:
γi ≥ ℓi ≥ mi δ′i ≥ ℓ′i ≥ mi
We further assume that the angles φi remained unchanged: φi = φ′i where i = 1, 2, so that1:
ΨI(1) =
∑
A
Ψ¯I exp(imA φ1) (11)
ΨII(1) =
∑
B
Ψ¯II exp(im
′
B φ1) .
In view of (6) and (7) (and e.g. our treatment which formally considers that x1, y1 and ρ1 are
independent of R and z1 so that only the functional dependence of the wave function on z1 =
R cos θ1 need be considered), we obtain for the partial derivatives of the wavefunctions:
∂ΨI(1)
∂z1
= 2
∂ΨI(1)
∂R
and ∂ΨII(1)
∂z1
= −2 ∂ΨII(1)
∂R
(12)
1Note that ΨI means ΨIA and ΨII means ΨIIB , but we drop the A and B to avoid unnecessarily complicated
symbolism in our formulas.
62.3 Exchange Integral
In Cartesian coordinates {x, y, z}, where z is on the internuclear axis with the origin at the midpoint,
the numerator of Eq. (1) can now be written as [14]:
I =
∫
∞
−∞
∫
∞
−∞
dx1 dy1
[
Ψ′II
∗
(1)
∂ΨI(1)
∂z1
−Ψ∗I(1)
∂Ψ′II(1)
∂z1
]
z1=0
. (13)
Using eqs. (11) and (12), the integrand,
I = Ψ′II∗(1)∂Ψ1(1)
∂z1
−Ψ∗I(1)
∂Ψ′II(1)
∂z1
is rewritten as:
I = 2
∑ ∂
∂R
[
Ψ¯I(1) Ψ¯
′
II
]
cos[(mA −m′B)φ1] (14)
Following the conventions employed in the classic texts of Arfken [15], and Abramowitz and Stegun
[16] for defining the associated Legendre polynomials Pmℓ and the spherical harmonics Y mℓ , we
have the following expansion:
Pmℓ (cos θ) =
ℓ−m∑
k=0
Pk(ℓ,m)(cos θ)k(sin θ)m (15)
with ℓ ≥ m ≥ 0 and
Pk(ℓ,m) = (−1)(ℓ−m−k)/2δ(ℓ −m− k, even) (ℓ+m+ k)!
2ℓk!
(
ℓ−m−k
2
)
!
(
ℓ+m+k
2
)
!
After setting z1 = 0, and consequently r1 = r′1, we obtain
χ1 =
(
1 +
2
R
r1
)g2
exp[−g2(Z1
R
)]
χ2 = exp[−g1(Z2
R
)] (16)
and
I = 2
∑
AB
AA BB ∂
∂R
∫
∞
−∞
∫
∞
−∞
dx1dy1


∑
ki=0
(−1)k3(R/2)k1+k3
×rγA−k1−mA+δ′B−k3−m′B1 ρmA+m
′
B
1 exp([−(αA + β′B) r1)]
× cos[(mA −m′B)φ1] Pk1(ℓA,mA) Pk3(ℓ′B ,m′B)
×
(
1 +
2
R
r1
)g1+g2
exp[− 1
R
(g1 + g2)r1]
}
(17)
with 0 ≤ k1 ≤ ℓA −mA and 0 ≤ k3 ≤ ℓ′B −m′B .
2.4 Final Expression for the Exchange Integral
Transforming from Cartesian coordinates to cylindrical coordinates, we have:∫
∞
−∞
∫
∞
−∞
dx1dy1 →
∫
∞
0
ρ1dρ1
∫ 2π
0
dφ1
ACTIVE ELECTRON 7
For the integration of I over φ1, we use the relation:∫ 2π
0
dφ1 cos[(mA −m′B)φ1] = πc(mA −m′B) (18)
with
c(mA −m′B) = 2δ(mA −m′B) .
Thus, we have only one non-zero value, namely the particular case where mA − m′B = 0 and
c = 2. Combining eqs. (15), (8) and (18), the exchange integral becomes:
I = π
∑
AB
AA B′B c(mA −m′B)
∑
ki=0
(−1)k3
(
R
2
)k1+k3
(19)
× Pk1(ℓA,mA) Pk3(ℓ′B ,m′B) I2(R)
After the change of variable
y =
(
ρ21 +
R2
4
)1/2
(20)
dρ1
2 = 2y dy ,
I2(R) is given by the following integral [14]:
I2(R) = 2
∫
∞
R/2
dy yτ1+1
(
y2 − R
2
4
)M
1
(
1 +
2y
R
)g
B(y)
× exp
[
−
(
αA + β
′
B +
1
R
(g1 + g2)
)
y
]
, (21)
with
B(y) =
1
R
(k1 + k3) + τ1
R
4y2
− (αA + β′B)
R
4y
+ (g1 + g2)
(
y
R2
+
1
4y
− 1
R
)
. (22)
This can be rewritten as:
B(y) =
1∑
j=−2
bjy
j , (23)
where
b−2 = τ1
R
4
; b−1 = − (αA + β′B)
R
4
+
g
4
; (24)
b0 =
1
R
(k1 + k3)−
g
R
; b1 =
g
R2
.
The accumulated list of parameters is:
g = g1 + g2
2M1 = mA +m
′
B ,
0 ≤ k1 ≤ ℓA −mA , 0 ≤ k3 ≤ ℓ′B −m′B ,
τ1 = γA + δ
′
B − k1 − k3 − 2M1 ,
g1 = 1/β
′
B , g2 = 1/αA .
(25)
These are determined from atomic wave functions and physical/chemical modeling.2 The basic
surface integral I2(R) includes the polarization of the wave functions through χ, resulting in con-
siderable complexity of the integrand.
2The reader should not be confused by the apparent redundancy in the formulations above about the actual number of
parameters. For example, β′B is simply the counterpart of αA for the other atom. The same relationship applies to δ′B
and γA. The actual list of irreducible parameters for a given atom contains only A and α, since γ is a function of α. The
rest involve angular quantum numbers, which determine the list of indices ki.
8For a given one-active-electron atom-ion case, all the parameters involved in I2(R) are known and
thus the problem of evaluating ∆E is conceptually reduced to evaluating integrals of the type I2(R),
although doing so is far from trivial.
3 Method of Solution
We make the variable transformation Y = 2y/R and reduce I2(R) to a finite sum of terms:
I2(R) = 2
M1∑
i=0
1∑
j=−2
(
M1
i
)
(−1)i bj (R/2)ν(i,j)+2 i+1 IY (i, j, R) (26)
where IY = IY (i, j, R) is our normalized (canonical) integral:
IY =
∫
∞
1
dY e−s(R)Y Y ν(i,j) (Y + 1)g (27)
with
ν(i, j) = τ1 + 1 + 2 (M1 − i) + j and 2 s(R) = (αA + β′B)R+ g
Solutions for I2(R) were derived in the work of [9]. This integral admits a few special cases
leading to closed-form solutions, if g and/or ν = ν(i, j) are non-negative integers. The solutions
in these cases are essentially linear combinations of complementary incomplete gamma functions
Γ(a, z) [16]. However, the solutions for arbitrary real ν and arbitrary real g (i.e. non-integer) have
not been known in general. In [9], we obtained for the general case, where ν and g are not integers
but arbitrary real numbers, an ordered asymptotic series:
IY ∼ 2
g e−s
s
∞∑
k,l=0
(
ν
l
)(
g
k
)
Γ(k + l + 1)
2k sk+l
, (28)
The term in s(R) as defined in (27) is proportional to R, and thus 1/s serves as our ordering
parameter. As shown in [9], the above is equivalent to the single summation series:
IY ∼ 2
g e−s
s
∞∑
k=0
Γ(g + 1)
Γ(g − k + 1) 2
−k s−k 2F0(k + 1,−ν;−1/s) (29)
which is also a well-ordered series in 1/s (the coefficient of 1/sk being a well-defined function of
s). It is important to note that the result in (29) also serves as a general analytical solution. It can
still be used for small s using a Levin or Sidi transformation [17], as was also demonstrated in the
work of [9].
4 Denominator Terms
The denominator of the Holstein-Herring formula, as written in equation (1) or for that matter in
the work of Guo, Tang et al. [4, (c)], has the form:
D = 1− 2DA with DA =
∫
right
|ΨI |2dV
However, for reasons of symmetry, as was readily shown in [9], it can also be written in the form:
D = DA −DB where DB =
∫
right
|ΨII |2dV . (30)
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Noting that squared expressions can be expanded as follows:
[∑
A
AA rγA1 exp(−αA r1)
]2
=
∑
AA′′
AAA′′A′′ rγA+γ
′′
A′′
1 exp[−(αA + α′′A′′) r1] ,
the expressions for the wave function Ψ about atom A, i.e. for −1 ≤ η ≤ 0, are given by:
ΨI
2 =
(
1 + ξ
1− η
)2g2
exp[−g2(ξ + η)]
∑
AA′′
AAA′′A′′ rγA+γ
′′
A′′
1 exp[−(αA + α′′A′′) r1]
× PmAℓA (cos θ1) P
m′′A′′
ℓ′′A′′
(cos θ1) exp(i(mA −m′′A′′)φ1) , (31)
ΨII
2 =
(
1 + ξ
1− η
)2g2
exp[−g2(ξ + η)]
∑
BB′′
BB B′′B′′ r′1γ
′
B+γ
′′
B′′ exp[−(βB + β′′B′′) r′1]
× Pm′Bℓ′B (cos θ1) P
m′′B′′
ℓ′′B′′
(cos θ′1) exp(i(m
′
B ′ −m′′A′′)φ1) ,
and in the region about atom B, i.e. for 0 ≤ η ≤ 1:
ΨI
2 =
(
1 + ξ
1 + η
)2g2
exp[−g2(ξ − η)]
∑
AA′′
AAA′′A′′ rγA+γ
′′
A′′
1 exp[−(αA + α′′A′′) r1]
× PmAℓA (cos θ1) P
m′′A′′
ℓ′′A′′
(cos θ1) exp(i(mA −m′′A′′)φ1) , (32)
ΨII
2 =
(
1 + ξ
1 + η
)2g2
exp[−g2(ξ − η)]
∑
BB′′
BB B′′B′′ r′1γ
′
B+γ
′′
B′′ exp[−(βB + β′′B′′) r′1]
× Pm′Bℓ′B (cos θ1) P
m′′B′′
ℓ′′B′′
(cos θ′1) exp(i(m
′
B ′ −m′′A′′)φ1) .
To calculate D, one has to integrate over the half-space containing nucleus B on the right side of the
mid-plane M at z = 0. To this end, we use prolate spheroidal coordinates, but for the considered
domain of integration, we must take:
1 ≤ ξ < +∞ , 0 ≤ η < 1 , 0 ≤ φ < 2π (33)
We can write: ∫ 2π
0
dφ1 cos[(mA −m′′A′′)φ1] = πc(mA −m′′A′′) (34)
4.1 D Integrals
DA = π
8
R3
∑
AA′′
AAA′′A′′ c(mA −m′′A′′)
(
R
2
)γA+γ′′A′′
(35)
×
∑
ki=0
Pk1(ℓA,mA) Pk3(ℓ′′A′ ,m′′A′′)
×
{∫
∞
1
dξ
∫ 1
0
dη (ξ2 − η2)(ξη + 2)k1+k4 (ξ + η)τA (ξ2 + η2 − ξ2η2 − 2ξη − 4)M ′′A
exp[−R
2
(αA + α
′′
A′′)(ξ + η)]
(
1 + ξ
1 + η
)2g1
exp[−g1(ξ − η)]
}
and
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DB = π
8
R3
∑
BB′′
BB B′′B′′ c(m′B −m′′B′′)
(
R
2
)γB ′+γ′′B′′
(36)
×
∑
ki=0
Pk1(ℓ′B,m′B) Pk3(ℓ′′B ,m′′B′′)
×
{∫
∞
1
dξ
∫ 1
0
dη (ξ2 − η2)(ξη)k1+k4 (ξ − η)τB (ξ2 + η2 − ξ2η2 − 2ξη − 4)M ′′B
exp[−R
2
(β′B + β
′′
B′′)(ξ − η)]
(
1 + ξ
1 + η
)2g1
exp[−g1(ξ − η)]
}
where
2M ′′A = mA +m
′′
A′′
2M ′′B = mB +m
′′
A′′
τA = γA + γ
′′
A′′ − k1 − k4 − 2M ′′A
τB = γ
′
B + γ
′′
B′′ − k1 − k4 − 2M ′′B
0 ≤ k1 ≤ ℓ′B −m′B
0 ≤ k4 ≤ ℓ′′B′′ −m′′B′′
4.2 Special Case: ℓi = mi = 0
This corresponds in particular to the interesting situation of the exchange energy for the ground
states 2Σ+g ,
2Σ+u of alkali cation ions M+2 . As in all special cases, this has to be handled separately,
although it is completely analogous to the general case. Consequently, we only outline the final
results. The parameters k1, k3 and M1 involved in the general expression for I2(R) [eq. (21)] are
all equal to zero in this special case. Thus,
I2(R) = 2
∫
∞
R/2
dy yτ1+1
(
1 +
2y
R
)g
1
+g
2
B(y)
× exp
[
−
(
αA + β
′
B +
1
R
(g1 + g2)
)
y
]
(37)
with
B(y) = τ1
R
4y2
− (αA + β′B)
R
4y
+ (g1 + g2)
(
y
R2
+
1
4y
− 1
R
)
(38)
and τ1 = γA + δ′B , g1 = 1/β′B , g2 = 1/αA. This is indeed the result of (21) with k1 = k3 =
M1 = 0. Using the parameters m′′A = m′′B = k1 = k4 = 0 in eq. (35) for DA, we obtain as
before the denominator term of the form (30) where
DA = π
4
R3
∑
AA′′
AAA′′A′′
(
R
2
)γA+γ′′A′′
DA (39)
where DA is a double integral given by:
DA =
∫
∞
1
dξ
∫ 1
0
dη (ξ2 − η2) (ξ + η)τA e−S(ξ+η)
(
1 + ξ
1 + η
)2g
1
e−g1(ξ−η) , (40)
with S = R2 (αA + α
′′
A′′)
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Just as for I2(R), we now bring DA into a normal form with the aid of the variable transformation
X = ξ + η:
DA =
∫ 1
0
dη
(
eη
η + 1
)2g
1
{∫
∞
1+η
dX Xγ+2 e−pX (X + C)2g1
− 2 η
∫
∞
1+η
dX Xγ+1 e−pX (X + C)2g1
}
(41)
We therefore have two inner integrals of the form:
IX =
∫
∞
1+η
dX XNe−pX (X + C)2g1 (42)
where C = 1 − η, p = S + g1 and N = γ + 1 or N = γ + 2. Note that the integral IX greatly
resembles IY , the canonical form of I2(R). As in I2(R), there are no known general solutions
unless N or 2g1 is equal to 0, 1, 2, · · · In the case where 2g1 is a positive integer, we can expand
(X + C)2g1 as a binomial series and integrate term-by-term. As in the special cases for I2(R), the
solution is expressible in terms of the incomplete gamma function. We proceed as with I2(R):
1. we obtain an ordered asymptotic expansion and
2. attempt to collapse the result into something simpler.
To obtain the asymptotic expansion of
IX =
e−p(η+1)
p
∫
∞
0
dt e−t
(
1 + η +
t
p
)N (
2 +
t
p
)2g
1
(43)
The solutions are found in terms of hypergeometric functions, most of which can be collapsed into
closed-form algebraic expressions as shown in [9]. These provided a good benchmark for numerical
analysis. In general, we use quadrature techniques suitably applied to these analytical forms of these
integrals and compare the numerical results from those of our analytical solutions using the multiple
precision of Computer Algebra.
4.3 Asymptotic Formulas for the case R →∞
After setting z1 = 0, and consequently Z1 = Z2 = R/2, the polarization terms of eq. (10) become:
χ1 = 2
g2 exp[−g2
2
] (44)
χ2 = 2
g1 exp[−g1
2
]
and the exchange integral becomes:
I = π
∑
AB
AA BB c(mA −m′B) 2g1+g2 exp[−1
2
(g1 + g2)] (45)
×
∑
ki=0
(−1)k3
(
R
2
)k1+k3
Pk1(ℓA,mA) Pk3(ℓ′B ,m′B) I2(R)
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where
I2(R) =
∫
∞
0
dρ2
(
ρ2 +
R2
4
)τ1/2
ρ2M1 (46)
× exp
[
− (αA + β′B)
(
ρ2 +
R2
4
)1/2 ]
×


1
R
(k1 + k3) + τ1
R
4(ρ2 + R
2
4 )
− (αA + β′B)
R
4
(
ρ2 + R
2
4
)1/2


If, as Chibisov and Janev did, we take the derivative of only the exponential term in (17), we obtain
the following approximate form for I2:
I2(R) = −(αA + β′B)
∫
∞
0
dρ2
(
ρ2 +
R2
4
)τ1/2
ρ2M1 (47)
× R
4
(
ρ2 + R
2
4
)1/2 exp
[
− (αA + β′B)
(
ρ2 +
R2
4
)1/2]
4.4 Asymptotic Formulas R→∞ for the special case ℓi = mi = 0
We obtain for I:
I = π 21+g1+g2 exp[−1
2
(g1 + g2)]
∑
AB
AA BB (48)
× ∂
∂R
∫
∞
−∞
∫
∞
−∞
dx1dy1 r
γA+δ
′
B
1 exp[−(αA + β′B) r1]
I = π
∑
AB
AA BB 21+g1+g2 exp[−1
2
(g1 + g2)] I2(R) (49)
where I2(R) is given by:
I2(R) =
∫
∞
0
dρ2
(
ρ2 +
R2
4
)(γ
A
+δ′B)/2
(50)
× exp
[
− (αA + β′B)
(
ρ2 +
R2
4
)1/2 ]
×

(γA + δ′B)
R
4(ρ2 + R
2
4 )
− (αA + β′B)
R
4
(
ρ2 + R
2
4
)1/2


or in the case where we take the derivative of only the exponential term, we obtain:
I2(R) = −(αA + β′B)
∫
∞
0
dρ2
(
ρ2 +
R2
4
)(γ
A
+δ′B)/2
(51)
× R
4
(
ρ2 + R
2
4
)1/2 exp
[
− (αA + β′B)
(
ρ2 +
R2
4
)1/2]
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5 Results
5.1 Analytical Asymptotic Exchange Energy Formulas
Eqs. (45-46) provide analytical expressions for the asymptotic form of the exchange energy corre-
sponding to the two indistinguishable separated limits M+ + M(nℓ) and M(nℓ) + M+, where M is a
one-active electron atom and ℓ = 0, 1. To proceed, we use computer algebra to expand the solutions
of eqs. (19-25) which are given in eqs. (26-29), and the leading terms of the resulting asymptotic
series are gathered in Table 1. They correspond to an atomic wavefunction written in the general
form:
φn,ℓ = A rγ e−α r . (52)
Apart for Σ states dissociating adiabatically to M+ + M(np) (Σ(np)), these formulas are identical
to the well-known ones obtained by Chibisov and Janev with γ = 1α − 1, where α is related to the
electronic energy Enℓ for the nℓ state under consideration by α =
√−2Enℓ. This energy Enℓ can
be estimated theoretically or experimentally (an average is made with the spin-orbit J components
if the case arises). For example, in the case of Caesium:
E6s = − 31406.47 cm−1 ⇒ αns = 0.535 a.u.
E6p = − (31406.47 − 11547.63) cm−1 ⇒ αnp = 0.425 a.u.
−11547.63 = 2E6p1/2 + 4E6p3/2
6
For Σ(np) states, the present formulas reduce to those of Chibisov and Janev for 1 ≫ 1
α2R
.
5.2 Some Illustrative Results
Hydrogen Molecular Ion H+2
First we check that our asymptotic formulas provide at least the first term of the known results
for the exchange energy difference between the 2Λu and 2Λg states of H+2 dissociating into H+ +
H(nℓ). As a matter of fact, one obtains for the ground state:
Eexchange
[
(1)2Σ+u,g
]
=
2R
e
e−R (53)
(Note that Eexchange = ∆E
(
(1)2Σ+u , (1)
2Σ+g
)
/2 ).
For Σ states dissociating into H+ + H(2ℓ), we obtain the first two terms for Eexchange
Eexchange
[
(2)2Σ+u,g
]
=
R3
8e2
e−R/2
(
1− 4
R
)
(54)
after diagonalizing the exchange energy matrix of order 2, built up in the basis {2s, 2pz} of hydro-
genic functions. Eq. (54) is indeed the correct result corresponding to the first application of the
Holstein Herring formula to an excited state [5, eq. (22)], obtained from a refinement of the Herring
function worked out by Bardsley et al. [3, (d)].
For Π states dissociating into H+ + H(2p), we obtain:
Eexchange
[
(1)2Πu,g
]
=
R2
8e2
e−R/2 (55)
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Symmetry nℓ M1 k1 k3 τ1 EExchange
Σ+g,u ns 0 0 0 2γ Ans
2
4
(
4
e
)1/α (R
2
)2γ+1
e−Rα
Σ+g,u np 0 1 1 2γ − 2 3Anp
2
4
(
4
e
)1/α (R
2
)2γ+1 e−Rα
1+ 1
α2R
Πg,u np 1 0 0 2γ − 2 3Anp
2
4
(
4
e
)1/α (R
2
)2γ+1 e−Rα
αR
Table 1: Asymptotic exchange energy formulas for one-active electron cases M+ + M(nℓ). For definitions
of M1, k1, k3 and τ1, see text. (γ = 1
α
− 1)
which is indeed the correct leading term. The result in eq.(55) is notable because the leading term
is smaller by one power of R than the result of eq.(54) and therefore more elusive: it could not
be obtained from the refined Herring function of Bardsley et al. [3, (d)]. These results give us
confidence in the polarization functions of Chibisov and Janev [13].
5.3 Alkali Cations M+2
For one-active electron diatomic ions, we illustrate the method with calculations for the heavier
cations M+2 with M = K, Rb and Cs, due to our recent ab initio investigations of these species
[10–12]. These investigations were performed treating M+2 ions as one-active electron systems.
Non-empirical pseudopotentials and effective core potentials were used to describe interactions
between the active electron and the atomic cores M+ as well as to take into account core polarization
effects. Contracted Gaussian basis sets were used.
Numerical values for the exchange energy have been calculated for the 2Σ+u Van der Waals states,
corresponding to the interactions M+ + M(nℓ) with M,n, ℓ = {K, 4, ℓ}; {Rb, 5, ℓ}, {Cs, 6, ℓ}
and ℓ is 0 or 1 (s or p functions). As a matter of fact, among the 6 states 2Λ+g,u (Λ = Σ,Π)
corresponding to these dissociating limits, only the 2Σ+u states are bound with small wells at long
range.
It should be emphasized that present evaluations of exchange energies are expected to be specially
adequate to describe such situations. This justifies our choice for the presentation of our results.
Due to the lack of experimental data for alkali dimer cations, ab initio values for the exchange
energy are chosen as references in the present paper. Nevertheless it should be kept in mind that,
while expected to be accurate, these values are not the exact experimental ones.
To perform long-range evaluations of exchange energies, we used the asymptotic atomic parameters
shown in Table 2. As mentioned before, the irreducible list of parameters requires A and α and the
parameters α are derived according to our discussion of Section 5.1.
Atom αns αnp Ans Anp
K 0.565 0.448 0.59848 0.13356
Rb 0.554 0.437 0.56945 0.12055
Cb 0.535 0.425 0.51020 0.10739
Table 2: Parameters for Alkali systems M(nℓ).
For the ground state 2Σ+u of the three cations, we compare our present values with those evaluated
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from the formulas of Chibisov and Janev [13] and Johann et al. [4, (d)]. Our long-range predictions
were seen to be in an overall good agreement with the ab initio values, not only for values of R
larger than the bond length Re predicted from ab initio calculations, but also for values of R smaller
than Re, down to approximately {Re − 2ao}.
We display comparative results in Fig. 1 for Cs+2 chosen as an example. The vertical dotted line
represents the position of the equilibrium distance for the 2Σ+u state. Our present results from eqs.
(19-25) are seen to be very close to those obtained from the corresponding asymptotic form (see
Table 1). On the scale of the figure, they are indistinguishable.
For more quantitative comparisons, we choose to present also the results as differences between
the ab initio and long range values. This is done in Fig. 2 for Cs+2 . As expected, the differences
increase for decreasing values of R and they decrease monotonically with increasing values of R.
They practically vanish at R ≈ 30 ao for the three cations.
Around R ≈ Re, our present results agree better with the ab initio data than did the previous
ones by Chibisov and Janev [13] and by Johann et al. [4, (d)]. This holds also for K+2 and Rb+2 .
Nevertheless, it should be noted that for K+2 the predictions by Johann et al. [4, (d)] are in better
agreement with the ab initio values than ours in the range 25ao < R < 28 ao. The corresponding
figures for K+2 and Rb
+
2 were seen to be very similar to Figs. 1 and 2, in fact virtually identical,
which is why they are not displayed here.
The results for the excited state (2)2Σ+u dissociating into M+ + M(npz) are displayed in Figs. 3-4
for Cs+2 , together with the results of Chibisov and Janev [13]. From Fig. 3, it is apparent that
there are significant differences between the results from our eqs. (19-25) and the corresponding
asymptotic form (see Table 1). They increase with decreasing values ofR and, as could be expected,
our results from eqs. (19-25) better reproduce the ab initio values than do the asymptotic ones of
Table 1, in the region R <
≈
Re.
Fig. 4 shows differences between the ab initio data and the various long-range values. The agree-
ment is not as good as for the ground state. Around the Re value, our results from eqs. (19-25) are
seen to be the best ones, and they are in reasonably good agreement with the ab initio values. The
present asymptotic values as well as those of Chibisov and Janev are in good agreement with the
ab initio data for the region R >
≈
33 ao. Oddly enough, we note that at very large distances, the
asymptotic form of Table 1 is actually better than the results of eqs. (19-25). A possible explanation
might be that the ab initio reference is a bit faulty at very large distances. This result is not exact
and the larger the distances, the more the ab initio results lose precision. It could also be that the
leading term of Table 1 is the only physically representative term of the true asymptotic series and
that the validity of the polarization functions of Chibisov and Janev is limited to only that leading
term [see the discussion in our introduction].
6 Conclusions
We have analyzed and reduced a general (quantum-mechanical) atom-ion diatomic exchange en-
ergy formulation into fundamental mathematical forms. The solutions have been worked out using
asymptotic expansions in inverse powers of large internuclear distance R. Numerical schemes based
on quadratures for the resulting integrals have been developed and tested by comparison with the
analytical results.
The resulting asymptotic expansions involving multiple summations where the number of sum-
mation indices were most often reduced using algorithms for collapsing sums into closed form
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expressions in terms of hypergeometric functions. In the end, we obtained simple forms for the
leading terms of the asymptotic expansions of the exchange energies for the ground and excited
states, which are in very good agreement with ab initio calculations starting from the intermediate
range (e.g. bond-length) to larger internuclear distances.
In view of the elusive nature of the quantities to be calculated i.e. that the exchange energy is an
exponentially vanishing function of R, we have avoided “brute-force” techniques and presented
solutions which are “natural”, i.e. resulting from the natural mathematical properties of the very
quantities we analyzed. The analytical results helped verify the accuracy of our quadrature schemes
and ensured double precision accuracy in the final computations. The resulting codes can be used
with confidence for a variety of physical/chemical calculations. Moreover, the analytical results can
be used within a large study of atmospheres (stellar or otherwise).
Our numerical comparison of the ab initio calculations with the results of the Holstein-Herring
method vindicates the discussion following eq. (2), namely, that the best result is from the first
leading non-vanishing term of the asymptotic expansions of the surface integral and determining
that particular coefficient as accurately as possible. In practice, the addition of the next term of the
asymptotic expansion is actually a nuisance unless the internuclear distance R is large enough, and
in the long-range regime, the next term is hardly needed anyway.
Thus, the exchange energies can be effectively expressed as very simple closed-form semi-analytical
formulas, as shown in Table 1, whose leading (scalar) coefficient is determined by the accuracy of
the (atomic) basis set expansion used. In the cases examined, it is found that the resulting formulas
work remarkably well for long-range interactions, especially in regimes beyond the capacity of ab
initio calculations, and also work surprisingly well for mid-range distances near the equilibrium
separation. As can be seen in our figures, our results are more accurate than those of Chibisov
and Janev and are slightly more accurate than those of Tang and Toennies and their co-workers.
More significantly, we have obtained accurate results for exchange splittings between excited states,
which Tang and Toennies and their co-workers do not have3.
Work is underway to extend the results presented here will be extended to the two-active electron
case.
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Figure Captions
Fig. 1 Exchange energy for the (1)2Σ+u state of Cs+2 .
full line: ab initio values;
dashed line: eqs.(19-25);
points x: asymptotic values (see Table 1);
points o: Johann et al. [ [4, (d)]] values
dotted line: Chibisov and Janev (CJ) values.
The dotted vertical line represents the position of Re for the (1)2Σ+u state.
Fig. 2 Differences between ab initio and long-range values of the exchange energy for the
(1)2Σ+u state of Cs+2 .
full line: eqs.(19-25);
dashed line: asymptotic values (see Table 1);
dotted line: CJ values [4, (d)];
dash-dotted line: Johann et al. [ [4, (d)]] values
The dotted vertical line represents the position of Re for the (1)2Σ+u state.
Fig. 3 Exchange energy for the (2)2Σ+u state of Cs+2 .
full line: ab initio values;
dashed line: eqs.(19-25);
dotted line: asymptotic values (see Table 1);
dash-dotted line: CJ values [4, (d)];
The dotted vertical line represents the position of Re for the (2)2Σ+u state.
Fig. 4 Differences between ab initio and long-range values of the exchange energy for the
(2)2Σ+u state of Cs+2 .
full line: eqs.(19-25);
dashed line: asymptotic values (see Table 1);
dotted line: CJ values [4, (d)];
The dotted vertical line represents the position of Re for the (2)2Σ+u state.
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Figure 1: Exchange energy for the (1)2Σ+
u
state of Cs+2
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Figure 2: Differences between ab initio and long-range values of the exchange energy for the (1)2Σ+
u
state of Cs+2
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Figure 3: Exchange energy for the (2)2Σ+
u
state of Cs+2
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Figure 4: Differences between ab initio and long-range values of the exchange energy for the (2)2Σ+
u
state of Cs+2
