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CERTAIN CLASSES OF COHEN-MACAULAY MULTIPARTITE GRAPHS
RAJIV KUMAR AND AJAY KUMAR
Abstract. The Cohen-Macaulay property of a graph arising from a poset has been studied
by various authors. In this article, we study the Cohen-Macaulay property of a graph arising
from a family of reflexive and antisymmetric relations on a set. We use this result to find
classes of multipartite graphs which are Cohen-Macaulay.
1. Introduction
Graphs and simplicial complexes play an important role in combinatorial commutative
algebra. In order to see the relationship between commutative algebra and combinatorics,
one can associate monomial ideals to graphs or simplicial complexes. Many authors have
studied the connection between the algebraic properties of these ideals and the combinatorial
properties of the corresponding combinatorial objects, see [4, Chapter 9]. In this article, our
main focus is to study the edge ideal of a graph. A graph is called Cohen-Macaulay if the
corresponding edge ideal is Cohen-Macaulay.
The Cohen-Macaulay property of graphs has been well studied for various classes. Herzog-
Hibi ([3]) prove that a bipartite graph is Cohen-Macaulay if and only if it is arising from a
poset. For a finite poset and r, s ∈ N, Ene-Herzog-Mohammadi ([2]) associated a monomial
ideal generated in degree s, to the set of all multichains of length r in a poset, and proved
that this ideal is Cohen-Macaulay. Note that if s = 2, then these ideals are edge ideals of
some r-partite graphs. Motivated by these results, we associate a monomial ideal to a family
of posets, and find a class of Cohen-Macaulay r-partite graphs.
Our main tool in this article is the following well known relationship between the Stanley-
Reisner ideal and its Alexander dual: The Stanley-Reisner ideal is Cohen-Macaulay if and
only if its Alexander dual has a linear resolution. For more details see [1, Theorem 3].
This paper has been organized in the following manner. In Section 2, we introduce the
basic notions which are used throughout the article, more details can be found in [4]. In
Section 3, we associate a monomial ideal Hr(P) to a family P of partial order relations on a
finite set. In Lemma 3.3, we prove that monomial ideal Hr(P) has a linear resolution. This
forces the Alexander dual of Hr(P) to be Cohen-Macaulay.
Section 4 is devoted to finding the classes of Cohen-Macaulay r-partite graphs. In Theorem
4.4, we see that the Alexander dual of Hr(P) is an edge ideal of an r-partite graph associated
to a family of reflexive and antisymmetric relations on a given set. Using this we find classes
of Cohen-Macaulay graphs which are recorded in Theorems 4.7 and 4.10.
2. Preliminaries
2.1. Notation. The following notation is used throughout the article.
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2 R. KUMAR AND A. KUMAR
i) For n ∈ N, we denote [n] = {1, . . . , n}.
ii) By Pa, we mean that the set P with partial relation ≤a.
iii) Let S = k[X1, . . . , Xn] be a polynomial ring with deg(Xi) = 1, where k is a field. Then
by S(−j), we mean a graded free S-module of rank 1 with S(−j)n = Sn−j.
iv) Let M and N be graded S-modules. Then a homomorphism φ : M −→ N is called a
graded homomorphism if φ(Mn) ⊂ Nn.
2.2. Graphs and Edge Ideals.
Definition 2.1.
i) A graph G = (V,E) is an ordered pair, where V is the set of vertices of G and E is a
collection of subsets of V of cardinality 2.
ii) An element of E is called an edge of G. For all i, j ∈ V , we say that i is adjacent to j
if and only if {i, j} ∈ E.
iii) For an integer r ≥ 2, a graph G is called an r-partite if there exists a partition of
V = V1 ∪ · · · ∪ Vr such that for all 1 ≤ k ≤ r and i, j ∈ Vk implies that i is not adjacent
to j. If r = 2, we say that G is a bipartite graph. A bipartite graph on vertex set
V = V1 ∪V2 is called a complete bipartite graph if i and j are adjacent for all i ∈ V1 and
j ∈ V2.
iv) Let G be a graph on a vertex set V and W ⊂ V . Then a graph H is called a induced
subgraph of G on W if for i, j ∈ W , i and j are adjacent in H if and only if so in G.
v) Let S = k[X1, . . . , Xn] be a polynomial ring over k and G be a graph on a vertex set
V = [n]. Then the monomial ideal I(G) = 〈XiXj : {i, j} ∈ E〉 is called the edge ideal
of G. A graph G is called Cohen-Macaulay if S/I(G) is Cohen-Macaulay.
2.3. Simplicial Complexes.
Definition 2.2. For fixed n ∈ N, let V = [n].
i) A simplicial complex on V , denoted by ∆ or ∆V , is a collection of subsets of V with the
following properties:
a) φ ∈ ∆ and {i} ∈ ∆ for all i ∈ V .
b) If F ∈ ∆ and G ⊂ F , then G ∈ ∆.
ii) An element of ∆ is called a face of ∆, and a maximal face with respect to inclusion is
called a facet.
iii) A subset F ⊂ V is called a nonface of ∆ if F /∈ ∆, and it is called a minimal nonface if
it is minimal with respect to inclusion.
iv) The Alexander dual of ∆, denoted by ∆∨, is defined as
∆∨ = {V \ F : F is a nonface of ∆}.
v) Let ∆ be a simplicial complex on [n] and S = k[X1, . . . , Xn]. The Stanley-Reisner ideal
of ∆ is the squarefree monomial ideal, denote as I∆, is defined as follows:
I∆ = 〈Xi1 · · ·Xir : {i1, . . . , ir} is a minimal nonface of ∆〉 .
Further, let ∆∨ be the Alexander dual of ∆. Then we say that I∆∨ is the Alexander dual
of I∆, and denote it by I
∨
∆.
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2.4. Free Resolution. Let S = k[X1, . . . , Xn] and I be a homogeneous ideal of S. Then a
free resolution of I over S is an exact sequence
F• : · · · −→ Fn φn−→ Fn−1 −→ · · · −→ F0 −→ I −→ 0
such that for each i ≥ 0, Fi is a graded free S-module and φi is a graded homomorphism.
Further, if I is generated in degree d and Fi ' S(−d− i)βi for some βi ∈ N and for all i, then
we say that I has a linear resolution.
3. Linear Resolution
In this section, we associate a monomial ideal Hr(P) to a family of posets P , and we show
that this ideal has a linear resolution.
Definition 3.1. Let (P,≤) be a finite partial ordered set. A subset I ⊂ P is called a poset
ideal if for all p ∈ I and q ∈ P with q ≤ p implies that q ∈ I.
For a given set P = {p1, . . . , pn} and an integer r ≥ 2, we consider a family of partial
ordered relations P = {≤a: a ∈ [r − 1]} on P . For the sake of simplicity, we denote (P,≤a)
by Pa. Let J(Pa) denotes the set of poset ideals of Pa. Now corresponding to a family P , we
define a set
Kr(P) = {I = (I1, I2, . . . , Ir−1) : Ia ∈ J(Pa) ∀ a ∈ [r − 1] and Ir−1 ⊂ · · · ⊂ I1},
with a partial order ≺ given by J ≺ I if and only if Ja ⊂ Ia ∀ a.
Let S = k[X1,X2, . . . ,Xr], where Xa = {Xa,1, . . . , Xa,n} for all a ∈ [r]. For I ∈ Kr(P), we
associate a squarefree monomial
uI = uI1uI2 · · ·uIr−1 , where uIa =
∏
pi∈Ia
Xa,i
∏
pi∈Pa\Ia
Xa+1,i
 for all 1 ≤ a ≤ r − 1.
Let Hr(P) =
〈{uI}I∈Kr(P)〉 be the squarefree monomial ideal of the polynomial ring S,
generated by monomials uI, where I ∈ Kr(P).
Example 3.2. Let P = {p1, p2, p3} and r = 3. Suppose we have the following partial order
relations on P :
p3
p2
p1
(P,≤1)
p2
p1
p3
(P,≤2)
Then the collection of poset ideals of P1 is J(P1) = {∅, {p1}, {p2}, {p1, p2}, {p2, p3}, P} and,
of P2 is J(P2) = {∅, {p1}, {p3}, {p1, p2}, {p1, p3}, P}. Also, We see that
K3(P) =
 (φ, φ), ({p1}, φ), ({p1}, {p1}), ({p2}, φ), ({p1, p2}, φ),({p1, p2}, {p1}), ({p1, p2}, {p1, p2}), ({p2, p3}, φ), ({p2, p3}, {p3}),(P, φ), (P, {p1}), (P, {p3}), (P, {p1, p2}), (P, {p1, p3}), (P, P )}
 ,
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and hence H3(P) is generated by the following set of squarefree monomials
X2,1X2,2X2,3X3,1X3,2X3,3, X1,1X2,2X2,3X3,1X3,2X3,3, X1,1X2,1X2,2X2,3X3,2X3,3,
X1,2X2,1X2,3X3,1X3,2, X3,3, X1,1X1,2X2,3X3,1X3,2X3,3, X1,1X1,2X2,1X2,3X3,2X3,3,
X1,1X1,2X2,1X2,2X2,3X3,3, X1,2X1,3X2,1X3,1X3,2X3,3, , X1,2X1,3X2,1X2,3X3,1X3,2
X1,1X1,2X1,3X3,1X3,2X3,3, X1,1X1,2X1,3X2,1X3,2X3,3, X1,1X1,2X1,3X2,3X3,1X3,2,
X1,1X1,2X1,3X2,1X2,2X3,3, X1,1X1,2X1,3X2,1X2,3X3,2, X1,1X1,2X1,3X2,1X2,2X2,3

in the polynomial ring k[Xa,i, 1 ≤ a, i ≤ 3].
Note that For r = 2, Herzog-Hibi ([3]) proved that the ideal H2(P) has a linear resolution.
In fact, if all partial order relations ≤a are same for a ∈ [r−1], then Ene-Herzog-Mohammadi
([2]) studied the ideal Hr(P), and proved that it has a linear resolution. More generally, in
Proposition 3.4, we prove that Hr(P) has a linear resolution.
Let G(Hr(P)) denotes the minimal set of monomial generators of the monomial ideal
Hr(P). Define a partial order on G(Hr(P)) by uJ ≺ uI if J ≺ I. We fix a total order ≺′ on
G(Hr(P)), which extends the partial order ≺. For more details see [5, Theorem 1.1].
In order to prove that Hr(P) has a linear resolution, we use the following remark.
Remark 3.3. Let I be a monomial ideal with monomial generators u1, . . . , um of I. Suppose
for all j < i, there exists an integer k < i and an integer l such that
uk
gcd(uk, ui)
= Xl and Xl divides
uj
gcd(uj, ui)
.
Then, by [4, Theorem 8.2.1 and Lemma 8.2.3] I has a linear resolution.
Proposition 3.4. The squarefree monomial ideal Hr(P) has a linear resolution.
Proof. Let J ≺′ I with J = (J1, J2, . . . , Jr−1) , I = (I1, I2, . . . , Ir−1) . For a ∈ [r − 1], define
J ′a = Ja ∩ Ia and J′ = (J ′1, . . . , J ′r−1). Since J ′a ⊂ Ia for a ∈ [r − 1], we have J′ ≺ I.
Then take a = max{q : J ′q ( Iq}. Since J ′a ( Ia are poset ideals of Pa, there exists a
pi ∈ Ia \ J ′a such that pi is a maximal element in Ia. This forces that δa = Ia \ {pi} is a poset
ideal of Pa. This gives us uδa =
uIaXa+1,i
Xa,i
which implies that Xa+1,i =
uδa
gcd(uδa , uIa)
.
Our claim is K = (I1, I2, . . . , Ia−1, δa, Ia+1, . . . , Ir−1) ∈ Kr(P). Since δa ( Ia, to prove the
claim it is enough to prove that Ia+1 ⊂ δa. The fact that J ′a+1 ⊂ J ′a and pi /∈ J ′a implies that
pi /∈ J ′a+1, and by choice of a, we know that J ′a+1 = Ia+1. The claim follows from the fact
that δa = Ia \ pi.
Since we know that pi ∈ Ia and pi /∈ J ′a+1 = Ia+1, we get Xa+1,i does not divide uI. Now,
pi /∈ J ′a and pi ∈ Ia and hence pi /∈ Ja. This forces that Xa+1,i divides uJa , and hence we get
Xa+1,i divides
uJ
gcd(uJ, uI)
.
Finally, from the definition of K, we get
uK
gcd(uI, uK)
=
uδa
gcd(uIa , uδa)
= Xa+1,i, and hence
the proof follows from Remark 3.3. 
4. Cohen Macaulay Multipartite Graphs
For a ∈ [r − 1] and P = {p1, p2, . . . , pn}, let ≤a be a partial order relation on P such that
if pi ≤a pj, then we have i ≤ j. In this case, we prove that the Alexander dual of Hr(P) is
the edge ideal of some r-partite graph. Using this we identify two classes of Cohen-Macaulay
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graphs. In order to find Hr(P)∨, we define the following relation on P : For 1 ≤ a ≤ b ≤ r−1,
we define a relation ≤[a,b] on P as follows: pi ≤[a,b] pj if there exists a non-decreasing sequence
(t1, t2, . . . , tk) such that
pi ≤a pt1 ≤a+1 · · · ≤b−1 ptk ≤b pj.
Example 4.1. Let ≤1 and ≤2 be partial order relations on a set P = {p1, p2, p3} as defined
in the Example 3.2. Then the relation ≤[1,2] on P is shown as in the following diagram.
p2
p1
p3
p2
(P,≤[1,2])
For a simplicity, we denote P[a,b] = (P,≤[a,b]). Since ≤a is a reflexive relation on P for all
a ∈ [r − 1], by definition of ≤[a,b] it follows that so is ≤[a,b]. Further, the relation ≤[a,b] on P
is antisymmetric follows from the fact that if pi ≤a pj, then we have i ≤ j. In Example 4.1
observe that ≤[1,2] is not a transitive relation on P , and hence P[a,b] need not be a poset.
Definition 4.2.
i) Let u be a monomial in S. Then support of u, denoted by supp(u), is defined as
supp(u) = {Xa,i : Xa,i divides u}.
ii) Let V =
r⋃
a=1
Va, where Va = {Xa,1, . . . , Xa,n}. For F ⊂ V , define FXa = {X1,i : Xa,i ∈ F}
for a ≤ r.
iii) For F ⊂ V , we set γFr = φ. For 2 ≤ a ≤ r, we define a poset ideal, denoted as γFa−1,
generated by {pi : X1,i ∈ FXa} ∪ γFa in Pa−1. Note that γFa+1 ⊂ γFa for all a ∈ [r − 1], so
we denote γF = (γF1 , . . . , γ
F
r−1) ∈ Kr(P).
Lemma 4.3. Let pi ∈ γFa for some a ∈ [r− 1]. Then there exists pj such that X1,j ∈ FXb for
some a+ 1 ≤ b ≤ r with pi ≤[a,b−1] pj.
Proof. Since pi ∈ γFa , there exists a maximal element pj ∈ γFa with pi ≤a pj. Now by
definition of γFa , it follows that either X1,j ∈ FXa+1 or pj ∈ γFa+1. If X1,j ∈ FXa+1 , then we
are through. Otherwise there exists a maximal element pk ∈ γFa+1 with pj ≤a+1 pk. Again we
have either X1,k ∈ FXa+2 or pk ∈ γFa+2. Thus, we repeat this procedure till we get the desired
result. 
Theorem 4.4. The monomial ideal Hr(P)∨ is minimally generated by the squarefree mono-
mials of type Xs,iXt,j, 1 ≤ s < t ≤ r if and only if pi ≤[s,t−1] pj.
Proof. Let V =
r⋃
a=1
Va be a vertex set and ∆P be a simplicial complex on V such that
I∆P = Hr(P). Set w to be the product of all variables. By the definition of ∆∨P , facets of
∆∨P are given by supp(w/uI), where I ∈ Kr(P). Now, by definition of uI, it follows that Xa,i
divides uI if and only if pi /∈ Ia−1 or pi ∈ Ia. Also, we know that
(supp(w/uI))Xa = {X1,i : Xa,i does not divide uI},
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and hence, we get (supp(w/uI))Xa = {X1,i : pi ∈ Ia−1 \ Ia}.
Let F ⊂ V be a face of ∆∨P . Since facets of ∆∨P are given by supp(w/uI) for some
I ∈ Kr(P), there exists I ∈ Kr(P) such that F ⊂ supp(w/uI). In particular, for a ∈ [r], we
have FXa ⊂ (supp(w/uI))Xa .
First, assume that pi ≤[a,b−1] pj, where 1 ≤ a < b ≤ r. Then our claim is that the set
F = {Xa,i, Xb,j} is a minimal non-face of ∆∨P . Note that since |F | = 2, it is enough to prove
that F is a non-face of ∆∨P .
Let I ∈ Kr(P). If pj /∈ Ib−1 \ Ib, then Xb,j divides uI, and hence Xb,j /∈ supp(w/uI). This
forces that FXb 6⊂ (supp(w/uI))Xb . Otherwise, we claim that FXa 6⊂ (supp(w/uI))Xa , and
hence by the claim F is a non-face. In order to prove the claim, it is enough to prove that
pi ∈ Ia.
Proof of claim: Since pi ≤[a,b−1] pj, there exist a non-decreasing sequence (t1, t2, . . . , tk)
such that pi ≤a pt1 ≤a+1 · · · ≤b−2 ptk ≤b−1 pj. The fact ptk ≤b−1 pj and Ib−1 is a poset ideal
in Pb−1 implies that ptk ∈ Ib−1. Using Ib−1 ⊂ Ib−2, we get ptk ∈ Ib−2. Now, again repeat the
process, we get pi ∈ Ia. This proves the claim.
Conversely, let F be a minimal nonface of ∆∨P . This gives us the following:
for any I ∈ Kr(P ) ∃ a ∈ [r] such that FXa 6⊂ (supp(w/uI))Xa . (4.1)
Case 1 : Suppose FXa 6⊂ (supp(w/uγF ))Xa for some 2 ≤ a ≤ r. Since we know that
(supp(w/uγF ))Xa = {X1,i : pi ∈ γFa−1 \ γFa }, there exists some X1,i ∈ FXa such that either
pi /∈ γFa−1 or pi ∈ γFa . Also, note that X1,i ∈ FXa , by definition of γFa−1, we see that pi ∈ γFa−1,
and hence pi ∈ γFa . By Lemma 4.3, there exists a pj such that pi ≤[a,b−1] pj with X1,j ∈ FXb
for some a+ 1 ≤ b ≤ r. Since {Xa,i, Xb,j} is a minimal nonface of ∆∨P . By assumption F is a
minimal nonface, and hence we get F = {Xa,i, Xb,j} with pi ≤[a,b−1] pj.
Case 2 : FXa ⊂ (supp(w/uγF ))Xa for 2 ≤ a ≤ r. Since γF ∈ Kr(P), by Equation (4.1), we
get FX1 6⊂ (supp(w/uγF ))X1 . Thus, there exists pi ∈ γF1 such that X1,i ∈ FX1 .
Since pi /∈ γFr = φ, we can choose 2 ≤ b ≤ r such that b = min{j : pi /∈ γFj }. Then, we
see that pi ∈ γFb−1 \ γFb . Let pj ∈ γFb−1 \ γFb such that pi ≤b−1 pj. Since pj ∈ γFb−1 \ γFb , by
Lemma 4.3, there exists some b ≤ c ≤ r such that pj ≤[b,c−1] pk with Xc,k ∈ F . Note that
pi ≤[1,c−1] pk and {X1,i, Xc,k} ⊂ F . By assumption F is a minimal nonface of ∆∨P and we
know {X1,i, Xc,k} ⊂ F is a nonface, and hence F = {X1,i, Xc,k} with pi ≤[1,c−1] pk. 
Let F = {≤[a,b]: 1 ≤ a ≤ b ≤ r−1} be a family of reflexive and antisymmetric relations on
a given set P = {p1, p2, . . . , pn}. Now corresponding to F , we associate an r-partite graph
on a vertex set V =
r⋃
a=1
Va such that Xa,i is adjacent to Xb,j if and only if pi ≤[a,b−1] pj.
Example 4.5. Let P = {p1, p2, p3} and F = {≤1,≤2,≤[1,2]}, where ≤1,≤2,≤[1,2] are given as
in Examples 3.2 and 4.1. We associate a following graph on vertices set V = {Xa,i : a, i ∈ [3]}:
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X1,3
X1,2
X1,1
X2,3
X2,2
X2,1
X3,3
X3,2
X3,1
G
Note that by the following corollary G is Cohen-Macaulay.
Corollary 4.6. Assume that the above family F have the following properties:
i) For a ∈ [r − 1], P[a,a] = Pa is a poset.
ii) For 1 ≤ a ≤ b ≤ r − 1, if pi ≤[a,b] pj, then i ≤ j.
iii) For 1 ≤ a ≤ b ≤ r − 1, if pi ≤[a,b] pj, then there exists a non-decreasing sequence
(t1, t2, . . . , tk) such that pi ≤a pt1 ≤a+1 · · · ≤b−1 ptk ≤b pj.
Then an r-partite graph associated to F is Cohen-Macaulay.
Proof. We notice that the edge ideal of an r-partite graph associated to a family F is equals
to Hr(P)∨. Since, by Proposition 3.4, the ideal Hr(P) has a linear resolution, the result
follows. 
Theorem 4.7. Let G be an r-partite graph with partitions Va = {Xa,1, . . . , Xa,n}, for all
a ∈ [r] satisfying the following conditions:
i) {Xa,i, Xb,i} is an edge for all i ∈ [n] and 1 ≤ a < b ≤ r;
ii) if {Xa,i, Xb,j} is an edge with 1 ≤ a < b ≤ r, then i ≤ j;
iii) {Xa,i, Xb,j} is an edge if and only if there exists a non-decreasing sequence (t1, t2, . . . , tk)
such that {Xa,i, Xa+1,t1}, . . . , {Xb−1,tk , Xb,j} are edges of G for 1 ≤ a ≤ b ≤ r and
i, j ∈ [n].
iv) if {Xa,i, Xa+1,j} and {Xa,j, Xa+1,k} are edges for a ∈ [r − 1], then {Xa,i, Xa+1,k} is an
edge.
Then G is Cohen-Macaulay.
Proof. Let P = {p1, p2, . . . , pn}. Then for each 1 ≤ a < b ≤ r, we define a relation ≤[a,b−1] on
P by pi ≤[a,b−1] pj if and only if {Xa,i, Xb,j} is an edge ofG. Observe that for all 1 ≤ a < b ≤ r,
P[a,b−1] satisfies the hypothesis of Corollary 4.6, and hence G is Cohen-Macaulay. 
Definition 4.8. Let G be a bipartite graph on the vertex set V with partition of V = V1∪V2,
where V1 = {X1,1, . . . , X1,m} and V2 = {X2,1, . . . , X2,n}. Then we say that G satisfies Herzog-
Hibi conditions if it satisfy the following:
i) m = n.
ii) For all i, we have {X1,i, X2,i} ∈ E.
iii) If {X1,i, X2,j} ∈ E, then i ≤ j.
iv) If {X1,i, X2,j} ∈ E and {X1,j, X2,k} ∈ E, then {X1,i, X2,k} ∈ E.
Further, if for i ≤ j, we have {X1,i, X2,j} ∈ E, then we say G is a Herzog-Hibi complete
graph.
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Remark 4.9. Let V1 = {X1,1, . . . , X1,m} and V2 = {X2,1, . . . , X2,n}, and G be a bipartite
graph on a vertex set V = V1 ∪ V2. If G satisfy Herzog-Hibi conditions, then, by Theorem
4.7, we know that G is Cohen-Macaulay. In fact, Herzog-Hibi ([3], 2005) prove that G is
Cohen-Macaulay if and only if G satisfy Herzog-Hibi conditions. In this case, further we have
the following:
i) Let G′ be induced subgraph on vertex set V \ {X1,1, X2,1}. Then note that G′ satisfy
Herzog-Hibi conditions, and hence G′ is Cohen-Macaulay.
ii) Let S = k[X1,1, . . . , X1,n, X2,1, . . . , X2,n]. Since X2,1 is adjacent to only X1,1, we get
〈I(G), X1,1〉 = 〈I(G′), X1,1〉 and dim
(
S
〈I(G), X1,1〉
)
= dim
(
S
I(G)
)
= n, and hence by
(i), we know that depth
(
S
〈I(G), X1,1〉
)
= n.
iii) Consider the sequence 0 −→ S(−1)
I(G) : X1,1
X1,1−→ S
I(G)
−→ S〈I(G), X1,1〉 −→ 0. This forces
that dim
(
S(−1)
I(G) : X1,1
)
≤ n and depth
(
S(−1)
I(G) : X1,1
)
≥ n, and hence S(−1)
I(G) : X1,1
is
Cohen-Macaulay of dimension n.
Theorem 4.10. Let G be an r-partite graph with partition V1, V2, . . . , Vr which satisfy the
following:
i) |Va| = n for all 1 ≤ a ≤ r
ii) for all 1 ≤ a, b ≤ r − 1, the induced graph on the vertices Va ∪ Vb is a complete bipartite
graph,
iii) for all 1 ≤ a ≤ r − 1, the induced graph on vertices Va ∪ Vr satisfies the Herzog-Hibi
conditions.
Then G is Cohen-Macaulay.
Remark 4.11. Let G be a graph as in Theorem 4.10 and S = k[X1,X2, . . . ,Xn]. Suppose
Va = {Xa,1, . . . , Xa,n} for all a ∈ [r].
i) If n = 1, then G is a complete graph on r vertices, and hence G is Cohen-Macaulay.
ii) For 1 ≤ a ≤ r, let V ′a = V \ {Xa,1}, and let G′ be the induced subgraph of G on the
vertex set V ′ = V ′1 ∪ · · · ∪V ′r . Then G′ also satisfies the hypothesis of Theorem 4.10 with
|V ′a| = n− 1 for all a.
iii) Let Ga be the induced subgraph on vertex set Va ∪ Vr for all a ∈ [r − 1]. Since, for all
a, Ga is bipartite graph which satisfies Herzog-Hibi conditions, by Remark 4.9(i), Ga is
Cohen-Macaulay, and hence by 4.9(iii), we get
S
I(Ga) : Xa,1
is Cohen-Macaulay.
iv) For a ∈ [r] and i ∈ [n], define st(Xa,i) = {Xb,j ∈ V : Xb,j adjacent to Xa,i}. Since the
induced graph on vertices Va ∪ Vb is a complete bipartite graph for all a, b ≤ r − 1, we
get V1 ∪ · · · ∪ Va−1 ∪ Va+1 ∪ · · · ∪ Vr−1 ⊂ st(Xa,1) for all a ∈ [r − 1].
v) By (iv), we get
I(G) : Xa,1 = 〈V1 ∪ · · · ∪ Va−1 ∪ Va+1 ∪ · · · ∪ Vr−1, I(Ga) : Xa,1〉.
Since, by Remark 4.9(iii),
S
I(Ga) : Xa,1
is Cohen-Macaulay,
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By Remark 4.9(iii), we know that
S
I(G) : Xa,1
is Cohen-Macaulay, and hence so is
S
〈I(G), X1,1, . . . , Xa−1,1〉 : Xa,1 . Note that
S
〈I(G), X1,1, . . . , Xa−1,1〉 : Xa,1 '
k[Va, Vr]
I(Ga) : Xa,1
,
and hence Remark 4.9(iii) forces that dim
(
S
〈I(G), X1,1, . . . , Xa−1,1〉 : Xa,1
)
= n.
Proof of Theorem 4.10. In order to prove the result, we use the induction on n. If n = 1, by
Remark 4.11(i), we knowG is Cohen-Macaulay. If n > 1, then take Va = {Xa,1, Xa,2, . . . , Xa,n}.
Take the following short exact sequence
0 −→ S(−1)〈I(G), X1,1, . . . , Xr−2,1〉 : Xr−1,1
Xr−1,1−→ S〈I(G), X1,1, . . . , Xr−2,1〉 −→
S
〈I(G), X1,1, . . . , Xr−1,1〉 −→ 0.
For 1 ≤ a ≤ r, let V ′a = V \ {Xa,1}, and let G′ be the induced subgraph of G on the vertex
set V = V ′1∪· · ·∪V ′r . Note that induce subgraph G′ also satisfies the hypothesis of the theorem
with |V ′a| = n−1 < |Va| for all a. Hence, by induction hypothesis, G′ is Cohen-Macaulay, and
hence so is
S
〈I(G′), X1,1, . . . , Xr−1,1〉 , and dim
(
S
〈I(G′), X1,1, . . . , Xr−1,1〉
)
= n. By Remark
4.11(v), we know
S
〈I(G), X1,1, . . . , Xr−2,1〉 : Xr−1,1 is Cohen-Macaulay of dimension n, and
hence so
S
〈I(G), X1,1, . . . , Xr−2,1〉 .
Similarly, using the following short exact sequence
0→ S(−1)〈I(G), X1,1, . . . , Xr−3,1〉 : Xr−2,1
Xr−2,1→ S〈I(G), X1,1, . . . , Xr−3,1〉 →
S
〈I(G), X1,1, . . . , Xr−2,1〉 → 0,
we get
S
〈I(G), X1,1, . . . , Xr−3,1〉 is Cohen-Macaulay. By repeating the above process, we
get
S
I(G)
is Cohen-Macaulay. 
Note that if G is Cohen-Macaulay, then G need not be one of the graph described in
Theorems 4.7 and 4.10. For example, if G is cycle on 5 vertices, then G is Cohen-Macaulay.
But G does not satisfy the hypothesis of Theorems 4.7 and 4.10.
Remark 4.12. Let G be as in the above theorem such that for 1 ≤ a ≤ r − 1, the induced
graph on vertices Va∪Vr is a Herzog-Hibi complete graph. Since
(
r−1
2
)
partitions are complete
bipartite and r − 1 partitions are Herzog-Hibi complete, we have the number of edges is
n2
(
r − 1
2
)
+ (r − 1)
(
n+ 1
2
)
=
(
(r − 1)n+ 1
2
)
.
Since the height of edge ideal of a given graph in the above remark is (r − 1)n, by [6,
Theorem 4.3.7], we have the following:
Corollary 4.13. Let G be given as in the above remark and I be the edge ideal of G. Then
S/I has a linear resolution.
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