In the article, we study the structure of Galois coverings of self-injective artin algebras with infinite cyclic Galois groups. In particular, we characterize all basic, connected, self-injective artin algebras having Galois coverings by the repetitive algebras of basic connected artin algebras and with the Galois groups generated by positive automorphisms of the repetitive algebras.
Introduction
Covering techniques have played a central role in the representation theory of algebras since their introduction at the beginning of 1980s [7, 9, 13] . For example, a convenient way to determine whether a finite-dimensional algebra over an algebraically closed field is of finite (respectively, tame) representation type consists in finding its suitable geometric degeneration to an algebra which admits a simply connected Galois covering, and then frequently reduce the representation theory to that for the corresponding simply connected algebras.
In the representation theory of self-injective artin algebras an important role is played by the self-injective algebras A which admit Galois coverings of the form B → B/G = A where B is the repetitive algebra of an artin algebra B and G is an admissible group of automorphisms of B. The repetitive algebras B are of particular interest because due to results of Happel [14, 15] there is a canonical embedding of the derived category D b (mod B) of bounded complexes of finitely generated B-modules into the stable category mod B of the category of mod B of finitely generated B-modules, which is an equivalence if B has finite global dimension. Moreover, self-injective artin algebras are often socle deformations of algebras which are Morita equivalent to self-injective algebras of the form B/G. This is the case for all representation-finite self-injective algebras [8, 16] and important classes of representation-infinite tame selfinjective algebras [1, [3] [4] [5] [6] [10] [11] [12] 18, 19] over algebraically closed field, as well as for the wide class of self-injective artin algebras which are stably equivalent to self-injective algebras of tilted type [20] [21] [22] [23] [24] [25] . Recall also that the classical examples of self-injective artin algebras are provided by the blocks of group algebras of finite groups, or more generally by the blocks of finite-dimensional Hopf algebras over fields.
In this paper, we introduce and investigate positive Galois coverings of basic connected self-injective artin algebras. We prove in Section 4 that every positive Galois covering with core of a self-injective artin algebra A is isomorphic to a positive Galois covering B → A by a twisted repetitive algebra B of an artin algebra B with respect to an automorphism of B. In Section 5, we establish necessary and sufficient conditions for a self-injective artin algebra A to admit a positive Galois covering B → A by a (nontwisted) repetitive algebra B of an artin algebra B, and derive some consequences. In the final Section 6, we are concerned with the isomorphism problem of positive Galois coverings of self-injective artin algebras. We prove that two positive Galois coverings of a top-socle-free self-injective algebra are isomorphic if and only if they have isomorphic cores. In Sections 2 and 3, we recall basic setup concerning locally bounded categories, Galois coverings and repetitive algebras.
For basic background concerning the representation theory of artin algebras applied here, we refer to [2, 13, 27] .
The main results of the paper have been presented during the international conferences "Algebras, Modules and Rings" (Lisbon, July 2003) and "Frobenius Algebras and Related Topics" (Toruń, September 2003).
Locally bounded categories
Throughout the paper by an algebra we mean a basic connected artin algebra over a fixed commutative artin ring K. For an algebra we denote by mod the category of finitely generated right -modules and by D : mod → mod op the standard duality Hom K (−, E) , where E is a minimal injective cogenerator in mod K. By a -module is meant an object of mod . An algebra is said to be self-injective if D( ) in mod , that is, the projective -modules are injective.
Following [7] , a K-category R is said to be locally bounded if the following conditions are satisfied:
(a) distinct objects of R are nonisomorphic; (b) the algebras R(x, x) are local for all objects x ∈ R; (c) for each object x of R, y∈R |R(x, y)| and y∈R |R(y, x)| are finite.
Here, for a K-module V , we denote by |V | its length over K.
Following [13] , a functor F : R → between two locally bounded categories R and is called a covering functor if the induced K-homomorphisms
R(x, y) → (F (x), a) and F (y)=a R(y, x) → (a, F (x))
are isomorphisms for all objects x of R and a of . Let R be a locally bounded K-category and G a group of K-linear automorphisms of R. We assume that G acts freely on the objects of R, that is, gx = x for each object x of R and g = 1 in G. It follows from [13, Proposition 3.1] that the quotient R/G exists in the category of locally bounded K-categories and there is a connected Galois covering functor F : R → R/G with the Galois group G. The objects of R/G are the G-orbits of all objects of R. A morphism f : a → b between two objects in R/G is a family f = ( y f x ) ∈ x,y R(x, y), where x, y range over a, b, respectively, and f satisfies the relation g( y f x ) = gy f gx for all g ∈ G and all x, y. The composition ef of f : a → b and e : b → c in R/G is defined by z ef x = y∈b z e y · y f x , for x ∈ a and z ∈ c (this sum makes sense because R is locally bounded). Then we have the canonical covering functor F : R → R/G which assigns to each object x of R its G-orbit, and to a morphism ∈ R(x, y) the family F = ( hy F gx ) g,h∈G such that hy F gx = g if g = h and hy F gx = 0 for g = h. Moreover, F : R → R/G is a Galois covering functor since F is surjective on the objects and G acts transitively on the fibre F −1 (a) of each object a of R/G.
A locally bounded category R with finitely many objects is called bounded. We will freely identify a bounded category R with the associated algebra R = a,b R(a, b) where a, b range over all objects of R. Then each object x of R will be identified with the primitive idempotent ε x (the identity morphism x → x) of R. For a locally bounded category R, we denote by mod R the category of finitely generated contravariant functors from R to mod K, called right R-modules. Further, for a covering F : R → of locally bounded categories, we denote by F : mod R → mod the push-down functor associated to F [7] .
A locally bounded K-category R is said to be Frobenius (self-injective) if every finitely generated projective R-module is injective.
Finally, we mention that if K is an algebraically closed field then every locally bounded K-category R is isomorphic to the quotient category KQ/I of the path category of a locally finite connected (Gabriel) quiver Q = Q R of R by an admissible ideal I of KQ, and mod R is equivalent to the category rep K (Q, I ) of finite-dimensional K-linear representations of the bound quiver (Q, I ).
Repetitive algebras
Let B n , n ∈ Z, be a family of artin algebras over K, and assume that there are algebra isomorphisms n : B n → B n+1 and n : B n+1 → B n with n n = n+1 n+1 for all n ∈ Z. Let = { n | n ∈ Z} and = { n | n ∈ Z}.
The twisted repetitive algebra B of the families {B n } n and , is by definition the direct sum n∈Z B n ⊕ (DB n ) n of K-modules B n ⊕ (DB n ) n , and with multiplication given by
for all integers n and (b n , f n ) ∈ B n ⊕(DB n ) n , where f n is an algebra automorphism of B .
Proof. By definition, is additive. In order to show that is multiplicative, take
Moreover, we have
where −1 i i+1 i+1 = i by the assumption imposed on and . Therefore, comparing these equations, we obtain (xx ) = (x) (x ).
The automorphism is called the Nakayama automorphism of B . If all B n are copies of B = B 0 , all n are the identity morphisms, and all n are the same as the core automorphism , then B is denoted by B and the Nakayama automorphism B is the shift from Let B = B 0 and 1 B = e 0,1 + · · · + e 0,m be a fixed decomposition of 1 B into a sum of orthogonal primitive idempotents of B. Let e n,i = n (e 0,i ) for i = 1, . . . , m and n ∈ Z, and E n = {e n,i | i = 1, . . . , m}. Then E n is a complete set of orthogonal primitive idempotents of B n , and E = n∈Z E n is a complete set of orthogonal primitive idempotents of B . The algebras B n and B are considered as K-categories with E n and E as their objects sets. Here, e n,i and E should be denoted more precisely by e n,i, and E . They however will be distinguished in the context from a different choice of , and hence we denote them as above for simplicity. Thus, by Lemma 3.1, is an automorphism of the K-category B .
We shall show that every repetitive K-category B is isomorphic to the repetitive K-category B where B = B 0 and is the core automorphism of B. For this, let
for b n ∈ B n , f n ∈ (DB) n , and let
be the induced map, where n (b n , f n ) is considered as an element of ( B ) n .
Proposition 3.2. is a K-category isomorphism B → B and
where the first
In order to compare the second components, let y be any element of B. Then
By assumption, n n = n+1 n+1 for all integers n, so it is easy to see that ( i−1 . . .
for all y ∈ B. Hence
and therefore we conclude that (xx ) = (x) (x ). 
Hence, for any c ∈ C, we have
and so
, we have 0 = u 0 . Conversely, assume that there is an algebra isomorphism 0 : B → C with 0 = u 0 for some invertible element u of C. Then it is a routine work to see that
Thus, composing¯ and˜ , we have an isomorphism =˜ ¯ :
Positive Galois coverings
In this section we introduce the positive Galois coverings of self-injective algebras and describe their structure.
From now on by a periodic K-category we mean a locally bounded K-category C, with the objects class denoted by E C , together with a fixed automorphism C satisfying the following two conditions:
(a) C acts freely on the object class
The canonical models of periodic K-categories are provided by the twisted and ordinary repetitive categories B and B of artin K-algebras B together with their Nakayama automorphisms B and B .
A full convex subcategory D of a periodic K-category C is said to be a quasi-core if the objects class E D of D is a complete class of representatives of the C -orbits in the objects class E C of C. We shall consider the periodic K-categories C with a fixed quasi-core, denoted by c(C).
Let C be a periodic K-category with a quasi-core c(C). By an automorphism of C we mean an automorphism of the K-category C such that
of C is said to be strictly positive. Further, an automorphism h of C is said to be C -positive (respectively,
and C -strictly positive if h is C -positive but not C -rigid. It is easy to see that an automorphism h of C is C -positive (respectively, C -rigid) if and only if h = C for a positive (respectively, rigid) automorphism of C. We are now in position to define the main object of our studies. Definition 4.1. Let A be a self-injective artin algebra and A the Nakayama automorphism of A. A Galois covering F C : C → A is said to be positive if C is a periodic K-category with an automorphism C and a quasi-core c(C), the Galois group G of F C is generated by a C -positive automorphism h of C, and the following conditions are satisfied:
(G2) For any objects x of C and a of A with F C (x) = a, there are objects y and z of C with F C (y) = a = F C (z) such that F C induces the isomorphisms of K-modules
In order to indicate the positive generator h of the Galois group G of F C : C → A we will write For a positive Galois covering F C : C h → A of a self-injective algebra A, the automorphism C (respectively, h) of C is said to the Nakayama automorphism (respectively, the C -positive generator) of F C . Similarly, the quasi-core c(C) of C is said to be a quasicore of the covering F C . Observe that c(C) is a bounded subcategory of C, because A is a bounded category. The quasi-core c(C) is said to be a core of C (respectively,
C (y)) = 0 for all objects x, y of c(C) and all integers i, j with i − j 2. Then the algebra associated to c(C) is said to be the core algebra of F C .
The main aim of this section is to prove the following theorem. For the proof of the theorem we need several preliminary results. We assume that A is a (basic, connected) nonsimple self-injective artin K-algebra and F C : C h → A is a fixed positive Galois covering of A, with a core c(C).
Proof. Note thatx is a primitive idempotent of A andxAx is the endomorphism algebra of the right idealxA of A. For any u ∈ C (a morphism or an object), we denote F C (u) byū. Let Ax =xAx. By condition (G1), there is an isomorphism
We may assume thatūa = 0. Let , ∈ E C be such that¯ =¯ =x and (ūa) = 0, and let = h n (x) for some integer n. Then,
be the associated right and left ideals of C.
Proposition 4.5. C is a Frobenius K-category. Moreover, for any object x ∈ E C the following holds:
(1) xC and Cx are injective C-modules, and
The following statements are equivalent:
Proof. The fact that C is a Frobenius K-category follows from (1). We prove (1) and (2) only for the right C-modules, because the arguments for the left C-modules are dual.
(
A(a,x). By (G1) and
Hence by (G1) the covering functor F C induces the following isomorphism between the right modules
In particular, xC has the simple socle, because so hasxA.
To show the injectivity of xC, let M be a finitely generated right C-module containing xC essentially. It suffices to show that M = xC. Since xC is isomorphic toxA by F C , we may assume that F (xC) =xA, where F : mod C → mod A is the push-down functor associated to the covering functor F C . Let a be an object of the category A,
This shows that soc(xC) ⊆ C( C (x), x), and this implies that soc(xC) is isomorphic to top(
) by assumption (G0) for F C , and hence
Hence we have C (x) = h(x) by condition (G1). Therefore (a) and (b) are equivalent.
Clearly, (b) implies (c). We prove now that (c) implies (a). Assume that C(
On the other hand, by (G2) again, F C induces an isomorphism
Therefore we have h(x) = x, contradicting the free action of h on the objects of C. The equivalence of (d) with (c) follows from (1) and (2). (4) Taking into account the fact that F C ( (x)) = A (x), this follows from (3) and conditions (G1) and (G2).
Then we have the partition
of objects of C. For x ∈ E i , i is said to be the grade of x. Let {e 0,i | 1 i m} be the set of objects of the quasi-core C 0 = c(C), which we will identify with a complete set of orthogonal primitive idempotents of the associated K-algebra. Let e j,i = 
Proof. For any e j,i we have
For the second assertion, let h(e 0,i ) = e j,k for some 1 k m and j > 0. Then, F C (h(e 0,i )) = e j (k) from the first assertion, and
On the other hand, for any integer n 0,
Thus j is the least positive integer t (i) with some e t,t belonging to the h Z -orbit of e 0,i . On the other hand, (i) , and so we have h(e ) = e h( ) for all ∈ . Now, let −j (i) = − (k), for 0 j < (i) and 0
by definition, and hence j (i) + , a contradiction. This implies that j = and i = k. Thus F C sends e ( ∈ 0 ) to e i (1 i m) bijectively.
Lemma 4.7. Assume that c(C) is a core. Then C(
i C (x), j C (y)) = 0
for any objects x, y of c(C) and integers i, j with
C (y)) = 0 for some i < j and some x, y ∈ c(C), then it follows from Proposition 4.5 that C(
C (x)) = 0, which contradicts the definition of the core, because (j + 1) − i 2.
Lemma 4.8. Assume that c(C) is a core. Then, for any
Proof. Suppose that (e C)x = 0 for some object x of C. Then C(x, e ) = 0, which implies from Proposition 4.5 that C( C (e ), x) = 0. Since x = n C (y) for some y ∈ c(C) and some integer n, and c(C) is a core, we get n = 0 or n = 1.
Lemma 4.9. Let B be a periodic K-category and : C → B be a K-category isomorphism such that
Galois covering of A with the Galois group generated by the B -positive automorphism
Proof. Observe that the image (C 0 ) of the quasi-core C 0 = c(C) of C is a quasi-core of B because induces a bijection between the C -orbits in E C and the B -orbits in E B .
Hence g is a B -positive automorphism with respect to
,
Finally, the equality g B = B g is clear, because h and commute with the Nakayama automorphisms.
Let C n = n C (c(C)) for n ∈ Z. Let C n be the algebra of C n and ε n = e n,1 + · · · + e n,m , which is an identity of C n . Let M n = ε n Cε n+1 = 1 i,j m C(e n+1,j , e n,i ). It follows from Lemma 4.8 that ε n C = ε n Cε n ⊕ ε n Cε n+1 , which is a direct sum of K-modules. Moreover, ε n Cε n = C n and ε n Cε n+1 is an ideal of C, and hence is a (C n , C n+1 )-bimodule. Clearly C n is isomorphic to C n+1 by C as algebras for all integers n and, under these isomorphisms, every (C n , C n+1 )-bimodule ε n Cε n+1 is isomorphic to the (C n+1 , C n+2 )-bimodule ε n+1 Cε n+2 . Let B n = ε n Cε n for any integer n. By Proposition 4.5, ε n Cε n+1 is an injective cogenerator as a left B n -module, where End B n (ε n Cε n+1 ) = B n+1 . Hence, for any i = 1, . . . , m and any integer n, there is some i with 1 i m and a B n -isomorphism n,i : B n ε n Ce n+1,i → B n Hom(B n , K)e n,i .
Moreover, we may assume that the following diagram is commutative:
, where
is the restriction of C . In fact, take first an isomorphism 0,i for each i, then define n,i inductively as follows:
and
such that n (e n+1,i ) = e n,i and, for any x ∈ B n+1 , the following diagram is commutative:
where [x] r denotes the right multiplication by x and n (x) is clearly a B n -homomorphism. It is easy to see that n : B n+1 → B n is an algebra homomorphism, so that n becomes a (B n , B n+1 )-bimodule isomorphism This implies that, for f ∈ ε n Cε n+1 , we have
, and hence n (x) = Hom([ n (x)] r , K) as morphisms from Hom(B n , K) to Hom(B n+1 , K), which will be identified in the sequel.
Note that = 0 0 is, by definition, a category automorphism of B. Moreover, the following lemma holds. Lemma 4.10. n n = n+1 n+1 for all n ∈ Z.
Proof. From the above diagrams, for any x ∈ B n+1 , we obtain Hom(
Since n is an isomorphism, we get Hom(
Further, since they belong to Hom(B n , K), for any f ∈ Hom(B n , K) and z ∈ B n , the following equalities hold Hom(
Therefore, since this holds for all f ∈ Hom(B n , K), we have
, so that n = −1 n n+1 n+1 , or n n = n+1 n+1 , as required.
The following proposition completes the proof of Theorem 4.3. 
Proof. Let
for (b, f ) ∈ ε n C n ⊕ ε n Cε n+1 , and let
where B is the twisted repetitive algebra of the family of algebras B n and defined above families of category automorphisms n : B n+1 → B n and n : B n → B n+1 .
Note that the twisted repetitive algebra B is well defined by Lemma 4.10, and is considered as a K-category with the objects set E and the Nakayama automorphism B . Since obviously is a K-module isomorphism sending the objects of C to the objects of B , in order show that is a K-category isomorphism it is enough to show that is multiplicative.
Since
which shows that is multiplicative.
Finally, to show that
Hence the required commutativity follows from the choice of n,i , because
for all i and n. Therefore, the proposition follows from Proposition 3.2 and Lemma 4.9.
We note that Theorem 4.3 implies that for an algebra B, an algebra automorphism of B, and a positive Galois covering F : B → A of a self-injective algebra A, there exists a category automorphism of B such that F is isomorphic to a positive Galois covering F : B → A.
In order to derive some consequences we need the following lemma. Proof. First we show that
On the other hand, by Proposition 4.5, F B induces an isomorphism
Hence, by comparing these two isomorphisms, we have
, and this implies an isomorphism
Invoking Proposition 4.5 again, we conclude that F B induces an isomorphism ( A (x),x) .
We now show the commutativity of the following diagram, for any objects x, y of C , ( ( C (y)), ( C (x)) ).
Since we have proved above that C (x) = B (x) for all objects x of C , it follows that (x)) ), and hence A (x) = A ( (x)) for all objects x of C . Thus we have the following commutative diagram:
where the vertical morphisms are monomorphisms by the definition of the covering functor. Therefore, for any u ∈ C(y, x), it holds
which implies B (u) = C (u), because F B is a covering functor and hence injective on B( C (y), C (x)), as required.
Finally we show that h = g on C . Since F B g = F B and F C g = F C by the definition of covering functor, we conclude that
Since F B is a covering functor, we therefore conclude that h = g on C . Let B be a finite-dimensional basic algebra and a category automorphism of B, where a complete set of orthogonal primitive idempotents of B is fixed as the objects set. We extend to an automorphism of B , denoted byˆ , as follows:
Letˆ : B → B be the K-linear map defined bŷ
Thenˆ is multiplicative, and henceˆ is a K-category isomorphism. In fact, for x = i (b i , f i ) and y ∈ j (b j , f j ) ∈ B , we havê
Here, for x ∈ B i ,
and consequently we haveˆ (xy) =ˆ (x)ˆ (y) for all x, y ∈ B . Similar arguments show that the K-linear map
is the inverse automorphism of .
We have the following theorem whose special case has been proved in [17 , and hence it suffices to show that F is a covering functor satisfying conditions (G1) and (G2). For this, observe that F (x) = F (y) for objects x, y of B if and only if y = h n (x) for some integer n, which implies that the fibre F −1 (a) of an object a of A is the h Z -orbit of any object x of B with F (x) = a. Moreover, observe that (g n (y )) = h n (y) for y ∈ B, y = − (y) and any integer n. Hence we have the following commutative diagram for any object a of A and objects x, y of B:
where x = − (x) and y = − (y). This implies that F is an isomorphism on n B(h n (y), x), and F satisfies conditions (G1) and (G2), because so does F B . Therefore we have proved that B = B is a Nakayama automorphism of B and F : B → A is a positive Galois covering with a core B and with the Galois group generated by the B -positive automorphism h.
Finally we note that the Galois coverings F and F B are isomorphic only when is the identity, because commutes with B and B only when is the identity.
The following theorem gives a criterion for two positive Galois coverings with cores of a self-injective algebra to be isomorphic. Proof. Let B = B , and let B 0 and C 0 be cores of F B and F C , and their core automorphisms, and B and C the associated core algebras of B and C, respectively. By Theorem 4.3, F C is isomorphic to F C . Thus we may assume that F C = F C .
(1) Let F : B → C be an isomorphism of periodic K-categories with F B = F C F . Hence we may take C 0 = F (B 0 ). Then there is a K-category isomorphism 0 : B → C, and by Corollary 4.14, there is an isomorphism : B (DB) → C (DC) such that 0 = | B : B → C and 1 = | (DB) : (DB) → (DC) , which implies (2). The equivalence of (2) and (3) follows from Proposition 3.3. Now assume that statement (2) holds. We claim that then (1) holds. Let E B 0 and E C 0 be the objects classes of B 0 and C 0 . Let E C 0 be the set 0 (E B 0 ) and E C = i∈Z i
C (E C 0 ). Then E C = E C and is a complete set of orthogonal primitive idempotents of C. Moreover, there is an isomorphism : C → B of K-categories which commutes with the Nakayama shift automorphisms. Then it follows from Lemma 4.9 that F C = F B : C → A is a positive Galois covering of A which is isomorphic to F B .
We end this section with examples illustrating our considerations. The first example shows that in general there are many nonisomorphic positive Galois coverings of a given self-injective algebra. Then, by Proposition 4.13, F 1 and F 2 are isomorphic if and only if is inner. We exhibit now concrete examples of such nonisomorphic positive Galois coverings.
Let K be a field and 0 = ∈ K. Let A be the four dimensional self-injective algebra over K defined by the following quiver and relations:
Let C be the locally bounded K-category given by the following quiver and relations:
Then C is a periodic K-category with the Nakayama automorphism C defined by
Hence there is a positive Galois covering F C : C → A with the Galois group generated by C . On the other hand, let B = K + Kx be the subalgebra of A and the automorphism of B with (1) = 1 and (x) = x. Then AB (DB) as K-categories and F C is isomorphic to the positive Galois covering F B : B → A whose Galois group is generated by the Nakayama automorphism B (see [17] ). Since is not inner, F B is not isomorphic to a positive Galois covering B → A by the (nontwisted) repetitive algebra B of B.
The next example shows that even symmetric algebras admit positive Galois coverings by the twisted repetitive algebras. F ( i (b i , f i ) ). We claim that is regular and symmetric. For this it is enough to consider the elements x, y of A with
Lemma 4.19. B /( B )B DB as K-categories.

Proof. Let A = B /( B ) and note that
where u v = F (uv) = 0 by definition. Hence [26] that AB DB as K-categories.
Positive Galois coverings by repetitive algebras
The main aim of this section is to find necessary and sufficient conditions for a selfinjective artin algebra A to admit a positive Galois covering B → A by the repetitive algebra B of an artin algebra B.
Let B be a basic, connected artin algebra over a commutative artin algebra K, and B the repetitive algebra of B. We fix a set E 0 = {e 0,1 , . . . , e 0,m } of orthogonal primitive idempotents of B 0 = B such that ε 0 = e 0,1 + · · · + e 0,m is the identity of B 0 . For each n ∈ Z and j ∈ {1, . . . , m}, we set e n,j = e 0,j , and define ε n = e n,1 + · · · + e n,m , E n = {e n,1 , . . . , e n,m }, E = n∈Z E n . Then E is a complete set of orthogonal primitive idempotents of B such that e n,j B = (e 0,j B) n ⊕ (e 0,j (DB)) n for n ∈ Z and j ∈ {1, . . . , m}. Moreover, ε n is the identity of B n . We may consider B as a locally bounded K-category whose objects set is equal to E and Hom B (e k,i , e n,j ) = e n,j Be k,i for all i, j ∈ {1, . . . , m} and integers k, n. The canonical shift automorphism B : B → B with B (e n,j ) = e n+1,j , for all n ∈ Z and j ∈ {1, . . . , m}, is called the Nakayama automorphism of B. An automorphism of B is said to be positive (or strictly positive) if for each object e n,j of B there is an integer p n (or p > n, respectively) such that (e n,j ) ∈ E p . Hence, a positive automorphism of B is a shift of B to the same direction as B . We note that, for any positive automorphism of B, the infinite cyclic group G = ( B ) has only finitely many orbits in the objects set E of B, and hence B/G is a bounded category, which we identify with the self-injective artin algebra associated to B/G. The canonical Galois covering functor F : B → B/G is a positive Galois covering.
It follows from Corollary 4.14 that if a self-injective algebra A admits two positive Galois coverings B → B/G = A and C → C/H = A then the artin algebras B and C have the same number of isomorphism classes of simple modules.
Let A be a self-injective artin algebra, {e i | 1 i s} a complete set of primitive orthogonal idempotents of A such that 1 = e 1 + · · · + e s , I an ideal of A, B = A/I and e an idempotent of A such that e + I is the identity of B. We may assume that e = e 1 + · · · + e m , for some m s, and {e i | 1 i m} is the subset of {e i | 1 i s} consisting of all idempotents e i which are not in I . Then such idempotent e is uniquely determined by I up to an inner automorphism of A, and we call it a residual identity of B [20] . Note that BeAe/eI e naturally and 1 − e ∈ I . We denote by l A (I ) and r A (I ) the left and right annihilator of I in A, respectively.
The following lemma and proposition are essential for our consideratons.
Lemma 5.1. Let A be a self-injective artin algebra, e an idempotent of A and I an ideal of A, and assume that l A (I ) = I e or r A (I ) = eI . Then e is a residual identity of the factor algebra A/I .
Proof. Suppose that there exists a nonzero idempotent e of A such that e e = e = ee and e ∈ I . Then e ∈ I eI and so I eI = 0, a contradiction. Hence, it suffices to show that 1 − e ∈ I . This easily follows from the fact that Moreover, the following equalities hold:
A (e)I e, (2) eI = eI A (e).
Proof. This follows from [20, Proposition 2.3] and its proof.
The following theorem is the main result of this section. Let B be a basic, connected, artin algebra, a positive automorphism of B, G the infinite cyclic group generated by g = B , and A = B/G the associated self-injective artin algebra. We will show that there exist an ideal I in A and an idempotent e of A which satisfy conditions (1) and (2) of Theorem 5.3. We use notation introduced above and in Section 3.
For each element b ∈ B 0 , we denote byb its G-orbit. Hence,b = ( ybx ) x,y∈E is an element of A with ybx = g n (e 0,j be 0,i ) for x = g n (e 0,i ) and y = g n (e 0,j ), for n ∈ Z, 1 i, j m, and ybx = 0 otherwise. Let e i =ē 0,i for any i with 1 i m. Observe that, since g = B with a positive automorphism of B, we have g n (e 0,i ) = g k (e 0,j ) for any i, j ∈ {1, . . . , m} and n = k from Z, and e i = e j for i = j . Moreover, {e i | i = 1, . . . , m} is a set of orthogonal primitive idempotents of the algebra A. Let e = e 1 + · · · + e m . For n ∈ Z, we setĒ n = {ē n,i | i = 1, . . . , m}, andĒ = n∈ZĒ n . Note thatĒ is a complete set of orthogonal primitive idempotents of A whose sum is the identity of A.
Let J be the ideal of A generated by all elementsē n,i ∈Ē\Ē 0 with (n, i) ∈ = Z × {1, . . . , m}, L the ideal of A generated by all elementsf with f ∈ (DB) 0 , and let I = J + L. We will show in several steps that the ideal I and the idempotent e satisfy the required conditions (1) and (2). Proof. It suffices to show the claim for x = g s (e 0,i ) and y = g s (e 0,j ). In this case, we have the equalities
Lemma 5.7. I eI = 0.
Proof. Let c = ueu be an element of I eI with u, u ∈ I . Then, for x = g (e n,i ) and y = g s (e k,j ), we have
where z runs through all element g t (e 0,r ), (t, r) ∈ . Let b 1 = y u z and b 2 = z u x . We claim that b 1 b 2 = 0. Since I = J + L, we may assume that u and u belong to J ∪ L. Proof. It follows from Lemma 5.6 that is multiplicative, and obviously (1 B ) = e. Hence, it suffices to show that eAe contains the image of . Let b ∈ B, and x = g n (e 0,i ), y = g (e 0,j ). Then
where y e z = 0 for y = z, and hence y (ebe) x = y (be) x . Similarly, we obtain y (be) x = ybx . Therefore, y (ebe) x = ybx , and, by the definition ofb, we get y (ebe) x = 0 for n = . This shows thatb = ε 0 bε o = ebe ∈ eAe, as required.
Denote by : B → eAe/eI e the composition of : B → eAe with the canonical epimorphism eAe → eAe/eI e. Lemma 5.9. The homomorphism : B → eAe/eI e is an algebra isomorphism.
Proof. In order to prove that is an algebra isomorphism, it is enough to show, by Lemma 5.5 , that is surjective. Let u = eue ∈ eAe be a nonzero element, and x = g n (e 0,i ), y = g (e 0,j ). Then g − ( y u x ) = y u x ∈ B 0 ⊕ (DB) 0 , where x = g n− (e 0,i ) and y = e 0,j . Hence x = e 0,k or x = e 1,k for some k ∈ {1, . . . , m}. If x = e 0,k , then n = , because G is generated by g = B with positive, and consequently y u x ∈ B 0 . Using now Lemma 5.5, we obtain y u x / ∈ eI e. On the other hand, if x = e 1,k , then n = + 1 and y u x ∈ DB, and hence g ( y u x ) = g (y ) u g (x ) = y u x . Thus u = ε 0 uε 0 + ε 0 uε 1 . Hence eue − ε 0 uε 0 ∈ eI e, and so (ε 0 uε 0 ) = eue + eI e. This shows that is surjective.
Lemma 5.10. There is an isomorphism eI A (e)DB of left B-modules.
Proof. It follows from Lemmas 5.7 and 5.9 that eI A (e) can be naturally regarded as a left B-module. Take u ∈ eI A (e). Observe that if y u x = 0 then x = g (e 1,i ) and y = g t (e 0,j ) for some integers , t and i, j ∈ {1, . . . , m}. Then y u x = g −t ( y u x ) = 0 where x = e 0,j and y = g −t (e 1,i ), and hence x ∈ E 0 ∪ E −1 . If x ∈ E 0 then y u x = 0 by Lemma 5.4. Hence x ∈ E 1 and then = t and y u x ∈ (DB) 0 . Summing up, u = ε 0 uε 1 and we have a bijection
: eI A (e) → (DB) 0 which assigns to any element u ∈ eI A (e) the element y∈E 0 ,x∈E 1 y u x of (DB) 0 .
Finally, using Lemma 5.4 again, we have, for c = a ∈ A with c ∈ B and u ∈ eI A (e), the equalities We derive now important consequences of Theorem 5.3 and results proved in [22, 24] . (3), the ordinary quiver of B has no oriented cycle. Then, using assumption (2), we infer from [22, Proposition 2.6 ] that there is a positive Galois covering F : B → A. Therefore, invoking our assumption that the ordinary quiver of B has less vertices than the ordinary quiver of A, we conclude that is a strictly positive automorphism of B. This finishes the proof.
Top-socle-free self-injective algebras
In this section we are concerned with the problem of deciding when two positive Galois coverings of a self-injective artin algebra are isomorphic. We first exhibit a class of self-injective artin algebras.
A self-injective artin algebra A is said to be top-socle-free if
for any primitive idempotent f of A. In this case, for any indecomposable projective right A-module P and the endomorphism algebra = End A (P ), either is a division algebra or soc is the radical of . Moreover, soc = rad if and only if top P soc P . Let A be a basic connected algebra, I an ideal of A, and e a residual identity of B = A/I . Following [20, (2.1) ], the ideal I is said to be deforming if the ordinary quiver of B has no oriented cycles and l eAe (I ) = eI e = r eAe (I ) . We note that, if l A (I ) = I e or r A (I ) = eI , then l eAe (I ) = eI e = r eAe (I ) and soc A ⊆ I (see [20, Proposition 2.3] ).
The following proposition exhibits a wide class of top-socle-free self-injective algebras. Observe that if B is a basic connected artin algebra whose ordinary quiver has no oriented cycles, a positive automorphism of B, and A = B/( B ) then A is a topsocle-free self-injective artin algebra. In fact, we have the following characterization of top-socle-free algebras having positive Galois coverings. Proof. Assume that A is top-socle-free. We show that C(x, x) is a division algebra for any x ∈ E C . We denote
If A (x) =x, then, by Proposition 4.5, F C induces an isomorphism
where Ax = A(x,x). In this case, C( C (x), x) is mapped by F C to an ideal of the algebra A(x,x), by Lemma 4.4, and hence onto the socle by definition of the top-soclefree self-injective algebra. Hence C(x, x) is isomorphic to the factor algebra Ax/ soc Ax which is a division algebra by assumption. In the case when C (x) =x, Ax is a division algebra, and there is an isomorphism
Conversely, assume that C(x, x) is a division algebra for any object x of C. By definition, there is an isomorphism 
, it follows that = 1. Hence u ∈ C(h(x), h(x)), which implies that the noninvertible morphism h −1 (u) belongs to C(x, x), a contradiction to our assumption on C(x, x). Proof. This is an immediate consequence of Proposition 6.2.
In particular, we obtain the following fact. The necessity part of the theorem is obvious. The proof of the sufficiency part will be divided into several steps (Lemmas 6.6-6.10).
Assume that F B : B g → A and F C : C h → A are two positive Galois coverings of A such that there exist quasi-cores E 0 of B and E 0 of C and an isomorphism of Kcategories : E 0 → E 0 with F C = F B on E 0 . Since E 0 and E 0 are quasi-cores, the objects classes E B and E C of B and C are the disjoint unions
We shall prove that : E 0 → E 0 can be extended to an isomorphism of positive Galois coverings
Denote the objects of E 0 by e 0,i , 1 i m, and put e j,i = j B (e 0,i ) for (j, i) ∈ = Z ×{1, . . . , m}. We will write also e for = (j, i) ∈ . For k ∈ Z and = (j, i) ∈ ,
Hence, E B consists of the objects e , ∈ , while E C consists of the objects e ∈ = . Further, we denote by A the Nakayama automorphism of A and by the Nakayama permutation associated to A . Finally, we denotex = F B (x) for x ∈ E B andȳ = F C (y) for y ∈ E C .
We extend first : E 0 → E 0 to : E B → E C by (e ) = e for ∈ . Then it holds F B (e ) = F C (e ) for all ∈ . Since, for = (j, i), F B (e j,i ) = e j (i) ∈ A, we get 
Proof. The implication that B(x, y) = 0 implies C( (x), (y)) = 0 will follow from the following argument below, and then the converse will follow by using the isomorphism We claim that z = e . Then we define x,y as the restriction of the composition F
which implies C( (e 0,s ), (e 0,t )) = 0 particularly, and hence, by condition (G2), F C induces an isomorphism
Thus we have the equalities ( (e 0,t ) , (e 0,s )) = 0 and, by Proposition 4.5 again, C ( C (e 0,s ) , (e 0,t )) = 0. Thus, by (G2), F C induces an isomorphism
Moreover, we have isomorphisms Therefore, composing these isomorphisms, we conclude that F C induces an isomorphism C(e , e ) ∼ → A(x,ȳ). Hence, by the uniqueness of z, we conclude that z = e .
Observe that, by Lemma 4.6, the idempotents F C (e ), ∈ 0 , form a complete set of orthogonal primitive idempotents of A.
For simplicity we denote (x) by x , for x ∈ E B . Now, let (u) be a morphism
x,y (u), for u ∈ B(x, y), and x, y ∈ E B ,x =ȳ. Thus we have the correspondence
and isomorphisms
for x, y ∈ E B withx =ȳ.
Lemma 6.7. g n (x) = h n (x) for any x ∈ E B and n ∈ Z.
Proof. Let x = g s (x 0 ) for some x 0 ∈ E 0 . Then, by definition,
On the other hand,
In order to define a category morphism : B → C, we have to define a morphism
B(x, y) −→ C( (x), (y)),
for any x, y ∈ E B withx =ȳ. Here, our assumption that A is top-socle-free will be essential. Let x, y ∈ E B withx =ȳ. By condition (G1) and Lemma 6.7, there is a natural isomorphism ( (g(x) ), (x)) → Ax, the image of C ( (g(x) ), (x)) is a proper right ideal of Ax, by Lemma 4.4, and hence C ( (g(x) ), (x)) is zero. Proof. Sinceȳ =x, we have y = g n (x) for some integer n. But n = 0, 1 by assumption, and so B(y, x) = 0. Similarly, since C(h n (z), z) = 0 for any z ∈ C and n = 0, 1, we have C( (y), (x)) = 0 for y = g n (x), n = 0, 1, because (g n (x)) = h n (x) by Lemma 6.7. Proof. It is obvious from the definition that defines a bijective objects correspondence. Hence we have to prove: (1) (1 x ) = 1 (x) for x ∈ E B , (2) (uv) = (u) (v) for any morphisms u : y → x, v : z → y in B.
Assertion (1) is clear from the isomorphism B(x, x) → C( (x), (x)) of algebras.
(2) In the case whenx =ȳ orȳ =z, the assertion follows from Lemma 6.9. Assume thatx =ȳ,ȳ =z. We may assume that u = 0 and v = 0. Then, u, v and vu all are nonisomorphisms, and by definition, Let C and C be the K-algebras given by the following quivers and relations:
Let A be the trivial extension algebra B DB of B by DB. Observe that A is also isomorphic to the trivial extensions of C and C by their minimal injective cogenerators DC and DC , respectively.
Note that the algebras B and C (respectively, the repetitive algebras B and C) are not isomorphic. On the other hand, the algebras B and C are not isomorphic, but the canonical positive Galois coverings B → A and C → A with positive generators B and C , respectively, are isomorphic. In fact, there is an isomorphism : B → C such that (e n,i ) = e n,i for i = 1, 2, 4, (e n,3 ) = e n+1, 3 , and F B = F C , where e m,i (respectively, e m,i ) denote idempotents of B (respectively, C ) corresponding to the vertex (m, i). 
