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Abstract-The ability to use a visualisation tool to steer large 
simulations provides innovative and novel usage scenarios, e.g. 
the abiity to use new algorithms for the computation of free 
energy profiles along a nanopore [I]. However, we find that the 
performance of interactive simulations is sensitive to the quality 
of service of the network with variable latency and packet loss 
in particular having a detrimental effed. The use of dedicated 
networks (provisioned in this case as a circuit-switched, point-to- 
point optical lightpath or lambda) can lead to significant (50% 
or more) performance enhancement. When running on say 128 
or 256 processors of a high-end supercomputer this saving has 
a significant value. We perform experiments to understand the 
impact of network characteristics on the performance of a large 
parallel classical molecular dynamics simulation when coupled 
interactively to a remote visualisation tool. This paper discusses 
the experiments performed and presents the results from the 
systematic studies. 
Index Terms-Interactive simulations, supercomputers, vi- 
sualisation, lambda networks, lightpaths, NISTNet, molecular 
dynamics, performance monitoring 
I .  INTRODUCTION 
Lambda networking involves using different wavelengths 
(lambdas) of light in fibres for separate connections. In lambda 
networking, the goal is to achieve ultimate Quality of Service 
(QoS) by giving applications and user communities their own 
sets of lambdas on a shared fibre infrastructure. The imple- 
mentation requires Dense Wavelength Division Multiplexing 
(DWDM) to accommodate many wavelengths on a fibre, 
optical switches, and other optical networking equipment. Grid 
computing applications have so far mostly made use of best- 
effort, shared TCPJIP networks, i.e. the network has simply 
been the glue that holds the middleware-enabled computational 
resources together. In contrast, using lambdas the networks 
themselves are schedulable "first class" grid resources. 
These deterministic lambda networks (LambdaGrids) car- 
rying one or more lambdas of data, form on-demand, end- 
to-end dedicated networks, often called lightpaths. They have 
the ability to meet the needs of very demanding e-science 
applications as a consequence of their ability to provide several 
features that are not possible using regular, production best- 
effort networks. These include: 
Provide higher bandwidth connections: Currently Iamb- 
das allow up to 10Gb/s, with the ability to bundle several 
dedicated lambdas between the same end points, leading 
up to a terabit per second point-to-point connectivity [2] 
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. User controlled and defined networks: As described in 
Mambretti et a1 [3], grid applications can directly create 
and reconfigure the specific topologies and levels of per- 
formance that they require, enabling them to take advan- 
tage of lightpaths that are flexible, adaptable, and deter- 
ministic. Specifically, Ref. [3] discusses the OMNInet [4] 
optical test bed which allows individual applications to 
define their own networks to dynamically change the 
topology of the network through reconfiguration of the 
provisioning hardware. 
Easy implementation of non-traditional (novel) protocols: 
Grossman et a1 [5] provide interesting use of novel 
protocols (Composable UDT - which allows the choice of 
different congestion control algorithms) for high-volume 
transfers, for example, to transport data from the Sloan 
Digital Sky survey.'. 
To provide a contention free resource and defined quality- 
of-service (QoS): e.g., well-defined upper bounds on 
latency, jitter and bandwidth. 
As evidenced from examples above, advances in lambda 
networks have facilitated a wide range of distributed, data- 
intensive, and high-performance applications, as well as novel 
usage scenarios. The unique capabilities provided by lambdas 
and some of the technical challenges that need to be addressed 
in using them, as well as several additional interesting applica- 
tions of lambdas are provided in Ref. [6]. However, most ap- 
plications have tended to use lambdas for their high bandwidth 
alone. For example, an important class of applications driving 
the development and research of lambdas are visualisation of 
large and complex data sets. Few if any applications have 
attempted to use lambdas to couple interactive visualisation 
with "active" simulations. None have used the visualisation 
to steer simulations; this involves a significant steady-stream 
of data transfer from both simulation to visualisation and 
visualisation to simulation. Here we report the first use of 
lambdas to facilitate bi-directional communication between a 
simulation running on a high-end machine with a steering 
agent. Our application exploits the QoS that lambdas can 
provide - tight bounds on latency and jitter - to enhance 
performance. We characterise the performance advantages that 
arise as a consequence of using dedicated lambdas as opposed 
to best-effort production networks. Given that interactive sim- 
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ulations play a critical role - by providing both qualitative 
insight and quantitative information - it is the aim of this 
paper to explore this performance degradation in a systematic 
and formal manner. 
In the next section we describe the scientific problem of 
interest and the solution adopted. In particular, we outline 
the importance of interactive simulations. We then provide 
details of the experimental set up and methodology of the 
tests we carried out to characterise the performance when 
using lambdas, followed by a presentation of our results and 
analysis. We conclude by outlining some ongoing and future 
work. 
11. SIMULATED PORE INTERACTIVE COMPUTING 
ENVIRONMENT 
The transport of biomolecules like DNA, RNA and poly- 
peptides across protein membrane channels is of primary 
significance in a variety of areas. Although there has been a 
flurry of recent activity, both theoretical and experimental [7], 
181, aimed at understanding this crucial process, many aspects 
remain unclear. 
Of the possible computational approaches, classical molec- 
ular dynamics (MD) simulations of biomolecular systems 
have the ability to provide insight into specific aspects of 
a biological system at a level of detail not possible with 
other simulation techniques. MD simulations can be used to 
study details of phenomenon that are often not accessible 
experimentally [9] and would certainly not be available from 
simple theoretical approaches. However, the ability to provide 
such detailed information comes at a price: MD simulations 
are extremely computationally intensive - prohibitively so in 
many cases. As was discussed in Ref. [I], advances in both the 
algorithmic and the computational approaches are imperative 
to overcome such barriers. 
A first-order estimate of the required computational re- 
sources helps to explain why there has not been any significant 
computational contribution to understanding the dynamical 
aspects of the translocation problem. The physical time scale 
for translocation of large bio-molecules through a transmem- 
brane pore is typically of the order of tens of microseconds. 
It currently takes approximately 24 hours on 128 processors 
to simulate one nanosecond of physical time for a system of 
approximately 300,000 atoms. Thus, it takes about 3000 CPU- 
hours on a tightly coupled machine to simulate Ins. Therefore 
a straightforward vanilla MD simulation will take 3 x lo7 CPU- 
hours to simulate 10 microseconds - a prohibitively expensive 
amount. Consequently, approaches that are "smarter" than 
vanilla classical equilibrium MD simulations are required. 
SPICE, the Simulated Pore Interactive Computing Environ- 
ment project [I], implements a method, henceforth referred to 
as SMD-JE, to compute the free energy profile (FEP) along 
the vertical axis of the protein pore. This method reduces the 
computational requirement for the problem of interest by a 
factor of at least 50-100. The important caveat however, is 
that this methodology requires the introduction of two new 
variable parameters, with a corresponding uncertainty in the 
choice of the values of these parameters. Fortunately, the 
computational advantages can be recovered by performing a 
set of "preprocessing simulations" which, along with a series 
of interactive simulations, help inform an appropriate choice 
of the parameters. To benefit from the advantages of the SMD- 
JE approach and to facilitate its implementation at all levels 
- interactive simulations of large systems, the pre-processing 
simulations and finally the production simulation set - we use 
the infrastructure of a federated trans-Atlantic grid [lo]. 
A distributed environment is required for two primary 
reasons: Firstly, as explained above the SMD-JE approach 
permits the problem of single a very long running simulation 
to be converted into multiple, shorter (in time) simulations. 
Each simulation still remains "supercomputing" class, Le. they 
each require hundreds of processors on a high-performance 
computing (HPC) resource. In order to reduce the time-to- 
solution in any meaningful way, the many smaller simulations 
need to be distributed over many resources. Secondly, as the 
model being studied is very big and complex, a large number 
of processors are needed to provide sufficient compute-power 
in order for the simulation to run fast enough to be considered 
interactive. Consequently, it is rather unlikely that all resources 
required for interactive simulations will be available locally 
- that is, simulations will not be local to the visualisation 
engine and possibly neither of these will be co-located with 
the scientist. Thus some mechanism of coordinating high-end 
distributed resources is required. 
Interactive simulations involve using the visualiser as a 
steerer, , e.g. to apply a force to a subset of atoms, Fig- 
ure 1 (b), and requires bi-directional communication - there 
is a steady-state flow from the simulation to the visualiser as 
well as the visualiser to the simulation. As a consequence of 
requiring geographically distributed resources, high-end inter- 
active simulations are dependent on the performance of the 
network between the scientist (visualiser) and the simulation. 
Unreliable communication leads not only to a possible loss of 
interactivity, but equally seriously, a significant slowdown of 
the simulation as it waits for data from the visualiser. 
On switching traffic flow from the production network to a 
lambda network, we found an improvement in the performance 
of around 50%. The simulation performance over the produc- 
tion network varied, i.e. was apparently sensitive to prevailing 
network conditions. Interactive MD simulations thus require 
high quality-of-service - as defined by low latency, jitter and 
packet loss - networks to ensure reliable bi-directional com- 
munication. This leads to the interesting situation where large- 
scale interactive computations require both computational and 
visualisation resources to be co-allocated with networks of 
sufficient QoS [lo]. Such high QoS networks are provided 
through optical lightpaths and the optically networked Global 
Lambda Infrastructure Facility [ l  11. 
In order to quantify the impact of network performance 
characteristics on the efficiency of an interactive MD simu- 
lation a series of measurements were made under controlled 
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Fig. 1. Snapshot of a single-stranded DNA polymer beginning its translocation through the a-hemolysin protein pore which i. embedded in a lipid membrane 
bilayer. Water molecules are not shown. Fig. lb shows an interactive steered molecular dynamics simulation in progress. The red arrow-headed lines represent 
the forces that are applied to the end residues of the DNA to guide and speed up it. translocation through the pore. Information about the forces are sent 
from the visualiser to the simulation; this is used by the simulation to compute the updated configuration, which is then sent to the visualiser. Reproduced 
from Ref. [I]. 
conditions. In this section we describe the experimental con- 
figuration and methodology. 
A. Equipment conjiguration 
The two resources on which the MD simulation and vi- 
sualiser were run were connected via a dedicated circuit on 
the UKLight [I21 optical switched network, a schematic of 
which is shown in Figure 2. This circuit was provisioned at 
300Mbps and reserved for the exclusive use of this study. The 
end-systems were Newton, a 512 processor SGI Altix at the 
University of Mancheste?, on which the MD simulation was 
run and a workstation at UCL running the visualiser. 
To control the characteristics of the network, a third system 
was introduced at UCL and interposed between the worksta- 
tion and the local UKLight router. Installed on this server was 
the NISTNet network emulation package [13]. This software 
operates at the IP level (layer 3 of the OSI network model) 
and allows performance characteristics of network traffic to be 
controlled on a per source-destination pair basis (i.e. control 
can be selectively applied to packets traveling between specific 
hosts and ports). 
The NISTNet server was connected via gigabit ethernet to 
the local UKLight router and via a second gigabit ethernet in- 
terface to the visualisation workstation. The server performed 
source network address translation (SNAT) on traffic from 
'Managed by the CSAR National HPC service 
http://www.csar.cfs.ac.uk 
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the workstation using the Linux kernel's IPTables [14] packet 
filter. This NAT was introduced solely to facilitate equipment 
configuration. 
Traffic between the NISTNet server and Newton passed 
through two layer 3 routers (the UKLight routers at UCL and 
University of Manchester respectively). The mean round-trip 
time (RTT) of ICMP packets between the two systems was 
6.8ms. 
The configurations of the three systems are summarized in 
Table I. On each of the three machines, TCP window scaling 
was enabled by default. The values for the tunable TCP-stack 
parameters controlling window buffer sizes are given in Table 
11. IPv4 was used throughout and additional QoS protocols 
were employed. 
B. Application software conjiguration 
The popular classical molecular dynamics package NAMD 
version 2.6bl [I51 was used in conjunction with its companion 
visualisation package VMD version 1.8.4 [16]. When running 
in interactive molecular dynamics (IMD) mode, NAMD and 
W D  communicate over a single TCP connection. IMD per- 
mits the scientist to interact with the simulation by using VMD 
to introduce forces to selected atom groups. This information 
is sent to NAMD where it is incorporated into the configu- 
ration that determines the next update. In turn, NAMD sends 
updated atom coordinates and additional data describing the 
configuration of the system. The frequency fupdate of these 
updates from NAMD may be specified by the operator. All 
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TABLE I 
OVERVIEW OF THE CONFIGURATION OF THE SYSTEMS USED. 
Visualisation workstation 
Pentium M PC 
Gigabit Ethernet 
1500 
Fedora Core 4 
VMD 1.8.4 (prebuilt) 
TABLE n 
VALUES OF THE TUNABLE IP AND TCP STACK PARAMETERS ON THE END-SYSTEMS. MINIMUM, DEFAULT AND MAXIMUM VALUES FOR AUTO-TUNED 
PARAMETERS ARE GIVEN. THESE VALUES WERE EXTRACTED FROM THE /PROC RLESYSTEMS OF THE TWO SYSTEMS. THE AUTO-TUNED TCP BUFFER 
SIZE PARAMETERS OVER-RIDE THE IPv4 PARAMETERS WHICH ARE LISTED HERE FOR COMPLETENESS. 
NISTNet server 
Dual Xeon PC 
Gigabit Ethernet 
1500 
Scientific Linux Release 4.0 
NISTNet 2.0.12b 
Hardware 
Network Interface 
MTLI 
Operating System 
Software 
measurements in this study were conducted with fupdnte = 1, 
i.e. NAMD sending and receiving updates every timestep. 
The standard NAMD code does not contain sufficiently 
detailed instrumentation for monitoring performance, so it was 
necessary to induce minor code modifications to emit relevant 
profiling data. 
The routines modified were i m d - r e a d n  ( )  and 
i m d - w r  i t e n  ( ) . All read and write operations performed 
by the IMD portions of the NAMD code pass through these 
two routines respectively~ Recording timestamps when 
program execution enters and exits these routines provides an 
estimate of the fraction of execution time spent in network 
WO operations and thus gives an estimate of the efficiency of 
the program. Even when the simulation runs in parallel, all 
IMD WO is conducted by a single master process, with the 
remainder idle until the operations are complete. 
The most direct characterisation of the performance of the 
simulation is to measure the wall-time per simulation timestep, 
t,. This metric is not directly available on a per timestep basis 
and so additional profiling timestamp is output at the beginning 
of each timestep. 
No modifications were required for VMD and so the pre- 
compiled (x86) binary available from the developers' website 
was used. 
Newton 
512 processor SGI Altix 
Gigabit Ethernet 
1500 
Red Hat Enterprise Advanced Server 3 Update 4 
NAMD 2.6bl (modified) 
VMD Workstation 
110592 
110592 
110592 
110592 
4096 16384 131072 
4096 16386 131072 
196608 262144 393216 
Parameter 
rmemdefault Default IPv4 Read window size 
rmemmax Maximum IPv4 Read window size 
wmemdefault Default IPv4 Write window size 
wmemmax Maximum IPV4 Write Window size 
tcp-wmem Auto-tuned TCP Write Window sizes 
tcpnnem Auto-tuned TCP Read Window sizes 
tcprnem Auto-tuned total TCP buffer space sizes 
C. Methodology 
Newton 
262144 
524288 
262144 
5241 88 
4096 16384 131072 
4096 87380 174760 
97280 97792 98304 
The MD simulation consisted of a model of approxi- 
mately 300,000 atoms representing a membrane-embedded 
a-hemolycin pore typical of the models employed in the 
SPICE simulations[l7]. For the simulation to run stably it was 
3The actual socket VO is performed by standard POSIX r e a d 0  
and w r i t e  ( )  operations performed within functions called directly by 
imd-readn ( ) and imd-writen ( ) 
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necessary to perform a 500 step energy minimisation before 
performing 500 2.0 femtosecond timesteps 4. 
The performance characteristics of the minimisation were 
not measured. Once the minimisation commenced, an in- 
stance of VMD running on the visualisation workstation was 
manually connected to the simulation and the IMD update 
frequency fUpdat, set to 1. An IMD force was applied to 
a residue group of approximately 100 atoms. Specifically, 
no changes to IMD forces were made by the operator and 
so the rate of data transmitted from VMD to NAMD was 
constant. The simulation was then allowed to run either until 
completion (5000 timesteps) or a wall-time of thirty minutes 
had elapsed, whichever came first. Typically, it was the latter, 
with about 1000 (500) time steps for 128 (64) processors. t ,  
was subsequently derived from the profile data. 
Each simulation required a force be applied interactively. 
Thus it was not possible to perform these experiments by 
performing simulations in batch-mode. Given the large number 
of parameters that needed to be varied in order to perform 
a rigorous study, the experiments required the computational 
resource to be reserved in advance. This was possible thanks 
to the co-operation of the CSAR personnel. 
t ,  was measured for interactive simulations over a range of 
network characteristics which were controlled by the configu- 
ration of NISTNet. The parameters varied were: 
Packet transmission delay (a), to simulate different la- 
tency network paths 
Jitter ( ~ ( a ) ) ,  to simulate variability in packet delivery. 
The NISTNet technique for introducing jitter is to nor- 
4The creation of checkpoint files was disabled to avoid significant periodic 
increases in t ,  on checkpointed timesteps. It should also be noted that 
NAMD was not given the opportunity to conduct its automatic load-balancing 
procedure which would have introduced a step-change in t , .  
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SEC 
Packet loss B % 
64 Processors 
0.0 
0.01 
0.1 
1 .O 
128 Processors 
0.0 
0.01 
0.1 
Packet delay a (ms) 
0.0 2.0 4.0 8.0 16.0 
0.61 0.75 0.92 1.25 2.01 
0.71 1.13 1.62 2.55 
1.03 1.74 2.54 
2.23 4.18 10.46 
0.58 0.69 0.91 1.19 1.86 
0.64 0.84 1.04 1.47 2.44 
0.97 1.28 1.66 2.41 
-L VAI 
TABLE m 
ts  (IN SECONDS) FOR A RANGE OF AND B .  FOR ALL VALUES ~ ( a )  IS 
SET TO BE 0. 
mally distribute individual packet delays about the mean 
value a. The jitter is defined as the standard deviation of 
the distribution a(a) .  The introduction of jitter can result 
in packet-reordering. 
. Packet Loss (P), to simulate packet loss due to network 
congestion. 
No. of Proc 
64 
128 
These parameters were applied symmetrically, i.e. the same 
characteristics were imposed on traffic flowing in either direc- 
tion. 
TABLE TV 
I) FOR A RANGE OF a AND u(a). FOR AI 
0.0 
a(a) 
0.2 
0.8 
1.0 
1.6 
1.0 
3.2 
0.2 
0.8 
1.6 
1.6 
a 
4 
8 
16 
4 
8 
16 
t8 
1.13 
1.33 
1.79 
3.29 
2.54 
2.97 
1.02 
1.22 
1.78 
2.70 
TABLE V 
EFFECTIVE N TWORK THROUGHPUT. EFFECTIVE THROUGHPUT GIVEN 
FOR B = 0.0, u(a) = 0.0. THEORETICAL THROUGHPUT ESTIMATED FROM 
THE BANDWIDTH-DELAY PRODUCT AND GIVEN FOR DEFAULT AND 
MAXIMUM SIZES OF TCP WRITE WINDOW (16384 AND 131072 BYTES 
RESPECTIVELY) AND A RTT DELAY OF (6.8 + 2 a ) ~ ~ .  
I 1 I newton (195.194.XX.XX) 1 0.656 ms 1 
Theoretical TCP 
throughput (Mibls) 
Latency 
(ms) 
0 16.8 I 56.1 1 20 154 
TABLE VI 
OUTPUT OF traceroute FROM A VISUALISATION MACHINE TO 
NEWTON.CFS.AC.UK OVER THE UKLIGHT NETWORK. 
2 
3 
RTT 
(ms) 
xxx.chem.ucl.ac.uk (128.40.XX.XX) 
128.40.XX.XX (128.40.XX.XX) 
128.4O.XX.XX (128.40.XX.XX) 
ulcc-gsr,lrnn.net.uk (194.83.101.5) 
london-bal .ja.net (146.97.40.33) 
polo-0.lond-scr.ja.net (146.97.35.5) 
po3-0.leed-scr.ja.net (146.97.33.69) 
po4-0.warr-scr,ja.net (146.97.33.78) 
pol-0.manchester-ba.ja.net (146.97.35.166) 
gw-nnw.core.netnw.net.uk (146.97.40.202) 
gw-man.netnw.net.uk (194.66.25.98) 
Effective 
throughput (Mibls) 
TABLE VII 
OUTPUT OF traceroute FROM A VISUALISATION MACHINE TO 
NEWTON.CFS.AC.UK OVER A PRODUCTION "BEST-EFFORT" NETWORK. 
NOTICE THE INTERMEDIARY ROUTERS ENROUTE FROM SOURCE TO 
DESTINATION. 
195.194:15.41 (195.194.XX.XX) 
vmd workstation (193.60.XX.XX) 
IV. ANALYSIS 
6.051 ms 
5.773 ms 
A. Qualiry of Service: Latency 
Initially, we set the NISTnet value of additional latency to 
be zero and took that to be the baseline. This allowed the in- 
strinsic overhead of NISTNet's packet processing to be treated 
systematically. We then varied the latency to emulate different 
paths, service times and congestion - all characteristic of best 
effort networks between two given end points. 
Not surprisingly the time taken for each timestep increases 
linearly with greater latency. Our results are plotted in Fig. 3. 
It is interesting to note, that although the average wall-time 
taken per simulation time-step is of the order of hundreds 
of milli-seconds, introducing latencies of a few rnilli-seconds 
has a significant effect. This is attributed to the fact that a 
bulk of the simulation time is spent in i m d - r e a d  ( )  and 
i m d - w r i t e  ( )  , waiting for VO operations to complete. Thus 
we conclude that reducing any avoidable latency is a good 
performance enhancing strategy. 
B. Quality of Service: Jitter 
The number of intervening routers between source and 
destination is fixed for the lambda networks (Table VI), 
whereas it is a variable for production networks (Table W). 
Given the variable service time of each intermediate router 
(as well as the number), not only is the inflight-latency larger 
than lambda networks but it typically fluctuates (whereas 
typical fluctuations are essentially zero for lambda networks). 
These are the mechanisms most commonly responsible for the 
introduction of jitter in production networks. 
Irrespective of origin, a small amount of fluctuation in 
the latency (jitter) - characterised as the variance in the 
Proceedings of the Second IEEE International 
Conference on e-Science and Grid Computing (e-Science'O6) 
0-7695-2734-5106 $20.00 O 2006 IEEE 
Authorized licensed use limited to: Imperial College London. Downloaded on October 27, 2008 at 06:34 from IEEE Xplore.  Restrictions apply.
UKl~aht & the extended develoornent network- 
Phase 1 & Phase 2 
Fig. 2. A schematic of the UKLight layer 2 network equipment (Reproduced from [18]). Ci devices are Ciena Core Director SDH carrier for lOGig link?. 
K2 devises are Ciena Metro Director Ethernet to SDH multiplexers. The circuit med in this work connected ULCC to University of Manchester via London 
Reading and Warrington C-Pops. End-systems were connected to the K2 devices via Cisco 7600 routers (not shown). 
64 processors 
10 15 20 25 
a (latency in ms) 
(a) 
128 processors 
a (latency in ms) 
(b) 
Fig. 3. Plots showing the effect of latency on the performance ( ts ) .  An increase in latency leads to a linear increase in the wall-time taken per simulation 
timestep, independent of the number of processors used. The performance degradation remains linear for dierent  values of j3. 
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distribution of latency (assuming a Gaussian distribution) - 
has a large effect on performance. As can be seen from 
Table IV, there is a significant decrease in performance (t, 
goes from 0.92 to 1.13, a decrease in performance by 22%) in 
the presence of even small amounts of jitter (5%); performance 
degradation quickly rises to 50% (t, goes 0.92 to 1.33) for 
20% jitter around a mean delay value of 4ms. It is important 
to note that these values are over and above the performance 
degradation that arises from jitter-free (zero variance) latency 
of 4ms. Consequently, jitter apparently has a very significant 
effect on performance degradation. To a first approximation, 
jitter could be responsible for performance degradation in one 
of two ways: either due to large fluctuations in the physical 
time taken to complete the simulation (i.e. a fcw long delays 
lead to drastic slowdown) or due to packet reordering. We 
investigated the time for the individual steps, but for a given 
value of latency, we found no increased fluctuation in the 
individual times taken in the presence of jitter. Additionally, 
we performed a Monte Carlo test to determine the number of 
packet reorderings that arise as a consequence of jitter, and 
although the answer depends on how reordering is defined 
(and thus how the hardware actually handles the reordering), 
we found a linear but very sharp increase in the number of 
reordering events. This sharp increase in reordering events, 
is consistent with the sudden decrease in performance. We 
attribute the significant packet reordering as the most likely 
cause of performance loss. 
average size over time) and consequently reducing effective 
throughput. 
Tuning of TCP stack parameters is a privileged operation 
available only to the system administrator and so we were 
unable to test the effect of a larger default TCP write window. 
In general, default settings for TCP window size parameters 
are unsuited to networks with high bandwidth-delay products 
and without co-operation of systems administration staff (who 
may be unwilling to modify these parameters on a multi-user 
production system) it may not be possible to directly utilise 
their theoretical peak performance using standard, unmodified 
applications. This can be compensated for at the application 
level though the use of multiple TCP streams or alternative 
protocols such as UDT 5 .  
V. CONCLUSION 
It can be argued that with significant effort, a highly 
optimised 110 mechanism could be implemented within the 
NAMD code to withstand performance degradation arising 
from production networks. Whereas we do not contest that 
this in principle is possible, doing so would require significant 
refactoring of a very complex code which has been developed 
by the community over many years (we estimate the number of 
person-years effort to be easily a hundred). Equally important, 
it is impractical to aim to introduce special-purpose code for 
every unique usage scenario; thus it is highly desirable to be 
able to use the same general-purpose code over a wide range of 
scientific problems and usage scenarios. Our efforts to quantify 
C. Bandwidth Utilisation and Packet Loss Effects the advantages of lightpathineed to be understood in the abovk 
Table V gives the effective network throughput seen by the 
application for a range of latencies. These values are derived 
from the profiling data for imd-writ en ( ) operations and 
include a systematic underestimate due to the distance between 
the profiling measurements and the actual write ( 2 ) to the 
socket file descriptor. 
Estimates of the theoretically achievable per-TCP stream 
throughputs are given in Table V for default and maximum 
values of the TCP write window size. The estimates are 
calculated from the bandwidth-delay product. It can be seen 
that even for the minimum round trip time used within this 
study (6.8ms) the write window size is too small to effectively 
exploit the entire 300Mbps bandwidth of the UKLight circuit 
with a single TCP stream. 
At shorter R'M's, the effective throughput is a smaller frac- 
tion of the theoretical peak. The TCP protocol [19] stipulates 
that window size must be negotiated up in linear steps from 
the default size and reduced after a period of inactivity. 
Because the application transmission takes only a few hundred 
milliseconds with an intervening idle period of over a second, 
we conclude that window size upscaling is occuring less 
efficiently for shorter RTTs. 
Packet loss is interpreted by the TCP protocol as an 
indication of congestion and causes the window size to be 
immediately reduced to a minimum size (4096 bytes in this 
case) and then renegotiated up. The effect of increasing P is to 
mentioned context. 
Not only can grids use lightpaths to more closely integrate 
distributed environments, but they must use lightpaths to 
couple distributed environments to overcome some of the 
bottlenecks of traditional programming methodologies of high 
performance codes as well as problem solving approaches for 
challenging scientific problems. SPICE provides an example 
of a large-scale problem that depends on using algorithms 
amenable to distributed computing techniques and then im- 
plementing them on grids. In order to effectively utilise these 
algorithms, interactive simulations on large computers are 
required. In this paper, we have demonstrated how interactive 
simulations benefit from the use of lambda networks for bidi- 
rectional data-flow between the simulation and the visualiser. 
In order to enable meaningful interactive exploration, the 
responses must be computed in reasonable times. Thus as 
larger systems are studied - MD simulations of a million 
atoms are now just appearing in the literature [20] - not only 
will larger computers be required, but the need for efficient 
and reliable communication will also grow. On the basis of 
work presented here, we plan to extend our work in several 
different ways. For example, we will investigate performance 
characteristics for different model sizes. The effect of distance 
- and hence in-flight latency - between the simulation and 
the visualiser will be studied too, as well as the effect of 
different protocols (especially UDT and RUDP [21] , [22] ). 
increase the frequency of window size reduction (reducing the 5http:/ludt.sourceforge.net~ 
Proceedings of the Second IEEE International 
Conference on e-Science and Grid Computing (e-Science'O6) 
0-7695-2734-5106 $20.00 o 2006 IEEE 
COMPUTER 
SOCIETY 
Authorized licensed use limited to: Imperial College London. Downloaded on October 27, 2008 at 06:34 from IEEE Xplore.  Restrictions apply.
64 processors 128 processors 
0 0.2 0.4 0.6 0.8 I 
j3 (% packet loss) 
(a) 
p (% packet loss) 
Fig. 4. Plots showing the dependence of performance (ts) on the packet loss @) for different values of a. The qualitative characteristics remain the same 
for 64 and 128 procesors, i.e. at a fixed value of a, the ratio of t, for a pair of p values is samilar for the two processor counts. For example for a = 4, 
the ratio of t, at B = 0.1 and 0.01, is 1.54 and 1.59 for 64 and 128 respectively. At the same values of but for a=8 the values of the ratio are 1.56 and 
1.62 respectively. The lack of a linear or even simple dependence of ts with increasing B is consistent with the discussion in Sec. IV-C. 
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