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1 . Introduction
L'utilisation de la couleur en vision par ordinateur est une
idée naturelle. Notre propre perception visuelle est colorée
et a été étudiée en tant que telle depuis très longtemps, ce
qui a permis de dégager les lois colorimétriques. La
couleur a été employée en vision par ordinateur assez tôt,
les premières approches étant issues de la colorimétrie . La
disponibilité de caméras couleur, et surtout la récente
formalisation des problèmes de réflectance ont donné un
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L'utilisation de la couleur en vision par ordinateur est un sujet de
recherche qui suscite un intérêt croissant
. Ce papier fait le point dans ce
domaine, en essayant de répondre aux questions : Qu'est-ce que la
couleur ? Quelles
en sont les représentations adéquates ? Comment la
déterminer ?
Que peut-on en faire ? Pour cela, nous faisons une revue
approfondie et très à jour de l'ensemble de la littérature consacrée à ce
sujet en cernant les axes de recherche et les problématiques importantes
et en tentant de les évaluer .
The use of colour in computer vision has received growing attention
. This
paper gives the state-of-art in this subfield, and tries to answer the
questions : What is color ? Which are the adequate representations
?
How to compute it ? What can be donc, using it ? Towards that goal, we
make a deep and up-to-date review of the existing litterature on this subject,
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Color, computer vision, modelisation, reflectance, colorimetry, color
constancy, edge detection, segmentation, stereo, intrinsic properties
.
Cet article se propose de passer en revue l'essentiel de la
littérature consacrée à ce sujet, et tente de cerner les axes
de recherche et les problématiques qu'il a suscités, en
essayant de donner notre avis sur l'intérêt des divers
travaux. Il ne traite que des sujets qui intéressent directe-
ment la vision, et qui font l'objet d'une formulation
(mathématique) suffisamment précise pour pouvoir don-
ner lieu à une utilisation informatique . La couleur a bien
sûr aussi été employée pour enrichir des descriptions
sémantiques, et son intérêt est évident à ce niveau élevé,
mais les questions que nous nous posons portent sur son
rôle à « bas niveau », où il n'est pas si évident et où
intervient tout le traitement relatif à l'information couleur !
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En effet, dans les utilisations() à « haut niveau » la
couleur n'intervient plus que comme un triplet (voire une
paire) de nombres . Néanmoins se posent, pour ce type
d'application, des problèmes liés à l'acquisition et à la
représentation, la robustesse étant la principale qualité
recherchée. Dans cet article centré sur les aspects formels
et algorithmiques, nous évoquerons néanmoins brièvement
les problèmes à bas niveau (acquisition et prétraitement
des images couleur) et quelques résultats psychologiques
quant à la vision des couleurs, dans la mesure où ils
constituent un préalable indispensable . En revanche on
n'y trouvera aucun résultat de recherche nouveau . Les
travaux connexionistes de l'équipe de Grossberg [54, 55,
56] ont mené à une théorie algorithmique de la vision tout
à fait intéressante, mais ne sont pas discutés ici à cause de
la difficulté que nous avons à évaluer leurs algorithmes .
Plusieurs articles de synthèse, qui couvrent assez partielle-
ment les sujets traités ici, ont été publiés . Il s'agit de ceux
de Brown [13] (contient une collection fort précise de
définitions et de données de base, surtout sur la photomé-
trie et la colorimétrie), Gershon [48] (un aperçu présenté
de manière intéressante des théories et des faits les
motivant, avec de bonnes présentations de la colorimétrie,
des résultats psychophysiques et neurophysiologiques, et
de la recherche en vision par ordinateur en son temps),
Connelly [21] (des idées à l'état d'ébauches sur l'utilisation
de modèles de réflectance dans les environnements natu-
rels), et Forsyth [41] (sur la constance des couleurs,
remarquable) . Les livres classiques sur la vision par
ordinateur de Ballard et Brown [3], le traitement d'images
de Pratt [105], et la synthèse d'images de Foley et Van
Dam [36] contiennent aussi une présentation concise des
notions de base .
L'organisation des trois parties de cet article est la
suivante : la première partie présente d'abord l'état de
l'art dans le domaine de la modélisation . Cette partie tente
de répondre aux questions : Qu'est-ce que la couleur ?
Quelles en sont les représentations adéquates ? Elle sert de
base pour les deux suivantes, qui sont en quelque sorte
complémentaires. L'une traite du problème de déterminer
les propriétés spectrales de surface (Constance des cou-
leurs), ce qui revient à calculer la couleur, l'autre de
l'emploi de la couleur pour diverses tâches de vision
effectuées classiquement avec des images monochromes .
Ces parties essayent d'apporter une réponse aux ques-
tions : Comment déterminer la couleur? Que peut-on en
faire ?
2. Modélisation
Ce chapitre présente les différents outils et modèles
disponibles pour décrire le processus de formation des
images couleur . La première section expose les notions
photométriques et colorimétriques classiques . Le regain
(') On pourra consulter divers travaux sur la reconnaissance dans les
images aériennes [1], [96], les scènes industrielles [2], [20], [52] ou




La couleur en vision par ordinateur
4
d'intérêt pour la couleur ces dernières années est centré
autour de deux nouveaux types de modèles qui ont été à la
source d'algorithmes de surbrillance et de constance des
couleurs. La seconde section donne une présentation de
ces modèles .
2.1. NOTIONS DE BASE
Cette partie expose concisément quelques notions de base,
pleinement développées dans les sommes de Wyszecki et
Stiles [127] et Judd et Wyszecki [75] qui constituent
toujours des ouvrages de référence . Le second, plus
récent, traite de sujets un peu plus variés, et sous un angle
plus pratique mais certains points sont davantages dévelop-
pés dans le premier, qui contient aussi davantage de
données. Pour ce qui concerne la photométrie, d'excellents
chapitres peuvent être trouvés dans le livre de Horn [65] .
2 .1 .1. Mesure de la lumière
Cette brève section clarifie, au moyen de quelques défini-
tions la signification du terme « intensité », utilisé aussi
bien pour désigner des valeurs relatives à une source de
lumière que celles données par les capteurs de vision .




Les unités radiométriques, relatives aux mesures physi-
ques d'énergie .
• Les unités photométriques, relatives aux mesures psy-
chophysiques de luminance .
Le lien entre les deux est u
p
= K,,, V (X) . u, où
K,,, = 679,6 lumens/watt et V (X) est la fonction de sensibi-
lité relative photopique donnant la sensibilité aux différen-
tes longueurs d'ondes des photorécepteurs humains pour
la vision diurne (voir plus bas sur la figure 10, la fonction y
du système CIE, qui est exactement identique à V(X» .
Les trois mesures les plus importantes sont
• L'énergie W émise, transférée, ou reçue sous forme de
radiation
-flux radiant
(D = dW/dt, en watt (flux luminant en lumens) .
• L'énergie atteignant une surface en un point donné
- irradiance
I = d4 /dA, en watt par mètre carré
(illuminance en lumens par mètre carré) .
• Le flux radiant (D émergeant d'une surface dans une
certaine direction
- radiance
L = d2'/(dc) dA cos 0 ), en watt par stéradian par m 2
(luminance, en lux) .
Si ces quantités sont spécifiées en fonction de la longueur
d'onde, l'adjectif spectral précède ces termes et les unités
deviennent par nanomètre .
La relation entre l'intensité I mesurée par un système de
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formation d'images (Irradiance d'image) fondé sur une






où d est le diamètre de la lentille, f sa distance focale, et a
l'angle entre l'axe optique et la ligne d'observation . Il est
important de noter que sous l'hypothèse d'une projection
orthographique, a = 0, donc l'intensité mesurée est pro-
portionnelle à la quantité physiquement significative, la
radiance.
2.1 .2. L'équation d'intensité
Modèle photométrique. Les radiations que l'on détecte
peuvent provenir soit directement de l'objet (sources de
lumière), soit d'une transmission (objets transparents ou
translucides), soit d'une réflexion (objets opaques) . Nous
ne nous intéressons qu'au troisième cas, le modèle de
réflexion le plus juste est celui utilisant la fonction de
distribution bidirectionnelle de la réflectance spectrale
(BSRDF), qui indique comment une surface apparaît, vue
sous une certaine direction lorsqu'elle est illuminée par









où dE est l'irradiance spectrale reçue dans la direction
d'incidence (0i , 4, i ) et dL est la radiance spectrale dans la
direction d'observation (0e , 4, e ), (0, 4,) étant un système
polaire-azimut local au point de réflexion (fig. 1). Si la
surface n'est pas anisotrope, f, dépend de
4e
- 4 i au lieu






Fig. 1 . - Angles photométriques locaux dans le cas général .
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illumination de radiance spectrale L i , d'angle solide du
cône de lumière dwi est alors
(2) Lr = f fr(Oi,
4i, 0 e, k) Li(0i,
4i,
X) cos 0i dwi .
Ce modèle permet de traiter exactement des situations
complexes, dont les plus intéressantes sont le cas de
sources de lumière étendues et celui de l'interréflexion,
mais le nombre élevé de paramètres le rend lourd pour les
applications courantes .
L'équation simplifiée . L'équation d'intensité considérée
pour pratiquement toutes les applications de vision par
ordinateur suppose une source de lumière ponctuelle, et
une surface non anisotrope et est de la forme
(3) I(i, e, g, X, r) = R(i, e, g, X, r) E(X, r )
où (i, e, g) sont les angles d'incidence, de vue, et de phase
(g.2), et i est la position du point observé (il y a
dépendance de ce point par l'intermédiaire de la composi-
tion matérielle de la surface qui s'y trouve) . E(X) est la
distribution spectrale d'énergie de l'illuminant et
R(i, e, g, X, r) la fonction de réflectance de l'objet . C'est
cette dernière fonction qui est corrélée avec la couleur
observée .
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Fig . 2. - Angles photométriques, dans le cas isotrope .
La plupart des travaux ont reposé sur une équation
d'intensité dans laquelle facteurs spatiaux et spectraux
sont factorisés
(4) I(h,r)=p(X,r)F(i,e,g)E(h,i)
• p(X, F), l'albédo, ne dépend que des propriétés maté-
rielles de la surface au point de réflexion . Si la surface est
peinte en blanc, p (X, i•) = 1 .
• F(i, e, g) est un facteur géométrique tenant compte des
directions d'illumination et d'observation . Si la surface est
normale à l'illuminant et à la direction d'observation,
F(i,e,g)=1 .
• I(X, i•) est la distribution spectrale d'énergie de l'illumi-
nant dans l'espace. Si la lumière émise par l'illuminant est
blanche, I (X, r) = 1 aux points sans ombre portée .
L'importance de cette équation me semble grande car la
plupart des travaux actuels, bien qu'ils invoquent des
modèles plus réalistes (NIR et unichromatique), l'utilisent
en dernier ressort, après une série d'hypothèses simplifica-
trices. Nous verrons plus loin que ceci ne va pas de soi .
2.1.3. Le signal couleur
Dans cette section, nous décrivons le signal couleur en
termes physiques faisant intervenir les notions de longueur
d'onde et d'énergie, puis nous évoquons, de manière très
résumée, les problèmes d'acquisition .
Aspects photométriques : les mesures des senseurs . Le
signal perçu par le système visuel, en tant qu'onde
électromagnétique, est entièrement caractérisé par sa
distribution spectrale d'énergie, une fonction s(X), les
longueurs d'onde X visibles étant celles comprises entre
400 nm et 700 nm . La lumière ordinaire est en général
composée d'un continuum d'ondes monochromatiques,
mises en évidence par l'expérience du prisme . Pour les
ondes monochromatiques, la couleur est une fonction
continue de la longueur d'onde .
Le signal couleur s(X) n'est pas représenté par les
systèmes de traitement de l'information visuelle . Les
senseurs n'ont en effet pas directement accès au signal
couleur (il faut des spectrophotomètres coûteux, lents et
fragiles), mais seulement à des scalaires du type
(5) si =
	
s(X) ri (X) dX
où ri (X) est la réponse (ou sensibilité) spectrale du i-ième
senseur, une fonction prenant ses valeurs entre 0 et 1 .
Aussi bien pour les senseurs humains que pour les
senseurs artificiels couramment utilisés, la bande passante
de la courbe de réponse est trop large pour que l'on puisse
considérer que les si soient des valeurs de s(X) à des
longueurs d'onde X i de réponse maximale des senseurs . En
revanche, la réponse d'un senseur de sensibilité r(X) à un
signal monochromatique de longueur d'onde X o est simple-
ment r(X0 ) .
L'existence de trois senseurs permet d'effectuer des discri-
minations entre des signaux monochromatiques de lon-
gueur d'onde distincte . Voyons tout de suite une première
justification du nombre de trois (2) . Considérons d'abord
un système possédant un seul type de senseur, et deux
signaux monochromatiques, de longueur d'onde
X1
et
X 2 . L'effet de l'absorption de photons étant indépendant
de leur longueur d'onde, le senseur répondra de manière
identique au signal d'intensité 1 et de longueur d'onde
X 1, et au signal d'intensité r(X1) et de longueur d'onde
r(X2)
X2 . Dans un système à deux types de senseurs, ce type de
confusion ne pourra plus se produire qu'entre des lon-
gueurs d'onde X
1








La justification la plus probante sera exposée plus bas, à partir
d'arguments psychophysiques provenant de l'étude de la perception des
couleurs.
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r2 (ho ), le signal monochromatique de longueur d'onde
Xo ne peut être distingué du signal achromatique qui excite
également les deux senseurs. Ces problèmes ne se posent
plus avec trois senseurs indépendants . Remarquons que
l'espace des signaux couleur étant de dimension infinie et
les senseurs étant en nombre fini, il y aura un nombre
infini de signaux généraux (non monochromatiques) abou-
tissant à un même triplet de mesures donné . La relation (5)
entre les mesures des senseurs et le signal couleur permet
cependant de contraindre celui-ci . Si on suppose de plus,
qu'il peut être décrit par un petit nombre de paramètres,
ces relations peuvent permettre de le déterminer, comme
nous le verrons plus bas .
Acquisition. Le système visuel humain utilise trois types de
cônes, dont la sensibilité spectrale est représentée figure 3,
pour la vision diurne ( 3 ) . Ces cônes sont sensibles respecti-
vement aux longueurs d'onde courte (bleu), moyenne
(vert) et longue (rouge), ce qui constitue une décomposi-
tion naturelle du spectre, assurant ainsi simplement
l'unicité de la décomposition des couleurs pures . En vision
par ordinateur, on fait appel à un jeu de filtres colorés,
choisis pour décomposer les longueurs d'onde visibles()
au mieux (au sens où leurs ensemble-supports constituent
une partition de l'intervalle des longueurs d'onde visibles),
mis en oeuvre par différents procédés .
• Utilisation de caméras noir et blanc avec des filtres
optiques colorés, de type Kodak Wratten (voir les sensibili-
tés fig . 3) . Ce procédé a été très utilisé et permet de
bénéficier de la bonne définition et de la bonne dynamique
des caméras noir et blanc, en revanche les manipulations
sont lourdes et des corrections sont nécessaires du fait de
la différence de densité des filtres .
• Caméras couleur mono-CCD, dont le principe est de
superposer un masque de filtres sur le CCD, de manière à
extraire les trois composantes spectrales . Du fait de
l'absence d'éléments mécaniques, ces capteurs sont bon
marché, mais chaque capteur CCD étant utilisé pour
donner trois valeurs, on perd beaucoup de dynamique,
surtout sur les canaux rouge et bleu .
• Caméras couleur tri-CCD, dans lesquelles un prisme
permet tout d'abord de dupliquer en trois l'image issue de
l'objectif. Chaque image est ensuite filtrée indépendam-
ment avant d'être saisie par un capteur CCD . Les résultats
obtenus avec ces caméras sont bons, mais ce matériel est
rendu coûteux par la précision mécanique nécessaire pour
obtenir une coïncidence pixel à pixel des trois plans
couleur ( 5 ) .
L'acquisition d'une image couleur consiste donc à obtenir
(3) La vision nocturne est assurée par un seul type de récepteur, les
bâtonnets, et est donc, d'après la remarque faite plus haut, achromatique .
(4) Il est nécessaire d'utiliser un filtre pour arrêter le rayonnement
infrarouge, les récepteurs CCD y sont en effet très sensibles et certains
filtres comme les Wratten les transmettent si bien qu'à la fin chaque canal
verrait sans cela sa valeur augmenter d'une quantité qui entraînerait une
désaturation des couleurs pouvant pratiquement être complète avec un
éclairage à incandescence puissant .
(5) Les caméras de télévision sont aujourd'hui des tri-CCD dont un des
plans (souvent le vert) est décalé d'un demi pixel, ce qui évite les
problèmes d'aliassage .


















Fig.3.-Partie gauche : Sensibilités des photorécepteurs de la rétine humaine .
Partie droite : Courbes de transmission des filtres Wratten couramment
utilisés .
trois images représentant les composantes rouge, verte, et
bleue de la scène observée . On a vu que le triplet
(r, v, b ) permet de reconstituer chaque couleur monochro-
matique sans ambiguïté, et on peut déjà parler en ce sens
de la base (R, V, B ) des capteurs, chaque primaire R, V
et B étant définie par sa fonction de sensibilité spectrale .
La superposition des trois composantes redonne l'image
colorée initiale .
Cependant la simple utilisation de la méthode décrite peut
conduire, avec certaines caméras, à des couleurs visible-
ment inexactes et à des données couleur peu exploitables
par les algorithmes faisant intervenir des propriétés photo-
métriques de scènes . Les caméras actuelles ne sont en effet
pas photométriquement exactes
• L'intensité mesurée par les caméras dans chaque bande
de longueur d'onde n'est pas une fonction linéaire de
l'intensité réelle mais une fonction concave de type
logarithmique (ceci est dû à la « gamma-correction ») . En
pratique, l'effet de la non-linéarité est que les couleurs
apparaissent moins saturées et que le calcul des coordon-
nées chromatiques donne des résultats parfois complète-
ment inexacts .
• La densité des filtres n'est pas forcément identique et la
réponse de la caméra n'est pas uniforme suivant les
longueurs d'onde utilisés et la réponse spectrale de la
caméra. Lorsque l'on effectue l'acquisition des trois images
dans des conditions identiques, les histogrammes des
intensités dans les trois bandes de longueur d'onde n'ont
pas la même étendue, ce qui devrait pourtant être le cas
Traitement du Signal

















































































fJrr#f ans s Aa~/1~.LAAAa%:OAnmeneau#a!#AaaA evnuaennuga



























































sous un éclairage blanc . Les valeurs mesurées pour le
blanc et les gris ne sont pas égales dans les différentes
bandes de longueur d'onde . La conséquence de ceci est un
déséquilibre chromatique .
Un prétraitement comportant une procédure de linéarisa-
tion (consistant par exemple à calculer une table « look-
up » attribuant à chaque valeur numérisée une quantité
proportionnelle à l'intensité réelle qui a donné cette
valeur) et une procédure de balance des blancs (consistant
à effectuer un changement d'échelle, pour lequel on peut
jouer à différents niveaux, sur les vecteurs couleur pour
qu'ils « correspondent » au blanc, c'est-à-dire que les
coordonnées finales du blanc soient égales dans chaque
canal, et à la valeur maximale) est nécessaire pour les
algorithmes faisant intervenir des propriétés photométri-
ques de scènes .
2 .1 .4. Aspects physiologiques et psychologiques de la per-
ception de la couleur
La base (R, V, B ) des senseurs est éloignée de l'expé-
rience humaine des couleurs . Or la notion de couleur
n'existe pas dans l'absolu et est étroitement liée à notre
perception. Nous décrivons dans cette section deux autres
bases qui nous permettront de mieux rendre compte de
a
celle-ci . Toutes utilisent les valeurs r =
2







s(A) B (A) dA .
Couleurs antagonistes. De multiples phénomènes percep-
tuels n'ont pas trouvé d'explication satisfaisante dans le
cadre d'une théorie trichromatique : les faits qu'après
avoir fixé un carré jaune, on voit un carré bleu sur une
feuille blanche (images induites), qu'il faille quatre noms
pour désigner toutes les couleurs, que des mélanges tels
que bleu jaune et rouge-vert, ne soient jamais désignés .
Le modèle des couleurs antagonistes explique les apparie-
ments précédents en considérant que les sorties des canaux
R, V, B, sont combinés comme dans la figure 4 pour
donner un canal achromatique (N-Blanc), et deux canaux
chromatiques, (J-B) et (R-V). Une analyse de Gottschalk
et Buchsbaum [53] indique que, du point de vue de la
théorie de l'information, ce système est optimal, au sens
où ses composantes sont orthogonales, et donc ne contien-




Fig . 4 .
Une variante (6) de ce modèle a été introduite par
Faugeras [34, 33] dans le domaine du traitement d'images .
En considérant que la réponse non-linéaire des cônes est
proportionnelle au logarithme de l'intensité de la stimula-
tion, il obtient la base
A = a (alogr+I3logv+ylogb),
(6)
C 1 = u l log (r/v) , C 2
= U2
109 (r/b) .
Les constantes sont ajustées pour retrouver des données
psychophysiques classiques, en particulier on utilise
a = 0,612, R = 0,369, y = 0,019, pour obtenir une fonc-
tion A correspondant à V . Les fonctions (A, C l , C 2 )
décrivent les réponses de cellules qui ont été effectivement
trouvées dans le cortex visuel(') .
L'espace (A, C l , C2 ) a aussi, avec une bonne précision,
une interprétation intéressante en termes perceptuels,
(6)
Si l'existence du canal achromatique et des deux canaux opposés est
certaine, la question des contributions relatives des différents senseurs
n'est pas entièrement clarifiée
[90] .
(')
Les coordonnées trichromatiques et le système à couleurs antagonis-
tes peuvent être considérés comme la première et la seconde étape de la
perception des couleurs
. Le modèle des couleurs antagonistes décrit
comment les trois types de récepteurs sont groupés et connectés dans la
rétine et le cerveau
. Des corrélations importantes entre résultats
psychophysiques et propriétés neurophysiologiques ont été mises en
évidence d'abord par De Valois
[28] . Des références classiques sur la
neurophysiologie de la perception colorée sont aussi Daw [27] (contient
une discussion des applications neurophysiologiques de la théorie Réti-
nex), Linvingstone et Hubel









comme le montre la figure 5 dans laquelle apparaissent des







Fig . 5 . - Interprétation perceptuelle de l'espace (A, C
i
, C2 ).
Luminance, teinte (hue), saturation. C'est le triplet de
variables le plus proche de la perception consciente
humaine, il a une interprétation (imprécise) en termes
photométriques, comme le montre la figure 6 qui illustre
E
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Fig. 6. - Distribution spectrale d'énergie illustrant la longueur d'onde
dominante (le pic d'énergie de niveau
e,), la pureté (le rapport entre
el , l'énergie de la lumière blanche présente dans le signal et e,),
et la
luminance (l'intégrale de la courbe) .
un signal couleur général (non monochromatique)
. Le
triplet peut aussi être approximé par les valeurs
(L, À, p ),
définies en termes colorimétriques dans la section suivante,
ainsi que par un système de coordonnées pouvant être
obtenu simplement dans l'espace (R, V, B) comme un
système cylindrique dont l'axe est la bissectrice principale,
ce qu'illustre la figure 7, et permettant donc un calcul
direct à partir de (r, v, b ) . Notons que dans toutes ces
approximations, comme dans les formules de calcul qui en
sont déduites, les trois paramètres sont indépendants (ce




Luminance : Attribut classant les couleurs de « clair » à





Le système de coordonnées (I, H, S ), dans le repère (R, V, B) (cube
des couleurs).
largement plus d'une centaine . (L : quantité d'énergie du
signal .)
• Teinte (hue ('» : Psychologiquement, distingue rouge,
jaune, vert . . . Il y a plus d'une centaine de teintes distinctes
pour l'ceil humain . (Longueur d'onde dominante X : lon-
gueur d'onde de la couleur (pure) observée dans le signal .)
• Saturation : Une couleur pure est saturée à 100 %, le
blanc et les gris le sont à 0 % . Distingue rouge et rose, bleu
marine et bleu roi . . . Il y a une vingtaine de niveaux de
saturation distincts, suivant la teinte . (Pureté p : proportion
de lumière de longueur d'onde dominante et de lumière
blanche nécessaire à la reproduction du signal .)
2.1 .5. La théorie trichromatique
Nous avons vu que les signaux couleur forment un espace
de dimension infinie . L'objet de ce chapitre est de montrer
pourquoi on peut utiliser des représentations satisfaisantes,
en termes d'espace de dimension 3 .
Aspects psychophysiques de la perception des couleurs . La
colorimétrie, une théorie psychophysique descriptive bien
rodée a établi que dans un nombre significatif de condi-
tions d'observations la plupart des couleurs peuvent être
reproduites de manière parfaite par un mélange () de
(
8
) Une traduction plus juste serait « couleur », mot que nous réservons
pour les distinctions les plus générales, alors que « teinte » serait alors
peut-être plus approprié .
(9) Notons que par mélange, on entend addition ou soustraction : si les
primaires dont on dispose dans un champ sont le vert, le jaune, et le bleu,
et la couleur recherchée dans l'autre champ le rouge, on doit utiliser
l'égalité Jaune = Rouge + Vert, et donc ajouter une quantité négative de
Vert (ce qui est réalisé en l'ajoutant à l'autre champ) . Les mélanges sont
des opérations algébriques . Si le lecteur se souvient qu'on obtient du vert
en mélangeant de la peinture jaune et bleue, qu'il ne soit pas surpris par
la relation mentionnée plus haut : il s'agit dans un cas (les sources de
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trois couleurs fixées, et que les proportions de ce mélange
sont déterminées de manière unique . Le choix de ces
couleurs peut être très large, la seule condition étant leur
indépendance, au sens où l'une d'entre elles ne doit pas
pouvoir être obtenue par mélange des deux autres . De
plus, un résultat plus fort est que ces mélanges satisfont à
des lois d'additivité et de proportionnalité (lois de Grass-
man). Notons que tout ceci repose sur le paradigme
expérimental de l'appariement des couleurs, qui définit les
concepts colorimétriques : les deux moitiés du champ
optique contiennent chacune une zone colorée de faible
surface, et le sujet manipule des paramètres jusqu'à ce
qu'elles lui paraissent identiques . Ce qui est prévu par la
théorie, ce sont les appariements et non la couleur perçue .
Par ailleurs, deux distributions spectrales d'énergie diffé-
rentes peuvent donner naissance à une couleur identique
(métamérisme), ce qui est une conséquence de la réduction
de la dimension de l'espace des couleurs .
Techniques colorimétriques . Deux des outils importants de
la colorimétrie sont
• L'espace des couleurs : grâce aux lois expérimentales de
l'appariement énoncées plus haut, les couleurs peuvent
être représentées comme des vecteurs d'un espace de
dimension 3. Ceci permet, par exemple d'effectuer des
changements de base de manière simple. Étant donné trois
couleurs primaires C i et une couleur test C, toutes connues
par leur distribution d'énergie spectrale, c i (X) et c(À), les
coordonnées Ci sont calculées par la relation suivante, qui
fait le lien entre couleur (colorimétrique) et signal cou-
leur
(7)





Ces coordonnées peuvent éventuellement être, rappelons-
le, négatives, ce qui signifie physiquement que l'on doit
soustraire une primaire .
• Les diagrammes chromatiques : ils permettent de repré-
senter la chrominance, en éliminant la luminance . Des
trois coordonnées chromatiques ci = C i/( CI + C2 + C3 ),
on trace les deux premières (la troisième est alors détermi-
née uniquement) sur un diagramme. La figure 8 montre,
sur le diagramme XY de la CIE, les coordonnées des
illuminants standard, la courbe des couleurs pures, la ligne
des pourpres . Toutes les couleurs physiquement réalisables
se trouvent dans le convexe qu'ils définissent. Comme le
montre la figure 9, la longueur d'onde dominante et la
pureté, quantités psychophysiques correspondant respecti-
vement à la teinte et à la saturation, peuvent être obtenus
facilement, ainsi que la couleur pure complémentaire .
Une autre propriété, illustrée par cette figure est que
l'ensemble des couleurs réalisables par mélange de trois
(resp. deux) couleurs données est l'intérieur du triangle
(resp. segment) formé par celles-ci . Ceci permet, par
exemple, de matérialiser simplement l'ensemble des cou-
leurs pouvant être acquises par un système de filtrage
RGB, pour peu que l'on connaisse les coordonnées
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X
Fig. 8 . - Le diagramme XY de la CIE .
ynthèses




Fig . 9. - Partie gauche : La longueur d'onde dominante de la couleur A est la
couleur B, la pureté est
EA
. Partie droite : Couleurs réalisables par
EB
mélange de I, J, et K .
La CIE a défini un système de 3 primaires (imaginaires,
puisque se situant en dehors du convexe des couleurs
réalisables) de référence dit XYZ de 1931 (fig. 10) qui
possède plusieurs avantages
O Les coordonnées couleurs sont toujours positives (ce
qui n'est pas le cas des systèmes fondés sur des primaires
RGB).
• La luminance des primaires X et Z est nulle, et donc la
composante sur Y représente la luminance du signal . (On
a choisi pour cela Y (X) = V (X), la fonction de sensibilité
spectrale relative .)
• Le blanc (flux radiant uniforme à toutes les longueurs
d'onde) est représenté par le point défini par un mélange






500 600 700 nm
Fig. 10. - Les composantes des couleurs monochromatiques sur la base des
fonctions XYZ de la CIE.
Une autre technique, assez souvent employée en pratique
pour classer les couleurs, est d'utiliser des atlas de couleur,
dont la théorie est donnée par Koenderink [81] et dont le
plus connu est celui de Munsell . Par rapport aux techni-
ques colorimétriques, l'emploi d'atlas permet, pour autant
que l'on utilise un nombre d'illuminants suffisamment
élevé, de comparer directement les fonctions de réflec-
tance, et donc d'obtenir des classements photométriques .
Concluons cette présentation en remarquant que les
résultats colorimétriques reposent sur un paradigme expé-
rimental très particulier et qu'ils ne constituent bien sûr
pas une théorie de la vision colorée, au sens où celle-ci fait
intervenir des scènes (spatialement) complexes .
2.1 .6. D'autres espaces couleur
Le système XYZ permet l'échange et la communication
d'informations chromatiques de manière très satisfaisante .
Il existe par ailleurs beaucoup d'autres systèmes de
coordonnées couleur, conçus en vue d'applications spécifi-
ques. Les formules qui suivent, à l'exception de la
première série, sont extraites de Pratt ( 10 ) [ 105] .
•
	
1 - H - S :
intensité, teinte (hue), saturation
I=R+V+B
2 «R-V) + (R-B»
'H = arccos
et si B . V, H=2ir- . . .
S = 1 -min (R, V, B )/I .
Ce système possède des propriétés intéressantes, dont
l'indépendance de la teinte et de la saturation, et a une
interprétation immédiate en termes de perception













humaine, comme nous l'avons vu précédemment (figs. 5 et
7). Cette dernière caractéristique lui donne un grand
intérêt « ergonomique », qui peut se manifester en particu-
lier dans les phases de segmentation, dans lesquelles les
méthodes, automatiques ou semi automatiques, imposent
encore des phases de mise au point très lourdes .
Malheureusement la transformation permettant de passer
de R, V, B à I, H, S est non linéaire et souffre par
conséquent de deux inconvénients assez graves examinés
en détail par Kender [77]
- il y a des singularités (sans prolongement par continuité
possible) de la teinte pour les points achromatiques
(R = V = B) et de la saturation pour le noir
(R = V = B = 0), dans le voisinage desquelles une petite
perturbation sur R, V, B peut conduire à des variations
importantes de H ou S ;
- la distribution des valeurs transformées n'est pas
uniforme et la numérisation peut conduire à des pics et




systèmes perceptuellement uniformes, dans lesquels la
métrique euclidienne est significative des différences de
couleur perçues, obtenus en pondérant la chrominance par
la luminance
L = 25 (100 Y/Yo)1/3 - 16,
a = 500( (X/Xo)"3 - (Y/Yo)" 3 ) ,
b = 200 ((Y/Yo)"3 - (Z/Zo)1/3 )
U* = 13 W * (u - uo) ,
V*=13W*(v-vo), W*=25 (100Y) 113 -17
où u0 =0,199, v0 =0,308, u = 4 X/ (X + 15 Y + 3 Z ),
v = 6 Y/ (X + 15 Y + 3 Z ), et X o, Yo, Zo sont les coor-
données du blanc de référence . Ces systèmes comportent
les mêmes inconvénients que le précédent, et ne sont pas si
utiles pour la vision artificielle, où on s'intéresse aux
différences quantifiables et non à celles significatives
psychologiquement . En revanche ils permettent d'effec-
tuer simplement des moyennes, fait utilisé par exemple
par Westelius [123] .
• Y-1-Q, Il -12-13 :
systèmes obtenus par transformation linéaire des valeurs
initiales, obtenue par analyse aux principaux composants
de celles-ci
Il = (R+V+B)/3, 12= (R-B)/2,
13 = (2V-R-B)/4 .
La linéarité des transformations permet d'éviter les problè-
mes liés aux singularités, à l'instabilité, et à la non-
uniformité. Le premier de ces systèmes, utilisé par la
télévision, a été prévu pour minimiser la largeur de bande
du signal en conservant la fidélité des couleurs et est fondé
sur des observations psychophysiques (achromaticité de
Traitement du Signal
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l'oeil puis bichromaticité suivant un axe orange-cyan aux
faibles angles) . Le second est obtenu par Ohta [102] en
employant huit images . Sa méthode a été d'effectuer une
transformation de Karhunen-Loewe dynamique (utilisée à
chaque itération de l'algorithme de segmentation par
division de régions avec seuillage récursif de Ohlander
[101]), puis d'effectuer une statistique des coordonnées
couleur ainsi apparues . Le seul usage des coordonnées 11,
12, 13 apparaissant, dans cet ordre, le plus souvent se
révèle aussi efficaces pour la segmentation que la méthode
adaptative. Ceci veut dire qu'en général (c'est-à-dire
statistiquement), ce système est le meilleur pour rendre
compte des différences de couleur, même si pour une
image donnée d'autres systèmes des coordonnées pourront
être plus efficaces. On peut noter qu'il coïncide assez
précisément avec les vecteurs caractéristiques décrivant les
réflectances de Cohen, ce qui est, somme toute peu
surprenant : la meilleure description des matériaux est
donnée par les vecteurs qui permettent de mieux décrire
leurs images sous des illuminants relativement moyens .
Notons d'ailleurs que la transformation de Karhunen-
Loewe constitue un outil statistique important qu'il est
possible d'utiliser pour chaque image afin de trouver le
système de coordonnées le plus discriminant pour celle-ci .
Les vecteurs X 1 , X2, X3 calculés ainsi sont
Xi =
W R,
R + Wvi V + W Bi B
où Wi = (WRi , wvi , wBi ) i est le vecteur propre normalisé
de la matrice de covariance des distributions de R, V, B
correspondant à la valeur propre X i , avec A 1 a
X2
. A3 .
Elles sont non corrélées, X 1 est le vecteur de base optimal
(ayant la plus grande variance), X2
est le meilleur,
orthogonal à X1 , etc . . .
Vis-à-vis des tâches de type segmentation, la couleur
semble être une information bidimensionnelle [102], et
tous les systèmes de coordonnées sont à peu près équiva-
lents. Il est intéressant et naturel, si l'on travaille avec un
triplet d'images, de conserver l'intensité et un vecteur à
deux dimensions pour la chromaticité . Malgré les difficul-
tés évoquées, l'usage de coordonnées normalisées pour
cette dernière (par exemple (x, y), (r, g ), (H, S )) est
attirant car il permet de séparer l'information d'intensité
de celle de chromaticité . De plus, un avantage important
des coordonnées normalisées est de supprimer les petites
variations spatiales de couleur dues aux changements
d'angle d'observation, dans le cadre du modèle simplifié
(sans reflets) de l'équation (4) . Ceci est important pour les
algorithmes faisant intervenir plusieurs points de vue
différents sur la même scène, comme ceux de stéréovision,
et pour les algorithmes de segmentation confrontés à des
surfaces courbes . Notons cependant que vu l'existence de
la singularité au point I = 0, les couleurs normalisées
correspondant à de faibles intensités ne sont pas significati-
ves, et qu'elles sont généralement très bruitées .
Notons ici une méthode de calcul de la couleur normalisée
due à Healey [59], [57], qui est photométriquement fondée
et a l'avantage de permettre d'obtenir des résultats précis
si l'on utilise beaucoup de filtres colorés différents . L'idée
est de chercher à calculer une approximation de 1(X) sous
volume 8 n° 1
Y 0,299 0,587 0,114 R
I = 0,596 -0,273 - 0,322 V
Q 0,212 -0,522 0,315 B
forme d'une combinaison linéaire de n fonctions de base,
2
xj Bj (A) à partir de n mesures s, _
	
Fi (k) 1(A) dA
J=1
~1
obtenues avec des senseurs de sensibilité spectrale F i(A ) .










où K,j = Fi ( A) 13j (k) A. On fait ainsi correspondre à
xl
chaque couleur un vecteur (xi ) de R", et il est possible
d'utiliser les normes vectorielles classiques, qui, dans ce
contexte, ont une interprétation physique .
2.2. MODÈLES RÉCENTS
2.2.1. Modèles physiques de réflectance
Surfaces lambertiennes et spéculaires . Les deux cas extrê-
mes de propriété géométrique de réflectance sont
• La surface lambertienne (réflexion parfaitement diffuse,
ou isotrope) pour laquelle l'intensité réfléchie est indépen-
dante de l'angle d'observation et ne dépend que de celui
d'illumination i et de l'albédo p
(9) Moi, 4i, 0 e, ~e' X) = P
a
Pour une source ponctuelle de radiance E, L = P E cos 0 i .
Tr
• Le miroir (réflexion parfaitement spéculaire) pour
lequel l'intensité réfléchie est entièrement concentrée dans




FI (4)i - b . - Tr)
(10)
J r(ei, ~i, ee, `l'es
A ) =
sin 0 i cos o i
Dans beaucoup de travaux de vision par ordinateur, les
surfaces étaient supposées lambertiennes, mais de nou-
veaux modèles permettant de prendre en compte les
surbrillances et, dans une certaine mesure, la géométrie,
sont apparus. Le premier des modèles de cette catégorie
est celui de Phong [104], utilisé pour la synthèse, qui est
purement empirique . Les meilleurs modèles tenant
compte de la couleur utilisés à présent sont au contraire
fondés sur la physique de la réflexion .
La plupart des surfaces ont des propriétés intermédiaires
et leur réflectance peut être décrite géométriquement
comme la somme d'un terme de type lambertien et d'un
terme de type (pic) spéculaire . Une telle représentation
est justifiée et utilisée par Nayar, Ikeuchi, et Kanade [97]
sous le nom de « surface hybride » . Elle leur permet de
calculer l'orientation et la proportion lambertien/spécu-
laire de surfaces par une méthode d'échantillonnage
photométrique. Le principe est de fixer la direction
d'observation et d'obtenir (en travaillant dans un plan,
donc g = i + e) la courbe l (g) = A cos (i) + B S (i - e )
qui permet alors d'estimer, comme le montre la figure 11,
A et B, importance relative des composantes lambertien-
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nes et spéculaires, et e, qui donne la direction de la
normale. En pratique, ces auteurs utilisent des sources de
lumière étendues, ce qui permet d'obtenir à coup sûr le pic
spéculaire (qui pourrait échapper autrement à cause de
l'échantillonnage) et de mesurer les deux composantes sur
une même image, leur intensité étant alors comparable,
mais n'apporte que des changements algorithmiques .
Fig . 11. - Variations d'intensité en fonction de l'angle d'illumination, pour
une surface hybride .
Une autre représentation hybride, est utilisée par Ikeuchi
et Sato [70] . La différence réside dans la modélisation du
z
terme spéculaire par B exp
(- ka )
qui est la valeur
cos e
prédite par le modèle de Torrance et Sparrow (voir plus
bas). Ces auteurs présentent un algorithme qui extrait A,
B, k (paramètre de rugosité) grâce à la connaissance a
priori d'une courbe de même nature que la précédente, et
ce à partir d'une image d'intensité et d'une image de
profondeur .
Réflexion profonde et de surface . Lorsque l'on s'intéresse
aux propriétés spectrales, la distinction la plus importante
est celle montrée sur la figure 12 entre la réflexion qui se
produit en surface de celle qui se produit après un
parcours plus profond de la lumière à l'intérieur du
matériau (ce n'est pas la même chose que la distinction
spéculaire/diffus qui est purement géométrique) .
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Fig. 12 . - réflexion de surface et réflexion profonde
.
Les modélisations les plus exactes de la réflexion de
surface sont obtenues par des théories d'optique physi-
que(") . Le modèle de Beckmann et Spizzichino [4]
(exposé dans [97] que nous suivons) considère les surfaces
comme des processus aléatoires stationnaires d'écart type
Qh (représentant la rugosité), de fréquence spatiale T, et
l'illumination comme une onde électromagnétique plane
de fréquence X. Ce modèle prédit l'existence de trois
composantes réfléchies
• Un lobe diffus dû aux réflexions multiples . Celui-ci, tout
comme la composante diffuse due à la dispersion interne,




Un pic spéculaire, qui est nul en dehors de la direction
spéculaire prédite par la loi de Descartes (fonction delta) .
• Un lobe spéculaire, éparpillé autour de cette direction
(gaussienne) .
Les deux dernières composantes forment la réflexion
spéculaire. Pour une surface très lisse (Qh << >), le pic
spéculaire domine, pour une surface rugueuse, il est
négligeable et le lobe spéculaire domine . La réflexion
spéculaire est très concentrée pour une surface lisse
(o h/X . 1,5) ou ondulant peu (Qh/T . 0,02). Le lobe et le
pic ne sont présents simultanément que pour un faible
intervalle de rugosités.
Les modèles d'optique géométrique ne permettent pas de
rendre compte du pic spéculaire, et ne sont donc pas
adéquats pour les surfaces proches de miroirs, en revan-
che, ils décrivent bien le lobe spéculaire, et donc les
surfaces rugueuses. Dans ce cadre, Cook et Torrance [23],
qui ont examiné le problème de la couleur, modélisent la
surface par une distribution de micro-facettes spéculaires
et
(11) Rs = FDA
où
• F, quantité de lumière reflétée individuellement par les
facettes est donnée par les formules de Fresnel, qui
permettent de calculer les composantes réfléchies et
transmises à l'interface de deux diélectriques . (Les détails
sont par exemple dans le livre de Born et Wolf [8] .)
• D, distribution de l'orientation des facettes par rapport
à la normale moyenne, permet de prendre en compte
divers paramètres tels que la rugosité k, par une relation
du type D(a) = c exp (- ka2) .
• A, facteur d'atténuation géoémétrique, rend compte du
masquage et de l'ombrage mutuel des facettes et est donné
par les formules établies par Torrance et Sparrow [118] .
F et A varient peu, sauf pour i -> 90' . La couleur de la
composante spéculaire dépend à la fois de celle de
l'illuminant et de celle du matériau . La dépendance vis-à-
vis de l'angle d'incidence i est la suivante
pour 0 _ i _ 70', R s
(X) varie peu,
pour i --. 90', R S(X) -. 1 .
(") Les modèles physiques utilisent directement les équations de
Maxwell et traitent la lumière comme onde, par opposition aux modèles
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Qualitativement la couleur de la spécularité varie donc
pour tendre vers celle de l'illuminant, mais cette variation
est compliquée à calculer précisément. Sous une forme
achromatique, le modèle a été utilisé avec succès par
Healey et Binford [60] pour calculer les rayons de cylindres
dans des conditions expérimentales bien contrôlées .
Healey et Binford [62] proposent un modèle de réflexion
d'une grande généralité combinant d'une part le modèle
de Cook et Torrance précédemment décrit pour la
réflexion spéculaire et d'autre part le modèle de Kubelka-
Munk étendu par Reichman [107] (également bien décrit
dans [75]) pour la réflexion profonde. Deux grandes
classes de matériaux sont distinguées
• Les matériaux homogènes (métaux), pour lesquels
R = Rs .
• Les matériaux inhomogènes (diélectriques), pour les-
quels R = Rs + Rp . Pour ceux-ci, R
s dépend peu de k,
Rp dépend peu de i, les surbrillances sont localisées (et
d'irradiance élevée), si bien que dans les zones mates,
R = Rp et dans les zones surbrillantes Rp = Cte. L'exis-
tence de Rp fournit une base pour la distinction des
diélectriques et des métaux .






L'affirmation supplémentaire est empirique et bien sûr
contenue dans la seconde équation qui affirme qu'il y a
une factorisation indépendante de la géométrie et des
facteurs spectraux, les autres hypothèses étant conservées .
En pratique ms(i, e, g) est une fonction prenant des
valeurs quasi nulles sauf sur un pic, et mp (i, e, g ) varie
doucement. Le modèle NIR (réflexion de surface neutre)
consiste à supposer en plus que C 5 (X) = Cte, c'est-à-dire
que la couleur spéculaire est celle de l'illuminant et la
couleur profonde celle de l'objet . Ce modèle est de loin le
plus utilisé. Le modèle unichromatique, valable pour les
matériaux homogènes, est identique au modèle dichroma-
tique, mais sans le terme profond . On peut noter que dans
le cadre du modèle dichromatique, si la composante de
surface est négligeable, ou si un algorithme a pu permettre
de l'isoler, une équation d'intensité du type de l'équation
(4) peut être retrouvée .
L'adéquation des modèles, y compris ceux mis au point
par des physiciens, n'est pas simple à montrer, eu égard au
grand nombre de causes physiques de la couleur . Par
ailleurs les équations exactes sont toujours très compli-
quées. Les trois derniers modèles cités ont été justifiés et
testés expérimentalement : Healey [61] trouve des résultats
satisfaisants pour le modèle unichromatique sur 11 métaux
et pour le modèle dichromatique sur 25 Munsell . Lee,
Breeneman et Schulte [89] testent le modèle NIR sur 8
matériaux différents. Les résultats sont bons pour les
plastiques, feuilles de plantes, surfaces peintes, peaux
d'orange, mais faibles pour le papier coloré et la cérami-
que . Ceci est en partie expliqué par un argument physique,
l'existence d'une interface grasse pour les matériaux
vivants .
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2.2.2 . Modélisation linéaire
Les modèles linéaires consistent à décomposer sur des
bases de dimension réduite, dont les vecteurs sont des
fonctions de l'intervalle 400 nm-700 nm,
•
	
la distribution spectrale d'énergie de l'illuminant Ê(k)
• la fonction de réflectance des surfaces considérées
R(X)
• les fonctions de sensibilité des senseurs S(X) .
L'intérêt de ces modèles est de représenter toute l'informa-
tion spectrale par un faible nombre de paramètres, en
séparant la dépendance spatiale (contenue dans les coeffi-
cients) de la dépendance spectrale (contenue dans les
fonctions de base). Cette séparation est un point commun
avec le modèle dichromatique, mais une différence impor-
tante est que si un plus grand nombre de fonctions
spectrales sont utilisées, celles-ci sont spécifiées a priori et
sont communes à l'ensemble des surfaces considérées. La
représentation du signal couleur (c'est-à-dire de l'informa-
tion spectrale) est nécessaire pour modéliser la réflectance .
Des représentations trichromatiques sont insuffisantes .
Un choix de trois fonctions de base compatibles avec le
modèle NIR est utilisé par DZmura et Lennie [32] et
également discuté par Wandell [122] . Ces trois fonctions
sont les trois premiers termes de base d'une décomposition
de Fourier (fig. 13) : R 1 (A) est constante, R2 (X) est une
fonction Rouge-Vert, R3(A) est une fonction Jaune-Bleu .
Il ne semble cependant pas qu'un tel choix conserve















Fonctions de base compatibles avec le modèle dichromatique, pour
la réflexion profonde (A) et de surface (B).
Il est plus aisé de construire de tels modèles que de
démontrer leur validité, tout modèle obtenu par des
mesures étant a priori de dimension finie . Le point
intéressant est d'obtenir une dimensionalité faible . Or l'un
des problèmes de ces modèles est que le nombre de
paramètres requis pour une représentation correcte d'un
grand nombre d'objets semble en fait plus grand que le
nombre raisonnable de 3. D'autre part la détermination de
fonctions de base pour une représentation fidèle de




dépend très largement de l'échantillon sélectionné pour les
calculs statistiques .
Des données utilisées par de nombreux auteurs sont les
spécimens de l'atlas de couleur de Munsell et les résultats
de Krinov qui a mesuré la réflectance spectrale de 370
matériaux naturels . Les premières analyses sur le sujet
sont celles de Judd pour l'illuminant ([74], tables aussi
dans [127]) et de Cohen pour la réflectance [18], qui
utilisent une méthode statistique de vecteurs caractéristi-
ques. La figure 14 présente ces résultats classiques . La
contribution récente est celle de Maloney [91] qui reprend
ces analyses et les étend à 462 spécimens de Munsell et à
337 de Krinov pour conclure que, de manière générale, 5 à
7 paramètres sont nécessaires ; mais que si l'on tient
compte des courbes de sensibilité des photorécepteurs
humains et de leurs propriétés de filtrage, un modèle à 3
ou 4 paramètres est suffisant. Il explique la faible dimen-
sionalité requise par un argument de physique nucléaire
assez curieux : les lignes d'absorption spectrale sont élar-
gies par des effets d'états solides .
Jaaskelainen, Parkkinen, Kuittinen et Oja [71], [103]
déterminent statistiquement des fonctions de base pour
représenter la couleur et parviennent à des conclusions à
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Fig. 14. - Fonctions de base pour la représentation des illuminants (d'après
Judd) et des réflectances (d'après Cohen) .
2.2.3 . Modélisation de l'illumination et synthèse d'images
Tous ces modèles supposent que l'on est en présence d'un
illuminant unique . Pour des illuminants multiples, il faut
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faire la somme des termes correspondant à chaque illumi-
nant (aucune application n'a été réalisée dans ce contexte
et cela semble compliqué) . Tenir compte de l'interré-
flexion (illumination mutuelle) est encore plus difficile, car
chaque point d'un objet de la scène doit alors être
considéré comme une source de lumière . En pratique,
l'illumination mutuelle représente 30 % de l'illumination
totale dans les scènes d'intérieur d'après Nishita [100] et
on peut s'attendre à ce que sous des illuminants relative-
ment neutres chromatiquement, ils introduisent des cou-
leurs d'illumination non négligeables, comme dans une
image produite par Gershon dans [48] . Tant que l'on
n'aura pas trouvé le moyen de prendre en compte de tels
effets d'illumination, il semble difficile d'utiliser des modè-
les très fins de réflectance .
Ces problèmes constituent le plus grand obstacle à leur
utilisation dans un contexte naturel, ce qui explique que
les seules réalisations les exploitant pleinement utilisent un
dispositif expérimental très contrôlé . Sauf dans le cas de
surfaces presque noires ou d'une surface convexe isolée,
les phénomènes d'interréflexion ont un impact qualitatif
important pour les images monochromes comme le mon-
trent Forsyth et Zissermann [38], [39] en comparant les
profils d'intensité de scènes de géométrie identique mais
d'albédo différents : seules les discontinuités de la radiance
sont physiquement significatives (12), les valeurs elles-
mêmes résultent d'une interaction entre les surfaces qui
est globale et non linéaire . L'équation de radiosité
(13) I(M) = 1 0(M) + p(M)
J
K(M, M') I(M') dM'
dans laquelle Io (M) est la composante de la radiance en M
due à la seule source et K(M, M') (le noyau, qui dans le
cas lambertien vaut 0 si les points M et M' ne sont pas
visibles mutuellement, et 1 (n"M
.m
ûMM,) (nM . UM, M) sinon)
TT
représente le facteur de gain pour la composante de gain
en M due à M', permet à partir d'un modèle des surfaces
de calculer explicitement la radiance par une technique
d'éléments finis . Pour m facettes, l'équation (13) devient
(14)
	
I = Io + RKI
où les m composantes de I et I o sont respectivement les
radiances et composantes de radiance dues à la seule
source, et R et K sont des matrices très simples d'albedos
et noyaux . Cette technique a été introduite dans le
domaine de la synthèse d'images par Cohen et Greenberg
[19] et vérifiée expérimentalement par Forsyth et Zisser-
mann [38] . Dans le cas lambertien achromatique, Nayar,
Ikeuchi, et Kanade [98] montrent que l'équation (14)
permet, en partant d'estimées de la forme et de l'albedo
données (inexactement) par un algorithme de « shape
from shading » de converger par des itérations successives
vers la forme et l'albedo corrects . Leur travail est impor-
tant, car il montre donc que dans un cas simplifié, le
problème de l'analyse peut être résolu au moyen d'un
(12)
Elles ne peuvent, montrent ces auteurs dans un cadre de modèle
lambertien, être provoquées que par des discontinuités de surface, des
ombres, ou des changements de réflectance
.
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modèle qui a été introduit pour la synthèse, et qui n'est pas
inversible de manière explicite. Pour ce qui est de la
couleur, ou des surfaces non lambertiennes, il n'y a pas
encore de travaux.
La vision par ordinateur et la synthèse d'images ont des
problématiques duales : l'utilisation de techniques
d'analyse permet à la vision par ordinateur de produire des
descriptions intrinsèques particulières (qui sont des modè-
les particuliers) à partir d'images numériques obtenues par
les caméras, alors que la synthèse part de modèles de
scènes pour produire les images numériques affichées sur
les écrans . Étant donné ses objectifs, la vision par ordina-
teur opère dans les scènes (plus ou moins) naturelles, mais
ne peut alors que produire des descriptions simples et
incomplètes, en particulier au niveau des caractéristiques
photométriques des scènes et de leur illumination. La
synthèse doit nécessairement partir de descriptions
complètes, et peut donc utiliser des modèles très précis .
Ses primitives ne correspondent pas toujours à celles
utilisées en vision (telles que les segments) . Depuis de
nombreuses années les modèles de réflexion et d'illumina-
tion utilisés pour la synthèse sont bien plus élaborés que
ceux utilisés pour la vision. Ils s'attachent en effet essen-
tiellement au rendu de surfaces particulières (transparen-
tes, texturées), à l'interréflexion et à l'illumination
ambiante, tous phénomènes qui sont très loin d'être pris
en compte pour la vision . Cependant la modélisation
demeure assez heuristique, l'aspect réaliste des images
synthétisées servant à valider les modèles, si bien que les
scènes naturelles complexes ne peuvent encore être repro-
duites. Il n'y a eu que peu d'interactions entre les deux
disciplines ( 13), le transfert ayant lieu presque exclusive-
ment de la synthèse vers l'analyse, qui reprend, pour ses
propres besoins, les modèles mis au point par la première .
Cependant ces modèles ne sont pas d'une utilisation
immédiate pour la vision, d'une part à cause de la
complexité élevée (il faut des heures de calcul déjà pour la
synthèse), d'autre part à cause de la nature même des
méthodes employées à présent . En effet les techniques de
base (qui ont été combinées : voir Wallace, Cohen et
Greenberg [121]) sont
• Le lancer de rayons [22], aboutissement logique de
l'emploi de l'optique géométrique, qui est dépendant du
point de vue et que son principe rend non inversible .
• La méthode de radiosité [51], [19], [100] fondée sur la
conservation de l'énergie, qui est physiquement exacte et
impose de disposer a priori d'un découpage de l'espace
pour obtenir les nombreuses équations d'équilibre .
Ce sont les seuls modèles d'illumination fins que nous
connaissons, qui ne font pas l'hypothèse de la source de
lumière unique . Le calcul de l'illumination résultante est
effectué à partir de la connaissance complète de la
réflectance et de l'orientation des surfaces et de l'émittance
des sources principales . L'utilisation de modèles de ce type
( 13 ) Une tentative de faire collaborer les deux disciplines est présentée
par Gagalowicz [46],
qui avait déjà mis cette approche en pratique pour
la texture . L'objectif est d'obtenir par l'analyse d'une paire stéréo un
modèle synthétisable, de produire une image à partir de celuic-i, et de
comparer l'image synthétique à l'image initiale . Cependant les modèles
utilisés dans la partie analyse sont assez simplifiés .
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pour l'analyse est rendue délicate par l'interdépendance
de l'illumination (totale) et des caractéristiques des surfa-
ces. De même, en vision, se pose aussi le problème de
l'interdépendance du découpage de l'espace servant au
calcul et de celui physiquement réalisé .
2.3. CONCLUSION
Les transformations colorimétriques peuvent présenter
des propriétés intéressantes, mais d'une portée limitée .
Beaucoup d'espaces couleur sont à peu près équivalents,
et il ne faut pas en attendre des miracles !
Les modèles récents sont fondés sur une formalisation du
processus de réflexion et du signal couleur, ils permettent
donc de représenter des propriétés physiques intrinsèques
des scènes. Un des grands intérêts des modèles récents
(linéaires et dichromatiques) est de permettre, grâce à une
factorisation, de prendre en compte simultanément en les
séparant facteurs spatiaux et spectraux, ce qui devrait
permettre théoriquement de mener calcul de la couleur et
calcul des caractéristiques géométriques de pair. Il nous
semble que dans un cadre de vision c'est une question de
première importance. Une analyse locale des interactions
entre ces deux facteurs, au niveau des opérateurs de
traitement de type biologique, a été entamée par Gershon
[49] . Hurlbert [67] donne aussi une discussion des fonctions
algorithmiques possibles des différentes cellules à rôle
chromatique qui ont été trouvées dans le cortex. Étant
donné que ces analyses font largement appel à des
connaissances dépassant le cadre de ce papier, nous
préférons envoyer le lecteur intéressé à ces deux travaux,
dans lequel il trouvera de nombreuses références physiolo-
giques .
Il nous semble cependant que l'utilisation de modèles de
réflectance très fins se révèle délicate dans des environne-
ments qui ne sont pas contrôlés (artificiellement) avec une
grande minutie . Aussi nous pensons que les limitations à
présent viendront moins de l'insuffisance propre des
modèles que de la difficulté de les appliquer dans les cas
complexes. Plus précisément, ce qui manque, c'est un
modèle de l'illumination suffisamment riche pour dépasser
l'hypothèse de la source unique en tenant compte des
phénomènes de diffusion et d'interréflexion, et suffisam-
ment simple pour être exploitable algorithmiquement . Il
est peut-être plus important de chercher un tel modèle que
d'essayer de perfectionner ce qui existe déjà pour la
réflectance .
3. Constance des couleurs
Ce terme désigne le fait que les couleurs perçues dans des
scènes réelles demeurent à peu près stables dans des
conditions d'illumination variant assez largement et dans
des scènes de composition variée . Un tel phénomène
montre que la vision des couleurs est un processus
complexe, et en tous cas qu'il requiert un traitement
dépassant la mesure des quantités physiques décrites dans
le chapitre précédent . On peut dire, sans rentrer dans les
détails, que les expériences de psychophysique mettent en
ynthèses
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évidence des effets spatiaux puissants . D'un point de vue
calculatoire, le problème de la constance des couleurs est
celui, sous-déterminé, de déterminer la réflectance spec-
trale à partir des mesures de senseurs .
C'est une question qui a son importance car le simple
signal couleur mesuré par les senseurs ne nous indique pas
nécessairement grand chose de très fiable à propos du
monde. En revanche, en déterminant la réflectance, on
peut ainsi obtenir une propriété intrinsèque des objets, qui
est particulièrement utile pour la génération des descrip-
tions sémantiques, et pour l'identification d'indices physi-
ques dans une scène . Il faut cependant reconnaître que vis-
à-vis de tâches ne nécessitant qu'une connaissance relative
des attributs (la détection des contours et l'étiquetage pour
l'appariement), la constance des couleurs n'est pas tou-
jours indispensable .
Ce problème a suscité une grande partie des travaux
traitant de la couleur . Cependant, si l'on considère ceux
qui ont été effectués dans un cadre algorithmique, force
est de constater que
•
	
tous ces travaux reposent sur des hypothèses assez
restrictives et peut-être pas très réalistes ;
• les rares réalisations convaincantes ne fonctionnent que
dans des mondes très simplifiés .
Forsyth [41] fournit une revue très complète et claire de la
question, avec, entre autres, une analyse fouillée du
Retinex. Ce papier, un peu plus récent, prend en compte
les derniers développements .
3.1. RETINEX
Land a publié un nombre important de papiers à la fois
très influents et très controversés, et en général algorithmi-
quement assez vagues . En revanche, plusieurs séries
d'expériences sont décrites précisément, qui mettent bien
en évidence la sophistication du mécanisme de perception
des couleurs dans des scènes complexes . La première [83]
consistait à superposer deux diapositives achromatiques
d'une scène, l'une prise avec un filtre rouge et reprojetée
avec un projeteur à lumière colorée ( 14 ), l'autre prise avec
un filtre vert, et reprojetée en lumière blanche . Bien que
l'application des méthodes colorimétriques prédit que
seules des nuances de rouge et rose seraient observées, les
sujets perçoivent une bonne partie des couleurs de la scène
originale. Dans la seconde série d'expériences [86], trois
diapositives, obtenues avec des filtres rouge, vert, et bleu,
sont reprojetées avec des projeteurs équipés des mêmes
filtres colorés (choisis pour correspondre aux sensibilités
des cônes rétiniens). Les scènes utilisés sont des plans
formés de juxtapositions de 100 zones de couleur uniforme
disposés aléatoirement (appelés « Mondrians » du fait de
leur ressemblance avec certaines peintures de ce peintre) .
Une zone est choisie, puis sa radiance est mesurée dans
chacune des trois bandes de longueur d'onde, ce qui donne
les informations atteignant l'ceil . Puis une seconde zone est
choisie, et les intensités des trois projecteurs sont ajustées
pour que les radiances issues de celles-ci soient identiques
( 14) On constate, de manière surprenante, que les couleurs finalement
perçues ne varient que peu, lorsque la couleur de lumière de ce
projecteur est changée .
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à celles issues de la précédente . On constate qu'alors, bien
que les valeurs mesurées photométriquement par l'oeil
soient exactement identiques, les couleurs perçues sont
différentes. Dans une troisième série d'expériences [85],
les sujets doivent apparier les 17 zones d'un Mondrian
avec des échantillons de l'atlas de Munsell . Alors que ces
derniers sont présentés sous un illuminant constant et sur
un fond gris, l'illuminant du Mondrian consiste en trois
projecteurs qui sont successivement réglés pour que cinq
zones différentes envoient tour à tour la même radiance.
On trouve, en examinant les cinq séries de 17 apparie-
ments, que ceux-ci sont effectués sur la base, non des
radiances, mais des réflectances .
Plusieurs modèles comprennent des équations qui permet-
tent de prédire les phénomènes précédents (par exemple,
ceux de Helson et Judd [63], [73], ou Richards et Parks
[108], plus simple), ce qui a donné lieu à une critique des
travaux de Land par Judd. Notons cependant la différence
de nature des deux types de théories : celle de Judd est
essentiellement empirique et descriptive (et a son efficacité
en tant que telle), alors que celle de Land a un propos
algorithmique. Land a en effet proposé plusieurs formula-
tions d'un algorithme appelé Retinex (il était conjecturé
qu'il est implémenté par la rétine et le cortex) qui a à son
tour inspiré un certain nombre de travaux . Ces algorithmes
reposent sur trois principes
•
	
La couleur en un point ne dépend pas uniquement de
son signal couleur .
• La couleur en un point ne dépend que de la combinaison
de trois «désignateurs » .
• Les «désignateurs » sont calculés indépendamment dans
trois bandes de longueur d'onde .
Ils s'attachent donc essentiellement à un calcul de clarté
dans différentes bandes spectrales, et ont pour but d'élimi-
ner l'effet de l'illuminant . De plus les « désignateurs » ne
devraient pas dépendre de la composition de la scène,
mais seulement des propriétés de réflectance au point
considéré. Un problème rencontré par cette famille de
méthodes est le fait que les valeurs qui servent de données
de base pour les algorithmes sont en fait des intégrales
comme le montre l'équation (5) . Le quotient des intensités
de part et d'autre d'un contour n'est donc pas égal au
quotient des réflectances .
L'équation d'intensité sous-jacente est de la forme
(15) I(k, r') = p(X,
r) E'(>,, F) .
C'est l'équation d'intensité (4) où on a regroupé les
facteurs pour séparer les propriétés de surface du reste en
définissant l'irradiance effective E',
et où on a supposé
l'absence de diverses dépendances. Elle n'est utilisée que
pour trois valeurs de k fixées . On suppose de plus qu'il y a
une asymétrie entre p et E', permettant de résoudre
l'équation (15) : p consiste en zones uniformes changeant
abruptement, alors que E' varie lentement sur la scène
c'est le (micro-)monde de Mondrian .
En conséquence, les algorithmes sont prévus pour fonc-
tionner dans les conditions suivantes
• Hypothèse 1 (Monde de Mondrian) : La scène est un
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Mondrian plat, l'irradiance effective y varie lentement et
continûment et est indépendante de la position de l'obser-
vateur .
• Hypothèse 2 (Monde gris) : La moyenne des réflectan-
ces des scènes dans chacune des bandes de longueur
d'onde est la même .
La première hypothèse permet d'effectuer, en chaque
location spatiale, la décomposition de l'intensité en ses
deux composantes . La deuxième hypothèse garantit que la
normalisation spectrale (rendue nécessaire par le fait que
le processus précédent ne fournit des résultats qu'à une
constante multiplicative près) donne un triplet correspon-
dant bien à la couleur de la surface . Ces hypothèses ne
sont clairement pas vérifiées telles quelles dans les scènes
réelles et il semble difficile d'envisager des techniques
comme la segmentation de l'image en Mondrians,
puisqu'elles demandent de résoudre les problèmes que les
Mondrians éliminent .
3.1 .1. Les algorithmes originaux
Land a décrit plusieurs algorithmes différents (mais très
proches), fondés sur les idées de quotient, chemin, seuil-
lage et moyennage. La simple utilisation d'un quotient
entre deux points adjacents permet de détecter un
contour, et d'éliminer les effets d'une illumination non
uniforme, par seuillage de ce quotient . Cette opération
peut être effectuée par des cellules chromatiques, qui sont
sensibles uniquement aux différences de couleur . Par
transitivité des quotients, on obtient le rapport des réflec-
tances en deux points quelconques, même distants, de
l'image, ce qui rend compte de la globalité de la percep-
tion. Les chemins utilisés à cet effet formalisent les
balayages effectués par l'oeil . Les algorithmes sont compli-
qués à analyser et il n'a pas été publié de résultat
satisfaisant quant à leurs performances, contrairement à ce
qui est affirmé par plusieurs . En particulier, dans l'article
de McCann, McKee et Taylor [94], le seul contenant des
simulations, il a été utilisé comme illuminant une combi-
naison de trois sources de lumière à bande étroite, et des
récepteurs ayant chacun une sensibilité voisine de celle de
la courbe de distribution d'énergie d'une de ces sources, ce
qui fait qu'il n'était sensible qu'à la lumière de celui-ci . Le
problème de la séparation des différentes bandes de
longueur d'onde ne se posait pas trop ! ( 15 ) De plus la
composition de la scène n'a pas été variée . Il n'est donc
pas réellement possible d'évaluer les algorithmes Retinex
sur la base de la littérature existante .
3
(15)
Plus précisément, l'illuminant E (X) est de la forme a, S (X
-X;),
et les longueurs d'onde choisies, k, = 450 uni, X2
= 530 mit et
X3
= 630 nui sont telles que pour i * k, S k(a .) _ 0, si bien que les
valeurs obtenues par les senseurs sont : sk =
f
S k(X) E(X) p(X) A =
ak Sk (Xk ) p(Xk ) . Il est clair qu'il suffit de disposer de deux points pour
calculer dans ces conditions une couleur (p(>,,), p(X 2 ), p(a 3 )), et que si
l'on change les proportions des lumières monochromatiques de l'illumi-
nant, cette couleur reste invariante . Par contre, le changement de l'une
des longueurs d'onde, ne permet plus d'obtenir ce résultat, sans parler de
ce qui se passerait pour des lumières quelconques .
volume 8 n' 1













étant les intensités, dans la bande de longueur d'onde
A, des zones d'un chemin reliant i et j .
Cet algorithme est stochastique et dépend de choix qui ne
sont pas précisés . Une analyse de Brainard et Wandell [9]
utilisant des chemins markoviens donne les résultats sui-
vants
• De manière formelle, ces calculs compliqués sont équi-
valents à une simple normalisation par rapport à une
moyenne .
• Une simulation montre que l'algorithme se comporte de
manière acceptable vis-à-vis du changement d'illuminant,
mais non de celui de la composition de la scène (ce qui
n'est pas surprenant au vu de l'hypothèse du monde gris) .
Parmi les variantes de l'algorithme décrit plus haut, citons
un «Retinex avec remise à zéro » [95] dans lequel, de
plus, les quotients supérieurs à 1 sont remis à 1 . Celui-ci se
comporte de manière assez semblable, tant formellement
(normalisation par rapport à un maximum) que pour une
simulation.
La dernière proposition en date de Land contient un
opérateur fort différent, de type centre/bords, qui est
inspiré par les découvertes neurophysiologiques récentes,
et ressemble à celui synthétisé par Hurlbert et Poggio que
nous décrivons plus bas .
3.1 .2. Algorithmes formels
Le principe . De multiples propositions ont été faites pour
des algorithmes effectuant la même tâche que le Retinex
(c'est-à-dire le calcul monochromatique de la clarté) mais
calculatoirement plus simples et plus clairs. Ces algo-
rithmes sont assez satisfaisants : contraitement à l'algo-
rithme de Land qui utilise des chemins, ils fonctionnent
directement dans le cas bidimensionnel et peuvent être
formulés de manière locale et parallèle . Leur parenté avec
le Retinex est certaine, mais d'un point de vue quantitatif
elle n'est toutefois aussi claire que l'affirment plusieurs
auteurs (y compris Marr [931), tout ce que l'on peut dire,
c'est qu'il y a les ressemblances suivantes
• Le calcul de la relation entre les zones donne un nombre
qui devrait être proche du quotient de leurs réflectances,
et fait intervenir une sorte de différentiation (le long d'un




L'ALGORITHME RETINEX ([84], le plus récent) . - Le dési-
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Différentiation _J%
Fig. 15 . -
Calcul de la clarté (Eghtness).
• Le calcul du désignateur fait intervenir une opération de
moyennage proche d'une intégration. Ils utilisent la
méthode suivante (fig. 15)
1 . Différentier spatialement l'intensité .
2. Seuiller pour éliminer les petites valeurs (dues aux
petites variations de l'illuminant) en gardant les grandes
valeurs (dues aux changements abrupts de réflectance) .
3. Intégrer pour récupérer la réflectance .
Les opérations impliquées sont de deux types bien diffé-
rents
• la différentiation est un processus local effectuant la
décomposition spatiale ;
• l'intégration est un processus global effectuant la norma-
lisation spectrale en utilisant une large portion du champ
visuel pour obtenir une moyenne .
Ces opérations, qui consistent à éliminer les faibles
fréquences spatiales, sont réalisées physiologiquement par
le phénomène d'inhibition latérale, dans lequel une cellule
inhibe l'activité des cellules voisines d'une quantité propor-
tionnelle à son excitation, et décroissant avec la distance .
Le problème du logarithme. Les algorithmes ayant été
prévus pour fonctionner de manière achromatique (la
longueur d'onde n'est pas un paramètre), la supposition
supplémentaire importante dans un cadre de constance
des couleurs est que le signal renvoyé par les senseurs est
décomposé en une somme de deux composants représen-
tant la réflectance et l'irradiance effective . Pour un calcul
achromatique (clarté), ceci est obtenu par une simple
application de logarithme : en posant I = log l',
p = log p', E = log E', les valeurs originales étant l',
p' et E', on a bien I = p + E et les techniques qui suivent
permettent de calculer alors p . L'intérêt de cette applica-
tion du logarithme avait déjà été mise en évidence par le
modèle homomorphique de Stockham [113]. Le caractère
homomorphique signifie ici que la structure du processus
de formation d'images (produit de I et de R) est envoyée
sur celle, additive, du système visual humain, par les
sensibilités des récepteurs rétinaux, qui sont logarithmi-
ques. Le modèle A, C 1 , C 2 de Faugeras déjà mentionné
plus haut, est une extension, pour la couleur du modèle de
Stockham. Il permet d'expliquer comment des change-
ments d'illumination pourraient être éliminés : si l'illumi-
nant change unfiromément sur l'image, de sorte que les
valeurs des réponses des trois cônes R, V, et B soient
multipliées respectivement par kR, kv, kB , les canaux A,
C1 et C2 vont renvoyer une valeur augmentée uniformé-
ment des constantes respectives
a(a log (kR) + (3 109
(kv ) + -y log (kB )),
u l log (kR/kG ), et
U2 109 (k
R/kB ) . Ces dernières peuvent
être éliminées par un filtrage spatial (inhibition latérale) .
Cependant, si les changements d'illuminants sont ainsi pris
en compte par le système au niveau perceptuel, la
séparation de la réflectance et de l'illumination ne peut
être effectuée complètement par cette méthode . Il y a
effectivement un problème dans le cas du signal couleur,
puisque prendre son logarithme n'entraîne aucune sépara-
tion (ce serait toutefois le cas si les senseurs avaient accès à
des valeurs du signal couleur, mais malheureusement ils
ont accès à des intégrales, comme nous l'avions remarqué,
et on a donc affaire à une intégrale de produits), en
conséquence les algorithmes ne calculent pas la réflectance
p . Même dans le cas favorable où l'illuminant est séparable
en espace et longueur d'onde, on n'obtient, en appliquant
un logarithme, qu'une séparation des facteurs spatiaux .
Les algorithmes de calcul de clarté .




en résolvant par relaxation de gauss-Seidel le système
d'équations aux différences obtenu en discrétisant l'équation
(16) sur une grille hexagonale .
L'opération délicate est le calcul de l'inverse de V 2 ,




V2r(x, y) = u(V2I(x, y))
où a1(x) est un opérateur de seuillage scalaire . Si le
domaine de définition de I est infini, ou si l'image est
entièrement contenue dans celui-ci et est entourée d'une
bordure de réflectance constante pour laquelle
Œ(V 21 (x, y)) = 0, le laplacien peut être inversé de manière
unique par convolution avec la fonction de Green
g =
2111
log î . Dans le cas discret, l'inversion se ramène à
la résolution d'un système d'équations aux différences de
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où les ak, i donnent une approximation discrète du lapla-
cien (pour une grille hexagonale obtenue en prenant pour
éléments de base des triangles équilatéraux, les rk, 1 sont
les 6 plus proches voisins et ak,
1
= 1/6 . L'algorithme a fait
l'objet d'un traitement en multirésolution par Terzopoulos
[115] qui en augmente notablement l'efficacité en appor-
tant une solution au problème de la difficulté de propager
des contraintes dans de larges représentations, typique aux
algorithmes locaux et itératifs issus d'équations aux déri-
vées partielles .
Comme l'équation de Poisson n'impose que V2r(x, y) = 0
à l'intérieur des zones, la solution pourrait contenir un
terme harmonique arbitraire, ce qui a imposé une condi-
tion aux limites restrictive (clarté constante en bordure de
l'image, ce qui suppose une réflectance constante sur cette
bordure). Si celle-ci n'est pas satisfaite, ce qui est souvent
le cas, l'algorithme peut conduire à des résultats inexacts .
Ce point a été corrigé par Blake [5], qui démontre que l'on
obtient une solution unique par
L'ALGORITHME DE BLAKE . - Calculer
r = (V2 ) 1 VQ2 VI
en résolvant par relaxation de Gauss-Seidel le système
d'équations aux différences obtenu en discrétisant l'équation
(18) sur une grille hexagonale .
Il est clair que l'emploi du gradient (16) préserve davan-
tage d'informations que celui du laplacien . Il est montré en
utilisant pour a-2 l'opérateur défini par v2(d) =
H(â 2 - k2 ) d (H(x) étant une fonction de type
« marche » régularisée et k un seuil) que dans le cas des
Mondrians, V x r VI = 0, ce qui entraîne que l'équation
Vr = a VI admet une solution unique, et qu'elle est
équivalente à l'équation de Poisson
(18) v er = V(u VI)
avec de bonnes conditions aux limites ( 17 ) . Si cela n'est
pas le cas (par exemple à cause de la discrétisation),
l'algorithme minimise une mesure d'erreur, et est donc
robuste. La discrétisation de Blake est analogue à celle de
Horn, en plus complexe. L'algorithme fonctionne avec des
données synthétiques .
Une analogie est faite avec le Retinex avec reset : l'équa-
tion précédente peut en effet être réolue en calculant
r(x, y) =
J
u VI dl le long d'un chemin reliant (xo, y o ) où
la valeur de r est définie arbitrairement, et (x, y) .
Cependant il n'est pas expliqué ce qui équivaut à l'opéra-
tion de reset .
Cette méthode a été à son tour améliorée par Brelstaff et
(16) Ce n'est pas un opérateur isotrope, mais il est suffisant qu'il soit
covariant, afin que le calcul ne dépende pas du choix du système de
coordonnées .




Blake [10] de manière à fonctionner avec des images
réelles . Les deux modifications sont
• La discrétisation sur une grille carrée (à l'aide de
triangles rectangles isocèles) qui est celle utilisée par les
dispositifs de digitalisation habituels .
• L'intégration d'un détecteur de contours de type Canny
pour tenir compte du bruit mieux que la simple étape de
seuillage (qui avait justement pour but de distinguer les
changements brusques de réflectance) .
Les résultats sont satisfaisants sur les images (monochro-
mes) de Mondrians, même bruitées, mais dans le cas de
scènes comportant des contours dus à d'autres facteurs
que le changement de réflectance, des valeurs incorrectes
de celle-ci sont obtenues .
3.1 .3. Méthode d'apprentissage
Mentionnons pour finir une approche très différente
proposée par Hurlbert et Poggio [69], qui fait intervenir un
« apprentissage » sur des exemples où sont fournis en
même temps les images de mondrians monochromatiques
et les réflectances recherchées . Malgré la formulation
linéaire, par son principe monochromatique cette techni-
que est étroitement apparentée aux algorithmes de la
famille Retinex dont elle partage nécessairement les
hypothèses méthodiques. L'idée est d'estimer l'opérateur
L tel que LS = R, à partir de matrices S et R dont les
colonnes sont respectivement des profils d'intensité de
l'image et les profils de réflectance correspondants . La
technique, l'estimation linéaire optimale(`), suppose
l'hypothèse de la linéarité de l'opérateur L, et conduit à un
résultat dont la partie spatialement invariante est un
opérateur de type centre/bords soustrayant à la valeur en
chaque pixel la valeur moyenne des logarithmes des
voisins. Cet opérateur ressemble beaucoup au dernier
opérateur Retinex proposé par land ( 19). La spécificité de
ces opérateurs réside dans leur champ réceptif, qui
comporte une petite zone centrale activatrice, et une très
large bordure inhibitrice . Outre le fait qu'on ne sache pas
dans quel canal chromatique ils opéreraient, ils n'ont pas
encore été trouvés de manière aussi systématique que
d'autres opérateurs « classiques » (voir [67] pour des
références) . Les cellules chromatiques bien connues à
présent comprennent en effet essentiellement les cellules à
double opposition (L+M-/L-M+), et celles à simple
opposition (L+/M-), opposition spatiale (B/B), opposition
chromatique (L+M-), qui en sont des versions plus
simples. Une cellule de type L+M-/L-M+ est, au centre
de son champ réceptif, excitée par les longueurs d'onde L
et inhibée par les longueurs d'onde M, et inversement au
bord de son champ réceptif. Le comportement d'une telle
cellule vis-à-vis d'un changement d'illumination est intéres-
sant : si par exemple l'intensité des longueurs d'onde L de
la source de lumière augmente, l'excitation au centre de la
cellule va augmenter, mais l'inhibition sur les bords
également, deux tendances qui peuvent se compenser .
(1B) Les réseaux connexionistes linéaires et à « back-propagation » ont
aussi été essayés et ne se révèlent pas meilleurs .
( 19) A la différence que ce dernier utilise le
logarithme de la moyenne .
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Cependant les phénomènes impliqués dans la constance
des couleurs sont très globaux, ce qui ne s'explique pas
suffisamment si on ne considère que ces cellules, qui
génèrent des effets purement locaux (et expliquent ainsi
les phénomènes de contraste simultané, par exemple) .
3.2. MODÈLES LINÉAIRES
Le principe de ces algorithmes est d'exprimer toutes les
réflectances et illuminants comme combinaison linéaire
d'un nombre limité de vecteurs. Par rapport aux techni-
ques de Retinex, celles-ci présentent l'avantage d'effectuer
les calculs sur toutes les longueurs d'onde à la fois, et donc
d'éviter les problèmes liés au calcul du logarithme d'une
intégrale et à la normalisation séparée . Ces algorithmes
supposent cependant la même équation d'intensité que les
précédents, et donc ne fonctionnent que sous l'hypothèse
du monde de Mondrian . Dans ce cadre, cette ligne de
recherche me semble la plus avancée, au sens où il y a à
présent plusieurs algorithmes reposant sur des bases
théoriques claires et donnant des résultats plutôt satisfai-
sants. La problématique commune à ces algorithmes est de
résoudre un système d'équations sous-déterminé au
moyen de contraintes de différents types . Le nombre
d'inconnues souhaitable est au minimum de 6 (3 paramè-
tres pour l'illuminant, 3 paramètres pour la réflectance),
alors que celui des senseurs est de 3, si l'on veut obtenir un
modèle de la vision humaine.
3.2.1. Les méthodes à invariants
Les algorithmes de Buchsbaum et de Gershon font
l'hypothèse supplémentaire (analogue à celle du monde
gris) qu'une certaine quantité moyenne est un invariant
d'une scène à l'autre. Ils estiment l'illuminant (ce qui
nécessite de plus l'hypothèse qu'il y a une seule distribution




Û représentant un invariant des réflectances ;
• V une moyenne des intensités dans l'image .
La détermination de ces deux quantités est la principale
difficulté de ces algorithmes .
L'ALGORITHME DE BUCHSBAUM [14] . - Soient U un gris de
référence et T le tenseur défini par (T ) tJ, k = E. Rj Sk,
E i, R1 , Sk étant les fonctions de base pour l'illuminant, la
réflectance et les senseurs .
1. Déterminer V par moyennage spatial .
2. Calculer l'illuminant é = AT 1 . V où Aù = T . Û est une
représentation des réflectances .




où Ae = T . é est une représentation de l'illuminant .
Cet algorithme repose sur l'hypothèse selon laquelle une
moyenne spatiale pondérée des réflectances spectrales est
constante et est un gris . Le mode de calcul choisi pour la
moyenne nécessite de plus que les couleurs occupent des
surfaces égales . Gershon [49] améliore un peu l'algo-
rithme
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Fig. 16 . - La méthode de Maloney et Wandell.
L'ALGORITHME DE MALONEY ET WANDELL [92] .
1 . Identifier le sous-espace Vect (AE . R(ï », en trouvant
le meilleur vecteur n normal à ce sous-espace.
2 . Calculer le vecteur illuminant à un scalaire près en
résolvant le système n` . A R( ) . E = 0 (chaque surface
donne une équation) avec (AR(Y) ) = T . R .
3. Calculer les réflectances en chaque point r par
R(r) = A~ 1 S(r) (pseudo-inversion) .
Le modèle des illuminants et des réflectances impliqué est
restrictif dans la mesure où les hypothèses suivantes sont
faites
• Le nombre des senseurs est strictement supérieur à la
dimensionalité de l'espace des réflectances, pour obtenir
un sous-espace propre . Même dans le cas le plus favorable
du sous-espace de codimension 1, avec le nombre classique





En prenant pour invariant une moyenne prise sur les
données de Krinov .
• En segmentant l'image et en prenant donc une moyenne
sur les régions .
D'Zmura et Lennie [32] décrivent un modèle linéaire
tenant aussi compte du modèle NIR, mais l'estimation de
la chromaticité de l'illuminant est effectuée par une simple
moyenne spatiale sur la scène .
3.2 .2. Les méthodes à structures linéaires limitées
Une autre famille d'algorithmes a été proposée, qui ne
nécessite que des hypothèses générales sur la structure des
illuminants et réflectances, et non plus sur la composition
des scènes. L'équation de base relie par une relation
linéaire, en chaque point r , les réponses des p senseurs
S et les n coordonnées de la réflectance R
(19) S(Y) = AÉ . R(r)
avec AE = T . E, opérateur ne dépendant que de l'illumi-
nant d'une manière connue . L'idée, illustrée par la
figure 16, est que sous certaines conditions, discutées plus
bas, les réponses observées dans l'espace des récepteurs
sont restreintes à un sous-espace propre de celui-ci . Ce
sous-espace ne dépend que de l'illuminant, les positions
des réponses, elles, ne dépendent que des réflectances .
La couleur en vision par ordinateur
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paramètres de réflectance, ce qui, nous l'avons vu plus
haut, est insuffisant .
• Deux surfaces de réflectance différentes donneront
toujours des réponses de senseurs distincts, quel que soit
l'illuminant .
Wandell [122] étend le précédent au cas d'un illuminant
variant spatialement : la méthode consiste à appliquer cet
algorithme à un certain nombre de zones, puis à effectuer
une interpolation sur l'illuminant . Les problèmes viennent
de la difficulté du découpage (il faut des zones assez
grandes pour que plusieurs réflectances soient présentes,
mais assez petites pour que l'illuminant puisse y être
supposé constant) et de l'interpolation (il y aura peu
d'échantillons) .
Un algorithme tout à fait similaire est décrit par Yuille
[128] .
3 .2.3. Les derniers développements
Régularisation. Rubner et Schulten [110] se placent dans le
cas d'un gradient d'illumination linéaire (É (x, y) =
É + x . Éx + y . ÉY ) et traitent la sous-détermination (20 )
des équations (19) par une méthode de régularisation : ils
choisissent des fonctionnelles stabilisantes P k telles que le
minimum de la fonction de coût
2
(T . É) . R(r")-S(r) + 1Xk IlP k(E, R)II 2 soituni-
k
que. Ces fonctionnelles correspondent à des contraintes
physiques plausibles
• le spectre de l'illumination est aussi proche que possible
du « blanc » de la lumière du jour
D65 :
P
I = E - D65 ;
• la moyenne des réflectances est aussi proche que
R
(F
possible d'un gris G : P 2=	 ) - G ;
• les gradients d'illumination sont les plus faibles possi-
bles : P 3 = Ex , P4 = EY.
Les coefficients Xi doivent être ajustés . Il faut noter que le
cas
À1
= 0 correspond à celui de la constance des couleurs
parfaite (ne marche qu'avec une moyenne exactement
grise), et celui
X2
= 0 à celui d'une perception « brute » .
L'algorithme détecte les contours couleur, y calcule les
valeurs de R(r) en utilisant une méthode de descente de
gradient, et effectue une interpolation . Des simulations
sont présentées, elles semblent montrer que les résultats
sont bons .
Utilisation de Rétinex . Funt et Drew [44] montrent
comment appliquer danskun cadre de modèle linéaire les
idées de Blake et Horn . Leur méthode exige un modèle
linéaire où les dimensions de l'espace des récepteurs, celui
des illuminants, et celui des réflectances sont égales .
L'idée est d'appliquer à l'équation (19) les opérateurs
gradient et seuillage, puis gradient . Grâce à l'hypothèse du
( 20)
Si il y a N zones, puisqu'ils prennent tous les espaces de dimension
3, il leur faut calculer 3 N coefficients R,(F) et 9 coefficients d'illumina-
tion à partir des 3 N valeurs mesurées S
k
(r") .
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monde de Mondrian, des termes s'annulent pour donner
(20)
	
Ag V2 . = o(Q(VS)) .
Il est alors possible de déterminer R à une constante
multiplicative près par une méthode itérative . On part
d'un illuminant arbitraire É 1111 , on calcule à avec (20), puis
E avec (19) . . . Seule une exécution (au demeurant très
satisfaisante) sur des données achromatiques synthétiques
est présentée par les auteurs .
Comme les approches précédentes, celles-ci ne fonction-
nent que dans le cadre du monde de Mondrian, mais par
rapport aux autres méthodes linéaires vues plus haut, elles
présentent l'avantage de ne pas faire d'hypothèse de
« Monde gris » (ou de la faire seulement sous une forme
affaiblie), de gagner un degré de liberté pour les réflectan-
ces, et prennent directement en compte le cas de l'illumi-
nant variant spatialement . Leurs désavantages sont liés à
l'aspect itératif et non déterministe des calculs : la
complexité algorithmique est grande, et contrairement au
cas des méthodes précédentes, on ne peut savoir a priori si
celles-ci fonctionnent ou non . Cette difficulté d'analyse
devrait inciter à la prudence, car on doit s'en remettre à
des simulations sur quelques images . . .
Images multiples . Tsukada et Ohta [119] proposent d'obte-
nir des contraintes supplémentaires par une approche
originale : en utilisant plusieurs images d'une même scène
avec des illuminants différents (ce qui revient à faire
intervenir la mémoire) . L'idée est qu'en écrivant les
équations (19), pour k objets, f illuminants, et en prenant
3 degrés de liberté pour les réflectances et les illuminants,
on a 3 k équations avec 3(k + f) inconnues. Si on suppose
que l'on a identifié q objets entre deux images, alors on
peut disposer d'un nombre réduit d'inconnues de réflec-
tance : 3 (k - q ) . Le cas traité est celui où f = 2, alors
pour q -- 2, il est possible de résoudre le système (non-
linéaire) d'équations . L'algorithme a été testé sur des
scènes réelles de 12 Munsell . Deux appariements sont
donnés entre les deux scènes au programme, qui détermine
alors avec une bonne précision les réflectances des autres
échantillons . Les illuminants variables ne sont pas pris en
compte, cependant dans le cadre du monde de Mondrian,
l'algorithme semble efficace .
L'approche de Forsyth . Forsyth [42], [40], [37] a utilisé
une approche nouvelle et fort intéressante d'un point de
vue théorique, exploitant de manière très précise la
structure mathématique du problème, en cherchant, non
pas à calculer la réflectance des surfaces, mais l'apparence
qu'elles ont lorsqu'elles sont éclairées par un illuminant
canonique. L'idée généralise la remarque que si, par
exemple, on observe une image ne comportant que des
nuances de vert, l'illuminant ne pouvait être une lumière
rouge vif. Pour cela, on utilise la contrainte physique que
toute fonction de réflectance prend ses valeurs entre 0 et 1,
ce qui permet de circonscrire l'ensemble des couleurs
observables sous un illuminant donné . Ceci conduit à
rejeter, pour une image donnée, les illuminants ne pouvant
produire toutes les couleurs observées dans cette image .
Techniquement, le problème de la constance des couleurs
ynthèses
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est traité comme celui de construire une fonction 4Y faisant
correspondre aux mesures des p senseurs en lumière
canonique t et à l'illuminant dont le paramètre est
t , les mesures des senseurs en lumière t , puis d'estimer
t pour une image, et enfin d'appliquer '%P -1 ( ., t ) .
La fonction T recherchée vérifie donc en chaque point, et
















où on a posé : c k (X, t) = sk (X) e(X, t) produit de la
sensibilité du récepteur k par la distribution d'énergie de
l'illuminant t et où p(X) est la réflectance de la surface .
Ceci peut se réécrire
(22)
P P P
k ( ail pj
)1--i--P'

















P(X) = F, Pi 4) (X) + P * (À)
j=1






(A) . Le problème de la
j=1
constance des couleurs ne peut être alors résolu que si le
dernier terme de l'équation précédente est constant (on
peut alors supposer qu'il est nul), ce qui peut être dû à
trois types d'hypothèses différentes quant à la structure
des illuminants et des réflectances (lesquelles se retrouvent
simplement à partir des définitions indiquées)
1 . Les illuminants satisfont une contrainte telle que ce
terme est toujours nul, comme Fk (X, t) = 0 .
2. Les réflectances sont de dimensionalité inférieure à p,
et appartiennent à Vect (4) (X) )1 ,1 _- p .
3 . Les réflectances sont de dimensionalité finie, mais
supérieure à p, et les illuminants satisfont à certaines
contraintes assurant que seulement un sous-espace de
dimension p des réflectances intervient dans les réponses .
Le premier cas est le seul qui soit simple et pour lequel un
algorithme ait été implanté, il est montré que celui-ci est
une forme de renormalisation de Von Kries (on multiplie
les réponses de chacun des récepteurs par un coefficient
indépendant). Les deux autres semblent mener à des
algorithmes très compliqués avec des schémas de renorma-
volume 8 n' 1
lisation plus généraux dans lesquels un nombre élevé de
paramètres intervient, mais permettent néanmoins une
discussion intéressante sur les modèles à structures linéai-
res finies .
Dans les conditions où le problème de la constance des
couleurs peut être résolu, c'est-à-dire sous l'une de ces
hypothèses, l'équation (22) montre que les réponses des
récepteurs (la couleur observée) sont les images par une
application linéaire I (l'illuminant), d'une certaine projec-
tion sur p vecteurs, des fonctions de réflectances (la
couleur propre de la surface) .
L'estimation de l'illuminant I est facilitée par plusieurs
remarques : la première est que l'ensemble des illuminants
plausibles
	
est convexe, ainsi que
à = { p", d s., 0 , p (a) -_ 1 } , l'ensemble des réflectances
physiquement réalisables, et 0, sa projection sur les p
vecteurs. La seconde est qu'on peut éviter de déterminer
0, en travaillant à I` (l'illuminant canonique) près, qui est
linéaire et bijective . L'algorithme qui suit permet alors
d'exploiter l'idée de base que si l'on observe une réponse
n'appartenant pas à I(0), alors l'illuminant I n'a pas pu
être celui de l'image .
L'ALGORITHME DE FORSYTH .
1 . Construire D = I'(À), par observation d'une gamme
aussi étendue de couleurs que possible, sous un illuminant
fixe .
2 . Estimer l'ensemble des illuminants plausibles
• déterminer les points extrémaux C i de l'enveloppe
convexe des réponses observées ;
• déterminer les points extrémaux correspondants de l'enve-
loppe convexe des illuminants plausibles (les I E GL (p) qui
sont diagonalisés ( 21 ) tels que Ci E 1(D)) pour chacun de
ces points ;
• intersecter ces dernières enveloppes (utilise un algorithme
d'approximation par partition de l'espace en cubes) .
3 . Choisir à l'aide d'un estimateur l'illuminant, par exemple
celui donnant naissance à la gamme de couleurs la plus
étendue (c'est celui ayant la trace la plus grande) .
4. Appliquer l'inverse de I pour obtenir la couleur cons-
tante .
L'algorithme a été testé avec succès sur plusieurs images,
dans la version décrite . Il devrait se généraliser au cas d'un
illuminant variant spatialement par une technique de
propagation des contraintes utilisant l'hypothèse du monde
de Mondrian, mais ceci n'a pas été encore implanté .
Au-delà du Monde de Mondrian ? Ces derniers travaux me
semblent un peu épuiser les possibilités du monde de
Mondrian, dans lequel les problèmes sont à présent à peu
près résolus. Il faut noter qu'alors que les trois autres
algorithmes sont difficiles à analyser, la machinerie théori-
que de Forsyth a abouti à une simple normalisation de
Von Kries ! Cependant, pour ces algorithmes, comme
pour tous les précédents, la généralisation à des cas réels
(21 ) Ceci met à profit le fait que l'on ait fait une hypothèse de type 1
(contrainte sur les illuminants), et qu'alors on montre que l'ensemble des
illuminants est inclus dans un sous-espace de dimension p .
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ne sera pas du tout immédiate car beaucoup de facteurs
nouveaux seront à prendre en compte, lesquels facteurs
étaient supposés, en hypothèses de base, distinguables
a priori des changements de réflectance . Les principales
difficultés viendront de
• La dépendance vis-à-vis de la géométrie : on s'attend à
ce que des algorithmes fonctionnant avec un illuminant
variant spatialement puissent traiter le cas de faibles
dépendances continues (22), en revanche les effets dûs aux
changements d'orientation et aux reflets ne peuvent être
pris en compte par ces méthodes .
• La structure de l'illumination, qui peut
- Varier brusquement (ombres portées (23 ) introduisant
de nouvelles discontinuités) .
- Avoir une distribution spectrale variable suivant la
position, à cause des reflets, mais surtout des inter-
réflexions, qui ont commencées à être étudiées par Forsyth
et Zissermann. Ce dernier phénomène fait des valeurs de
radiance spectrales mesurées une fonction globale
complexe de la géométrie (voir plus haut la fin de la
section « modélisation ») . Il est bon de noter ici qu'aucun
algorithme ne fonctionne avec des illuminants de composi-
tion spectrale multiple .
Il semble donc capital de pouvoir distinguer les contours
dûs à ces nouveaux facteurs de ceux de réflectance .
3.3. APPROCHES PHYSIQUES
Ces algorithmes exploitent un modèle physique du proces-
sus de formation des images. Ils présentent l'avantage de
ne pas faire l'hypothèse du « monde de Mondrian » mais
nécessitent des conditions d'illumination assez contrôlées .
3.3.1. Méthodes fondées sur les surbrillances
Observation directe de la couleur de l'illuminant . D'après
plusieurs (voir par exemple Flock [35]), la couleur de
l'illuminant serait observée directement dans les spéculari-
tés plus ou moins prononcées d'une scène. Une première
méthode consiste donc à identifier les surbrillances, dont
la couleur, d'après des modèles du type NIR, donne celle
de l'illuminant . Elle est illustrée par les calculs suivants,
qui reposent sur le modèle des mêmes auteurs
L'ALGORITHME DE HEALEY ET BINFORD [62] .
1 . Trouver une frontière spéculaire/diffus sur un objet
inhomogène .
2 . Mesurer, dans la zone diffuse, I' (X) = Rp (X) E (X) .
3. Mesurer, dans la zone spéculaire, I (X) _
(R5(X) + Rp(X)) E(X)
.
4. Obtenir l'illuminant par E(X) Rs(X) = I(X) - I' (X) en
supposant une variation spectrale de R3 faible et une
variation spatiale lente de R,, .
Utilisation de plusieurs couleurs d'objets . Une seconde
méthode consiste à faire intervenir plusieurs objets (deux
(22)
Encore qu'alors l'information géométrique serait perdue par
l'opération « d'élimination de l'illuminant » .
(23) A noter aussi les problèmes liés à la dynamique en présence de
zones sombres : celles-ci risquent d'être pratiquement noires !
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sont nécessaires et suffisants en principe) et à raisonner de
manière purement spectrale (et fion plus spatialement
comme précédemment) grâce à un modèle séparant fac-
teurs spatiaux et spectraux. Klinker, Shafer et Kanade
[80], font remarquer qu'en présence d'un illuminant
commun, les plans dichromatiques de différents objets,
contenant le même vecteur de réflexion de surface, sont
sécants le long d'une ligne qui est la couleur de l'illumi-
nant. Ceci nécessite de segmenter la scène pour savoir
quelles lumières parviennent de quels objets, ce qui ne va
pas de soi puisqu'il est présumé que la couleur joue un rôle
important dans une telle segmentation comme le suggère
Healey [61] . Une solution par prédiction et vérification
d'hypothèses a été donnée dans [78] par ces mêmes
auteurs mais elle ne résout cependant pas tous les problè-
mes de segmentation comme nous le verrons plus bas .
Par un modèle NIR, Lee [88] exploite directement la
même idée : dans un diagramme chromatique, les couleurs
d'une même surface définissent une droite passant par la
couleur de l'illuminant et celle propre de la surface
(fig . 17) .
Fig. 17 . - La méthode de Lee
.
Étant donné deux surfaces de réflectance différente, il y
aura deux droites dont l'intersection représentera la cou-
leur de l'illuminant . Des résultats sont présentés unique-
ment pour une image synthétique assez simple .
L'ALGORITHME DE LEE .
1 . Détecter des contours dans trois images G/R, G, B/R.
2. A chaque point de couleur correspondant à un contour,
stocker les valeurs G/R et B/R correspondant aux directions
de variations d'amplitude maximale (positive et négative) de
G.
3. Effectuer une régression linéaire sur ces deux ensembles
et conserver une droite si ils sont alignés (ceci est destiné à
ne garder que les droites définies par deux parties d'un
même objet) .
4. Déterminer l'intersection des droites ainsi obtenues (par
une méthode d'accumulateur par ex.) .
On voit que des hypothèses contenues dans le modèle NIR
doivent être faites pour ces deux classes d'algorithmes qui
présentent les difficultés suivantes
•
	
Ils ne peuvent évidemment fonctionner qu'en présence
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de surbrillances sur des objets inhomogènes, or il est clair
que celles-ci sont absentes des mondes de Mondrian, par
exemple .
• Ils doivent distinguer les frontières de spécularités des
autres contours (voir plus bas une discussion de cette
tâche) .
• Les mesures de surbrillances sont délicates, entre autres
à cause des problèmes posés par la dynamique des
caméras .
• Il n'est ni nécessaire ni suffisant de calculer la couleur de
l'illuminant pour la constance des couleurs (néanmoins la
connaissance de la distribution spectrale d'énergie est
suffisante) .
• Un contrôle de l'illuminant rigoureux est nécessaire (le
modèle dichromatique devrait pouvoir s'accommoder des
illuminants multiples, de l'inter-réflexion et des ombres
projetées mais aucune réalisation n'a été effectuée avec
ces éléments) .
3.3 .2. Autres méthodes
Aberration chromatique. Funt et Ho [45] utilisent une
technique bien particulière : l'aberration chromatique .
L'idée est que l'index de réfraction des milieux varie en
fait avec la longueur d'onde, si bien que par un effet de
prisme, l'image d'un point couleur par une lentille n'est
pas exactement un point mais une superposition d'une
infinité de disques chacun correspondant à une certaine
longueur d'onde. Ce processus de formation donne des
motifs complexes, dont on montre, dans deux cas simples
(spot sur fond noir, deux régions uniformément colorées
adjacentes) qu'ils peuvent être analysés pour obtenir le
signal couleur. L'utilisation d'un modèle linéaire (sans
limitation), permet alors de calculer les paramètres d'illu-
mination et de réflectance . Cette approche paraît intéres-
sante et ouvre de nouvelles perspectives (cependant l'aber-
ration chromatique des caméras habituelles est faible et les
trois canaux ont la même résolution spatiale, contraire-
ment à l'oeil), mais il est à craindre que les calculs ne soient
pas simples pour des images complexes, de plus un modèle
très précis de capteur est nécessaire .
Inter-réflexion. Une autre méthode, due à Drew et Funt
[31] consiste à utiliser l'inter-réflexion . L'idée est d'obser-
ver sur deux zones voisines, outre les valeurs de radiance
provenant de la réflexion directe de l'illuminant sur
chacune des zones, celles provenant de l'inter-réflexion au
voisinage de la jonction des zones, et d'obtenir ainsi des
équations supplémentaires . Pour les réflexions directes,
on obtient en utilisant un modèle linéaire comme dans











Les réflexions multiples sont approximées par une
réflexion double (24) entre les deux zones, donnant dans
la zone d'inter-réflexion les valeurs du signal couleur
(24)
Ceci signifie que la lumière est réfléchie de la zone 1 (resp . 2) vers la
zone 2 (resp . 1), puis directement vers l'observateur .
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Imi (X) à partir des signaux couleur des zones sans inter-
réflexion I .(X), des facteurs géométriques (inconnus)
ail , fraction de I i (X) atteignant la surface j, et des
réflectances R i (k)
(24)
	
'.I(X) = 1 1(X) + -12 12(X)
R I (À)
1.2(k)
En utilisant les fonctions de base, on obtient l'équation
(25) Sm2 = S2 + a 12 H . E . R 1 . R2
où (H) i,j, k, e =
L
E ; Rj Rk SQ . Compte tenu du facteur
a
multiplicatif entre É et Ri , le compte des inconnues et des
équations donne la condition p -- (m + 2 n )/3, avec p
nombre de senseurs, m degrés de liberté de É, n degrés de
liberté de R . . Elle est satisfaite pour p = n = m = 3, on
obtient alors facilement a21 . L'algorithme consiste à résou-
dre itérativement le système non linéaire (23) (25) . Des
tests ont été effectués sur des données synthétiques, mais
générées par un modèle (radiosité) prenant en compte les
réflexions multiples et un découpage fin de chaque zone .
D'un point de vue théorique, cette nouvelle méthode est
intéressante : elle permet de conserver 3 degrés de liberté
pour l'illuminant et la réflectance, ne nécessite pas de
couleurs multiples (l'algorithme marche même si
R 1 (X) = R2 (X)), calcule un facteur géométrique a signifi-
catif, et permet de supprimer l'inter-réflexion. Il n'y a pas
eu de tests sur images réelles . Dans celles-ci, il faudra
détecter les occurrences de la situation physique précise
exploitée par la méthode .
3.4. CONCLUSION
Après des perfectionnements successifs, il y a à présent un
algorithme complètement opérationnel de calcul de la
clarté (lightness) dans les scènes monochromes [10] . Cet
algorithme ne permet pas d'obtenir l'albédo dans des
scènes complexes, car il est induit en erreur par toutes les
discontinuités physiques autres que le changement
d'albédo. De même, dans le cadre du monde de Mondrian,
le problème du calcul de la réflectance semble avoir reçu
plusieurs solutions assez satisfaisantes, encore que le cas
de l'illumination variable n'ait été implanté que récemment
et dans un petit nombre de travaux .
Cependant, on a l'impression que ces deux lignes de
recherche se sont un peu éloignées des vrais problèmes de
la vision, en se concentrant sur leurs micro-mondes
simplifiés. Les algorithmes effectuant directement le calcul
de la couleur semblent donc peu utiles dans un contexte
réel. Les approches physiques, quant à elles, nécessitent
des conditions d'illumination parfaitement contrôlées .
Adapter tous ces algorithmes au monde réel nécessitera
d'identifier l'origine physique des discontinuités pour
segmenter l'image en zones dans lesquelles leurs hypothè-
ses s'appliquent, tâche qui, nous le voyons plus bas, est
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ardue. En attendant, en présence des difficultés que nous
avons mentionnés plus haut (facteurs géométriques, inter-
réflexions), nous craignons que ces algorithmes n'appor-
tent pas grand chose de plus aux étapes ultérieures de
vision par rapport à l'image brute !
Une remarque générale est que la robustesse des algo-
rithmes n'a pas été évaluée de manière entièrement
satisfaisante, même pour ceux fonctionnant sur des images
réelles, ce qui limite considérablement leur utilité pratique .
En effet, par robustesse, il faut entendre deux choses
• Exactitude en présence de bruit, d'imperfections diver-
ses des senseurs.
• Exactitude en présence de scènes où les hypothèses
simplificatrices des modèles sous-jacents ne sont pas
vérifiées exactement .
Seule la première a (parfois) fait l'objet d'attention .
Une seconde remarque est qu'un changement d'illuminant
peut affecter sérieusement la qualité des mesures des
récepteurs. Forsyth [40] remarque judicieusement que si
l'on opère avec des paramètres d'acquisition constants et
réglés pour la lumière blanche, sous une lumière rouge,
par exemple, la dynamique du signal vert n'est plus que de
trois bits, et le système devient à peu près ignorant de ce
qui peut être mesuré dans ce canal . Un système de
constance des couleurs devrait contrôler les paramètres de
ses transducteurs en fonction de son estimation de la
couleur de la lumière . C'est ce que fait le système humain,
avec le phénomène de l'adaptation .
4 . Utilisation de l'information couleur
Cette section présente essentiellement les utilisations qui
ont été faites de la couleur dans des tâches de vision
universelles (et donc à bas niveau) . Celles-ci comprennent
tout ce qui peut être calculé sans connaissances a priori
autres que celles générales au monde physique, et donc
valables pour tout type de scène . Nous avons distingué
d'une part des tâches qui ont déjà largement été étudiées
dans les images monochromes et pour lesquelles l'apport
de la couleur consiste en une généralisation quantitative,
d'autre part celles où elle intervient de manière qualitative .
On attend alors de son utilisation qu'elle permette de
déterminer des propriétés physiques intrinsèques des scè-
nes, ce qui suppose l'utilisation de modèles généraux
a priori. Dans les deux cas, les problèmes de segmentation
et de discrimination sont au premier plan . Les premiers
travaux sur la couleur ont en effet eu pour but d'améliorer
la segmentation et se concentraient sur la recherche de
coordonnées chromatiques efficaces pour des algorithmes
dérivés de techniques de reconnaissance des formes,
conjointement à l'utilisation de modèles sémantiques .
Parmi les travaux les plus récents, le problème de la
segmentation en parties physiquement significatives est
abordé en utilisant une formalisation du processus de
réflectance et traité de manière assez satisfaisante sans
faire intervenir d'autre connaissance a priori .
volume 8 n° 1
4.1. TROIS VALEURS AU LIEU D'UNE SEULE
4.1 .1. Détection de contours d'images couleur
Plusieurs méthodes ont été essayées pour améliorer les
techniques fondées uniquement sur l'intensité . Elles peu-
vent se répartir en trois catégories, suivant le type de
représentation adopté
• L'utilisation d'une métrique particulière sur l'espace des
couleurs (correspondant aux résultats de psychophysique,
en ce que l'on veut quantifier la notion de différence de
couleur perceptible) et la détection des contours par
rapport à cette métrique. Cette technique est illustrée par
Claxton et Kwok [17], et ramène donc le problème à de la
détection en une dimension, moyennant quoi on ne voit
pas pourquoi ceci donnerait des meilleurs résultats que la
détection sur l'intensité. Une approche utilisant une
métrique globale (déformation d'un espace des couleurs
de type intensité-teinte-saturation) poserait le problème
de la définition d'une dérivée seconde .
• La détection indépendante dans plusieurs images corres-
pondant à des codages de bandes de longueur d'onde
différentes par un détecteur classique. Par exemple,
Forsyth [43] propose d'utiliser deux images à codage
opposé (Bleu/Jaune et Rouge/Vert), et donne quelques
arguments intéressants en faveur d'une telle représenta-
tion. Il demeure toutefois le problème de la fusion . Des
techniques de fusion multisensorielle peuvent être utilisées
et devraient conduire à davantage de stabilité et de
robustesse .
• L'utilisation combinée de plusieurs composantes . Les
alternatives sont de mener tous les calculs de manière
vectorielle, ou de faire une combinaison (moyenne, moin-
dres carrés) de différences calculées sur chaque compo-
sante. Novak et Shafer sont évoqués par Kanade [76] pour
des travaux portant sur les deux techniques et proposent
une méthodologie pour construire différents opérateurs
couleur n/m en combinant à divers stades
- effectuer de manière séparée sur chaque composante
les n premières étapes,
- combiner avec la norme m,
- poursuivre à partir de l'étape n + 1 avec les valeurs
combinées .
Nevatia [99] généralise Huckel par une contrainte de
cohérence d'orientation du contour entre les trois compo-
santes, les paramètres d'ajustement de la « marche »
pouvant varier indépendamment et le meilleur ajustement
étant déterminé par une minimisation aux moindres carrés .
Une approche purement vectorielle est utilisée par Cou-
tance, Baron et Briot [24] et Shafer et Novak [76] (le
premier donnant peu de détails en dehors du calcul du
gradient détaillé plus bas, le second parlant d'une méthode
à la Canny) . La clé est le calcul du gradient vectoriel
(présenté aussi par DiZenzo [30]) qui se fait par l'intermé-
diaire de la matrice jacobienne : soit la fonction image
couleur : f : (x, y) H C = (C
i
, C 2, C 3 ), et m la plus
grande valeur propre de J` (f) J(f ), avec J (f) _ [ Cx, Cy ] .
Alors le vecteur propre associé à m donne la direction
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produisant la plus grande variation et
\/M-- est la valeur de
cette variation. Il vient
2 Cx . Cy









m = (Cx cos (0) + Cy sin (0)) 2
Cependant Novak et Shafer trouvent que l'opérateur
2/oo, consistant à (1) calculer les dérivées partielles dans
chaque image, (2) calculer la direction et l'amplitude des
contours dans chaque image, combiner avec L, (3)
supprimer les non-maxima par seuillage, donne pratique-
ment les mêmes contours que l'opérateur vectoriel .
La conclusion typique de tous ces auteurs est que ceci
n'apporte que peu de nouveaux contours, mais que ceux
obtenus sont un peu meilleurs, car correspondant plus
souvent à des changements significatifs dans l'image . La
plupart des contours détectés en couleur seraient compris
dans les contours d'intensité, et la couleur ne serait utile
qu'en second ressort, pour affiner la détection . Il est
cependant difficile d'évaluer quantitativement ce type de
résultats (les auteurs se contentent de présenter côte-à-
côte les images avec les segments extraits), ce qui explique
les divergences. Et surtout il me semble toutefois que
l'intérêt de la couleur n'est pas tant d'améliorer l'extraction
de contours que d'enrichir leur description . En fait, les
propriétés photométriques des surfaces étant liées aux
surfaces, et non aux contours, la couleur est plus naturelle-
ment attachée aux régions, si bien que c'est le problème
dual qui a surtout attiré l'attention .
4.1 .2. Segmentation d'images couleur
La couleur étant une information que l'on attache naturel-
lement aux régions, on a pensé assez tôt à l'utiliser pour
segmenter des images, avec l'espoir que les régions
obtenues soient davantage significatives : en effet la cou-
leur est un attribut plus stable (25) que la seule luminance
et constitue aussi une information plus riche .
La couleur comme attribut vectoriel . Une première famille
de méthodes consiste à utiliser la couleur comme un
attribut vectoriel . Il s'agit alors d'une simple généralisation
de méthodes monochromatiques, qui ne posent que le
problème du passage à l'espace tridimensionnel . Le pro-
blème supplémentaire posé par la couleur consiste surtout
dans la recherche d'une métrique adéquate, ce qui passe
par le choix d'axes de coordonnées couleur . Plusieurs
systèmes sont décrits par Ohlander [101], mais c'est Ohta
[102] qui systématise, par une méthode que nous avons
déjà décrite, la recherche des coordonnées les plus effica-
ces. Les algorithmes, que nous ne décrivons pas car le
concept de couleur n'y joue pas un rôle important, se
répartissent en deux catégories
•
Algorithmes globaux, utilisant les histogrammes : divi-
sion par seuillage [101], détection de groupements (clus-
ters) dans l'espace des couleurs par projection de l'histo-
(25)
En un sens qui est ici assez vague, et que nous préciserons lors de
l'examen des méthodes de segmentation « physique » .
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gramme sur des plans [112] ou sur des droites [16], [15],
extraction dans trois histogrammes de domaines de validité
de classes [117] .
• Algorithme fondé sur les relations géométriques, utili-
sant un critère d'uniformité : séparation et fusion (split
and merge) de régions [49], [24] .
Il faut remarquer que ces algorithmes ne donneront pas
toujours des segmentations significatives : des petites
différences causées uniquement par la géométrie peuvent
provoquer la séparation de régions uniformes, comme
l'illustre le cylindre présenté par Ohta [102] .
Utilisation de champs markoviens. Une seconde famille,
plus récente, considère une image couleur comme un
ensemble de trois images monochromes couplées par
l'intermédiaire de champs markoviens . Le formalisme des
champs markoviens permet pour une image d'exploiter les
propriétés de continuité par morceaux de la couleur en
utilisant seulement des relations locales, et, par l'emploi
de probabilités bayésiennes, de traiter explicitement le
bruit en détectant des discontinuités . De plus, un triplet
peut être corrélé au niveau du pixel, sans nécessiter de
corrélation directe entre les différentes valeurs de ceux-ci
(ce qui permet l'utilisation de représentations diverses de
la couleur, testées par Dailly [26] qui discute aussi de
l'influence du type de treillis utilisé, ou même de données
de senseurs différents comme les 4 modules utilisés par
l'équipe du M.I.T . [47]), et on peut pour cela imposer aux
discontinuités de coïncider plus ou moins fortement d'une
image à l'autre, comme le montre Wright [126] qui illustre
les effets de diverses valeurs de couplage . Au passif de ces
approches, il faut signaler qu'il y a encore une dépendance
vis-à-vis de paramètres (discutés [26], ou choisis empiri-
quement [47]) et surtout la nécessité de techniques d'opti-
misation globale (recuit simulé, techniques de Monte-
Carlo) qui sont vraiment très coûteuses ( 26) .
4.1 .3. Stéréo
L'utilisation de la couleur permet d'obtenir des attributs
supplémentaires qui doivent permettre de lever des ambi-
guïtés lors de la procédure d'appariement . Jordan et Bovik
[72] rendent compte d'une expérience de dénombrement
d'appariements (sur 3 paires d'images) où ils comparent
ceux obtenus sur des segments (zéros de Laplacien de
gaussiennes) avec les seules contraintes classiques de
proximité, signe de contraste, et d'orientation, et ceux
obtenus en rajoutant la contrainte de signe de gradient
chromatique dans des images R-G, G-B, B-R normalisées,
et rapportent d'une part une réduction significative aussi
bien du nombre des segments intervenant dans au moins
une hypothèse d'appariement (- 40 %) que du nombre
total d'hypothèses (- 60 %) et d'autre part une augmenta-
tion du nombre d'hypothèses sans ambiguïté (+ 70 %) et
de celui des appariements corrects (+ 1 %) . Coutance,
Baron et Briot [24] ont effectué des travaux similaires en
utilisant toutefois des segments détectés dans les images
(26)
Daily [26] mentionne 60 heures de calcul avec 8 machines Lisp
travaillant en parallèle, Wright [126] n'utilise que des images 32 x 32,
quant au M .I .T . [47], ils précisent que les algorithmes tournent beaucoup
plus vite sur leur connexion machine,
mais ne donnent pas les temps !
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couleur, et notent une réduction de 10 % du nombre
d'hypothèses, mais des résultats finaux à peu près identi-
ques. Auparavant une utilisation de la couleur dans un
système stéréo spécialisé pour le traitement d'objets
filiformes colorés par Demazeau et Gordillo [29] avait
donné des résultats satisfaisants, mais il s'agissait d'une
application très particulière .
Le travail le plus exhaustif sur ce sujet est celui de
Brockelbank et Yang [12], qui utilisent une approche
consistant à combiner différents opérateurs à différents
stades. Ceux-ci sont l'extraction de contours, la création
d'ensembles d'attributs, et la mise en correspondance
(méthode assez compliquée, par relaxation et étiquetage) .




Trois canaux : le traitement du modèle achromatique
est appliqué à chacun des canaux R, G, B .
• Trichromatique : la détection des contours est effectuée
dans les images R, G, B, puis ceux-ci sont combinés pour
créer un ensemble de contours avec attributs chromatiques
pris en compte lors de l'étape de mise en correspondance .
• Couleurs antagonistes : les images R, G, B sont combi-
nées en images à couleurs antagonistes . Le traitement se
poursuit comme dans le modèle trichromatique .
Les tests ont été effectués sur trois images : un stéréo-
gramme aléatoire avec couleurs décorrélées, un stéréo-
gramme aléatoire à contours corrélés entre les couleurs, et
une scène naturelle . A cause de la nature différente de ces
images, les résultats ne sont pas très réguliers (le rapport
des contours appariés correctement et du nombre de
contours détéctés est, pour l'image 1, 48 % pour le modèle
achromatique et 73,5 % pour les modèles chromatiques,
pour l'image 2 respectivement 90 %, 55 %, 75 %, 91 %,
quant à l'image 3, le pourcentage d'appariements est
toujours de l'ordre de 47,5 %) . Les auteurs fournissent
cependant d'autres décomptes et concluent que
• Le modèle achromatique détecte beaucoup moins de
contours (c'est la principale différence aux yeux des
auteurs, mais ceci me semble un artéfact dû aux images
choisies : il reste à mener une étude détaillée avec un
nombre important d'images réelles) que les autres . La
mise en correspondance semble à peu près identique (ce
qui n'est pas très encourageant) .
• Le modèle à trois canaux donne des résultats qui
peuvent être peu cohérents entre ceux-ci .
• La représentation des attributs est meilleure en couleurs
antagonistes qu'en couleurs trichromatiques : les compo-
santes R, G, B sont à bande plus étroite que les composan-
tes antagonistes, et donc peuvent « manquer » des
contours que les autres auraient permis de détecter (27 ) .
Ce point confirme l'intérêt d'un système de représentation
«Intensité/Attribut-couleurl/Attribut-couleur2 » .
Le type d'approche utilisé pour la stéréo devrait aussi se
révéler utile pour tous les algorithmes fondés sur des mises
(27) Soit par exemple une image avec une discontinuité rouge détectable
et une discontinuité verte tout juste en dessous du seuil de détection
. Le
modèle trichromatique ne détecte que la composante rouge du contour,
alors que le modèle à couleurs opposées donne, dans sa représentation,
la discontinuité de luminance et celle du canal R/G .
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en correspondance entre plusieurs images, en particulier
ceux de l'analyse du mouvement et ceux de fusion de
plusieurs vues. On peut s'attendre avec certitude à une
réduction de la combinatoire de ces algorithmes, mais la
question qui reste ouverte est de savoir si elle justifie le
prétraitement supplémentaire.
4.2. UNE PISTE VERS LES PROPRIÉTÉS INTRINSÈ-
QUES DES SCÈNES?
4.2 .1 . Détection des surbrillances
L'intérêt de détecter les surbrillances est de pouvoir
disposer séparément de celles-ci et de la couleur mate,
intrinsèque, de l'objet .
•
Les surbrillances peuvent se révéler utiles pour le calcul
de la géométrie : le calcul de leur disparité permet de
fortes contraintes sur les surfaces [6], [7], et l'utilisation du
modèle de Cook et Torrance donne accès à la courbure
locale, dans le cas d'un cylindre [60] . Cependant nous
pensons que dans les scènes naturelles les surbrillances ne
sont pas suffisamment denses si bien que les techniques
utilisant la vision active pour en tirer le maximum d'infor-
mation [111], [130] nous semblent plus conséquentes .
D'un autre côté, les surbrillances, de par leur dépendances
géométriques, posent des problèmes aux algorithmes
classiques de mise en correspondance d'images (stéréo et
mouvement), si bien qu'il peut être intéressant de les
éliminer .
• - La couleur mate est beaucoup plus utile pour le
calcul de la géométrie par les nombreuses techniques de
reconstruction de la forme à partir des dégradés (shape
from shading, voir Horn [65] pour une présentation
détaillée) qui supposent qu'on a affaire à des surfaces
lambertiennes. Ces techniques, d'ailleurs, pour autant que
nous ne nous soyons pas trompés, ne retirent pas de
bénéfice particulier de l'emploi de la couleur .
- Dans le cadre de modèles de type dichromatique, une
représentation normalisée de la couleur du type de celle
donnée par Healey et Binford [59], [57] fait disparaître les
dépendances dues aux facteurs géométriques pour préser-
ver uniquement celles dues à l'illuminant et au matériel,
permettant une sorte de segmentation physique .
Les surbrillances diffèrent des partes mates par deux faits
• Leur chromaticité se rapproche de celle de l'illuminant .
•
	
Leur intensité est notablement plus grande .
Récemment un certain nombre de techniques de détection
fondées sur la couleur ont été proposées avec un certain
succès. Il faut remarquer au passage leur lien avec des
techniques de constance des couleurs .
Exploitant parfaitement le modèle dichromatique, Klin-
ker, Shafer et Kanade [80], [79] remarquent que si l'on
effectue un histogramme des lumières provenant d'un
objet constitué d'un matériau unique, les points correspon-
dant à la réflexion de surface et ceux correspondant à la
réflexion profonde se situeront sur deux segments de
droite différents formant un T comme le montre la
figure 18 et proposent un algorithme purement spectral
pour identifier ces deux segments .
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Fig. 18
. -La répartition des points dans le plan dichromatique (d'après
Klinker).
L'ALGORITHME DE KLINKER .
1 . Effectuer l'histogramme en projetant tous les pixels dans
le cube RGB.
2. Déterminer le plan dichromatique et y projeter les pixels .
3 . Déterminer le segment des surbrillances et celui des
points de couleur mate (techniques de reconnaissance de
formes assez délicates) ; ceci donne les vecteurs Cp et
Cs .
4. Calculer les coordonnées des pixels dans cette base, qui
sont la composante mate et surbrillante .
Cet algorithme nécessitait la segmentation préalable de
l'image en zones de composition matérielle constante,
mais une extension présentée dans [78] utilisant un algo-
rithme assez compliqué de prédiction et vérification effec-
tue celle-ci automatiquement et donne de jolis résultats
sur des images bien contrôlées . Néanmoins les limitations
conceptuelles de cette approche sont celles du modèle
dichromatique. La méthode de segmentation ne pourra
distinguer des objets aux lignes mates colinéaires ni
analyser des zones sans surbrillances . De plus, générale-
ment, les histogrammes ne seront pas des T, vu les
changements de couleur d'illumination et de composition
matérielle.
L'approche de Gershon, Jepson et Tsostsos [50] repose sur
la simple observation que la transition d'une région diffuse
à une région spéculaire s'accompagne d'un changement de
couleur vers celle de l'illuminant résultant en une sorte
d'inflexion dans le cube des couleurs illustrée par la
figure 19 . Les hypothèses quant au modèle de réflexion
sont moins contraignantes, mais l'algorithme nécessite la
constance des couleurs, ce qui, nous l'avons vu, ne va pas
de soi dans les scènes naturelles . Pourtant de bons
résultats sont présentés sur quelques images naturelles .
L '
ALGORITHME DE GERSHON .
1. Segmenter en régions de couleur uniforme .
2
. Appliquer un algorithme de constance des couleurs.
3. Ajuster les points de chaque région à une droite .
4. Repérer entre chaque paire de régions adjacentes si
l'a inflexion » se produit, et si elle a bien lieu dans la
direction du miroir parfait .
C1
Fig . 19. -
Inflexion dans le cube des couleurs (d'après Gersbon).
Toutes ces méthodes sont malheureusement rendues coû-
teuses par le recours aux histogrammes et dépendent de
techniques de segmentation qui leur ôtent beaucoup de
caractère local .
Il semble qu'il soit suffisant de travailler de manière
achromatique, sans évoquer de modèles explicites de
spécularité. Brelstaff et Blake [11], argumentent que les
surfaces maintiennent un caractère à peu près lambertien
en dehors des spécularités, c'est-à-dire que les déviations
par rapport à une fonction BSRDF f, constante sont au
plus de 3, pour toutes directions d'illumination et d'obser-
vation. Deux types de tests sont alors proposés : les
premiers détectent les régions trop brillantes pour être
lambertiennes (nécessite un calcul de la clarté par une
technique de type Horn-Blake), les seconds les pics
d'irradiance trop aigus pour être lambertiens .
Notons, pour clore cette section, une approche [125]
utilisant les propriétés de polarisation de la lumière
réfléchie, qui fonctionne quelle que soit la ou les couleurs
des objets et illuminant, et aussi bien pour les diélectriques
que les métaux.
4.2 .2. Segmentation matérielle
Par opposition aux algorithmes de segmentation présentés
précédemment, ce qui est recherché ici est un découpage
physiquement significatif, en zones de composition maté-
rielle constante (en fait de réflectance constante) . La
dernière version de l'algorithme de Klinker, Shafer et
Kanade, que nous avons déjà évoquée remplit aussi cette
fonction. Mentionnons en outre deux autres travaux qui
sont tous les deux fondés sur l'utilisation conjointe de la
couleur normalisée et de l'équation d'intensité 4 .
Le but des travaux de Healey est de classifier les surfaces
suivant leur composition matérielle. L'idée de base est que
si on fait l'hypothèse d'une équation d'intensité du type 4,
la normalisation
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permet d'éliminer les dépendances géométriques et donc
d'obtenir sous l'hypothèse d'un illuminant unique, p (k, r )
caractéristique de la surface . On note que cette propriété
est conservée par intégration, ce qui permet de tenir
compte du modèle de senseur 5 . Après l'utilisation d'une
simple technique de « clustering » dans l'espace des sen-
seurs sur des régions déjà segmentées [61], un algorithme
plus sophistiqué est décrit (sans résultats) [58] : après une
détection de contours, il examine par division des régions
de plus en plus petites de l'image, jusqu'à trouver des
régions ne contenant pas de contour, qui sont supposées
de composition matérielle constante . Une technique de
classification statistique permet alors soit de les rattacher à
une catégorie matérielle déjà trouvée, soit d'en rajouter
une à la liste. L'algorithme n'est pas prévu pour fonction-
ner en présence de reflets et d'ombres .
Les travaux de Hurlbert et Poggio [68] utilisent aussi les
contours d'intensité pour guider la segmentation qui est
également fondée sur le modèle de l'équation 4 . La
couleur est représentée par les coordonnées normalisées
u
R + G + B et v = R + G + B '
qui sous l'hypothèse
de surfaces lambertiennes soumises en tout point à une
source de lumière de spectre constant (28), sont caractéris-
tiques des surfaces . Le but est donc de trouver les
discontinuités de u ou v en s'aidant des discontinuités
d'intensité . Il faut lutter contre le bruit (important avec la
couleur normalisée, rappelons-le), grâce à la régularité par
morceaux. Des techniques fondées sur les champs marko-
viens ont été examinées, mais compte tenu de la
complexité, il a été préféré finalement un algorithme à
réseau. Le réseau fonctionne de manière itérative dans
l'image des valeurs de u (ou v) en remplaçant chaque
valeur de pixel par la moyenne de ses voisins à condition
qu'ils ne soient pas séparés par un contour et que leurs
valeurs soient à peu près similaires. Il en résulte un
moyennage qui supprime le bruit pour conduire à des
régions de couleur constante, par un processus de diffusion
bloquée par les contours assez proche de la perception
humaine. Des bons résultats sont présentés sur des images
simples, mais il est clair que les limitations de cet
algorithme sont celles du modèle sous-jacent .
4.2.3. Origine physique des contours
Il s'agit du problème de classifier les contours détéctés
comme discontinuités de l'intensité, suivant le type de
changement physique qui leur a donné naissance . L'intérêt
de cette tâche est bien sûr de donner accès à des propriétés
intrinsèques des scènes, l'idée de partir des contours se
justifiant par le fait qu'ils correspondent effectivement à
des discontinuités physiques (ils sont stables par les
problèmes liés aux senseurs et à l'interréflexion, qui sont
des distorsions continues) . Notons aussi qu'elle nous
semble indispensable pour résoudre le problème de la
constance des couleurs dans les scènes naturelles, étant
( 28) Si cette hypothèse était exacte, l'algorithme fonctionnerait bien en
présence d'ombres, mais il semble qu'en général la composition spectrale
de l'illumination directe ne soit pas la même que celle de l'illumination
indirecte reçue par une surface dans l'ombre, si bien que la couleur
normalisée changera de part et d'autre .
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donné les limitations des algorithmes actuels que nous
avons largement discutées plus haut .




I(À, r ) =
( m, (i, e, * g
) + m
p
(i, e, g) Cp (X, r )) E (X, i )
Chacun des termes de cette équation, peut varier brusque-
ment (30), donnant les discontinuités des types suivants
• Spéculaire : discontinuité de m,(i, e, g) entre une zone




Orientation : discontinuité de mp(i, e, g ) .
• Réflectance (marques de couleur) : discontinuité de
Cp (À, r) .
• Illuminant (ombres) : discontinuité de E (k, F) .
Horn [66] donne une discussion générale du problème en
indiquant quelles peuvent être les causes de changement
dans les images, mais ne fournit pas de méthode de
classification. Très peu de travaux ont été effectués sur ce
problème. Il est à peu près connu que
• de part et d'autre d'un contour de réflectance, la
direction du gradient d'intensité est continue, et le quotient
des intensités est identique à celui des gradients ;
• de part et d'autre d'une ombre, la couleur propre
(31)
(celle que donnerait un algorithme de constance des
couleurs ( 32) est constante, la texture continue, et le
contraste élevé .
L'idée que la couleur peut servir pour donner des informa-
tions sur la nature physique des contours a d'abord été
mise en avant par Rubin et Richards [109] . La méthode
repose sur l'utilisation de l'équation d'intensité 4 et du
signal couleur I(X) et I' (X) de part et d'autre du contour .
Chaque type de contour provoque une variation dans l'un
des termes de 4. Pour un contour
• dû à une ombre, du côté ombré, l'illuminant est une
composante diffuse alors que du côté éclairé s'ajoute en
plus la composante directe . On donne une relation additive
I(X) = I' (X) + k(X) où k a 0 ;
• dû à un changement d'orientation, seul le terme F, qui
ne dépend pas de X varie, d'où une relation multiplicative
entre I(X) et F(À) ;
• dû à un changement de pigmentation (sur un même
matériau), les deux albédos p (À) et p' (X) sont tous deux
une puissance d'une même fonction (loi de Beer) .
La remarque importante (fig . 20) est que ces variations
sont caractérisées par le fait que l'on a à toute longueur
d'onde X, I(X) -- l») (ou vice-versa), et que l'on peut
donc distinguer ainsi les contours dûs aux trois causes
(29)
On utilise
souvent par simplicité l'équation (4), ce qui revient
simplement à ignorer le terme m,(i, e, g ) .
(30) Les discontinuités de profondeur se combinent toujours au moins
avec une des trois dernières discontinuités que nous mentionnons, et,
dans le cas le plus général, avec les trois .
(31) Assimilée incorrectement parfois à la teinte (Hue) .
(32)
Ceci montre pourquoi constance des couleurs et étiquetage doivent
être effectués de pair, étant interdépendants
.
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. -Relations entre les distributions spectrales d'énergie selon les types
de contour (d'après Rubin et Richards) .
mentionnées des contours dûs aux changements matériels
par l'application d'un opérateur très simple (analogue aux





Cette idée est intéressante par son utilisation directe de
l'équation d'intensité, et la technique de comparaison de
signes, qui devrait permettre de remédier robustement au
fait que les comparaisons exactes sont rendues difficiles
par tous les problèmes attachés aux techniques devant
utiliser des régions . Néanmoins elle n'a pas été testée par
une simulation, qui permettrait de voir dans quelle mesure
les difficultés qui suivent peuvent être surmontées
• Les senseurs n'ont pas directement accès à la valeur du
signal couleur en une longueur d'onde .
• Le modèle physique utilisé est assez peu réaliste, et
l'hypothèse sur l'illumination est fausse en présence
d'inter-réflexion, comme le montre Gershon [49] .
Gershon [49] a proposé une solution qui ne présente pas
ces inconvénients mais l'algorithme dépend du choix d'un
seuil qui doit lui être donné a priori . La difficulté qu'il met
en évidence (33) illustre bien d'une part la raison pour
laquelle il serait souhaitable de disposer de constance des
couleurs, et d'autre part la difficulté de trouver un
algorithme opérant dans des scènes de ce type .
Un travail d'un' autre type sur ce sujet est celui de Witkin
[124], qui n'utilise que l'intensité . Son idée est que les
propriétés physiques varient en général continûment, et
que celles de parties distantes de scènes sont en général
indépendantes. La méthode consiste à construire une
famille de courbes parallèles au contour, et à effectuer une
mesure de corrélation entre elles . Une faible corrélation
indique un contour de profondeur, et une bonne corréla-
tion avec changement des paramètres linéaires indique un
changement d'illuminant (fig . 21) . Cette technique est
difficile à évaluer (elle n'est pas entièrement implantée) et
présente l'inconvénient d'utiliser des histogrammes .
Récemment, Gamble, Geiger, Poggio et Weinshall [47]
ont proposé une nouvelle méthodologie . A l'aide d'un
(33)
En exhibant une image où une bonne partie de l'illumination diffuse
est due à un objet fortement coloré, si bien que sa couleur est bien





















Fig . 21 . -
Coefficient de corrélation et paramètres de régression selon le type
de contour (d'après Witkin)
.
modèle fondé sur les champs de Markov, la sortie de
chacun des modules de stéréo, mouvement, couleur et
texture est traitée pour restituer les données bruitées ou
manquantes, puis pour trouver les discontinuités du
module en les alignant avec celles obtenues par le détec-
teur de contours . On obtient ainsi une représentation des
discontinuités, étiquetées en termes de leur effets obser-
vés. Plutôt que d'employer a priori des connaissances
dérivées de l'équation d'intensité (et du modèle sous-
jacent) du type de celles que nous mentionnons plus haut
pour obtenir l'étiquetage en fonction de l'origine physique,
une approche heuristique est adoptée . Ces auteurs utilisent
un classificateur linéaire dont les entrées sont, outre les
4 unités signalant présence, absence, ou indétermination
quant aux discontinuités détectées par les modules, des
unités représentant l'intensité moyenne de part et d'autre
du segment considéré et la longueur de celui-ci, et les
sorties des unités représentant chacun des 5 types de
discontinuité physique . Ils ont effectué un apprentissage
sur une image de nature morte, ce qui correspond
essentiellement à l'ajustement de seuils, et montré qu'alors
l'étiquetage réalisé par le réseau était bon pour des images
de composition très voisine . En conséquence, les limites
de cette approche sont celles, bien connues, des réseaux à
apprentissage. Il nous semble que les bons résultats
présentés sont davantage dûs à la présence au départ d'une
information (relativement) dense et redondante obtenue
par les 4 modules de bas niveau, qu'à la technique
d'étiquetage elle-même .
4.3 . CONCLUSION
Voyons à présent d'un point de vue global l'apport de la
couleur à la vision par ordinateur . On peut considérer que
cette discipline a pour but de calculer des descriptions
intrinsèques de l'environnement, à partir de capteurs
visuels. L'essentiel de la recherche actuelle s'est concen-
trée sur les représentations de bas niveau, et porte donc
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• analyse du mouvement
• représentation des formes
• reconnaissance d'objets .
La couleur constitue un attribut important, pour peu que
l'on puisse accéder à sa valeur intrinsèque . C'est le
problème de la constance des couleurs, dont nous avons vu
qu'il est très difficile dans les environnements réels. C'est
aussi la question de l'extraction de composantes de
réflectance, et des reflets. Pour ce qui est des attributs et
segmentations pouvant être obtenus par des procédés
monochromatiques, il semble que l'ajout de la couleur
permette d'obtenir des améliorations réduites mais néan-
moins sensibles, que l'on peut attribuer à une simple
augmentation d'information, sans qu'un progrès concep-
tuel notable soit effectué, nous semble-t-il. Les travaux
reposent surtout sur la colorimétrie, des choix judicieux de
représentations chromatiques s'avèrent utiles, dans la
mesure où ils déterminent la qualité des attributs ou la
segmentation. Comme les prétraitements peuvent être
effectués en parallèle de manière évidente, dans une
perspective d'application en temps réel, ce n'est pas sans
intérêt . De manière générale, l'augmentation de la
complexité des algorithmes est faible (linéaire) . Cependant
le coût du matériel est multiplié au moins par trois, sans
compter les problèmes supplémentaires liés à la moins
bonne qualité des capteurs ou à leur difficulté de mise en
ceuvre. En revanche, l'emploi de formalisations de la
réflectance peut permettre des segmentations qui sont
physiquement fondées, et donc beaucoup plus utiles . Nous
avons vu qu'il commence à y avoir des algorithmes
opérationnels dans ce domaine .
En ce qui concerne des problèmes purement géométriques,
tels que la reconstruction 3D et l'analyse du mouvement,
la couleur peut être d'une part traitée comme un simple
attribut, servant à guider les processus (géométriques)
d'appariements . Dans ce cas, son rôle peut se révéler utile
grâce à sa stabilité et à son indépendance relative vis-à-vis
de la géométrie, mais est d'un intérêt relativement secon-
daire puisque la couleur n'intervient plus qu'en tant que
valeurs numériques sans significations physiques directes .
On peut, d'autre part, considérer qu'il y a une interaction
entre les processus de forme et ceux de couleur . Là alors,
les progrès qualitatifs ne résulteront, nous semble-t-il, que
d'algorithmes fondés sur des modèles et destinés à inférer
des propriétés physiques, et en particulier géométriques,
intrinsèques . L'idée de calculer conjointement forme
(orientation) et réflectance (albedo) pour des objets
lambertiens achromatiques a donné lieu déjà à une
recherche abondante (ce sont les algorithmes de « shape
form shading » : voir Horn [65] pour une présentation
détaillée). Ces algorithmes ont toujours nécessité des
conditions expérimentales bien contrôlées, et ce n'est que
récemment [98] que l'inter-réflection a pu être prise en
compte. Comment généraliser au cas d'objets colorés? La
première difficulté importante qui vient à l'esprit est de
taille, c'est la modélisation des environnements réels . Une
seconde difficulté majeure que nous voyons est que pour
ce type de tâche, contrairement au cas des familles
précédentes d'algorithmes, une certaine forme de cons-
tance des couleurs est nécessaire . Or les discontinuités que
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l'on cherche à identifier (en utilisant entre autres la
couleur) sont celles qui posent problème aux algorithmes
actuels de constance des couleurs . . . Ce n'est qu'en surmon-
tant ces difficultés que l'on rapondra à la question : à quoi
peu vraiment servir la couleur, de manière universelle ?
Assez paradoxalement, alors que le dernier thème, la
reconnaissance d'objets, suggère une application intuitive
de la couleur, depuis les premiers travaux allant dans cette
direction [101], peu de progrès ont été effectués. Récem-
ment, Swain et Ballard [114] ont montré qu'un objet
multicolore peut être représenté de manière très stable,
vis-à-vis des changements de points de vue, par l'histo-
gramme de ses couleurs, et qu'une technique très simple
d'intersection d'histogrammes permet d'effectuer une
recherche efficace dans une grande base de modèles, à
partir de l'histogramme d'un objet observé dans la scène .
Une opération dérivée permet aussi la localisation rapide
d'un objet donné. La couleur pourrait donc être un
attribut dont l'intérêt serait de premier ordre, pour ces
tâches importantes. Cependant, une telle approche néces-
site un algorithme de constance des couleurs, ce qui
expliquerait les faibles progrès réalisé dans cette ligne de
recherche. La couleur pourrait jouer un rôle très important
en vision par ordinateur, mais le problème de son calcul
doit être auparavant résolu.
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