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Abstract
In this paper we consider time-dependent mean-field games with sub-
quadratic Hamiltonians and power-like local dependence on the measure.
We establish existence of classical solutions under a certain set of condi-
tions depending on both the growth of the Hamiltonian and the dimen-
sion. This is done by combining regularity estimates for the Hamilton-
Jacobi equation based on the Gagliardo-Nirenberg interpolation inequal-
ity with polynomial estimates for the Fokker-Planck equation. This tech-
nique improves substantially the previous results on the regularity of time-
dependent mean-field games.
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1 Introduction
The mean-field games framework is a class of methods inspired by ideas in sta-
tistical physics which aims at understanding differential games with infinitely
many indistinguishable players. Since the pioneering works [HMC06, HCM07,
LL06a, LL06b, LL07a, LL07b] this area has known an intense research activ-
ity, see, for instance, the recent surveys [LLG10b], [Car11], [Ach13], or [GS13],
as well as the video lectures by P-L. Lions [Lio11, Lio12], and the references
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therein. In particular, a number of problems have been worked out in detail by
various authors, including numerical methods [LST10], [ACD10], [ACCD12], ap-
plications in economics [LLG10a], [Gue´09a] and environmental policy [LST10],
finite state problems [GMS10], [GMS13], [FG13], explicit models [Gue´09b],
[NH12], obstacle-type problems [GP13], extended mean-field games [GPV13],
[GV13], probabilistic methods [CD13b], [CD13a], long-time behavior [CLLP12],
[Car13a], weak solutions to mean-field games [Por13], [Car13b], rigorous justifi-
cation of mean-field games systems [BF13], [KLY11], to mention just a few.
A model mean-field game problem is the system{
−ut +H(x,Du) = ∆u+ g(m)
mt − div(DpHm) = ∆m.
(1)
As usual, H and g satisfy various conditions as detailed in Section 2. In many
applications the boundary conditions for the previous equations are the, so
called, initial-terminal boundary conditions:{
u(x, T ) = u0(x)
m(x, 0) = m0(x),
(2)
where T > 0 is a fixed terminal instant. To avoid additional difficulties, we
will consider in this paper spatially periodic solutions. That is, u and m are
regarded as functions with domain Td × [0, T ], where Td is the d-dimensional
torus.
The objective of this paper is to obtain conditions under which existence
of solutions to (1) under the initial-terminal conditions (2) can be established.
This fundamental question has been addressed in several ways by various au-
thors. The first result on existence of solutions appeared in [LL06b] where the
authors consider weak solutions to (1)-(2). Weak solutions for the planning
problem were considered in [Por13]. For quadratic Hamiltonians the existence
of smooth solutions to (1)-(2) was established in [CLLP12]. The proof in that
paper uses strongly the quadratic structure of the Hamiltonian through the
Hopf-Cole transformation and does not extend (except perhaps in very specific
perturbation regimes) to general Hamiltonians with quadratic growth. By using
the classical results from [AC78] combined with elementary techniques, [Lio12]
verifies that mean-field games with Hamiltonians satisfying quadratic or sub-
quadratic growth conditions and with the model non-linearity g(m) = mα admit
classical solutions under the constraint 0 < α < 2d−2 , if d > 2 and any α > 0 if
d = 2. A second result also from [Lio12] concerns subquadratic Hamiltonians
H behaving at ∞ like |p|γ , γ < 1 + 1d+1 , and g(m) = mα. In this case exis-
tence of classical solutions is guaranteed for 0 < α <∞. In the stationary case
the first result on existence of solutions was obtained in [LL06a]. Existence of
smooth solutions was addressed in [GSM13] (see also [GISMY10] for a related
problem), [GPSM12], and [GPV13]. The results in [Eva03], although not men-
tioning mean-field games, imply in fact existence of smooth solutions for certain
stationary first order mean-field games.
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In this paper, as in [Lio12], we consider also the model non-linearity g(m) =
mα, and improve and extend the previous results substantially for Hamiltoni-
ans with subquadratic growth. In a companion paper [GPSM13] we address
superquadratic Hamiltonians which require different techniques.
The specific assumptions under which we work, A1-A10, are discussed in
Section 2. Under these assumptions, our main result is
Theorem 1.1. Suppose A1-A10 hold. Then there exists a classical solution
(u,m) to (1) under the initial-terminal conditions (2).
Theorem 1.1 applied to mean-field games with Hamiltonians behaving at∞
like |p|γ , 1 + 1d+1 < γ < 2, and g(m) = mα yields existence of smooth solutions
for 0 < α < αγ,d with αγ,d >
2
d−2 , given in Assumption A10.
In order to prove Theorem 1.1 we consider a regularization of (1) by replacing
g(m) by the nonlocal operator gǫ(m) = ηǫ ∗ g(ηǫ ∗m), where ηǫ is a standard
mollifying kernel, which in particular is symmetric. This yields the system{
−uǫt +H(x,Duǫ) = ∆uǫ + gǫ(mǫ)
mǫt − div(DpHmǫ) = ∆mǫ.
(3)
We use the convention g0 = g. The existence of solutions to (3) follows from
standard arguments using some of the ideas in [Car11]. A detailed proof of this
result is discussed in [Pim13].
The proof proceeds by establishing a new class of polynomial estimates for
mǫ, which are combined with upper bounds for uǫ.
Theorem 1.2. Let (uǫ,mǫ) be a solution of (3). Supposemǫ ∈ L∞([0, T ], Lβ0(Td)),
β0 ≥ 1. Assume that p > d2 , let q be the conjugate exponent and r = 1κ , where
κ =
d+ 2q − dq
q[(θ − 1)d+ 2] . (4)
Then, ∫
Td
(mǫ)
βn (τ, x) dx ≤ C + C
∥∥∥|DpH |2∥∥∥rn
Lr(0,T ;Lp(Td))
where
rn = r
θn − 1
θ − 1 , (5)
θ < 1 and βn = θ
nβ0.
The proof of Theorem 1.2 is presented in Section 7.2. The key upper bounds
for uǫ are given by:
Lemma 1.1. Let (uǫ,mǫ) be a solution of (3) and assume that A1-7 hold. Let
a, b > 1 be such that
d
2
<
b(a− 1)
a
.
Then there exists C > 0 such that
‖uǫ‖L∞(0,T ;L∞(Td)) ≤ C + C‖gǫ(m)‖La(0,T ;Lb(Td)).
3
Lemma 1.1 is proved in Section 8. Using the Gagliardo-Nirenberg interpo-
lation Theorem we obtain:
Theorem 1.3. Let (uǫ,mǫ) be a solution of (3) and assume that A1-9 hold.
For 1 < p, r <∞ there are positive constants c and C such that
‖D2uǫ‖Lr(0,T ;Lp(Td)) ≤ c‖gǫ(mǫ)‖Lr(0,T ;Lp(Td)) + c‖uǫ‖
γ
2−γ
L∞(0,T ;L∞(Td))
+ C.
The proof of Theorem 1.3 is presented in Section 9. The proof of Theorem
1.1 follows by combining the estimates in Theorem 1.2, Lemma 1.1 and Theorem
1.3, which, together with Gagliardo-Nirenberg Theorem yield a key bound for
‖Duǫ‖Lr(0,T ;Lp(Td)). After this, a number of additional estimates, as we outline
next, end the proof.
The paper is organized as follows: Section 2 introduces the main assumptions
and presents a model Hamiltonian satisfying those. Preliminary estimates are
discussed in Sections 3 to 5. In Section 6 we obtain second order estimates
that enable us to address in Section 7 the regularity of solutions to the Fokker-
Planck equation. In section 10 we prove the main estimate by combining the
results in Section 9 with the ones from Section 7. In section 11 we show that
u is Lipschitz by an application of the non-linear adjoint method introduced in
[Eva10]. Once Lipschitz regularity is obtained for the Hamilton-Jacobi equation,
a number of estimates on the Fokker-Planck equation can be established which
improve significantly the regularity for m. These are discussed in Section 12.
Finally, in Section 13 we apply the Hopf-Cole transformation to obtain further
a priori bounds. Namely in Theorem 13.1 we obtain that lnmǫ is Lipschitz.
All the previous estimates are uniform in ǫ. Therefore, from this, we can then
bootstrap the smoothness of solutions and pass to the limit as ǫ → 0. This is
done in Section 14 where we finally prove Theorem 1.1.
The authors thank P. Cardaliaguet, P-L. Lions, A. Porretta and P. Sougani-
dis for very useful comments and suggestions.
2 Main assumptions
In this section we discuss the main assumptions used throughout the paper. We
have tried to work under fairly general hypothesis which cover a wide range
of interesting problems. We end the section with an example which illustrates
some of the applications of our results.
2.1 Assumptions
We start by setting the general hypothesis on H and g.
A 1. The Hamiltonian H : Td × Rd → R, d > 2, is smooth and:
1. for fixed x, p 7→ H(x, p) is a strictly convex function;
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2. satisfies the coercivity condition
lim
|p|→∞
H(x, p)
|p| = +∞,
and without loss of generality we suppose further that H(x, p) ≥ 1.
Futhermore, (u0,m0) ∈ C∞(Td) with m0 ≥ 0, and
∫
Td
m0 = 1.
A 2. g : R+0 → R is a non-negative increasing function.
From the previous hypothesis it follows that g(z) = G′(z) for some convex
increasing function G : R+0 → R.
We define the Legendre transform of H by
L(x, v) = sup
p
(−p · v −H(x, p)) . (6)
Then if we set
Lˆ(x, p) = DpH(x, p)p−H(x, p), (7)
by standard properties of the Legendre transform Lˆ(x, p) = L(x,−DpH(x, p)).
A 3. For some c, C > 0
Lˆ(x, p) ≥ cH(x, p)− C.
Though various results can be proved under minimalistic assumptions such
as A1-3, see Section 3, to proceed further one needs the additional condition
g ≥ 0. For definiteness and convenience we take g to be a power non-linearity:
A 4. g(m) = mα, for some α > 0.
The general case with x dependence g(x,m) could be addressed similarly
without any major changes as long as suitable growth conditions and bounds
on g are imposed.
A 5. H satisfies |DxH |, |D2xxH | ≤ CH+C, and, for any symmetric matrix M ,
and any δ > 0 there exists Cδ such that
Tr(D2pxHM) ≤ δTr(D2ppHM2) + CδH.
Note that since we assume H ≥ 1 we can replace the inequality in the
previous Assumption by |DxH |, |D2xxH | ≤ C˜H , for some constant C˜.
A 6. We have m0 ≥ κ0 for some κ0 ∈ R+.
The next group of hypothesis concerns subquadratic growth. Since the re-
sults in [Lio12] yield existence of solution for Hamiltonians with growth at in-
finity like |p|γ for γ < 1 + 1d+1 we only consider larger growth exponents.
A 7. H satisfies the sub-quadratic growth condition H(x, p) ≤ C|p|γ + C, for
some 1 + 1d+1 < γ < 2.
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A 8. DpH satisfies the following growth condition |DpH | ≤ C |p|γ−1 + C, for
some 1 + 1d+1 < γ < 2.
A 9. H satisfies
∣∣D2xpH∣∣2 ≤ CH and, for any symmetric matrix M∣∣D2ppHM ∣∣2 ≤ C Tr(D2ppHMM).
The second assertion in Assumption A9 ensures the existence of a uniform
upper bound for the eigenvalues of D2ppH .
For convenience we present here a technical lemma:
Lemma 2.1. Let d > 2. There exists αγ,d, with
αγ,d >
−4(−4 + γ)2(−1 + γ)γ2 + 2d(−4 + (−2 + γ)γ)(−4 + (−4 + γ)(−2 + γ)γ)
(−2 + d)(−4 + γ)(−1 + γ)γ(−2(−4 + γ)γ + d(−4 + (−2 + γ)γ)) ,
such that, for α < αγ,d there are λ, ζ, υ, aυ, bυ, r, r˜, p, p˜, θ, F and G satisfying
(36)-(44), (46)-(47) and (50)-(51).
Proof. The Lemma is proved by using the symbolic software Mathematica. For
the details, we refer the reader to [Pim13].
Notice that, for d > 2 and 1 < γ < 2 one has
−4(−4 + γ)2(−1 + γ)γ2 + 2d(−4 + (−2 + γ)γ)(−4 + (−4 + γ)(−2 + γ)γ)
(−2 + d)(−4 + γ)(−1 + γ)γ(−2(−4 + γ)γ + d(−4 + (−2 + γ)γ)) >
2
d− 2 ,
A 10. The exponent α is such that 0 < α < αγ,d
2.2 A model Hamiltonian
Next we discuss an example satisfying the Assumptions introduced previously.
Consider the following Hamiltonian
Hs(x, p) = a(x)
(
1 + |p|2) γ2 + V (x),
where a, V ∈ C2(Td) with a, V > 0. Thus (1 + |p|2) γ2 ≤ CHs(x, p). It is clear
that H satisfies A1.
Using (7) we have Lˆs(x, p) = a(x)
(
(γ − 1)|p|2 − 1) (1 + |p|2) γ−22 − V (x),
from which it follows A3. Observe that Hs(x, p), |DxHs(x, p)|, |D2xxHs(x, p)| ≤
C
(
1 + |p|2) γ2 and |DpHs| = a(x)γ (1 + |p|2) γ−22 |p|. Hence, the first part of A5,
A7 and A8 are clearly satisfied.
Now notice that
D2pipjHs = a(x)γ(γ − 2)(1 + |p|2)
γ−4
2 pipj i 6= j,
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and
D2pjpjHs = γa(x)
(
(γ − 2)(1 + |p|2) γ−42 p2j + (1 + |p|2)
γ−2
2
)
.
Hence, for any symmetric matrix M Tr(D2ppHsM
2) ≥ C(1+ |p|2) γ−22 |M |2, since
γ > 1. Notice that
∣∣Tr (D2xpHsM)∣∣ ≤ γ (1 + |p|2) γ−22 |Da| |pM | ≤ δTr(D2ppHsM2) + CHs.
This shows that the second part of A5 also holds.
In order to verify thatHs satisfies A9, notice that |D2xpHs|2 ≤ C
(
1+|p|2)γ−1.
Since γ − 1 < γ
2
for γ < 2, the first part of the Assumption is verified. For the
second part observe that∣∣D2ppHsM ∣∣2 ≤ C(1 + |p|2)γ−4(|p|2|Mp|2 + (1 + |p|2)2|M |2 + (1 + |p|2)|Mp|2)
≤ C∗(1 + |p|2)γ−2|M |2 ≤ C(1 + |p|2) γ−22 |M |2,
since 1 < γ < 2. Thus Hs satisfies also the second part of A9.
3 Lax-Hopf estimate
In this section we establish various estimates for the solutions of (3). These fol-
low from the stochastic optimal control representation of solutions of Hamilton-
Jacobi equations.
We start by recalling the stochastic control representation for solutions to
the first equation in (3), which we call the stochastic Lax-Hopf formula. For
that, let (uǫ,mǫ) be a solution of (3). Then, see for instance [FS06], uǫ is the
value function for the following stochastic optimal control problem
uǫ(x, t) = inf
v
E
∫ T
t
L(x(s),v(s)) + gǫ(m
ǫ)(x(s), s)ds + uǫ(x(T ), T ), (8)
where L is given by (6), and the infimum is taken over all bounded and pro-
gressively measurable controls v, dx = vds +
√
2dWs, where x(t) = x, and Ws
is a d-dimensional Brownian motion. The estimates that we discuss now can be
regarded as a consequence of this optimal control representation formula.
Proposition 3.1. Suppose A1 holds. Let (uǫ,mǫ) be a solution to (3). Then,
for any smooth vector field b : Td × (t, T )→ Rd, and any solution to
ζs + div(bζ) = ∆ζ, (9)
with ζ(x, t) = ζ0 we have the following upper bound:∫
Td
uǫ(x, t)ζ0(x)dx ≤
∫ T
t
∫
Td
(
L(y, b(y, s)) + gǫ(m
ǫ)(y, s)
)
ζ(y, s)dyds (10)
+
∫
Td
uǫ(y, T )ζ(y, T ).
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Proof. Multiply the first equation in (3) by ζ and multiply (9) by uǫ. Subtract
these equations and integrate in Td to conclude that
− d
dt
∫
Td
uǫζdx =
∫
Td
(−b(x, t) ·Duǫ −H(x,Duǫ) + gǫ(mǫ))ζdx.
Using the inequality L(x, b) ≥ −H(x, p)− p · b, we obtain the result.
A natural choice in the previous Proposition is b = 0, and for ζ0 either
the Lebesgue measure or the measure m0. A further choice of b is of course
b = −DpH(x,Duǫ), the optimal feedback control for (8), and ζ0 = δx0 . This
last choice makes it possible to establish pointwise estimates and will be used
in Section 8.
Corollary 3.1. Suppose A1 holds. Let (uǫ,mǫ) be a solution to (3). We have
the following two estimates:
∫
Td
uǫ(x, 0)m0dx ≤ CT+
∫ T
0
∫
Td
gǫ(m
ǫ)(x, t)µ(x, t)dxdt+
∫
Td
uǫ(x, T )µ(x, T )dx,
(11)
where µ(x, t) is the solution to the heat equation with µ(x, 0) = m0, and∫
Td
uǫ(x, 0)dx ≤ CT +
∫ T
0
∫
Td
gǫ(m
ǫ)(x, t)dxdt +
∫
Td
uǫ(x, T )dx, (12)
Proof. Both estimates follow from the choice b = 0 in Proposition 3.1. With
ζ0 = m0, for estimate (11) and ζ0 = 1 for (12).
4 First order estimates
In this section we recover (and improve slightly) first order estimate from
[LL06b, LL07a] for the regularized problem. These are also considered in
[CLLP12]. Recall that for a function f we define
osc f = sup f − inf f.
Proposition 4.1. Assume A1-3 hold. Let (uǫ,mǫ) be a solution of (3). Then
∫ T
0
∫
Td
cH(x,Dxu
ǫ)mǫ +G(ηǫ ∗mǫ)dxdt ≤ CT + C oscuǫ(·, T ), (13)
where G′ = g.
Proof. We have
− d
dt
∫
Td
uǫmǫdx+
∫
Td
(H −DpHDxuǫ)mǫdx =
∫
Td
mǫgǫ(m
ǫ)dx.
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Because ηǫ(y) = ηǫ(−y), the previous computation yields, using Assumption
A3,
c
∫ T
0
∫
Td
H(x,Duǫ)mǫdx dt ≤
∫ T
0
∫
Td
(DpHDxu
ǫ −H)mǫdx dt =
−
∫ T
0
∫
Td
ηǫ ∗mǫg(ηǫ ∗mǫ)dx +
∫
Td
(uǫ(x, 0)mǫ(x, 0)− uǫ(x, T )mǫ(x, T )) dx.
We now use the estimate (11) to conclude that
c
∫ T
0
∫
Td
H(x,Duǫ)mǫdx dt ≤CT +
∫
Td
uǫ(x, T )(µ(x, T )−mǫ(x, T ))dx
+
∫ T
0
∫
Td
g(ηǫ ∗mǫ)ηǫ ∗ (µ−mǫ)dx dt,
where µ is the solution of the heat equation with µ(x, 0) = m0(x).
By Assumption A2, there exists a convex function G such that G′(z) = g(z).
Therefore we have g(ηǫ ∗mǫ)ηǫ ∗ (µ−mǫ) ≤ G(ηǫ ∗ µ)−G(ηǫ ∗mǫ), hence
c
∫ T
0
∫
Td
H(x,Duǫ)mǫdx dt+
∫ T
0
∫
Td
G(ηǫ ∗mǫ)dxdt
≤ CT + oscuǫ(·, T ) +
∫ T
0
∫
Td
G(ηǫ ∗ µ)dxdt.
Since µ is bounded G(ηǫ ∗ µ) is also bounded and so we obtain (13).
The estimates proved in this section are independent on ǫ and also do not
rely on the positivity of g. For instance they apply for g(m) = lnm. Therefore
we improve slightly the results in [LL06b], whose proof depends on lower bounds
for g (note however that in [LL07a] this lower bound requirement is no longer
asked though no proof is given there). In [LL06b] the lower bound on g is used
to obtain a lower bound for u, which we managed to avoid here using a convexity
argument.
Corollary 4.1. Assume A1-4 hold. Let (uǫ,mǫ) be a solution of (3). Then∫ T
0
∫
Td
(ηǫ ∗mǫ)α+1 +H(x,Duǫ)mǫdxdt ≤ C.
5 Further regularity for the Hamilton-Jacobi equa-
tion
We now apply the results from the previous section to obtain improved regularity
for the Hamilton-Jacobi equation, the first equation in (3). The estimates proved
here depend in an essential way on g being positive. The following proposition
is an elementary estimate on uǫ by below in the case g ≥ 0, which will be crucial
in what follows.
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Proposition 5.1. Let (uǫ,mǫ) be a solution of (3). Suppose g ≥ 0 and let
M = max
x
H(x, 0). Then
uǫ(x, t) ≥ min
x
uǫ(x, T ) +M(t− T ). (14)
Proof. This is a simple application of the maximum principle.
The following estimate is also used in [CLLP12].
Proposition 5.2. Assume A1-4 hold. Let (uǫ,mǫ) be a solution of (3). We
have ∫ T
0
∫
Td
H(x,Dxu
ǫ)dxdt ≤ C +
∫
Td
(uǫ(x, T )− uǫ(x, 0)) dx. (15)
Proof. Integrating the first equation of (3) and using Corollary 4.1 we have∫ T
0
∫
Td
H(x,Dxu
ǫ)dx dt =
∫ T
0
∫
Td
(ηǫ ∗mǫ)αdxdt +
∫
Td
(uǫ(x, T )− uǫ(x, 0)) dx
(16)
≤ C +
∫
Td
(uǫ(x, T )− uǫ(x, 0)) dx.
Remark 5.1. From (15) it follows, using H ≥ 0,∫
Td
uǫ(x, 0)dx ≤ C +
∫
Td
uǫ(x, T )dx. (17)
Corollary 5.1. Assume A1-4 hold. Let (uǫ,mǫ) be a solution of (3). Then∫ T
0
∫
Td
H(x,Dxu
ǫ)dx dt ≤ C + osc(uǫ(·, T )),
and
∫
Td
|uǫ(x, 0)|dx ≤ C + 3‖uǫ(·, T )‖∞.
Proof. It suffices to combine the lower bound from Proposition 5.1, with the
estimate (15).
6 Second order estimate
We now discuss a second order estimate for mean-field games systems. This
appeared in [Eva09], for the stationary case, as well as in [Lio12], concerning
the time-dependent setting.
Proposition 6.1. Assume A1-6 hold. Let (uǫ,mǫ) be a solution of (3). Then∫ T
0
∫
Td
g′(ηǫ ∗mǫ)|Dx(ηǫ ∗mǫ)|2 +Tr(D2ppH(D2xxuǫ)2)mǫ ≤ max
x
∆uǫ(x, T )
+ C(1 + max
x
uǫ(x, T )−min
x
uǫ(x, T ))−
∫
Td
uǫ(x, 0)∆mǫ(0, x)dx.
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Proof. Applying the Laplacian ∆ to first equation of (3) we get
−∆uǫt −∆∆uǫ +Tr(D2ppH(D2xxuǫ)2) + ∆xH + 2Tr(D2pxHD2xxuǫ)
+DpHDx∆u
ǫ = div(ηǫ ∗ (g′(ηǫ ∗mǫ)Dx(ηǫ ∗mǫ)).
Multiplying by mǫ, integrating by parts and taking into account the second
equation of (3) and Assumption A5, we have
∫ T
0
∫
Td
g′(ηǫ ∗mǫ)|Dx(ηǫ ∗mǫ)|2 +Tr(D2ppH(D2xxuǫ)2)mǫ (18)
≤
∫ T
0
∫
Td
(|D2xxH |+ δTr(D2ppH(D2xxuǫ)2) + CδH)mǫdxdt
+
∫
Td
mǫ(x, T )∆uǫ(x, T )− u(x, 0)∆mǫ(x, 0)dx.
Choosing δ = 12 we obtain∫ T
0
∫
Td
g′(ηǫ ∗mǫ)|Dx(ηǫ ∗mǫ)|2 + 1
2
Tr(D2ppH(D
2
xxu
ǫ)2)mǫdxdt
≤ C + C
∫ T
0
∫
Td
Hmǫdx dt+max
x
∆u(x, T )−
∫
Td
uǫ(x, 0)∆mǫ(x, 0)dx
≤ C(1 + max
x
uǫ(x, T )−min
x
uǫ(x, T )) + max
x
∆uǫ(x, T )−
∫
Td
uǫ(x, 0)∆mǫ(0, x)dx,
where in the last inequality we used Proposition 4.1.
Finally, from Sobolev’s theorem we can conclude that
Corollary 6.1. Assume A1-6 hold. Let (uǫ,mǫ) be a solution of (3). Then
∫ T
0
∫
Td
g′(ηǫ ∗mǫ)|Dx(ηǫ ∗mǫ)|2dxdt ≤ C,
and so ∫ T
0
‖ηǫ ∗mǫ‖α+1
L
2∗
2
(α+1)(Td)
dt ≤ C.
Corollary 6.2. Assume A1-9 hold. Let (uǫ,mǫ) be a solution of (3). Then
∫ T
0
∫
Td
| divDpH |2mǫdxdt ≤ C.
Proof. Observe that div(DpH) = Tr(D
2
ppHD
2u)+Tr(D2xpH). Hence | div(DpH)|2 ≤
2|Tr(D2ppHD2u)|2 + 2|Tr(D2xpH)| ≤ C Tr(D2ppH(D2u)2) + CH , by using As-
sumption A9. The result then follows by applying a second order estimate,
Proposition 6.1, and Proposition 4.1.
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7 Regularity for the Fokker-Planck equation
We first observe that by integrating the second equation of (3) we obtain∫
Td
mǫ(x, t) = 1, for all 0 ≤ t ≤ T . Also the maximum principle yields that
mǫ ≥ 0 if mǫ(x, 0) ≥ 0.
In this section we explore various estimates and obtain further integrability
formǫ. In Section 7.1 we use the second order estimate from the previous section
to obtain improved integrability form. In Section 7.2 we control the integrability
of mǫ in terms of Lp norms of DpH . For our purposes, we need explicit control
for norms of mǫ in terms of polynomial expressions in ‖DpH‖Lp(Td).
7.1 Regularity by the second order estimate
Our first approach concerning the regularity of the Fokker-Planck equation uses
the second order estimate. We start with an elementary result:
Proposition 7.1. Assume A1 holds. Let (uǫ,mǫ) be a solution of (3). Let
ϕ : R→ R be a C2 function. Then
d
dt
∫
Td
ϕ(mǫ) +
∫
Td
div(DpH)ϕ
∗(mǫ) = −
∫
Td
ϕ′′(mǫ)|Dxmǫ|2,
where ϕ∗(z) = −zϕ′(z) + ϕ(z).
Proof. This is an elementary computation whose proof we will omit.
Next we obtain the following a priori estimates for mǫ:
Theorem 7.1. Assume A1-9 hold. Let (uǫ,mǫ) be a solution of (3). Then for
d > 2, ‖mǫ‖L∞([0,T ],Lr(Td)) bounded for any 1 ≤ r < 2
∗
2 , uniformly in ǫ.
Proof. To simplify the notation, throughout this proof we will omit the ǫ. We
will define inductively an increasing sequence βn such that ‖m(·, t)‖1+βn is
bounded. Set β0 = 0 so that ‖m(·, t)‖1+β0 = 1 ≤ C. Let βn+1 =
2
d
(βn + 1),
then βn is the n
th partial sum of the geometric series with term
2n
dn
. Thus
limn→∞ βn =
2
d−2 =
2∗
2 − 1.
Set qn =
2∗
2 (βn+1+1) =
d
d−2(βn+1+1) Note that qn >
d
d−2βn+1+βn+1+1 >
2βn+1 + 1. Then we have
‖m‖2βn+1+1 ≤ ‖m‖1−λn1+βn‖m‖λnqn ,
for 0 < λn < 1 defined through
λn
qn
+ 1−λn1+βn =
1
2βn+1+1
. In particular
λn =
qn
qn − βn − 1
2βn+1 − βn
1 + 2βn+1
=
βn+1 + 1
1 + 2βn+1
. (19)
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Since ‖m‖1+βn ≤ C, we get∫
Td
m2βn+1+1dx = ‖m‖2βn+1+12βn+1+1 ≤ C‖m‖λn(2βn+1+1)qn = C‖m‖βn+1+1qn . (20)
For β > 0, using Proposition 7.1 with ϕ(m) = mβ+1 we obtain∫
Td
mβ+1(x, τ)dx +
4β
β + 1
∫ τ
0
∫
Td
|Dxm
β+1
2 |2dx dt
=
∫
Td
mβ+1(x, 0)dx + β
∫ τ
0
∫
Td
div(DpH)m
β+1dxdt. (21)
Additionally we have∫
Td
| div(DpH)mβ+1|dx ≤ Cδ
(∫
Td
| div(DpH)|2mdx
)
+ δ
(∫
Td
m2β+1dx
)
,
(22)
where all integrals are evaluated at a fixed time t.
Setting β = βn+1, from (20), (21) and (22) we get for any τ ∈ [0, T ]∫
Td
mβn+1+1(x, τ)dx +
4βn+1
βn+1 + 1
∫ τ
0
∫
Td
|Dxm
βn+1+1
2 (x, t)|2dx dt
≤
∫
Td
mβn+1+1(x, 0)dx+ Cδ
∫ τ
0
∫
Td
| div(DpH)|2mdxdt+ δ
∫ τ
0
‖m‖βn+1+1qn dt.
(23)
By Sobolev’s theorem we get
‖m‖βn+1+1qn = ‖m
βn+1+1
2 ‖22∗ ≤ C
(∫
Td
m(βn+1+1)(x, t)dx +
∫
Td
|Dm
βn+1+1
2 (x, t)|2dx
)
.
(24)
From (20) and
∫
Td
m(x, t)dx = 1, for each fixed t we have∫
Td
m(βn+1+1)dx ≤
(∫
Td
m(2βn+1+1)dx
)1/2
≤ Cζ + ζ
∫
Td
m(2βn+1+1)
≤ Cζ + ζ‖m‖βn+1+1qn .
Thus
‖m‖βn+1+1qn ≤ C
∫
Td
|Dm
βn+1+1
2 (x, t)|2dx+ Cζ + ζ‖m‖βn+1+1qn . (25)
From (23) and (24), taking δ and ζ small enough we have for some δ1 > 0
∫
Td
mβn+1+1(x, τ)dx + δ1
∫ τ
0
‖m‖βn+1+1qn dt
≤C + C
∫
Td
mβn+1+1(x, 0)dx + C
∫ τ
0
∫
Td
| div(DpH)|2mdxdt.
Since the last term in the right-hand side is bounded by Corollary 6.2 we have
established the result.
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The proof of the previous Theorem also yields the following Corollary
Corollary 7.1. Assume A1-9 hold. Let (uǫ,mǫ) be a solution of (3). Then,
for − 12 ≤ β ≤ 0 we have∫ T
0
∫
Td
(mǫ)β−1|Dxmǫ|2dxdt ≤ C. (26)
Proof. To simplify the notation, as before, throughout this proof we will omit
the ǫ. We first observe that for −1 ≤ β ≤ 0 we have∫
Td
mβ+1dx ≤ C,
since for each fixed t we have that m(·, t) is a probability measure. Then, using
identity (21), coupled with estimate (22) and Corollary 6.2 yields∫ τ
0
∫
Td
|Dxm
β+1
2 |2dx dt ≤ C + C
∫ τ
0
∫
Td
m2β+1dxdt,
and provided − 12 ≤ β ≤ 0 the right hand side is bounded.
As final remark, we would like to note that since the convolution with ηǫ is
a contraction in any Lp space, we have mǫ ∈ Lp implies ηǫ ∗mǫ ∈ Lp. Similarly,
if (mǫ)α ∈ Lp then we also have ηǫ ∗ (ηǫ ∗mǫ)α ∈ Lp, and, of course, all these
bounds do not depend on ǫ.
7.2 Regularity by Lp estimates
We now obtain estimates for mǫ in L∞([0, T ], Lp(Td)) depending polynomially
on the Lp-norm of DpH , for p >
d
2 . Because we need explicit estimates, we will
prove them in detail. Throughout this Section, we omit the ǫ in the proofs for
ease of presentation.
Lemma 7.1. Let (uǫ,mǫ) be a solution to (3). Then, for β > 1, there exist
constants c, C > 0 such that
d
dt
∫
Td
(mǫ)βdx ≤ C
∫
Td
|DpH |2 (mǫ)βdx− c
∫
Td
∣∣∣Dx(mǫ)β2 ∣∣∣2 dx.
Proof. It follows from Proposition 7.1 with ϕ(m) = mβ .
We address now improved integrability ofm in terms of the Lr(0, T ;Lp(Td))-
norms of |DpH |2 for p <∞.
Lemma 7.2. Let (uǫ,mǫ) be a solution of (3) and assume that β ≥ β0 for
β0 > 1 fixed.
d
dt
∫
Td
(mǫ)β(t, x)dx ≤ C
∥∥∥|DpH |2∥∥∥
Lp(Td)
∥∥(mǫ)β∥∥
Lq(Td)
−c
∫
Td
∣∣∣Dx((mǫ)β2 )∣∣∣2 dx,
(27)
where 1q +
1
p = 1.
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Proof. Follows from Lemma 7.1.
Definition 7.1. Let 1 ≤ β0 < 2∗2 = dd−2 be a fixed constant. The sequence
(βn)n∈N is defined inductively by βn+1
.
= θβn, where θ > 1 is a fixed constant.
Lemma 7.3. Assume that (βn)n∈N is given as above and let 1 < q <
d
d−2 .
Then
∥∥∥(mǫ)βn+1∥∥∥
q
≤
(∫
Td
(mǫ)βn dx
)θκ(∫
Td
(mǫ)
2∗βn+1
2
) 2(1−κ)
2∗
,
where κ is given by (4).
Proof. Ho¨lder inequality gives
(∫
Td
mβn+1q
) 1
βn+1q ≤
(∫
Td
mβn
) κ
βn
(∫
Td
m
2∗βn+1
2
) 2(1−κ)
2∗βn+1
,
where
1
βn+1q
=
κ
βn
+
2 (1− κ)
2∗βn+1
. (28)
By rearranging the exponents one obtains
(∫
Td
mqβn+1
) 1
q
≤
(∫
Td
mβn
) βn+1κ
βn
(∫
Td
m
2∗βn+1
2
) 2(1−κ)
2∗
,
establishing the result. The expression for κ follows from (28) taking into ac-
count the definition of (βn)n∈N. The condition on q follows from the requirement
that κ > 0.
Lemma 7.4. For any 1 < q < dd−2 we have
∥∥∥(mǫ)βn+12 ∥∥∥2(1−κ)
2∗
≤ C
(∫
Td
∣∣∣Dx ((mǫ)βn+12 )∣∣∣2
)(1−κ)
+ C
∥∥(mǫ)βn+1∥∥(1−κ)
q
.
Proof. As before, we drop the superscript ǫ. From Sobolev inequality
∥∥∥m βn+12 ∥∥∥2(1−κ)
2∗
≤ C
(∫
Td
∣∣∣Dx (m βn+12 )∣∣∣2
)(1−κ)
+ C
(∫
Td
∣∣mβn+1∣∣)(1−κ) .
(29)
Applying Ho¨lder’s inequality to the last term of this inequality yields
(∫
Td
∣∣mβn+1∣∣)(1−κ) ≤ C ∥∥mβn+1∥∥(1−κ)
q
. (30)
Combining (30) with (29) leads to the result.
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Lemma 7.5. Assume that 1 < q < dd−2 . Then
∥∥(mǫ)βn+1∥∥
q
≤ C +
δ
∥∥∥(mǫ)βn+12 ∥∥∥2
2∗
.
Proof. Since 1 < qβn+1 <
2∗βn+1
2 , one can interpolate between these exponents
to obtain (∫
Td
mβn+1q
) 1
βn+1q ≤
(∫
Td
m
)λ(∫
Td
m
2∗βn+1
2
) 2(1−λ)
2∗βn+1
,
where 0 < λ < 1 solves 1βn+1q = λ +
2(1−λ)
2∗βn+1
. Because m is a probability
measure, it follows
∥∥mβn+1∥∥
q
≤
∥∥∥m βn+12 ∥∥∥2(1−λ)
2∗
. Furthermore, since (1− λ) <
1, Young’s inequality with δ leads to
∥∥mβn+1∥∥
q
≤ C+δ
∥∥∥m βn+12 ∥∥∥2
2∗
, establishing
the result.
Proposition 7.2. Assume that 1 < q < dd−2 . Then
∥∥(mǫ)βn+1∥∥
q
≤
(∫
Td
(mǫ)βn
)θκ [
C + C
(∫
Td
∣∣∣Dx ((mǫ)βn+12 )∣∣∣2
)(1−κ)]
.
Proof. By combining the statement of Lemmas 7.4 and 7.5 one obtains that
∥∥∥m βn+12 ∥∥∥2(1−κ)
2∗
≤ C + C
(∫
Td
∣∣∣Dx (m βn+12 )∣∣∣2
)(1−κ)
+ δ
∥∥∥m βn+12 ∥∥∥2(1−κ)
2∗
.
Absorbing the last term of this inequality in the left-hand side, it follows that
∥∥∥m βn+12 ∥∥∥2(1−κ)
2∗
≤ C + C
(∫
Td
∣∣∣Dx (m βn+12 )∣∣∣2
)(1−κ)
. (31)
By using (31) in Lemma 7.3 one obtains the result.
Proposition 7.3. Let (uǫ,mǫ) be a solution of (3) and assume that 1 < q <
d
d−2 . Let
1
q +
1
p = 1 and rκ = 1 where κ is given by (4). Then,
d
dt
∫
Td
(mǫ)βn+1dx ≤C + C
∥∥∥|DpH |2∥∥∥r
Lp(Td)
(∫
Td
(mǫ)
βn dx
)θ
. (32)
Proof. From (27) in Lemma 7.2, using Proposition 7.2, one obtains that
d
dt
∫
Td
mβn+1(t, x)dx ≤
∥∥∥|DpH |2∥∥∥
p
(∫
Td
mβn
)θκ [
C
(∫
Td
∣∣∣Dx (m βn+12 )∣∣∣2
)(1−κ)
+ C
]
− c
∫
Td
∣∣∣Dx (m βn+12 )∣∣∣2 dx ≤ C ∥∥∥|DpH |2∥∥∥
p
(∫
Td
mβn
)θκ
+ C
∥∥∥|DpH |2∥∥∥r
p
(∫
Td
mβn
)θ
≤ C + C
∥∥∥|DpH |2∥∥∥r
p
(∫
Td
mβn
)θ
,
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where the last inequality follows from Young’s inequality and using the fact that
r > 1 and rκ = 1. This concludes the proof.
Proof of the Theorem 1.2. The proof proceeds by induction on n. For n = 1 we
integrate (32) with respect to dt over (0, τ) to obtain∫
Td
mβ1 (τ, x) dx ≤ C
∫ τ
0
∥∥∥|DpH |2∥∥∥r
Lp(Td)
dt+ C ≤ C
∥∥∥|DpH |2∥∥∥r
Lr(0,T ;Lp(Td))
+ C,
where we used that
∫
Td
mβ0dx ≤ C for some constant C > 0. This verifies our
claim for n = 1.
Then,
d
dt
∫
Td
mβn+1dx ≤ C
∥∥∥|DpH |2∥∥∥r
Lp(Td)
(
C + C
∥∥∥|DpH |2∥∥∥rn
Lr(0,T ;Lp(Td))
)θ
. (33)
Integrating (33) with respect to the Lebesgue measure dt over (0, τ) one obtains
that ∫
Td
mβn+1 (τ, x) dx ≤ C
∫ τ
0
∥∥∥|DpH |2∥∥∥r
Lp(Td)
∥∥∥|DpH |2∥∥∥rnθ
Lr(0,T ;Lp(Td))
dt
+ C
∫ τ
0
∥∥∥|DpH |2∥∥∥r
Lp(Td)
dt+ C.
A further application of Ho¨lder inequality leads to∫
Td
mβn+1 (τ, x) dx ≤ C + C
∥∥∥|DpH |2∥∥∥r+rnθ
Lr(0,T ;Lp(Td))
,
which establishes the result.
8 Upper bounds for the Hamilton-Jacobi equa-
tion
In this section we investigate L∞ bounds for solutions to the Hamilton-Jacobi
equation. Since by Proposition 5.1 any solution to (3) is bounded by below,
to get these bounds it is enough to establish upper bounds. These build upon
the improved integrability obtained previously for mǫ and will be used in the
following sections. As before, we omit the ǫ in the proofs in this Section.
Proposition 8.1. Suppose (uǫ,mǫ) is a solution of (3) and H satisfies A1.
Then, if p > d2 , we have
uǫ(x, τ) ≤ (T−τ)max
z
L(z, 0)+C‖gǫ(m)‖L∞(0,T ;Lp(Td))+
∫
Td
uǫ(y, T )θ(y, T−τ)dy,
where θ is the heat kernel, with θ(·, τ) = δx. Furthermore, if 1r + 1s = 1p + 1q = 1,
and ps >
d
2 , we have
uǫ(x, τ) ≤ (T−τ)max
z
L(z, 0)+C‖gǫ(m)‖Lr(0,T ;Lp(Td))+
∫
Td
uǫ(y, T )θ(y, T−τ)dy.
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Proof. By applying Proposition 3.1 with b = 0 and ζ0 = θ(·, τ) = δx, we obtain
the estimate
u(x, τ) ≤(T − τ)max
z∈Td
L(z, 0)
+
∫ T
τ
∫
Td
g(m)(y, t)θ(y, t− τ)dydt+
∫
Td
u(y, T )θ(y, T − τ)dy.
It is clear that the key point is to estimate
∫ T
τ
∫
Td
g(m)(y, t)θ(y, t− τ)dydt.
We recall the following property of the heat kernel, for
1
p
+
1
q
= 1 we have
‖θ(·, t)‖q ≤ C
t
d
2p
. Hence,
∫
Td
g(m)(y, t)θ(y, t− τ)dy ≤ C
(t− τ) d2p
‖g(m(·, t))‖Lp(Td).
Thus if d < 2p we have∫ T
τ
∫
Td
g(m)(y, t)θ(y, t− τ)dydt ≤ C‖g(m)‖L∞(0,T ;Lp(Td)).
For the second assertion, Ho¨lder inequality leads to∫ T
τ
∫
Td
g(m)(x, t)θ(x, t − τ)dxdt ≤
∫ T
τ
‖g(m)(·, t)‖Lp(Td)‖θ(·, t− τ)‖Lq(Td)dt
≤ ‖g(m)‖Lr(0,T ;Lp(Td))
(∫ T
τ
C
t
ds
2p
) 1
s
≤ C‖g(m)‖Lr(0,T ;Lp(Td)),
where the last inequality follows from ds2p < 1.
Corollary 8.1. Suppose A1-6 hold. Let (uǫ,mǫ) be a solution of (3). Then,
for any p > d2 we have
uǫ(x, τ) ≤ (T−τ)max
z
L(z, 0)+C‖m∗ηǫ‖αL∞(0,T ;Lαp(Td))+
∫
Td
uǫ(y, T )θ(y, T−τ)dy,
where θ is the heat kernel, with θ(·, τ) = δx. Furthermore, if αp ≤ 1 we have
uǫ(x, τ) ≤ (T − τ)max
z
L(z, 0) + C +
∫
Td
uǫ(y, T )θ(y, T − τ)dy.
Corollary 8.2. Suppose A1-6 hold. Let (uǫ,mǫ) be a solution of (3). Then,
for any p, r such that p(r−1)r >
d
2 , we have
uǫ(x, τ) ≤ (T−τ)max
z
L(z, 0)+C‖m∗ηǫ‖αLαr(0,T ;Lαp(Td))+
∫
Td
uǫ(y, T )θ(y, T−τ)dy.
We end this Section with the proof of Lemma 1.1.
Proof of the Lemma 1.1. The result easily follows from the second assertion of
Proposition 8.1.
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9 Sobolev regularity for the Hamilton-Jacobi equa-
tion
In this section we consider regularity in Sobolev spaces for the Hamilton-Jacobi
equation. To do so, we start by recalling the Gagliardo-Nirenberg interpolation
inequality.
Lemma 9.1. Let u ∈W 2,p(Td). Then there exists a constant C > 0 such that,
‖Du‖L2p(Td) ≤ C‖D2u‖
1
2
Lp(Td)
‖u‖
1
2
L∞(Td)
. (34)
Proof. Gagliardo-Nirenberg (see [Fri69]) inequality implies
‖Du‖L2p(Td) ≤ C‖D2u‖
1
2
Lr(Td)
‖u‖
1
2
L∞(Td)
,
provided 12p =
1
d +
1
2
(
1
r − 2d
)
. This identity yields r = p, which concludes the
proof.
Lemma 9.2. Let u ∈ W 1,2p(Td). Then, there exists C > 0 such that
‖Du‖Lγp(Td) ≤ C‖Du‖L2p(Td),
for every 1 < γ < 2.
Proof. This follows from Ho¨lder’s inequality.
Corollary 9.1. Let u ∈W 2,p(Td). Then, there exists C > 0 such that
‖Du‖Lγp(Td) ≤ C‖D2u‖
1
2
Lp(Td)
‖u‖
1
2
L∞(Td)
. (35)
Proof. The result follows by combining Lemmas 9.1 and 9.2.
Lemma 9.3. Let (uǫ,mǫ) be a solution of (3). Then,
‖uǫt‖Lr(0,T ;Lp(Td)), ‖D2uǫ‖Lr(0,T ;Lp(Td)) ≤ ‖gǫ(mǫ)‖Lr(0,T ;Lp(Td))+‖H‖Lr(0,T ;Lp(Td)),
for 1 < p, r <∞. Furthermore,
‖Duǫ‖L∞([0,T ],L2(Td)) ≤ ‖gǫ(mǫ)‖L2(0,T ;L2(Td)) + ‖H‖L2(0,T ;L2(Td)).
Proof. It follows from standard regularity theory for the heat equation. See
[LSN67, Lio95].
Lemma 9.4. Let (uǫ,mǫ) be a solution of (3) and assume that A1-9 hold. For
1 < p, r <∞ there are constants c, C > 0 such that
‖H(x,Duǫ)‖Lr(0,T ;Lp(Td)) ≤ c‖D2uǫ‖
γ
2
Lr(0,T ;Lp(Td))
‖uǫ‖
γ
2
L∞(0,T ;L∞(Td))
+ C.
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Proof. For ease of presentation, we omit the ǫ. Assumption A7 implies that(∫
Td
|H(x,Du(x, t))|pdx) 1p ≤ c (∫
Td
|Du|γpdx) 1p + C. By combining this with
Corollary 9.1 it follows that
(∫
Td
|H(x,Du(x, t))|pdx
) 1
p
≤ c
(∫
Td
|Du|γpdx
) 1
p
+ C
≤ c‖D2u‖
γ
2
Lp(Td)
‖u‖
γ
2
L∞(Td)
+ C.
Then,
‖H(x,Du)‖Lr(0,T ;Lp(Td)) ≤ c
(∫ T
0
(
‖D2u‖
γ
2
Lp(Td)
‖u‖
γ
2
L∞(Td)
)r) 1r
+ C
≤ c‖u‖
γ
2
L∞(0,T ;L∞(Td))
‖D2u‖
γ
2
Lr(0,T ;Lp(Td))
+ C,
where in the last inequality we used that γ2 < 1.
The proof of Theorem 1.3 ends the section.
Proof of the Theorem 1.3. As before, we omit the ǫ. By combining Lemmas 9.3
and 9.4 one obtains
‖D2u‖Lr(0,T ;Lp(Td)) ≤ c‖D2u‖
γ
2
Lr(0,T ;Lp(Td))
‖u‖
γ
2
L∞(0,T ;L∞(Td))
+ ‖g(m)‖Lr(0,T ;Lp(Td)) + C.
Set j = 2γ and define l by
1
j +
1
l = 1. Using Young’s inequality with ε, with
exponents j and l, it follows that
‖D2u‖Lr(0,T ;Lp(Td)) ≤ ‖g(m)‖Lr(0,T ;Lp(Td)) + ε‖D2u‖Lr(0,T ;Lp(Td))
+ C‖u‖
γ
2−γ
L∞(0,T ;L∞(Td))
+ C.
Absorbing the term ε‖D2u‖Lr(0,T ;Lp(Td)) on the left-hand side yields
‖D2u‖Lr(0,T ;Lp(Td)) ≤ c‖g(m)‖Lr(0,T ;Lp(Td)) + c‖u‖
γ
2−γ
L∞(0,T ;L∞(Td))
+ C,
which concludes the proof.
10 Improved regularity
Throughout this section we define, for 1 ≤ β0 < 2
∗
2
and
0 ≤ υ ≤ 1 < θ, (36)
bυ
.
=
d(α+ 1)β0θ
(α + 1)dυ + θβ0(d− 2)(1− υ) and aυ
.
=
α+ 1
1− υ . (37)
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Lemma 10.1. Let (uǫ,mǫ) be a solution of (3) and assume that A1-9 hold.
Suppose further that aυ and bυ are given as in (36) and (37) respectively. Then,
∥∥mǫ∥∥
Laυ (0,T ;Lbυ (Td))
≤ C + C
∥∥|DpH |2∥∥ rυ(1−
1
θ )
β0(θ−1)
Lr(0,T ;Lp(Td))
,
where
p >
d
2
and r =
p(d(θ − 1) + 2)
2p− d . (38)
Proof. For ease of presentation, we omit the ǫ. Ho¨lder inequality implies that∥∥m∥∥
Laυ (0,T ;Lbυ (Td))
≤ ∥∥m∥∥1−υ
Lα+1(0,T ;L
2∗(α+1)
2 (Td))
∥∥m∥∥υ
L∞(0,T ;Lθβ0(Td))
provided that, for some 0 ≤ υ ≤ 1, 1aυ = 1−υα+1 and 1bυ = 1−υ2∗(α+1)
2
+ υθβ0 , which hold
by (36) and (37). Because of Corollary 6.1 we have ‖m‖1−υ
Lα+1(0,T ;L
2∗(α+1)
2 (Td))
≤
C. On the other hand, from Theorem 1.2 it follows that
∥∥m∥∥υ
L∞(0,T ;Lθβ0(Td))
≤ C + C∥∥|DpH |2∥∥ rυ(1−
1
θ )
(θ−1)β0
Lr(0,T ;Lp(Td))
.
By combining the previous computations one obtains the result.
Lemma 10.2. Let (uǫ,mǫ) be a solution of (3) and assume that A1-9 hold.
Assume that
bυ
aυ
(aυ − α
α
)
>
d
2
. (39)
Then, ∥∥uǫ∥∥
L∞(0,T ;L∞(Td))
≤ C + C∥∥gǫ(m)∥∥
L
aυ
α (0,T ;L
bυ
α (Td))
Proof. The result follows by using Lemma 8.1 since (39) holds.
Lemma 10.3. Let (uǫ,mǫ) be a solution of (3) and assume that A1-9 hold. Let
ζ, p˜ and r˜ be such that
0 ≤ ζ ≤ 1, p˜
(
r˜ − 1
r˜
)
>
d
2
, (40)
where
1
p˜
.
=
1− ζ(
1 + 1α
)
d
d−2
+
ζ
bυ
α
(41)
and
1
r˜
.
=
1− ζ
1 + 1α
+
ζ
aυ
α
. (42)
Then
‖gǫ‖Lr˜(0,T ;Lp˜(Td)) ≤ C ‖gǫ‖ζ
L
aυ
α
(
0,T ;L
bυ
α (Td)
)
and
‖uǫ‖L∞(0,T ;L∞(Td)) ≤ C + C ‖gǫ(m)‖Lr˜(0,T ;Lp˜(Td)) .
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Proof. The second assertion follows from (40) along with Lemma 1.1. For the
first assertion, notice that Ho¨lder inequality implies
‖gǫ‖Lr˜(0,T ;Lp˜(Td)) ≤ ‖gǫ‖1−ζ
L1+
1
α
(
0,T ;L
2∗
2 (1+ 1α)(Td)
) C ‖gǫ‖ζ
L
aυ
α
(
0,T ;L
bυ
α (Td)
) .
Also, we have from Corollary 6.1 that ‖gǫ‖1−ζ
L1+
1
α
(
0,T ;L
2∗
2 (1+ 1α )(Td)
) < C, for
some C > 0. By combining these, the result follows.
Lemma 10.4. Let (uǫ,mǫ) be a solution of (3) and assume that A1-9 hold.
Suppose further that p > d2 and r is given as is (38). Then∥∥∥|DpH |2∥∥∥
Lr(0,T ;Lp(Td))
≤ C + C ‖Duǫ‖2(1−λ)(γ−1)
LF (0,T ;LG(Td))
,
where λ, F and G satisfy
0 ≤ λ ≤ 1, 1
2(γ − 1)r =
λ
γ
+
1− λ
F
(43)
and
1
2(γ − 1)p =
λ
γ
+
1− λ
G
, (44)
respectively.
Proof. Because of A8, we have that∥∥∥|DpH |2∥∥∥
Lr(0,T ;Lp(Td))
≤ C + C ‖Duǫ‖2(γ−1)
L2(γ−1)r(0,T ;L2(γ−1)p(Td))
.
On the other hand, Ho¨lder inequality implies that
‖Duǫ‖L2(γ−1)r(0,T ;L2(γ−1)p(Td)) ≤ ‖Duǫ‖λLγ(0,T ;Lγ(Td)) ‖Duǫ‖1−λLF (0,T ;LG(Td)) (45)
provided that (43) and (44) hold. Because of Proposition 4.1, we have Du ∈
Lγ(Td × [0, T ]). By combining this with the previous computation, the result
follows.
Lemma 10.5. Let (uǫ,mǫ) be a solution of (3) and assume that A1-9 hold.
Suppose further that (39)-(44),
F
γ
=
aυ
α
(46)
and
G
γ
=
bυ
α
(47)
hold. Then,
∥∥Duǫ∥∥
LF (0,T ;LG(Td))
≤ C∥∥gǫ∥∥ ζ2−γ+ ζ2
L
aυ
α (0,T ;L
bυ
α (Td))
+ C
∥∥gǫ∥∥ 1γ+ ζ2
L
aυ
α (0,T ;L
bυ
α (Td))
+ C.
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Proof. Inequality (35) implies that
‖Duǫ‖L2(γ−1)p(Td) ≤ C‖D2uǫ‖
1
2
L
2(γ−1)p
γ (Td)
‖uǫ‖
1
2
L∞(Td)
.
By noticing that γ < 2 it follows that
‖Duǫ‖L2(γ−1)p(Td) ≤ C‖D2uǫ‖
1
γ
L
2(γ−1)p
γ (Td)
‖uǫ‖ 12
L∞(Td)
+ C‖uǫ‖ 12
L∞(Td)
(48)
From (48) and Corollary 1.3 it follows that
‖Duǫ∥∥
LF (0,T ;LG(Td))
≤ C∥∥D2uǫ∥∥ 1γ
L
F
γ (0,T ;L
G
γ (Td))
∥∥uǫ∥∥ 12
L∞(0,T ;L∞(Td))
+ C
∥∥uǫ∥∥ 12
L∞(0,T ;L∞(Td))
and
∥∥D2uǫ∥∥ 1γ
L
F
γ (0,T ;L
G
γ (Td))
≤ C
∥∥gǫ(m)∥∥ 1γ
L
aυ
α (0,T ;L
bυ
α (Td))
+ C
∥∥uǫ∥∥ 12−γ
L∞(0,T ;L∞(Td))
+ C.
By combining these, one obtains
∥∥Duǫ∥∥
LF (0,T ;LG(Td))
≤ C∥∥gǫ(m)∥∥ 1γ
L
aυ
α (0,T ;L
bυ
α (Td))
∥∥uǫ∥∥ 12
L∞(0,T ;L∞(Td))
(49)
+ C
∥∥uǫ∥∥ 12−γ+ 12
L∞(0,T ;L∞(Td))
+ C
∥∥uǫ∥∥ 12
L∞(0,T ;L∞(Td))
.
Because of Lemma 10.3 we also have∥∥uǫ∥∥
L∞(0,T ;L∞(Td))
≤ C + C
∥∥gǫ∥∥ζ
L
aυ
α (0,T ;L
bυ
α (Td))
.
Hence, (49) becomes
∥∥Duǫ∥∥LF (0,T ;LG(Td)) ≤ C∥∥gǫ∥∥ 1γ+ ζ2
L
aυ
α (0,T ;L
bυ
α (Td))
+ C
∥∥gǫ∥∥ ζ2−γ+ ζ2
L
aυ
α (0,T ;L
bυ
α (Td))
+ C
∥∥gǫ∥∥ ζ2
L
aυ
α (0,T ;L
bυ
α (Td))
+ C
∥∥gǫ∥∥ 1γ
L
aυ
α (0,T ;L
bυ
α (Td))
+ C
≤ C
∥∥gǫ∥∥ ζ2−γ+ ζ2
L
aυ
α (0,T ;L
bυ
α (Td))
+ C
∥∥gǫ∥∥ 1γ+ ζ2
L
aυ
α (0,T ;L
bυ
α (Td))
+ C,
where the last inequality follows from Young’s applied to those terms with lower
exponents.
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Corollary 10.1. Let (uǫ,mǫ) be a solution of (3) and assume that A1-9 hold.
Suppose further that (39) holds. Then,
∥∥gǫ(m)∥∥
L
aυ
α (0,T ;L
bυ
α (Td))
≤ C + C
∥∥|DpH |2∥∥ rυα(1−
1
θ )
β0(θ−1)
Lr(0,T ;Lp(Td))
,
where p > d2 and r is given by (38).
Proof. Lemma 10.1 along with A4 leads to
∥∥gǫ(m)∥∥
L
aυ
α (0,T ;L
bυ
α (Td))
≤
∥∥mǫ∥∥α
Laυ (0,T ;Lbυ (Td))
≤ C+C
∥∥|DpH |2∥∥ rυα(1−
1
θ )
β0(θ−1)
Lr(0,T ;Lp(Td))
and the Corollary is established.
Corollary 10.2. Let (uǫ,mǫ) be a solution of (3) and assume that A1-9 hold.
Suppose further that (39)-(47) hold. Then,
∥∥Duǫ∥∥
LF (0,T ;LG(Td))
≤ C + C
∥∥Duǫ∥∥ (1−λ)(γ−1)(4ζ−γζ)(2−γ) rυα(1−
1
θ )
β0(θ−1)
LF (0,T ;LG(Td))
+ C
∥∥Duǫ∥∥ (1−λ)(γ−1)(2+γζ)γ rυα(1−
1
θ )
β0(θ−1)
LF (0,T ;LG(Td))
.
where p > d2 and r is given by (38).
Proof. Lemma 10.5 along with Corollary 10.1 leads to
∥∥Duǫ∥∥
LF (0,T ;LG(Td))
≤ C + C∥∥|DpH |2∥∥ (4ζ−γζ)2(2−γ) rυα(1−
1
θ )
β0(θ−1)
Lr(0,T ;Lp(Td))
+ C
∥∥|DpH |2∥∥ 2+γζ2γ rυα(1−
1
θ )
β0(θ−1)
Lr(0,T ;Lp(Td))
Furthermore, because of Assumption A8 and Lemma 10.4 we have
∥∥|DpH |2∥∥ (4ζ−γζ)2(2−γ) rυα(1−
1
θ )
β0(θ−1)
Lr(0,T ;Lp(Td))
≤ C + C∥∥Duǫ∥∥ (1−λ)(γ−1)(2+2ζ−ζγ)(2−γ) rυα(1−
1
θ )
β0(θ−1)
LF (0,T ;LG(Td))
and ∥∥|DpH |2∥∥ 2+γζ2γ rυα(1−
1
θ )
β0(θ−1)
Lr(0,T ;Lp(Td))
≤ C + C∥∥Duǫ∥∥ (1−λ)(γ−1)(2+γζ)γ rυα(1−
1
θ )
β0(θ−1)
LF (0,T ;LG(Td))
.
The result follows by combining the former computation.
Lemma 10.6. Let (uǫ,mǫ) be a solution of (3), assume that A1-10 hold. Then,∥∥Duǫ∥∥
LF (0,T ;LG(Td))
≤ C,
where F and G are given by (43) and (44), respectively.
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Proof. By Corollary 10.2, if (36)-(47) hold,
∥∥Duǫ∥∥
LF (0,T ;LG(Td))
≤ C + C
∥∥Duǫ∥∥ (1−λ)(γ−1)(4ζ−γζ)(2−γ) rυα(1−
1
θ )
β0(θ−1)
LF (0,T ;LG(Td))
+ C
∥∥Duǫ∥∥ (1−λ)(γ−1)(2+γζ)γ rυα(1−
1
θ )
β0(θ−1)
LF (0,T ;LG(Td))
.
Also,
(1− λ)(γ − 1)(4ζ − γζ)
(2− γ)
rυα
(
1− 1θ
)
β0(θ − 1) < 1 (50)
(1− λ)(γ − 1)(2 + γζ)
γ
rυα
(
1− 1θ
)
β0(θ − 1) < 1 (51)
have to be satisfied. The Lemma follows by combining Young’s inequality with
Lemma 2.1.
Theorem 10.1. Let (uǫ,mǫ) be a solution of (3) and assume that A1-10 hold.
Then, for any β > 1, ‖mǫ‖L∞(0,T ;Lβ(Td)) is bounded uniformly in ǫ.
Proof. For p > d2 , θ > 1 and r given by Lemma 10.6, we have by Theorem 1.2
that for any β > 1 there is rβ such that∫
Td
(mǫ)β(τ, x)dx ≤ C + C∥∥|DpH(x,Duǫ)|2∥∥rβLr(0,T ;Lp(Td)).
By combining (45) and Lemma 10.6 with A8 one obtains
‖|DpH(x,Duǫ)|2‖Lr(0,T ;Lp(Td)) ≤ C‖Duǫ‖2(γ−1)(1−λ)LF (0,T ;LG(Td)) + C ≤ C,
which establishes the Theorem.
Corollary 10.3. Let (uǫ,mǫ) be a solution of (3), assume that A1-10 hold.
Then, for any p, r > 1, ‖Duǫ‖Lr(0,T ;Lp(Td)), ‖D2uǫ‖Lr(0,T ;Lp(Td)) are bounded
uniformly in ǫ.
Proof. By Theorem 10.1, for any p, r > 1, ‖gǫ(mǫ)‖Lr(0,T ;Lp(Td)) is bounded
uniformly in ǫ. So are
∥∥uǫ∥∥
L∞(0,T ;L∞(Td))
and ‖D2uǫ‖Lr(0,T ;Lp(Td)), because of
Lemma 8.1 and Corollary 1.3. Finally, from Lemma 9.1
‖Duǫ‖L2r(0,T ;L2p(Td)) ≤ C‖D2uǫ‖
1
2
Lr(0,T ;Lp(Td))
‖uǫ‖
1
2
L∞(0,T ;L∞(Td))
.
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11 Lipschitz regularity
We now derive Lipschitz regularity for the solution uǫ. To do so we use the
non-linear adjoint method introduced in [Eva10], see also the applications in
[Tra11, ES11, CGMT13, CGTb, CGTa].
Theorem 11.1. Let (uǫ,mǫ) be a solution of (3), assume that A1-A10 hold.
Then Duǫ ∈ L∞(Td × [0, T ]), uniformly in ǫ.
Proof. We omit the ǫ. Note that u is a solution of the heat equation{
ut +∆u = f
u(x, T ) = ψ
(52)
with ψ ∈ W 1,∞(Td) and f ∈ La([0, T ] × Td) for any a > 1. We introduce the
adjoint equation
ρt −∆ρ = 0 (53)
with initial data ρ(·, τ) = δx0 . Multiplying (53) by νρν−1 and integrating, we
have for τ < s < T∫
Td
(ρν(x, T )−ρν(x, s))dx =
∫ T
s
∫
Td
νρν−1∆ρ =
4(1− ν)
ν
∫ T
s
∫
Td
|D(ρν/2)|2dxdt.
(54)
Because ρ(·, t) is a probability measure and 0 < ν < 1 we have ∫
Td
ρν(x, t)dx ≤
1. Thus ∫ T
τ
∫
Td
|Dρν/2|2dx dt ≤ ν
4(1− ν) .
Fixing a unit vector ξ ∈ Rd, we have the following representation formula
for the directional derivative uξ:
uξ(x0, τ)−
∫
Td
ψξρ(x, T ) = −
∫ T
τ
∫
Td
fξρ =
∫
τ
∫
Td
fρξ(x, T ). (55)
Note that
∣∣∫
Td
ψξρ(x, T )
∣∣ ≤ ‖ψ‖W 1,∞(Td). For 0 < ν < 1,∣∣∣∣∣
∫ T
τ
∫
Td
fρξ
∣∣∣∣∣ ≤
∫ T
τ
∫
Td
|f |ρ1− ν2 |ρ ν2−1Dρ|
≤‖f‖La([τ,T ]×Td)‖ρ1−
ν
2 ‖Lb([τ,T ]×Td)‖Dρ
ν
2 ‖L2([τ,T ]×Td),
for any 2 ≤ a, b ≤ ∞ satisfying 1a + 1b + 12 = 1. Therefore it suffices to bound
‖ρ1− ν2 ‖Lb([τ,T ]×Td), for some b > 2.
Let
d− 1
d
< ν < 1, and κ =
dν
dν + 2
. Then 1 − κ + 2κ2∗ν = κν , and therefore
1 <
ν
κ
<
2∗ν
2
. Moreover
ν
κ
> 2 − ν. Define b = νκ(1− ν2 ) > 2. By Ho¨lder
inequality we have(∫
Td
ρb(1−
ν
2 )
) 1
b(1− ν
2
)
=
( ∫
Td
ρb(1−
ν
2 )
) κ
ν ≤
(∫
Td
ρ
)1−κ( ∫
Td
ρ
2∗ν
2
) 2κ
2∗ν
.
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Recall that by Sobolev’s inequality we have
(∫
Td
ρ
2∗ν
2
) 2
2∗ ≤ C + C ∫
Td
|Dρ ν2 |2.
Therefore ∫
Td
ρb(1−
ν
2 ) ≤ C + C
∫
Td
|Dρ ν2 |2,
and then ∫ T
τ
∫
Td
ρb(1−
ν
2 ) ≤ C + C
∫ T
τ
∫
Td
|Dρ ν2 |2 ≤ C.
12 Improved regularity for the Fokker-Planck
equation
We proceed to obtain further regularity and integrability on mǫ and ηǫ ∗ mǫ
building upon the results in the previous sections. For convenience of notation
we will consider the convolution ηδ ∗ mǫ where δ ∈ {0, ǫ} with the natural
convention that η0 ∗mǫ = mǫ. We start with a modified version of Proposition
7.1:
Proposition 12.1. Let (uǫ,mǫ) be a solution of (3). Let ϕ : R → R be a C2
function, and let δ ∈ {0, ǫ}. Then
d
dt
∫
Td
ϕ(ηδ ∗mǫ)dx +
∫
Td
ϕ′′(ηδ ∗mǫ)Dx(ηδ ∗mǫ) · ηδ ∗ (mǫDpH)dx
= −
∫
Td
ϕ′′(ηδ ∗mǫ)|Dx(ηδ ∗mǫ)|2dx.
Proof. The proof follows by first convolving the second equation in (3) with ηδ,
then by multiplying it by ϕ′(ηδ ∗mǫ) and finally integrating in Td.
Proposition 12.2. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Let δ ∈ {0, ǫ}. For any β > 0, ηδ ∗mǫ ∈ L∞((0, T ), Lβ(Td)), Dx((ηδ ∗mǫ)β) ∈
L2(Td × [0, T ]). Additionally Dx ln(ηδ ∗mǫ) ∈ L2(Td × [0, T ]). Furthermore, all
the bounds are uniform in ǫ and δ.
Proof. Note that for 0 < β ≤ 1 the statement ηδ ∗mǫ ∈ L∞((0, T ), Lβ(Td)) is
immediate, so we discuss only the case β > 1. Since Dxu
ǫ is bounded, so is
|DpH(x,Dxuǫ)|. Thus applying Proposition 12.1 for ϕ(z) = zβ yields
d
dt
∫
Td
(ηδ ∗mǫ)βdx = −β(β − 1)
∫
Td
(ηδ ∗mǫ)β−2ηδ ∗ (mǫDpH)Dx(ηδ ∗mǫ)
− β(β − 1)
∫
Td
(ηδ ∗mǫ)β−2|Dx(ηδ ∗mǫ)|2dx (56)
≤ β(β − 1)
2
∫
Td
(ηδ ∗mǫ)β−2
(|ηδ ∗ (mǫDpH)|2 − |Dx(ηδ ∗mǫ)|2) dx
≤ C
∫
Td
(ηδ ∗mǫ)βdx− 2β − 1
β
∫
|Dx(ηδ ∗mǫ)β/2|2dx. (57)
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Estimate (57) follows from the fact that, because |DpH(x,Duǫ)| ≤ C and mǫ ≥
0, we have
|ηδ ∗ (mǫDpH)| ≤ Cηδ ∗mǫ. (58)
Consequently ηδ ∗mǫ ∈ L∞((0, T ), Lβ(Td)). Integrating (57) in time we get
2
β − 1
β
∫ T
0
∫
Td
|Dx(ηδ ∗mǫ)β/2|2dxdt ≤ C
∫ T
0
∫
Td
(ηδ ∗mǫ)βdxdt
+
∫
Td
(ηδ ∗mǫ)β(x, 0)dx −
∫
Td
(ηδ ∗mǫ)β(x, T )dx.
Thus Dx(ηδ ∗mǫ)γ ∈ L2((0, T )× Td) for γ > 1
2
.
Now Proposition 12.1 applied to ϕ(z) = ln z yields
d
dt
∫
Td
ln(ηδ∗mǫ)dx−
∫
Td
ηδ ∗ (mǫDpH)Dx(ηδ ∗mǫ)
(ηδ ∗mǫ)2 dx =
∫
Td
|Dx(ηδ ∗mǫ)|2
(ηδ ∗mǫ)2 dx,
from which it follows using (58)
∫ T
0
∫
Td
|Dx(ηδ ∗mǫ)|2
(ηδ ∗mǫ)2 dx ≤ C+2
∫
Td
ln(ηδ∗mǫ)(x, T )dx−2
∫
Td
ln(ηδ∗mǫ)(x, 0)dx.
By Jensen’s inequality∫
Td
ln(ηδ ∗mǫ)(x, T )dx ≤ ln
∫
Td
ηδ ∗mǫ(x, T )dx = ln
∫
Td
mǫ(x, T )dx = 0.
Therefore Dx ln(ηδ ∗mǫ) ∈ L2(Td × [0, T ]).
Let now 0 < β ≤ 12 . For q >
1
2β
let p be the conjugated exponent. Since
β − 1 = qβ−1q − 1p , we have
|Dx(ηδ ∗mǫ)β | = (1q |Dx(ηδ ∗mǫ)qβ |)
1
q (β|Dx ln(ηδ ∗mǫ)|)
1
p . (59)
Now we observe that by the previous two parts of the proof
(1q |Dx(ηδ∗mǫ)qβ |)
1
q ∈ L2q((0, T )×Td), (β|Dx ln(ηδ∗mǫ)|)
1
p ∈ L2p((0, T )×Td),
from which we conclude Dx(ηδ ∗mǫ)β ∈ L2(Td × [0, T ]).
Corollary 12.1. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Then D2xxu
ǫ, uǫt ∈ Lr([0, T ]× Td), for any r <∞. Furthermore, all the bounds
are uniform in ǫ.
Proof. Let f = H(x,Duǫ) − ηǫ ∗ (ηǫ ∗mǫ)α. Then f ∈ L∞([0, T ], Lr(Td)) by
Theorem 11.1 and Proposition 12.2. Since L∞([0, T ], Lr(Td)) ⊂ Lr([0, T ] ×
T
d), it follows by the regularity theory for the heat equation that D2xxu
ǫ, uǫt ∈
Lr([0, T ]× Td).
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Corollary 12.2. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Then D3xxxu
ǫ, D2xtu
ǫ ∈ L2([0, T ] × Td), Dxxuǫ ∈ L∞([0, T ], L2(Td)). Further-
more, all the bounds are uniform in ǫ.
Proof. Let f = H(x,Duǫ) − ηǫ ∗ (ηǫ ∗mǫ)α as in the proof of Corollary 12.1.
We claim that Dxf ∈ L2([0, T ]× Td). Indeed, since
Dx(H(x,Du
ǫ)) = DxH +DpHD
2
xxu
ǫ ∈ Lr([0, T ]× Td),
and so using Proposition 12.2 we conclude that Dxf ∈ L2([0, T ]× Td).
The result then follows by applying regularity theory to uǫxit + ∆u
ǫ
xi =
fxi.
Corollary 12.3. Let (uǫ,mǫ) be a solution of (3). Suppose that A110 hold.
Then D2xxm
ǫ,mǫt ∈ L2([0, T ]× Td), and Dxmǫ ∈ L∞([0, T ], L2(Td)).
Proof. We have Dxi(DpjH(x,Dxu
ǫ)) = D2xipjH + D
2
pjpkHD
2
xixku
ǫ from what
it follows, using Corollaries 12.1 and 12.2, that for any r <∞
Dx(DpH(x,Dxu
ǫ)) ∈ Lr([0, T ]× Td) ∩ L∞([0, T ], L2(Td)). (60)
We have
div(DpHm
ǫ) = div(DpH)m
ǫ +DpH ·Dxmǫ (61)
Since mǫ ∈ L∞([0, T ], Lr(Td)), for all r > 1, by Proposition 12.2, using (60)
we get div(DpH)m
ǫ ∈ L2(Td × [0, T ]). Also, by proposition 12.2, we have
Dxm
ǫ ∈ L2(Td × [0, T ]), and so DpH · Dxmǫ ∈ L2(Td × [0, T ]). Therefore
div(DpHm
ǫ) ∈ L2([0, T ] × Td). Applying regularity theory to mǫt − ∆mǫ =
div(DpHm
ǫ) we get the Corollary.
Corollary 12.4. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
There is r > d such that Dxm
ǫ, D2xxm
ǫ,mǫt ∈ Lr(Td × [0, T ]) and then mǫ ∈
C0,1−d/r(Td × [0, T ]).
Proof. We define inductively a finite increasing sequence β0 = 2, . . . , βN−1 ≤
d < βN such that the statement of the Corollary holds for r = βn and βn ≤ d.
Assuming βn ≤ d is already defined let βn+1 = (1 + 2d )βn. As usually, denote
by β∗n the Sobolev conjugated exponent to βn:
1
β∗n
= 1βn − 1d . By Ho¨lder and
Sobolev inequalities∫
Td
|Dxmǫ|βn+1 ≤
(∫
Td
|Dxmǫ|β
∗
n
) βn
β∗n
(∫
Td
|Dxmǫ|2
) βn
d
≤ ‖mǫ‖βn
W 2,βn
‖Dxmǫ‖
2βn
d
2 .
Integrating in the time variable
‖Dxmǫ‖βn+1Lβn+1(Td×[0,T ]) ≤ ‖m
ǫ‖βn
Lβn(0,T ;W 2,βn )
‖Dxmǫ‖
2βn
d
L∞([0,T ],L2(Td)
.
Taking into account (61), and the fact that div(DpH) ∈ Lp(Td × [0, T ]), for
any p > 1, mǫ ∈ L∞([0, T ], Lr(Td)) for any r > 1, DpH bounded, and the
above estimate for Dxm, we conclude that div(DpHm
ǫ) ∈ Lβn+1(Td × [0, T ]).
The statement of the Corollary for r = βn+1 then follows by standard parabolic
regularity. The Ho¨lder continuity is a consequence of Morrey’s theorem.
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Corollary 12.5. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Then D3xxxm
ǫ, D2xtm
ǫ ∈ L2(Td × [0, T ]), D2xxmǫ ∈ L∞([0, T ], L2(Td)).
Proof. We start by establishing that Dxx(DpHm
ǫ) ∈ L2(Td × [0, T ]).
Note that
D2xixk(DplHm
ǫ) = D2xixk(DplH)m
ǫ +Dxi(DplH)Dxkm
ǫ
+Dxk(DplH)Dxim
ǫ +D2xixkm
ǫ(DplH). (62)
The first term D2xixk(DplH)m
ǫ, since mǫ is bounded by Corollary 12.4, can be
estimated by showing that
D2xixk(DplH(x,Du
ǫ)) = D3xixkpjH +D
3
xipjplHu
ǫ
xlxk +D
3
pjplxkHu
ǫ
xlxi
+D3pjplpmHu
ǫ
xlxiu
ǫ
xmxk +D
2
pjplHu
ǫ
xlxixk ∈ L2(Td × [0, T ]). (63)
In the previous equationD3xixkpjH is bounded; D
3
xipjplHu
ǫ
xlxk , D
3
pjplxkHu
ǫ
xlxi ∈
L2(Td × [0, T ]), by Corollary (12.1); using that D2xxuǫ ∈ Lr(Td × [0, T ]), for
any r < ∞ we also get that D3pjplpmHuǫxlxiuǫxmxk ∈ L2(Td × [0, T ]); finally
D2pjplHu
ǫ
xlxixk is controlled thanks to Corollary 12.2.
The second term Dxi(DplH)Dxkm
ǫ and the third term Dxk(DplH)Dxim
ǫ
can be estimated by observing that Dxm
ǫ ∈ Lr(Td× [0, T ]), for some r > d ≥ 2,
by Corollary 12.4 and using (60) in the proof Corollary 12.3 which states that
Dx(DpH) ∈ Lr(Td× [0, T ]), for any r <∞. Hence, by taking r large enough we
have Dxi(DplH)Dxkm
ǫ, Dxk(DplH)Dxim
ǫ ∈ L2(Td × [0, T ]). Finally the last
term D2xixkm
ǫ(DplH), since DpH is bounded can be controlled by the estimate
for D2xxm
ǫ in Corollary 12.3. And so D2xixkm
ǫ(DplH) ∈ L2(Td × [0, T ]). From
which we conclude that D2xixk(DplHm
ǫ) ∈ L2(Td × [0, T ]). The proof ends by
applying standard regularity theory to mǫxit −∆mǫxi = (div(DpHmǫ))xi .
13 Further regularity by the Hopf-Cole trans-
formation
To simplify the notation, throughout this Section we will omit the ǫ as all
the estimates previously obtained are uniform in ǫ. We use the log transform
w = lnm, then w solves
wt = div(DpH(x,Dxu)) +DpH(x,Dxu)Dw + |Dw|2 +∆w. (64)
Therefore w is the value function for the following stochastic optimal control
problem
w(x, t) = sup
v
E
[
(w(x(0), 0)
+
∫ t
0
(divDpH)(x, Dxu(x, s))− |v −DpH(x, Dxu(x, s))|
2
4
ds)
]
,
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where the supremum is taken over all bounded and progressively measurable
controls v,
dx = vds +
√
2dWt−s, x(t) = x
and Ws is a d-dimensional Brownian motion.
This implies the following Lax-Hopf estimate:
w(x, t) ≥
∫ t
0
∫
Td
(
div(DpH)− 1
4
|b−DpH |2
)
ζ(x, y, s)dyds (65)
+
∫
Td
w(y, 0)ζ(x, y, 0),
where b is any smooth vector field b : Td × [0, t]→ Rd, and ζ is a solution of
ζs +∆ζ = div(bζ), (66)
with ζ(x, y, t) = δx(y).
Corollary 13.1. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Set w = lnm. If r > d we have
w(x, t) ≥ −C − C‖ div(DpH)‖L2(0,t;Lr(Td)) +
∫
Td
w(x, 0)θ(y, t)dy, (67)
where θ(y, s) is the heat kernel with θ(·, 0) = δx, and q is the conjugated exponent
to r, 1q +
1
r = 1.
Proof. Take b = 0 in (65) and recall that DpH(x,Dxu) is bounded.
−
∫
Td
div(DpH)θ(y, t− s)dy ≤ ‖ div(DpH(·, Dxu(·, s))‖r‖θ(·, t− s)‖q
≤ C‖ div(DpH(·, Dxu(·, s))‖r(t− s)− d2r .
Thus
−
∫ t
0
∫
Td
div(DpH)θ(y, t− s)dyds ≤ C‖ div(DpH)‖L2(0,t;Lr(Td)).
The optimal drift b in (65) is given by the following Proposition
Proposition 13.1. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Set w = lnm. Consider the solution ρ to the adjoint equation
ρt +∆ρ = div((DpH + 2Dw)ρ) (68)
with terminal data ρ(·, t) = δx0 . Then
w(x0, t) =
∫ t
0
∫
Td
(divDpH − |Dw|2)ρ+
∫
Td
w(x, 0)ρ(x, 0). (69)
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Proof. Multiply (64) by ρ and (68) by w and integrate. Then using integration
by parts we obtain (69).
Corollary 13.2. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Set w = lnm and let ρ solve (68). Suppose r > d. Let q be the conjugate
exponent to r, that is 1r +
1
q = 1. Then∫ t
0
∫
Td
|Dw|2ρ ≤ C + C‖ρ‖L2(0,t;Lq(Td)). (70)
Proof. Recalling the estimate (67) from Corollary 13.1
∫ t
0
∫
Td
|Dw|2ρ =
∫ t
0
∫
Td
divDpHρ+
∫
Td
w(x, 0)ρ(x, 0) − w(x0, t)
≤ C + C‖ div(DpH)‖L2(0,t;Lr(Td))‖ρ‖L2(0,t;Lq(Td)) +
∫
Td
w(x, 0)ρ(x, 0)dx.
The result follows from (60).
Proposition 13.2. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Set w = lnm and let ρ solve (68). For ν < 1
‖Dρν/2‖2L2(0,t;L2(Td)) ≤ C + δ1
∫ t
0
∫
Td
|Dw|2ρdxdt.
Proof. Multiply (68) by νρν−1 and integrate by parts to obtain
d
dt
∫
Td
ρνdx+
4(1− ν)
ν
∫
Td
|Dρ ν2 |dx = ν(1− ν)
∫
Td
(DpH + 2Dw)ρ
ν−1Dρdx.
Since 0 < ν < 1 and because ρ is a probability measure, the former computation
implies
∫ T
0
∫
Td
|Dρ ν2 | dxdt ≤ C + C
∫ T
0
∫
Td
|(DpH + 2Dw)|ρν−1|Dρ| dx
≤ C + C
∫ T
0
∫
Td
|DpH |ρν−1|Dρ|+ C
∫ T
0
∫
Td
|Dw|ρν−1|Dρ|
≤ C + C
∫ T
0
∫
Td
|DpH |2ρν + C
∫ T
0
∫
Td
|Dw|2ρν
+ δ
∫ T
0
∫
Td
|Dρ ν2 | dxdt,
where the last inequality follows from a weighted Cauchy inequality. The result
follows the Proposition 12.2 combined with the facts that u is Lipschitz, ρ is a
probability measure, 0 < ν < 1 and ρν ≤ Cδ1 + δ1ρ.
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Corollary 13.3. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Set w = lnm and let ρ solve (68). Assume r > d. Let q be the conjugate
exponent to r, that is 1r +
1
q = 1. Then∫ t
0
∫
Td
|Dρν/2|2dx dt ≤ C + Cδ‖ρ‖L2(0,t;Lq(Td)).
Proof. This result follows by using Corollary 13.2 in the estimate given by
Proposition 13.2.
Proposition 13.3. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Set w = lnm and let ρ solve (68). Set µ =
1− 1
q
ν− 2
2∗
. If 2µ < 1, then
‖ρ‖L2(0,t;Lq(Td)) ≤ C + C‖Dρν/2‖2µL2(0,t;L2(Td)).
Proof. Recall that for any 1 ≤ p0 < p1 < ∞, 0 < θ < 1 we have ‖f‖pθ ≤
‖f‖θp1‖f‖1−θp0 , where pθ is given by 1pθ = θp1 + 1−θp0 . Let p1 = 1, p0 = 2
∗ν
2 . Then
for pθ = q, we have 1− θ = 1−
1
q
1− 1
p0
. By Sobolev’s inequality
(∫
Td
ρ
2∗ν
2 (x, t)
) 1
2∗ ≤
C+C
(∫
Td
|D(ρ ν2 )(x, t)|2dx) 12 , and so ‖ρ(·, t)‖ 2∗ν
2
≤ C+C‖D(ρ ν2 )(·, t)‖
2
ν
2 . Using
‖ρ(., t)‖1 = 1 and we conclude that
‖ρ(·, t)‖q ≤ C + C‖D(ρ ν2 )(·, t)‖2µ2 ,
with µ = 1−θν . Then, if 2µ < 1, by Jensen’s inequality
‖ρ‖2L2(0,t;Lq(Td)) ≤ C + C‖D(ρ
ν
2 )‖4µ
L2(0,t;L2(Td))
.
Remark. Let r be the conjugate exponent to q, 1r +
1
q = 1. Then
µ =
1− 1q
ν − 22∗
=
1
r(ν − 22∗ )
=
1
r(ν − 1 + 2d)
.
For ν close to 1 and r > d, we have 2µ < 1. In general 2µ < 1 provided
ν >
2
r
+
2
2∗
. (71)
Corollary 13.4. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Set w = lnm and let ρ solve (68). Suppose r > d. Let q be the conjugate
exponent to r, that is 1r +
1
q = 1, and suppose (71) holds. Then
‖ρ‖L2(0,T ;Lq(Td)) ≤ C,
∫ t
0
∫
Td
|Dw|2ρ ≤ C,
and
‖Dρν/2‖2L2(0,T ;L2(Td)) ≤ C.
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Proof. The assertions of the Corollary follow by combining Corollary 13.2,
Proposition 13.3 and Corollary 13.3 with elementary inequalities.
Theorem 13.1. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Set w = lnm, and let ρ solve (68). Then, lnm is Lipschitz, and hence m is
bounded by above and below.
Proof. Differentiate equation (64) with respect to a direction determined by a
unit vector ξ ∈ Rd. Then
wξt = (divDpH(x,Dxu))ξ+[DpH(x,Dxu)]ξDw+(DpH(x,Dxu)+2Dw)Dwξ+∆wξ.
Integrate the previous identity with respect to ρ, then
wξ(x0, t) =
∫ t
0
∫
Td
((divDpH)ξ + (DpH)ξDw)ρ dx ds +
∫
Td
wξ(x, 0)ρ(x, 0)dx.
(72)
The proof ends if we manage to obtain an uniform bound in the integral terms of
(72). We first address the term
∫ t
0
∫
Td
(divDpH)ξρ. As previously, we integrate
by parts and therefore it suffices to bound
∣∣∣∫ t0 ∫Td(divDpH)ρξ
∣∣∣. Recall also,
that by (60) we have divDpH ∈ Lp(Td × [0, T ]) for any p <∞. We have, for ν
close enough to 1,∣∣∣∣
∫ t
0
∫
Td
(divDpH)ρξ
∣∣∣∣ ≤ C
∫ t
0
∫
Td
| divDpH |ρ1− ν2Dρ ν2
≤ C
(∫ t
0
∫
Td
| divDpH |2ρ2−ν
)1/2
.
This term is bounded provided we can show that, for some ν close enough
to 1 we have ρ2−ν ∈ Ls, for some s > 1. It is indeed the case since ρ ∈
L∞([0, T ], L1) ∩ L2([0, T ], Lq).
Secondly we consider the term
∫ t
0
∫
Td
(DpH)ξDwρdxds. From (60) we have
(DpH)ξ ∈ Lp(Td × [0, T ]) for any p < ∞. Let r > d and q be the conjugate
exponent, then∫ t
0
∫
Td
(DpH)ξDwρ ≤
∫ t
0
‖(DpH)ξ‖2r‖√ρ‖2q‖Dw√ρ‖2
≤ ‖(DpH)ξ‖L4(0,t;L2r(Td))‖ρ‖
1
2
L2(0,t;Lq(Td))
(∫ t
0
∫
Td
|Dw|2ρ
) 1
2
.
This is clearly bounded by the bounds on (DpH)ξ.
14 Limit as ǫ→ 0
In this section we investigate the behavior of the approximated solutions (uǫ,mǫ)
to (3) as ǫ→ 0.
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Lemma 14.1. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold. Then
there exist γ ∈ (0, 1) and C > 0 such that
‖uǫ‖C0,γ(Td×[0,T ]) ≤ C,
uniformly in ǫ. Furthermore there exists u ∈ C0,γ (Td × [0, T ]), for some γ ∈
(0, 1), such that uǫ → u through some sub-sequence, in C0,γ (Td × [0, T ]).
Proof. Since Dxu
ǫ ∈ L∞ (Td × [0, T ]) we have Dxuǫ ∈ Lp (Td × [0, T ]), for
every p < ∞. Also, Corollary 12.1 yields ‖uǫt‖Lp(Td×[0,T ]) ≤ C, for every p <
∞. Then Morrey’s inequality implies the result. The convergence follows from
Ascoli-Arzela theorem.
Lemma 14.2. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Then, there exists m ∈ C0,γ (Td × [0, T ]), for some γ ∈ (0, 1), such that mǫ → m
through some sub-sequence in C0,γ (Td × [0, T ]).
Proof. We note that because of Corollary 12.4 we have mǫ ∈ C0,γ (Td × [0, T ]),
uniformly in ǫ. Then, the family (mǫ)ǫ is equicontinuous and equibounded.
Hence, by Ascoli-Arzela theorem, mǫ converges to some function m as ǫ → 0,
through a sub-sequence if necessary, and the limit m satisfies the same uniform
estimates as mǫ. Since mǫ is uniform continuous, the result follows.
Corollary 14.1. Let (uǫ,mǫ) be a solution of (3). Suppose that A1-10 hold.
Hence, the limit of mǫ as ǫ→ 0 is a weak solution of
mt − div (DpH(x,Du)m) = ∆m.
Proof. We start by noticing that because of Corollary (12.2) we have Duǫ is
pre-compact in, for instance, L2([0, T ], L2(Td)). Therefore, through a sub-
sequence, Duǫ → Du both in L2([0, T ], L2(Td)) and almost everywhere. Let
φ ∈ C∞c
(
(0, T )× Td) be arbitrary. Multiply the equation for mǫ by φ and
integrate to obtain
0 =
∫ T
0
∫
Td
(mǫt − div(DpHmǫ)−∆mǫ)φdxdt.
Integrating by parts and taking limits one obtains
0 = lim
ǫ→0
(∫ T
0
∫
Td
−φtmǫ +DpHDφmǫ −∆φmǫdxdt
)
=
∫ T
0
∫
Td
(−φt +DpHDφ−∆φ)mdxdt,
where the second equality follows from Lemmas 14.2 and 14.1. This concludes
the proof.
Next we present the proof of Theorem 1.1.
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Proof of Theorems 1.1. We firstly notice that Lemma 14.1 and Corollary 12.4
ensure that uǫ and mǫ are Ho¨lder continuous, uniformly in ǫ. Furthermore,
because of Lemmas 14.2 and 14.1, we have that uǫ → u in C0,γ(Td × [0, T ]) as
well as mǫ → m in C0,γ(Td × [0, T ]), as ǫ→ 0.
From Corollary 14.1 it follows that m is a weak solution to
mt − div(DpH(x,Du)m) = ∆m.
Because uǫ is Lipschitz and mǫ converges uniformly, by combining Lemma 14.1
with Lemma 14.2, it follows that u is a viscosity solution to
−ut +H(x,Du) = ∆u+ g(m).
From the regularity results that we obtained for (uǫ,mǫ), a simple bootstrap-
ping argument by differentiating repeatedly the equations and using parabolic
regularity ensures that (uǫ,mǫ) satisfy uniform bounds in any Sobolev space.
By noticing that (u,m) inherits the regularity of (uǫ,mǫ), one concludes the
proof.
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