Abstract. In this paper a sequence of model transformation languages L0, L1, L2 is defined. The first language L0 is very simple, and for this language it is easy to build an efficient compiler to C++. The next language L1 is an extension of L0, and it contains powerful pattern definition facilities. The last language L2 is of sufficiently high level and can be used for implementation of traditional pattern-based high level model transformation languages, as well as for the development of model transformations directly. For languages L1 and L2 efficient compilers have been built using the bootstrapping method: L1 to L0 in L0, and L2 to L1 in L1. The results confirm the efficiency of model transformation approach for domain specific compiler building.
Introduction
A well known fact is that the heart of the most advanced software engineering technology MDA [1] is model transformation languages. In recent years the main emphasis has been on the development of industrial transformation languages [2, 3, 4, 5, 6, 7] . For most of the transformation languages there is an implementation. However, there has been no thorough research on transformation language implementation, especially on the efficiency aspects. On the other hand, there have been only a few attempts to use transformation languages for defining their compilers (to use bootstrapping) [5, 7, 8] . It is a little bit strange taking into the account that the main idea of MDA is to use transformation languages for transforming formal design models also a sort of language. Most of the MDA success stories are related to Domain Specific Languages there the corresponding transformations are in fact compilers. One of the goals of this paper is demonstrate the usability and efficiency of transformation languages namely for defining compilers for transformation languages.
The other goal is to propose a very simple, but at the same time sufficiently high level, transformation language L2 which can be used in practice for direct development of model transformations.
The main results of this paper are the following: -a sequence of transformation languages L0, L1, L2 is offered and each language is obtained from the previous one by adding some features. The final language L2 is of pretty high level (it contains a kind of patterns, loops, etc.) -the first of languages L0 is very simple. It contains only the basic transformation facilities and its complete description can be given in less than two pages (see Section 2). For this language it is easy to build an efficient compiler to C++ -a compiler from L i+1 to L i (i = 0,1) can be easily specified in L i (this can be done also in L0). This acknowledges the efficiency of using transformation languages for building their compilers as long as an appropriate for bootstrapping language sequence has been found -the last language in the sequence L2 is of sufficiently high level for traditional pattern-based high level model transformation languages (such as MOLA [6] ) to be compiled to it in a natural way, with the compiler also being easily definable in L2.
The language L0 and henceforth also L i include also the basic facilities for defining metamodels, in order to make these languages self-contained.
The Base Language L0
The purpose of this section is to give a brief overview of the transformation language L0. This language is a rather low level procedural textual language, with control structures mostly taken from assembler-like languages (and syntax influenced by C++). The basic setting of L0 is as for any transformation language -we process a model, which is an instance of metamodel (MOF style). But the language constructs which are specific to model transformations have been chosen to be as simple as possible.
Basically these constructs give the programmer the ability to: -iterate through instances (both links and objects), -create/delete objects and links, -read/write (change) object attribute values. 
