We consider the filtering problem for linear models where the driving noises may be quite general, non-white and non-Gaussian, and where the observation noise may only be known to belong to a finite family of possible disturbances. Using diffusion approximation methods, we show that a certain nonlinear filter minimizes the asymptotic filter variance. This nonlinear filter is obtained by choosing at each moment, on the basis of the observations, one of a finite number of Kalman-type filters driven by a suitable nonlinear transformation of the "innovations". As a byproduct we obtain also the asymptotic identification of the a-priori unknown observation noise disturbance. By yielding an asymptotically efficient filter in face of an unknown observation noise, our approach may also be viewed as a robust approach to filtering for linear models.
1 Setting of the problem. Formulation of main result 1 . Consider the filtering problem for the linear model
where X t represents an unobserved signal andẎ t is the corresponding observation.
In contrast to the Kalman-Bucy filtering model, the driving noises may be quite arbitrary, for example non white noises, provided they are stationary and ergodic.
Intuitively it is clear that the Kalman filter can be applied if the processes V 
Since this filter is not optimal, the immediate question is : how good is it? This issue was studied in [4] and [6] , where it was shown that under appropriate conditions
If the noises ξ t and η t are Gaussian, the filter (1.3) cannot be improved in an easy way (see examples in [6] and [7] ). On the other hand, if η t is a non-Gaussian process, the parameter B 2 could be large and, as follows from (1.3), P t may be bigger than any practically admissible filtering error. As was shown in [6] , the filtering error can be made smaller than that corresponding to filter (1.3), if a preliminary nonlinear transformation is applied to the observations. To explain this method in more detail, assume that ε is a small positive parameter and, given two stationary and ergodic processes ξ t , η t , let ) the limiting Kalman-Bucy model (see [6] )
with Wiener processes V t and W t , where
and 10) and use the Kalman-type filter
As in the previous case, it can be shown that
Relations (1.4) and (1.12) as well as the Riccati equations in (1.3) and (1.11) allow to compare filters with and without limiter H(x) in the observations and to conclude that the "signal-to-noise ratio" (
2 defines an index for the quality of filtering: the larger is this "signal-to-noise ratio" the smaller is the filtering error. As can be seen from (1.9) and (1.10), this "signal-to-noise ratio" depends also on the statistical properties of the process (η t ). If these properties are known, one can choose an optimal limiter by maximizing the "signal-to-noise ratio" (more details for its implementation can be found in [7] ). In reality, the true observation noise process is generally unknown; what one may however reasonably assume to know is that it belongs to a given finite family {η ε,i t , i = 1, ..., n} of processes. The situation then becomes similar to that in Robust Statistics in the sense that we have a family of possible filters (the filters in (1.11) that are parametrized by H) and a family of possible observation noise disturbances : instead of choosing an optimal H (and with it an optimal filter among those of the type (1.11)) for a specific observation noise process, one would rather like to determine a filter ( not necessarily a linear filter of the type in (1.11)) that performs well even if a-priori one does not know which among the possible observation noise disturbances is the true one. The criterion of "goodness" will be the asymptotic (for ε → 0) filter error (filter variance).
2. In this paper we thus consider the situation when, instead of one noise process η ε t , we have the finite family of possible processes {η A method for identifying r can now be based on the fact that the process 
For each fixed i choose j(i) to maximize the "signal-to-noise ratio":
Denoting by A i and B i the quantities A i,j(i) and B i,j(i) , consider the Riccati equatioṅ
which corresponds to a Kalman-Bucy model of type (1.8) with A H = A i , B H = B i , and consequently to the Kalman-type filter
where
Consider then, for i = 1, ..., n, a second filtering estimateX
and define, for i = 1, ..., n,
as well asr
The filtering estimateX ε t , given the observationsẎ ε s , s ≤ t, can now be defined by the following formula:
(1.24) Theorem 1.1 For each fixed t > ∆ > 0, denoting by r the true value of the parameter i, we have
Notice that the asymptotic filter error P r t is the best possible one in the sense that, if the value of r is known, it coincides with the error of the Kalman filterX r t given by (1.20) , which is the optimal filter for the linear-Gaussian model (1.8) 
in which
The main contribution of this paper is now twofold: from a theoretical point of view, we show how to use diffusion approximation methods for constructing nonlinear filtering schemes for a large class of linear models driven by observation noises of rather complicated nature. From a practical point of view these nonlinear filters are robust in the sense that they are asymptotically efficient when the observation noise is not exactly known, but may belong to a finite family of possible noises. In addition, our results allow also to evaluate for small ε the filtering error
for which a direct calculation would be impossible. We add a remark concerning possible relations of our robust filtering approach with robust approaches in statistical estimation theory (see [2] and [3] ). In the latter context, besides a minimax approach, one considers an approach that, given a nominal model, aims at finding an estimator that balances robustness versus efficiency at the nominal model. Our approach does not follow this latter line, also because we avoid considering a preferred "nominal model"; furthermore, our robust filter is essentially given by the optimal linear filter for a "limit model" applied to nonlinear transformations of the "innovations". What comes closest to a "nominal model" in our case is therefore the "limit model". We also mention that, for discrete time filtering, a robust approach in a setting different from ours but closer in spirit to robust statistical estimation theory, appears in [10] . On the other hand, a robust approach to discrete time filtering, which bears some analogy with that of the present paper and which is based on results in [6] , is presented in [9] .
The proof of Theorem 1.1 is given in Section 4. It is based on diffusion approximation results and properties of limit processes which are given in Sections 2 and 3. Results of a more technical nature, interesting in their own right, are moved to an appendix section (Section 5).
All assumptions under which Theorem 1.1 is proved, are given in the next Section.
2 Assumptions. Diffusion approximation result 1 . For notational convenience we use ||γ|| p , p > 1 for (E|γ| p ) 1/p ; for simplicity we assume that ε ∈ (0, 1].
Throughout the paper we make the following assumptions:
we let equation (1.18) be subject to
.., n) t∈R is a strictly stationary ergodic process which is independent of X 0 ; (ξ t ) t∈R and (η i t , i = 1, ..., n) t∈R are independent.
2. Consider the random process
n).
We show that this process can, for small ε, be associated with the limit process
where (X t ) is defined by (1.2) subject to
and
Notice that, for i = r, the processX r,i t coincides withX i t in (1.19). For brevity, the notation L − lim ε→0 is used below for denoting weak convergence in the SkorokhodLindvall topology.
Theorem 2.1 Under assumptions (A.1) -(A.4) we have
Proof: Details are as in the proofs of [6] and so we give here only a sketch. We represent X ε t ,X ε,i t as 
where V t is a Wiener process and b 2 is given in (1.9). We thus have
To give the description of the right hand side of (2.4) corresponding toX ε,i t , notice first that from (1.21) and (1.13) we havê
where 0 ≤ θ s ≤ 1. Under assumption (A.4) the integral t 0 H j(i) (η r s )ds can be decomposed into: 
The concluding estimates and arguments of proof for the convergence
are similar to those in [6] . The full statetment of the theorem follows from (2.11) since A ε,i t can be represented as A The last relation holds since
where 0 ≤θ s ,θ s ≤ 1 and, by considerations similar to proof of (5.8) in [6] , 
Corollary. Let r be true parameter value. Then for any fixed t > ∆ > 0, A ε,i t converges in the distribution to the random variable
A i t = [A r,j(i) − A i,j(i) ] t t
−∆X r,i s ds (see the definition (2.3)) and evidently
Proof: Taking into account assumption (A.5), only inequality
needs to be checked. From (1.2) and (2.2) it follows that (X t ,X r,i t ) forms a Markov diffusion process:
Consider a new pair of diffusion processes (X t ,Ẑ i t ) witĥ
It is well known (see e.g. [8] ) that for any t > 0 the distributions of the processes (X s ,X r,i s ) 0≤s≤t and (X s ,Ẑ i s ) 0≤s≤t are equivalent and so (3.3) holds if and only if
From the definition ofẐ i s it follows that it is a Gaussian process and so the random variable Thus we have
By the Corollary to Theorem 2.1, A ε,i t converges in the distribution as ε → 0 to A i t and so, taking into account that the set {|x| ≤ 2ρ} is closed, we obtain lim sup
On the other hand, again by the Corollary to Theorem 2.1, we have lim ε→0 P(|A
Hence we find that for any ρ > 0 lim sup
From Lemma 3.2 it follows that|A i t | is positive P-a.s. for all i = r and so the first statement of the Theorem holds by the arbitrariness of ρ.
2. To check the second statement note that
By virtue of the just proved first statement, only
has to be checked where, we recall, r denotes the true value of the parameter i. 
The uniform integrability of the above mentioned family takes place if
To check the first relation in (4.1) use (1.6). Applying repeatedly Hölder's inequality, we arrive at (s < t):
The Gronwall-Bellman inequality implies that the first relation in (4.1) holds if
By virtue of (1.5)
, we now apply Theorem 5.1 (see the next Section), according to which
i.e. (4.2) holds.
To check the second relation in (4.1), using (1.22), we get for 
i.e. (4.4) holds. Proof: By Lemma 9.2.1. in [5] there exists a semimartingale (L t ) t≥0 , where
such that (L t , γ t ) t≥0 is a strictly stationary process and
is a square integrable martingale with paths in the Skorokhod space D = D [0,∞) and with strictly stationary increments. We thus have
and so
Noticing that (5. 
By the Burkholder-Gundy inequality for p = 4 (see p.75 in [5] )
where C 4 is some absolute constant and [M, M ] t is the quadratic variation of M t . Therefore All terms in the right hand side of (5.12) are already of the required form in the right hand side of (5.9), only E sup s≤t | s 0 L u− dM u | 2 has to be evaluated. To this end we show first that 
