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ABSTRACT
Possible future changes of North Atlantic hurricane intensity and the attribution of past hurricane intensity
changes in the historical period are investigated using phase 5 of the Climate Model Intercomparison Project
(CMIP5), multimodel, multiensemble simulations. For this purpose, the potential intensity (PI), the theo-
retical upper limit of the tropical cyclone intensity given the large-scale environment, is used.
The CMIP5 models indicate that the PI change as a function of sea surface temperature (SST) variations
associated with the Atlantic multidecadal variability (AMV) is more effective than that associated with cli-
mate change. Thus, relatively small changes in SST due to natural multidecadal variability can lead to large
changes in PI, and the model-simulated multidecadal PI change during the historical period has been largely
dominated by AMV. That said, the multimodel mean PI for the Atlantic main development region shows a
significant increase toward the end of the twenty-first century under both the RCP4.5 and RCP8.5 emission
scenarios. This is because of enhanced surface warming, which would place the North Atlantic PI largely
above the historical mean by the mid-twenty-first century, based on CMIP5 model projection.
The authors further attribute the historical PI changes to aerosols and greenhouse gas (GHG) forcing using
CMIP5 historical single-forcing simulations. The model simulations indicate that aerosol forcing has been
more effective in causing PI changes than the corresponding GHG forcing; the decrease in PI due to aerosols
and increase due to GHG largely cancel each other. Thus, PI increases in the recent 30 years appears to be
dominated by multidecadal natural variability associated with the positive phase of the AMV.
1. Introduction
The projected change in future hurricane intensity
as a result of anthropogenic forcing is a topic of great
societal concern due to the disastrous consequences
associated with tropical storms. As recent examples, the
infamous Hurricane Katrina in 2005 and Hurricane
Sandy in 2012 brought huge amounts of damage to the
Gulf Coast and the U.S. Northeast, respectively
(Graumann et al. 2005; Blake et al. 2013). The total es-
timated damage due to Hurricane Katrina exceeded
USD 100 billion, and the death toll exceeded 1300. The
storm also resulted in a displacement of 250 000
people, a higher number than theDust Bowl years of the
1930s (Graumann et al. 2005). Hurricane Sandy also
caused widespread impacts, including 72 storm-associated
deaths, a total of 650000 houses that were either damaged
or destroyed, 8.5 million customers left without power
for an extended period of time, and a total of over USD
50 billion in damages (Blake et al. 2013).
Recent studies using a globally consistent reanalysis of
hurricane intensity (Kossin et al. 2007, 2013; Elsner et al.
2008) have shown a robust upward trend of Atlantic hur-
ricane intensity in the last decades. Emanuel (2005)
showed that the North Atlantic tropical cyclone power
dissipation, defined as the integral over the life span of past
storms’maximum surfacewind speed cubed, has increased
substantially since the 1970s and followed closely the rise
in tropical North Atlantic sea surface temperatures (SSTs)
during the same period.
Ting et al. (2009) used the signal-to-noise maximizing
empirical orthogonal function (S/N EOF) analysis to sep-
arate the radiatively forced component of surface tem-
perature from the internal multidecadal variations and
*Lamont-Doherty EarthObservatory Contribution Number 7880.
Corresponding author address:Mingfang Ting, Lamont-Doherty
Earth Observatory, Columbia University, 61 Route 9W, Palisades,
NY 10964.
E-mail: ting@ldeo.columbia.edu
3926 JOURNAL OF CL IMATE VOLUME 28
DOI: 10.1175/JCLI-D-14-00520.1
 2015 American Meteorological Society
found that the Atlantic main development region (MDR)
SSTs have increased significantly as a result of both
global warming and the upward phase of the Atlantic
multidecadal variability (AMV) since the 1970s. DelSole
et al. (2011) also showed that the nonuniformwarming of
the observed global mean SST, such as the accelerated
warming during 1977–2008, was largely due to internal
multidecadal variability. Thus, it is extremely important
to understand the relative contribution of external radi-
ative forcing versus internal multidecadal variability to
the recent hurricane intensity increase in order to better
project future hurricane intensity changes.
It is generally expected that the probability distribution
of tropical cyclone intensity will shift toward stronger
storms in the future (e.g., Emanuel 1987, 2013; Bengtsson
et al. 1996, 2007; Henderson-Sellers et al. 1998; Knutson
et al. 1998; Knutson and Tuleya 2004; Knutson et al. 2010,
2013; Murakami et al. 2012), potentially leading to in-
creased damage by these storms (Emanuel 2011; Lin et al.
2012; Mendelsohn et al. 2012). Previous studies have
shown this shift theoretically (e.g., Emanuel 1987; Holland
1997), using high-resolution modeling studies (e.g.,
Knutson and Tuleya 2004; Bender et al. 2010; Hill and
Lackmann 2011; Knutson et al. 2010, 2013; Murakami
et al. 2012; Maloney et al. 2014), as well as using statistical
analysis (Zhao and Held 2010; Villarini and Vecchi 2013)
and other downscaling techniques (Emanuel et al. 2008;
Emanuel 2013). However, projections of the hurricane
potential intensity (PI; Emanuel 1988) based on phase 3 of
the Climate Model Intercomparison Project (CMIP3)
models’ twenty-first-century simulations, particularly in
the Atlantic basin, have not shown a consistent upward
trend (Vecchi and Soden 2007; Vecchi et al. 2008). The
latter papers argue that changes in both local and remote
SST contribute to the PI changes, and it is the relative
warming of the local SST with respect to the tropic-wide
warming that determines the hurricane intensity, as dis-
cussed in Swanson (2007, 2008). For the tropical North
Atlantic, since local warming is weaker than the tropic-
wide warming due to anthropogenic forcing, the PI shows
no obvious trend in the twenty-first century (Fig. 2 in
Vecchi and Soden 2007). More recently, Emanuel and
Sobel (2013) showed that, while relative SST is a good
proxy for potential intensity when forcing is strictly local, it
cannot capture potentially important changes in potential
intensity that arise from global-scale changes in forcing.
Furthermore, Emanuel and Sobel (2013) showed that the
hurricane PI varies much more rapidly with SST in re-
sponse to changing surface wind speed than in response to
solar and CO2 radiative forcing.
Consistent with previous results indicating a tempered
influence of global tropical warming on the Atlantic
hurricane potential intensity and local environmental
conditions, Camargo et al. (2013) used a suite of model
simulations with prescribed observed SSTs and showed
that nonlocal SST tends to reduce the PI associated with
locally forced warming by changing upper-level atmo-
spheric temperatures. These results suggest that the ob-
served late-twentieth-century increase in hurricane power
dissipation index (Emanuel 2005), while closely related to
the tropical Atlantic SST increase, may not have been
dominated by anthropogenic influence, but rather by in-
ternal coupled ocean–atmosphere variability. Thus, the
relative importance of the internal and forced changes in
hurricane intensity in the past (Holland andWebster 2007)
and future needs to be further clarified. A recent study by
Camargo et al. (2014) found that the tropical cyclone PI
change is a fundamental indicator for tropical cyclone
genesis trend, further emphasizing the importance of un-
derstanding the PI changes in the past and the future.
Additionally, anthropogenic aerosols could contrib-
ute to changes in North Atlantic hurricane potential
intensity in the historical period, as well as in the future
projections. Villarini and Vecchi (2013) assessed the
changes in North Atlantic tropical cyclone intensity us-
ing the seasonally integrated power dissipation index
(PDI) in CMIP5 model ensembles. They argue that the
observed increase in PDI in the past 30 years is due to a
combination of increased greenhouse gases, decreased
aerosols, and the AMV. The possible role of aerosols’
forcing in the observed multidecadal fluctuations in
tropical North Atlantic SST has been discussed by var-
ious studies (Mann and Emanuel 2006; Evan et al. 2008,
2009; Booth et al. 2012; Zhang et al. 2013; Wilcox et al.
2013). It is not entirely clear how much of the past
changes in Atlantic hurricane intensity may be attrib-
utable to greenhouse gases and aerosol forcing and how
much is due to natural multidecadal variability, such as
the AMV. This study takes a closer look at these dif-
ferent forcing mechanisms and their contribution to the
historical hurricane potential intensity changes as well as
the future projection of PI changes within the CMIP5
models. We usemultimodel mean and S/NEOF analysis
to obtain a robust signal associated with the external
radiative forcing in the historical and future CMIP5
scenario simulations, as well as in the historical single-
forcing simulations.
The paper is organized as follows. Following the
section on data and analysis methodology, we discuss in
section 3 the role of the AMV and climate change (CC)
in contributing to PI changes using CMIP5’s historical
and two future scenarios experiments, as well as the
attribution of PI changes due to all forcing, the aerosol-
only, and greenhouse gas (GHG)-only forcing during
the historical periods. We present the results and
summary in section 4.
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2. Data and analysis methodology
We used 26 CMIP5 models (see Table 1) for the
hurricane potential intensity analysis in this study, which
includes 93 ensemble members for the historical simu-
lations. The historical simulations are forced with ob-
served atmospheric composition changes (natural and
anthropogenic), as well as time-evolving land cover. A
complete description of the various CMIP5 scenarios
and models can be found in Taylor et al. (2012). For the
future scenarios, we consider two representative con-
centration pathways (RCPs): a midrange mitigation
scenario, RCP4.5, and a high emission scenario, RCP8.5,
corresponding to radiative forcing values of 4.5 and
8.5Wm22 by the end of the twenty-first century, re-
spectively. We analyzed the same 26 CMIP5 model en-
sembles for the future scenarios with 56members for the
RCP4.5 and 60 members for the RCP8.5. We also con-
sidered two additional scenarios with single forcing, the
historical GHG-only and aerosols-only simulations.
Because of the limited number of models that provide
the historical aerosol-only simulations (9), we limited
our study to the same 9 models for the analysis of
aerosol-only and GHG-only simulations, with 27 and 29
total ensemble members, respectively (Table 1). For
consistency, we also used the output from the same 9
models taken from the historical all-forcing integrations
for comparison where appropriate. The monthly atmo-
spheric fields from the NCEP–NCAR reanalysis (Kalnay
et al. 1996; Kistler et al. 2001) and the monthly Reynolds
SST (Reynolds et al. 2002) were used to calculate the
monthly reanalysis PI values for the period 1971–2000.
The PI is computed from monthly mean data as in
Camargo et al. (2013), using the definition developed
by Bister and Emanuel in a series of papers (Emanuel




where Ck is the exchange coefficient for enthalpy, Cd is
the drag coefficient, Ts is the sea surface temperature,
and T0 is the mean temperature at the outflow level. The
convective available potential energy (CAPE) is the
vertical integral of parcel buoyancy as a function of
parcel temperature, pressure, and specific humidity, as
well as the vertical profile of virtual temperature. The
quantity CAPE* is the value of CAPE for an air parcel
at the radius of maximum wind that has been lifted
from a saturated state at the sea surface temperature and
pressure, while CAPEb refers to the value of CAPE
calculated for the actual humidity value of the boundary
TABLE 1. List of CMIP5 models and the number of ensemble members used in this study. (Expansions for model name acronyms are
available online at http://www.ametsoc.org/PubsAcronymList.)
Model Historical RCP4.5 RCP8.5 Aerosol GHG
M1 ACCESS1.0 1 1 1 — —
M2 ACCESS1.3 1 1 1 — —
M3 BCC_CSM1.1 3 1 1 — —
M4 CanESM2 5 5 5 5 5
M5 CCSM4 6 6 6 — —
M6 CNRM-CM5 10 1 5 — —
M7 CSIRO Mk3.6.0 10 5 10 5 5
M8 FGOALS-g2 5 1 1 1 1
M9 FIO-ESM 3 3 3 — —
M10 GFDL CM3 5 1 1 3 3
M11 GFDL-ESM2M 1 1 1 1 1
M12 GISS-E2-H 5 5 1 5 5
M13 GISS-E2-R 5 5 1 5 5
M14 HadGEM2-CC 1 1 1 — —
M15 HadGEM2-ES 4 1 4 — —
M16 INM-CM4.0 1 1 1 — —
M17 IPSL-CM5A-LR 5 4 4 1 3
M18 IPSL-CM5B-LR 1 1 1 — —
M19 IPSL-CM5A-MR 1 1 1 — —
M20 MIROC5 4 1 3 — —
M21 MIROC-ESM 3 1 1 — —
M22 MIROC-ESM-CHEM 1 1 1 — —
M23 MPI-ESM-LR 3 3 3 — —
M24 MPI-ESM-MR 3 3 1 — —
M25 MRI-CGCM3 3 1 1 — —
M26 NorESM1-M 3 1 1 1 1
Total 93 56 60 27 29
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layer air at the radius of maximum wind. The environ-
mental variables necessary to calculate PI include the
sea surface temperature, sea level pressure, and vertical
profiles of temperature and specific humidity.
We apply signal-to-noise maximizing empirical or-
thogonal function analysis (Allen and Smith 1997) to the
peak hurricane season [August–October (ASO)] average
SSTs of the CMIP5 multimodel, multiensemble members
to extract the forced signal because of the common ex-
ternal radiative forcing [for details, see Ting et al. (2009)].
AButterworth low-pass filter (Butterworth 1930) with 10-
yr cutoff frequency is applied to the seasonal mean data
prior to the S/N EOF analysis. With multimodel, multi-
realization CMIP5models subject to the common external
radiative forcing (i.e., historical, RCP4.5, andRCP8.5), the
total covariance matrix of the ensemble mean SSTmay be
expressed as the sumof two linearly independentmatrices:
one for the forced component and one for the internal
variability or climate noise. The spatial structure of the
noise modes was determined from the long preindustrial
integrations corresponding to each of the CMIP5 models
and used in the spatial prewhitening transformation to
remove the climate noise from the ensemble mean
covariance matrix. The first S/N EOF mode (EOF1) and
its associated principal component (PC1) were taken as
the dominant forced variability. Once we obtained the S/N
PC1, we applied a linear regression to obtain the spatial
structure of the variables associated with the forced com-
ponent of the SST and the PI.
3. Results
a. Changes in North Atlantic potential intensity as
simulated in CMIP5 models
To examine the change in tropical storm potential
intensity due to both anthropogenic forcing and internal
SST variability in CMIP5 models, we first compare the
PI from the CMIP5 historical simulations to that calcu-
lated from the reanalysis. Figure 1a shows the annual
maximum PI for CMIP5 historical multimodel mean for
the period 1971–2000 as compared to the NCEP–NCAR
reanalysis for the same period (Fig. 1b). There is a
general agreement between the CMIP5 historical sim-
ulations and observations, with the largest PI reaching
above 80ms21 in the tropical western Pacific and the
Indian Ocean. Local PI maxima are also found over the
FIG. 1. Annual maximum PI (m s21) in CMIP5 multimodel mean (MMM) for (a) the historical runs averaged
from 1971 to 2000, (b) NCEP–NCAR reanalysis from 1971 to 2000, (c)MMMRCP4.5 from 2071 to 2100, (d)MMM
RCP8.5 from 2071 to 2100, (e) the MMM difference between RCP4.5 and the historical, and (f) the difference
between RCP8.5 and the historical.
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eastern Pacific off the west coast of Mexico and over the
tropical Atlantic, extending from the Gulf of Mexico
and the southeast coast of the United States to the Gulf
of Guinea in both model and observations. The annual
maximum PI for RCP4.5 and RCP8.5 averaged from
2071 to 2100 is shown in Figs. 1c and 1d, respectively,
with the corresponding difference between the RCP4.5
and RCP8.5 scenarios and the historical simulations
shown in Figs. 1e and 1f, respectively. The spatial pat-
terns of the PI projected by the models for the late
twenty-first century are very similar to those in the his-
torical runs, with the regions of the largest PI expanded
and intensified in the twenty-first century. This expansion
is clearly seen in the difference maps (Figs. 1e and 1f),
which show a general increase in PI across the tropical
domain and most of the Northern Hemisphere in the
future scenario simulations. The largest increase reaches
3m s21 in RCP4.5 and 6ms21 in RCP8.5 over the Indian
Ocean and the eastern tropical Pacific, and slightly less
in the tropical Atlantic.1 In the rest of this paper, we
focus our attention mainly over the North Atlantic do-
main and the CMIP5 models.
The North Atlantic PI climatology for the peak hurri-
cane season of ASO for multimodel and multiensemble
mean averaged over the late twentieth century, from 1971
to 2000, is shown in Fig. 2a. The pattern of PI follows
closely that of the multimodel mean SST (Fig. 2b), with
maximum PI located over the Gulf of Mexico and the
Caribbean as well as the tropical Atlantic between the
equator and 158N (.70ms21). This pattern is qualita-
tively similar to that calculated from the observations
based on the reanalysis (see Fig. 1b and Fig. 3 in Camargo
et al. 2013). Figures 2c and 2e show the model-projected
change in PI from the late twentieth century in the
RCP4.5 and RCP8.5 simulations for the period 2071–
2100. According to the models and under the forcing
scenarios specified, the PI will increase over most of the
tropical Atlantic Ocean, with the only exception along
the North African coast, where PI decreases. The pattern
of PI changes follows that of the SST change, with the
region of negative PI change corresponding to the region
of relatively weak SST warming (Figs. 2d,f). The increase
in PI over the Atlantic is the strongest in the western
NorthAtlantic, extending from theGulf of Mexico to the
FIG. 2. Climatological distributionof theASOseasonalmean (left) PI (ms21) and (right) SST (8C) inmultimodel average
for (a) the historical CMIP5 model runs averaged over the years 1971–2000, (b) difference between RCP4.5 for 2071–2100
and the historical CMIP5 MMM, and (c) difference between RCP8.5 for 2071–2100 and the historical CMIP5 MMM.
1Differences of PI for RCP8.5 and historical simulations for 14
individual CMIP5models can be seen in Fig. 13 of Camargo (2013).
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U.S. East Coast from Florida to New England. The large
PI anomalies along theGulf andEastCoasts of theUnited
States in Figs. 2c and 2e indicate a potential threat of
stronger hurricane tracking along the U.S. Atlantic coasts
south of 308N. North of 308N, hurricanes tend to go
through extratropical transition, and the PI may not be a
good measure of the storm intensity. The east–west pat-
tern of PI and SST changes in Fig. 2 is consistent with
ocean–atmosphere interactions resulting from an en-
hanced North Atlantic subtropical anticyclone in summer
(e.g., Li et al. 2012), which increases the coastal upwelling
along the western European and African coasts and en-
hances the warmwater advection along the western basin.
The temporal evolution of the PI intensity change
throughout the twentieth and twenty-first century, as
simulated by the first ensemble member of each CMIP5
model (thin gray lines), is depicted in Fig. 3, which shows
the domain-averaged PI anomalies (with respect to the
1861–2005 climatology) in the hurricane main de-
velopment region (108–208N and 208–858W; see gray box
in Fig. 5). Each PI time series in Fig. 3 has been subjected
to the Butterworth filter with a cutoff frequency of 10 yr
to retain only the decadal and longer time scale fluctu-
ations. The multimodel mean is shown in a thick black
line. We use one ensemble member each in Fig. 3 rather
than all available ensemble members to avoid biasing
the result toward models with a large number of en-
semble members. By the end of the twenty-first century,
the ensemble of CMIP5 models projects an increase of
slightly over 2 and 4m s21 for the RCP4.5 and RCP8.5
scenarios, respectively. Thus, Fig. 3 suggests that in the
future, the anthropogenic greenhouse effect will likely
lead to more intense North Atlantic hurricanes in the
MDR region. The averaged PI over the entire tropical
North Atlantic domain (not shown), which covers the
Gulf of Mexico and the U.S. East Coast, shows a slightly
larger increase in PI at the end of the twenty-first cen-
tury, consistent with Figs. 2c and 2d.
Figure 3 exhibits large amplitude fluctuations in each
ensemble member PI around the multimodel mean.
These are due both to decadal and longer time scale
natural variability of the PI in each model run and to the
FIG. 3. TheMDR (108–208N, 208–858W; see gray box in Fig. 5) domain-averaged PI anomaly
(m s21) from 1850 to 2100 for CMIP5 (a) historical (1850–2005) 1 RCP4.5 (2006–2100) and
(b) historical (1850–2005)1RCP8.5 (2006–2100) simulations. The PI anomalies are defined as
the deviation from the long-term average for the historical period, 1861–2005. Thin gray lines
represent the PI for one ensemble member each from the 26 CMIP5 models, subject to the
Butterworth filter with the cutoff frequency of 10 yr, and the thick black line is for the multi-
model ensemble mean based on one ensemble member from each model.
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model spread in response to external radiative forcing
changes. By removing the climatological mean PI from
1861 to 2005 in each model, the model biases were
largely removed for the twentieth century, and the in-
dividual model’s PI fluctuations reflect mostly the in-
ternal decadal-to-multidecadal fluctuations in Fig. 3.
Toward the end of the twenty-first century, however, the
large spread in the individual model’s MDR PI is partly
caused by the different sensitivity of the CMIP5 models
to the anthropogenic forcing. The amplitude of the in-
ternal decadal and longer PI fluctuations, which is ap-
proximately between 22 and 12ms21 around the
multimodel mean for the twentieth century, is relatively
unchanged in the twenty-first century (see further dis-
cussion in section 3b). Figure 3 shows that the internal
decadal and longer PI fluctuations are comparable to the
end of the centurymultimodel mean PI increases. By the
year 2020, the anthropogenic PI increases will be large
enough in the RCP8.5 scenario that only very few en-
semble members would have their PI below the clima-
tological mean of the twentieth century.
In the next subsection, we examine in detail the rel-
ative amplitude and spatial patterns of the forced and
AMV-related PI changes in CMIP5 models.
b. PI changes associated with AMV and climate
change in CMIP5 models
To obtain the spatial and temporal patterns of the
forced and internal multidecadal variability in the CMIP5
models’ historical, RCP4.5, and RCP8.5 simulations, we
performed signal-to-noise maximizing EOF analysis on
global SST following Ting et al. (2009) for the ASO hur-
ricane season to determine the externally forced compo-
nent of the global SST. The spatial patterns and principal
components of the first S/N EOF mode for historical,
RCP4.5, and RCP8.5 simulations are shown in Fig. 4,
based onmultimodel andmultiensemble member CMIP5
simulations. The first mode explains a large fraction of the
total forced variance (59% for historical, 81% forRCP4.5,
and 86% for RCP8.5) and thus can be used to represent
the dominant pattern of SST response to the prescribed
external forcing applied in these models, including time-
varying greenhouse gas and aerosol concentrations, solar
variations, and volcanic eruptions. The spatial structures
associated with the external forcing for the ASO season
are consistent with previous results, showing a general
warming everywhere except the northern North Atlantic
and SouthernOceans (Meehl et al. 1996;Russell andRind
FIG. 4. (a),(c),(e) EOF1 spatial patterns and (b),(d) principal components of the multimodel S/N maximizing
EOF analysis for the (a),(b) historical and (c),(d),(e) the two RCP scenarios. (f) The AMV indices from one
ensemble each of the 26 historical CMIP5 models (colored lines) and observations (black line).
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1999; Wood et al. 1999). The S/N PC1 exhibits almost
monotonic increase in time, with the historical one
having some decadal fluctuations, possibly associated
with volcanic eruptions and changes in anthropogenic
aerosol concentrations (Evan et al. 2008, 2009; Bellouin
et al. 2011; Chang et al. 2011; Booth et al. 2012; Zhang
et al. 2013).
For each model ensemble member, we removed the
forced SST component year by year at each grid point by
regressing out the projection on S/N PC1 (referred to
herein as CC). The residual SST time series averaged in
the North Atlantic domain (08–608N) represents the
AMV time series [see Ting et al. (2011) for details]. The
resulting AMV indices are shown in Fig. 4f for one
member each of the CMIP5 models’ historical simula-
tions along with the corresponding observed time series
(in black). As discussed in Ting et al. (2009) and Ting
et al. (2011), the inferred period of the AMV ‘‘oscilla-
tion’’ in coupled climate models varies greatly from one
model to another, ranging from approximately 20yr to
the observed period (;70yr). Figure 5 shows the multi-
model mean SST spatial pattern corresponding to the
AMV(Figs. 5a,c,e) and theCC (Figs. 5b,d,f) components.
In calculating these patterns, each ensemble member’s
SST is first regressed onto the corresponding AMV in-
dex and the multimodel CC index. The ensemble mean
pattern for each model is obtained next, and finally the
multimodel mean is computed by averaging across all 26
ensemble mean regression patterns. The stippling in
Fig. 5 indicates that at least 20 out of 26 models agree in
the signs of the regression coefficients in that location.
The SST patterns associated withAMV (Figs. 5a,c,e) are
consistent with that shown in Ting et al. (2011) based on
the CMIP3 multimodel mean, with comma-shaped SST
anomalies extending from the south of Greenland along
the eastern Atlantic basin toward the tropical Atlantic.
The CMIP5 AMV SST patterns are relatively insensitive
to the radiative forcing strength that ranges from histor-
ical forcing to RCP8.5 in Fig. 5, consistent with Ting et al.
(2011). The SST patterns associated with the CC index
(Figs. 5b,d,f) are substantially different from those of
AMV, with maximumwarming centered in the middle of
the NorthAtlantic. The externally forced SST patterns in
Figs. 5b, 5d, and 5f are also qualitatively similar to Figs. 2d
and 2f, which are the multimodel mean SST difference
between the last 30 years of the twenty-first century from
FIG. 5. SST regression onto (left) AMV index and (right) climate change index forMMMCMIP5 (a),(b) historical,
(c),(d) RCP4.5, and (e)(f) RCP8.5 (unit: degree of SST per degree of SST index). The gray box
indicates the MDR region. Stippling indicates 20 out of 26 models’ agreement in the sign of the regression
coefficients.
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that of the twentieth century. The robustness of the SST
changes associated with both AMV and CC is implied
by the high degree of agreement among the 26 models,
as indicated by the stippling across the entire North
Atlantic domain.
The corresponding regression patterns for the hurri-
cane PI are shown in Fig. 6. The PI associated withAMV
shows the maximum amplitude along the eastern side of
the North Atlantic basin, with little amplitude on the
western side of the Atlantic basin along the U.S. Gulf
and East Coasts. The maximum amplitude is located at
around 208N. As is the case for SST, themodel PI spatial
patterns associated with AMV are relatively insensitive
to the radiative forcing strength and are robust across
models. The PI patterns associated with CC (Figs. 6a,c,e)
show almost opposite patterns to that of AMV, with the
largest amplitude in the Gulf of Mexico and the western
basin of theNorthAtlantic between 208 and 408N.Along
the west coast of Africa, the PI changes are generally
negative because of a relative weak warming there (see
Fig. 5). Themodels are less robust in terms of the signs of
the regression coefficients corresponding to CC index
over the MDR region (gray box) in Figs. 6b, 6d, and 6e,
particularly in the historical forcing simulations. These
disagreements among different CMIP5 models in PI
change because climate change over the MDR region
may be caused by the relatively weak SSTwarming in the
region due to local ocean dynamics, which led to a rela-
tively small change in the PI. This will be further
discussed in terms of PI amplitude below.
Figures 5 and 6 only show the spatial patterns of SST and
PI associated with AMV and CC. To determine the actual
amplitude changes, we computed the root-mean-square
(rms) amplitude of SST and PI associated with AMV and
CC over the MDR region. Figure 7 shows the box-and-
whiskers diagram of the MDR SST and PI rms amplitude
associated with AMV and CC, based on the first ensemble
member fromeach of the 26CMIP5models (Table 1). The
results in Fig. 7 are qualitatively similar when all ensemble
members or ensemble average amplitude for each model
was used instead of using a single member for each model.
The mean AMV SST amplitude (asterisks in Fig. 7a) is
relatively insensitive to the external radiative forcing
strength exhibiting a range between 0.068 and 0.088C.
However, the SST amplitude associated with CC in-
creases as the forcing strength increases, as expected,
from 0.178C in the historical period to 0.418C in RCP4.5
and 0.938C in RCP8.5 scenarios. For the PI (Fig. 7b),
FIG. 6. Regression of ASO PI onto (left) AMV and (right) CC indices (unit: m s21 per degree of SST index). The
gray box indicates the MDR region. Stippling indicates 20 out of 26 models’ agreement in the sign of the regression
coefficients.
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the mean PI amplitude associated with AMV fluctuates
slightly from 0.39ms21 in historical runs to 0.34ms21 in
RCP8.5, while the PI amplitude associated with CC in-
creases from a relatively small value in the historical sim-
ulations (0.17ms21) to about 1ms21 in RCP8.5. Note that
the rms amplitude here differs from the actual PI increases
shown in Fig. 3 (;2ms21 for RCP4.5 and ;4ms21 for
RCP8.5). This is because the rms amplitude is ameasure of
the average amplitude fluctuations throughout the time
period. The rms amplitude is used here for easy compari-
son to the amplitude associated with the AMV.
It is interesting to note in Fig. 7 that while themean SST
amplitude in the historical case associated with CC
(0.178C) is larger than that forAMV(0.088C), themeanPI
amplitude associated with CC (0.17ms21) is smaller than
that for AMV (0.39ms21). This indicates that the AMV-
associatedMDR SST anomalies may be more effective in
causing the PI changes than the corresponding one for
CC.Additionally, the increase in CC-related SST changes
from historical to RCP8.5 is much faster than the corre-
sponding CC-related PI changes in Fig. 7, which indicates
further that CC-related SST change may not be a good
indication of the corresponding PI changes. To examine
the effectiveness of the PI change given the same local
SST change, we list in Table 2 the ratio of PI to SST
(PI/SST) for all cases for the median (boldface) as well as
themiddle 50%ranges. Themedian values for theAMVPI
change per degree of MDR SST change range from 3 to
5 times larger than the corresponding ratio for CC. The
fact that the AMV-related SST is more effective in re-
lating to PI changes than that for CC is consistent with
the results of Emanuel and Sobel (2013). Using a single-
column model coupled to a slab ocean, Emanuel and
Sobel (2013) examined the sensitivity of tropical pre-
cipitation and other tropical cyclone–related quantities,
including the PI, to SST increases induced by radiative
forcing and surface wind changes. They showed that the
rate of PI change as a function of SST change depends
strongly on the forcing.When the SSTwarming is forced
by solar radiation or CO2 increase, the rate of PI in-
crease is slower than that when the SST warming is
caused by surface wind reduction (see their Fig. 2b for
details). To the extent that the model AMV SST in the
MDR region is a result of the change in surface wind
FIG. 7. Box-and-whiskers diagram for the (a) MDR SST (8C) and (b) potential intensity (m s21) associated with the AMV and the CC
indices using the first member of each CMIP5 models’ historical, RCP4.5, and RCP8.5 simulations, as indicated along the abscissa. Box
edges depict the middle 50% (25%–75%) of the data points, the lines inside the boxes depict the median, and asterisks depict the mean
values; whiskers include 62.7 std dev (;0.35%–99.65%) of the data points, and pluses indicate the outliers.
TABLE 2. The median (boldface), 25%, and 75% values of the
ratio between the MDR PI and SST for historical, RCP4.5, and
RCP8.5 simulations based on all ensemble members, for both
AMV and CC (unit: m s21 per degree of SST).
Historical RCP4.5 RCP8.5
AMV 25% 1.9414 1.1263 1.9469
50% 3.9295 4.1974 3.6513
75% 6.2901 8.4434 6.2211
CC 25% 0.3018 0.4825 0.4590
50% 0.7440 1.2522 0.9773
75% 1.6086 1.9293 1.2986
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(Ting et al. 2014), the PI would increase more rapidly
as a function of the AMV SST than as a function of the
radiatively forced SST. Table 2 is also consistent with
previous findings that the local SST changes may not
be a good indicator for PI changes, as it is influenced by
remote SST through changes in upper-tropospheric
(outflow) temperatures (e.g., Vecchi and Soden 2007;
Camargo et al. 2013).
Although PI changes more rapidly with AMV SST
than with radiatively forced SST, the amplitude of the
SST increase due to anthropogenic warming in CMIP5’s
RCP4.5 and RCP8.5 scenario simulations eventually
dominates the PI change during the twenty-first century.
Figure 7b shows that the model PI amplitude due to
climate change is larger than the corresponding ampli-
tude due to AMV at the end of the twenty-first century,
particularly for the large-forcing scenario (RCP8.5).
Even though there is a large spread in the PI amplitude
change based on each individual model and individual
ensemble member, as shown in Fig. 7b, the majority of
the models show a clear separation between the RCP8.5
PI amplitude and that of the AMV PI fluctuations. Thus
CMIP5 model projections indicate that the MDR PI
increase due to anthropogenic warming will emerge
above the level of internal decadal variability by the
middle of the twenty-first century.
c. The role of aerosol versus greenhouse gas forcing
Several recent studies argued that the observed multi-
decadal variability in the Atlantic domain has been partly
associated with aerosol forcing (e.g., Mann and Emanuel
2006; Evan et al. 2008, 2009; Booth et al. 2012). Here, we
address the question of whether the aerosol-forced PI
changes share similar characteristics with the PI pattern
associated with AMV. There have been substantial in-
creases in the hurricane power dissipation index since
the 1970s (Emanuel 2005; Villarini and Vecchi 2013).
Villarini and Vecchi (2013) attributed the increase in
PDI to decreasing aerosol forcing, increasing green-
house gas forcing, and an upward swing in AMV. It is
important to attribute the historical changes of the PI to
the various components mentioned above. For this
purpose, we used the nine CMIP5 models that provide
single-forcing historical simulations for aerosol and
greenhouse gases (indicated in Table 1) in this section to
examine the change in PI due to each mechanism.
The S/N maximizing EOF is performed on the global
SST for the peakAtlantic hurricane season (ASO) using
nine models with aerosol-only and GHG-only forcing
for the CMIP5 historical period (1860–2005), and Fig. 8
shows the first EOF pattern and the corresponding
principal component time series. The models exhibit a
general warming pattern corresponding to the GHG-
only forcing and a cooling in the case of aerosol-only
forcing, with both of the patterns intensifying through-
out the historical period. This first S/N EOF mode ex-
plains 90% of GHG-only and 74% of the aerosol-only
forced variance. The fact that spatial patterns of the
global SST S/N EOF1 are largely opposite in sign for
aerosol-only and GHG-only forcing is consistent with
the results of Xie et al. (2013). The spatial pattern cor-
relation between the two single-forcing S/N EOF1 pat-
terns is 20.87, also compatible with Xie et al. (2013).
The PI at each grid point in the North Atlantic basin
for each ensemble member is regressed onto the corre-
sponding PC1 time series in Fig. 8, and the multimodel
FIG. 8. S/N EOF and PC1 for the (left) greenhouse gas–only and (right) aerosol-only forcing.
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mean regression patterns are shown in Fig. 9 for the
North Atlantic domain. The PI pattern associated with
the historical GHG-only forcing (Fig. 9a) shares some
resemblance to the historical total forcing regressions
for the 26 models (Fig. 6b), but with less negative PI
changes over the MDR region. The negative PI changes
over the MDR region in the historical all-forcing case
seem to be largely caused by the aerosol forcing
(Fig. 9b). According to the models, aerosols also cause
the PI decrease along the U.S. East Coast, in contrast to
the PI changes due to GHG-only (Fig. 9a). While the
SST patterns associated with aerosol-only forcing and
that with GHG-only forcing are almost equal and op-
posite (with a spatial pattern correlation of20.90 for the
North Atlantic domain), the PI patterns are less similar
(spatial pattern correlation of 20.53), indicating that
there are substantial differences due to the responses of
the atmospheric thermal structure to these two forcing
agents. The spatial patterns of the PI change associated
with aerosol forcing differ significantly from that asso-
ciated with the AMV (Fig. 6a). The spatial pattern
correlation between Fig. 6a for AMV PI and Fig. 9b for
aerosol-only forced PI is only 0.21 over the North At-
lantic domain. Thus, CMIP5 model simulations suggest
that the aerosol forcing and the AMV, while sharing
some similarities in their SST spatial signatures over the
North Atlantic, are distinctly different from each other
in terms of PI changes during the historical period.
The box-and-whiskers diagrams for the forced SST
and PI changes associated with aerosol-only and GHG-
only forcing are shown in Fig. 10. While the mean SST
change associated with GHG-only (0.338C) is about
FIG. 9. Regression coefficients of PI onto forced (CC) component for (a) greenhouse-only and (b) aerosol-only
simulations based on 9 CMIP5 models. The gray box indicates the MDR region. Regression coefficients are shown
inmeters per second per std dev of PC1 index in Fig. 8, and stippling represents 7 out of 9models agree in the sign of
the regression coefficients.
FIG. 10. Box-and-whiskers plot for (a) MDR SST (8C) and (b) PI (m s21) associated with the forced component for one member each
from the 9 aerosol-only and GHG-only CMIP5 models. Box edges depict the middle 50% (25%–75%) of the data points, the lines inside
the boxes depict themedian, and asterisks depict themean values; whiskers include62.7 std dev (;0.35%–99.65%) of the data points, and
pluses indicate the outliers.
15 MAY 2015 T I NG ET AL . 3937
twice as large as that associated with the aerosol-only
(0.168C) forcing, the mean PI changes are similar for
aerosol-only (0.35ms21) and for GHG-only (0.31ms21).
CMIP5model results suggest that the aerosol-forced SST
in theMDRregion ismore effective in causing changes in
PI than that for GHG-only forcing. Table 3 lists the SST
to PI ratio and its uncertainty ranges based on the 9
models, and the median ratio for aerosol-only is about 3
times the ratio for GHG-only forcing. The results here
are consistentwithEmanuel and Sobel (2013), who found
that the rate of PI increasewith SST ismuch smaller when
SST warming is caused by increasing CO2 concentration,
compared to that when SST warming is due to increasing
the solar constant. The main reason for the difference be-
tween aerosol and GHG forcing is that the net surface ra-
diative flux,which is essential for hurricanePI [seeEq. (4) in
Emanuel and Sobel (2013)], approaches zero for CO2
forcing at equilibrium but continues to decrease in the
case of aerosol forcing through reduction in solar radi-
ation. Thus, despite the similarities of SST patterns
forced by aerosols and GHG due to large-scale air–sea
interactions (Xie et al. 2013), the regional impacts of the
two forcing agents can be very different and nuanced.
Note that the scatter in the PI due to aerosol in Fig. 10b
is much larger than that for theGHGs and for the SST in
general, which suggests that the uncertainty in aerosol
forcing in CMIP5 models may have a larger impact on
the PI uncertainty than that for SST.
To attribute the historical PI changes to the various
mechanisms, we show in Fig. 11 the low-pass filtered
MDR SST and PI time series for the historical period,
from 1860 to 2005, as simulated by CMIP5 models. Also
TABLE 3. The median (boldface), 25%, and 75% values of the
ratio between the MDR PI and SST for the forced component of
aerosol-only and GHG-only CMIP5 historical simulations (unit:
m s21 per degree of SST).
Aerosol GHG
CC 25% 1.1852 0.5723
50% 2.1501 0.6468
75% 2.4852 0.9580
FIG. 11. (a)MDRSST and (b) PI averaged for theASO season for observations (solid black),
historical simulations (solid red), aerosol-only (solid blue), GHG-only (solid green), and his-
torical minus GHG-only (dashed blue) for the years 1861–2005. Time series have been
smoothed by the Butterworth filter with a cutoff frequency of 10 yr. The PI for the observa-
tional estimates are taken from anAGCM forced with prescribed observed SST, as in Camargo
et al. 2013.
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shown by the black solid line is the observed MDR SST
and PI estimated from an atmospheric model forced
with prescribed global observed SST [Global Ocean
Global Atmosphere (GOGA)], as shown in Camargo
et al. (2013). Note, however, that the PI estimated by
prescribing global SST would be overestimated, ac-
cording to Emanuel and Sobel (2013), because of the
lack of a surface energy balance requirement in the
AMIP type of model simulations. Thus, the PI estimated
based on GOGA simulations in Fig. 11 may be over-
estimated and should be interpreted with care.
Throughout the historical period, anthropogenic
aerosol forcing (blue solid line) contributes to a general
cooling, while the GHG (green solid) causes a warming
to the MDR SST. The SST associated with historical all
forcing for the same 9 models (red solid line) is domi-
nated by the greenhouse forcing and shows a general
upward trend with some multidecadal fluctuations.
However, these fluctuations are much smaller than the
observed SST multidecadal changes (black line), con-
sistent with Ting et al. (2009). When subtracting the
GHG-only from the historical total (dashed blue line),
the dashed blue line in Fig. 11a follows closely that for
the aerosol-only forcing, indicating that in these model
simulations the two forcing agents are approximately
linearly additive. The significant deviations between the
blue solid and dashed lines tend to correspond well with
the known twentieth-century major volcanic eruptions
(Driscoll et al. 2012). For the PI (Fig. 11b), there are
larger-amplitude fluctuations associated with the
GOGA simulations than in the corresponding SST. The
PI values are possibly amplified because of the fixed SST
experimental design (Emanuel and Sobel 2013), but in
general they follow the same multidecadal fluctuations,
with substantial increases for the last 35 years, starting
from the beginning of the 1970s, consistent with the re-
sults of Emanuel (2005) and Villarini and Vecchi (2013)
based on the power dissipation index. The observed
accelerated increase in MDR SSTs since the 1970s
(Fig. 11a) is well matched by the historical all-forcing
multimodel mean and is dominated by the greenhouse
gas forcing. However, the GOGA-simulated PI in-
creases are much larger than the historical all-forcing
simulations for the recent period, indicating a possible
contribution from the natural variability (AMV). In
particular, the sharp PI increase since 1995 in Fig. 11b, as
simulated by the GOGA experiments, cannot be ex-
plained by any of the external radiative forcing and is
consistent with the abrupt onset of the positive phase of
the AMV around that time. Although the SST ampli-
tude associated with aerosol-only forcing is smaller than
that for GHG-only forcing, the magnitude of the simu-
lated PI increases associated with aerosol-only forcing is
comparable to that due toGHG, confirming the results in
Table 3 that greenhouse gas forcing is less effective
in causing PI changes. While the simulated SST increases
in the last 30 years can be largely explained by the com-
bination of the aerosols and GHG forcing (Fig. 11a), the
different effectiveness of the PI changes as a function of
SST for aerosol, GHG, and AMV (Tables 1 and 2) may
render a different pictures for the PI changes in the last
30 years. Given the effectiveness of the aerosol forcing of
theAtlantic hurricane PI changes, uncertainties inmodels’
representations of aerosols (e.g., Evan et al. 2014) could
contribute largely to the uncertainties of simulated his-
torical and future PI changes due to external radiative
forcing.
4. Summary and conclusions
We examined the historical and future hurricane in-
tensity changes based on hurricane potential intensity, a
quantity that depends on SST and large-scale atmo-
spheric environmental variables, such as the convective
available potential energy and the outflow temperature
at the top of the tropopause. The pattern and time
evolution of the PI in the 26 CMIP5 models’ historical,
RCP4.5, and RCP8.5 simulations with multiple ensem-
ble members for each model (resulting in a total of 93
members for the historical, 56 for RCP4.5, and 60 for
RCP8.5) is examined in terms of the externally forced
and the internally generated components. On decadal
and longer time scales, Atlantic multidecadal variability
dominates the internal variability in the North Atlantic.
During the historical past (1861–2005), the multidecadal
variability in hurricane PI is larger than the corre-
sponding forced component. However, by the end of the
twenty-first century, the forced PI increases may be
comparable to or larger than the amplitude associated
with the AMV as simulated by the CMIP5 models using
the RCP4.5 and RCP8.5 scenarios.
The positive AMV-related PI increases have large
amplitudes mainly over the eastern basin of the North
Atlantic extending to the tropical MDR region and very
little contribution in the U.S. East Coast and the Gulf of
Mexico regions. In contrast, model-projected PI in-
creases due to climate change maximize along the U.S.
East Coast and the Gulf of Mexico, potentially leading
to stronger impacts on landfalling hurricane intensities
and the coastal communities. When examining the
MDR SST and PI amplitudes due to AMV and those
due to radiative forcing, the results indicate that the
AMVSST anomalies aremuchmore effective in causing
PI changes than those associated with climate change.
The ratio of PI change per unit SST anomaly is about 3–4
times larger for AMV than for CC. This is consistent
15 MAY 2015 T I NG ET AL . 3939
with previous studies emphasizing the role of relative
SST change in causing PI changes rather than local SST
(Vecchi and Soden 2007; Vecchi et al. 2008, Swanson
2007, 2008) and the difference in PI dependence on SST,
whether SST is radiatively forced or due to surface wind
changes (Emanuel and Sobel 2013). Because of the local
nature of theAMVSST pattern and because the tropical
part of the AMV SST is possibly wind driven, it is not
surprising that the AMV SST is much more effective
than the CC-related SST, which is more global in nature
and constrained by surface net radiation into the ocean.
We further examined the role of aerosol- and green-
house gas–only forcing during the historical period and
attribute the recent increases in potential intensity to
greenhouse gases, aerosols, and natural multidecadal
variability. The SST patterns associated with aerosol-
only forcing and that with GHG-only forcing are almost
equal and opposite (with a spatial pattern correlation
of 20.90 for the North Atlantic domain). However, the
PI patterns are less spatially opposite to each other, with a
spatial pattern correlation of 20.53, indicating that there
are substantial local differences due to the responses of
the atmospheric thermal structure to aerosols and green-
house gases. One possible reason is that the PI changes
depend on the net surface radiative flux into the ocean
(Emanuel and Sobel 2013), which is relatively small for
GHG forcing, while the reduction in solar radiation due to
aerosol forcing ismuch stronger, renderingmore effective
PI changes due to aerosol forcing. For this reason, the
amplitude of the PI change per unit MDR SST change
shows that aerosol-forced SST is about 3 times more ef-
fective in causing the PI changes than GHG forcing. The
effectiveness of aerosol forcing could potentially increase
the uncertainty of the historical simulation and future
model projections of Atlantic hurricane PI change in
CMIP5models, particularly those associated withAfrican
dust aerosols (Evan et al. 2014).
When further attributing the historical period PI
changes using the CMIP5 models’ historical all-forcing,
aerosol-only, and GHG-only simulations, the PI changes
during the historical period appear to be dominated by
the natural multidecadal variability. The aerosol-forced
PI decreases dominated the GHG-forced increases in PI
in theMDR region, and the large recent increases in PI in
the past decades are not completely explained by the
radiative forcing, suggesting the possible role of the nat-
ural variability. We caution, however, that the relative
importance of the radiatively forced and internally gen-
erated PI changes in the past few decades depends
strongly on how well the models represent the historical
aerosol forcing, which is known to contain large un-
certainties. In the future, however, the forced increases in
PI due to anthropogenic forcing are projected to become
more dominant by the middle of the current century,
and even a negative phase of the AMV would not be
able to reduce the average potential intensity of the
MDR region, or the tropical North Atlantic region,
below the twentieth-century PI values.
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