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PAIRS OF PROJECTIONS AND COMMUTING ISOMETRIES
SANDIPAN DE, SHANKAR. P, JAYDEB SARKAR, AND SANKAR T. R.
Abstract. Given a separable Hilbert space E , let H2
E
(D) denote the E-valued
Hardy space on the open unit disc D and let Mz denote the shift operator on
H2
E
(D). It is known that a commuting pair of isometries (V1, V2) on H
2
E
(D) with
V1V2 = Mz is associated to an orthogonal projection P and a unitary U on E (and
vice versa). In this case, the “defect operator” of (V1, V2), say T , is given by the
difference of orthogonal projections on E :
T = UPU∗ − P.
This paper is an attempt to determine whether irreducible commuting pairs of
isometries (V1, V2) can be built up from compact operators T on E such that T is a
difference of two orthogonal projections. The answer to this question is sometimes
in the affirmative and sometimes in the negative.
The range of constructions of (V1, V2) presented here also yields examples of a
number of concrete pairs of commuting isometries.
1. Introduction
Given n ∈ N ∪ {∞}, there exists precisely one Hilbert space E , up to unitary
equivalence, of dimension n (here all Hilbert spaces are assumed to be separable),
and given a Hilbert space E , there exists precisely one shift operator, up to unitary
equivalence, of multiplicity dim E on some Hilbert space H. Therefore, multiplicity
is the only (numerical) invariant of a shift operator. Note that shift operators are
special class of isometries, and moreover, the defect operator of a shift determines the
multiplicity of the shift.
Now we turn to commuting pairs of isometries. It is remarkable that tractable
invariants (whatever it means including the possibilities of numerical and analytical
invariants) of commuting pairs of isometries are largely unknown. However, in one
hand, the notion of defect operator associated with commuting pairs of isometries has
some resemblance to multiplicities (and hence defect operators) of shift operators. On
the other hand, the defect operator of a general pair of commuting isometries is fairly
complex and not completely helpful in dealing with the complicated structure of pair
of isometries.
In this paper we would like to restrict pairs of commuting isometries to Berger,
Coburn and Lebow [6, 7] pairs of isometries (which we call BCL pairs) resulting in
somewhat more tractable defect operators. Indeed, each BCL pair (V1, V2) is uniquely
associated with a triple (E , U, P ), where E is a Hilbert space and U is a unitary and
P is a projection (throughout, projection will always mean orthogonal projection) on
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E . Moreover, in this case, the defect operator of (V1, V2) is given by (see (1.4))
(1.1) C(V1, V2) = UPU
∗ − P.
Clearly, (UPU∗, P ) is a pair of orthogonal projections on E and hence, C(V1, V2) is a
self-adjoint contraction.
In summary, given a BCL pair (V1, V2), up to unitary equivalence, there exists
precisely one triple (E , U, P ), and given a triple (E , U, P ), there exists a pair of pro-
jections (UPU∗, P ) such that the defect operator of (V1, V2), denoted by C(V1, V2), is
the difference of the projections UPU∗ and P as in (1.1). In particular, the defect
operator is a self-adjoint contraction. If, in addition, the defect operator C(V1, V2) is
compact, then C(V1, V2)|(kerC(V1,V2))⊥ admits the following decomposition
(1.2)


I1 0 0 0
0 D 0 0
0 0 −I2 0
0 0 0 −D

 ,
where I1 and I2 are the identity operators and D is a positive contractive diagonal
operator. The goal of this paper, largely, is to suggest the (missing) link between
compact differences of pairs of projections and BLC pairs. More specifically, given
a self-adjoint compact contraction T of the form (1.2) on a Hilbert space E , we are
interested in computing irreducible (that is, non-reducing - in an appropriate sense,
see Definition 1.4) BCL pairs (V1, V2) such that C(V1, V2)|(kerC(V1,V2))⊥ is equal (or
unitarily equivalent) to T . The complication involved in the range of our answers for
self-adjoint compact contractions will further indicate the delicate structure of BCL
pairs (let alone the general class of pairs of commuting isometries).
It is worthwhile to note that the geometric examples of concrete pairs of commuting
isometries out of our construction might be of independent interest. Indeed, despite
its importance, little is known about the structure of pairs of commuting isometries.
Our main motivation comes from the work of Berger, Coburn and Lebow [6] and a
question of He, Qin and Yang [14]. Moreover, one of the key tools applied here is a
projection formulae of Shi, Ji and Du [17] (more specifically, see Theorem 2.2).
Furthermore, we note, from a general point of view, that the concept of difference of
two projections on Hilbert spaces is an important tool in the theory of linear operators
(both finite and infinite dimensional Hilbert spaces). In this context, we refer to [4]
on products of orthogonal projections, [8, 10, 11] on isometries of Grassmann spaces,
[16] on C∗-algebras generated by pairs of projections, [1] invariant subspaces of pairs
of projections, [15] on differences of spectral projections and [5] on index of pairs of
projections. Also see [2, 3, 9, 13, 19, 20].
Let us now explain the setting and the content of this paper in more detail. Let H
be a Hilbert space and let V be an isometry on H. We call such an isometry a shift
if
∞⋂
n=0
V nH = {0}. Moreover, the multiplicity of V is the number
rank (IH − V V ∗) ∈ N ∪ {∞}.
The projection IH − V V ∗ is known as the defect operator associated with V which
we denote by
C(V ) = IH − V V ∗.
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Now, let D be the open unit disk in C, let H2(D) denote the Hardy space on D and
let Mz be the multiplication operator (by the coordinate function z) on H
2(D). An
easy computation then reveals that Mz is a shift and
C(Mz) = PC,
where PC denotes the projection of H
2(D) onto C, the one dimensional subspace of
constant functions of H2(D). Consequently, for any Hilbert space E , the fact that
C(Mz ⊗ IE) = PC ⊗ IE ,
implies that the multiplicity of the shift Mz ⊗ IE on H2(D) ⊗ E is given by dimE .
Moreover, if V is a shift on a Hilbert spaceH, then V onH andMz⊗IW onH2(D)⊗W
are unitarily equivalent, where
W = H⊖ VH = ranC(V ),
is the wandering subspace of V (see [12]). In particular, for Hilbert spaces E and E˜ ,
Mz⊗ IE on H2(D)⊗E and Mz ⊗ IE˜ on H2(D)⊗ E˜ are unitarily equivalent if and only
if
dimE = dimE˜ .
This also follows, in particular, from the fact that C(Mz ⊗ IE) = PC ⊗ IE .
In the sequel, by virtue of the canonical unitary U : H2E(D) → H2(D) ⊗ E defined
by U(zmη) = zm ⊗ η, m ∈ Z+, η ∈ E , we shall often identify the E-valued Hardy
space H2E(D) with the Hilbert space tensor product H
2(D)⊗ E . Clearly
UMz = (Mz ⊗ IE)U,
where Mz denotes the multiplication operator on H
2
E(D) (as long as the coefficient
Hilbert space E is clear from the context).
By a BCL triple (after Berger, Coburn and Lebow [6]) we mean an ordered triple
(E , U, P ) which consists of a Hilbert space E , a unitary operator U and an orthogonal
projection P on E . Moreover, in what follows, if P is an orthogonal projection, then
P⊥ denotes the orthogonal projection I − P .
Now, let (V1, V2) be a pair of commuting isometries acting on the Hilbert space H.
We say that (V1, V2) is pure if V := V1V2 is a shift. In [6], Berger, Coburn, and Lebow
established the following model for pure pair of commuting isometries:
Let (E , U, P ) be a BCL triple and suppose
(1.3)
V1 = (IH2(D) ⊗ P +Mz ⊗ P⊥)(IH2(D) ⊗ U∗),
V2 = (IH2(D) ⊗ U)(Mz ⊗ P + IH2(D) ⊗ P⊥).
One can easily check that
V1V2 = V2V1 =Mz ⊗ IE ,
that is, (V1, V2) is a commuting pair of pure isometries. Conversely, it is proved in [6]
that a pure pair of commuting isometries, up to unitary equivalence, is of the form
(1.3) for some BCL triple (E , U, P ).
We shall call (V1, V2), as given in (1.3), the BCL pair associated with the BCL
triple (E , U, P ). Often we shall not explicitly distinguish between BCL pair (V1, V2),
as given in (1.3), and the corresponding BCL triple (E , U, P ).
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The defect operator of a BCL pair (V1, V2) (or, a general pair of commuting isome-
tries), denoted C(V1, V2), is defined by
C(V1, V2) = IH2
E
(D) − V1V ∗1 − V2V ∗2 + V1V2V ∗1 V ∗2 .
An easy computation reveals that
(1.4) C(V1, V2) = PC ⊗ (UPU∗ − P ) = PC ⊗ (P⊥ − UP⊥U∗),
and hence,
C(V1, V2)|zH2(D)⊗E = 0 and ran C(V1, V2) ⊆ C⊗ E .
Thus it suffices to study C(V1, V2) only on (zH
2(D)⊗ E)⊥ = C⊗ E . In summary, if
(V1, V2) is a BCL pair on H
2
E(D), then the block matrix of C(V1, V2) with respect to
the orthogonal decomposition H2E(D) = zH
2
E(D)⊕ E is given by
C(V1, V2) =
[
0 0
0 P⊥ − UP⊥U∗
]
.
If (V1, V2) is clear from the context, then we define
C := C(V1, V2)|E = P⊥ − UP⊥U∗.
Note that C, being the difference of a pair of projections, is a self-adjoint contraction.
In addition, if it is compact, then clearly its spectrum lies in [−1, 1] and the non-zero
elements of the spectrum are precisely the non-zero eigen values of C. In this case,
for each eigen value λ of C, we denote by Eλ the eigen space corresponding to λ, that
is
Eλ = ker(C − λIE).
The following useful lemma is due to He, Qin and Yang [14, Lemma 4.2]:
Lemma 1.1. If C is compact, then for each non-zero eigen value λ of C in (−1, 1),
−λ is also an eigen value of C and
dimEλ = dimE−λ.
Consequently, one can decompose (kerC)⊥ as
(1.5) (kerC)⊥ = E1 ⊕ (⊕
λ
Eλ)⊕E−1 ⊕ (⊕
λ
E−λ),
where λ runs over the set of positive eigen values of C lying in (0, 1). With respect to
the above decomposition of (kerC)⊥, the non-zero part of C, that is, C|(kerC)⊥ , the
restriction of C to (kerC)⊥, has the following block diagonal operator matrix form
(1.6) C|(kerC)⊥ =


IE1 0 0 0
0
⊕
λ
λIEλ 0 0
0 0 −IE−1 0
0 0 0
⊕
λ
(−λ)IE−λ


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and consequently, the matrix representation of C|(kerC)⊥ , with respect to a chosen
orthonormal basis of (kerC)⊥, is unitarily equivalent to the diagonal matrix given by
[C|(kerC)⊥] =


Il1 0 0 0
0 D 0 0
0 0 −Il′1 0
0 0 0 −D


where l1 = dimE1, l
′
1 = dimE−1, D =
⊕
λ
λIkλ , Ik denotes the k × k identity matrix
for any positive integer k and
kλ = dimEλ = dimE−λ.
Summarising the foregoing observations, one obtains the following [14, Theorem 4.3]:
Theorem 1.2. With the notations as above, if the defect operator C(V1, V2) is com-
pact, then its non-zero part is unitarily equivalent to the diagonal block matrix
(1.7)


Il1 0 0 0
0 D 0 0
0 0 −Il′1 0
0 0 0 −D


Remark 1.3. (Word of caution) At this point we make it clear that throughout
this article, whenever we say “let T ∈ B(E) be of the form (1.7)”, or we write
“T =


Il1 0 0 0
0 D 0 0
0 0 −Il′1 0
0 0 0 −D

 ∈ B(E)′′,
we always mean that T is a compact self-adjoint operator on E such that the orthogonal
decomposition of E into eigen spaces of T is as given by (1.5), so that with respect to
this decomposition of E , T is represented by the block diagonal operator matrix form
as given by (1.6) and consequently, the matrix representation of T (with respect to
an ordered orthonormal basis of E) is unitarily equivalent to the diagonal matrix as
given by (1.7).
This paper concerns the reverse direction of Theorem 1.2: Given an operator T on
E of the form (1.7), construct, if possible, a BCL pair (V1, V2) such that C|(kerC)⊥ , the
non-zero part of C(V1, V2), is unitarily equivalent to T . The following definition will
make the discussion more concise (in this context, see Lemma 2.1).
Definition 1.4. A BCL pair (V1, V2) corresponding to the BCL triple (E , U, P ) is
said to be irreducible if there is no non-trivial joint reducing subspace of U and P .
Now we note that in view of the constructions of simple blocks in [14, Section 6],
one can always construct a reducible BCL pair (V1, V2) such that the non-zero part of
C(V1, V2) is equal to T (see [14, Theorem 6.7]). This consideration leads us to raise
the following natural question:
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Question 1. Given a compact block operator T ∈ B(E) of the form (1.7), does there
exist an irreducible BCL pair (V1, V2) on the Hilbert space H
2
E(D) such that the non-
zero part of the defect operator C(V1, V2) is equal to T (that is, ran C(V1, V2) = E and
C(V1, V2)|E = T )?
The above question also has been framed in [14, page 18]. The purpose of this
paper is to shed some light on this question through some concrete constructions of
BCL pairs.
We observe in Section 2 that the answer to the above question is not necessarily
always in the affirmative. In fact we show in Theorem 2.4 that given an operator T
on a finite dimensional Hilbert space E of the form (1.7) with
dimE1(T ) 6= dimE−1(T ),
it is not possible to find any (reducible or irreducible) BCL pair on H2E(D) with the
desired properties. This result motivated us to investigate the cases where the answer
to the aforementioned question, Question 1, is in the affirmative. Our first result to
this end is Theorem 3.2 in Section 3: Let E be a finite dimensional Hilbert space,
T ∈ B(E) is of the form (1.7), and let
dimE1(T ) = dimE−1(T ).
If T has either at least two distinct positive eigen values or only one positive eigen
value lying in (0, 1) with dimension of the corresponding eigen space being at least
two, then it is always possible to construct such an irreducible BCL pair. On the other
hand, if 1 is the only positive eigen value of T , then it is not possible to construct
such an irreducible pair (V1, V2) unless dimE1(T ) = 1.
Therefore, we completely settle Question 1 in the case of finite dimensional Hilbert
spaces E (see the paragraph preceding Theorem 3.2).
Finally, in Section 4 we deal with the case when E is infinite dimensional. Our
main results of this section are Theorem 4.1 and Theorem 4.2. In Theorem 4.1 we
answer the Question 1 above in the affirmative in the case when
dimE1(T ) = dimE−1(T ),
whereas Theorem 4.2 provides an affirmative answer to the Question 1 in the case
when
dimE1(T ) = dimE−1(T )± 1.
What deserves special attention is that Theorem 4.2 points out a crucial difference
between the finite and infinite dimensional cases: If T ∈ B(E) is of the form (1.7),
then the equality dimE1(T ) = dimE−1(T ) is a necessary condition for the existence
of an irreducible BCL pair (V1, V2) such that the non-zero part of C(V1, V2) is given
by T , only when E is finite dimensional.
2. Question 1 is not affirmative
We begin by characterising joint reducing subspaces of BCL pairs.
Lemma 2.1. Let (V1, V2) be a BCL pair corresponding to the BCL triple (E , U, P )
and let S be a closed subspace of H2E(D). Then S is a joint reducing subspace for
(V1, V2) if and only if there exists a closed subspace E˜ of E such that E˜ is reducing for
both U and P and S = H2E˜(D).
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Proof. Let S be a closed subspace of H2E(D) that is reducing for both V1 and V2.
Then S is reducing for Mz, and hence, there exists a closed subspace E˜ of E such
that S = H2E˜(D). Thus, it just remains to show that E˜ is reducing for both U and P .
Given η ∈ E˜ , it follows from the definitions of V1 and V2 as given by (1.3) that
V1η = PU
∗η + (P⊥U∗η)z and V2η = UP
⊥η + (UPη)z.
As S = H2E˜(D) is invariant under V1 and V2, we must have that
PU∗η, P⊥U∗η, UP⊥η, UPη ∈ E˜ .
Now PU∗η ∈ E˜ and P⊥U∗η ∈ E˜ together imply that
U∗(η) = PU∗η + P⊥U∗η ∈ E˜ ,
so that E˜ invariant under U∗. Similarly, UP⊥η ∈ E˜ and UPη ∈ E˜ together imply
that E˜ invariant under U , showing that E˜ is reducing for U . Since PU∗ and UP
leave E˜ invariant, P (= (PU∗)(UP )) leaves E˜ invariant. Thus E˜ is reducing for P also,
completing the proof. 
Now we set one of the key tools on pairs of projections for our consideration. In [17]
the authors analysed self-adjoint contractions on Hilbert spaces which are difference
of pairs of projections. Let A ∈ B(H) be a self-adjoint contraction. Then kerA,
ker(A − I) and ker(A + I) are reducing subspaces of A and hence, H admits the
following direct sum decomposition:
H = kerA⊕ ker(A− I)⊕ ker(A + I)⊕H0.
Recall that, if kerA = ker(A − I) = ker(A + I) = {0}, then A is said to be in the
generic position (see Halmos [13]). Now assume that
H0 = K ⊕K,
for some Hilbert space K and suppose that with respect to the orthogonal decompo-
sition
H = kerA⊕ ker(A− I)⊕ ker(A+ I)⊕K ⊕K,
the operator A has the following block diagonal form
(2.8) A =


0
I
−I
D
−D


where D ∈ B(K) is a positive contraction and without any confusion, we denote by
I the identity on any Hilbert space. In [17, Theorem 3.2] the authors proved that:
Theorem 2.2. With notations as above, A, as given by (2.8), is a difference of two
projections and moreover, if (P,Q) is a pair of projections such that A = P −Q, then
P,Q must be of the form
P = E ⊕ I ⊕ 0⊕ PU and Q = E ⊕ 0⊕ I ⊕QU
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where E is a projection on kerA and PU and QU are projections in B(K⊕K) of the
form
PU =
1
2
[
I +D U(I −D2) 12
U∗(I −D2) 12 I −D
]
and
QU =
1
2
[
I −D U(I −D2) 12
U∗(I −D2) 12 I +D
]
where U ∈ B(K) is a unitary commuting with D.
In what follows, in the setting of the above theorem, we will be interested in the
case when kerA = {0}. Hence, the projections in the above theorem will be of the
form P = I ⊕ 0 ⊕ PU and Q = 0 ⊕ I ⊕ QU . Moreover, with notations as above, we
note that if D ∈ B(K) is a positive scalar contraction, that is, D = λIK for some λ
in (0, 1), then PU takes the form
(2.9) PU =
[
1+λ
2
IK
√
1−λ2
2
U√
1−λ2
2
U∗ 1−λ
2
IK
]
.
Projections of this form will play a crucial in the forthcoming considerations. Our
next lemma determines an orthonormal basis of the range of projections of slightly
more general type.
Lemma 2.3. Let H and K be Hilbert spaces and let U : H → K be a unitary operator.
For each λ ∈ (0, 1), define the projection P : H⊕K → H⊕K by
P =
[
1+λ
2
IH
√
1−λ2
2
U∗√
1−λ2
2
U 1−λ
2
IK
]
.
If {ei : i ∈ Λ} is an orthonormal basis of H, then{√1 + λ
2
ei ⊕
√
1− λ
2
Uei : i ∈ Λ
}
is an orthonormal basis of ranP .
Proof. Note that if x ∈ H and y ∈ K, then
P (x⊕ 0) = 1 + λ
2
x⊕
√
1− λ2
2
Ux = P
(
0⊕
√
1 + λ
1− λUx
)
,
and hence, by duality
P (0⊕ y) =
√
1− λ2
2
U∗y ⊕ 1− λ
2
y = P
(√1− λ
1 + λ
U∗y ⊕ 0
)
.
Therefore
(2.10) ranP = {P (x⊕ 0) : x ∈ H} = {P (0⊕ y) : y ∈ K}.
If {ei : i ∈ Λ} is an orthonormal basis of H, then
‖P (ei ⊕ 0)‖ =
√
1 + λ
2
,
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for all i ∈ Λ. A straightforward computation then shows that{√1 + λ
2
ei ⊕
√
1− λ
2
Uei : i ∈ Λ
}
,
is an orthonormal basis of ranP . 
With this terminology and notation in hand, we are now ready to state the main
result of this section, which shows that the answer to the Question 1 is not necessarily
always in the affirmative.
Theorem 2.4. Let E be a finite dimensional Hilbert space and let T on E be a compact
block matrix of the form (1.7), that is,
(2.11) T =


IdimE1(T ) 0 0 0
0 D 0 0
0 0 −IdimE−1(T ) 0
0 0 0 −D

 .
If
dimE1(T ) 6= dimE−1(T ),
then it is not possible to find a BCL pair (V1, V2) on H
2
E(D) such that the non-zero
part of the defect operator C(V1, V2) is equal to T .
Proof. Suppose that there exists a BCL triple (E , U, P ) such that the non-zero part
of the defect operator C = C(V1, V2) of the corresponding BCL pair (V1, V2) is equal
to T ∈ B(E), where T is as in (2.11). That is,
ranC = E , and C|E = T.
Then, since C|E = P⊥ − UP⊥U∗, it follows that
T = P⊥ − UP⊥U∗.
Let Λ = {λi : 1 ≤ i ≤ m} denote the (possibly empty) set of eigen values of T lying
in (0, 1). Now for each i = 1, . . . , m, choose a unitary Vi : E−λi(T ) → Eλi(T ) and
combine these to construct a unitary
U :=
m⊕
i=1
Vi :
(
m⊕
i=1
E−λi(T )
)
→
(
m⊕
i=1
Eλi(T )
)
.
Also note that
E = E1(T )⊕
(
m⊕
i=1
Eλi(T )
)
⊕ E−1(T )⊕
(
m⊕
i=1
E−λi(T )
)
.
Then, if we set
E˜ := E1(T )⊕ E−1(T )⊕K ⊕K,
where
K = m⊕
i=1
Eλi(T ),
we obtain a unitary W : E → E˜ defined by
W =


IE1(T ) 0 0 0
0 0 IE−1(T ) 0
0 IK 0 0
0 0 0 U

 .
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Next, we set T˜ := WTW ∗, P1 = WP⊥W ∗ and P2 = W (UP⊥U∗)W ∗. A simple
computation shows that
T˜ = diag
[
IE1(T ) −IE−1(T )
m⊕
i=1
λiIEλi(T ) −
( m⊕
i=1
λiIEλi(T )
)]
.
Moreover, P1 and P2 are projections on E˜ and
P1 − P2 = W (P⊥ − UP⊥U∗)W ∗ =WTW ∗ = T˜ .
Now an appeal to Theorem 2.2 shows that there is a unitary V on K commuting with
m⊕
i=1
λiIEλi(T ) such that
P1 = IE1(T ) ⊕ 0E−1(T ) ⊕ PV , P2 = 0E1(T ) ⊕ IE−1(T ) ⊕QV
where the projections PV and QV are given by
PV =


m⊕
i=1
(1 + λi
2
IEλi(T )
)
V
[ m⊕
i=1
((1− λ2i ) 12
2
IEλi(T )
)]
V ∗
[ m⊕
i=1
((1− λ2i ) 12
2
IEλi(T )
)] m⊕
i=1
(1− λi
2
IEλi(T )
)


and
QV =


m⊕
i=1
(1− λi
2
IEλi(T )
)
V
[ m⊕
i=1
((1− λ2i ) 12
2
IEλi(T )
)]
V ∗
[ m⊕
i=1
((1− λ2i ) 12
2
IEλi(T )
)] m⊕
i=1
(1 + λi
2
IEλi(T )
)

 .
We claim that PV and QV have the same rank. Indeed, a similar calculation, as in
(2.10), shows that
ranPV = {PV (x⊕ 0) : x ∈ K} and ranQV = {QV (0⊕ x) : x ∈ K}.
On the other hand, we can verify easily
ranPV ∋ PV (x⊕ 0) 7→ QV (0⊕ x) ∈ ranQV ,
is a linear isomorphism and hence, ranks of PV and QV are the same. Note that
rankP1 = rank(P
⊥) = rank(UP⊥U∗) = rankP2.
Now since
rankP1 = dimE1(T ) + rankPV ,
and
rankP2 = dimE−1(T ) + rankQV ,
we must have that dimE1(T ) = dimE−1(T ). Hence the proof follows. 
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3. E is finite dimensional
In this section we deal with Question 1 and the case when E is finite dimensional.
Note that, in view of Lemma 2.4, it is natural to ask that in case dimE1(T ) =
dimE−1(T ), whether it is always possible to construct an irreducible BCL pair (V1, V2)
such that the non-zero part of the defect operator of C(V1, V2) is exactly T . Theorem
3.2, the main result of this section, settles the Question 1 completely.
We first introduce (following Shields [18]) the notion of weighted shift type op-
erators. Let H be a Hilbert space (finite or infinite dimensional). If H is finite
dimensional, say dim H = n, we let {ei : 1 ≤ i ≤ n} be an orthonormal basis of H
and if H is infinite dimensional, we let {ei : i ∈ Z} be an orthonormal basis of H.
Let S be a bounded linear operator on H defined by
Sei = λiei+1 (i ∈ Z),
if H is infinite dimensional, and
Sei =
{
λiei+1 if 1 ≤ i < n
λne1 if i = n,
in case H is finite dimensional, where all the λi’s are non-zero complex numbers.
We call such operators (or matrices of such operators) as operators (respectively,
matrices) of weighted shift type. If H is finite dimensional, note that the matrix of
S with respect to the orthonormal basis {e1, e2, · · · , en} is a generalised permutation
matrix (that is, a square matrix whose each row and each column has only one non-
zero element) whose only non-zero elements are the subdiagonal entries and the first
entry of the last column, that is the (1, n)-th entry.
Lemma 3.1. With the notations as above, for any i ∈ {1, 2, · · · , n}, {ei} is a cyclic
vector for S if H is finite dimensional and if H is infinite dimensional, for any i ∈ Z,
ei is a star-cyclic vector for S (that is, the linear span of {Snei, S∗nei : n ≥ 0} is
dense in H).
Proof. It is easy to check directly that
Sn = (
n∏
j=1
λj)IH,
if H is finite dimensional, and
SS∗ej = |λj−1|2ej (j ∈ Z),
if H is infinite dimensional. Clearly this yields the desired result. 
After these preparations we are ready to state and prove the main result of this
section. Before we go on to the result, it is perhaps worth pointing out that if
E = C2, the two-dimensional Hilbert space over C, and if T ∈ B(E) is of the form
(1.7) such that T has two eigen values λ and −λ, where 0 < λ ≤ 1, then the simple
block constructed in [14, Example 6.6] implies the existence of an irreducible BCL
pair (V1, V2) on H
2
E(D) such that the non-zero part of C(V1, V2) is given by T . This
observation gives an affirmative answer to Question 1 in dimE = 2 case. The following
theorem treats all the remaining (and non-trivial) cases, and hence settles Question 1
completely in the finite dimensional case.
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Theorem 3.2. Let E be a finite dimensional Hilbert space, and let T ∈ B(E) be of
the form (1.7), that is,
T =


IdimE1(T ) 0 0 0
0 D 0 0
0 0 −IdimE−1(T ) 0
0 0 0 −D

 .
Assume that dimE1(T ) = dimE−1(T ). Then, in each of the following two cases, there
exists an irreducible BCL pair (V1, V2) on H
2
E(D) such that the non-zero part of the
defect operator C(V1, V2) is given by T .
(i) T has at least two distinct positive eigen values,
(ii) T has only one positive eigen value lying in (0, 1) with dimension of the cor-
responding eigen space being at least two.
Moreover, (iii) if 1 is the only positive eigen value of T , then it is not possible to
construct such an irreducible pair (V1, V2) unless dimE1(T ) = 1.
The proof is divided in several steps (subsections) to detach the independent ideas
and constructions. Some of the constructions of these steps are also of independent
interest. We note that the above result also includes the case where dimE1(T ) = 0.
First, we note that in order to construct an irreducible BCL pair (V1, V2) on H
2
E(D)
such that V1V2 = Mz and the non-zero part of the defect operator C(V1, V2) is given
by T , it suffices, by an appeal to Lemma 2.1 and the discussion preceding Lemma
1.1, to construct a unitary U ∈ B(E) and a projection P ∈ B(E) such that U and P
do not have any common non-trivial reducing subspace and P⊥ − UP⊥U∗ = T .
Let {λi : i ∈ Λ} denote the set of positive eigen values of T , where Λ is a finite
indexing set, say, Λ = {1, 2, · · · , n} with n ∈ N. Then the set of eigen values of T is
given by
σ(T ) = {±λi : i ∈ Λ}.
3.1. Orthonormal bases and the projection P . For each i ∈ Λ, let
ki := dimEλi(T ) = dimE−λi(T ),
and let Ui be a unitary from Eλi(T ) to E−λi(T ) which exists since dimEλi(T ) =
dimE−λi(T ). Let {eit : 1 ≤ t ≤ ki} be an orthonormal basis of Eλi(T ), i ∈ Λ. Then
{Uieit : t = 1, . . . , ki},
is an orthonormal basis of E−λi(T ), i ∈ Λ. It is evident that E has the following
orthogonal decomposition
E =
⊕
i∈Λ
(
Eλi(T )⊕ E−λi(T )
)
.
For each i ∈ Λ, define the projection Qi ∈ B(Eλi(T )⊕E−λi(T )) by
Qi =

 1+λi2 IEλi(T )
√
1−λ2i
2
U∗i√
1−λ2i
2
Ui
1−λi
2
IE−λi(T )

 .
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It follows from Lemma 2.3 that {f it : t = 1, . . . , ki} is an orthonormal basis of ranQi,
where
f it :=
√
1 + λi
2
eit ⊕
√
1− λi
2
Uie
i
t,
for all t = 1, . . . , ki. Similarly, Lemma 2.3 applied to I − Qi yields an orthonormal
basis {f˜ it : t = 1, . . . , ki} of ranQ⊥i , where
f˜ it :=
√
1− λi
2
eit ⊕
(
−
√
1 + λi
2
)
Uie
i
t,
for all t = 1, . . . , ki. Consider the projection Q ∈ B(E) given by
Q =
⊕
i∈Λ
Qi
and set
P = Q⊥ ∈ B(E).
Therefore, from the definition of P , it follows that
(3.12)
⋃
i∈Λ
{f˜ it : t = 1, . . . , ki} and
⋃
i∈Λ
{f it : t = 1, . . . , ki},
are orthonormal bases of ranP and ranP⊥, respectively. Then, clearly
{f it , f˜ it : t = 1, . . . , ki},
is an orthonormal basis of Eλi(T ) ⊕ E−λi(T ), and hence, a simple computation, by
changing λi to −λi, shows that{√1− λi
2
eit ⊕
√
1 + λi
2
Uie
i
t,
√
1 + λi
2
eit ⊕
(
−
√
1− λi
2
)
Uie
i
t : t = 1, . . . , ki
}
,
is also an orthonormal basis of Eλi(T )⊕E−λi(T ), i ∈ Λ. Since√
1− λi
2
eit +
√
1 + λi
2
Uie
i
t =
√
1− λ2i f it − λif˜ it ,
and √
1 + λi
2
eit −
√
1− λi
2
Uie
i
t = λif
i
t +
√
1− λ2i f˜ it ,
for all i and t, it follows that
(3.13)
⋃
i∈Λ
{
√
1− λ2i f it ⊕
(
− λi
)
f˜ it , λif
i
t ⊕
√
1− λ2i f˜ it : t = 1, . . . , ki},
is an orthonormal basis of E .
In summary, the sets in (3.12) are orthonormal bases of ranP and ranP⊥, respec-
tively, and the set in (3.13) is that of E .
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3.2. The unitary U for part (i). We now proceed to construct the unitary U ∈
B(E) of the BCL triple (E , U, P ). Here we assume that n ≥ 2, that is T has at least
two positive eigen values. In this case, we construct U on E as follows:
Define U on ranP⊥ by
Uf it =
√
1− λ2i f it ⊕ (−λi)f˜ it ,
for all t = 1, . . . , ki and i = 1, . . . , n, and define U on ranP by
Uf˜ it =


λif
i
t+1 ⊕
(√
1− λ2i
)
f˜ it+1 if 1 ≤ t < ki and 1 ≤ i ≤ n,
λi+1f
i+1
1 ⊕
(√
1− λ2i+1
)
f˜ i+11 if t = ki and 1 ≤ i < n,
λ1f
1
1 ⊕
(√
1− λ21
)
f˜ 11 if t = kn and i = n.
The fact that U is unitary can easily be deduced from the definition of U itself by
observing that U carries an orthonormal basis of E to an orthonormal basis of E .
With respect to the decomposition E = ranP⊥ ⊕ ranP , let
U =
[
U11 U12
U21 U22
]
.
Then, with respect to the ordered orthonormal bases
n⋃
i=1
{f it : 1 ≤ t ≤ ki} of ranP⊥
and
n⋃
i=1
{f˜ it : 1 ≤ t ≤ ki} of ranP , a simple computation yields the following:
• U11 : ranP⊥ → ranP⊥ is represented by the diagonal matrix
diag
(√
1− λ21, . . . ,
√
1− λ21︸ ︷︷ ︸
k1 times
,
√
1− λ22, · · · ,
√
1− λ22︸ ︷︷ ︸
k2 times
, . . . ,
√
1− λ2n, . . . ,
√
1− λ2n︸ ︷︷ ︸
kn times
)
.
• U21 : ranP⊥ → ranP is represented by the invertible diagonal matrix
diag
(
−λ1, . . . ,−λ1︸ ︷︷ ︸
k1 times
,−λ2, . . . ,−λ2︸ ︷︷ ︸
k2 times
,−λn, . . . ,−λn︸ ︷︷ ︸
kn times
)
.
• Both U12 : ranP → ranP⊥ and U22 : ranP → ranP are represented by matri-
ces of weighted shift type (whose only non-zero elements are the subdiagonal
entries and the first entry of the last column, that is, the (1, dim(ranP ))-th
entry). One can easily verify that the (1, dim(ranP ))-th entry of U12 equals
λ1 and the subdiagonal of U12 is given by
λ1, . . . , λ1︸ ︷︷ ︸
k1 − 1 times
, λ2, . . . , λ2︸ ︷︷ ︸
k2 times
, λn, . . . , λn︸ ︷︷ ︸
kn times
,
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whereas the (1, dim(ranP ))-th entry of U22 equals
√
1− λ21 and the subdiag-
onal of U22 is given by√
1− λ21, · · · ,
√
1− λ21︸ ︷︷ ︸
k1 − 1 times
,
√
1− λ22, · · · ,
√
1− λ22︸ ︷︷ ︸
k2 times
, · · · ,
√
1− λ2n, · · · ,
√
1− λ2n︸ ︷︷ ︸
kn times
.
3.3. The remaining details of part (i). We first verify that P⊥ − UP⊥U∗ = T .
With respect to the decomposition E = ranP⊥ ⊕ ranP , let
T =
[
T11 T12
T21 T22
]
.
Note that verification of the fact P⊥−UP⊥U∗ = T amounts to verifying the following
set of equations
(3.14)


T11 = IranP⊥ − U11U∗11,
T12 = −U11U∗21,
T21 = −U21U∗11,
T22 = −U21U∗21.
Indeed, a simple computation shows that for each i, 1 ≤ i ≤ n,
Tf it = λ
2
i f
i
t + λi
√
1− λ2i f˜ it ,
and
T f˜ it = λi
√
1− λ2i f it − λ2i f˜ it for 1 ≤ t ≤ ki,
from which it is now evident that with respect to the ordered orthonormal bases
n⋃
i=1
{f it : 1 ≤ t ≤ ki} of ranP⊥ and
n⋃
i=1
{f˜ it : 1 ≤ t ≤ ki} of ranP , all the operators
Tij , i, j = 1, 2, are represented by diagonal matrices. In fact, we have the following
equalities
T11 = diag
(
λ21, . . . , λ
2
1︸ ︷︷ ︸
k1 times
, λ22, . . . , λ
2
2︸ ︷︷ ︸
k2 times
, . . . , λ2n, · · · , λ2n︸ ︷︷ ︸
kn times
)
,
and
T12 = T21 = diag
(
λ1
√
1− λ21, . . . , λ1
√
1− λ21︸ ︷︷ ︸
k1 times
, . . . , λn
√
1− λ2n, · · · , λn
√
1− λ2n︸ ︷︷ ︸
kn times
)
,
and finally,
T22 = diag
(
−λ21, . . . ,−λ21︸ ︷︷ ︸
k1 times
,−λ22, . . . ,−λ22︸ ︷︷ ︸
k2 times
, . . . ,−λ2n, · · · ,−λ2n︸ ︷︷ ︸
kn times
).
One can now easily verify the equations of (3.14), proving that P⊥ − UP⊥U∗ = T .
We now show that the BCL pair (V1, V2) corresponding to the BCL triple (E , U, P )
is irreducible, that is, we prove that there is no non-trivial joint (U, P )-reducing
subspace of E . Let S be a non-zero joint (U, P )-reducing subspace of E . We show
that S = E . First notice that
S = S1 ⊕ S2,
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where S1 = P⊥S and S2 = PS. Since S is non-zero, one of the spaces S1, S2 must be
non-zero. Assume that S1 is non-zero. We assert that in order to prove that S = E ,
it suffices to show that S1 = ranP⊥ for if S1 = ranP⊥, then the observation that
U21(S1) ⊆ S2,
and the fact that U21 is a linear isomorphism of ranP
⊥ onto ranP together imply
that
U21(S1) = U21(ranP⊥) = ranP ⊆ S2,
so that S2 = ranP and consequently, S = E . It follows easily from the definitions of
the operators U12 and U21 that the operator U12U21 is indeed an operator of weighted
shift type on ranP⊥ (with respect to the ordered orthonormal basis
n⋃
i=1
{f it : t =
1, . . . , ki} of ranP⊥). As U12U21 leaves S1 invariant, in order to prove that S1 =
ranP⊥, it suffices to prove, by virtue of Lemma 3.1, that some f it belongs to S1.
The fact that S is invariant under U immediately implies that S1 is invariant under
U11. Since U11 is a diagonalizable operator on ranP
⊥ with eigen values {
√
1− λ2i :
1 ≤ i ≤ n}, we have
ranP⊥ =
n⊕
i=1
(
E√
1−λ2i
(U11)
)
,
and we also observe that {f it : t = 1, . . . , ki} is a basis of E√1−λ2i (U11). Let x ∈ S1 be
a non-zero element. Then
x =
n∑
i=1
xi
with xi ∈ E√1−λ2i (U11). Now the fact that S1 is invariant under U11 implies that xi
indeed lies in S1 for each i. Choose j ∈ {1, . . . , n} such that xj 6= 0. Note that
xj =
kj∑
t=1
αtf
j
t ,
where αjt , 1 ≤ t ≤ kj , are all scalars. Let t0 be the largest value of t, 1 ≤ t ≤ kj , such
that αt0 6= 0. A little computation, using the definition of U12 and U21, yields that
(U12U21)
kj−t0+1(f js ) ∈ E√1−λ2j (U11),
for s < t0 and (U12U21)
kj−t0+1(f jt0) is a non-zero scalar multiple of f
j+1
1 or f
1
1 according
as j < n or j = n. Consequently
(U12U21)
kj−t0+1(xj) = y + z,
with
y ∈ E√
1−λ2j
(U11),
and z( 6= 0) is a scalar multiple of f j+11 or f 11 according as j < n or j = n. Thus
z ∈ E√
1−λ2j+1
(U11) or E√1−λ21(U11),
according as j < n or j = n. Since U12U21 leaves S1 invariant and xj ∈ S1, it follows
that y + z ∈ S1 and since S1 is invariant under U11, we conclude that both y, z ∈ S1.
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Note that z ∈ S1 is equivalent to saying that exactly one of f j+11 and f 11 belongs to
S1. Thus it follows that S1 = ranP⊥ and hence, S = E . A similar proof shows that if
S2 6= 0, then also S = E . Thus there is no non-trivial joint (U, P )-reducing subspace
of E , completing the proof.
3.4. Proof of part (ii). We now settle the case when T has only one positive eigen
value lying in (0, 1) and the dimension of the corresponding eigen space is at least 2.
Thus, in this case, the set of eigen values of T is given by
σ(T ) = {±λ1},
with 0 < λ1 < 1 and
dimEλ1(T ) = dimE−λ1(T ) ≥ 2.
Let α 6= 1 be a complex number with |α| = 1. Construct a unitary U : E → E as
follows: Define U on ranP⊥ by
Uf 1t =
{
α
(
(
√
1− λ21)f 11 ⊕ (−λ1)f˜ 11
)
if t = 1,
(
√
1− λ21)f 1t ⊕ (−λ1)f˜ 1t if 2 ≤ t ≤ k1,
and on ranP by
Uf˜ 1t =
{
λ1f
1
t+1 ⊕ (
√
1− λ21)f˜ 1t+1 if 1 ≤ t < k1,
λ1f
1
1 ⊕ (
√
1− λ21)f˜ 11 if t = k1.
As before, with respect to the decomposition E = ranP⊥ ⊕ ranP , let
U =
[
U11 U12
U21 U22
]
.
With respect to the ordered orthonormal bases {f 1t : 1 ≤ t ≤ k1} of ranP⊥ and
{f˜ 1t : 1 ≤ t ≤ k1} of ranP , it follows easily from the definition of U that
• U11 : ranP⊥ → ranP⊥ is represented by the diagonal matrix
diag
(
α
√
1− λ21,
√
1− λ21, . . . ,
√
1− λ21︸ ︷︷ ︸
k1 − 1 times
)
,
• U21 : ranP⊥ → ranP is represented by the invertible diagonal matrix
diag
(
− αλ1,−λ1, . . . ,−λ1︸ ︷︷ ︸
k1 − 1 times
)
,
• both U12 : ranP → ranP⊥ and U22 : ranP → ranP are represented by matrices
of weighted shift type and one can easily verify that the (1, dim(ranP ))-th entry
of U12 equals λ1 and the subdiagonal of U12 is given by
λ1, · · · , λ1︸ ︷︷ ︸
k1 − 1 times
,
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whereas the (1, dim(ranP ))-th entry of U22 equals
√
1− λ21 and the subdiag-
onal of U22 is given by √
1− λ21, . . . ,
√
1− λ21︸ ︷︷ ︸
k1 − 1 times
.
Proceeding along the same line of argument as in Subsection 3.3, one can easily see
that in this case also there is no non-trivial joint (U, P )-reducing subspace of E .
3.5. Proof of part (iii). Finally, we deal with the case when 1 is the only positive
eigen value of T . Then, with respect to the decomposition
E = E1(T )⊕E−1(T ),
the operator T admits the following diagonal representation
T =
[
IE1(T ) 0
0 −IE−1(T )
]
.
Suppose U is a unitary on E and P is a projection on E such that
P⊥ − UP⊥U∗ = T.
An appeal to Theorem 2.2 immediately implies that with respect to the decomposition
E = E1(T )⊕ E−1(T ), P⊥ and UP⊥U∗ must be of the form
P⊥ =
[
IE1(T ) 0
0 0
]
and UP⊥U∗ =
[
0 0
0 IE−1(T )
]
.
It is clear from the forms of P⊥ and UP⊥U∗ that U carries E1(T ) (resp., E−1(T ))
onto E−1(T ) (resp., E1(T )). Thus, U has the block operator matrix form
U =
[
0 A
B 0
]
,
where A : E−1(T )→ E1(T ) and B : E1(T )→ E−1(T ) are unitaries. Thus, if
dimE1(T ) = dimE−1(T ) = 1,
then there is no non-trivial joint (U, P )-reducing subspace of E . Now assume that
dimE1(T ) = dimE−1(T ) ≥ 2.
Let v ∈ E be an eigen vector of U and let Uv = αv where, α, of course, has modulus
one. Write v = v1 + v2 with v1 ∈ E1(T ), v2 ∈ E−1(T ). It then follows from Uv = αv
that
Av2 = αv1 and Bv1 = αv2.
Consider the subspace
W = span{v1} ⊕ span{v2}.
One can easily verify that W is reducing for U also. Thus, W is a non-zero proper
joint (U, P )-reducing subspace of E . This completes the proof of part (iii) of Theorem
3.2.
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4. E is infinite dimensional
This section deals with the case when E is infinite dimensional. We aim to show
that given an operator T ∈ B(E) of the form (1.7) such that either
dimE1(T ) = dimE−1(T ) (may be zero also),
or
dimE1(T ) = dimE−1(T )± 1,
then one can construct an irreducible BCL pair on H2E(D) with the desired properties.
Our first result, namely Theorem 4.1, treats the case when dimE1(T ) = dimE−1(T ).
Theorem 4.1. Let E be an infinite dimensional Hilbert space and let T ∈ B(E) be of
the form (1.7), that is,
T =


IdimE1(T ) 0 0 0
0 D 0 0
0 0 −IdimE−1(T ) 0
0 0 0 −D

 .
Suppose that dimE1(T ) = dimE−1(T ). Then there exists an irreducible BCL pair
(V1, V2) on H
2
E(D) such that the non-zero part of C(V1, V2) is equal to T .
Proof. The proof proceeds, to some extent, along the line of argument as that of
Theorem 3.2. However, at any rate, some detail is necessary. Let
σ(T ) = {λn : n ∈ N}.
Choose a bijection g : Z → N so that the set of eigen values of T is expressed as
{λg(n) : n ∈ Z}. Define
kn := dimEλn(T ) = dimE−λn(T ).
Let Un denote a unitary from Eλn(T ) to E−λn(T ), and let {ent : 1 ≤ t ≤ kn} be an
orthonormal basis of Eλn(T ), n ∈ N. Then {Unent : 1 ≤ t ≤ kn} is an orthonormal
basis of E−λn(T ), n ∈ N. Clearly E has the orthogonal decomposition
E =
⊕
n∈N
(
Eλn(T )⊕ E−λn(T )
)
=
⊕
n∈Z
(
Eλg(n)(T )⊕ E−λg(n)(T )
)
.
Let n ∈ N. As in the proof of Theorem 3.2, define a projection Qn ∈ B(Eλn(T ) ⊕
E−λn(T )) by
Qn =

 1+λn2 IEλn(T )
√
1−λ2n
2
U∗n√
1−λ2n
2
Un
1−λn
2
IE−λn(T )

 .
Then {fnt : 1 ≤ t ≤ kn} and {f˜nt : 1 ≤ t ≤ kn} are orthonormal bases of ranQn and
ranQ⊥n , respectively, where
fnt :=
√
1 + λn
2
ent ⊕
√
1− λn
2
Une
n
t
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and
f˜nt :=
√
1− λn
2
ent ⊕
(
−
√
1 + λn
2
)
Une
n
t .
Finally, consider the projection Q ∈ B(E) given by
Q =
⊕
n∈N
Qn
and set P = Q⊥. It follows immediately from the definition of P that⋃
n∈N
{fnt : 1 ≤ t ≤ kn} and
⋃
n∈N
{f˜nt : 1 ≤ t ≤ kn},
are orthonormal bases for ranP⊥ and ranP , respectively. Define the unitary U : E →
E by specifying
U(f
g(n)
t ) =
√
1− λ2
g(n)f
g(n)
t ⊕
(
− λg(n)
)
f˜
g(n)
t ,
for all 1 ≤ t ≤ kg(n) and
U(f˜
g(n)
t ) =

λg(n)f
g(n)
t+1 ⊕
√
1− λ2
g(n)f˜
g(n)
t+1 if 1 ≤ t < kg(n),
λg(n+1)f
g(n+1)
1 ⊕
√
1− λ2
g(n+1)f˜
g(n+1)
1 if t = kg(n),
where n ∈ Z. With respect to the decomposition E = ranP⊥ ⊕ ranP , let
U =
[
U11 U12
U21 U22
]
.
With respect to the ordered orthonormal bases
⋃
n∈Z{f g(n)t : 1 ≤ t ≤ kg(n)} of ranP⊥
and
⋃
n∈Z{f˜ g(n)t : 1 ≤ t ≤ kg(n)} of ranP , it is clear from the definition of U that U11
as well as U21 are represented by diagonal matrices whereas U12U21 is an operator of
the weighted shift type.
Now let S be a non-zero joint (U, P )-reducing subspace of E . Decompose S as
S = S1 ⊕ S2,
where S1 = P⊥(S) and S2 = P (S). Assume, without loss of generality, that S1 is
non-zero. Similar argument as in the proof of Theorem 3.2 in Subsection 3.3 shows
that in order to prove that S = E , it suffices to show that S1 = ranP⊥. Since S1
reducing for U12U21, to prove that S1 = ranP⊥, it is enough to show, by an appeal to
Lemma 3.1, that some basis vector f
g(n)
t belongs to S1.
Note that for each n ∈ Z,
√
1− λ2
g(n) is an eigen value of U11 with
{f g(n)t : 1 ≤ t ≤ kg(n)},
being an orthonormal basis for E√
1−λ2
g(n)
(U11) and hence, ranP
⊥ has the following
orthogonal decomposition
ranP⊥ = ⊕n∈ZE√1−λ2
g(n)
(U11).
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Let 0 6= x ∈ S1. Then
x =
∑
n∈Z
xg(n)
with
xg(n) ∈ E√1−λ2
g(n)
(U11).
Since S1 is reducing for U11, an appeal to the spectral theorem immediately yields
that xg(n) indeed lies in S1 for each n. Choose n such that xg(n) 6= 0 and let
xg(n) =
kg(n)∑
t=1
αtf
g(n)
t ,
where αt, 1 ≤ t ≤ kg(n), are all scalars. If t0 is the largest value of t, 1 ≤ t ≤ kg(n),
such that αt0 6= 0, similar argument as in the proof of Theorem 3.2 in Subsection 3.3
shows that
(U12U21)
kg(n)−t0+1(f g(n)s ) ∈ E√1−λ2
g(n)
(U11),
for s < t0 and
(U12U21)
kg(n)−t0+1(f g(n)t0 ),
is a non-zero scalar multiple of f
g(n+1)
1 from which we conclude, proceeding again
along the same line of argument as in the proof of Theorem 3.2 in Subsection 3.3,
that f
g(n+1)
1 ∈ S1, completing the proof. 
The next theorem analyses the case when dimE1(T ) = dimE−1(T )± 1.
Theorem 4.2. Let E be an infinite dimensional Hilbert space and let T ∈ B(E) be of
the form (1.7), that is,
T =


IdimE1(T ) 0 0 0
0 D 0 0
0 0 −IdimE−1(T ) 0
0 0 0 −D

 .
Suppose that
dimE1(T ) = dimE−1(T )± 1.
Then there exists an irreducible BCL pair (V1, V2) on H
2
E(D) such that the non-zero
part of C(V1, V2) is equal to T .
Proof. Assume, without loss of generality, that dimE−1(T ) = dimE1(T )+1. Further,
assume that dimE1(T ) > 0, that is, 1 is an eigen value of T . Set λ0 = 1 and let the
set of positive eigen values of T lying in (0, 1) be given by {λn : n ∈ N}. Then the
set of eigen values of T is given by {±λn : n ≥ 0}. We use the same notations as in
the proof of Theorem 4.1 so that for each n ∈ N, kn = dimEλn(T ), {ent : 1 ≤ t ≤ kn}
represents an orthonormal basis of Eλn(T ) and for 1 ≤ t ≤ kn, fnt and f˜nt are defined
by
fnt =
√
1 + λn
2
ent ⊕
√
1− λn
2
Une
n
t ,
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and
f˜nt =
√
1− λn
2
ent ⊕
(
−
√
1 + λn
2
Une
n
t
)
,
where Un denotes a unitary operator from Eλn(T ) to E−λn(T ). Finally, let k0 =
dimE1(T ) so that dimE−1(T ) = k0 + 1 and let
{f 0t : 1 ≤ t ≤ k0} and {f˜ 0t : 1 ≤ t ≤ k0 + 1}
denote orthonormal bases of E1(T ) and E−1(T ), respectively. This implies that{
f 0t : 1 ≤ t ≤ k0
}⋃{
f˜ 0t : 1 ≤ t ≤ k0 + 1
} ⋃
n∈N
{
fnt , f˜
n
t : 1 ≤ t ≤ kn
}
is an orthonormal basis of E . As usual, our goal is to construct a projection P and a
unitary U on E such that P⊥ − UP⊥U∗ = T and there is no non-trivial joint (U, P )-
reducing subspace of E . Consider the orthogonal projection P ∈ B(E) such that an
orthonormal basis of ranP is given by{
f˜ 0t : 1 ≤ t ≤ k0 + 1
} ⋃
n∈N
{
f˜nt : 1 ≤ t ≤ kn
}
.
Consequently, {
f 0t : 1 ≤ t ≤ k0
} ⋃
n∈N
{
fnt : 1 ≤ t ≤ kn
}
is an orthonormal basis of ranP⊥. Let us consider the unitary U : E → E defined as
follows: For each n ≥ 1, define
Ufnt =


√
1− λ2nfnt+1 ⊕
(
− λn
)
f˜nt+1 if 1 ≤ t < kn;√
1− λ2n−1fn−11 ⊕
(
− λn−1
)
f˜n−11 if t = kn;
and
Uf˜nt =
{
λnf
n
t+1 ⊕
√
1− λ2nf˜nt+1 if 1 ≤ t < kn;
λn+1f
n+1
1 ⊕
√
1− λ2n+1f˜n+11 if t = kn;
and finally,
U(f 0t ) = f˜
0
t+1 if 1 ≤ t ≤ k0;
U(f˜ 0t ) = f
0
t if 1 ≤ t ≤ k0;
U(f˜ 0k0+1) = λ1f
1
1 +
√
1− λ21f˜ 11 .
Then it is easy to check that P⊥−UP⊥U∗ = T . Now, with respect to the decompo-
sition E = ranP⊥ ⊕ ranP , let
U =
[
U11 U12
U21 U22
]
.
It follows from the definition of U that
U11(f
0
t ) = 0, for 1 ≤ t ≤ k0;
U11(f
n
t ) = (
√
1− λ2n)fnt+1, for n ≥ 1, 1 ≤ t < kn;
U11(f
n
kn
) = (
√
1− λ2n−1)fn−11 , for n ≥ 1.
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A little computation shows that
U∗11(f
0
t ) = 0, for 1 ≤ t ≤ k0;
U∗11(f
n
t+1) = (
√
1− λ2n)fnt , for n ≥ 1, 1 ≤ t < kn;
U∗11(f
n
1 ) = (
√
1− λ2n)fn+1kn+1 , for n ≥ 1;
and consequently,
U∗11U11(f
0
t ) = 0, for 1 ≤ t ≤ k0;
U∗11U11(f
n
t ) = (1− λ2n)fnt , for n ≥ 1, 1 ≤ t < kn;
U∗11U11(f
n
kn
) = (1− λ2n−1)fnkn, for n ≥ 1.
Thus, we see that U∗11U11 is a digonalizable operator on ranP
⊥ with eigen values
{1− λ2n : n ≥ 0}. Clearly, {
f 0t : 1 ≤ t ≤ k0
}⋃{
f 1k1
}
,
is an orthonormal basis for E0(U
∗
11U11) = E1−λ20(U
∗
11U11), and{
fnt : 1 ≤ t < kn
}⋃{
fn+1kn+1
}
,
is an orthonormal basis of E1−λ2n(U
∗
11U11) for all n ≥ 1.
Let S be a non-trivial joint (U, P )-reducing subspace of E . Then
S = S1 ⊕ S2,
where S1 = P⊥(S) and S2 = P (S). Assume, without loss of generality, that S1 is
non-zero and let 0 6= x ∈ S1. Let
x =
⊕
n≥0
xn,
where xn ∈ E1−λ2n(U∗11U11) for all n ≥ 0. Since S1 is reducing for U∗11U11, we must
have that xn ∈ S1 for each n ≥ 0. Let n0 be the smallest non-negative integer such
that xn0 6= 0. First assume that n0 ≥ 1 and let
xn0 =
kn0−1∑
t=1
αn0t f
n0
t + βf
n0+1
kn0+1
,
where β, αn0t (1 ≤ t < kn0) are all scalars. If αn0t = 0 for all t, 1 ≤ t < kn0, then clearly
β 6= 0 and hence, fn0+1kn0+1 ∈ S1. If α
n0
t are not all zero, let t0 be the maximum value of
t, 1 ≤ t < kn0, such that αn0t 6= 0. Then one can easily see that
S1 ∋ Ukn0−t011 (xn0) = an element in span{fn01 , · · · , fn0kn0−1} ⊕ α
n0
t0
(1− λ2n0)
kn0−t0
2 fn0kn0
∈ E1−λ2n0 (U
∗
11U11)⊕ E1−λ2n0−1(U
∗
11U11),
and consequently, fn0kn0
∈ S1. Now assume that n0 = 0 and let
x0 =
k0∑
t=1
α0t f
0
t + βf
1
k1
,
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where β and α0t , 1 ≤ t ≤ k0, are all scalars. Note that if β 6= 0, then U∗11x0 6= 0 and
U∗11x0 = β
√
1− λ21f 1k1−1 or β
√
1− λ21f 2k2 ,
depending on whether k1 > 1 or k1 = 1 and thus, S1 contains either f 1k1−1 or f 2k2
according as k1 > 1 or k1 = 1. Suppose now that β = 0 and let t0 = max{t : α0t 6= 0}.
A simple computation shows that
S ∋ U2(k0−t0)+2(x0) = an element in span{f 01 , · · · , f 0k0}+ α0t0(λ1f 11 +
√
1− λ21f˜ 11 )
and hence, f˜ 11 ∈ S2. Since
U(f˜ 11 ) = λ1f
1
2 +
√
1− λ21f˜ 12 or λ2f 21 +
√
1− λ22f˜ 21 ,
according as k1 > 1 or k1 = 1, we have that either f
1
2 or f
2
1 belongs to S1. Thus we
conclude that fnt ∈ S1 for some n ≥ 1 and 1 ≤ t ≤ kn. It is easy to see that
U(P⊥U)(kn−t)+kn−1+···+k2+k1(fnt ) = a non-zero scalar multiple of f˜
0
1
and hence, f˜ 01 ∈ S. Since S is invariant under U , applying U repeatedly on f˜ 01 we see
that
{f 0t : 1 ≤ t ≤ k0}
⋃
{f˜ 0t : 1 ≤ t ≤ k0 + 1}
is contained in S. Again, using the definition of U and P , a simple computation
shows that
(PU)t(f˜ 0k0+1) = a non-zero scalar multiple of f˜
1
t for 1 ≤ t ≤ k1,
(PU)k1+k2+···+kn−1+t (f˜ 0k0+1) = a non-zero scalar multiple of f˜
n
t for n > 1, 1 ≤ t ≤ kn,
and since S is reducing for both U and P , it follows immediately that S contains⋃
n∈N
{f˜nt : 1 ≤ t ≤ kn}.
Finally, we observe that
(P⊥U)(f˜ 0k0+1) = a non-zero scalar multiple of f
1
1 ,
(P⊥U)(f˜nt ) = a non-zero scalar multiple of f
n
t+1 for 1 ≤ t < kn, n ≥ 1,
(P⊥U)(f˜nkn) = a non-zero scalar multiple of f
n+1
1 for n ≥ 1.
Since S is (U, P )-reducing and contains {f˜ 0k0+1}
⋃
n∈N{f˜nt : 1 ≤ t ≤ kn}, it follows
that S contains ⋃
n∈N
{fnt : 1 ≤ t ≤ kn}.
As an immediate consequence of all these observations, we conclude that S indeed
contains the orthonormal basis of E given by
{f 0t : 1 ≤ t ≤ k0}
⋃
{f˜ 0t : 1 ≤ t ≤ k0 + 1}
⋃
n∈N
{fnt , f˜nt : 1 ≤ t ≤ kn},
and hence, S = E , finishing the proof of this case. The proof for the case when 1 is
not an eigen value of T , that is, k0 = 0, works in the same way. 
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Note that if E is infinite dimensional and
|dimE1(T )− dimE−1(T )| ∈ {0, 1},
then Theorems 4.1 and 4.2 gives an affirmative answer to Question 1. In particular,
the summary of the main results of this paper gives a complete answer (sometimes
in the affirmative and sometimes in the negative) to Question 1 except for the case of
infinite dimensional Hilbert spaces E for which
|dimE1(T )− dimE−1(T )| ≥ 2.
Clearly, as far our present method is concerned, the situation is more intricate.
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