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Kivonat
A cikk a páros összehasonlításokon alapuló pontozási eljárásokat tárgyalja axiomatikus meg-
közelítésben. A szakirodalomban számos értékel® függvényt javasoltak erre a célra, néhány karakte-
rizációs eredmény is ismert. Ennek ellenére a megfelel® módszer kiválasztása nem egy-szer¶ feladat,
a különböz® tulajdonságok bevezetése els®sorban ebben nyújthat segítséget. Itt az összehasonlított
objektumok teljesítményén érvényesül® monotonitást tárgyaljuk az önkonzisztencia és önkonzisztens
monotonitás axiómákból kiindulva. Bemutatásra kerülnek lehetséges gyengítéseik és kiterjesztéseik,
illetve egy, az irreleváns összehasonlításoktól való függetlenséggel kapcsolatos lehetetlenségi tétel is.
A tulajdonságok teljesülését három eljárásra, a klasszikus pontszám eljárásra, az ezt továbbfejleszt®
általánosított sorösszegre és a legkisebb négyzetek módszerére vizsgáljuk meg, melyek mindegyi-
ke egy lineáris egyenletrendszer megoldásaként számítható. A kapott eredmények új szempontokkal
gazdagítják a pontozási eljárás megválasztásának kérdését.
Kulcsszavak : preferenciák aggregálása, páros összehasonlítás, rangsorolás, karakterizáció, általá-
nosított sorösszeg módszer, legkisebb négyzetek módszere
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Abstract
The paper provides an axiomatic analysis of some scoring procedures based on paired comparisons.
Several methods have been proposed for these generalized tournaments, some of them have been
also characterized by a set of properties. The choice of an appropriate method is supported by a
discussion of their theoretical properties. In the paper we focus on the connections of self-consistency
and self-consistent-monotonicity, two axioms based on the comparisons of object?s performance.
The contradiction of self-consistency and independence of irrel-evant matches is revealed, as well as
some possible reductions and extensions of these properties. Their satisfiability is examined through
three scoring procedures, the score, generalised row sum and least squares methods, each of them
is calculated as a solution of a system of linear equations. Our results contribute to the problem of
finding a proper paired comparison based scoring method.
Keywords: preference aggregation, paired comparison, ranking, characterization, generalised row
sum method, least squares method
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1. Bevezetés
A komplex, többszempontú döntések meghozatala során gyakran nincs lehet®ség az alternatívák egyet-
len objektív skálán történ® értékelésére. Amennyiben mégis szükségessé válik ezek rangsorolása, az sok
esetben páronkénti összehasonlításuk alapján végezhet® el. Ilyen feladatokkal találkozhatunk a statisz-
tikában a vásárlóer®-paritás számításakor (Éltet® és Köves, 1964; Szulc, 1964), folyóiratok/tudományos
kutatók/szakmai m¶helyek sorrendjének felállításakor (Pinski és Narin, 1976; Palacios-Huerta és Volij,
2004; Slutzki és Volij, 2006; Kóczy és Strobel, 2010; Kóczy és Nichifor, 2013), weblapok rangsorolásakor
(Brin és Page, 1998; Page et al., 1999), pszichológiai kísérletek kiértékelésekor (Mosteller, 1951; Gullik-
sen, 1956; Kaiser és Serlin, 1978), (választói) preferenciák aggregálásakor (Borda, 1781; Copeland, 1951;
Young, 1974; Nitzan és Rubinstein, 1981; Jiang et al., 2011), vagy a sport különböz® területein (Zermelo,
1929; Bradley és Terry, 1952).
Ezen esetek mindegyikében a rendelkezésre álló információk egy (vagy több) páros összehasonlítási
mátrixba tömöríthet®k. Az egyik legáltalánosabb modellt vizsgáljuk, mely lényegében az összes, reá-
lisan elképzelhet® jelenség leírására alkalmas. Ennek értelmében a páros összehasonlítások eredménye
nem feltétlenül binárisan adott, tetsz®leges preferenciaintenzitás megjelenítésére alkalmas (beleértve a
döntetlenek lehet®ségét), emellett két alternatíva tetsz®leges alkalommal összevetésre kerülhet, az is el®-
fordulhat, hogy az erre vonatkozó adat teljesen hiányzik. Ugyanakkor az alternatívák önmagukkal való
összehasonlítását lényegtelennek tekintjük. Ez a modellkeret (Chebotarev és Shamis, 1999; González-Díaz
et al., 2013) a szakirodalomban ismert páros összehasonlítás definíciók csaknem mindegyikét magában
foglalja, talán az egyetlen kivétel a súlyozott irányított gráf esete, mely megengedi az egyes csúcsokhoz
tartozó pozitív súlyú hurokéleket (Herings et al., 2005).
A páros összehasonlítások definiálása után a következ® kihívást az alternatívák sorba rendezése, azaz
rangsorolása jelenti. A rangsor egy, az objektumhalmazon értelmezett teljes, tranzitív és reflexív bináris
reláció. Egyfajta információtömörítés válik szükségessé: az n objektum páronkénti, összesen n(n− 1)/2
darab távolságát kellene megfelel®en leírni a megoldásként kapott rangsorból adódó n− 1 különbséggel.
Ez n = 2 esetén biztosan megtehet®, két alternatíva esetén a páros összehasonlítás kimenetele valóban
minden információt megad a sorrendr®l. Amennyiben viszont az objektumok száma legalább három, már
felmerülhet a Condorcet-paradoxonból ismer®s intranzitivitás, amikor X1 jobbnak bizonyul X2-nél, X2
X3-nál, X3 pedig X1-nél. A klasszikus esetben nem is tudunk egyértelm¶ döntésre jutni, itt azonban a
preferenciaintenzitások eltérése megoldást jelenthet.
A rangsor felállítására több megközelítés ismert, a tanulmányban a pontozási eljárásokkal foglalko-
zunk, Bouyssou (2004) számos érvet említ ezek alkalmazása mellett. Az els®, közvetlenül adódó megoldási
lehet®ség a sorösszeg, a pontszámok kiszámítása (Borda, 1781; Copeland, 1951). A páros összehasonlítá-
son alapuló rangsorolásban egyre népszer¶bb a PageRank módszer (Brin és Page, 1998; Page et al., 1999)
alkalmazása (Csendes és Antal, 2010; London és Csendes, 2013; Radicchi, 2011; Dingle et al., 2013). A já-
tékelméleti irodalomban hasonló feladatként merül fel egy irányított gráf csúcsainak rangsorolása (Borm
et al., 2002; van den Brink és Gilles, 2003; Herings et al., 2005; Slikker et al., 2012). Szintén elterjedt a
maximum likelihood (Zermelo, 1929; Bradley és Terry, 1952; Conner és Grant, 2000, 2009) és a legkisebb
négyzetek módszere (Horst, 1932; Mosteller, 1951; Morrissey, 1955; Gulliksen, 1956; Kaiser és Serlin,
1978). Egy további, elméleti szempontból vonzó eljárás az általánosított sorösszeg módszer (Chebotarev,
1989, 1994).
A megfelel® eljárás kiválasztásában a társadalmi választások elméletének (social choice theory) axio-
matikus szemlélete is segítséget nyújthat (Altman és Tennenholtz, 2008):
 Leíró (descriptive) megközelítés: egy pontozási eljárást kiválasztva, olyan axiómák, tulajdon-
ságok el®írása, melyeket az adott módszer kielégít, miközben bármely másik legalább egyet
megsért közülük. Ez lényegében a kooperatív játékelmélet elosztási koncepciói esetén követett
stratégia: a 2012-ben közgazdasági Nobel-díjat nyert Lloyd S. Shapley nevéhez f¶z®d® Shapley-
értékre (Shapley, 1953) már több reprezentációs tétel született, nem is említve a különböz®
játékosztályokon megfigyelhet® eltéréseket (van den Brink és Pintér, 2012).
 Normatív (normative) megközelítés: több, elméleti szempontból indokolható követelmény meg-
fogalmazása, majd annak vizsgálata, mely pontozási eljárások teljesítik ezeket. Kemeny és Snell
(1962) utóbbi tekintetében három lehet®séget említ : (I) az axiómák inkonzisztensek, egyetlen
módszer sem teljesítheti ezek mindegyikét; (II) egyetlen eljárás elégíti ki mindegyik tulajdon-
ságot; (III) több módszer is megfelel az el®írt feltételeknek. S®t, (II) aleseteként létezik egy
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negyedik opció, miszerint a megfogalmazott követelmények logikailag nem függetlenek, bár
egyértelm¶en karakterizálnak egy eljárást, ehhez azonban elegend® lenne egy sz¶kebb részhal-
mazuk (Can és Storcken, 2013).
A páros összehasonlításon alapuló pontozási eljárásokkal kapcsolatban szintén ismert néhány repre-
zentációs tétel. A pontszám vagy sorösszeg módszert Rubinstein (1980) karakterizálta bajnokságokban
(tournament), ahol minden összehasonlítás kimenetele ismert és az egyik alternatíva egyértelm¶en jobb-
nak bizonyult a másiknál, nincs döntetlen vagy eltér® preferenciaintenzitás. Az ennél általánosabb round-
robin esetben legalább három különböz® reprezentációs tétel létezik az eljárásra (Young, 1974; Hansson és
Sahlquist, 1976; Nitzan és Rubinstein, 1981; Bouyssou, 1992), az itt tárgyalt általános modellben azonban
már nem érvényesek. A PageRank eljárással kapcsolatos reprezentációs tételek ugyancsak megtalálhatók
az irodalomban (Altman és Tennenholtz, 2005; Slutzki és Volij, 2006).
Több cikk foglalkozik a pontozási eljárások normatív alapú tárgyalásával (Slutzki és Volij, 2006;
Altman és Tennenholtz, 2008). Chebotarev és Shamis (1998) tanulmánya kiváló áttekintést nyújt a rang-
sorolási eljárások karakterizációjáról, összesen több mint 40 módszert elemez. Chebotarev és Shamis
(1999) az önkonzisztens monotonitás tulajdonság (Chebotarev és Shamis, 1997) szempontjából osztá-
lyozza a pontozási eljárásokat, González-Díaz et al. (2013) pedig néhány népszer¶ módszert hasonlít
össze több mint tíz követelmény alapján.
Kiindulópontunk az önkonzisztencia (Chebotarev és Shamis, 1997), és az ehhez szorosan kapcsolódó
önkonzisztens monotonitás axióma, ezek kiválasztásában több tényez® játszott szerepet. Egyrészt, Che-
botarev és Shamis (1999) a pontozási eljárások egy nagy halmazáról, a gy®zelem-vereség kombinálásán
(win-loss combining) alapuló módszerekr®l belátta, hogy nem teljesíthetik az utóbbi tulajdonságot. Más-
részt González-Díaz et al. (2013) éppen az önkonzisztens monotonitás megsértésével érvel a legkisebb
négyzetek, és részben a fair bets módszer alkalmazása ellen. Harmadszor, a tulajdonságok hátterének ala-
pos feltárása hozzájárulhat a módszerek mélyebb megértéséhez. Végül, de nem utolsósorban mindkett®
intuitív módon is vonzó axióma, pusztán logikai alapon hasonló feltételek teljesülését várnánk el.
A különböz® tulajdonságok teljesülését három pontozási eljárás, helyesebben kett® és egy parametri-
kus család esetén vizsgáljuk meg. A pontszám módszer, részben egyszer¶sége okán, talán a legalaposabban
elemzett pontozási eljárás, hiányzó és többszörös összehasonlítások mellett azonban alkalmazása problé-
más. Ennek oka, hogy ilyen esetekben is teljesíti az irreleváns mérk®zésekt®l való függetlenség axiómáját,
miközben éppen ezek hordoznak információt a velük összehasonlított többi alternatíva teljesítményé-
r®l. Ezt a tényt González-Díaz et al. (2013) formális alátámasztás nélkül, inkább intuitív alapon emeli
ki ; tanulmányunkban ezt az érvelést sikerült egy lehetetlenségi tétel formájában matematikai alapokra
helyezni.
A pontszám módszert az új szempont, az ellenfelek erejének beépítésével lehet finomítani (David,
1987), éppen ez az általánosított sorösszeg eljárás (Chebotarev, 1989) kiindulópontja. Az eljárás tu-
lajdonságait részletesen tárgyalta Chebotarev (1994), ezeket néhány további megfigyeléssel egészítjük
ki. A legkisebb négyzetek módszerét egyszer¶sége okán széles körben használják, nemritkán gyakorla-
ti problémákra (Leeflang és van Praag, 1971; Csató, 2012a, 2013a). Els®sorban ez lehet az oka más
tudományterületeken történ® megjelenésének: a páros összehasonlítás mátrixokra alkalmazott LLSM
módszer (Crawford és Williams, 1980; De Graan, 1980; Crawford és Williams, 1985; Bozóki et al., 2010),
(az ekvivalencia bizonyítását lásd Csató (2012b)), illetve a statisztikában használt EKS-eljárás (Éltet® és
Köves, 1964; Szulc, 1964) lényegében ugyanezt jelenti. Emellett közeli rokonságban van a játékelméleti
pozíciós er® (Herings et al., 2005) fogalmával, és a számítás menete, a PageRank módszerhez hasonlóan,
szemléletesen értelmezhet® gráfokon (Csató, 2013b).
A vizsgált pontozási eljárások közül a pontszám módszerrel Young (1974), Nitzan és Rubinstein
(1981), illetve Bouyssou (1992) foglalkozott karakterizációk keretében, míg González-Díaz et al. (2013) 
a legkisebb négyzetek módszere és az általánosított sorösszeg (rögzített ε = 1/ [(n− 2)m] paraméterre)
mellett  átfogó axiomatikus tárgyalást adott róla. Chebotarev (1994) az általánosított sorösszeg kimerít®
elemzését adta, egy korábbi cikkem pedig a legkisebb négyzetek módszerét vizsgálta néhány további
tulajdonság szempontjából Csató (2012b).
A tanulmány f® hozzájárulása az önkonzisztencia és az ehhez szorosan kapcsolódó további tulaj-
donságok megfogalmazása, valamint a pontozási eljárások vizsgálata ezek tükrében. Utóbbiak közül az
általánosított sorösszeg emelkedik ki, különösen bizonyos paramétermegkötések mellett; ez összhangban
áll González-Díaz et al. (2013) megállapításaival. A részletes tárgyalás révén jobban megérthetjük a kü-
lönböz® módszerek viselkedését, az axiómák erejét és kölcsönös kapcsolatukat. Legfontosabbnak a 4.1.
4
tétel üzenetét tartjuk: nem lehet olyan pontozási eljárást találni, mely egyszerre felelne meg bizonyos lo-
kális és globális követelményeknek. Altman és Tennenholtz (2008) egy ehhez hasonló állítást fogalmazott
meg irányított gráfok esetén, itt azonban jóval általánosabb modellr®l van szó. Emellett a 4.3., az 5.1 és
az 5.2. tételek mutatják az egyes axiómák közötti átváltási lehet®ségeket.
A kapott ellentmondások ugyan negatív eredménynek t¶nnek, azonban éppen ezekkel érvelhetünk
a pontszám módszer kiterjedt használata ellen, matematikailag indokolva González-Díaz et al. (2013)
zárómondatát. Ennek remélhet®leg gyakorlati jelent®sége is lehet. Az egyes sportbajnokságok szerve-
z®i, megítélésünk szerint, túlzott mértékben ragaszkodnak a pontszám módszer alkalmazásához olyan
bajnokságokban, ahol gyakori a hiányzó vagy a többszörös összehasonlítás. Ez számos esetben komoly
problémát okoz, magára vonva mind a résztvev®k, mind az érdekl®d®k kritikáját; a svájci rendszer¶ sakk
(csapat)versenyek furcsaságait lásd Csató (2013a); González-Díaz (2010) munkáiban. Bizonyos monoto-
nitási tulajdonságok megsértése szintén szorosan kapcsolódik a vizsgált tulajdonságokhoz: a közelmúlt
egyik emlékezetes esete a 2012-es londoni olimpia tollaslabda versenyén történt meg (Badminton, 2012).
A cikk felépítése a következ®. A 2. fejezetben definiáljuk a modellkeretet, a rangsorolási problémát
és a pontozási eljárásokat, bemutatjuk a kés®bbiekben tárgyalt konkrét módszereket. A 3. részben olyan
axiómákat vezetünk be, melyek nem kapcsolódnak a tárgyalás f®áramába, viszont a kés®bbiekben szük-
ség lesz rájuk. A 4. fejezetben az önkonzisztenciával foglalkozunk, belátunk egy lehetetlenségi tételt,
majd végigvesszük a negatív eredmény elkerülésének potenciális irányait. Az 5. fejezet az önkonzisztens
monotonitást elemzi, végiggondolva a meglehet®sen er®s implikációk gyengítését. A 6. fejezet az önkon-
zisztencia egy természetesnek t¶n® er®sítését fogalmazza meg. Végül a 7. fejezet a f®bb eredményeket
összegzi, és felvázol néhány kutatási irányt, továbbfejlesztési lehet®séget.
A tanulmányban meglehet®sen sok fogalom, definíció és összefüggés jelenik meg, ezek befogadását,
visszakeresését segíthetik a függelék táblázatai, melyekben minden állítás mellett megjelenik a tanul-
mányban megadott, vagy a korábbi irodalomból ismert bizonyítás, utóbbi hiányában ez saját eredmény-
nek tekinthet®.1
1E cikket magyarul írtam, a kés®bbiekben a f®bb eredmények angol nyelv¶ publikálását is tervezem, ezért a bevezetett
fogalmak mögött zárójelben mindig ott szerepel a már használt (hivatkozással) vagy az általam alkotott angol terminológia.
Utóbbival kapcsolatban minden észrevételt szívesen fogadok.
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2. A páros összehasonlításon alapuló rangsorolás
2.1. A rangsorolási probléma
Egy (N,A,M) rangsorolási probléma három komponensb®l áll : az N = {X1, X2, . . . Xn}, n ∈ N
objektumhalmazból, az A eredménymátrixból és az M mérk®zésmátrixból. M ∈ Rn×n szimmetrikus,
nemnegatív mátrix, mij az Xi és Xj objektumok páros összehasonlításának súlyát, jelent®ségét (például
az összehasonlítások számát) tükrözi. mii = 0 minden i = 1,2, . . . , n-re, az objektumok önmagukkal vett
összehasonlításaival nem foglalkozunk. Legyen di =
∑
Xj∈N mij az Xi objektum összehasonlításainak
száma és m = maxXi,Xj∈N mij a két objektum közötti összehasonlítások számának maximuma. Az
egyszer¶ség érdekében feltesszük, hogy azM mérk®zésmátrix elemei egész számok; a kapott eredmények
mindegyike érvényes a folytonos esetben is, viszont helyenként sokkal bonyolultabb jelölések alkalmazása
válna szükségessé.
A ∈ Rn×n ferdén szimmetrikus mátrix, azaz aij = −aji, ahol −mij ≤ aij ≤ mij . A f®átló elemeinek
itt sincs szerepe, aii = 0 minden i = 1,2, . . . , n-re. (aij + mij)/(2mij) annak esélyeként értelmezhet®,
hogy Xi jobbnak bizonyul Xj-nél. Az így definiált rangsorolási problémák osztálya legyen R.
A multihalmaz olyan halmaz, mely bizonyos elemeket többször is tartalmazhat.2 Az Xi objektum
ellenfél multihalmaza pontosan annyiszor, mij-szer tartalmaz minden más objektumot, ahányszor Xi-vel
összehasonlításra kerültek: Oi = {Xj : ]Xj = mij}. Az Oi ellenfél multihalmaz elemeit az Xi objektum
ellenfeleinek nevezzük.
Egy (N,A,M) ∈ R rangsorolási probléma:
• kiegyensúlyozott (balanced), ha di = dj minden Xi, Xj ∈ N objektumpárra. Az ilyen rangso-
rolási problémák osztálya legyen RB(⊂ R).
• round-robin, ha mij = mk` minden különböz® objektumokból álló (Xi, Xj), Xi 6= Xj és
(Xk, X`), Xk 6= X` párra. Az ilyen rangsorolási problémák osztálya legyen RR ⊂ RB(⊂ R).
• súlyozatlan (unweighted), ha mij ∈ {0,1} minden Xi, Xj ∈ N esetén. Az ilyen rangsorolási
problémák osztálya legyen RU (⊂ R).
A round-robin rangsorolási problémák abban az értelemben teljesnek tekinthet®k, hogy egyetlen páros
összehasonlítás sem hiányzik. A kiegyensúlyozottság azt jelenti, hogy az ismert összehasonlítások egyenle-
tesen helyezkednek el a rangsorolási problémában. Súlyozatlan esetben nem megengedettek a többszörös
összehasonlítások, az A eredménymátrix szinte teljesen leírja a rangsorolási problémát, kivéve, hogy
aij = 0 egyszerre felel meg a döntetlennek és a hiányzó összehasonlításnak.
Az M mérk®zésmátrix blokk diagonális (block diagonal), illetve blokk antidiagonális (block anti-
diagonal), ha létezik az objektumok halmazának olyan N1 ∪ N2 = N, N1 ∩ N2 = ∅, |N1| = n1 ≥ 1 és
















ahol az alsó indexek az (al)mátrixok dimenzióit jelölik (Brozos-Vázquez et al., 2008).
AzM mérk®zésmátrix egyG := (V,E) irányítatlan multigráffal reprezentálható, ahol a V csúcshalmaz
azonos az N objektumhalmazzal, az Xi és Xj közötti élek száma pedig mij , tehát az E élhalmaz az
ismert páros összehasonlítások szerkezetét tükrözi. A G gráf Xi csúcsának fokszáma di, az objektum
összehasonlításainak száma. G az (N,A,M) rangsorolási problémához tartozó összehasonlítási multigráf,
azonban kizárólag M -t®l függ, a páros összehasonlítások eredménye nem befolyásolja. A G gráf L =
= [`ij ]i,j=1,2,...,n ∈ Rn×n Laplace mátrixának elemei `ij = −mij , i 6= j és `ii = di minden i = 1,2, . . . , n-
re. A Laplace mátrix szimmetrikus és pozitív szemidefinit (Mohar, 1991, Theorem 2.1).
2.1. Lemma. Egy (N,A,M) ∈ R rangsorolási problémában az M mérk®zésmátrix akkor és csak akkor
nem blokk diagonális, ha a G összehasonlítási multigráf összefügg®.
Legyen e ∈ Rn a csupa 1-esb®l álló vektor, azaz ei = 1 minden i = 1,2, . . . , n-re.3 Jelölje I ∈ Rn×n
az egységmátrixot, melynek f®átlójában 1-esek, azon kívül pedig 0-k vannak..
2Ezt fogalmat Chebotarev és Shamis (1998) vezette be az önkonzisztens monotonitás definiálása céljából ; itt hasonló
szerepet játszik.
3A továbbiakban e mindig oszlopvektort, míg e> sorvektort jelöl.
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2.2. Pontozási eljárások
A pontozási eljárás egy f : R → Rn függvény, fi(N,A,M) az Xi objektum értékelése. Az objektumok
 rangsora az N halmazon értelmezett teljes, reflexív és tranzitív bináris reláció. Minden f pontozási
eljárás generál egy rangsort az Xi  fXj ⇔ fi(N,A,M) ≥ fj(N,A,M) definíció alapján.
2.1. Definíció. Arányosság : Legyen (N,A,M) ∈ R egy rangsorolási probléma. Az f1, f2 : R → Rn
pontozási eljárások arányosak, amennyiben létezik olyan κ > 0 pozitív konstans, hogy f1(N,A,M) =
= κf2(N,A,M). Jelölése f1 ≈ f2.
Arányos pontozási eljárások által generált rangsorok azonosak.
A következ®kben néhány pontozási eljárást mutatunk be.
2.2. Definíció. Név módszer (fixed-order method) (Slutzki és Volij, 2005): fo : R → Rn, ahol tetsz®-
leges (N,A,M) ∈ R esetén foi(N,A,M) = i minden Xi ∈ N -re.
A név módszer független az eredménymátrixtól, az értékelést az objektumok címkéje határozza meg.
2.3. Definíció. Egyenl® módszer (flat method) (Slutzki és Volij, 2005): f l : R → Rn, ahol tetsz®leges
(N,A,M) ∈ R esetén fli(N,A,M) = 0 minden Xi ∈ N -re.
Az egyenl® módszer szintén független az A eredménymátrixtól, de minden objektumnak azonos érté-
kelést ad. A név módszerrel együtt inkább technikai célokat szolgál, gyakorlati alkalmazásuk nem ajánlott.
Bevezetésük a kés®bb tárgyalt tulajdonságok megértésében nyújthat segítséget.
2.4. Definíció. Pontszám módszer (score method) (Borda, 1781; Copeland, 1951): s : R → Rn, ahol
tetsz®leges (N,A,M) ∈ R esetén s(N,A,M) = Ae, azaz si =
∑
Xj∈N aij minden Xi ∈ N -re.
A pontszám módszert számítása miatt sorösszeg (row sum) módszernek is nevezik.
Chebotarev (1989) néhány, a pontozási eljárásban szerepl® függvényt®l megkövetelt tulajdonság se-
gítségével egy parametrikus eljáráscsaládot vezetett be, amit egy kés®bbi cikkben részletesen elemzett
Chebotarev (1994).
2.5. Definíció. Általánosított sorösszeg módszer (generalized row sum method, GRS) (Chebotarev,
1989): x(ε) : R → Rn, ahol tetsz®leges (N,A,M) ∈ R esetén (I + εL)x(ε)(N,A,M) = (1 + εmn)s, és
ε > 0 egy paraméter.
2.2. Lemma. ε = 0 esetén az általánosított sorösszeg módszer azonos a pontszám módszerrel, x(0) = s.
2.1. Következmény. A 2.2. lemma alapján a pontszám és az általánosított sorösszeg módszerrel kap-
csolatos bizonyítások egyszerre kezelhet®k ε ≥ 0 megengedésével. Ezt a lehet®séget  külön említés nélkül
 többször is használni fogjuk, például a 3.1. lemmában vagy a 3.1. tételben.
2.1. Állítás. A pontszám és az általánosított sorösszeg módszereknek minden (N,A,M) ∈ R rangsorolási
probléma mellett létezik egyértelm¶ megoldása.
Bizonyítás. Lásd Chebotarev (1994, Property 1). Az I + εL mátrix tetsz®leges ε esetén invertálható,
mert a L mátrix pozitív szemidefinit (Mohar, 1991, Theorem 2.1).
2.3. A legkisebb négyzetek módszere
A rangsorolási feladat az Xi és Xj objektumok által mutatott teljesítmények hij különbségének
definiálásával statisztikai problémaként értelmezhet®; el®bbit a végs® értékelések fi(A,M) − fj(A,M)
eltérésével közelítjük. Ideális esetben egyértelm¶en létezik olyan r ∈ Rn vektor, amire hij− (ri − rj) = 0.
Mivel n2 − n egyenlet és n ismeretlen van, a tökéletes egyez®ség nem biztosított, valamilyen becslés





mij(hij − ri + rj)2.
Ezt a megközelítést round-robin problémákra Horst (1932) és Mosteller (1951) javasolta, Morrissey
(1955) és Gulliksen (1956) terjesztette ki az általános esetre, Kaiser és Serlin (1978) pedig az egyér-
telm¶ megoldhatóság kérdésével foglalkozott. A feladat úgy is tekinthet®, hogy az összegzést nem az
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objektumok, hanem a mérk®zések (összehasonlítások) halmazán végezzük, ekkor a célfüggvényben nem
szerepel súlyozás. hij pontos alakja a modell szabadságfoka, gyakori választás a hij = aij/mij definíció
(González-Díaz et al., 2013). A továbbiakban az így kapott specifikációt a legkisebb négyzetek módszerének
nevezzük.
Tekintsük a round-robin esetet. Ekkor az A eredménymátrix azonos a multiplikatív páros összehason-
lítás mátrixszal (Saaty, 1980), amennyiben az utóbbi elemenkénti logaritmusait vesszük, így a legkisebb
négyzetek módszere ekvivalens az LLSM (logarithmic least squares) eljárással (Crawford és Williams,
1980; De Graan, 1980; Crawford és Williams, 1985). Nem teljesen kitöltött páros összehasonlítás mátri-
xok (Harker, 1987) esetén ugyanez az ekvivalencia érvényes az LLSM módszer Kwiesielewicz (1996) és
Bozóki et al. (2010) által javasolt kiterjesztésével (Csató, 2012b).
Az optimalitás els®rend¶ feltételei az ri ∈ R, i = 1,2, . . . , n korlátozás nélküli változókkal egy n tagból
álló lineáris egyenletrendszert adnak:
d1 −m12 −m13 . . . −m1,n−1 −m1,n
−m21 d2 −m23 . . . −m2,n−1 −m2,n







−mn−1,1 −mn−1,2 −mn−1,3 . . . dn−1 −mn−1,n






















Xj∈N mij azXi objektum összehasonlításainak száma, míg az (i, j), i 6= j pozícióban szerepl®
elem −mij , az Xi és Xj közötti összehasonlítások számának ellentettje. A jobb oldalon si =
∑
Xj∈N aij
az Xi objektum pontszáma. A bal oldalon szerepl® n × n-es mátrix a rangsorolási problémához, az M
mérk®zésmátrixhoz tartozó G összehasonlítási multigráf L Laplace mátrixa. A célfüggvény konvexitása
miatt ez elegend® is a minimalitáshoz.
A fenti feladatnak végtelen sok megoldása van, mert a célfüggvény értéke minden r és r+ βe, β ∈ R
esetén azonos, de ez a rangsort nem befolyásolja. Az értékelések megszokott normalizálása e>r = 0.
2.6. Definíció. Legkisebb négyzetek módszere (least squares method, LS): q : R → Rn, ahol tetsz®-
leges (N,A,M) ∈ R esetén Lq = s és e>q = 0, azaz diqi −
∑
Xj∈N mijqj = si minden Xi ∈ N -re.
A Laplace mátrixnak nem létezik inverze, mert sorainak (és oszlopainak) összege nulla, ezért ismét
felmerül a megoldás egyértelm¶ségének problémája.
2.2. Állítás. A legkisebb négyzetek módszerének q értékel®vektora akkor és csak akkor egyértelm¶, ha a
G összehasonlítási multigráf összefügg®.
Bizonyítás. A súlyozatlan esetet lásd Kaiser és Serlin (1978, 426. o.) és Bozóki et al. (2010, Theorem 4).
Általános esetben Bozóki et al. (2013) bizonyította, bár Chebotarev és Shamis (1999)[220. o.] is
megemlíti ezt.
A feltétel jelentése világos: ha található két olyan objektum, melyek sem közvetlenül, sem közvetve,
azaz más objektumokon keresztül sem hasonlíthatók össze, akkor nem állítható fel egyértelm¶ rangsor.
A következ®kben, némi egyszer¶sítéssel, az (N,A,M) rangsorolási problémát összefügg®nek nevezzük,
ha a hozzá tartozó G összehasonlítási multigráf összefügg®.
Az egyértelm¶ség egy kiegészít® feltétellel is biztosítható.
1. Feltevés. Amennyiben az (N,A,M) ∈ R rangsorolási probléma G gráfja nem összefügg®, bontsuk szét
összefügg® komponenseire, majd azokra külön-külön határozzuk meg a megoldást, az értékelések összegét
minden esetben nullának választva.
A legkisebb négyzetek módszere szoros kapcsolatban áll az általánosított sorösszeg eljárással.
2.3. Állítás. Az általánosított sorösszeg arányos a legkisebb négyzetek módszerével, ha ε→∞, mégpedig
limε→∞ x(ε) = mnq.
Bizonyítás. Az arányosságot lásd Chebotarev és Shamis (1998, 326. o.). ε → ∞ határátmenetben az
általánosított sorösszeg (I+εL)x(ε)(N,A,M) = (1+εmn)s egyenletrendszerének konstans együtthatójú
tagjai elhanyagolhatóvá válnak, ezért limε→∞ Lx(ε) = mns = mnLq.
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Vagyis az általánosított sorösszeg és a legkisebb négyzetek módszere tekinthet® úgy, mint a pontszám
egyfajta kiigazítása az összehasonlítási multigráf szerkezetének segítségével, annak Laplace-mátrixán
keresztül, ahol az ε paraméter a korrekció mértékét tükrözi.
2.1. Megjegyzés. A pontszám, az általánosított sorösszeg, és a legkisebb négyzetek módszere egy lineáris
egyenletrendszer megoldását igényli, ezért gyorsan és hatékonyan számítható (Jiang et al., 2011).
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3. A pontozási eljárások néhány tulajdonsága
Az axiomatikus tárgyalás normatív megközelítése szerint elméletileg vonzó követelményeket fogal-
mazunk meg, majd megvizsgáljuk, hogy az egyes pontozási eljárások megfelelnek-e ezeknek. Ezáltal
láthatóvá válnak a köztük lev® különbségek és hasonlóságok, bizonyos tulajdonságok el®írásával pedig
sz¶kíthet® a szóba jöhet® módszerek köre.
Az ebben a fejezetben tárgyalt axiómák els®sorban a kés®bbi elemzés el®készítésére szolgálnak.
3.1. Az eredménymátrix és a rangsorok kapcsolata
Az els® feltétel egy technikai követelmény, mely több bizonyításban is szerepet játszik.
3.1. Definíció. Zérusösszeg¶ség (centering, CNT ) (Chebotarev, 1994): Legyen (N,A,M) ∈ R egy
rangsorolási probléma. Az f : R → Rn pontozási eljárás zérusösszeg¶, ha ∑Xi∈N fi(N,A,M) = 0.
3.1. Lemma. A pontszám, az általánosított sorösszeg, és a legkisebb négyzetek módszere is teljesíti a
CNT tulajdonságot.
Bizonyítás. A pontszám módszerre az A eredménymátrix ferdén szimmetrikus voltából következik.
Az általánosított sorösszeg módszerre Chebotarev (1994, Property 2) látta be ezt a tulajdonságot.
A legkisebb négyzeteke módszerére a definícióból közvetlenül adódik e>q = 0 miatt.
A következ® két axióma változatlan M mérk®zésmátrix mellett az A eredménymátrixból vezet le
bizonyos tulajdonságokat.
3.2. Definíció. Szimmetria (symmetry, SYM) (González-Díaz et al., 2013): Legyen (N,A,M) ∈ R
egy olyan rangsorolási probléma, amire A = 0. Az f : R → Rn pontozási eljárás szimmetrikus, ha
fi(N,A,M) = fj(N,A,M) minden Xi, Xj ∈ N objektumra.
A szimmetria értelmében egy egymást kioltó eredményekkel jellemezhet® bajnokságban nem lehet
különbséget tenni az alternatívák teljesítménye között. Az azonban nem szükséges, hogy az objektumok
mérk®zéseinek di száma egyenl® legyen. Az axiómát Young (1974), illetve Nitzan és Rubinstein (1981,
Axiom 4) törlés (cancellation) néven említi, ott azonban a hiányos összehasonlítások nem megengedettek,
ezért di = dj minden Xi, Xj ∈ N objektumra.
3.3. Definíció. Megfordíthatóság (inversion, INV ) (Chebotarev és Shamis, 1998; González-Díaz
et al., 2013): Legyen (N,A,M) ∈ R egy rangsorolási probléma. Az f : R → Rn pontozási eljárás
megfordítható, ha fi(N,A,M) ≥ fj(N,A,M) ⇔ fi(N,−A,M) ≤ fj(N,−A,M) minden Xi, Xj ∈ N
objektumra.
Megfordítható pontozási eljárás alkalmazása esetén az eredmények ellentétesre változása a rangsor
ennek megfelel® módosulásához vezet, ami a gy®zelmek és vereségek azonos kezelését jelenti. Chebotarev
(1994, Property 7) általánosított sorösszegre vonatkozó hasonló követelménye transzponálhatóság (tran-
sposability) elnevezéssel szerepel.
3.1. Következmény. Ha egy f : R → Rn pontozási eljárás kielégíti az INV tulajdonságot, akkor a
SYM -et is teljesíti.
Bizonyítás. Lásd González-Díaz et al. (2013). A = 0 miatt A = −A, ezért fi(N,A,M) = fj(N,A,M)⇔
fi(N,−A,M) = fj(N,−A,M) minden Xi, Xj ∈ N objektumra.
3.2. Lemma. A pontszám, az általánosított sorösszeg, és a legkisebb négyzetek módszere is teljesíti
az INV tulajdonságot. S®t, az értékelések el®jele éppen az ellenkez®je lesz, miközben abszolútértékük
változatlan.
Bizonyítás. A pontszám módszerre s(N,−A,M) = −Ae = −s(N,A,M).
Az általánosított sorösszeghez lásd Chebotarev (1994, Property 7). (N,A,M) esetén a megoldandó line-
áris egyenletrendszer (I + εL)x(ε) = (1 + εmn)s, míg (N,−A,M) mellett (I + εL)x(ε) = (1 + εmn)(−s).
A legkisebb négyzetek módszere (N,A,M) esetén Lq = s és e>q = 0, (N,−A,M) mellett pedig Lq = −s
és e>q = 0.
3.3. Lemma. A pontszám, az általánosított sorösszeg, és a legkisebb négyzetek módszere is teljesíti a
SYM tulajdonságot.
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3.2. Az irreleváns összehasonlítások problémája
Arrow híres lehetetlenségi tétele (Arrow, 1951) óta a társadalmi választások elméletének egyik közpon-
ti kérdése az irreleváns alternatívák hatásának vizsgálata. Az alfejezetben néhány pontozási eljárásokra
vonatkozó, ilyen jelleg¶ tulajdonságot tekintünk át.
3.4. Definíció. Irreleváns mérk®zésekt®l való függetlenség (independence of irrelevant matches,
IIM) (González-Díaz et al., 2013): Legyen f : R → Rn egy pontozási eljárás, (N,A,M) ∈ R egy
rangsorolási probléma, ahol fi(N,A,M) ≥ fj(N,A,M), Xi, Xj , Xk, X` ∈ N négy különböz® objektum,
valamint (N,A′,M) ∈ R egy olyan rangsorolási probléma, ami azonos (N,A,M)-mel, de a′k` 6= ak`. Az
f pontozási eljárás független az irreleváns mérk®zésekt®l, ha fi(N,A′,M) ≥ fj(N,A′,M).
IIM esetén minden olyan összehasonlítást irreleváns, amely nem érinti a két vizsgált objektum egyi-
két sem. Ezt a tulajdonságot Rubinstein (1980, Axiom III), illetve Nitzan és Rubinstein (1981, Axiom
5) függetlenség (independence) néven említi. Altman és Tennenholtz (2008, Definition 8.4) egy némileg
szigorúbb axiómát definiál Arrow-féle irreleváns alternatíváktól való függetlenségként (Arrow's indepen-
dence of irrelevant alternatives), a kés®bbiekben azonban IIM túl er®snek fog bizonyulni, ezért ezzel az
iránnyal nem foglalkozunk.4
3.1. Megjegyzés. Az irreleváns mérk®zésekt®l való függetlenség n ≥ 4 esetén értelmezhet®.
3.4. Lemma. A pontszám módszer teljesíti az IIM tulajdonságot.
Bizonyítás. Lásd González-Díaz et al. (2013). Az s = Ae definíció alapján si és sj is független ak`-t®l.
IIM a legkisebb négyzetek módszerére is gond nélkül értelmezhet®, mert a megengedett változások
nem befolyásolják a G összehasonlítási multigráfot. Erre és az általánosított sorösszeg eljárásra kés®bb
fogunk visszatérni (lásd a 4.3. lemmát).
Az IIM axióma az irreleváns összehasonlítások halmazának sz¶kítésével gyengíthet®. Ezt az indo-
kolja, hogy a hiányos és többszörös összehasonlítások miatt az objektumok értékelésének els® közelítését
jelent® pontszámra jelent®s hatással lehet az ellenfeleinek ereje (González-Díaz et al., 2013): például
di = 1 esetén nyilván nem mindegy, vajon Xi az N halmazbeli legjobb vagy legrosszabb objektummal
lett összehasonlítva. Ehhez szükség lesz egy, az M mérk®zésmátrix szerkezetével kapcsolatos fogalomra.
3.5. Definíció. Makrocsapat (macrovertex) (Chebotarev, 1994): Legyen (N,A,M) ∈ R egy rangsoro-
lási probléma. A V ⊆ N objektumhalmaz makrocsapat, ha mik = mjk minden Xi, Xj ∈ V és Xk ∈ N \V
mellett.
A makrocsapat objektumainak összehasonlításai két részre bonthatók. Egyrészt vannak a V halmazon
belüli kapcsolatok, melyek száma és eredménye tetsz®leges lehet, másrészt a többi alternatívával szembeni
összehasonlítások, melyek száma a makrocsapat minden tagjára azonos.
3.5. Lemma. Legyen (N,A,M) ∈ RR egy round-robin rangsorolási probléma és V ⊆ N az objektumok
egy részhalmaza. Ekkor V makrocsapat (N,A,M)-ben.
Bizonyítás. Mivel (N,A,M) round-robin rangsorolási probléma, mih = mjh tetsz®leges Xi, Xj ∈ V -re
és Xh ∈ N -re, azaz Xh ∈ N \ V -re is.
Itt nem tárgyaljuk a Chebotarev (1994) által definiált makrocsapat függetlenség (macrovertex inde-
pendence) axiómát.5 Ugyanakkor megfogalmazható egy másik, makrocsapattal kapcsolatos tulajdonság,
amely nagyon hasonlít az irreleváns mérk®zésekt®l való függetlenségre.
3.6. Definíció. Makrocsapat önállóság (macrovertex autonomy,MVA): Legyen V ⊆ N makrocsapat
az (N,A,M) ∈ R és az (N,A′,M ′) ∈ R rangsorolási problémákban, ahol aij = a′ij és mij = m′ij minden
{Xi, Xj} ∩ V 6= ∅ esetén. Az f : R → Rn pontozási eljárás makrocsapat önálló, ha fi(N,A,M) ≥
≥ fj(N,A,M)⇔ fi(N,A′,M ′) ≥ fj(N,A′,M ′) minden Xi, Xj ∈ V -re.
4Altman és Tennenholtz (2008) lehet®vé teszi, hogy (N,A′,M)-ben az Xi-t és Xj-t érint® összehasonlítások kimenetele
módosuljon, amennyiben aih − a′ih = ajh − a′jh fennáll. Az általánosítás els® lépéseként kézenfekv® lenne megengedni az
Xk és X` közötti összehasonlítások számának változását is.
5Ez az oka a makrocsapat önállóság IIM -t®l eltér® megnevezésének.
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3.2. Megjegyzés. A makrocsapat önállóság n < 4 esetén is értelmezhet®, de csak n ≥ 4 mellett jelent
megszorítást.
MVA azt követeli meg, hogy a V makrocsapaton belüli relatív rangsor legyen független a halmazba
nem tartozó objektumok közötti összehasonlítások számától és eredményét®l. Ha csak az N \ V halma-
zon belüli összehasonlítások eredménye módosulhatna, IIM egyértelm¶ gyengítését kapnánk, hiszen az
Xi, Xj , Xk, X` ∈ N négyes nem állhatna tetsz®leges különböz® objektumokból. Ezek alapján könnyen
megfogalmazhatnánk az irreleváns mérk®zésekt®l való függetlenség olyan er®sítését is, ami megenged-
né az Xk és X` objektumok közötti összehasonlítások számának változását; a tulajdonság neve er®s
függetlenség az irreleváns mérk®zésekt®l (strong independence of irrelevant matches, SIIM) lehetne. A
pontszám módszer az utóbbit is teljesítené, ebb®l pedig már következikMVA. Hasonlóan, a makrocsapat
önállóság gyengíthet® annyira, hogy IIM -b®l adódjon. Ennek ellenére mindkett®t®l eltekintünk, mert a
kés®bbi tárgyalásban nem lesz rájuk szükség.
3.6. Lemma. Legyen V ⊆ N makrocsapat az (N,A,M) ∈ R és az (N,A′,M ′) ∈ R rangsorolási
problémában, ahol aij = a′ij és mij = m
′
ij minden {Xi, Xj} ∩ V 6= ∅ esetén. Tegyük fel, hogy V 6= N .
Az (N,A,M) ∈ R rangsorolási probléma G összehasonlítási multigráfjának az objektumhalmaz V -re való
sz¶kítésével kapott GV részgráfja akkor és csak akkor összefügg®, ha az (N,A′,M ′) ∈ R-hez tartozó GV ′
részgráfja is az.
Bizonyítás. A V halmazba tartozó csúcsok közötti élek száma nem változhat.
A 3.6. lemma értelmében MVA a legkisebb négyzetek módszerére is értelmezhet®, ha feltesszük a
vizsgált rangsorolási problémához tartozó G összehasonlítási multigráf GV részgráfjának összefügg®ségét.
Az (N,A,M) és (N,A′,M ′) rangsorolási problémák összefügg®sége nem ekvivalens, de az 1. feltevés
elfogadásával MVA a legkisebb négyzetek módszerére is értelmezhet®.
Egy makrocsapat önállóságot teljesít® pontozási eljárásban az Xi, Xj ∈ N objektumok relatív rang-
sora szempontjából egy összehasonlítás akkor tekinthet® irrelevánsnak, ha Xi és Xj pontosan ugyan-
annyiszor lett összehasonlítva bármely másik objektummal. Ezt támasztja alá a következ® eredmény.
3.1. Állítás. Legyen (N,A,M) ∈ RR egy round-robin rangsorolási probléma. Ha egy f : R → Rn
pontozási eljárás kielégíti az MVA tulajdonságot, akkor az IIM -et is teljesíti.
Bizonyítás. Legyen Xi, Xj , Xk, X` ∈ N négy különböz® objektum, és (N,A′,M) ∈ RR az a round-
robin rangsorolási probléma, amiben a′k` 6= ak`. A 3.5. lemma értelmében V = {Xi, Xj} makrocsapat.
Itt agh = a′gh és mgh = m
′
gh minden {Xg, Xh} ∩ V 6= ∅ esetén, mert {Xk, X`} ∩ V = ∅, ezért a
makrocsapat önállóságból fi(N,A,M) ≥ fj(N,A,M) ⇔ fi(N,A′,M) ≥ fj(N,A′,M). Ez éppen az
irreleváns mérk®zésekt®l való függetlenségben megkövetelt feltétel.
A 3.1. állításban a fordított irány nem igaz, mert a makrocsapat önállóság lehet®vé teszi, hogy mk`
változzon, ami IIM -ben nem megengedett. A bizonyításban fontos szerepet játszik (N,A,M) round-
robin volta: bármilyen ennél b®vebb osztályon található olyan Xi, Xj ∈ N objektumpár, ami nem alkot
makrocsapatot, így MVA-ból nem lenne levezethet® az irreleváns mérk®zésekt®l való függetlenség.
3.1. Tétel. A pontszám, az általánosított sorösszeg és a legkisebb négyzetek módszere is teljesíti az MVA
tulajdonságot.
Bizonyítás. A pontszám módszerre a definícióból következik, mert si(N,A,M) = si(N,A′,M ′) minden
Xi ∈ V -re, hiszen aih = a′ih minden Xh ∈ N esetén.
Jelölje xi és x′i az általánosított sorösszeg módszer alkalmazásával kapott értékeléseket az (N,A,M)
és (N,A′,M ′) rangsorolási problémákban, valamint legyen si = si(N,A,M) minden Xi ∈ N -re. Indirekt
módon tegyük fel, hogy léteznek olyan Xi, Xj ∈ V objektumok, melyekre xi ≥ xj , de x′i < x′j , azaz
x′i − xi < x′j − xj . Legyen x′k − xk = maxXi∈V (x′i − xi) és x′` − x` = minXi∈V (x′i − xi), ekkor x′k −
− xk > x′` − x`. Tekintsük az Xk, X` ∈ V objektumokra vonatkozó egyenletek különbségét mindkét
rangsorolási problémában:1 + ε ∑
Xh /∈V
mkh







= (1 + εmn) (sk − s`) ;
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1 + ε ∑
Xh /∈V
mkh












= (1 + εmn) (s′k − s′`) ,
ugyanis a mindkett®ben szerepl®
∑
xh /∈V mkhxh és
∑
xh /∈V m`hxh tagok  V makrocsapat volta miatt
 azonosak, így a különbségképzéskor elt¶nnek. A két egyenlet jobb oldala azonos, mert a pontszám
módszer makrocsapat önálló. Bevezetve a ∆ij = (x′i − x′j) − (xi − xj) jelölést minden Xi, Xj ∈ N -re, a
második és az els® egyenlet különbsége:1 + ε ∑
Xh /∈V
mkh








Itt az indirekt feltevés következtében ∆k` > 0, továbbá ∆ki ≥ 0 és ∆`i ≤ 0. Emiatt az összeg els® tagja
pozitív, a második pedig nemnegatív, ami ellentmondásra vezet.
A legkisebb négyzetek módszere esetén ugyanezzel a q′k − qk = maxXi∈V (q′i − qi) > minXi∈V (q′i −











ahol ∆k` > 0, illetve ∆ki ≥ 0 és ∆`i ≤ 0 ismét ellentmondást eredményez.
A bizonyításban központi szerepe van az mik = mjk minden Xi, Xj ∈ V és Xk ∈ N \ V mellett
követelménynek, ezért MVA tovább nem er®síthet®.
3.7. Lemma. Legyen (N,A,M) ∈ RR egy round-robin rangsorolási probléma. Az általánosított sor-
összeg, és a legkisebb négyzetek módszere teljesíti az IIM tulajdonságot.
Bizonyítás. A 3.1. tételb®l és a 3.1. állításból adódik.
3.3. Kapcsolat a pontszám módszerrel
A pontszám módszernek legalább három különböz® karakterizációja létezik az RR round-robin rang-
sorolási problémák osztályán (Young, 1974; Nitzan és Rubinstein, 1981; Bouyssou, 1992). Ezekre itt
nem térünk ki, csupán annyit jegyzünk meg, hogy a felhasznált axiómák zöme nehezen vitatható, szin-
te természetes követelmény. Ugyanakkor a reprezentációs tételek a jóval b®vebb R osztályon már nem
érvényesek, vagy kevésbé elvárható a felhasznált axiómák teljesülése. Ezért logikusnak t¶nik egy olyan
feltétel megfogalmazása, ami biztosítja a pontszám módszerrel azonos eredményt az RR halmazon, ezt
fogalmazza meg az alábbi axióma.
3.7. Definíció. Pontszám konzisztencia (score consistency, SCC) (González-Díaz et al., 2013): Le-
gyen (N,A,M) ∈ RR egy round-robin rangsorolási probléma. Az f : R → Rn pontozási eljárás pontszám
konzisztens, ha fi(N,A,M) ≥ fj(N,A,M)⇔ si(N,A,M) ≥ sj(N,A,M) minden Xi, Xj ∈ N -re, vagyis
a pontszám módszerrel azonos rangsort ad.
3.3. Megjegyzés. Az általánosított sorösszegre Chebotarev (1994, Property 3) egy ennél er®sebb tulaj-
donságot fogalmazott meg egyetértés (agreement) néven: ha (N,A,M) ∈ RR egy round-robin rangsorolási
probléma, akkor x(N,A,M) = s(N,A,M).
Egy másik, ennél általánosabb követelmény adható a 3.5. lemma alapján.
3.8. Definíció. Gy®zelmek homogén kezelése (homogeneous treatment of victories, HTV ) (González-
Díaz et al., 2013): Legyen V = {Xi, Xj} ⊆ N makrocsapat az (N,A,M) ∈ R rangsorolási problémában.
Az f : R → Rn pontozási eljárás homogén módon kezeli a gy®zelmeket, amennyiben fi(N,A,M) ≥
≥ fj(N,A,M)⇔ si(N,A,M) ≥ sj(N,A,M) minden Xi, Xj ∈ N -re.
González-Díaz et al. (2013) a HTV axióma kimondásában nem használja a makrocsapat fogalmát.
A makrocsapat önállóságból következik, hogy fi(N,A,M) és fj(N,A,M) relatív nagysága független az
összes többi objektum közötti összehasonlítások számától és eredményét®l.
Mindkét tulajdonság értelmezhet® a legkisebb négyzetek módszerére, ha elfogadjuk az 1. feltevést,
vagy feltesszük a G összehasonlítási multigráf összefügg®ségét.
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3.2. Következmény. Ha egy f : R → Rn pontozási eljárás kielégíti a HTV tulajdonságot, akkor az
SCC-t is teljesíti.
3.4. Megjegyzés. Az általánosított sorösszegre Chebotarev (1994, Property 10) egy ennél er®sebb tu-
lajdonságot fogalmazott meg dominancia (domination) néven: ha V = {Xi, Xj} ⊆ N makrocsapat az
(N,A,M) ∈ R rangsorolási problémában, akkor
xi(N,A,M)− xj(N,A,M) = 1 +mn
1 + d0 +mij
[si(N,A,M)− sj(N,A,M)] , ahol d0 = di = dj .
3.2. Állítás. A pontszám, az általánosított sorösszeg, és a legkisebb négyzetek módszere is teljesíti a
HTV tulajdonságot.
Bizonyítás. A pontszám módszerre az állítás a definícióból következik. Az általánosított sorösszeghez
lásd a 3.4. megjegyzést, illetve González-Díaz et al. (2013, Proposition 5.4)-et, a legkisebb négyzetek
módszeréhez pedig González-Díaz et al. (2013, Proposition 5.3)-at.
Jelölje xi az általánosított sorösszeg módszer alkalmazásával kapott értékeléseket az (N,A,M) rang-
sorolási problémában, valamint legyen si = si(N,A,M) minden Xi ∈ N -re. Tekintsük az Xi, Xj ∈ V
objektumokra vonatkozó egyenletek különbségét:1 + ε ∑
Xh /∈V
mih
 (xi − xj) + ε [mij(xi − xj)−mji(xj − xi)] = (1 + εmn) (si − sj) ,




 (xi − xj) = (1 + εmn) (si − sj) ,
Itt
∑
Xh /∈V mih + 2mij = di +mij ≥ 0, ezért xi ≥ xj ⇔ si ≥ sj .
A legkisebb négyzetek módszerére  a megfelel® módosításokkal  ugyanez a gondolatmenet alkal-
mazható.
3.3. Következmény. A legkisebb négyzetek módszerére a 3.4. megjegyzésben jelzett módon HTV tovább
er®síthet®: ha V = {Xi, Xj} ⊆ N makrocsapat az (N,A,M) ∈ R rangsorolási problémában, akkor
qi(N,A,M)− qj(N,A,M) = [si(N,A,M)− sj(N,A,M)] /(d0 +mij), ahol d0 = di = dj.
3.8. Lemma. A pontszám, általánosított sorösszeg, és a legkisebb négyzetek módszere teljesíti az SCC
tulajdonságot.
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4. Monotonitás az objektumok teljesítményéb®l
Ebben a fejezetben egy, a pontozási eljárásoktól elvárható monotonitási tulajdonságot mutatunk be,
mely a hasonló helyzet¶ objektumok sorrendjével kapcsolatos követelményeket fogalmaz meg. Ezután
belátunk egy ezzel kapcsolatos lehetetlenségi tételt, majd részletesen elemezzük a kapott eredményt.
4.1. Önkonzisztencia
Bevezetésként egy példán keresztül világítunk rá a tulajdonság motivációjára.





4.1. Példa. Tekintsük az N = {X1, X2, X3, X4} objektumhalmazzal adott (N,A,M) ∈ RU súlyozatlan
rangsorolási problémát, ahol :
A =

0 1 1 0
−1 0 0 1
−1 0 0 1
0 −1 −1 0
 és M =

0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0
 , azaz L =

2 −1 −1 0
−1 2 0 −1
−1 0 2 −1
0 −1 −1 2
 .
Az 1. ábrán látható, hogy az (Xi, Xj) ∈ N × N irányított él az aij = 1 (aji = −1), mij = 1 páros
összehasonlítást jelöli. Ezt a kés®bbiekben is használni fogjuk, az aij = 0 (aji = −1), mij = 1-nek
megfelel® (Xi, Xj) ∈ N ×N nem irányított él mellett.
A pontszám módszer alapján az objektumok rangsora X1  (X2 ∼ X3)  X4, mert s(N,A,M) =
= [2,0,0,−2]>. A négy objektumhoz tartozó hat relatív sorrend közül az X1  X4 összefüggés t¶nik a
legkönnyebben indokolhatónak, ugyanis X1 és X4 ellenfelei azonosak, O1 = O4, viszont a12 > a42 és
a13 > a43. Hasonlóan érvelhetünk az X2 ∼ X3 reláció mellett, hiszen O2 = O3, és mindkét objektum
azonos eredményt ért el ugyanazon ellenfelek ellen.
Ezt a követelményt formalizálja az alábbi axióma.
4.1. Definíció. Önkonzisztencia (self-consistency, SC) (Chebotarev és Shamis, 1997): Legyen f :
: R → Rn egy pontozási eljárás és (N,A,M) ∈ R egy rangsorolási probléma, melyre az Xi, Xj ∈ N
objektumok Oi és Oj ellenfél multihalmazai között létezik olyan g : Oi ↔ Oj kölcsönösen egyértelm¶









jg(k) minden (Xk, g(Xk)) ∈ Oi ×Oj objektumpár esetén.
Az f pontozási eljárás önkonzisztens, ha fi(N,A,M) ≥ fj(N,A,M), s®t, fi(N,A,M) > fj(N,A,M),
amennyiben az apik ≥ apjg(k) vagy az fk(N,A,M) ≥ fg(k)(N,A,M) egyenl®tlenségek valamelyike szigorú
formában teljesül.
Az önkonzisztencia azt követeli meg, hogy az egyértelm¶en nem rosszabb alternatívák értékelése
ne legyen kisebb, míg a jobbaké nagyobb legyen. Mikor lehet két objektum között ilyen kapcsolatot
találni? El®ször az ellenfeleik erejét kell összevetni, amit éppen a vizsgált rangsorolási módszer biztosít
(erre utal az önkonzisztencia elnevezés). Ez csak akkor lehetséges, ha az ellenfél multihalmazok között
található kölcsönösen egyértelm¶ megfeleltetés. Másodszor, a nem rosszabb ellenfelei ellen legalább olyan
eredményesnek kellett lennie.
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4.1. Állítás. Az általánosított sorösszeg és a legkisebb négyzetek módszere teljesíti az SC tulajdonságot.
Bizonyítás. Lásd (Chebotarev és Shamis, 1998, Theorem 5).
Legyen g : Oi ↔ Oj a definícióban szerepl® kölcsönösen egyértelm¶ megfeleltetés az Xi, Xj ∈ N
objektumok ellenfél multihalmazai között. Jelölje xi az általánosított sorösszeg módszer alkalmazásával
kapott értékeléseket az (N,A,M) rangsorolási problémában, valamint legyen si = si(N,A,M) minden
Xi ∈ N -re. Írjuk fel az Xi, Xj ∈ N objektumokra vonatkozó egyenletek különbségét:













Most aik ≥ ajg(k) következtében si − sj ≥ 0, valamint xk − xg(k) ≥ 0. Emiatt xi ≥ xj , ha pedig valahol
szigorú egyenl®tlenség található, akkor xi > xj is teljesül. Ezzel tetsz®leges ε > 0 esetén bizonyítottuk
az önkonzisztencia feltételében megkövetelt implikáció fennállását.
A legkisebb négyzetek módszerére  a megfelel® módosításokkal  ugyanez a gondolatmenet alkal-
mazható.
4.1. Megjegyzés. A pontszám módszerre nem m¶ködik a 4.1. állítás bizonyítása, mert ε = 0 következ-
tében si = sj úgy is teljesülhet, hogy sk > sg(k) valamilyen Xk ∈ Oi objektumra.
4.1. Lemma. A pontszám módszer megsérti az SC tulajdonságot.6
4.2. Egy lehetetlenségi tétel
A 4.1. állítás és a 4.1. megjegyzés együttesen arra utal, hogy létezhet valamilyen kapcsolat a füg-
getlenségi axiómák (IIM és MVA) és az önkonzisztens monotonitás között. Valóban megfogalmazható
néhány ilyen eredmény.
4.1. Tétel. Nem létezik olyan f : R → Rn pontozási eljárás, amely egyszerre teljesíti az SC és IIM
axiómákat.
Bizonyítás. A minimális, n = 4 esetben egy példán keresztül bizonyítjuk a két tulajdonság között érvé-
nyesül® ellentmondást (ennél kisebb méretre IIM nem értelmezhet®).
2. ábra. A 4.2. példa rangsorolási problémái










4.2. Példa. Tekintsük az N = {X1, X2, X3, X4} objektumhalmazzal adott (N,A,M), (N,A′,M) ∈ RU
súlyozatlan rangsorolási problémákat (2. ábra), ahol:
A =

0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0
 , A′ =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0
 , és M =

0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0
 .
6Nem érthetünk egyet Chebotarev és Shamis (1998, Theorem 5) ezzel ellentétes kijelentésével.
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Most O1 = O3 = {X2, X4} és O2 = O4 = {X1, X3}. Tegyük fel, hogy f önkonzisztens és független az
irreleváns mérk®zésekt®l, valamint f1(N,A,M) > f2(N,A,M). Az IIM axióma szerint f1(N,A′,M ′) >
> f2(N,A
′,M ′), mert az X3 és X4 közötti összehasonlítás kimenetele nem befolyásolhatja ezt a relációt.
Tekintsük az X1 és X2 objektumokat és az (N,A′,M) rangsorolási problémát. Legyen a g21 : O2 ↔
O1 kölcsönösen egyértelm¶ megfeleltetésre g21(X1) = X2 és g21(X3) = X4. Mivel a′21 = a
′
12 = 0 és
a′23 = a
′
14 = 0, valamint f1(N,A
′,M) > f2(N,A′,M), ha f3(N,A′,M) ≥ f4(N,A′,M) is teljesül,
akkor g21 teljesíti az önkonzisztencia feltételében megfogalmazott követelményeket, így f2(N,A′,M) >
> f1(N,A
′,M). Az ellentmondás csak úgy kerülhet® el, hogy f4(N,A′,M) > f3(N,A′,M).
Tekintsük az X2 és X4 objektumokat. Legyen a g24 : O2 ↔ O4 kölcsönösen egyértelm¶ megfelelte-
tésre g24(X1) = X1 és g24(X3) = X3. Ekkor a′21 = a
′




43 = −1, így g24 teljesíti az
önkonzisztencia feltételében megfogalmazott követelményeket, f2(N,A′,M ′) > f4(N,A′,M ′). Tekintsük
az X1 és X3 objektumokat. Legyen a g31 : O3 ↔ O1 kölcsönösen egyértelm¶ megfeleltetésre g31(X2) =
= X2 és g34(X4) = X4. Ekkor a′32 = a
′




14 = 0, így g31 teljesíti az önkonzisztencia
feltételében megfogalmazott követelményeket, f3(N,A′,M ′) > f1(N,A′,M ′). Tehát az SC tulajdon-
ság fennállásakor f2(N,A′,M ′) > f4(N,A′,M ′) > f3(N,A′,M ′) > f1(N,A′,M ′), ami ellentmond az
f1(N,A
′,M ′) > f2(N,A′,M ′) feltevésnek.
Ha f önkonzisztens és független az irreleváns mérk®zésekt®l, valamint f1(N,A,M) < f2(N,A,M),
akkor az (N,A,M) rangsorolási problémát vizsgálva a fentivel analóg érveléssel jutunk ellentmondásra,
mert az X1 és X2 objektumok helyzete szimmetrikus (N,A,M)-ben és (N,A′,M)-ben.
Tegyük fel, hogy f önkonzisztens és független az irreleváns mérk®zésekt®l, valamint f1(N,A,M) =
= f2(N,A,M). Tekintsük az X1 és X2 objektumokat és az (N,A,M) rangsorolási problémát. Legyen a
g21 : O2 ↔ O1 kölcsönösen egyértelm¶ megfeleltetésre g21(X1) = X2 és g21(X3) = X4. Mivel a21 = a12 =
= 0 és a23 = a14 = 0, valamint f1(N,A,M) ≥ f2(N,A,M), ha f3(N,A,M) > f4(N,A,M) is fennáll,
akkor g21 teljesíti az önkonzisztencia feltételében megfogalmazott követelményeket, így f2(N,A,M) >
> f1(N,A,M). Az ellentmondás csak úgy kerülhet® el, hogy f4(N,A,M) ≥ f3(N,A,M). Legyen a
g12 : O1 ↔ O2 kölcsönösen egyértelm¶ megfeleltetés g12(X2) = X1 és g12(X4) = X3. Mivel a12 = a21 =
= 0 és a14 = a23 = 0, valamint f2(N,A,M) ≥ f1(N,A,M), ha f4(N,A,M) > f3(N,A,M) is fennáll,
akkor g12 teljesíti az önkonzisztencia feltételében megfogalmazott követelményeket, így f1(N,A,M) >
> f2(N,A,M). Az ellentmondás csak úgy kerülhet® el, hogy f3(N,A,M) ≥ f4(N,A,M). Összegezve,
f3(N,A,M) = f4(N,A,M).
Az irreleváns mérk®zésekt®l való függetlenség értelmében f1(N,A′,M) = f2(N,A′,M), mert az X3
és X4 közötti összehasonlítás kimenetele nem befolyásolhatja ezt a relációt. Az el®z®höz hasonló ér-
veléssel kapható f3(N,A′,M) = f4(N,A′,M), mert abban semmilyen szerepet sem játszott a34. Az
f1(N,A
′,M) > f2(N,A′,M) esetben adott érvelés érvényes marad, mert X2 és X4, illetve X1 és X3 rela-
tív értékelésének vizsgálatakor sehol sem használtuk ki ezt a tényt. Vagyis f2(N,A′,M) > f4(N,A′,M) =
= f3(N,A
′,M) > f1(N,A′,M), ami ismét lehetetlen.
Ezzel beláttuk, hogy egyetlen pontozási eljárás sem teljesíti egyszerre az SC és IIM axiómákat.
4.2. Lemma. A 4.1. tételben szerepl® két tulajdonság logikailag független.
Bizonyítás. Megmutatjuk, hogy közülük bármelyiket kiválasztva létezik olyan eljárás, amely ezt kielégíti,
tehát a másikat biztosan megsérti :
1 SC : általánosított sorösszeg és legkisebb négyzetek módszere (4.1. állítás);
2 IIM : pontszám módszer (3.4. lemma).
4.3. Lemma. Az általánosított sorösszeg és a legkisebb négyzetek módszere nem teljesíti az IIM tulaj-
donságot.
Bizonyítás. González-Díaz et al. (2013) egy minimális (n = 4) példán keresztül mutatta meg, hogy a
legkisebb négyzetek módszere és az általánosított sorösszeg rögzített ε = 1/ [m(n− 2)] paraméter mellett
nem független az irreleváns mérk®zésekt®l. A megállapítás közvetlenül adódik a 4.1. állításból és a 4.1.
tételb®l.
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4.2. Megjegyzés. A 4.1. tétel eredménye formális alátámasztását adja a González-Díaz et al. (2013)
cikk utolsó mondatában megfogalmazott gondolatnak, miszerint So when players have different opponents
(or face opponents with different intensities), IIM is a property one would rather not have.
A 4.1. tétel er®sen emlékeztet Altman és Tennenholtz (2008) egyik f® eredményére. Utóbbi az irányí-
tott gráfokon értelmezett rangsorolási eljárásokat vizsgálta axiomatikus szempontból, ez a mi modellünk
aij ∈ {−mij ,mij} és mij ∈ {0,1} korlátozással definiált alesete. Az er®s és gyenge tranzitivitás (strong /
weak transitivity) lényegében az 5. fejezetben bemutatott önkonzisztens monotonitásnak felel meg, míg
a rangsorolási függetlenség az irreleváns objektumoktól (ranked independence of irrelevant alternatives,
RIIA) egy olyan feltétel, ami szintén egyfajta lokális tulajdonságot követel meg a pontozási eljárástól.
Utóbbi nehezen terjeszthet® ki a mi általános modellünkre, és kevésbé tartjuk relevánsnak, mint az IIM
axiómát. Altman és Tennenholtz (2008, Theorem 5.1) szintén egy lehetetlenségi eredményt mond ki: az
irányított gráfok halmazán nem található olyan rangsorolási eljárás, mely egyszerre gyengén tranzitív és
teljesíti az RIIA tulajdonságot.
A 4.1. tétel els® ránézésre meglep® dolgot állít : nem létezik olyan pontozási eljárás, ami elég érzékeny
az összehasonlítások eredményére és az objektumok rangsorára (önkonzisztencia), de közben az irreleváns
összehasonlítások kimenetelét®l is független. Az ellentmondás oka alapvet®en abban rejlik, hogy az el®bbi
egy globális, a teljes eredménymátrixot figyelembe vev® feltétel, míg az utóbbi a relatív sorrend meg-
határozását a lokális, helyi struktúra vizsgálatára sz¶kíti le. Ennek figyelembevételével már nem olyan
váratlan a kapott eredmény.
4.3. A lehetetlenségi tétel általánosságának gyengítése
A 4.1. tételhez hasonló ellentmondások esetén alapvet®en két út kínálkozik pozitív üzenetek megfo-
galmazására: az axiómák gyengébbre cserélése vagy az értelmezési tartomány sz¶kítése. El®ször kövessük
a második irányt.
A kiegyensúlyozott rangsorolási problémák RB osztálya nem jelent elégséges korlátozást.
4.2. Állítás. Legyen (N,A,M) ∈ RB egy kiegyensúlyozott rangsorolási probléma. Nem létezik olyan
f : RB → Rn pontozási eljárás, amely egyszerre teljesíti az SC és IIM axiómákat.
Bizonyítás. A 4.1. tételben ellentmondást biztosító 4.2. példa rangsorolási problémái kiegyensúlyozottak,
mert d1 = d2 = d3 = d4 = 2. A tulajdonságok függetlensége a 4.2. lemmából kapható.
Ugyanez a helyzet súlyozatlan rangsorolási problémák esetén.
4.3. Állítás. Legyen (N,A,M) ∈ RU egy súlyozatlan rangsorolási probléma. Nem létezik olyan f :
: RU → Rn pontozási eljárás, amely egyszerre teljesíti az SC és IIM axiómákat.
Bizonyítás. A 4.1. tételben ellentmondást biztosító 4.2. példa rangsorolási problémái súlyozatlanok, mert
m12 = m14 = m23 = m34 = 1 és m13 = m24 = 0. A tulajdonságok függetlensége a 4.2. lemmából
kapható.
Nem jelent megoldást az objektumok számának korlátozása sem, mert a 4.2. ellenpélda minimális
méret¶.
Ellenben round-robin rangsorolási problémákra már mindkét tulajdonság kielégíthet®vé válik.
4.4. Állítás. Legyen (N,A,M) ∈ RR egy round-robin rangsorolási probléma. Létezik olyan f : RR → Rn
pontozási eljárás, amely egyszerre teljesíti az SC és IIM axiómákat, például a pontszám, az általánosított
sorösszeg, és a legkisebb négyzetek módszere.
Bizonyítás. A 3.8. lemma értelmében ezek az eljárások minden (N,A,M) ∈ RR round-robin rangsorolási
probléma esetén azonos sorrendet adnak, SC és IIM is csak az objektumok relatív értékelését tekinti.
szerint Mindegyikük független az irreleváns mérk®zésekt®l (3.7. lemma), és önkonzisztens (4.1. állítás).
Most nézzük a függetlenségre vonatkozó IIM feltétel (részleges) gyengítését.
4.5. Állítás. Létezik olyan f : R → Rn pontozási eljárás, amely egyszerre teljesíti az SC és MVA
axiómákat, például az általánosított sorösszeg, és a legkisebb négyzetek módszere.
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Bizonyítás. Ezek a pontozási eljárások önkonzisztensek (4.1. állítás) és makrocsapat önállóak (a 3.1.
tétel).
Tehát a makrocsapat ragadja meg helyesen az irrelevancia fogalmát: a többiek közötti mérk®zések
akkor számítanak ilyennek a két vizsgált objektum tekintetében, ha ugyanannyiszor lettek összehasonlítva
azokkal.
Utoljára maradt az SC tulajdonság finomítása. Els®ként próbálkozzunk a szigorú egyenl®tlenség
elhagyásával.
4.2. Definíció. Gyenge önkonzisztencia (weak self-consistency, WSC): Legyen f : R → Rn egy
pontozási eljárás és (N,A,M) ∈ R egy rangsorolási probléma, melyre az Xi, Xj ∈ N objektumok Oi és
Oj ellenfél multihalmazai között létezik olyan g : Oi ↔ Oj kölcsönösen egyértelm¶ megfeleltetés, hogy









jg(k) minden (Xk, g(Xk)) ∈ Oi ×Oj objektumpár esetén.
Az f pontozási eljárás gyengén önkonzisztens, ha fi(N,A,M) ≥ fj(N,A,M).
4.1. Következmény. Ha egy f : R → Rn pontozási eljárás kielégíti az SC tulajdonságot, akkor a
WSC-t is teljesíti.
4.4. Lemma. Az általánosított sorösszeg, és a legkisebb négyzetek módszere kielégíti a WSC axiómát.
4.5. Lemma. A pontszám módszer teljesíti a WSC tulajdonságot.









4.6. Állítás. Létezik olyan f : R → Rn pontozási eljárás, amely egyszerre teljesíti a WSC és IIM
axiómákat, például az egyenl®, és a pontszám módszer.
Bizonyítás. Az egyenl® módszer független az irreleváns mérk®zésekt®l, emellett teljesíti a gyenge önkon-
zisztenciát is, mert utóbbi sohasem zárja ki két objektum értékelésének azonosságát.
A pontszám módszerhez lásd a 3.4. (IIM) és a 4.5. (WSC) lemmát.
A 4.6. állítás szerint az egyenl® módszer kielégíti a WSC és az IIM tulajdonságokat. Ez az eljárás
nem igazán fogadható el gyakorlati célokra, mert teljesen független az A eredménymátrixtól, tehát az
SC tulajdonság ezen gyengítése túl er®snek bizonyult.
A következ® fogalom Altman és Tennenholtz (2008) kvázi tranzitivitás definícióját követi.
4.3. Definíció. Kvázi önkonzisztencia (quasi self-consistency, QSC): Legyen f : R → Rn egy ponto-
zási eljárás, (N,A,M) ∈ R egy rangsorolási probléma, melyre az Xi, Xj ∈ N objektumok Oi és Oj ellenfél
multihalmazai között létezik olyan g : Oi ↔ Oj kölcsönösen egyértelm¶ megfeleltetés, hogy apik ≥ apjg(k),









minden (Xk, g(Xk)) ∈ Oi ×Oj objektumpár esetén.
Az f pontozási eljárás kvázi önkonzisztens, amennyiben fi(N,A,M) ≥ fj(N,A,M), s®t, fi(N,A,M) >
> fj(N,A,M), ha az a
p
ik ≥ apjg(k) vagy az fk(N,A,M) ≥ fg(k)(N,A,M) egyenl®tlenségek valamelyike
minden p = 1,2, . . . , |Oi|-ra szigorú formában teljesül.
4.2. Következmény. Ha egy f : R → Rn pontozási eljárás kielégíti az SC tulajdonságot, akkor a QSC-t
is teljesíti.
Ha egy f : R → Rn pontozási eljárás kielégíti a QSC tulajdonságot, akkor a WSC-t is teljesíti.
4.6. Lemma. Az általánosított sorösszeg, és a legkisebb négyzetek módszere teljesíti a QSC tulajdonságot.
4.7. Lemma. A pontszám módszer nem teljesíti a QSC tulajdonságot.
Bizonyítás. Ellenpéldát adunk n = 4 esetén.
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4.3. Példa. Tekintsük az N = {X1, X2, X3, X4} objektumhalmazzal adott (N,A,M) ∈ RU súlyozatlan
rangsorolási problémát (3. ábra), ahol:
A =

0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0
 és M =

0 0 0 1
0 0 1 0
0 1 0 1
1 0 1 0
 , azaz L =

1 0 0 −1
−1 1 0 0
0 −1 2 −1
−1 0 −1 2
 .
Itt O1 = {X4} és O2 = {X3}. A két multihalmaz között csupán egyetlen g : Oi ↔ Oj kölcsönösen
egyértelm¶ megfeleltetés létezik, a g(X4) = X3. A pontszám módszerre s1(N,A,M) = 0 = s2(N,A,M),
azonban X1 és X2 között fennáll a QSC tulajdonságban megkövetelt feltétel, mert a14 ≥ a23 és 1 =
= s4(N,A,M) > s3(N,A,M) = −1. Ekkor teljesülnie kellene az s1(N,A,M) > s2(N,A,M) egyenl®t-
lenségnek. Ezzel ellentmondáshoz jutottunk, a pontszám módszer nem kvázi önkonzisztens.
4.4. Metsz® kiegyensúlyozottság
A kvázi önkonzisztencia és az irreleváns mérk®zésekt®l való függetlenség axiómákat egyszerre kielégít®
pontozási eljárásokkal kapcsolatban egyel®re nem tudtunk a 4.1. tételhez és a 4.6. állításhoz hasonló
eredményt megfogalmazni. Ehhez szükség van egy újabb tulajdonság, majd ennek általánosított változata
bevezetésére, amit az alábbi példa indokol.
4.4. Példa. [Chebotarev és Shamis (1999, Fig. 1) alapján] Tekintsük a 4.3. példát, melyben O1 = {X4},
O2 = {X3}, O3 = {X2, X4}, és O4 = {X1, X3}, így az önkonzisztencia által megkövetelt implikációk:
 f4(N,A,M) ≥ f3(N,A,M)⇒ f1(N,A,M) ≥ f2(N,A,M), és
f3(N,A,M) ≥ f4(N,A,M)⇒ f2(N,A,M) ≥ f1(N,A,M)
A g12 : O1 ↔ O2, g12(X4) = X3 és a g21 : O2 ↔ O1, g21(X3) = X4 kölcsönösen egyértelm¶
megfeleltetések alapján.
 [f1(N,A,M) ≥ f2(N,A,M) és f3(N,A,M) ≥ f4(N,A,M)]⇒ f4(N,A,M) > f3(N,A,M) és
[f1(N,A,M) ≥ f4(N,A,M) és f3(N,A,M) ≥ f2(N,A,M)]⇒ f4(N,A,M) > f3(N,A,M)
A g43 : O4 ↔ O3, g43(X1) = X2, és g43(X3) = X4, illetve a g′43 : O4 ↔ O3, g′43(X1) = X4, és
g′43(X3) = X2 kölcsönösen egyértelm¶ megfeleltetések alapján.
 Az els® csoport két implikációja szigorú formában is felírható:
f4(N,A,M) > f3(N,A,M)⇒ f1(N,A,M) > f2(N,A,M), és
f3(N,A,M) > f4(N,A,M)⇒ f2(N,A,M) > f1(N,A,M)
Vagyis X2  X3  X4  X1 egy, az önkonzisztencia teljesülése mellett lehetséges rangsor. Ez a következ®-
képpen lenne magyarázható. Tegyük fel, hogy a négy objektum négy sakkozó, az összehasonlítások egymás
elleni mérk®zéseik eredményét tükrözik. Ha valamilyen küls® forrásból ismert, hogy X2 a világbajnok, a
másik három pedig amat®r játékos, akkor az els® helyezett kiléte nem meglep®. X3 világbajnok ellen elért
döntetlene kiváló eredmény, amire X4 nem lett volna képes, így az utóbbitól elszenvedett vereség ellenére
X3  X4. Végül X1 és X4 döntetlent játszott egymással, utóbbi azonban rendelkezik egy gy®zelemmel.
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Ugyanakkor a 4.4. példában megadott lehetséges rangsor furcsának t¶nik, mert X3 a lehet® leg-
rosszabb eredményt érte el X4 ellen. Ezt kezeli a bemutatandó tulajdonság, amihez azonban némi el®-
készítés szükséges.
4.4. Definíció. Domináns halmaz (dominant set): Legyen (N,A,M) ∈ R egy rangsorolási probléma.
A D ⊆ N objektumhalmaz domináns halmaz, ha aij = mij minden Xi ∈ D és Xj ∈ N \D esetén.
A makrocsapat analógiájára logikus lehetne a domináns csapat (vertex) elnevezés. Ezt azért kerül-
tük el, mert az el®bbivel ellentétben a domináns halmaz nem az M mérk®zésmátrixtól, hanem az A
eredménymátrixtól függ. Tehát a domináns halmazon kívüli objektumoknak nincs esélyük a D-beliek
legy®zésére. Ebb®l szinte természetesen adódik az alábbi, egyébként meglehet®sen gyenge követelmény.
4.5. Definíció. Metsz® kiegyensúlyozottság (splitting balance, SB) (Chebotarev és Shamis, 1999):
Legyen D ⊆ N domináns halmaz az (N,A,M) ∈ R rangsorolási problémában. Az f : R → Rn pontozási
eljárás metsz® kiegyensúlyozott, ha léteznek Xi ∈ D és Xj ∈ N \D objektumok, melyekre fi(N,A,M) ≥
≥ fj(N,A,M).
Chebotarev és Shamis (1999) a metsz® kiegyensúlyozottságot a domináns halmaz fogalma nélkül defi-
niálja, számunkra azonban, jelent®s részben a kés®bbi tárgyalás megkönnyítése érdekében, egyszer¶bbnek
t¶nt ezen az úton. A metsz® kiegyensúlyozottság tehát kizárja, hogy a domináns halmaz minden objektu-
ma a rajta kívüliek mögött végezzen. Eszerint a 4.4. példában SB teljesülése esetén X2  X3  X4 ∼ X1
nem lehetséges, mert max{f1(N,A,M); f4(N,A,M)} ≥ min{f2(N,A,M); f3(N,A,M)}.
Egy ennél er®sebb, a domináns csapattal kapcsolatos axióma az alábbi.
4.6. Definíció. Er®s metsz® kiegyensúlyozottság (reinforced splitting balance, RSB): Legyen D ⊆
⊆ N domináns halmaz az (N,A,M) ∈ R rangsorolási problémában, jelölje Dmax = {Xi ∈ D : ∃Xj ∈ N \
\D, amire mij > 0} ⊆ D és Dmin = {Xj ∈ N \D : ∃Xi ∈ D, amire mij > 0} ⊆ N \D. Az f : R → Rn





maxXi∈Dmax fi(N,A,M) > minXj∈Dmin fj(N,A,M).
RSB azt követeli meg, hogy a domináns halmazban szerepl® objektumok értékeléseinek összege meg-
haladja a rajta kívüliekét, vagy a két csoport közötti maximális mérték¶ összehasonlításokkal érintett
objektumok között legyen olyan D-beli, amelyik a rangsorban megel®zi valamelyik nem D-beli ilyen
objektumot. Ebb®l az el®bbi t¶nik természetesebbnek, azonban fennállása nem garantálható, ha D és
N \ D számossága jelent®sen eltér. Az axióma els®sorban technikai célokat szolgál, ez teszi lehet®vé
a 4.3. tételben az ellentmondás megteremtését, ugyanakkor az el®írt feltételek egyike sem t¶nik teljesen
indokolhatatlannak.
Még számos egyéb, hasonló jelleg¶ tulajdonság definiálható lenne, nekünk azonban csak ezekre lesz
szükségünk a továbbiakban.7
4.3. Következmény. Ha egy f : R → Rn pontozási eljárás kielégíti az RSB tulajdonságot, akkor SB-t
is teljesíti.
Bizonyítás. Indirekt módon: ha fi(N,A,M) < fj(N,A,M) minden Xi ∈ D és Xj ∈ N \D objektumra,
akkor maxXi∈D fi(N,A,M) > minXj∈D¯⊆(N\D) fj(N,A,M) sem teljesülhet.
4.2. Tétel. A pontszám, általánosított sorösszeg, és a legkisebb négyzetek módszere is teljesíti az RSB
tulajdonságot.
Bizonyítás. Jelölje xi az általánosított sorösszeg módszerrel kapott értékeléseket az (N,A,M) rangsorolá-








 = (1 + εmn) ∑
Xi∈D






7Például a metsz® kiegyensúlyozottság egyik természetes, RSB-nél gyengébb kiterjesztését jelentené olyan Xi ∈ D és
Xj ∈ N\D objektumok létezésének megkövetelése, melyekre fi(N,A,M) > fj(N,A,M). Számos ehhez hasonló megoldással
próbálkoztunk, azonban a 4.6. definícióban szerepl® bizonyult az egyetlen olyannak, amellyel érvényes a 4.2. és a 4.3. tétel.
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mert mij = 0 minden Xi ∈ D \ Dmax és Xj ∈ N \
(
D ∪Dmin) esetén. Ebb®l azonnal adódik az er®s
metsz® kiegyensúlyozottság követelménye, mert két nempozitív szám összege nem lehet pozitív.
A legkisebb négyzetek módszerére  a megfelel® módosításokkal  ugyanez a gondolatmenet alkal-
mazható.





Xj∈N\D fj(N,A,M), a legkisebb négyzeteknél maxXi∈Dmax fi(N,A,M) > minXj∈Dmin fj(N,A,M)
fog fennállni, míg az általánosított sorösszegnél akár mindkét el®írás teljesülhet.
4.8. Lemma. A pontszám, általánosított sorösszeg, és a legkisebb négyzetek módszere teljesíti az SB
tulajdonságot.
A kvázi önkonzisztenciával szintén kimondható egy, a 4.2. tételhez hasonló lehetetlenségi eredmény,
ehhez azonban szükség van az RSB tulajdonságra is.
4.3. Tétel. Nem létezik olyan f : R → Rn pontozási eljárás, amely egyszerre teljesíti az RSB, QSC, és
IIM axiómákat.
Bizonyítás. A minimális, n = 4 esetben a 4.5. példa segítségével bizonyítjuk a három tulajdonság között
érvényesül® ellentmondást (ennél kisebb méretre IIM nem értelmezhet®).
4. ábra. A 4.5. példa rangsorolási problémái










4.5. Példa. Tekintsük az N = {X1, X2, X3, X4} objektumhalmazzal adott (N,A,M), (N,A′,M ′) ∈ RU
súlyozatlan rangsorolási problémákat (8. ábra), ahol:
A =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0
 , A′ =

0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0
 , és M =

0 0 0 1
0 0 1 0
0 1 0 1
1 0 1 0
 .
Itt O1 = {X4}, O2 = {X3}, O3 = {X2, X4} és O4 = {X1, X3}. Ha f1(N,A,M) > f2(N,A,M), akkor
IIM következtében f1(N,A′,M) > f2(N,A′,M), ezért f4(N,A′,M) > f3(N,A′,M). Ellenkez® esetben
ugyanis létezik g21 : O2 ↔ O1, g21(X3) = X4 kölcsönösen egyértelm¶ megfeleltetés, ami teljesíti a (kvázi)
önkonzisztenciában megkövetelt feltételeket, így f1(N,A′,M) ≤ f2(N,A′,M), ami ellentmondás. Tehát
f1(N,A
′,M) > f2(N,A′,M) és f4(N,A′,M) > f3(N,A′,M), ezért nem teljesül a(z er®s) metsz® kiegyen-
súlyozottságban el®írt max{f2(N,A′,M); f3(N,A′,M)} ≥ min{f1(N,A′,M); f4(N,A′,M)} egyenl®tlen-
ség. Hasonló módon kapható f2(N,A,M) > f1(N,A,M) lehetetlensége, miután ebb®l f3(N,A,M) >
> f4(N,A,M) adódik.
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Legyen f1(N,A,M) = f2(N,A,M). Ha f4(N,A,M) > f3(N,A,M), akkor a g12 : O1 ↔ O2, g12(X4) =
= X3 kölcsönösen egyértelm¶ megfeleltetéssel a kvázi önkonzisztenciából f1(N,A,M) > f2(N,A,M),
ami ellentmondás. Ha pedig f3(N,A,M) > f4(N,A,M), akkor a g21 : O2 ↔ O1, g21(X3) = X4 kölcsö-
nösen egyértelm¶ megfeleltetéssel a kvázi önkonzisztenciából f2(N,A,M) > f1(N,A,M), ami szintén
lehetetlen.
Vagyis csak f1(N,A,M) = f2(N,A,M) és f3(N,A,M) = f4(N,A,M) fordulhat el®, ekkor viszont
nem teljesül az RSB által megkövetelt f1(N,A,M) + f4(N,A,M) > f2(N,A,M) + f3(N,A,M) és az
f4(N,A,M) > f3(N,A,M) egyenl®tlenség sem. Ezzel végleg ellentmondásra jutottunk, a három axióma
egyszerre nem elégíthet® ki.
4.4. Megjegyzés. Az 5.3. tételben szerepl® három tulajdonság logikai függetlenségéhez azt kellene meg-
mutatni, hogy közülük bármely kett®t kiválasztva létezik olyan eljárás, amely ezeket kielégíti, így a har-
madikat biztosan megsérti :
1 RSB és QSC : általánosított sorösszeg és legkisebb négyzetek módszere (4.2. tétel és 4.6. lemma);
2 RSB és IIM : pontszám módszer (4.2. tétel és 3.4. lemma);
3 QSC és IIM : ismeretlen, de az a sejtésünk, hogy található ilyen eljárás.
Amennyiben létezik a QSC és IIM tulajdonságokat kielégít® pontozási eljárás, a 4.5. példa szerint ez
csak meglehet®sen szokatlan lehet. Ugyanis az er®s metsz® kiegyensúlyozottság hiányában f1(N,A′,M) >
> f2(N,A
′,M) és f4(N,A′,M) > f3(N,A′,M), vagy f1(N,A,M) < f2(N,A,M) és f4(N,A,M) <
< f3(N,A,M), vagy f1(N,A,M) = f2(N,A,M) és f3(N,A,M) = f4(N,A,M), melyek mindegyike az
intuícióval ellentétesnek t¶nik.
Az 5.3. lehetetlenségi tétel már kevésbé emlékeztet Altman és Tennenholtz (2008) eredményeire. Az
ott definiált er®s tranzitivitás (mely többé-kevésbé az önkonzisztens monotonitásnak feleltethet® meg)
és az RIIA axiómák ugyan ellentmondanak egymásnak, de a QSC-nél er®sebbnek tekinthet® kvázi er®s
tranzitivitás már a rangsorolási függetlenség az irreleváns objektumoktól axiómával együtt is kielégíthet®.
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5. Kiterjesztett monotonitás az objektumok teljesítményéb®l
A 4.1. tétel alapján az önkonzisztencia fontosabb követelménynek t¶nik, mint az irreleváns mérk®-
zésekt®l való függetlenség, mert a teljes rangsorolási probléma vizsgálatakor nem feltétlenül célszer¶ az
objektumok lokális eredményeire támaszkodni, ahogy azt az IIM axióma el®írja. Ezért ebben a fejezet-
ben, a kapott ellentmondás ellenére, az SC tulajdonság kiterjesztéseivel foglalkozunk.
5.1. Önkonzisztens monotonitás
5.1. Megjegyzés. Az önkonzisztencia csak akkor jelent megszorítást az Xi és Xj objektumok sorrend-
jével kapcsolatban, ha |Oi| = |Oj |, mert ellenkez® esetben az utóbbiak között nem létezhet kölcsönösen
egyértelm¶ megfeleltetés.
Az 5.1. megjegyzés szerint SC hatóköre meglehet®sen korlátozott, ahogy azt már a 4.4. példában
láthattuk. Az önkonzisztencia további er®sítésének iránya azonnal adódik, ha felidézzük, hogy az A ered-
ménymátrixban szerepl® értékek az aij ∈ [−mij ,mij ] módon korlátozva voltak. Emiatt két objektum
összevetésekor ellenfeleik egymással való összehasonlítása elhagyható, ha a páros összehasonlítás kime-
netele valamelyik extrémumot veszi fel. Ismét egy példával illusztráljuk az ötletet.
5.1. Példa. Tekintsük az N = {X1, . . . , X10} objektumhalmazzal adott, az 5. ábrán látható (N,A,M) ∈
∈ RU súlyozatlan rangsorolási problémát.
Tegyük fel, hogy X3  X4 és X6  X7 (ez lehet valamilyen küls® információ, vagy akár a pontozási
eljárásból kapott eredmény). Ekkor X1 egyértelm¶en jobbnak t¶nik X2-nél, mert egy X3 elleni vereség
kedvez®bb egy X4 elleninél, egy X6 elleni gy®zelem többet ér egy X7 elleninél, és az X5 elleni gy®zelem
biztosan többet ér egy vele szembeni vereségnél. Ezenkívül X1 egy-egy gy®zelemmel, maximális arányú
páros összehasonlítással rendelkezik X8-cal és X9-cel szemben, X2 viszont a lehet® legrosszabb eredményt
érte el X10 ellen. Összefoglalva, ebben a helyzetben az f : R → Rn pontozási eljárástól logikusnak t¶nik
az X1  X2 reláció, vagyis az f1(N,A,M) > f2(N,A,M) szigorú egyenl®tlenség megkövetelése.
Az 5.1. példa üzenete világos: ha Xi legalább olyan jó, mint Xj , akkor Xj nem el®zheti meg a
rangsorban Xi-t, továbbá, amennyiben a reláció szigorúnak tekinthet®, a kapott sorrendben döntetlen
sem állhat fenn a két objektum között. Ezt fogalmazza meg az alábbi axióma. A definíció meglehet®sen
nehézkes, mert eredetileg olyan modellekre javasolták, ahol az (N,A,M) rangsorolási probléma m darab
súlyozatlan rangsorolási probléma összegeként áll el®.
5.1. Definíció. Önkonzisztens monotonitás (self-consistent monotonicity, SCM) (Chebotarev és
Shamis, 1997): Legyen f : R → Rn egy pontozási eljárás és (N,A,M) ∈ R egy rangsorolási probléma,
melyben az Xi, Xj ∈ N objektumok Oi és Oj ellenfél multihalmazaira:
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† Omaxi ⊆ Oi és a′ik = m′ik minden Xk ∈ Omaxi -ra, ha Xk pontosan m′ik-szor szerepel Omaxi -ban;
† Ominj ⊆ Oj és a′jk = −m′jk minden Xk ∈ Ominj -re, ha Xk pontosan m′jk-szor szerepel Ominj -ben;




kölcsönösen egyértelm¶ megfeleltetés, hogy apik ≥ apjg(k),















Az f pontozási eljárás önkonzisztens monoton, ha fi(N,A,M) ≥ fj(N,A,M), s®t, fi(N,A,M) >
> fj(N,A,M), amennyiben az a
p
ik ≥ apjg(k) vagy az fk(N,A,M) ≥ fg(k)(N,A,M) egyenl®tlenségek
valamelyike szigorú formában teljesül, vagy Omaxi 6= ∅, vagy Ominj 6= ∅.
5.1. Következmény. Ha egy f : R → Rn pontozási eljárás kielégíti az SCM tulajdonságot, akkor az
SC-t (következésképp a QSC-t és a WSC-t) is teljesíti.
5.1. Lemma. A pontszám módszer nem teljesíti az SCM tulajdonságot.
5.2. Lemma. Ha az Xi, Xj ∈ N objektumokra fennáll az önkonzisztens monotonitásban megkövetelt
feltétel, akkor si(N,A,M) ≥ sj(N,A,M)+ | Omaxi | + | Ominj |.
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∑
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ai`+ | Ominj |= sj+ | Omaxi | + | Ominj | .
5.2. Példa. A 4.4. példában SCM fennállásakor megjelen® további feltételek:
 f1(N,A,M) ≥ f2(N,A,M)⇒ f4(N,A,M) > f3(N,A,M)
Az Omax4 = X3, O
min




, g43(X1) = X2 választással. Ez
azonban nem jelent újabb megszorítást, mert az önkonzisztenciából
[f1(N,A,M) ≥ f2(N,A,M) és f3(N,A,M) ≥ f4(N,A,M)]⇒ f4(N,A,M) > f3(N,A,M),
ami kizárja f1(N,A,M) ≥ f2(N,A,M) és f3(N,A,M) ≥ f4(N,A,M) együttes fennállását.
 f1(N,A,M) ≥ f4(N,A,M)⇒ f4(N,A,M) > f1(N,A,M) és
f1(N,A,M) ≥ f3(N,A,M)⇒ f4(N,A,M) > f2(N,A,M)
Az Omax4 = X3, g41 : (O4 \Omax4 ) ↔ O1, g41(X1) = X4, illetve az Omax4 = X3, g42 :
: (O4 \Omax4 )↔ O2, g42(X1) = X3 választással.
 f4(N,A,M) ≥ f2(N,A,M)⇒ f1(N,A,M) > f3(N,A,M) és
f3(N,A,M) ≥ f2(N,A,M)⇒ f2(N,A,M) > f3(N,A,M)




, g13(X4) = X1, illetve az Omin3 = X4, g23 : O2 ↔(
O3 \Omin3
)
, g23(X3) = X2 választással.
Ezekb®l f4(N,A,M) > f1(N,A,M) és f2(N,A,M) > f3(N,A,M), így az önkonzisztens monotonitás
sem zárja ki a X2  X3  X4  X1 rangsort. Vagyis az önkonzisztens monotonitás az önkonzisztenciánál
er®sebb követelmény, hiszen lehet®vé teszi különböz® fokszámú objektumok összevetését, de ebb®l sem
következik a metsz® kiegyensúlyozottság.
5.1. Állítás. A legkisebb négyzetek módszere nem teljesíti az SCM tulajdonságot.
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6. ábra. Az 5.3. példa rangsorolási problémája
X1
X2X3
Bizonyítás. n = 4-re lásd Chebotarev és Shamis (1999, Proposition 10). Ennél kisebb ellenpéldát adunk.
5.3. Példa. Tekintsük az N = {X1, X2, X3} objektumhalmazzal adott (N,A,M) ∈ RU súlyozatlan
rangsorolási problémát (6. ábra), ahol:
A =
 0 0 20 0 1
−2 −1 0
 , és M =
 0 0 20 0 1
2 1 0
 , azaz L =
 2 0 −20 1 −1
−2 −1 3
 .
Legyen Omax1 = {X3} 6= ∅, így O1 \Omax1 = O2 = {X3}, valamint g(X3) = X3. Azonban a13−m′13 =
= 2 − 1 = a′′13 ≥ a′′23 = a23 = 1, így fennállnak az önkonzisztens monotonitásban szerepl® implikáció
feltételei. Ekkor q1(N,A,M) > q2(N,A,M), vagyis X1  X2. A legkisebb négyzetek módszerével kapott
értékel®vektor viszont q = (1/3) [1,1,−2]>, azaz X1 ∼ X2.
5.2. Megjegyzés. Legyen n = 2. Ekkor a legkisebb négyzetek módszere teljesíti az SCM tulajdonságot.
Bizonyítás. Ekkor minden rangsorolási probléma round-robin, a 3.8. lemma szerint a legkisebb négyzetek
módszere arányos a pontszám módszerrel. Az 5.2. lemma értelmében, ha az Xi, Xj ∈ N objektumokra
fennáll az önkonzisztens monotonitásban megkövetelt feltétel, akkor si(N,A,M) ≥ sj(N,A,M).
5.2. Következmény. Az 5.3. példa minimális méret¶.
Az 5.3. példában SCM megsértésének oka az, hogy a legkisebb négyzetek módszere nem képes figye-
lembe venni a maximális intenzitású összehasonlítások számát. Ez az általánosított sorösszeg módszerre
már nem feltétlenül igaz, amint azt az alábbi eredmény mutatja.
5.2. Állítás. Az általánosított sorösszeg eljárás minden 0 < ε ≤ 1/ [(n− 2)m] paraméterérték mellett
teljesíti az SCM tulajdonságot.
Bizonyítás. Lásd Chebotarev és Shamis (1997, Theorem 8). A bizonyítás, némileg eltér® formában, már
Chebotarev (1994, Property 14)-ben is megtalálható.
5.3. Megjegyzés. Az 5.2. állításban szerepl® ε = 1/ [(n− 2)m] fels® határ univerzális, csak n-t®l és
m-t®l függ. Ennél b®vebb intervallum is megengedett lehet, ha figyelembe vehet®k az A eredménymátrix
és az M mérk®zésmátrix más sajátosságai is (Chebotarev, 1994).
Az 5.1. következmény alapján kimondható a 4.1. tétellel analóg állítás.
5.3. Állítás. Nem létezik olyan f : R → Rn pontozási eljárás, amely egyszerre teljesíti az SCM és IIM
axiómákat.
5.3. Lemma. Az 5.3. állításban szerepl® két tulajdonság logikailag független.
Bizonyítás. Megmutatjuk, hogy közülük bármelyiket kiválasztva létezik olyan eljárás, amely ezt kielégíti,
tehát a másikat biztosan megsérti :
1 SCM : általánosított sorösszeg 0 < ε ≤ 1/ [(n− 2)m] paraméter mellett (5.2. állítás);
2 IIM : pontszám módszer (3.4. lemma).
A további részletek iránt érdekl®d® olvasó figyelmébe ajánljuk a Chebotarev és Shamis (1997), Che-
botarev és Shamis (1998), Chebotarev és Shamis (1999), González-Díaz et al. (2013), illetve a Csató
(2013b) cikkeket.
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5.2. Gyenge önkonzisztens monotonitás
Mivel az 5.1. állítás szerint a legkisebb négyzetek módszere nem önkonzisztens monoton, a követke-
z®kben az SCM axióma gyengítésével próbálkozunk. Ez egyben azt is lehet®vé teheti, hogy kiküszöböljük
a 4.1. tétel ellentmondását.
Els®ként nézzük meg, mire jutunk az SCM axióma gyenge önkonzisztenciával analóg módosításával.
5.2. Definíció. Gyenge önkonzisztens monotonitás (weak self-consistent monotonicity, WSCM):
Legyen f : R → Rn egy pontozási eljárás és (N,A,M) ∈ R egy rangsorolási probléma, melyben az
Xi, Xj ∈ N objektumok Oi és Oj ellenfél multihalmazaira:
‡ Omaxi ⊆ Oi és a′ik = m′ik minden Xk ∈ Omaxi -ra, ha Xk pontosan m′ik-szor szerepel Omaxi -ban;
‡ Ominj ⊆ Oj és a′jk = −m′jk minden Xk ∈ Ominj -re, ha Xk pontosan m′jk-szor szerepel Ominj -ben;




kölcsönösen egyértelm¶ megfeleltetés, hogy apik ≥ apjg(k),















Az f pontozási eljárás gyengén önkonzisztens monoton, amennyiben fi(N,A,M) ≥ fj(N,A,M).
5.3. Következmény. Ha egy f : R → Rn pontozási eljárás kielégíti az SCM tulajdonságot, akkor a
WSCM -et is teljesíti.
Ha egy f : R → Rn pontozási eljárás kielégíti a WSCM tulajdonságot, akkor a WSC-t is teljesíti.
5.4. Lemma. Az általánosított sorösszeg eljárás minden 0 < ε ≤ 1/ [(n− 2)m] paraméterérték mellett
teljesíti a WSCM tulajdonságot.
5.4. Állítás. A legkisebb négyzetek módszere nem teljesíti a WSCM tulajdonságot.
Bizonyítás. Chebotarev és Shamis (1999, Proposition 10) nyomán ellenpéldát adunk n = 4-re.





5.4. Példa. Chebotarev és Shamis (1999, Fig. 4) Tekintsük az N = {X1, X2, X3, X4} objektumhalmazzal
adott (N,A,M) ∈ RU súlyozatlan rangsorolási problémát (7. ábra), ahol:
A =

0 0 1 1
0 0 1 0
0 −1 0 1
−1 0 −1 0
 és M =

0 0 1 1
0 0 1 0
1 1 0 1
1 0 1 0
 , azaz L =

2 0 −1 −1
0 1 −1 0
−1 −1 3 −1
−1 −1 0 2
 .
Legyen Omax1 = {X4} 6= ∅, így O1 \ Omax1 = O2 = {X3}, valamint g(X3) = X3. Mivel a13 ≥ a23,
fennállnak a gyenge önkonzisztens monotonitásban szerepl® implikáció feltételei, ezért q1(N,A,M) ≥
≥ q2(N,A,M)-nek, vagyis X1  X2-nek teljesülnie kell. A legkisebb négyzetek módszerével kapott
értékel®vektor azonban q = (1/12) [5,9,−3,−11]>, azaz X1 ≺ X2.
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5.4. Megjegyzés. Legyen n ≤ 3. Ekkor az általánosított sorösszeg, és a legkisebb négyzetek módszere
teljesíti a WSCM tulajdonságot.
Bizonyítás. n = 2 esetén érvényes az 5.2. megjegyzés, az állítás az 5.3. következményb®l kapható.
Amennyiben n = 3, jelölje xi az általánosított sorösszeg módszer alkalmazásával kapott értékeléseket
az (N,A,M) rangsorolási problémában, valamint legyen si = si(N,A,M) minden Xi ∈ N -re. Indirekt
módon tegyük fel, hogy az Xi, Xj ∈ N objektumokra teljesül a (gyenge) önkonzisztens monotonitás




kölcsönösen egyértelm¶ megfeleltetéssel, így az 5.2. lemma
szerint si ≥ sj+ | Omaxi | + | Ominj |≥ sj + |mij −mjk|, azonban xi < xj . Képezzük a két objektumra
vonatkozó egyenletek különbségét:
(xi−xj) + 2εmij(xi−xj) + εmik(xi−xk)− εmjk(xj −xk) = (1 + εmn)(si− sj) ≥ (1 + εmn)|mik−mjk|.
Ebb®l xi helyére xj > xi-t helyettesítve mij −mjk ≥ 0 esetén xj − xk > (1 + εmn)/ε. Ezért xj > xi és
xj > xk alapján az általánosított sorösszeg zérusösszeg¶sége (lásd 3.1. lemma) miatt xj > 0. Az Xj-re
vonatkozó egyenletb®l
xj + εmij(xj − xi) + εmjk(xj − xk) = (1 + εmn)sj = (1 + εmn) (aji + ajk) ≤ (1 + εmn) (aji +mjk) .
A bal oldalon xj + εmij(xj − xi) + εmjk(xj − xk) > (1 + εmn)mjk, tehát aji > 0, következésképp aij =
= −aji < 0. Ez azt jelenti, hogy g(Xj) = Xi nem lehetséges, mert aij < ajg(j). Ezért g(Xk) = Xi, vagyis
az indirekt feltevésb®l xk ≥ xi. Az Xi-re vonatkozó egyenlet
xi + εmij(xi − xj) + εmik(xi − xk) = (1 + εmn)si < 0.
Ekkor az Xi, Xj ∈ N objektumokra vonatkozó egyenletek különbsége:
(xi − xj) + 2εmij(xi − xj) + εmik(xi − xk)− εmjk(xj − xk) < 0− (1 + εmn) ≥ (1 + εmn)|mik −mjk|,
ami ellentmondásra vezet, az indirekt feltevés nem igaz, xi ≥ xj .
A legkisebb négyzetek módszerére  a megfelel® módosításokkal  ugyanez a gondolatmenet alkal-
mazható.
5.4. Következmény. Az 5.4. példa minimális méret¶.
WSCM megsértésének oka els®sorban az, hogy a legkisebb négyzetek módszere korlátozás nélküli
numerikus preferenciák esetére lett kidolgozva. Az 5.4. példában X1-et megbünteti az X4 feletti gy®-
zelemért, mert ennél nagyobb arányú fölényt vár el : amennyiben a13 = 1 és a34 = 1, akkor a14 ≥ 2
szükséges ahhoz, hogy X1 jobbnak bizonyuljon X2-nél (ez a célfüggvényb®l egyszer¶en levezethet®).
Mivel ez lehetetlen, X1 mindenképp rosszabb lesz X2-nél, ha m14 > 0, miközben m24 = 0.
5.5. Lemma. Legyen n ≥ 4. Ekkor az általánosított sorösszeg nem teljesíti az SCM és WSCM tulaj-
donságokat.
Bizonyítás. ε → ∞ esetén a legkisebb négyzetek módszere arányos az általánosított sorösszeggel, és az
utóbbi egy lineáris egyenletrendszer megoldásaként folytonos, ezért megfelel®en nagy ε paraméter mellett
az utóbbira is érvényes az 5.4. példából kapható ellentmondás, elérhet® x(ε)1(N,A,M) < x(ε)2(N,A,M).
Ebb®l az 5.3. következmény alapján adódik az önkonzisztens monotonitás megsértése. Az általánosított
sorösszeg azonban az 5.3. példában nem sérti meg az önkonzisztens monotonitást.
5.6. Lemma. A pontszám módszer teljesíti a WSCM tulajdonságot.
Bizonyítás. Következik az 5.2. lemmából.
5.5. Állítás. Létezik olyan f : R → Rn pontozási eljárás, amely egyszerre teljesíti a WSCM és IIM
axiómákat, például az egyenl®, és a pontszám módszer.
Bizonyítás. Az egyenl® módszer független az irreleváns mérk®zésekt®l, és teljesíti a gyenge önkonzisztens
monotonitást is, mert utóbbi sohasem zárja ki két objektum értékelésének azonosságát.
A pontszám módszerhez lásd a 3.4. (IIM) és az 5.6. (WSCM) lemmát.
Tehát a gyenge önkonzisztencia és az irreleváns mérk®zésekt®l való függetlenség kapcsolatára vonat-
kozó 4.6. állítás kellemetlen eredménye nem javítható el®bbi er®sítésével, WSCM bevezetésével sem,
mert az 5.5. állítás szerint az egyenl® módszer is kielégíti a WSCM és az IIM tulajdonságokat. Ez az
eljárás nem fogadható el gyakorlati célokra, mert teljesen független az A eredménymátrixtól, tehát az
SCM tulajdonság ezen gyengítése túlságosan er®snek bizonyult.
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5.3. Kvázi önkonzisztens monotonitás
Altman és Tennenholtz (2008) kvázi tranzitivitás fogalmának analógiájára kapható a kvázi önkon-
zisztens monotonitás.
5.3. Definíció. Kvázi önkonzisztens monotonitás (quasi self-consistent monotonicity, QSCM):
Legyen f : R → Rn egy pontozási eljárás és (N,A,M) ∈ R egy rangsorolási probléma, melyben az
Xi, Xj ∈ N objektumok Oi és Oj ellenfél multihalmazaira:
‡ Omaxi ⊆ Oi és a′ik = m′ik minden Xk ∈ Omaxi -ra, ha Xk pontosan m′ik-szor szerepel Omaxi -ban;
‡ Ominj ⊆ Oj és a′jk = −m′jk minden Xk ∈ Ominj -re, ha Xk pontosan m′jk-szor szerepel Ominj -ben;




kölcsönösen egyértelm¶ megfeleltetés, hogy apik ≥ apjg(k),















Az f pontozási eljárás kvázi önkonzisztens monoton, ha fi(N,A,M) ≥ fj(N,A,M), s®t, fi(N,A,M) >
> fj(N,A,M), amennyiben az a
p
ik ≥ apjg(k) vagy az fk(N,A,M) ≥ fg(k)(N,A,M) egyenl®tlenségek
valamelyike minden p = 1,2, . . . , |Oi \Omaxi |-ra szigorú formában teljesül, vagy Omaxi 6= ∅, vagy Ominj 6= ∅.
5.5. Következmény. Ha egy f : R → Rn pontozási eljárás kielégíti az SCM tulajdonságot, akkor a
QSCM -et is teljesíti.
Ha egy f : R → Rn pontozási eljárás kielégíti a QSCM tulajdonságot, akkor a WSCM -et is teljesíti.
Ha egy f : R → Rn pontozási eljárás kielégíti a QSCM tulajdonságot, akkor a QSC-t (következésképp a
WSC-t) is teljesíti.
5.7. Lemma. Az általánosított sorösszeg eljárás minden 0 < ε ≤ 1/ [(n− 2)m] paraméterérték mellett
teljesíti a QSCM tulajdonságot.
5.8. Lemma. A pontszám módszer nem teljesíti a QSCM tulajdonságot.
5.5. Megjegyzés. Legyen n ≤ 3. Ekkor a pontszám módszer teljesíti a QSCM tulajdonságot.
Bizonyítás. n = 2 esetén az 5.2. lemma alapján, ha az Xi, Xj ∈ N objektumokra fennáll a (kvázi) ön-
konzisztens monotonitásban megkövetelt feltétel, akkor si(N,A,M) ≥ sj(N,A,M). Amennyiben n = 3,
tegyük fel, hogy fennáll a (kvázi) önkonzisztens monotonitásban megkövetelt feltétel, azaz si(N,A,M) ≥
≥ sj(N,A,M). Ha di 6= dj , akkor az 5.2. lemma szerint si(N,A,M) > sj(N,A,M). Ha di = dj = 1,
akkor Oi = Oj és g(Xk) = Xk, így sk(N,A,M) = sg(k)(N,A,M), teljesül a megkövetelt impliká-
ció. Végül di = dj = 2 esetén g(Xj) = Xi és g(Xk) = Xk mellett a QSCM axióma sk(N,A,M) =
= sg(k)(N,A,M) miatt csak a si(N,A,M) ≥ sj(N,A,M) egyenl®tlenséget követeli meg, ami teljesül.
Ha pedig g(Xj) = Xk és g(Xk) = Xi, és s`(N,A,M) > sg(`)(N,A,M) minden x` ∈ Oi = {Xj , Xk}-ra,
akkor sj(N,A,M) > sk(N,A,M) > si(N,A,M), ami lehetetlen.
5.6. Következmény. A 4.3. példa minimális méret¶.
5.6. Megjegyzés. Legyen n ≤ 3. Ekkor a pontszám módszer teljesíti a QSC tulajdonságot.
5.6. Állítás. Az általánosított sorösszeg, és a legkisebb négyzetek módszere nem teljesíti a QSCM tulaj-
donságot.
Bizonyítás. Itt is érvényes az 5.4. példa, mely igazolja az állítást a legkisebb négyzetek módszerére.
Az általánosított sorösszegre az 5.5. lemma bizonyításában használt érvelés alkalmazható. A legkisebb
négyzetek módszeréhez az 5.3. példa is elegend® lenne, az általánosított sorösszeghez azonban nem. Tehát
el®bbi n ≥ 3, utóbbi pedig n ≥ 4 esetén sérti meg biztosan a QSCM axiómát.
A kvázi önkonzisztens monotonitással szintén kimondható egy, az 5.3. állításhoz hasonló lehetetlenségi
eredmény, ehhez azonban  a kvázi önkonzisztenciánál látottakhoz (4.3. tétel)  hasonlóan szükség van
egy további tulajdonságra.
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5.1. Tétel. Nem létezik olyan f : R → Rn pontozási eljárás, amely egyszerre teljesíti a SYM , QSCM ,
és IIM axiómákat.
Bizonyítás. A minimális, n = 4 esetben az 5.5. példán keresztül bizonyítjuk a három tulajdonság között
érvényesül® ellentmondást (ennél kisebb méretre IIM nem értelmezhet®).
8. ábra. Az 5.5. példa rangsorolási problémái










5.5. Példa. Tekintsük az N = {X1, X2, X3, X4} objektumhalmazzal adott (N,A,M), (N,A′,M ′) ∈ RU
súlyozatlan rangsorolási problémákat (8. ábra), ahol:
A =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 , A′ =

0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0
 , és M =

0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0
 .
Itt O1 = {X4}, O2 = {X3}, O3 = {X2, X4} és O4 = {X1, X3}. A pontozási eljárás szimmetrikus,
ezért f1(N,A,M) = f2(N,A,M). IIM következtében f1(N,A′,M) = f2(N,A′,M). Ekkor az Omax2 =
= {X3} 6= ∅ és Omin3 = {X4}, illetve g34(X1) = X2 választással az X4 és X3 objektumok között
fennáll a (kvázi) önkonzisztens monotonitásban megkövetelt feltétel, ezért f4(N,A′,M) > f3(N,A′,M).
A g12(X1) = X2 definícióval az X1 és X2 objektumok között is teljesül WSCM követelménye, vagyis
f1(N,A
′,M) > f2(N,A′,M), ami ellentmondás.
5.7. Megjegyzés. Az 5.1. tételben szerepl® három tulajdonság logikai függetlenségéhez azt kellene meg-
mutatni, hogy közülük bármely kett®t kiválasztva létezik olyan eljárás, amely ezeket kielégíti, így a har-
madikat biztosan megsérti :
1 SYM és QSCM : általánosított sorösszeg minden 0 < ε ≤ 1/ [(n− 2)m] paraméter mellett (3.3.
lemma és 5.7. lemma);
2 SYM és IIM : pontszám módszer (3.3. lemma és 3.4. lemma);
3 QSCM és IIM : ismeretlen, de az a sejtésünk, hogy található ilyen eljárás.
A szimmetria meglehet®sen természetes követelménynek t¶nik, elvárása ellen nehezen tudnánk érvelni,
ezért az 5.1. lehetetlenségi tétel már kevésbé emlékeztet Altman és Tennenholtz (2008) eredményeire,
hiába létezik a QSCM és IIM tulajdonságokat kielégít® pontozási eljárás. Ugyan az ott definiált er®s
tranzitivitás (mely többé-kevésbé az önkonzisztens monotonitásnak feleltethet® meg) és azRIIA axiómák
ellentmondanak egymásnak, de a QSCM -mel lényegében analóg kvázi er®s tranzitivitás kielégíthet® a
rangsorolási függetlenség az irreleváns objektumoktól axióma mellett.
A 4.3. tétel analógiájára egy, az er®s önkonzisztens monotonitást tartalmazó megállapítás is tehet®.
Mivel az 5.5. következmény alapján ez QSC-nél er®sebb, lehet®ség nyílik RSB gyengítésére.
5.2. Tétel. Nem létezik olyan f : R → Rn pontozási eljárás, amely egyszerre teljesíti az SB, QSCM ,
és IIM axiómákat.
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Bizonyítás. A minimális, n = 4 esetben a 4.5. példán keresztül bizonyítjuk a három tulajdonság között
érvényesül® ellentmondást (ennél kisebb méretre IIM nem értelmezhet®). A bizonyítás a 4.3. tételét
követi, figyelve a kvázi önkonzisztencia és kvázi önkonzisztens monotonitás, illetve a metsz® kiegyensú-
lyozottság és az er®s metsz® kiegyensúlyozottság közötti eltérésekre.
Itt O1 = {X4}, O2 = {X3}, O3 = {X2, X4} és O4 = {X1, X3}. Ha f1(N,A,M) > f2(N,A,M), akkor
IIM következtében f1(N,A′,M) > f2(N,A′,M), ezért f4(N,A′,M) > f3(N,A′,M). Ellenkez® esetben
ugyanis létezik g21 : O2 ↔ O1, g21(X3) = X4 kölcsönösen egyértelm¶ megfeleltetés, ami teljesíti a (kvázi)
önkonzisztens monotonitásban megkövetelt feltételeket, így f1(N,A′,M) ≤ f2(N,A′,M), ami ellentmon-
dás. Tehát f1(N,A′,M) > f2(N,A′,M) és f4(N,A′,M) > f3(N,A′,M), így nem teljesül a metsz® ki-
egyensúlyozottságban el®írt max{f2(N,A′,M); f3(N,A′,M)} ≥ min{f1(N,A′,M); f4(N,A′,M)} egyen-
l®tlenség. Hasonló módon kapható f2(N,A,M) > f1(N,A,M) lehetetlensége, mert ebb®l f3(N,A,M) >
> f4(N,A,M) adódik.
Legyen f1(N,A,M) = f2(N,A,M). Ha f4(N,A,M) > f3(N,A,M), akkor a g12 : O1 ↔ O2, g12(X4) =
= X3 kölcsönösen egyértelm¶ megfeleltetéssel a kvázi önkonzisztens monotonitásból f1(N,A,M) >
> f2(N,A,M), ami ellentmondás. Ha pedig f3(N,A,M) > f4(N,A,M), akkor a g21 : O2 ↔ O1,
g21(X3) = X4 kölcsönösen egyértelm¶ megfeleltetéssel QSCM értelmében f2(N,A,M) > f1(N,A,M),
ami szintén ellentmondás.
Vagyis csak f1(N,A,M) = f2(N,A,M) és f3(N,A,M) = f4(N,A,M) lehetséges, így az irreleváns
mérk®zésekt®l való függetlenség alapján f1(N,A′,M) = f2(N,A′,M). Ekkor viszont az (N,A′,M) rang-
sorolási problémában az Omax4 = x3 6= emptyset és Omin3 = X4, illetve g34(X1) = X2 választással az
X4 és X3 objektumok között fennáll a kvázi önkonzisztens monotonitásban megkövetelt feltétel, ezért
f4(N,A
′,M) > f3(N,A′,M). Ezzel végleg ellentmondásra jutottunk, a három axióma egyszerre nem
elégíthet® ki.
5.8. Megjegyzés. Az 5.2. tételben szerepl® három tulajdonság logikai függetlenségéhez azt kellene meg-
mutatni, hogy közülük bármely kett®t kiválasztva létezik olyan eljárás, amely ezeket kielégíti, így a har-
madikat biztosan megsérti :
1 SB és QSCM : általánosított sorösszeg minden 0 < ε ≤ 1/ [(n− 2)m] paraméter mellett (3.3.
lemma és 5.7. lemma);
2 SB és IIM : pontszám módszer (3.3. lemma és 3.4. lemma);
3 QSCM és IIM : ismeretlen, de az a sejtésünk, hogy található ilyen eljárás.
Itt is érvényes a 4.4. megjegyzésben tett megállapítás, miszerint a QSCM és IIM tulajdonságokat kielé-
gít® pontozási eljárás csak meglehet®sen furcsa, az intuícióval ellenkez® lehet.
Mivel Chebotarev és Shamis (1999) csak említés szintjén foglalkozik az SB axiómával, az 5.2. tétel
tekinthet® ezen axióma els® gyakorlati alkalmazásának.
5.4. Kiegyensúlyozott önkonzisztens monotonitás
Az objektumok fokszáma az 5.3. és az 5.4. példában sem azonos, az (N,A,M) rangsorolási probléma
nem kiegyensúlyozott. Ugyanakkor az 5.1. megjegyzés szerint ez az önkonzisztenciánál egyértelm¶ elvárás
volt, vagyis célszer¶ lehet SCM implikációjának korlátozása az azonos fokszámú objektumokra.
5.4. Definíció. Kiegyensúlyozott önkonzisztens monotonitás (balanced self-consistent monotoni-
city, BSCM): Legyen f : R → Rn egy pontozási eljárás és (N,A,M) ∈ R egy rangsorolási probléma,
melyben az Xi, Xj ∈ N objektumok Oi és Oj ellenfél multihalmazaira:
‡ di = |Oi| = |Oj | = dj ;
‡ Omaxi ⊆ Oi és a′ik = m′ik minden Xk ∈ Omaxi -ra, ha Xk pontosan m′ik-szor szerepel Omaxi -ban;
‡ Ominj ⊆ Oj és a′jk = −m′jk minden Xk ∈ Ominj -re, ha Xk pontosan m′jk-szor szerepel Ominj -ben;




kölcsönösen egyértelm¶ megfeleltetés, hogy apik ≥ apjg(k),
















Az f pontozási eljárás kiegyensúlyozott önkonzisztens monoton, ha fi(N,A,M) ≥ fj(N,A,M), s®t,
fi(N,A,M) > fj(N,A,M), ha az a
p
ik ≥ apjg(k) vagy az fk(N,A,M) ≥ fg(k)(N,A,M) egyenl®tlenségek
valamelyike szigorú formában teljesül, vagy Omaxi 6= ∅, vagy Ominj 6= ∅.
5.7. Következmény. Ha egy f : R → Rn pontozási eljárás kielégíti az SCM tulajdonságot, akkor a
BSCM -et is teljesíti.
Ha egy f : R → Rn pontozási eljárás kielégíti a BSCM tulajdonságot, akkor az SC-t (következésképp a
WSC-t és a QSC-t) is teljesíti.
5.9. Lemma. Az általánosított sorösszeg eljárás minden 0 < ε ≤ 1/ [(n− 2)m] paraméterérték mellett
teljesíti a BSCM tulajdonságot.
5.10. Lemma. A pontszám módszer nem teljesíti a BSCM tulajdonságot.
5.3. Tétel. A legkisebb négyzetek módszere nem teljesíti a BSCM tulajdonságot.
Bizonyítás. Ellenpéldát adunk n = 10-re.









5.6. Példa. Tekintsük az N = {X1, . . . , X10} objektumhalmazzal adott, a 8. ábrán látható (N,A,M) ∈
∈ RB kiegyensúlyozott rangsorolási problémát.
Legyen Omax1 = {X10} 6= ∅ és Omin2 = {X3} 6= ∅, így O1 \Omax1 = O2 \Omin2 = {X7, X8, X9}, valamint
g(X7) = X7, g(X8) = X8 és g(X9) = X9 egy megfelel® kölcsönösen egyértelm¶ megfeleltetés. Mivel
1 = a17 ≥ a27 = 1, 1 = a18 ≥ a28 = 1 és 1 = a19 ≥ a29 = 1, illetve d1 = |O1| = |O2| = d2 = 4,
az X1, X2 ∈ N objektumokra fennállnak a kiegyensúlyozott önkonzisztens monotonitás feltételei, tehát
X1  X2-nek kell teljesülnie. Azonban
q =
[
0,209 0,382 1,584 0,831 0,293 −0,136 −0,559 −0,693 −0,803 −1,109 ]> ,
amib®l q1(N,A,M) < q2(N,A,M), ez pedig ellentmond BSCM -nek.
5.11. Lemma. Az általánosított sorösszeg nem teljesíti a BSCM tulajdonságot.
Bizonyítás. Az 5.5. lemma bizonyításához hasonló érveléssel kapható.
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5.7. Állítás. Nem létezik olyan f : R → Rn pontozási eljárás, amely egyszerre teljesíti a BSCM és
IIM axiómákat.
Bizonyítás. A 4.1. tételb®l és az 5.7. következményb®l adódik.
5.12. Lemma. Az 5.7. állításban szerepl® két tulajdonság logikailag független.
Bizonyítás. Megmutatjuk, hogy közülük bármelyiket kiválasztva létezik olyan eljárás, amely ezt kielégíti,
tehát a másikat biztosan megsérti :
1 BSCM : általánosított sorösszeg minden 0 < ε ≤ 1/ [(n− 2)m] paraméter mellett (5.9. lemma);
2 IIM : pontszám módszer (3.4. lemma).
Az 5.7. állítás ismét jobban emlékeztet az Altman és Tennenholtz (2008) tanulmányban kapott ellent-
mondásra: a gyenge tranzitivitás leginkább a kiegyensúlyozott önkonzisztens monotonitásnak feleltethet®
meg, míg RIIA és IIM egyaránt a pontozási eljárás lokalitását követeli meg.
5.5. Az értelmezési tartomány sz¶kítése
Az önkonzisztens monotonitás gyengítésére egy további irányt kínál az értelmezési tartomány módo-
sítása. Itt csak az SCM axiómával kapcsolatos lehetetlenségi tételekkel foglalkozunk.
Els®ként vizsgáljuk meg a kiegyensúlyozott rangsorolási problémák részhalmazát.
5.8. Állítás. Legyen (N,A,M) ∈ RB egy kiegyensúlyozott rangsorolási probléma. Nem létezik olyan
f : RB → Rn pontozási eljárás, amely egyszerre teljesíti az SCM és IIM axiómákat.
Bizonyítás. A 4.2. állításból és az 5.1. következményb®l adódik. A tulajdonságok függetlensége az 5.3.
lemmából kapható.
Kiegyensúlyozott rangsorolási problémák esetén bármely két objektum fokszáma azonos, ebb®l adódik
az alábbi eredmény.
5.9. Állítás. Legyen (N,A,M) ∈ RB egy kiegyensúlyozott rangsorolási probléma. Ha egy f : R → Rn
pontozási eljárás kielégíti a BSCM tulajdonságot, akkor SCM -et is teljesíti.
Így az 5.7. következmény értelmében a két axióma ezen az osztályon ekvivalens.
5.8. Következmény. Legyen (N,A,M) ∈ RB egy kiegyensúlyozott rangsorolási probléma. Egy f :
: RB → Rn pontozási eljárás akkor és csak akkor elégíti ki az SCM tulajdonságot, ha BSCM -et is
teljesíti.
5.10. Állítás. Legyen (N,A,M) ∈ RB egy kiegyensúlyozott rangsorolási probléma. Az általánosított
sorösszeg, és a legkisebb négyzetek módszere sem teljesíti a SCM tulajdonságot.
Bizonyítás. Az 5.5. példában szerepl® rangsorolási probléma kiegyensúlyozott, ez igazolja a megállapítást
a legkisebb négyzetek módszerére. Az általánosított sorösszegre az 5.5. lemma bizonyításában használt
érvelés alkalmazható.
5.9. Megjegyzés. Az 5.10. állítás negatív eredménye nem mondható váratlannak, mégis súlyos követ-
kezményekkel jár. A legkisebb négyzetek módszerének gráf reprezentációja alapján (Csató, 2013b) ugyanis
azt gondoltuk, kiegyensúlyozott rangsorolási problémákra ez egy megfelel® pontozási eljárás. Az 5.5. példa
azt mutatja, hogy ez a vélekedés  legalábbis akkor, ha az objektumok száma elég nagy, n ≥ 10  az
önkonzisztens monotonitás megsértése miatt er®sen vitatható.
Ugyanez a helyzet súlyozatlan rangsorolási problémák esetén.
5.11. Állítás. Legyen (N,A,M) ∈ RU egy súlyozatlan rangsorolási probléma. Nem létezik olyan f :
: RU → Rn pontozási eljárás, amely egyszerre teljesíti az SCM és IIM axiómákat.
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Bizonyítás. A 4.3. állításból és az 5.1. következményb®l adódik. A tulajdonságok függetlensége az 5.3.
lemmából kapható.
5.12. Állítás. Legyen (N,A,M) ∈ RU egy súlyozatlan rangsorolási probléma. Az általánosított sorösszeg,
és a legkisebb négyzetek módszere sem teljesíti a SCM tulajdonságot.
Bizonyítás. Az 5.4. példában szerepl® rangsorolási probléma súlyozatlan, ez igazolja a megállapítást a
legkisebb négyzetek módszerére. Az általánosított sorösszegre az 5.5. lemma bizonyításában használt
érvelés alkalmazható.
További lehet®ségként kínálkozik az objektumok számának korlátozása. n ≥ 3 esetén az IIM axióma
nem értelmezhet®, az 5.4. ellenpélda minimális méret¶, ezért az RU részhalmazra sz¶kítés nem jelent
megoldást. A kiegyensúlyozott problémákra vonatkozó 5.5. példa viszonylag sok objektumot tartalmaz,
de ebben a konstrukcióban nem tudtuk csökkenteni azok számát.
1. Sejtés. Az 5.5. példa az objektumok számára nézve minimális: n ≤ 9 esetén nem találhatunk olyan
(N,A,M) ∈ RB kiegyensúlyozott rangsorolási problémát, melyre a legkisebb négyzetek módszere megsérti
az önkonzisztens monotonitást, így a kiegyensúlyozott önkonzisztens monotonitást is.
Ellenben round-robin rangsorolási problémákra már mindkét tulajdonság kielégíthet®vé válik.
5.13. Állítás. Legyen (N,A,M) ∈ RR egy round-robin rangsorolási probléma. Létezik olyan f : RR →
Rn pontozási eljárás, amely egyszerre teljesíti az SCM és IIM axiómákat, például a pontszám, az álta-
lánosított sorösszeg, és a legkisebb négyzetek módszere.
Bizonyítás. A 3.8. lemma értelmében ezek az eljárások minden (N,A,M) ∈ RR round-robin rangsorolási
probléma esetén azonos sorrendet adnak, SCM és IIM is csak az objektumok relatív értékelését tekinti.
Mindegyikük független az irreleváns mérk®zésekt®l (3.7. lemma), és önkonzisztens monoton (5.2. állítás).
Számos további ötlet merülhet fel az értelmezési tartomány sz¶kítésére a WSCM , QSCM , vagy
BSCM axiómák vonatkozásában, itt azonban az 5.13. állítás pozitív eredményével lezárjuk ezt az irányt.
Eszerint round-robin problémák esetén a pontszám módszer alkalmazása ajánlható, a rangsorolási prob-
lémák ennél b®vebb osztályain azonban, szinte biztosan, nem várható el az irreleváns mérk®zésekt®l való
függetlenség, ha szeretnénk meg®rizni a kedvez® monotonitási tulajdonságokat.
Az SCM axióma finomításának hosszas tárgyalása, a gyenge, kvázi, és kiegyensúlyozott önkonzisz-
tens monotonitás bevezetése, illetve az értelmezési tartomány vizsgálata helyenként öncélúnak t¶nhet,
véleményünk szerint azonban indokolt a hasonló részletesség¶ elemzés. Az 5.3. állítás szerint ugyanis az
önkonzisztens monotonitás nem elégíthet® ki az irreleváns mérk®zésekt®l való függetlenség mellett, vagyis
nem létezik olyan pontozási eljárás, mely egyszerre lenne jól viselked® globális és lokális szempontból.
A gyenge önkonzisztens monotonitással kapott eredmények szerint a szigorú egyenl®tlenségek elha-
gyása SCM -ben nem indokolható, mert az egyenl® módszer IIM teljesülése esetén is lehetséges marad
(5.5. állítás). A kvázi önkonzisztens monotonitás bevezetése, Altman és Tennenholtz (2008) nyomán, azt
a célt szolgálta, hogy az irreleváns mérk®zésekt®l való függetlenségen kívül bizonyos mérték¶ globális
konzisztencia is megkívánható legyen. Az 5.1. és az 5.2. tételek értelmében ez már két, meglehet®sen
gyenge tulajdonság (SYM vagy SB) el®írásával kizárható. Végül, a kiegyensúlyozott önkonzisztens mo-
notonitás legkisebb négyzetek általi megsértése miatt annak alkalmazása  a módszer gráf interpretációja
Csató (2013b) által sugalltak ellenére  a kiegyensúlyozott rangsorolási problémák halmazán is megkér-
d®jelezhet®.
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6. Az önkonzisztencia és az önkonzisztens monotonitás er®sítése
Az 5.1. következmény alapján SCM -b®l következik az önkonzisztencia teljesülése. Ennek nyomán
felmerül a kérdés, milyen további feltétel biztosíthatja az ekvivalenciához szükséges fordított irányú
tartalmazást. Els® ötletünk  az 5.1. megjegyzés figyelembevételével  a rangsorolási probléma kiegyen-
súlyozottsága volt, ezt azonban cáfolja a 4.1. és az 5.7. állítás eredménye: el®bbi szerint a legkisebb
négyzetek módszere kielégíti az SC, utóbbi szerint viszont megsérti az SCM axiómát e részhalmazon.
Ugyanez igaz a súlyozatlan rangsorolási problémákra (lásd a 4.1. és az 5.10. állítást).
Ezek után csak a round-robin rangsorolási problémák RR osztálya maradt. Ehhez lássunk egy szem-
léletes példát.





6.1. Példa. (Slutzki és Volij, 2005; Slikker et al., 2012) Tekintsük az N = {X1, X2, X3, X4} objektum-
halmazzal adott (N,A,M) ∈ RR round-robin rangsorolási problémát (10. ábra), ahol:
A =

0 1 1 −1
−1 0 1 1
−1 −1 0 1
1 −1 −1 0
 és M =

0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
 , azaz L =

3 −1 −1 −1
−1 3 −1 −1
−1 −1 3 −1
−1 −1 −1 3
 .
Az X2 és X3 objektumokra O2 = {X1, X3, X4} és O3 = {X1, X2, X4}, tehát d2 = d3 = 3 miatt az
önkonzisztencia értelmezhet®. Legyen Omax2 = {X3} és Omin3 = {X2}, ekkor O2 \ Omax2 = O3 \ Omin3 =
= {X1, X4}, valamint g(X1) = X1 és g(X4) = X4 egy megfelel® kölcsönösen egyértelm¶ megfeleltetés.
Mivel −1 = a12 ≥ a13 = −1 és 1 = a24 ≥ a34 = 1, ezért fennáll az önkonzisztens monotonitás feltétele,
vagyis SCM -b®l X2  X3 adódik.
Nehéz is lenne a fordított sorrend mellett érvelni, hiszen mindkét objektum vereséget szenvedett X1-t®l,
viszont legy®zte X4-et, ilyen tekintetben tökéletesen azonos teljesítményt mutatva. Ellenben X2 (maxi-
mális mértékben) jobbnak bizonyult X3-nál, így logikusnak t¶nik szigorúan el®rébb rangsorolni. Ezt az
önkonzisztencia még nem követeli meg: mivel X2 és X3 össze lett hasonlítva egymással, ha valóban tel-
jesül X2  X3, akkor nem található az SC-ben el®írt feltételekkel rendelkez® O2 ↔ O3 kölcsönösen
egyértelm¶ megfeleltetés, mert X3 egyik ellenfele, X2 szigorúan jobb X2 egyik ellenfelénél, X3-nál.
A 6.1. példa alapján érdemes némileg er®síteni az SC axiómán a fentihez hasonló esetek kezelésére.
6.1. Definíció. Er®s önkonzisztencia (reinforced self-consistency, RSC): Legyen f : R → Rn egy
pontozási eljárás, valamint (N,A,M) ∈ R egy rangsorolási probléma, melyben az Xi, Xj ∈ N objektumok
Oi és Oj ellenfél multihalmazaira:
‡ Oji ⊆ Oi, Oji -ben csak Xj szerepel, pontosan mij-szer, valamint aij ≥ 0 ;
‡ Oij ⊆ Oj, Oij-ben csak Xi szerepel, pontosan mji = mij-szer, valamint aji = −aij ≤ 0 ;




↔ (Oj \Oij) kölcsönösen egyértelm¶ megfeleltetés, hogy apik ≥ apjg(k),













× (Oj \Oij) objektumpár esetén.
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Az f pontozási eljárás er®sen önkonzisztens, amennyiben fi(N,A,M) ≥ fj(N,A,M), s®t, fi(N,A,M) >
> fj(N,A,M), ha aij > 0, vagy az a
p
ik ≥ apjg(k) vagy az fk(N,A,M) ≥ fg(k)(N,A,M) egyenl®tlenségek
valamelyike szigorú formában teljesül.
6.1. Következmény. Ha egy f : R → Rn pontozási eljárás kielégíti az RSC tulajdonságot, akkor az
SC-t (következésképp a WSC-t és a QSC-t) is teljesíti.
6.1. Lemma. A pontszám módszer nem teljesíti az RSC tulajdonságot.
6.1. Tétel. Az általánosított sorösszeg és a legkisebb négyzetek módszere teljesíti az RSC tulajdonságot.




↔ (Oj \Oij) a definícióban szerepl® kölcsönösen egyértelm¶ megfelel-
tetés az Xi, Xj ∈ N objektumok módosított ellenfél multihalmazai között, valamint aij ≥ 0. Jelölje xi
az általánosított sorösszeg módszer alkalmazásával kapott értékeléseket az (N,A,M) rangsorolási prob-
lémában, valamint legyen si = si(N,A,M) minden Xi ∈ N -re. Írjuk fel az Xi, Xj ∈ N objektumokra
vonatkozó egyenletek különbségét:












Most aik ≥ ajg(k) és aij ≥ 0 következtében si − sj ≥ 0, és xk − xg(k) ≥ 0. Emiatt xi ≥ xj , amennyiben
pedig valahol szigorú egyenl®tlenség található, akkor xi > xj is teljesül. Ezzel tetsz®leges ε > 0 esetén
bizonyítottuk az önkonzisztencia feltételében megkövetelt implikáció fennállását.
A legkisebb négyzetek módszerére  a megfelel® módosításokkal  ugyanez a gondolatmenet alkal-
mazható.
6.1. Megjegyzés. A 4.4. példában RSC nem jelent további megszorítást az önkonzisztens monotoni-
táshoz képest, ezért ismét lehetséges az X2  X3  X4  X1 rangsor. Tehát RSC-b®l sem következik a
metsz® kiegyensúlyozottság.
A 6.1. következmény alapján ismét kimondható egy, a 4.1. tételhez hasonló lehetetlenségi állítás.
6.1. Állítás. Nem létezik olyan f : R → Rn pontozási eljárás, amely egyszerre teljesíti az RSC és IIM
axiómákat.
6.2. Lemma. Az 5.3. állításban szerepl® két tulajdonság logikailag független.
Bizonyítás. Megmutatjuk, hogy közülük bármelyiket kiválasztva létezik olyan eljárás, amely ezt kielégíti,
tehát a másikat biztosan megsérti :
1 RSC : általánosított sorösszeg és legkisebb négyzetek módszere (6.1. tétel) ;
2 IIM : pontszám módszer (3.4. lemma).
Az értelmezési tartomány sz¶kítése ezúttal sem jelent megoldást a 6.1. állítás által okozott problé-
mára.
6.2. Állítás. Legyen (N,A,M) ∈ RB egy kiegyensúlyozott rangsorolási probléma. Nem létezik olyan
f : RB → Rn pontozási eljárás, amely egyszerre teljesíti az RSC és IIM axiómákat.
Bizonyítás. A 4.2. állításból és a 6.1. következményb®l adódik. A tulajdonságok függetlensége a 6.2.
lemmából kapható.
6.3. Állítás. Legyen (N,A,M) ∈ RU egy súlyozatlan rangsorolási probléma. Nem létezik olyan f :
: RU → Rn pontozási eljárás, amely egyszerre teljesíti az RSC és IIM axiómákat.
Bizonyítás. A 4.3. állításból és a 6.1. következményb®l adódik. A tulajdonságok függetlensége a 6.2.
lemmából kapható.
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Ellenben round-robin rangsorolási problémákra már mindkét tulajdonság kielégíthet®vé válik.
6.4. Állítás. Legyen (N,A,M) ∈ RR egy round-robin rangsorolási probléma. Létezik olyan f : RR → Rn
pontozási eljárás, amely egyszerre teljesíti az RSC és IIM axiómákat, például a pontszám, az általáno-
sított sorösszeg, és a legkisebb négyzetek módszere.
Bizonyítás. A 3.8. lemma értelmében ezek az eljárások minden (N,A,M) ∈ RR round-robin rangsorolási
probléma esetén azonos sorrendet adnak, SCM és IIM is csak az objektumok relatív értékelését tekinti.
Mindegyikük független az irreleváns mérk®zésekt®l (3.7. lemma), és er®sen önkonzisztens (6.1. tétel).
Az alábbi megállapítás szerint az önkonzisztencia és az önkonzisztens monotonitás ekvivalenciájá-
nak megteremtéséhez az értelmezési tartomány round-robin rangsorolási problémák RR osztályára való
sz¶kítése sem elegend®.
6.5. Állítás. Legyen (N,A,M) ∈ RR egy round-robin rangsorolási probléma. Létezik olyan f : RR → Rn
pontozási eljárás, amely kielégíti az RSC tulajdonságot, de nem teljesíti az SCM -et.
Bizonyítás. Megmutatjuk, hogy az önkonzisztens monotonitás által megkövetelt implikációkat az er®s
önkonzisztencia nem minden esetben teljesíti. Legyen N = {X1, X2, X3, X4, X5}, és Omax1 = {X2, X3},
Omin2 = {X1, X4}, illetve g(X4) = X5, g(X5) = X3, továbbá a14 ≥ a25, a15 ≥ a23, f4(N,A,M) ≥
≥ f5(N,A,M), és f5(N,A,M) ≥ f3(N,A,M). Ekkor az SCM tulajdonságban el®írt implikáció miatt
X1  X2. Ha viszont a25 > a15 és f4(N,A,M) > f5(N,A,M) > f3(N,A,M), akkor ez az implikáció
nem állítható el® RSC alapján. Ugyanis a25 > a15 miatt a g :
(
O1 \O21
) ↔ (O2 \O12) kölcsönösen
egyértelm¶ megfeleltetésben g(X5) = X3 szükséges f5(N,A,M) ≥ f3(N,A,M) megteremtéséhez, így
nem található olyan g(X3) objektum, amivel elérhet® lenne f3(N,A,M) ≥ fg(3)(N,A,M). Vagyis az
er®s önkonzisztenciából, SCM -mel ellentétben, nem következik az X1  X2 összefüggés.
A 6.5. állítás szerint SCM sokkal er®sebb, mint RSC, hiszen még a lehet® legegyszer¶bb, round-robin
esetben sem következik bel®le. Némileg váratlan, de a fordított irányú tartalmazás sem érvényes.
6.6. Állítás. Legyen (N,A,M) ∈ RR egy round-robin rangsorolási probléma. Létezik olyan f : RR → Rn
pontozási eljárás, amely kielégíti az RSC tulajdonságot, de nem teljesíti az SCM -et.
Bizonyítás. Megmutatjuk, hogy az er®s önkonzisztencia által megkövetelt implikációkat az önkonzisztens
monotonitás nem minden esetben teljesíti. Ha a 6.1. példában a23 = 0,5 lenne, akkor X2  X3 intuitív
levezetése továbbra is érvényes, de az önkonzisztens monotonitás nem elegend® ennek eléréséhez, mert már




) ↔ (O3 \O23), g(Xk) = Xk minden Xk ∈ Oi-ra kölcsönösen egyértelm¶ megfeleltetés
teljesíti az RSC által megkövetelt feltételeket, így megkapható az X2  X3 összefüggés. Ez egészen
addig teljesül, amíg a23 > 0. Amennyiben a23 = 0, akkor X2 ∼ X3, míg a23 < 0 esetén X2 ≺ X3 adódik,
amint azt a 10. ábra sugallja.
A 6.4. állítás szerint van értelme SCM er®s önkonzisztenciával analóg kiterjesztésének, mert ez a 6.1.
példához hasonló esetekben is el®írja az intuitív módon kapott összefüggések teljesülését. Tárgyalásunkat
ezen követelmény és néhány kapcsolódó gondolat kimondásával zárjuk.
6.2. Definíció. Er®s önkonzisztens monotonitás (reinforced self-consistent monotonicity, RSCM):
Legyen f : R → Rn egy pontozási eljárás és (N,A,M) ∈ R egy rangsorolási probléma, melyben az
Xi, Xj ∈ N objektumok Oi és Oj ellenfél multihalmazaira:
‡ Omaxi ⊆ Oi és a′ik = m′ik minden Xk ∈ Omaxi -ra, ha Xk pontosan m′ik-szor szerepel Omaxi -ban;
‡ Ominj ⊆ Oj és a′jk = −m′jk minden Xk ∈ Ominj -re, ha Xk pontosan m′jk-szor szerepel Ominj -ben;
‡ Oji ⊆ Oi, Oji -ben csak Xj szerepel, pontosan mij-szer, valamint aij ≥ 0 ;
‡ Oij ⊆ Oj, Oij-ben csak Xi szerepel, pontosan mji = mij-szer, valamint aji = −aij ≤ 0 ;




kölcsönösen egyértelm¶ megfeleltetés, hogy apik ≥ apjg(k),
















Az f pontozási eljárás er®sen önkonzisztens monoton, amennyiben fi(N,A,M) ≥ fj(N,A,M), s®t,
fi(N,A,M) > fj(N,A,M), ha aij > 0, vagy az a
p
ik ≥ apjg(k) vagy az fk(N,A,M) ≥ fg(k)(N,A,M)
egyenl®tlenségek valamelyike szigorú formában teljesül, vagy Omaxi 6= ∅, vagy Ominj 6= ∅.
6.2. Következmény. Ha egy f : R → Rn pontozási eljárás kielégíti az RSCM tulajdonságot, akkor
SCM -et (következésképp SC-t, WSC-t, QSC-t, WSCM -et, QSCM -et, és BSCM -et) is teljesíti.
6.3. Lemma. A pontszám, az általánosított sorösszeg és a legkisebb négyzetek módszere nem teljesíti az
RSCM tulajdonságot.
6.7. Állítás. Nem létezik olyan f : R → Rn pontozási eljárás, amely egyszerre teljesíti az RSCM és
IIM axiómákat.
6.2. Megjegyzés. A 4.4. példában RSCM nem jelent további megszorítást az önkonzisztens monoto-
nitáshoz képest, ismét lehetséges az X2  X3  X4  X1 rangsor. Tehát RSCM -b®l sem következik a
metsz® kiegyensúlyozottság.
2. Sejtés. Az általánosított sorösszeg eljárás minden 0 < ε ≤ 1/ [(n− 2)m] paraméterérték mellett
teljesíti az RSCM tulajdonságot.
Amennyiben a 2. sejtés igaznak bizonyul, a 6.7. állítás alapján kapható egy, a 4.1. tételhez hason-




1. táblázat. Pontozási eljárások tulajdonságai
Tulajdonság Név Egyenl® Pontszám Általánosított
sorösszeg,
0 < ε ≤ 1/ [(n− 2)m]
Általánosított
sorösszeg,
ε > 1/ [(n− 2)m]
Legkisebb
négyzetek
CNT 8 3 3 3 3 3
SYM 8 3 3 3 3 3
INV 8 3 3 3 3 3
IIM 3 3 3 8 8 8
MVA 3 3 3 3 3 3
SCC 8 8 3 3 3 3
HTV 8 8 3 3 3 3
SC 8 8 8 3 3 3
WSC 8 3 3 3 3 3
QSC 8 8 8 3 3 3
SB 8 3 3 3 3 3
RSB 8 8 3 3 3 3
SCM 8 8 8 3 8 8
WSCM 8 3 3 3 8 8
QSCM 8 8 8 3 8 8
BSCM 8 8 8 3 8 8
RSC 8 8 8 3 3 3
RSCM 8 8 8 ? 8 8
Az 1. táblázat a pontszám, az általánosított sorösszeg, és a legkisebb négyzetek pontozási eljárások
teljesítményét mutatja a vizsgált axiómák tükrében. Az általánosított sorösszeg módszercsaládot két
részre bontottuk az önkonzisztens monotonitás alapján. A név és egyenl® módszerek didaktikai célból
kerültek az összevetésbe, ezek jól mutatják bizonyos tulajdonságok erejét. A pontszám és a legkisebb
négyzetek módszere között az IIM és az SC, illetve az utóbbihoz kapcsolódó axiómák tekintetében
látható különbség. Az önkonzisztens monotonitás és rokonainak megsértése arra utal, hogy a legkisebb
négyzetek módszerének használata els®sorban nem korlátos preferenciák esetén ajánlott. Az általánosított
sorösszeg, megfelel®en nagy ε paraméter mellett, a vizsgált tulajdonságok alapján nem különböztethet®
meg a legkisebb négyzetek módszerét®l : ezek még önkonzisztensek, de nem önkonzisztens monotonok.8 Az
1/ [(n− 2)m] küszöbértéknél alacsonyabb paraméterek mellett el®bbi csaknem tökéletesnek mondható,
az irreleváns mérk®zésekt®l való függetlenség megsértése a 4.1. tételb®l következik.
González-Díaz et al. (2013) azonban felhívja a figyelmet, hogy az általánosított sorösszeg a fenti tar-
tomány fels® határán elhelyezked® ε esetén sem tükrözi megfelel® mértékben az ellenfelek erejét. Ezért
nagy jelent®séggel bírhat az 5.3. megjegyzés, mely szerint nem univerzális korlát megengedésével ennél
nagyobb ε értékekre is garantálható az SCM tulajdonság fennállása. Ugyanakkor e tekintetben nem
ismerünk a Chebotarev (1994) cikknél újabb eredményeket. Ezenkívül, a cikkben megválaszolatlanul
hagyott kérdéseken (például a kvázi önkonzisztencia kvázi önkonzisztens monotonitás kapcsolata az irre-
leváns mérk®zésekt®l való függetlenséggel) kívül ígéretesnek t¶nik SC és SCM további elemzése, különös
tekintettel a többi monotonitási axióma (lásd például González-Díaz et al. (2013)) tükrében.
A tárgyalt tulajdonságok hét csoportra oszthatók. A technikai jelleg¶ feltételek bevezetése nem jelen
cikk érdeme. A két függetlenségi axióma közül a makrocsapat önállóság saját definíció, ez szorosan
kapcsolódik Chebotarev (1994, Property 8) makrocsapat függetlenség tulajdonságához, annak mintegy
másik oldalát képezi. Az SCC és HTV axiómák, Chebotarev (1994) és González-Díaz et al. (2013)
nyomán, a pontszám módszerrel kötik össze a pontozási eljárásokat. Az SC-t és SCM -et finomító metsz®
kiegyensúlyozottság fogalmát Chebotarev és Shamis (1999) vezette be, részletesebb tárgyalás nélkül, a
8Bár az 5.5. lemma bizonyításában tett megjegyzésünk mutatja, hogy a legkisebb négyzetek módszere már n = 3 esetén
megsérti az önkonzisztens monotonitást, az általánosított sorösszeg viszont csak n ≥ 4-re. A kett® közötti különbséget
González-Díaz et al. (2013) hídjátékos függetlenség (bridge player independence) axiómája mutatja.
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tanulmányban ennek, illetve RSB-nek nevezett általánosításának sikerült szerepet találni két szorosan
kapcsolódó állításban.
Az önkonzisztencia és önkonzisztens monotonitás tulajdonságokat Chebotarev és Shamis (1997) de-
finiálta, itt ezeket jártuk alaposan körbe, els®sorban a lehetséges gyengítésekre fókuszálva. Az RSC
és RSCM axiómák ugyanakkor azt mutatják, hogy mindkett®nek létezik viszonylag magától értet®d®
kiterjesztése. Ennek megfelel®enMVA, RSB, valamint az önkonzisztenciához és az önkonzisztens mono-
tonitáshoz kapcsolódó többi tulajdonság definiálása is saját eredménynek tekinthet®; az elkülöníthet®ség
érdekében csak a legfontosabb saját állításokat illettük tétel elnevezéssel.
Legfontosabbnak a 4.1. tétel eredményét tartjuk, miszerint nem található olyan pontozási eljárás,
mely egyszerre lenne jól viselked® lokális és globális szempontból. Az ellentmondás összhangban van
Altman és Tennenholtz (2008) irányított gráfokra megfogalmazott hasonló állításával, és alátámasztja
González-Díaz et al. (2013) az irreleváns mérk®zésekt®l való függetlenség megkérd®jelezhet®ségére vo-
natkozó megállapítását. A lehetetlenségi tételb®l lényegében nem sikerült pozitív eredményt kihozni, az
önkonzisztencia túlzott gyengítése révén nem zárható ki az egyértelm¶en elvetend® egyenl® módszer. A
hasonló ellentmondást megfogalmazó a 4.3., az 5.1 és az 5.2. tételek illusztrálják az egyes axiómák közötti
átváltási lehet®ségeket: a kvázi önkonzisztenciára korlátozás esetén IIM mellett szükség van az er®s met-
sz® kiegyensúlyozottságra is, ami az ennél er®sebb kvázi önkonzisztens monotonitásnál a szimmetriára
vagy a metsz® kiegyensúlyozottságra cserélhet®.
Az értelmezési tartomány sz¶kítése csak annyit tesz lehet®vé, hogy round-robin esetben az axiomati-
kusan jól megalapozott pontszám módszert használatát javasolhassuk. Az 5.9. megjegyzés szerint az 5.10.
állítás negatív eredménye azt jelenti, hogy  a gráf interpretáció által sugallt intuitív benyomásunkkal
szemben (Csató, 2013b)  González-Díaz et al. (2013) legkisebb négyzetek módszere elleni érvelése a
kiegyensúlyozott rangsorolási problémák RB osztályán is érvényes marad. Végül a makrocsapat önál-
lóság révén rámutattunk az irreleváns összehasonlítások egy olyan értelmezésére, mely már nem kerül
összeütközésbe az SC és SCM axiómákkal.
A fentihez hasonló tulajdonságok bevezetése meglátásunk szerint három területen bizonyulhat hasz-
nosnak. Egyrészt hozzájárulhat a módszerek mélyebb megértéséhez, másfel®l új szempontokkal gazda-
gítja a pontozási eljárások axiomatikus tárgyalását (Chebotarev és Shamis, 1998, 1999; Slutzki és Volij,
2006; González-Díaz et al., 2013; Csató, 2012b), végül pedig támpontokkal szolgálhat a páros összeha-
sonlítások megtervezésében. Pszichológiai vizsgálatokban, svájci rendszer¶ sportversenyek rendezésekor
és számos más esetben a szervez®nek, irányító hatóságnak lehet®sége nyílik az összehasonlításra kerül®
objektumpárok megválasztására. Ekkor az itt tárgyalt axiómák feltételeinek megteremtése segítheti az
el®re megadott vagy kés®bb kiválasztandó pontozási módszerrel kapott értékelések értelmezését: például
az önkonzisztencia igazi ereje akkor mutatkozik meg, ha minél több objektum fokszáma azonos, a rang-
sorolási probléma közel kiegyensúlyozott, míg bizonyos összehasonlítások irrelevanciája makrocsapatok
el®állításával biztosítható.
Az axiomatikus tárgyalás végs® célja kétségtelenül a pontozási eljárások karakterizációja, ez azonban
 legalábbis a vizsgált általános esetben  meglehet®sen nehéz feladatnak t¶nik. Ugyanakkor a makrocsa-
pat önállóság (MVA), és az er®s metsz® kiegyensúlyozottsággal kiegészítve (RSB) er®s önkonzisztencia
(RSC) már elég szigorú feltételnek t¶nik ahhoz, hogy nagymértékben sz¶kítse a szóba jöhet® módszerek
körét, mindkett® segítséget nyújthat az általánosított sorösszeg, vagy a legkisebb négyzetek módszerének
karakterizálásában. Az axiomatikus megközelítés eredményei konkrét reprezentációs tételek hiányában
sem elvetend®k, mert hasznos támpontokkal szolgálhatnak a pontozási eljárások közötti választáshoz,
illetve a módszertan gyakorlati alkalmazásához.
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Függelék
F.1. táblázat. Pontozási eljárások az axiómák tükrében I.
Tulajdonság Korábbi megjelenés Definíció Pontszám
CNT Chebotarev (1994) 3.1. definíció 3.1. lemma
SYM González-Díaz et al. (2013) 3.2. definíció González-Díaz et al. (2013), 3.3. lemma
INV Chebotarev és Shamis (1998)∗ 3.3. definíció González-Díaz et al. (2013), 3.2. lemma
IIM González-Díaz et al. (2013)♦ 3.4. definíció González-Díaz et al. (2013), 3.4. lemma
MVA  3.6. definíció 3.1. tétel
SCC González-Díaz et al. (2013)† 3.7. definíció González-Díaz et al. (2013), 3.8. lemma
HTV González-Díaz et al. (2013)‡ 3.8. definíció González-Díaz et al. (2013), 3.2. állítás
SC Chebotarev és Shamis (1997) 4.1. definíció 4.1. lemma
WSC  4.2. definíció 4.5. lemma
QSC  4.3. definíció 4.7. lemma, n ≤ 3-ra 5.6. megjegyzés
SB Chebotarev és Shamis (1999) 4.5. definíció 4.8. lemma
RSB  4.6. definíció 4.2. tétel, 4.3. megjegyzés
SCM Chebotarev és Shamis (1997) 5.1. definíció 5.1. lemma
WSCM  5.2. definíció 5.6. lemma
QSCM  5.3. definíció 5.8. lemma, n ≤ 3-ra 5.5. megjegyzés
BSCM  5.4. definíció 5.10. lemma
RSC  6.1. definíció 6.1. lemma
RSCM  6.2. definíció 6.3. lemma
∗
Chebotarev (1994, Property 7) általánosított sorösszegre vonatkozó transzponálhatóság axiómája ezzel ekvivalens.
♦
Más néven vagy formában léteznek korábbi változatok is, például Rubinstein (1980, Axiom III), illetve Nitzan és
Rubinstein (1981, Axiom 5).
‡
Chebotarev (1994, Property 3) általánosított sorösszegre vonatkozó egyetértés axiómája ennél er®sebb (3.3. megjegy-
zés).
†
Chebotarev (1994, Property 10) általánosított sorösszegre vonatkozó dominancia axiómája ennél er®sebb (3.4. meg-
jegyzés).
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F.2. táblázat. Pontozási eljárások az axiómák tükrében II.
Tulajdonság Korlátozás Általánosított sorösszeg Legkisebb négyzetek
CNT  Chebotarev (1994, Property2)
3.1. lemma
3.1. lemma
SYM  González-Díaz et al. (2013)
3.3. lemma
González-Díaz et al. (2013)
3.3. lemma
INV  González-Díaz et al. (2013, Proposition 4.6)
3.2. lemma
González-Díaz et al. (2013, Proposition 4.6)
3.2. lemma
IIM  González-Díaz et al. (2013, Example 6.1)
4.3. lemma
González-Díaz et al. (2013, Example 6.1)
4.3. lemma
IIM (N,A,M) ∈ RR 3.7. lemma 3.7. lemma
MVA  3.1. tétel 3.1. tétel
SCC  Chebotarev (1994, Property 3)
3.3. megjegyzés, 3.8. lemma
González-Díaz et al. (2013)
3.8. lemma
HTV  Chebotarev (1994, Property 10)
3.4. megjegyzés, 3.2. állítás
González-Díaz et al. (2013, Proposition 5.3)
3.2. állítás, 3.3. következmény
SC  Chebotarev és Shamis (1997, Theorem 8)
4.1. állítás
Chebotarev és Shamis (1998)
4.1. állítás
WSC  4.4. lemma 4.4. lemma
QSC  4.6. lemma 4.6. lemma
SB  4.8. lemma 4.8. lemma
RSB  4.2. tétel, 4.3. megjegyzés 4.2. tétel, 4.3. megjegyzés
SCM  Chebotarev és Shamis (1997, Theorem 8)
5.2. állítás, 5.5. lemma
Chebotarev és Shamis (1999, Proposition 10)
5.1. állítás, n = 2-re 5.2. megjegyzés
SCM (N,A,M) ∈ RB 5.10. állítás 5.10. állítás
SCM (N,A,M) ∈ RU 5.12. állítás Chebotarev és Shamis (1999, Proposition 10)
5.12. állítás
WSCM  5.4. lemma, 5.5. lemma
n ≤ 3-ra 5.4. megjegyzés
5.4. állítás, n ≤ 3-ra 5.4. megjegyzés
QSCM  5.7. lemma, 5.6. állítás 5.6. állítás
BSCM  5.9. lemma, 5.11. lemma 5.3. tétel
RSC  6.1. tétel 6.1. tétel
RSCM  2. sejtés, 6.3. lemma 6.3. lemma
F.3. táblázat. Pontozási eljárások és fogalmak
Fogalom Korábbi megjelenés Definíció
Arányosság  2.1. definíció
Név módszer Slutzki és Volij (2005) 2.2. definíció
Egyenl® módszer Slutzki és Volij (2005) 2.3. definíció
Pontszám módszer Borda (1781); Copeland (1951) 2.4. definíció
Általánosított sorösszeg módszer Chebotarev (1989, 1994) 2.5. definíció
Legkisebb négyzetek módszere Horst (1932); Mosteller (1951); Gulliksen (1956) 2.6. definíció
Makrocsapat Chebotarev (1994) 3.5. definíció
Domináns halmaz  4.4. definíció
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F.4. táblázat. Axiómák kapcsolata
Implikáció Bizonyítás Megjegyzés
INV ⇒ SYM 3.1. következmény González-Díaz et al. (2013)
MVA⇒ IIM 3.1. állítás (N,A,M) ∈ RR round-robin
HTV ⇒ SCC 3.2. következmény González-Díaz et al. (2013)
SC ⇒WSC 4.1. következmény 
SC ⇒ QSC 4.2. következmény 
QSC ⇒WSC 4.2. következmény 
RSB ⇒ SB 4.3. következmény 
SCM ⇒ SC 5.1. következmény Chebotarev és Shamis (1997)
SCM ⇒WSC 5.1. következmény 
SCM ⇒ QSC 5.1. következmény 
SCM ⇒WSCM 5.3. következmény 
WSCM ⇒WSC 5.3. következmény 
SCM ⇒ QSCM 5.5. következmény 
QSCM ⇒WSCM 5.5. következmény 
QSCM ⇒WSC 5.5. következmény 
QSCM ⇒ QSC 5.5. következmény 
SCM ⇒ BSCM 5.7. következmény 
BSCM ⇒ SC 5.7. következmény 
BSCM ⇒WSC 5.7. következmény 
BSCM ⇒ QSC 5.7. következmény 
BSCM ⇒ SCM 5.9. állítás (N,A,M) ∈ RB kiegyensúlyozott
BSCM ⇔ SCM 5.8. következmény (N,A,M) ∈ RB kiegyensúlyozott
RSC ⇒ SC 6.1. következmény 
RSC ⇒WSC 6.1. következmény 
RSC ⇒ QSC 6.1. következmény 
RSC ; SCM 6.5. állítás (N,A,M) ∈ RR round-robin
SCM ; RSC 6.6. állítás (N,A,M) ∈ RR round-robin
RSCM ⇒ SC 6.2. következmény 
RSCM ⇒WSC 6.2. következmény 
RSCM ⇒ QSC 6.2. következmény 
RSCM ⇒ SCM 6.2. következmény 
RSCM ⇒WSCM 6.2. következmény 
RSCM ⇒ QSCM 6.2. következmény 
RSCM ⇒ BSCM 6.2. következmény 
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F.5. táblázat. Axiómák együttes kielégíthet®sége
Metszet Bizonyítás Megjegyzés Módszer
SC ∩ IIM = ∅ 4.1. tétel függetlenség: 4.2. lemma 
SC ∩ IIM = ∅ 4.2. állítás (N,A,M) ∈ RB kiegyensúlyozott 
SC ∩ IIM = ∅ 4.3. állítás (N,A,M) ∈ RU súlyozatlan 
SC ∩ IIM 6= ∅ 4.4. állítás (N,A,M) ∈ RR súlyozatlan pontszám, általánosított sorösszeg, legkisebb négyzetek
SC ∩MVA 6= ∅ 4.5. állítás  általánosított sorösszeg, legkisebb négyzetek
WSC ∩ IIM 6= ∅ 4.6. állítás  egyenl®, pontszám
QSC ∩ IIM ∩RSB = ∅ 4.3. tétel függetlenség: 4.4. megjegyzés 
IIM ∩RSB 6= ∅ 4.4. megjegyzés  pontszám
QSC ∩RSB 6= ∅ 4.4. megjegyzés  általánosított sorösszeg, legkisebb négyzetek
SCM ∩ IIM = ∅ 5.3. állítás függetlenség: 5.3. lemma 
WSCM ∩ IIM 6= ∅ 5.5. állítás  egyenl®, pontszám
BSCM ∩ IIM = ∅ 5.7. állítás függetlenség: 5.12. lemma 
QSCM ∩ IIM ∩ SYM = ∅ 5.1. tétel függetlenség: 5.7. megjegyzés 
IIM ∩ SYM 6= ∅ 5.7. megjegyzés  pontszám
QSCM ∩ IIM ∩ SYM 6= ∅ 5.7. megjegyzés  általánosított sorösszeg, 0 < ε ≤ 1/ [(n− 2)m]
QSCM ∩ IIM ∩ SB = ∅ 5.2. tétel függetlenség: 5.8. megjegyzés 
IIM ∩ SB 6= ∅ 5.8. megjegyzés  pontszám
QSCM ∩ SB 6= ∅ 5.8. megjegyzés  általánosított sorösszeg, 0 < ε ≤ 1/ [(n− 2)m]
SCM ∩ IIM = ∅ 5.8. állítás (N,A,M) ∈ RB kiegyensúlyozott 
SCM ∩ IIM = ∅ 5.11. állítás (N,A,M) ∈ RU súlyozatlan 
SCM ∩ IIM 6= ∅ 5.13. állítás (N,A,M) ∈ RR round-robin pontszám, általánosított sorösszeg, legkisebb négyzetek
RSC ∩ IIM = ∅ 6.1. állítás függetlenség: 6.2. lemma 
RSC ∩ IIM = ∅ 6.2. állítás (N,A,M) ∈ RB kiegyensúlyozott 
RSC ∩ IIM = ∅ 6.3. állítás (N,A,M) ∈ RU súlyozatlan 
RSC ∩ IIM 6= ∅ 6.4. állítás (N,A,M) ∈ RR round-robin pontszám, általánosított sorösszeg, legkisebb négyzetek
RSCM ∩ IIM = ∅ 6.7. állítás  
48
