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Machine learning methods are being actively considered as a new tool of describing many body
physics. However, so far, their capabilities has been only demonstrated in previously studied models,
such as e.g. Ising model. Here, we consider a simple problem, demonstrating that neural networks
can be successfully used to give new insights in statistical physics. Specifically, we consider 3D
lattice dimer model, which consists of sites forming a lattice and bonds connecting the neighboring
sites, in such a way that every bond can be either empty or filled with a dimer, and the total
number of dimers ending at one site is fixed to be one. Dimer configurations can be viewed as
equivalent if they are connected through a series of local flips, i.e. simultaneous ’rotation’ of a pair
of parallel neighboring dimers. It turns out that the whole set of dimer configurations on a given
3D lattice can be split into distinct topological classes, such that dimer configurations belonging to
different classes are not equivalent. In this paper we identify these classes by using neural networks.
More specifically, we train the neural networks to distinguish dimer configurations from two known
topological classes, and after it, we test them on dimer configurations from unknown topological
classes. We demonstrate that 3D lattice dimer model on a bipartite lattice can be described by
an integer topological invariant (’Hopf number’), whereas lattice dimer model on a non-bipartite
lattice is described by Z2 invariant. Thus, we demonstrate that neural networks can be successfully
used to identify new topological phases in condensed matter systems, whose existence can be later
verified by other (e.g. analytical) techniques.
I. INTRODUCTION
A key feature of physics, which distinguishes it from
other areas of human knowledge is that it describes the
world in terms of exact physical laws. Dynamics of any
system can, in principle, be reduced to dynamics of its
components and their interactions, and each physical
component can be exactly described in terms of its equa-
tions of motion. However, this simple paradigm can be
difficult to realize in practice, especially when the number
of the consitutent components becomes too large. Statisi-
cal physics deals with systems containing close-to-infinity
number of elements, which makes it somewhat similar to
various statistical problems, where individual laws are
not known, but the only known thing is a small sam-
ple of the ensemble and its empirical properties. These
properties may be, in principle, uncovered by using sta-
tistical learning - a way to extract general patterns within
the sample and to use them to predict the properties of
the whole system. Statistical learning includes various
methods [1], and the most prominent of them are neural
networks [2]. From this perspective, it seems interesting
to use them to get knowledge about statistical physics.
Indeed, in the recent years, neural networks were proven
to be successful in describing various physical properties,
such as magnetic phases and critical temperature of the
Ising model [3], as well as other similar lattice models
(such as e.g. Hubbard model [4], topological phases in
various models [5–7], many body localization [8] etc). We
also remark that neural networks have also been used in
condensed matter physics for other various purposes (e.g.
representaion of quantum states [9] or many-body quan-
tum state tomography [10]). However, the key question
is: can neural networks give new insights about many
body physics, which were not discovered before?
To address this question, we consider another well-
known model of statistical physics - 3D lattice dimer
model, which contains sites forming a lattice and edges
connecting the sites, so that every edge can be either
empty or occupied by a dimer, provided the total num-
ber of dimers at each site is equal to one. This simple
model has a long history in condensed matter physics. It
has been studied since 1960-s, when it was realized that
the total number of dimer coverings on a planar lattice
can be computed analytically [11]. Soon after, it was re-
alized that dimer model on a so-called Fisher lattice is
dual to 2D Ising model on a square lattice, which made it
possible to solve the Ising model analytically [12]. Later
on, lattice dimer model has been extensibely probed as
a candidate model for high-temperature superconductiv-
ity [13, 14] - it was suggested that dimers may describe
electron singlets formed between neighboring sites. More
recently, dimer model on a diamond lattice has been in-
terpreted as a dual to spin system on pyrochlore lattice,
which, in turn, hosts exotic spin ice state [15–18]. The
most up-do-date idea to realize lattice dimer model in
experiments is a so-called artificial spin ice, i.e. a lattice
of nanomagnets [19–23].
Dynamics of the lattice dimer model can be described
by applying local flips to dimers, i.e. change of orien-
tation for a pair of parallel dimers within one plaquette
(see Fig. 2a). This definition of dynamics is natural given
that all condensed matter systems are local. Moreover,
the concept of local flips follows from quantum general-
ization of the lattice dimer model, known as Rokhsar-
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2Kivelson model [14]. The later is known to host a spin
liquid phase [24], whose excitations spectrum depends on
the type of the underlying lattice: on a bipartite lattice
gapless U(1) phase is realized, whereas on a non-bipartite
lattice, a gapped Z2 phase appears. The difference be-
tween bipartite and non-biparite lattices persists on a
classical level: on a bipartite lattice, dimer configurations
can be described using effective magnetic field (which in
2D case gets reduced to ’weights representation’) [25],
whereas a similar representation is not known on a non-
bipartite lattice.
Despite its simplifity, theoretical properties of the clas-
sical lattice dimer model are not yet fully explored. For
example, one important question about it is: can we use
a sequence of local flips in order to transform one given
configuration of dimers to another given configuration?
This question was in part addressed in the Ref. [26] -
it was pointed out that configurations in lattice dimer
model can be characterized by an invariant, which does
not change under local flips, a pfaffian of so-called Kaste-
leyn matrix. It was found that in the case of a planar
lattice (e.g. 2D plane), such invariant is always equal to
+1, whereas in the case of a non-planar (e.g. 3D) lat-
tice, there exist both configurations, where this invariant
is equal to +1 (such as trivial maximally flippable state,
see Fig. 2c), and −1 (a ’hopfion’ - the name was intro-
duced from a continuum limit of a cubic lattice [26], see
Fig. 2b).
The problem of finding distinct topological classes of
dimer configurations can be viewed as a classification
problem from machine learning point of view, and there-
fore, it can be addressed by using the most powerful ma-
chine learning method - neural networks. Motivated by
this, we study dimer configurations in the following way:
first, we train the neural network on a dataset of con-
figurations from two known topological classes, and af-
ter it, we test the neural network on a different dataset
of configurations from various topological classes. We
find that the neural network is able to successfully dis-
tinguish dimer configurations from the two topological
classes used for training, but more interestingly, the neu-
ral network is able to distinguish dimer configurations
from other classes, thus answering the question of the
full topological classification.
We obtain that on a bipartite (in our case cubic) lat-
tice, hopfions are characterized by an integer topologi-
cal invarariant, whereas on a non-bipartite lattice (we
consider an example of stacked triangular lattice), dimer
configurations are characterized by Z2 invariant. We re-
mark, that this reasoning gave us a hint that on a bi-
partite lattice, dimer configurations can be characterized
by an exact Hopf number [27–36], which we later verified
analytically [37]. However, on a non-bipartite lattice, the
neural network is the only known way to obtain the topo-
logical classification of dimer configurations.
This is the main idea of the paper: neural networks can
successfully identify new topological phases, not known
in advance, and as such, they can be used to give ’hints’
about unknown properties of physical systems, which can
be later verified by other, more rigorous techniques.
This paper is organized as follows. In Sec. II we in-
troduce 3D lattice dimer model and describe our method
in the case of cubic lattice. In Sec. III we repeat our
study in the case of stacked triangular lattice. In Sec.
IV we summarize our findings. In the appendix, we
describe technical details of our method (Sec. A) and
briefly present analytical construction of the Hopf invari-
ant (Sec. B). For a more detailed discussion about Hopf
invariant in 3D lattice dimer model, we refer to the Ref.
[37].
II. DIMER MODEL ON A CUBIC LATTICE
We start from revising the basic properties of lattice
dimer model. Let us consider a lattice, i.e. a chain of
periodically aligned sites, and assume that each pair of
the nearest neighboring sites is connected with a bond.
We place dimers on some of the bonds, i.e. assume that
every bond is either empty, or occupied with a dimer.
We also assume that the dimers are placed on a lattice
in such a way, that they satisfy a constraint: every site is
attached to exactly one dimer. A few possible examples
of dimer configurations on a lattice with 4 × 4 × 4 sites
are shown on the Fig. 2. Indeed, on the Fig. 2 one can
see the bonds filled with dimers, and check that every
lattice site is attached to exactly one dimer.
We allow dimer configurations to change by applying
random local flips. A local flip is a transformation, which
simultaneously changes orientation of two parallel dimers
within one plaquette (see Fig. 2a). We refer to a pair of
configurations as equivalent, if they can be trasnsformed
into each other by a series of local flips. For example,
on the Fig. 2c all dimers are parallel to each other, and
therefore it is possible to apply a local flip to any of its
plaquettes. Afterwards, one can repeat applying local
flips to to any of the plaquettes, whose dimers are paral-
lel, thus generating various equivalent configurations. On
the Figs. 2d, 2e not all dimers are parallel to each other,
and therefore one can apply local flips to those plaque-
ttes, whose dimers are parallel. Thus from every dimer
configuration, it is possible to generate a lot of equivalent
configurations by applying local flips.
The key question, that we want to answer is: are all
dimer configurations on a given lattice are equivalent, i.e.
can be obtained from each other by applying local flips,
or are there distinct topological classes, such that con-
figurations from different classes cannot be transformed
into each other by applying local flips? Previously, in the
Ref. [26], there was presented an argument that not all
configurations in 3D lattice dimer model are equivalent.
The idea was the following: the lattice can be character-
ized by Kasteleyn matrix Mij with the indices i, j enu-
merating all lattice sites, such that its components take
values ±i, and their signs are chosen in such a way, that
a product of Mij around each plaquette is equal to −1
3(see Figs. 1a, 1b for the precise arrangement). Similarly,
each dimer configuration can be characterized by another
matrix nij , whose components are equal to 1 if the sites
i, j are connected with a dimer, and zero otherwise. It is
straightforward to check that the expression Pf(Mijnij)
is invariant under local flips. On the other hand, one can
explicitly compute this invariant for specific dimer con-
figurations and see that it may take different values. For
example, this invariant is equal to 1 for a trivial dimer
configuration, shown on the Fig. (2c). In contrast, a
non-trivial configuration, shown on the Figs. (2b, 2d)
has Pf(Mijnij) = −1. Since the invariant Pf(Mijnij)
does not change under local flips, but at the same time it
takes different values for two configurations ’0’ (Fig.2c)
and ’1’ (Fig.2d), these configurations cannot be trans-
formed to each other by applying a series of local flips.
We refer the configuration shown on the Fig. 2b as a
hopfion, following the Ref. [26], where it was given such
name, because in the continuum limit, it behaves as a
field configuration with a non-trivial Hopf number.
The previous argument makes it possible to see that
space of all dimer configurations contains different in-
equivalent classes, but there still remains a question
whether a pair of dimer configurations with the same
value of Pf(Mijnij) always belong to the same class.
For example, if we ’stack’ two hopfions on top of each
other (see Fig. 2e), the resulting configuration has
Pf(Mijnij) = +1, i.e. the same as for the trivial dimer
configuration (Fig. 2c), but do they belong to the same
topological class? To find an answer to this question,
we implement one of the most popular machine learn-
ing algorithms - a neural network. The main idea is the
following: if we train the neural network to distinguish
configurations equivalent to the trivial (Fig. 2c) and the
hopfion (Fig. 2d), what will it tell us about the unknown
configuration containing two hopfions (Fig. 2e)?
We create our training and test datasets by Monte
Carlo method. More specifically, we consider a cubic
lattice of the size of 4 × 4 × 4 and with open boundary
conditions. We start from configurations from each of the
classes, shown on the Figs. (2c - 2e) and apply a sequence
of local flips to each of these two configurations. In par-
ticular, to generate the training dataset, we start from
two configurations ’0’ and ’1’ from each of the classes:
the first (’0’) has all dimers aligned in z direction (see
Fig. 2c), and the second (’1’) is a hopfion surrounded
by vertically aligned dimers (see Fig. 2d). We apply a
sequence of local flips to each of these two configurations,
and assign the label ’0’ or ’1’ to the outputs by using the
fact that local flips preserve the topological class.
We train the neural network to distinguish, whether
each configuration belongs to the class ’0’ or ’1’. More
specifically, we define the neural network in such a way,
that it takes a dimer configuration as input, and outputs
its topological class. We use a fully-connected neural
network with one hidden and output layer, and repeat
the procedure for different number of hidden units. In
each hidden unit, we use the activation function relu,
1
M(x
y
z
)
,
(
x+1
y
z
) = i M
( x+
1
y z
) ,(
x
+
1
y
+
1
z
) =
i
M(x
y+1
z
)
,
(
x+1
y+1
z
) = −i
M
( x y z)
,( x y+
1
z
) =
i
(a)
1
(b)
FIG. 1: A dimer lattice is parametrized by antisymmetric
matrix Mij , whose components are equal to ±i in such a
way, that a product of matrix components around a
plaquette is equal to −1. (a) shows arrangement of signs of i
along a given plaquette, which are marked by arrows. (b)
shows the same arrangement within 3D lattice.
but in the output layer, we do not use any activation
function: in other words, the output is simply a linear
superposition of the results from hidden units with an
added bias.
After training, we apply the neural network to a test
dataset, which is generated by applying local flips to con-
figurations containing zero, one and two hopfions respec-
tively (see Figs. 2c, 2d, 2e). We find, that our neural
network can successfully distinguish all of them. It out-
puts a real number approximately equal to the number of
hopfions (which can be either zero, or one, or two), and
its accuracy improves with increasing number of units.
Thus, if we assume that the trivial configuration (Fig.
2c) has topological number 0, and configuration with one
hopfion (Fig. 2d) has topological number 1, then the
neural network tells us that the configuration with two
hopfions (Fig. 2e) has topological number 2. In other
words, the neural network gives us a hint that the dimer
configurations (Fig. 2c, 2d, 2e) are characterized by an
integer topological invariant, as we would expect from
its continuum limit. Since, we know that in the con-
tinuum limit, field configurations are characterized by a
Hopf invariant, we believe that our lattice configurations
are characterized by the same integer topological invari-
ant.
If we believe, that a hopfion is actually described by a
Hopf number, then its mirror image has to be described
by Hopf number of the opposite sign. We are interested
in checking it using our neural network. If we reflect
the configurations within our test dataset, and substi-
tute them into the neural network, it outputs negative
number, which, for a small training dataset, does not as
closely approach −1 or −2, as it approaches the positive
integers describing hopfions without reflection. However,
its accuracy increases with increasing number of sam-
ples in the training dataset. Thus we believe that at
sufficiently large number of samples, the neural network
41
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FIG. 2: A lattice dimer model consists of a dimer
lattice lattice, and dimers placed on its bonds, in such a
way that every site is attached to exactly one dimer. (a)
Two dimer configurations are considered equivalent if
they can be connected to each other by a series of local
flips. (b) The simplest dimer configuration, which is not
equivalent to trivially aligned dimers is a hopfion. To
perform our study we used (c) 4× 4× 4 lattice with
trivially aligned dimers, (d) a hopfion placed on a lattice
of the same size and surrounded by trivially aligned
dimers, and (e) two hopfions stacked on the same
lattice, and also surrounded by trivially aligned dimers.
trained on samples with Hopf numbers 0 or 1 should suc-
cessfully recognize samples with Hopf numbers 2, −1 and
−2, though for the negative Hopf numbers, its accuracy
improves slower over the size of the training sample, than
for the positive Hopf numbers. We present our results on
the Fig. 3.
We note that recognizing samples with negative Hopf
numbers can be improved by incorporating them into
the training algorithm. Particularly, we can repeat our
training procedure and to include three kinds of configu-
rations in the training sample: trivial configurations with
Hopf number 0, configurations obtained from one hopfion
with assigned Hopf number +1, and their mirror images
with assigned Hopf number −1. In this case, the neu-
ral network can equally well recognize all configurations
with Hopf numbers between −2 and 2 (see Fig. 3). We
FIG. 3: Outputs of the neural network as functions of the
number of hidden units applied to trivial configurations
(”0”), generated from one hopfion (”1”), two of them (”2”),
mirror reflected hopfion (”-1”), mirror reflected pair of
hopfions (”-2”). The case of solid line corresponds to the
neural network trained on a small dataset (∼ 104 training
samples, 1500 epochs), containing configurations”0” and
”1”. Its accuracy on configurations with negative Hopf
numbers can be improved by either increasing the training
dataset (dashed line refers to the case of ∼ 6 ∗ 106 training
samples, 145 epochs), or by retraining the neural network on
configurations ”0” ,”1” and ”-1”, as shown by by the dotted
line (∼ 104 samples, 200 epochs).
believe that this result is consistent with an idea, that
neural network can be successfully applied to samples
within the space, where it was trained, but, generally, it
poorly extrapolates.
A. Cubic lattice with periodic boundary conditions
We are also interested, whether the fact that config-
urations in lattice dimer model can be characterized by
Hopf number, depends on the kind of boundary condid-
tions imposed on the lattice. To find it out, we repeat
our procedure in the case, when the lattice obeys periodic
boundary condidtions, and we obtain similar results: if a
neural network were trained on configurations with zero
or one hopfion, it can successfully distinguish configura-
tions obtained from zero, one, or two hopfions, but it has
slightly lower accuracy when distinguishing their mirror
reflected images, i.e. configurations with Hopf numbers
−1 and −2. The fact that Hopf number can be defined
either on a lattice with open, or periodic boundary con-
ditions is a non-trivial result, because a-priori, one might
expect that topological properies of a model depend on
topological properties of the manifold, where it is placed.
Furthermore, we mention that in the work [37] we deve-
lope a method of computing Hopf number analytically,
but the idea presented there works only in the case of
open boundary conditions. Thus, neural networks pro-
vide us with a qualitatively new result: dimer configura-
5tions on a lattice with periodic boundary conditions are
characterized by Hopf number in the same way, as on a
lattice with open boundary conditions.
FIG. 4: Outputs of the neural network trained on
configurations ”0” and ”1” for a 4× 4× 4 lattice with
periodic boundary conditions. (∼ 6 ∗ 105 samples, 500
epochs).
III. DIMER MODEL ON A STACKED
TRIANGULAR LATTICE
In the previous section we demonstrated that neural
network can succesfully distinguish topological sectors of
lattice dimer model on a cubic lattice. However, from
previous studies of the lattice dimer model (e.g. [24]), it
is known that it has qualitatively different properties on
a bipartite and non-bipartite lattices. For instance, the
notion of effective magnetic field exists only if the lattice
is bipartite, and furthermore, quantum dimer model has
diffrent strongly coupled phases: on a bipartite lattice,
it has a gapless U(1) phase, but on a non-bipartite lat-
tice a gapped Z2 phase is realized. Motivated by this, we
would like to apply our method to study hopfions on a
non-bipartite lattice. We consider the most straightfor-
ward generalization of cubic lattice - stacked triangular
lattice. It has the same sites and bonds as the cubic, but
in addition, it has bonds aligned diagonally. Thus, on a
stacked triangular lattice, we can create initial configura-
tions with zero, one or two hopfions in exactly the same
way, as we did for a cubic lattice, but when we transform
them, we apply more kinds of local flips: six kinds in
total (see Fig. 5).
As previously, we start from two initial configurations:
the first with all dimers aligned in the vertical direction,
and the second with one hopfion surrounded by vertically
aligned dimers, and apply a series of local flips to both of
them. In this way, we obtain a large number of configu-
rations, which we use as a training dataset for the neural
networks.
1
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FIG. 5: An example of stacked triangular lattice forming a
(a) trivial dimer configuration and (b) a hopfion. (c- h) six
possible local flips on a stacked triangular lattice that
preserve signPf(Mijnij).
FIG. 6: Outputs of the neural network trained on
configurations ”0” and ”1” for a 4× 4× 4 stacked triangular
lattice with open boundary conditions. (∼ 1.6 ∗ 106 samples,
400 epochs). One can see that the samples ”0”, ”2”, ”-2” are
indistinguishable. In the same way the samples ”1” and ”-1”
are also indistinguishable. Thus we conclude that the neural
network learns Z2 invariant equal to the parity of the
number of hopfions.
After it, we create our test dataset by applying local
flips to the dimer configurations ’0’ and ’1’ (trivial and a
hopfion), as well as configurations with two hopfions and
mirror reflected images of the configurations with one or
two hopfions. We note, that in this setting, the neural
network with only one hidden layer cannot be trained
successfully, and therefore we have to increase the num-
ber of hidden layers, while keeping the number of units
6in each layer fixed. We obtain that the neural network
with three or more layers can successfully distinguish con-
figurations obtained from trivial dimer configuration or
with configuration containing one hopfion (see Fig. 6).
When we test it on configurations generated from two
hopfions, it outputs 0 with a good accuracy. If we test
the neural network on mirror reflected images of config-
urations obtained from one or two hopfions, it outputs
a real number very close to the parity of the number of
hopfions. Thus, the neural network tells us that on a
stacked triangular lattice, hopfion is a topological defect
characterized by Z2 invariant, equal to the parity of the
number of hopfions. Equivalently, we can conclude that
on a non-bipartite lattice, the invariant sign Pf(Mijnij)
(discussed in the beginning of the Sec. II) is a physical
topological invariant.
IV. DISCUSSION
In this work, we have demonstrated that neural net-
work can be used to distinguish topological phases of
lattice dimer model. Using it, we verified that topolog-
ical defects in the dimer model on a cubic lattice can
be characterized by integer Hopf invariant, whereas on
a stacked triangular lattice, the same defects are charac-
terized by Z2 invariant. In addition, in the case of the
cubic lattice, we have explicitly checked that topological
defects are characterized by Hopf invariant both in the
case of open and periodic boundary conditions (strictly
speaking, in the latter case, we limited our study to the
subsector with trivial winding number). In fact, the neu-
ral network gave us a hint to the whole idea, that Hopf
number can be defined on a lattice dimer model, which
we verified analytically afterwards (see [37]). Thus, our
paper can be viewed as the first work, where neural net-
works were successfully used to identify new topological
phases. This is in contrast to the previous works, where
machine learning algorithms were only able to identify
previously known topological phases.
We remark, that we found a qualitative difference be-
tween the optimal neural networks used in the cases of cu-
bic and stacked triangular lattices. More specifically, we
found that, in the case of cubic lattice, the neural network
with just one hidden layer gives reasonably good predic-
tions, whose accuracy increases with increasing number
of hidden units. In contrast, in the case of stacked tri-
angular lattice, one hidden layer is insufficient to train
the neural network: the minimal required number of lay-
ers is three, and the accuracy improves if we take larger
number of hidden layers. We suggest, that this difference
may be related to complexity of the function, which the
neural network approximates. Indeed, on a cubic lat-
tice, configurations are characterized by Hopf number,
which can be expressed as a quadratic function of the ef-
fective magnetic field, or equivalently, dimer occupation
number. However, on a stacked triangular lattice, the
physical topological invariant is signPf(Mijnij), which is
a high power function of the dimer occupation number.
Thus, probing 3D lattice dimer model with neural net-
works leads us to conjecture, that the optimal number of
hidden layers in a neural network is related to complexity
of the function, which the neural network approximates.
More generally, we believe that, in the future, it might be
of interest to apply machine learning algorithms to sim-
ple physical systems in order to better understand the
properties of machine learning algorithms themselves.
We emphasize that, from our perspective, the main
role of machine learning in physics is to provide insights
about physical systems rather than rigorous results. In
fact, like many other numerical methods, our approach
has limitations due to fixed lattice size, finite number of
samples in the datasets etc. For example, if one tries to
draw conclusions based only on the neural networks, they
may face such questions as e.g.: can it be that hopfions
belong to a separate topological class on a 4× 4× 4 lat-
tice, but to the same topological class on a larger lattice?
Or, can it be that a hopfion does not belong to a separate
topological class from a trivial configuration, but lies in a
different part of the same topological class? The answers
to these questions have to be found by using other tech-
niques, than machine learning. Indeed, we claim that a
hopfion is topologically distinct from a trivial dimer con-
figuration (in both cases of cubic and stacked triangular
lattices), because they have different values of a topolog-
ical invariant signPf(Mijnij). Furthermore, in Ref. [37],
we claim that, in the case of cubic lattice, hopfions are
characterized by an integer topological invariant based
on its analytical derivation. On the other hand, our new
result that on a stacked triangular lattice, signPf(Mijnij)
is a physical topological invariant, is suggestive - it has
to be checked by other means.
We mention that topological defects in lattice dimer
model are interesting from physical point of view. In
fact, lattice dimer models are known to be dual to vari-
ous spin systems, many of which indeed have been real-
ized experimentally. For example dimer model on a 3D
diamond lattice (which, similarly to cubic, is also bipar-
tite) is dual to spin ice on a pyrochlore lattice. The latter
has been widely studied in the context of frustrated mag-
netism (see [17, 18, 38] for review), and have been proven
to exist in various materials, such as e.g. Dy2Ti2O7 and
Ho2Ti2O7. We believe that in these systems, it would
be interesting to explore the effects resulting from the
presence of distinct topological classes and consequently
non-ergodicity.
We also suggest that hopfions can be experimentally
realized in ’artificial spin ice’, where lattice dimer model
is simulated by nanomagnets (see e.g. [19]). The sim-
plest scenario of two-dimensional artificial spin ice has
been extensively studied, and it has been found to share
unique properties of lattice dimer model, such as mag-
netic monopoles and even Coulomb phase [20, 21]. How-
ever, in the last years, there have been ongoing efforts
to realize three-dimensional artificial spin ice [22, 23, 39].
Since, the existence of hopfions requires only two stacked
72D layers (see Fig. 2b), we expect that it should be pos-
sible to create hopfions in bilayer artificial spin ice, once
it will become possible to realize dynamics through local
flips only and to suppress other processes, e.g. monopole
creation, longer loop flips etc. This will open wide oppor-
tunities both in the context of physics and quantum com-
puting, because hopfions were predicted to host unique
properties, such as e.g. non-Abelian anyons [26, 29, 30].
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Appendix A: Methods
As we mentioned in the Sec. II we generate our train-
ing and testing datasets by applying local flips to configu-
rations with fixed number of hopfions, shown on the Figs.
2c, 2d and Figs. 2c, 2d, 2e respectively. We apply a thou-
sand of random local flips between each pair of recorded
configurations to make samples in the dataset more di-
verse. Samples with negative Hopf numbers are obtained
by my mirror reflecting (over 100 plane in the case of cu-
bic lattice, and 001 plane in the case of stacked triangular
lattice) the samples with the positive Hopf numbers.
After generating the datasets, we train the neural net-
works. In the case of cubic lattice, we consider neural
networks with one hidden and one outputs layers and
vary the number of units in the hidden layer. In the case
of triangular lattice, we vary the number of layers, but
fix the number of units in each of them to be 128. In
both cases, we use relu as activation function in the hid-
den layers, and do not use any activation in the outputs
layers. We perform our computations using Keras-2.1.5
library, use SGD optimizer and minimize mean square
error between the outputs and the Hopf numbers 0 and
1. This choice is natural assuming that the topological
number can take any integer value. We perform a few
hundreds of epochs and ensure that the loss decreases
during training.
Finally we test the neural network on ∼ 104 configura-
tions with each value of Hopf number. We compute the
output of a fixed neural network for each configuration,
and then compute its average and standard deviation.
We present these results on the graphs 3, 4, 6.
As we mention in the main text, we use neural net-
works with one hidden layer in the case of the cubic lat-
tice, and many hidden layers in the case of stacked tri-
angular lattice. It is interesting to note, that in the case
of cubic lattice, the neural network can distinguish Hopf
numbers not used in training (i.e. ”2”, ”-1”, ”-2”) only
if it has just one hidden layer. If we increase the number
of layers, and test the neural network on configurations
with Hopf number 2, its output becomes closer to 1, but
if we test it on configurations with Hopf numbers −1 or
−2, its output becomes close to 0. We attribute this to
overfitting, which naturally occurs if the number of train-
ing parameters is too large. We hypothesize that since
Hopf number is a quadratic function of effective magnetic
field, which is in turn proportional to a filling number,
two layers are optimal for a neural network to distinguish
it. In addition, we note that the accuracy of the neural
networks decreases if we replace its activation functions
with e.g. tanh or sigmoid. We think that it happens,
because the magnitudes of such activation functions are
constrained below one, and thus it is ’harder’ to create
a neural network configuration, which outputs a number
close to an integer with a magnitude larger than one.
Appendix B: A brief construction of the Hopf
number
In this section we briefly describe analytical deriva-
tion of the Hopf invariant in 3D lattice dimer model. As
we mentioned previously, Hopf invariant can be defined
on a bipartite lattice, i.e. whose sites can be labeled
by σ = ±1 in such a way that any bond connects sites
with opposite values of σ. A particular example of a
bipartite lattice is cubic lattice, whereas an example of
a non-bipartite lattice is stacked triangular lattice. The
main idea is that on a bipartite lattice, dimer filling can
be described in terms of effective magnetic field
Bi(~r) = σ(nr,r+ei − wr,r+ei).
Here wr,r+ei is a fixed number characterizing each bond
of the lattice. Conventionally, wr,r+ei is chosen to be
equal to inverse coordination number of the lattice, but
in Ref. [37], we develope a more general approach, which
makes it possible to account for finite size of the lattice.
As one can see, Bi(~r) characterizes filling of each bond
connecting the sites at positions ~r and ~r+ ~ei. It is called
an effective magnetic field, because it satisfies the con-
straint of zero divergence:
Bx(x, y, z)−Bx(x− 1, y, z)
+By(x, y, z)−By(x, y − 1, z)
+Bz(x, y, z)−Bz(x, y, z − 1) = 0, (B1)
which in turn follows from the constraint of exactly one
dimer attached to each site.
The condition of zero divergence (B1) makes it possible
to introduce effective vector potential - a vector defined
at each plaquette, such that its discrete rotor gives the
8effective magnetic field
Bx(x, y, z) = Az(x, y, z)−Az(x, y − 1, z)
−Ay(x, y, z) +Ay(x, y, z − 1),
By,z are defined through cyclic permutations.
Once we defined the effective magnetic field and vector
potential, we can write Hopf number as a sum of their
products
χ =
∑
x,y,z
Ax(x, y, z)
8
(B2)
× (Bx(x, y, z) +Bx(x, y + 1, z)
+Bx(x, y, z + 1) +Bx(x, y + 1, z + 1)
+Bx(x− 1, y, z) +Bx(x− 1, y + 1, z)
+Bx(x− 1, y, z + 1) +Bx(x− 1, y + 1, z + 1))
+ (cyclic permutations).
Here we took vector potentials at each plaquette and mul-
tiplied it by average magentic field along the bonds ad-
jacent and perpendicular to the plaquette.
Through explicit calculations, (see Ref. [37]) one may
check that the Hopf number (B2) is
• gauge-invariant
• invariant under local dimer flips
• is equal to 0, 1, 2 for the dimer configurations shown
on the Figs. 2c, 2d, 2e correspondingly and changes
sign through mirror reflection.
Thus, the result about about existence of Hopf number
in 3D lattice dimer model, which was first obtained by
using neural networks, can be verified analytically.
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