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EXPANDING SOLUTIONS OF QUASILINEAR PARABOLIC EQUATIONS
NIKOLAOS ROIDOS
Abstract. We decompose locally in time maximal Lq-regular solutions of abstract quasilinear parabolic
equations as a sum of a smooth term and an arbitrary small–with respect to the maximal Lq-regularity
space norm–remainder. In view of this observation, we next consider the porous medium equation and
the Swift-Hohenberg equation on manifolds with conical singularities. We write locally in time each
solution as a sum of three terms, namely a term that near the singularity is expressed as a linear
combination of complex powers and logarithmic integer powers of the singular variable, a term that
decays to zero close to the singularity faster than each of the non-constant summands of the previous
term and a remainder that can be chosen arbitrary small with respect e.g. to the C0-norm. The powers
in the first term are time independent and determined explicitly by the local geometry around the
singularity, e.g. by the spectrum of the boundary Laplacian in the situation of straight conical tips. The
case of the above two problems on closed manifolds is also considered and local space asymptotics for
the solutions are provided.
1. Introduction
In the first part of this paper we study abstract quasilinear parabolic problems having a maximal
Lq-regular solution u, as e.g. given by [5, Theorem 2.1]. By an application of the variation of constants
formula, see e.g. [3, Proposition 3.1.16], we show in Theorem 2.5 and Corollary 2.6 that locally in time
and around any time step t > 0, under certain maximal Lq-regularity assumptions, the solution can be
written as a sum of two terms. The first one is smooth in time with values in the domain of any power
of the u(τ)-linearization of the quasilinear operator, for certain τ < t. The second term is a remainder
that is determined explicitly by the nonlinearity and can be chosen arbitrary small with respect to the
maximal Lq-regularity space norm.
Next we focus on manifolds with conical singularities. In such spaces the domain of any integer power
of the Laplacian, when it is considered as an unbounded operator in Mellin-Sobolev spaces, is given in
general by a space decomposition in terms of a Mellin-Sobolev space and an asymptotics space, i.e. a
finite dimensional space consisting of smooth functions in the interior that carry certain structure close
to the singularity, see Section 3 for details.
Based on the above observation we consider two nonlinear problems on conic manifolds, namely,
the porous medium equation and the Swift-Hohenberg equation. Existence, uniqueness and maximal
regularity of the short and long time solutions for the above problems are guaranteed by [19, Theorem
1.1], [16, Theorem 5.1] and [16, Theorem 5.4]. Moreover, in the case of the Swift-Hohenberg equation we
also show in Theorem 5.2 that the solution becomes instantaneously smooth in space.
By applying the previous abstract result, we show in Theorem 4.3 and Theorem 5.3 that in both
cases, locally in time each of the solutions can be written as a sum of three terms. The first term, as an
asymptotics space part, is expressed near the singularity as a linear combination of complex powers and
logarithmic integer powers of the singular variable. These powers are time independent and determined
explicitly by the local geometry around the singularity, see (3.18). For instance, in the case of manifolds
with straight conical tips, they are determined by the whole spectrum of the Laplacian defined on the
cross section, see (3.21). The second term belongs to a higher in order and weight Mellin-Sobolev space,
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and therefore decays to zero close to the conical tips faster than each of the non-constant summands
of the previous term. The third term is a remainder appearing by the nonlinearity that can be chosen
arbitrary small with respect e.g. to the C0-norm.
Finally, by choosing geodesic polar coordinates, in Section 6 the above consideration is applied to the
case of closed manifolds and provides existence, uniqueness and regularity results as well as local space
asymptotics for the solutions.
2. Decomposing the solutions of the abstract quasilinear parabolic problem
Let X1
d
→֒ X0 be a continuously and densely injected complex Banach couple.
Definition 2.1. Let P(K, θ), θ ∈ [0, π), K ≥ 1, be the class of all closed densely defined linear operators
A in X0 such that
Sθ = {λ ∈ C | | arg(λ)| ≤ θ} ∪ {0} ⊂ ρ(−A) and (1 + |λ|)‖(A + λ)
−1‖L(X0) ≤ K when λ ∈ Sθ.
The elements in P(θ) = ∪K≥1P(K, θ) are called (invertible) sectorial operators of angle θ. If A ∈ P(θ)
then any K ≥ 1 such that A ∈ P(K, θ) is called sectorial bound of A, and we denote KA,θ = inf{K |A ∈
P(K, θ)} depending on A and θ.
Denote by (·, ·)φ,η the real interpolation functor of exponent φ ∈ (0, 1) and parameter η ∈ (1,∞).
Consider the equation
u′(t) +Au(t) = f(t), t ∈ (0, T ),(2.1)
u(0) = u0,(2.2)
where T > 0, u0 ∈ (X1, X0) 1
q
,q, q ∈ (1,∞), f ∈ L
q(0, T ;X0) and −A : X1 → X0 is the infinitesimal
generator of an analytic semigroup on X0. We say that A has maximal L
q-regularity if for any u0 ∈
(X1, X0) 1
q
,q and any f ∈ L
q(0, T ;X0) there exists a unique u ∈ W 1,q(0, T ;X0) ∩ Lq(0, T ;X1) solving
(2.1)-(2.2). In this case, u also depends continuously on u0 and f . Furthermore, the above property is
independent of T and q and for any τ1, τ2 ≥ 0 with τ1 < τ2 the following embedding holds
W 1,q(τ1, τ2;X0) ∩ L
q(τ1, τ2;X1) →֒ C([τ1, τ2]; (X1, X0) 1
q
,q),(2.3)
where the norm of the embedding is independent of τ1 and τ2 (see e.g. [2, Theorem III.4.10.2] or [14,
(2.6)]).
By integrating (2.1) from 0 to t ∈ (0, T ], we can easily verify that if A has maximal Lq-regularity,
then u is also a mild solution to (2.1)-(2.2) in the sense of [3, Section 3.1]. Therefore, by [3, Proposition
3.1.16], if {e−tA}t≥0 is the semigroup generated by −A, then the solution is expressed by the variation
of constants formula as
u(t) = e−tAu0 +
∫ t
0
e(s−t)Af(s)ds, t ∈ [0, T ].(2.4)
Moreover, for any k ∈ N\{0}, recall the integer powers Ak : D(Ak)→ X0 of A defined by
D(Ak) = {x ∈ D(Ak−1) |Ax ∈ D(Ak−1)} with ‖ · ‖D(Ak) =
k∑
i=0
‖Ai · ‖X0 ,(2.5)
where A0 = I.
Since all Banach spaces that we will consider in the sequel belong to the class of UMD (i.e. they have
the unconditionality of martingale differences property, see [2, Section III.4.4]), we recall the following
boundedness condition for the resolvent.
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Definition 2.2. Denote by R(K, θ), θ ∈ [0, π), K ≥ 1, the class of all operators A ∈ P(θ) in X0 such
that for any choice of λ1, ..., λN ∈ Sθ\{0} and x1, ..., xN ∈ X0, N ∈ N\{0}, we have∥∥∥ N∑
k=1
ǫkλk(A+ λk)
−1xk
∥∥∥
L2(0,1;X0)
≤ K
∥∥∥ N∑
k=1
ǫkxk
∥∥∥
L2(0,1;X0)
,
where {ǫk}∞k=1 is the sequence of the Rademacher functions. The elements in R(θ) = ∪K≥1R(K, θ) are
called R-sectorial operators of angle θ. If A ∈ R(θ) then any K ≥ 1 such that A ∈ R(K, θ) is called
R-sectorial bound of A, and we denote RA,θ = inf{K |A ∈ R(K, θ)} depending on A and θ.
The following classical result holds.
Theorem 2.3 (Kalton and Weis, [8, Theorem 6.5]). In a UMD Banach space any R-sectorial operator
of angle greater than pi2 has maximal L
q-regularity.
Let θ ∈ (pi2 , π), c ≥ 0 and A : X1 → X0 such that A+ c is R-sectorial of angle θ with R-sectorial bound
equal to R. By noting that 1+ (1+R)(1+ ‖(A+ c)−1‖L(X0)) serves as a sectorial bound for A+ c, if X0
is UMD, then any solution u of (2.1)-(2.2) satisfies
‖u‖W 1,q(0,T ;X0)∩Lq(0,T ;X1)
= ‖u‖Lq(0,T ;X0) + ‖u
′‖Lq(0,T ;X0) + ‖u‖Lq(0,T ;X1)
≤ ecTM(‖f‖Lq(0,T ;X0)) + ‖u0‖(X1,X0) 1
q
,q
)(2.6)
for some constant M ≥ 1 that is fixed whenever the data {A, c,R, θ, q} are fixed (see e.g. [16, (2.9)] or
[4, Lemma 1.2] or [8, (6.3)] or [14, (2.11)]). Concerning the {A, c,R}-dependence of M , the following
elementary result holds.
Lemma 2.4. (Uniform boundedness) Let q ∈ (1,∞), θ ∈ (pi2 , π), r > 0, A(·) ∈ C([0, r];L(X1, X0)) and
X0 is UMD. Assume that if ξ ∈ [0, r], then there exists some c ≥ 0 such that the operator A(ξ)+c : X1 →
X0 is R-sectorial of angle θ, and let M ≥ 1 satisfying (2.6) with respect to A(ξ). Then,
(i) There exists some c0 ≥ 1 such that for each ξ ∈ [0, r] the operator A(ξ) + c0 : X1 → X0 is
R-sectorial of angle θ with R-sectorial bound equal to c0.
(ii) There exists some M0 ≥ 1 such that for each ξ ∈ [0, r] we can choose M ≤M0.
(iii) c0 and M0 are fixed whenever the data {A(·), r, θ} and {A(·), r, θ, q} are fixed respectively.
Proof. If ξ ∈ [0, r] let some c ≥ 0 such that A(ξ) + c ∈ R(θ). Let KA(ξ)+c,θ and RA(ξ)+c,θ be as in
Definition 2.1 and Definition 2.2 respectively. Moreover, for each ξ ∈ [0, r] denote
cξ,θ = inf{ρ ≥ 0 |A(ξ) + ρ : X1 → X0 is R-sectorial of angle θ}.
Assume that there exists a sequence {ξi}i∈N in [0, r] such that cξi,θ →∞ as i→∞. By possibly passing
to a subsequence, we may assume that ξi → ξ˜ ∈ [0, r] as i → ∞. Let c˜ ≥ 0 such that A(ξ˜) + c˜ ∈ R(θ).
Choose δ > 0 such that
‖(A(ξ˜)−A(ξ))(A(ξ˜) + c˜)−1‖L(X0) <
1
2
min
{ 1
1 +KA(ξ˜)+c˜,θ
,
1
1 +RA(ξ˜)+c˜,θ
}
(2.7)
whenever |ξ˜ − ξ| < δ, ξ ∈ [0, r]. Then, for such ξ by the formula
(A(ξ) + c˜+ λ)−1 = (A(ξ˜) + c˜+ λ)−1
∞∑
k=0
(
(A(ξ˜)−A(ξ))(A(ξ˜) + c˜+ λ)−1
)k
(2.8)
valid for any λ ∈ Sθ, we deduce that Sθ ∈ ρ(−(A(ξ)+ c˜)), A(ξ)+ c˜ ∈ P(θ) with sectorial bound 2KA(ξ˜)+c˜,θ
and also A(ξ) + c˜ ∈ R(θ) with R-sectorial bound 2RA(ξ˜)+c˜,θ, so that we get a contradiction. Therefore,
the set ∪ξ∈[0,r]{cξ,θ} is bounded. By noting that B ∈ R(θ) and ν ≥ 0 implies B + ν ∈ R(θ) (see
e.g. [18, Lemma 2.6]), we conclude that there exists some c0 ≥ 1 such that for each ξ ∈ [0, r] we have
A(ξ) + c0 ∈ R(θ).
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Assume that there exists some sequence {τi}i∈N in [0, r] such that RA(τi)+c0,θ → ∞ as i → ∞. By
possibly passing to a subsequence, we may assume that τi → τ˜ ∈ [0, r] as i → ∞. Let ε > 0 such
that |τ˜ − τ | < ε, τ ∈ [0, r], implies (2.7) with {ξ˜, ξ, c˜} replaced by {τ˜ , τ, c0}. For any λ ∈ Sθ and τ as
before, by (2.8) with {ξ˜, ξ, c˜} replaced by {τ˜ , τ, c0} we infer that Sθ ∈ ρ(−(A(τ) + c0)), A(τ) + c0 ∈ P(θ)
with sectorial bound 2KA(τ˜)+c0,θ and also A(τ) + c0 ∈ R(θ) with R-sectorial bound 2RA(τ˜)+c0,θ, which
provides a contradiction. Hence, the set ∪ξ∈[0,r]{RA(ξ)+c0,θ} is bounded. Therefore, we conclude that
there exists some C0 ≥ 1 such that for each ξ ∈ [0, r] we have A(ξ) + c0 ∈ R(θ) with R-sectorial bound
equal to C0. If c0 < C0, then due to [18, Lemma 2.6] we can replace c0 and C0 by C0(1 +
2
sin(θ)).
Let T > 0 and for each ξ ∈ [0, r] denote
Mξ = inf{M | (2.6) holds with respect to A(ξ) with the choice c = R = c0}.
Assume that there exists some sequence {ζi}i∈N in [0, r] such that Mζi → ∞ as i → ∞. By possibly
passing to a subsequence, we may assume that ζi → ζ˜ ∈ [0, r] as i → ∞. Let N ∈ N such that i ≥ N
implies 2ec0TMζ˜‖A(ζ˜) − A(ζi)‖L(X1,X0) < 1. Let u0 ∈ (X1, X0) 1q ,q, f ∈ L
q(0, T ;X0) and denote by uζ˜
and uζi the solution to (2.1)-(2.2) with respect to A(ζ˜) and A(ζi) respectively. We have that
(uζ˜ − uζi)
′(t) +A(ζ˜)(uζ˜ − uζi)(t) = (A(ζi)−A(ζ˜))uζi(t), t ∈ (0, T ),
(uζ˜ − uζi)(0) = 0.
Therefore by (2.6) applied to A(ζ˜) we estimate
‖uζi‖W 1,q(0,T ;X0)∩Lq(0,T ;X1)
≤ ‖uζ˜‖W 1,q(0,T ;X0)∩Lq(0,T ;X1) + ‖uζ˜ − uζi‖W 1,q(0,T ;X0)∩Lq(0,T ;X1)
≤ ec0TMζ˜(‖f‖Lq(0,T ;X0)) + ‖u0‖(X1,X0) 1
q
,q
)
+ec0TMζ˜‖A(ζ˜)−A(ζi)‖L(X1,X0)‖uζi‖Lq(0,T ;X1),
so that we get a contradiction.

Let q ∈ (1,∞), U be an open subset of (X1, X0) 1
q
,q, A(·) : U → L(X1, X0) and F (·, ·) : U×[0, T0]→ X0,
for some T0 > 0. Consider the problem
u′(t) +A(u(t))u(t) = F (u(t), t) +G(t), t ∈ (0, T ),(2.9)
u(0) = u0,(2.10)
where T ∈ (0, T0), u0 ∈ (X1, X0) 1
q
,q and G ∈ L
q(0, T0;X0).
Theorem 2.5. Assume that
(i) There exists a T ∈ (0, T0) and a u ∈W 1,q(0, T ;X0) ∩ Lq(0, T ;X1) solving (2.9)-(2.10).
(ii) There exists a closed subinterval J ⊆ [0, T ] such that A(u(·)) ∈ C(J ;L(X1, X0)) and F (u(·), ·) ∈
Lq(J ;X0).
(iii) X0 is UMD and there exists a θ ∈ (
pi
2 , π) such that for each ξ ∈ J the operator A(u(ξ)) + c :
X1 → X0 is R-sectorial of angle θ, with some c ≥ 0 depending on ξ.
Then, for each τ ∈ J\ sup{ξ | ξ ∈ J} there exists a
vτ ∈W
1,q(τ, T ;X0) ∩ L
q(τ, T ;X1) ∩
⋂
k∈N
C∞((τ, T );D((A(u(τ)))k))
depending on τ such that for all ν > τ , ν ∈ J , we have
‖u− vτ‖W 1,q(τ,ν;X0)∩Lq(τ,ν;X1) ≤ C‖A(u(τ))u(·) −A(u(·))u(·) + F (u(·), ·) +G(·)‖Lq(τ,ν;X0),
for some C ≥ 1 that is fixed whenever u, J , θ and q are fixed.
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Proof. Denote Aτ = A(u(τ)),
Gτ (·) = Aτu(τ + ·)−A(u(τ + ·))u(τ + ·) + F (u(τ + ·), τ + ·) +G(τ + ·) ∈ L
q(0, ν − τ ;X0)
and consider the problem
η′(t) +Aτη(t) = Gτ (t), t ∈ (0, ν − τ),
η(0) = u(τ).
Clearly, the above equation has a solution in W 1,q(0, ν − τ ;X0) ∩ Lq(0, ν − τ ;X1) given by u(τ + ·).
Moreover, the assumptions together with (2.3) imply the existence and uniqueness of a solution η in
W 1,q(0, ν − τ ;X0) ∩ Lq(0, ν − τ ;X1). Therefore, when t ∈ [τ, ν), u(t) = η(t− τ), and by (2.4) we obtain
that u = vτ + wτ with
vτ (t) = e
(τ−t)Aτu(τ) and wτ (t) =
∫ t−τ
0
e(τ+s−t)AτGτ (s)ds, t ∈ [τ, ν).(2.11)
According to [3, Corollary 3.3.11] and [3, Corollary 3.7.21] there exists a unique
ρ ∈ C∞((0,∞);X0) ∩ C([0,∞);X0) ∩ C((0,∞);D(Aτ ))
solving
ρ′(t) +Aτρ(t) = 0, t > 0,(2.12)
ρ(0) = u(τ),(2.13)
where D(Aτ ) = X1 up to norm equivalence. Moreover, by uniqueness due to [25, Theorem 3.3.4],
ρ(t) = vτ (τ + t), t ≥ 0, and by maximal Lq-regularity of Aτ and (2.3), we infer that
vτ ∈ W
1,q(τ, T ;X0) ∩ L
q(τ, T ;X1).
The difference η − ρ satisfies
(η − ρ)′(t) +Aτ (η − ρ)(t) = Gτ (t), t ∈ (0, ν − τ),
(η − ρ)(0) = 0.
Therefore by the maximal Lq-regularity inequality (2.6) we obtain that
‖η − ρ‖W 1,q(0,ν−τ ;X0)∩Lq(0,ν−τ ;X1) ≤ e
c0(ν−τ)M0‖Gτ (·)‖Lq(0,ν−τ ;X0).
The data determining the spectral shift c0 and the bound M0 is described in Lemma 2.4.
Take any τ1 > 0 and consider the problem
ψ′(t) +Aτψ(t) = 0, t > 0,(2.14)
ψ(0) = ρ(τ1).(2.15)
Since ρ(τ1) ∈ D(Aτ ), in the above equation we regard Aτ as an operator in D(Aτ ) with domain D(A2τ ), i.e.
we let Aτ,1 : D(A2τ )→ D(Aτ ) defined by Aτ,1 = Aτ |D(A2τ). It is easy to see that ρ(−Aτ ) ⊆ ρ(−Aτ,1) and
(Aτ + λ)
−1|D(Aτ ) = (Aτ,1 + λ)
−1 for all λ ∈ ρ(−Aτ ). Moreover, by [2, Lemma V.1.2.3] and [3, Corollary
3.7.17], −Aτ,1 generates a strongly continuous analytic semigroup. Hence, there exists a unique
ψ ∈ C∞((0,∞);D(Aτ )) ∩ C([0,∞);D(Aτ )) ∩ C((0,∞);D(A
2
τ ))
solving (2.14)-(2.15).
According to [2, (III.4.7.13)] and [3, Corollary 3.7.17], if −B : X1 → X0 is the infinitesimal generator
of an analytic semigroup on X0, then there exist c > 0 and θ ∈ (
pi
2 , π) such that B+ c ∈ P(θ). Moreover,
by [3, Proposition 3.1.9],
e−tB = etce−t(B+c), t ≥ 0,
where the semigroup e−t(B+c) is given by the formula [25, (3.26)]. By this observation, the semigroup
formula [25, (3.26)] and the comments from the previous paragraph, we infer that the semigroup generated
by −Aτ,1 is the restriction to D(Aτ ) of the semigroup generated by −Aτ : X1 → X0. Therefore, by
uniqueness, which follows by the expression of the solution in terms of the semigroup due to [25, Theorem
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3.3.4], we deduce that ψ(t) = ρ(τ1 + t), t ≥ 0. By repeating the above argument we obtain the required
regularity for vτ . 
The above theorem combined with (2.3) implies the following.
Corollary 2.6. Let that the assumptions (i), (ii) and (iii) of Theorem 2.5 are satisfied. Then, for any
t ∈ J\∂J and any ε > 0 there exists some t1, t2 ∈ J , t1 < t < t2, and a
v ∈ W 1,q(t1, t2;X0) ∩ L
q(t1, t2;X1) ∩ C([t1, t2]; (X1, X0) 1
q
,q) ∩
⋂
k∈N
C∞((t1, t2);D((A(u(t1)))
k))
such that
‖u− v‖W 1,q(t1,t2;X0)∩Lq(t1,t2;X1) + ‖u− v‖C([t1,t2];(X1,X0) 1
q
,q
) < ε.
3. The Laplacian on manifolds with conical singularities
We model a manifold with conical singularities by a smooth compact (n + 1)-dimensional manifold
B, n ≥ 1, with closed (i.e. compact without boundary) possibly disconnected smooth boundary ∂B
of dimension n. We endow B with a degenerate Riemannian metric g which in a collar neighborhood
[0, 1)× ∂B of the boundary is of the form
g = dx2 + x2h(x),(3.16)
where h(x), x ∈ [0, 1), is a smooth up to x = 0 family of non-degenerate up to x = 0 Riemannian
metrics on the cross section ∂B. The boundary {0}× ∂B of B corresponds to the conical tips. We denote
B = (B, g), ∂B = (∂B, h(0)) and ∂B = ∪kBi=1∂Bi, for certain kB ∈ N\{0}, where ∂Bi are closed, smooth
and connected. The associated Laplacian on (0, 1)× ∂B has the conically degenerate form
∆ =
1
x2
(
(x∂x)
2 + (n− 1 +
x∂x det[h(x)]
2 det[h(x)]
)(x∂x) + ∆h(x)
)
,
where ∆h(x) is the Laplacian on ∂B induced by the metric h(x).
We regard ∆ as an element in the class of cone differential operators, i.e. the naturally appearing
degenerate differential operators on B, and employ the underline theory in order to show certain properties
related to the existence and regularity theory for partial differential equations. We summarize in the sequel
some basic facts concerning the calculus of cone differential operators. For further details we refer to [6],
[9], [21], [22] and [23].
Definition 3.1. A cone differential operator A of order µ ∈ N is an µ-th order differential operator with
smooth coefficients in the interior B◦ of B such that when it is restricted to the collar part (0, 1)× ∂B it
admits the following form
A = x−µ
µ∑
k=0
ak(x)(−x∂x)
k, where ak ∈ C
∞([0, 1); Diffµ−k(∂B)).
Let (ξ, ζ) be the corresponding covariables to the local coordinates (x, y) ∈ [0, 1) × ∂B near the
boundary. Beyond its usual homogenous principal symbol σψ(A) ∈ C
∞(T ∗B◦\{0}), the rescaled symbol
of A is defined by
σ˜ψ(A)(y, ζ, ξ) =
µ∑
k=0
σψ(ak)(0, y, ζ)(−iξ)
k ∈ C∞((T ∗∂B × R)\{0}).
Moreover, the conormal symbol ofA is defined by the following holomorphic family of differential operators
on the boundary
σM (A)(λ) =
µ∑
k=0
ak(0)λ
k : C 7→ L(Hµ2 (∂B), H
0
2 (∂B)),
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where Hsp(∂B), s ∈ R, p ∈ (1,∞), denotes the usual Sobolev space. Note that due to [21, (2.13)], if B is
cone differential operator of order ν we have
σM (AB)(λ) = σM (A)(λ + ν)σM (B)(λ).
The notion of ellipticity is extended to the case of conically degenerate differential operators as follows.
Definition 3.2. A cone differential operator A is called B-elliptic if σψ(A) and σ˜ψ(A) are pointwise
invertible.
Let ω ∈ C∞(B) be a fixed cut-off function near the boundary, i.e. a smooth non-negative function on
B with ω = 1 near {0}×∂B and ω = 0 on B\([0, 1)×∂B). Moreover, we assume that in local coordinates
(x, y) ∈ [0, 1) × ∂B, ω depends only on x. Denote by C∞c the space of smooth compactly supported
functions.
Definition 3.3. (Mellin-Sobolev spaces) For any γ ∈ R consider the map
Mγ : C
∞
c (R+ × R
n)→ C∞c (R
n+1) defined by u(x, y) 7→ e(γ−
n+1
2 )xu(e−x, y).
Furthermore, take a covering κi : Ui ⊆ ∂B → Rn, i ∈ {1, ..., N}, N ∈ N\{0}, of ∂B by coordinate charts
and let {φi}i∈{1,...,N} be a subordinated partition of unity. For any s ∈ R and p ∈ (1,∞) let H
s,γ
p (B) be
the space of all distributions u on B◦ such that
‖u‖Hs,γp (B) =
N∑
i=1
‖Mγ(1 ⊗ κi)∗(ωφiu)‖Hsp(Rn+1) + ‖(1− ω)u‖Hsp(B)
is defined and finite, where ∗ refers to the push-forward of distributions. The space Hs,γp (B), called
(weighted) Mellin-Sobolev space, is independent of the choice of the cut-off function ω, the covering
{κi}i∈{1,...,N} and the partition {φi}i∈{1,...,N}.
Note that if s ∈ N, then Hs,γp (B) is the space of all functions u in H
s
p,loc(B
◦) such that near the
boundary
x
n+1
2 −γ(x∂x)
k∂αy (ω(x)u(x, y)) ∈ L
p
loc
(
[0, 1)× ∂B,
√
det[h(x)]
dx
x
dy
)
, k + |α| ≤ s.
Cone differential operators act naturally on scales of weighted Mellin-Sobolev spaces, i.e. such an
operator A of order µ induces a bounded map
A : Hs+µ,γ+µp (B)→ H
s,γ
p (B) for any s, γ ∈ R and p ∈ (1,∞).
However, we regard A as an unbounded operator in Hs,γp (B), s, γ ∈ R, p ∈ (1,∞), with domain C
∞
c (B
◦).
In the case of A being B-elliptic, the domain of its minimal extension (i.e. its closure) Amin is given by
D(Amin) =
{
u ∈
⋂
ε>0
Hs+µ,γ+µ−εp (B) |Au ∈ H
s,γ
p (B)
}
.
In addition if the conormal symbol of A is invertible on the line {λ ∈ C |Re(λ) = n+12 − γ − µ}, then we
have that
D(Amin) = H
s+µ,γ+µ
p (B).
The domain of the maximal extension Amax of A, defined as usual by
D(Amax) =
{
u ∈ Hs,γp (B) |Au ∈ H
s,γ
p (B)
}
,
is expressed as
D(Amax) = D(Amin)⊕ EA,γ .
Here EA,γ is a finite-dimensional space independent of s, that is called asymptotics space, which consists
of linear combinations of C∞(B◦) functions that vanish on B\([0, 1)× ∂B) and in local coordinates (x, y)
on the collar part (0, 1) × ∂B they are of the form ω(x)c(y)x−ρ logη(x) where c ∈ C∞(∂B), ρ ∈ C and
η ∈ N.
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The set of x−1 powers ρ describing EA,γ is identified with the finite set of points QA|(0,1)×∂B,γ =
ZA|(0,1)×∂B ∩ Iµ,γ . Here
Iµ,γ =
{
λ ∈ C |Re(λ) ∈ [
n+ 1
2
− γ − µ,
n+ 1
2
− γ)
}
(3.17)
and ZA|(0,1)×∂B is a set of points in C that is determined explicitly by the poles of the recursively defined
family of symbols
g0 = f
−1
0 , gk = −(T
−kf−10 )
k−1∑
i=0
(T−ifk−i)gi, k ∈ {1, ..., µ− 1},
where
fν(λ) =
1
ν!
µ∑
i=0
(∂νxai)(0)λ
i, ν ∈ {0, ..., µ− 1}, λ ∈ C,
and T σ, σ ∈ R, denotes the action (T σf)(λ) = f(λ + σ) (see e.g. [21, (2.7)-(2.8)]). The logarithmic
powers η are related to the orders of the above poles.
Concerning the Laplacian ∆, which is a second order B-elliptic cone differential operator, its conormal
symbol is given by
σM (∆)(λ) = λ
2 − (n− 1)λ+∆h(0).
Therefore, if {λi}i∈N are the eigenvalues of ∆h(0), the poles of (σM (∆)(·))
−1 coincide with the set{n− 1
2
±
√(n− 1
2
)2
− λj
}
.
Hence, if γ ∈ (n−32 ,
n+1
2 ), then the pole zero is always contained in the strip (3.17). In this case, denote
by C the subspace of E∆,γ under the choice ρ = η = 0 and c|∂Bi = ci, ci ∈ C, i ∈ {1, ..., kB}, endowed
with the norm ‖ · ‖C given by c 7→ ‖c‖C = (
∑kB
i=1 |ci|
2)
1
2 , i.e. C consists of smooth functions that are
locally constant close to the boundary. Under some further restriction on the weight γ, such a realization
satisfies the property of maximal Lq-regularity.
Theorem 3.4. ([16, Theorem 4.1] or [17, Theorem 5.6]) Let s ≥ 0, p ∈ (1,∞) and
γ ∈
(n− 3
2
,min
{
− 1 +
√(n− 1
2
)2
− λ1,
n+ 1
2
})
,
where λ1 is the greatest non-zero eigenvalue of the boundary Laplacian ∆h(0). Consider the closed exten-
sion ∆s of ∆ in
Xs0 = H
s,γ
p (B)
with domain
D(∆s) = X
s
1 = D(∆s,min)⊕ C = H
s+2,γ+2
p (B)⊕ C.
Then, for any θ ∈ [0, π) there exists some c > 0 such that c−∆s is R-sectorial of angle θ.
Finally, for the integer powers of the above Laplacian, defined as usual by (2.5), by taking into account
the Mellin-Sobolev embedding [20, Corollary 2.5], we have the following domain description.
Integer powers of the Laplacian. If k ∈ N, k ≥ 2, and ∆s is the Laplacian from Theorem 3.4, then
we have
D(∆ks ) = D(∆
k
s,min)⊕ C⊕Fk.(3.18)
The minimal domain satisfies D(∆ks,min) ⊂ H
s+2k,γ+2k−ε
p (B) for any ε > 0. Therefore, if s+2k >
n+1
p
then D(∆ks,min) ⊂ C(B
◦) and for any u ∈ D(∆ks,min) in local coordinates (x, y) ∈ (0, 1) × ∂B near the
boundary
|u(x, y)| ≤ Lxγ+2k−
n+1
2 −ε‖u‖Hs+2k,γ+2k−εp (B) for all ε > 0,(3.19)
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with some constant L > 0 depending only on B and p.
The asymptotics space Fk is an s-independent finite dimensional space consisting of linear combinations
of C∞(B◦) functions that vanish on B\([0, 1)× ∂B) and in local coordinates (x, y) on the collar part they
are of the form ω(x)c(y)x−ρ logη(x), where c ∈ C∞(∂B), ρ ∈ C and η ∈ N. The set of powers ρ describing
Fk is identified with the finite set of points Qk ⊆ Zk ∩ Sk, where
Sk =
{
λ ∈ C |Re(λ) ∈ [
n+ 1
2
− γ − 2k,
n+ 1
2
− γ − 2)
}
and Zk is a set of points in C that is determined explicitly by ∂B, the family of metrics h(·) from (3.16)
and k. Moreover, Qk ⊆ Qk−1 ∪ Vk with Q1 = ∅ and a finite set of points Vk satisfying
Vk ⊂
{
λ ∈ C |Re(λ) ∈ [
n+ 1
2
− γ − 2k,
n+ 1
2
− γ − 2(k − 1)]
}
.
Therefore, we also have Fk ⊂ Hs+2,γ+2p (B).
In particular if the metric h is independent of x when x is close to 0, then Qk is a subset of{
− 2ν +
n− 1
2
±
√(n− 1
2
)2
− λj ∈ Sk |λj ∈ σ(∆h(0)) and ν ∈ {0, ..., k − 1}
}
,(3.20)
and
Fk =
⊕
ρ∈Qk
Fk,ρ.(3.21)
Here, for each ρ, Fk,ρ is a finite dimensional space consisting of linear combinations of C∞(B◦) functions
that vanish on B\([0, 1) × ∂B) and in local coordinates (x, y) on the collar part they are of the form
ω(x)c(y)x−ρ logη(x) with c ∈ C∞(∂B) and η ∈ {0, ..., ηρ}, where ηρ ∈ N is the order of ρ as a pole of
(σM (∆
k)(·))−1, where
σM (∆
k)(·) =
∏
ν∈{0,...,k−1}
σM (∆)(2ν + ·) : C 7→ L(H
2k
2 (∂B), H
0
2 (∂B))
with
σM (∆)(λ) = λ
2 − (n− 1)λ+∆h(0), λ ∈ C.
4. The porous medium equation on manifolds with conical singularities
The porous medium equation (PME) is the parabolic diffusion equation
u′(t)−∆(um(t)) = 0, t > 0,(4.22)
u(0) = u0,(4.23)
where the scalar function u is a density distribution, ∆ is a (negative) Laplacian and m > 0 is a fixed
parameter. The evolution described by the above equation models the flow of a gas in a porous medium.
For a detailed introduction in the theory of PME we refer to Va´zquez [28]. However, the problem has
been extensively studied in various domains and in many aspects.
Concerning the PME on manifolds with conical singularities, based on the closed extension from
Theorem 3.4, in [18, Theorem 6.5] it was shown existence, uniqueness and maximal Lq-regularity for the
short time solution for any strictly positive initial data in the space
Xs1
q
,q
= (Hs+2,γ+2p (B)⊕ C,H
s,γ
p (B)) 1
q
,q.
The result was obtained by an application of a theorem by Cle´ment and Li [5, Theorem 2.1]. The non-
linearity was treated by the choice of the data s, γ, p, q and the maximal Lq-regularity for the linearized
term was established by applying the method of frozen coefficients to v∆s, where v ∈ X
s
1
q
,q
is strictly
positive and ∆s is the Laplacian from Theorem 3.4. This short time result was one of the basic tools in
[19] where the following improvement was shown.
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Theorem 4.1. ([19, Theorem 1.1]) Denote by λ1 the greatest nonzero eigenvalue of ∆h(0) and choose
p, q ∈ (1,∞) large such that
2
q
< −
n− 1
2
+
√(n− 1
2
)2
− λ1 and
n+ 1
p
+
2
q
< 1.
Let
γ ∈
(n− 3
2
+
2
q
,min
{
− 1 +
√(n− 1
2
)2
− λ1,
n+ 1
2
})
and s0 > max
{
− 1 +
n+ 1
p
+
2
q
,−
2
q
}
.
Then, for any T > 0 and any
u0 ∈ (H
s0+2,γ+2
p (B)⊕ C,H
s0,γ
p (B)) 1
q
,q ←֓
⋃
ν>0
H
s0+2−
2
q
+ν,γ+2− 2
q
+ν
p (B)⊕ C
such that c1 ≤ u0 ≤ c2 on B, for some constants c1, c2 > 0, the porous medium equation (4.22)-(4.23)
has on [0, T ]× B a unique solution u ∈ MR(k, s, ε, δ, T ) for all k ∈ N\{0}, s > 0, ε > 0 and
δ ∈
(
0,
1
2
min
{
2−
n+ 1
p
−
2
q
, γ −
n− 3
2
−
2
q
})
,
where
MR(k, s, ε, δ, T ) = Ck((0, T ];Hs,γ−2(k−1)p (B))
∩C1((0, T ];Hs,γp (B)) ∩C((0, T ];H
s,γ+2
p (B) ⊕ C)
∩Cδ((0, T ];H
s,γ+2−2δ− 2
q
p (B) ⊕ C) ∩ C
1+δ((0, T ];H
s,γ−2δ− 2
q
p (B))
∩Cδ([0, T ];H
s0+2−
2
q
−2δ,γ+2− 2
q
−2δ
p (B)⊕ C) ∩ C
1+δ([0, T ];H
s0−
2
q
−2δ,γ− 2
q
−2δ
p (B))
∩W 1,q(0, T ;Hs0,γp (B)) ∩ L
q(0, T ;Hs0+2,γ+2p (B) ⊕ C) ∩ C([0, T ];H
s0+2−
2
q
−ε,γ+2− 2
q
−ε
p (B) ⊕ C).
The solution also satisfies c0 ≤ u ≤ c1 on [0, T ]× B.
The proof of the above theorem was based on the comparison principle [19, Theorem 4.2], on uniform
Ho¨lder estimates [19, Theorem 4.4] and on maximal Lq-regularity space estimates for the short time
solution [19, Theorem 4.6]. The long time existence was shown by obtaining uniform estimates on a
short time Banach fixed point argument due to Amann [1, Theorem 7.1]. The smoothness in space
was established by an application of an abstract smoothing result for the general quasilinear parabolic
equation [19, Theorem 3.1]. As an application, Theorem 4.1 provides information on the asymptotic
behavior of the solution close to the singularity and shows its dependence on the local geometry around
the conical tip through the greatest eigenvalue λ1 (see [19, Section 1]).
By changing variables in (4.22)-(4.23) we obtain the equivalent problem
w′(t)−mw
m−1
m (t)∆(w(t)) = 0, t > 0,(4.24)
w(0) = w0.(4.25)
Similarly to Theorem 4.1, we have the following.
Theorem 4.2. Let s0, γ, p, q and u0 be chosen as in Theorem 4.1. Then, for each T > 0 there exists a
unique w ∈MR(k, s, ε, δ, T ) for all k ∈ N\{0}, s > 0, ε > 0 and
δ ∈
(
0,
1
2
min
{
2−
n+ 1
p
−
2
q
, γ −
n− 3
2
−
2
q
})
,(4.26)
solving (4.24)-(4.25) with initial value w0 = u
m
0 . It also satisfies w = u
m on [0, T ] × B where u is the
solution to (4.22)-(4.23) with initial data u0 given by Theorem 4.1.
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Proof. By (2.3), [18, Lemma 5.2], [19, (4.25)] and [19, (4.28)], for each T > 0 there exists a unique
w ∈ C1((0, T ];Hs,γp (B)) ∩C((0, T ];H
s,γ+2
p (B) ⊕ C)
∩Cδ((0, T ];H
s,γ+2−2
q
−2δ−ε
p (B) ⊕ C) ∩C
δ([0, T ];H
s0+2−
2
q
−2δ−ε,γ+2− 2
q
−2δ−ε
p (B) ⊕ C)
∩W 1,q(0, T ;Hs0,γp (B)) ∩ L
q(0, T ;Hs0+2,γ+2p (B) ⊕ C) ∩ C([0, T ];H
s0+2−
2
q
−ε,γ+2− 2
q
−ε
p (B) ⊕ C),
for all s > 0, ε > 0 and δ as in (4.26), that solves (4.24)-(4.25) with initial value w0 = u
m
0 . Due to
Theorem 4.1, [19, Remark 2.12] and the comparison principle [19, Theorem 4.3] we have that w = um on
[0, T ]× B.
Since
u ∈ C1+δ((0, T ];H
s,γ− 2
q
−2δ−ε
p (B)) ∩ C
1+δ([0, T ];H
s0−
2
q
−2δ−ε,γ− 2
q
−2δ−ε
p (B))
with ε > 0 sufficiently small and s > 0 sufficiently large, by [19, Lemma 2.5] we see that w = um satisfies
this regularity as well.
Finally
∂2t u ∈ C((0, T ];H
s,γ−2
p (B))
and for s sufficiently large
um−1, um−2 ∈ C((0, T ];Hs,γ+2p (B) ⊕ C)
due to [19, Lemma 2.5]. Hence, if χ is a smooth function on B◦ such that χ ≥ 14 on B\([0,
1
2 )× ∂B) and
χ = x2 on [0, 12 )× ∂B, then
∂2tw = mu
m−1∂2t u+m(m− 1)u
m−2(χ∂tu)(χ
−1∂tu)
and [19, Lemma 2.5] implies that
w ∈ C2((0, T ];Hs,γ−2p (B)).
The assertion now follows by iteration. 
The above result combined with Theorem 2.5 implies the following local expansion for the solution of
the porous medium equation.
Theorem 4.3. Let s0, γ, p, q, u0 be chosen as in Theorem 4.1 and u be the unique solution of the porous
medium equation (4.22)-(4.23) according to this theorem. Then, for any t, s, ε > 0 there exist t0, t1 > 0,
t0 < t < t1, and
v ∈W 1,q(t1, t2;H
s,γ
p (B)) ∩ L
q(t1, t2;H
s+2,γ+2
p (B)⊕ C) ∩ C([t1, t2];C(B)) ∩C
∞((t0, t1);D(∆
2
s))
such that
‖um − v‖
W 1,q(t1,t2;H
s,γ
p (B))∩Lq(t1,t2;H
s+2,γ+2
p (B)⊕C)
+ ‖um − v‖C([t1,t2];C(B)) < ε,
where D(∆2s) is described by (3.18).
Proof. It is sufficient to consider the case of s > n+1
p
. For any T > t let w be the unique solution
of (4.24)-(4.25) on [0, T ] × B according to Theorem 4.2, and denote A(·) = −m(·)
m−1
m ∆s. Let J be a
closed interval in (0, T ] such that t ∈ J\∂J . By [19, Lemma 2.5] the space Xs1 is Banach algebra and
moreover closed under holomorphic functional calculus so that η = w
m−1
m ∈ C(J ;Xs1). Also, due to
[19, Lemma 2.5], elements in Xs1 act by multiplication as bounded maps on X
s
0 , so that for each ξ ∈ J ,
A(w(ξ)) : Xs1 → X
s
0 is well defined and furthermore A(w(·)) ∈ C(J ;L(X
s
1 , X
s
0)).
Let θ ∈ (pi2 , π). The comparison principle from Theorem 4.1 implies that
cm−11 ≤ η ≤ c
m−1
2 on J × B,(4.27)
for certain c1, c2 > 0. Hence, by [18, Theorem 6.1], for each ξ ∈ J there exists a c ≥ 0 such that
A(w(ξ)) + c : Xs1 → X
s
0 is R-sectorial of angle θ.
By Corollary 2.6 for any ε > 0 there exist t0, t1 ∈ J , t0 < t < t1, such that
v ∈W 1,q(t1, t2;X
s
0) ∩ L
q(t1, t2;X
s
1) ∩ C([t1, t2]; (X
s
1 , X
s
0) 1
q
,q) ∩
⋂
k∈N
C∞((t1, t2);D((η(t1)∆s)
k))
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and
‖um − v‖W 1,q(t1,t2;Xs0)∩Lq(t1,t2;Xs1 ) + ‖u
m − v‖C([t1,t2];(Xs1 ,Xs0 ) 1
q
,q
) < ε.
Moreover, from [15, Theorem 3.3] and [19, Lemma 2.5] we obtain in particular that
um − v ∈ C([t1, t2];C(B)) and ‖u
m − v‖C([t1,t2];C(B)) < Θε,
for some constant Θ > 0 depending only on s, γ, p and q.
Finally, ψ ∈ D((η(t1)∆s)
2) implies that ψ ∈ D(∆s) and η(t1)∆sψ ∈ D(∆s). By (4.27), the Banach
algebra property of Xs1 and its closedness under holomorphic functional calculus due to [19, Lemma 2.5],
we conclude that ψ ∈ D(∆2s). 
Remark 4.4. In particular, in the case of the heat equation, i.e. when m = 1, Theorem 4.3 can be
improved to [15, Theorem 4.3]. In any case the asymptotic expansion of v close to the singularity is given
by (3.18) with k = 2.
5. The Swift-Hohenberg equation on manifolds with conical singularities
Consider the following problem
u′(t) + (∆ + 1)2u(t) = V (u(t), t), t ∈ (0, T ),(5.28)
u(0) = u0,(5.29)
called Swift-Hohenberg equation, where T > 0 is finite, V (x, s) is a polynomial over x with s-dependent
coefficients that are Lipschitz continuous on R and u is a scalar field. The above equation has applications
in various physical domains and can model e.g. thermally convecting fluid flows [24], cellular flows [13] as
well as phenomena in optical physics [26]. It is also well known for its pattern formation under evolution,
see e.g. [7], [10], [11] or [27].
In [16] the problem (5.28)-(5.29) was considered on manifolds with conical singularities. Based only
on the theory of maximal Lq-regularity, the following existence and uniqueness result was established.
Theorem 5.1. ([16, Theorem 5.1] and [16, Theorem 5.4]) Let λ1 be the greatest non-zero eigenvalue of
the boundary Laplacian ∆h(0). Assume that p, q ∈ (1,∞) are sufficiently large such that
2
q
< −
n− 1
2
+
√(n− 1
2
)2
− λ1 and
2
q
+
n+ 1
p
< 2,
and choose s ≥ 0 and
γ ∈
(n− 3
2
+
2
q
,min
{
− 1 +
√(n− 1
2
)2
− λ1,
n+ 1
2
})
.
Then, for any u0 ∈ (D(∆
2
s),H
s,γ
p (B)) 1
q
,q there exists a T > 0 and a unique
u ∈W 1,q(0, T ;Hs,γp (B)) ∩ L
q(0, T ;D(∆2s))
solving the problem (5.28)-(5.29) on [0, T ] × B, where the bi-Laplacian domain is described by (3.18).
Furthermore, for each δ ∈ (0, T ) we have that
u ∈W 1,∞(δ, T ;Hs,γp (B)) ∩ L
∞(δ, T ;D(∆2s))
with u′(t) ∈ Hs,γp (B) and u(t) ∈ D(∆
2
s) for each t ∈ [δ, T ]. Moreover, consider the condition:{
There exists a positive function K(·) ∈ C(R) such that
for all T as above ‖V (u(·), ·)‖Lq(0,T ;Hs,γp (B)) ≤ K(T ).
(5.30)
Then, T can be taken arbitrary large if and only if (5.30) holds.
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The short time existence, uniqueness and regularity result in the above theorem was obtained by an
application of a theorem by Cle´ment and Li [5, Theorem 2.1]. The long time existence of solution under
the condition (5.30) was established by showing uniform estimates on all of the parameters determining
the Banach fixed point argument in the proof of [5, Theorem 2.1]. The crucial step was the uniform
maximal Lq-regularity space estimate [16, (5.66)]. In the case of manifolds with straight conical tips, by
combining the above theorem with [19, Theorem 3.1] we see that the solution becomes instantaneously
smooth in space.
Theorem 5.2. (Smoothing for the Swift-Hohenberg equation) Assume that the metric h in (3.16) is
independent of x when x is close to 0. Let s, γ, p, q, u0 be chosen as in Theorem 5.1 and u be the
unique solution of the Swift-Hohenberg equation (5.28)-(5.29) on [0, T ]× B for some T > 0 according to
this theorem. Then, for any δ ∈ (0, T ) we have that
u ∈
⋂
ν≥0
W 1,∞(δ, T ;Hν,γp (B)) ∩ L
∞(δ, T ;D(∆2ν))
with u′(t) ∈ Hν,γp (B) and u(t) ∈ D(∆
2
ν) for each t ∈ [δ, T ] and ν ≥ 0.
Proof. Let ν ≥ 0. In the proof of [16, Theorem 5.1], it was pointed out that as a consequence of [16,
Lemma 4.2] the operator
(∆ν + 1)
2 : D(∆2ν)→ H
ν,γ
p (B) has maximal L
q-regularity,(5.31)
in particular there exist some c > 0 and θ ∈ (pi2 , π) such that (∆ν + 1)
2 + c is R-sectorial of angle θ.
Moreover
C([0, T ]; (D(∆2ν),H
ν,γ
p (B)) 1
q
,q)
→֒ C([0, T ]; (D(∆ν),H
ν,γ
p (B)) 1
q
,q) →֒ C([0, T ];H
ν+2− 2
q
−ε,γ+2− 2
q
−ε
p (B)⊕ C)(5.32)
for all ε > 0, where we have used [15, Theorem 3.3]. Thus, if v ∈ C([0, T ]; (D(∆2ν),H
ν,γ
p (B)) 1
q
,q), by [19,
Lemma 2.5], for each k ∈ N we have that vk ∈ C([0, T ];H
ν+2− 2
q
−ε,γ+2− 2
q
−ε
p (B)⊕C) for all ε > 0. Hence,
V (v(·), ·) ∈
⋂
ε>0
C([0, T ];H
ν+2− 2
q
−ε,γ+2− 2
q
−ε
p (B)⊕ C) →֒ L
q(0, T ;Hν,γp (B)).(5.33)
Fix ρ > 12 max{
1
q−1 ,
1
2} and consider the Banach scales Y
i
0 = H
s+ i
ρq
,γ
p (B) and Y i1 = D(∆
2
s+ i
ρq
),
i ∈ N. By [15, Theorem 3.3] we have Y i1 →֒ (Y
i+1
1 , Y
i+1
0 ) 1q ,q, i ∈ N. Moreover, by (5.33), V (v(·), ·) ∈
Lq(0, T ;Y i+10 ) whenever v ∈ C([0, T ]; (Y
i
1 , Y
i
0 ) 1
q
,q), for all i ∈ N. Therefore, by [19, Theorem 3.1] with
Z = (Y 01 , Y
0
0 ) 1
q
,q we find that
u ∈
⋂
ξ≥0
W 1,q(τ, T ;Hξ,γp (B)) ∩ L
q(τ, T ;D(∆2ξ)) →֒
⋂
ξ≥0
C([τ, T ]; (D(∆2ξ),H
ξ,γ
p (B)) 1
q
,q)(5.34)
for any τ ∈ (0, T ), where for the last embedding we have used (2.3).
Let ξ ≥ 0 and consider the equation
w′(t) + (∆ + 1)2w(t) = V (u(τ + t), τ + t), t ∈ (0, T − τ ],(5.35)
w(0) = u(τ).(5.36)
The above problem has a solution
u(τ + ·) ∈W 1,q(0, T − τ ;Hξ,γp (B)) ∩ L
q(0, T − τ ;D(∆2ξ)).
Moreover, by (5.31), (5.33) and (5.34), there exists a unique
w ∈W 1,q(0, T − τ ;Hξ,γp (B)) ∩ L
q(0, T − τ ;D(∆2ξ))
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solving (5.35)-(5.36), which therefore has to coincide with u(τ + ·) on [0, T − τ ]× B. In addition, (5.33),
(5.34) and [16, (5.60)] imply that
V (u(τ + ·), τ + ·) ∈ C([0, T − τ ]; (Hξ,γp (B),D(∆
2
ξ)) 12−
1
2q−ε,q
)(5.37)
for all ε ∈ (0, 12 −
1
2q ). Hence, by [16, Theorem 2.9] for each τ0 ∈ (0, T − τ) we have that u ∈ L
∞(τ0 +
τ, T ;D(∆2ξ)) with u(t) ∈ D(∆
2
ξ) for every t ∈ [τ0 + τ, T ]. The result now follows by (5.34), (5.35) and
(5.37). 
By combining Corollary 2.6, Theorem 5.1, (5.31), (5.32) and [19, Lemma 2.5] we obtain the following.
Theorem 5.3. Let s, γ, p, q, u0 be chosen as in Theorem 5.1 and u be the unique solution of the
Swift-Hohenberg equation (5.28)-(5.29) on [0, T ]×B for some T > 0 according to this theorem. Then, for
any t ∈ (0, T ) and any ε > 0 there exist t0, t1 ∈ (0, T ), t0 < t < t1, and
v ∈W 1,q(t1, t2;H
s,γ
p (B)) ∩ L
q(t1, t2;D(∆
2
s)) ∩ C([t1, t2];C(B)) ∩
⋂
k∈N
C∞((t0, t1);D(∆
k
s ))
such that
‖u− v‖W 1,q(t1,t2;Hs,γp (B))∩Lq(t1,t2;D(∆2s)) + ‖u− v‖C([t1,t2];C(B)) < ε,
where D(∆ks ) is described by (3.18).
6. The case of closed manifolds
LetM be a smooth, closed and connected (n+1)-dimensional Riemannian manifold, endowed with a
Riemannian metric f and let Sn be the unit sphere {z ∈ Rn+1 | |z| = 1}. Fix a point o ∈ M and denote
by x = d(o, z) the geodesic distance between o and z ∈ M \ {o}, where d is the metric distance induced
by f . There exists an r > 0 such that (x, y) ∈ (0, r)× Sn are local coordinates around o and the metric
in these coordinates becomes
f = dx2 + x2fSn(x),
where x 7→ fSn(x) is a smooth family of Riemannian metrics on Sn (see e.g. [12, Lemma 5.5.7]). We may
consider the following local geometric assumption:{
fSn(x) is smooth up to x = 0 and
does not degenerate up to x = 0.
(6.38)
Under (6.38) we regard ((M\{o}) ∪ ({0} × Sn), f) = (B, f) = B as a conic manifold with one isolated
warped conical singularity at the pole o. From this point of view, the results of Section 4 and Section 5
are applied respectively to the porous medium equation and the Swift-Hohenberg equation on (M, f).
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