Purpose -The purpose of this paper is to outline an integrative modelling approach that includes agricultural and forestry process chains in an energy system model, on a regional scale. The main focus is on land use for biomass production, aimed at satisfying the demands for energy, food, and materials. Design/methodology/approach -The described model combines geographic modelling with a linear optimisation approach. The cost-based optimisation of the energy system includes agricultural and forestry process chains. The system's commodities and processes are identified and these are linked appropriately in the specifications of the reference system. Spatial models provided geographically specific input data for the optimisation; these spatial models were based on publicly available data, regional heat and electricity demands, and regional biomass potentials. The optimisation tool was applied in two case studies. Findings -The optimisation results allow an improved understanding of the interdependencies between regional agricultural and forestry structures and the regional energy system. Future developments of the energy system can be quantified. The application of the model in the case studies has revealed the limits on biomass availability, even in rural areas, and the fossil fuel price sensitivity of an optimal system setup. Originality/value -Geographic models linked to a forecast model approach and based on publicly available data allow a high spatial resolution by taking into account the region-specific conditions and mean that the modelling approach is transferrable to other regions. This paper provides an initial insight into the linkage between bottom-up optimisation and spatial modelling, representing an innovative approach that is yet to be well explored. 
Introduction and objective
International energy policy targets such as the EU's 20-20-20 Directive require application on both national scale and, in the long-term, on a regional level. The potential regional contribution to a sustainable energy system is highly dependent on regional characteristics that need to be taken into account when defining regional targets.
Future energy requirement projections indicate a strong need for biomass integration and an enhanced use of biomass is consequently to be expected (Berndes et al., 2003; Yamamoto et al., 2001; Alfonso et al., 2009) . Demand-driven studies estimate a worldwide increase in bioenergy demand of up to several hundred exajoules per year (Berndes et al., 2003) . Yamamoto et al. (2001) expect surplus arable land to become available for bioenergy crops in North America, Western Europe, Oceania, Latin America, Former USSR and Eastern Europe. Alfonso et al. (2009) state that agriculture should provide a greater biomass contribution to renewable energy and see the greatest potential resting with cogeneration applications. Increasing fossil fuel prices are likely to result in substantial improvements in the relative economic benefits of using bioenergy (Kalt et al., 2010) . A wide range of biomass resources is available and its regional use contributes additional benefits to the local economy. Biomass has the advantage of being one of the few renewable energy sources that is storable. There is, however, no generally accepted way to define a maximum desirable level of biomass exploitation: restrictions on the amount of land area available and competitive land use between food and fuel production (Guggenberger and Blaschka, 2009; Buchgraber, 2007) , as well as the costs involved in the biomass supply chain (Rentizelas et al., 2009) , are seen as the main limiting factors. The complexity of energy systems means that integrative concepts are required that are able to take into account regional structures of energy demand and supply, costs, land use competition, CO 2 emissions, and technological data.
The main objective of our approach is the development of a computer-based tool for optimising regional energy systems, in order to offer small rural regions a manageable decision support tool for the elaboration of energy concepts.
Within this main objective are the following sub-goals:
(1) definition and specification of a reference system; (2) preparation of spatial regional data; (3) development of an optimisation model; (4) integration of spatial data into the optimisation model; (5) scenario development; and (6) application of the optimisation tool in two case studies.
Regional input data for the optimisation model are available from public databases. Geographic information systems (GIS) have been used in our approach as they enable a high spatial resolution for the decision support tool, allowing precise recommendations for action to be derived. Furthermore, the use of public databases in combination with GIS methods means that the model can be easily transferred to other regions. Since the focus of the model is on biomass, agricultural and forestry processes and commodities are included in the reference energy system (RES), as well as the direct energy-relevant components.
Renewable energy resources -especially biomass -and energy demand structures are closely linked to spatial conditions. Spatial approaches have therefore increasingly IJESM 6,1 become the subject of research: spatial indicators for the evaluation of sustainable autarchic regions have been developed by comparing the potentials of biomass, photovoltaic, hydro, and wind power within regional demand structures (Mittlböck et al., 2006) . Some studies have focused on a specific energy source in the context of energy demand (Dorfinger, 2007; Schardinger et al., 2008; Masera et al., 2006) . A study by Prinz et al. (2009) was dedicated to the systematic spatial modelling of several renewable energy sources and their relationships to spatial planning. Other GIS-based studies have addressed the cost evaluation of delivered energy crop feedstocks (Graham et al., 2000 (Graham et al., , 1997 . Domınguez and Amador (2007) discussed the application of GIS in the field of renewable energy and stressed the advantages of GIS-based support tools for rural electrification plans and renewable energy integration.
Numerous studies have been carried out into energy system optimisation (Biberacher, 2007b; Eherer and Baumann, 2004; Ordecsys et al., 2004; Botzenhart, 2007; Rentizelas et al., 2009; Kalt et al., 2010; Nagel, 2000) . Biberacher (2007b) developed a snapshot model on a global scale, with high spatial and temporal resolution and a reduced technological database. Eherer and Baumann (2004) presented a global forecast model, which was implemented using the TIMES model generator and which was based on spatially aggregated data. The EFDA-TIMES model is a long-term global energy model disaggregated into 15 world regions (Ordecsys et al., 2004) . Kalt et al. (2010) introduced the Green-XBA simulation-model, which contains a myopic optimisation and operates on a national level without any spatial differentiation within the country. Energy system optimisation models on a regional scale also exist (Rentizelas et al., 2009; Nagel, 2000; Botzenhart, 2007) , but these approaches do not have a high spatial resolution or make use of publicly available regional data. Connolly et al. (2010) have presented a review of computer tools for analysing the integration of renewable energy into various energy systems. These tools are diverse regarding the regions they analyse, the objectives they fulfil, and the technologies they consider, although most of the 37 reviewed tools perform a cost optimisation. The approach that we have used is based on the work of Botzenhart (2007) , which focuses on TIMES as a cost optimisation model and investigates rural areas on a regional scale. The empirical base data of Botzenhart's model (Botzenhart, 2007) is, in our approach, replaced by freely available geographical data in order to enable an automated evaluation of a regional energy system, and the spatial dimension is developed in greater detail.
Our linking of the TIMES optimisation model with spatial approaches using GIS relates to previously described integration possibilities (Biberacher, 2007a, b; Mühlich et al., 2009 ). Biberacher (2007a focused on integration on a global scale, while Mühlich et al. (2009) developed spatial models for urban energy systems on a regional scale, including estimation of heat demand with a high level of spatial disaggregation and optimisation of the distribution network. Alfonso et al. (2009) combined spatial and temporal approaches with a focus on biomass management optimisation, especially from a logistical point of view. Our aim has been to develop spatial and temporal approaches for the integration of food production into energy system modelling.
Methodology
The presented approach aims for a holistic representation of a rural energy system. Figure 1 shows an overview of the workflow.
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Definition of a rural reference system
The specifications of the reference system identify the commodities and processes to be modelled and link them appropriately. The approach focuses on biomass as an energy resource for the production of heat and electricity, although other renewable energy sources such as ambient heat, photovoltaic, and solar heat are also included. Land use for the production of food and materials is integrated into the model in order to take into account the competition for agricultural land. The processes and commodities identified for the modelled rural agricultural and forestry systems are shown in Figure 2 . The agricultural area input into the reference system is divided into separate categories for grassland and cropland, with both of these land categories being further subdivided into several classes according to the yield potentials of the individual agricultural lots. The harvesting input is also divided into several processes with respect to specific crop rotations. Outputs from these processes are crops either for use either as animal fodder or for energy production. The harvesting processes for cropland also distinguish crop rotations with intensive management, which only applies to those areas with high yield potentials. The diverse crops from the harvesting processes of agricultural areas serve as input into dairy cattle husbandry, beef cattle husbandry, cattle breeding and pig husbandry. The outputs from these processes are therefore milk, beef, pork, young cattle and liquid manure. The manure can be transported to a fermenter and converted into biogas.
The forest harvesting process produces a number of different commodities, for which a fixed mean proportion of wood fuel, wood pulp, assorted special timber, and saw logs is assumed in our model. A more detailed differentiation of forest yield potentials is not modelled because of the lack of available data. The output commodities from the harvesting processes are converted through chipping and splitting processes into wood chips and split logs, or sold on the open market. Wood chips and split logs may serve as input to the regional energy system or may be sold on the open market.
The presented production chain results in three different types of output: commodities to meet the regional food demand, commodities sold on external markets, and commodities for the regional energy system. All processes of the agricultural and forestry systems have investment costs, operation and maintenance costs, efficiencies, conversion factors, and lifetimes that are specified in our model. The assumptions used for the model are derived from literature research and are listed in the Appendix.
The energy system and its identified processes and commodities are shown in Figure 3 . Input commodities can be divided into three groups: external energy sources, biomass sources from the regional agricultural and forestry systems, and regionally Regional energy system optimisation Administration and Control System established by the EU Member States in order to achieve a common agricultural policy: they are very accurate and up to date, but they are not publicly available due to privacy constraints and data politics. An aggregated version of these data will be available from Statistics Austria in the future, but was not available at the time of this project. Corine Land Cover data are derived from Landsat satellite images and available Europe-wide, but the spatial resolution is rather low for our regional approach and this data-set does not provide spatially differentiated information on biomass yield. The Digital Land Register proved to be the most suitable Reference energy system IJESM 6,1 data source for the spatial modelling of biomass potentials on a regional scale. This data-set is publicly accessible for a small fee and contains a yield index. The yield index gives information on specific yield conditions for each individual agricultural lot, based on an expert evaluation of the land that forms part of the agricultural tax system in Austria and Germany. Relief and climate are included in the evaluation of biomass yield, as well as the soil type and condition. The index ranges from 1 to 100. In order to model the energy yield of agricultural areas specific yields were assigned to geographically explicit areas. Robust values for agricultural yields were derived from published literature (Buchgraber et al., 2003; BMLFUW, 2008; Hrbek et al., 2007; Leonhartsberger, 2008; Botzenhart, 2007; Mittlböck et al., 2006; Paar and Nowak, 1991) . A selection of potential crop rotations was initially identified by obtaining the currently most applied crop rotations in the first test region of St Roman. Since the yield potentials for the agricultural lots in this region were at the lower end of the range, the regional crop rotation system was specified for these particular yield conditions. Relevant crop rotation systems were then applied for areas with higher yield potentials. The applied crop rotations and their yields are listed in Table AII , together with an estimate of the yield level based on the expert land evaluation from the Digital Land Register. Agricultural areas used for short-rotation crops were not considered in this approach.
The estimation of forest potentials was based on existing forestry areas. The Digital Land Register served as a source for this spatial basis data. Since there was no geographic information available for the test region that distinguished between deciduous and coniferous forest, the regionally dominant coniferous type of forest was assumed for all areas. A volume of 10.7 m 3 per ha of standing wood was assumed, which results in 8.92 m 3 per ha after reductions for the bark and harvesting losses (Federal Forest Office, 2009) (Figure 4 ).
For the spatially explicit estimation of energy demand on a regional scale, heat demand was divided between that for households, for agriculture, and for commerce and industry. Several databases were evaluated, including available statistical data, information from chimney sweeps, municipality construction register data, and the Digital Land Register. Addresses with the associated building age, obtained from the municipal construction register, proved the most suitable data for estimating the heat demand of households as they provided spatially explicit and up to date information. The assumption that typical methods of construction that were employed over particular periods can be related to a specific heat demand is supported by the results of an empirical survey by Siller (2003) , which showed that the construction period of buildings is associated with a specific heat demand. These energy indices represent the useful energy level and therefore include consumer behaviour. Our approach does not therefore exclusively define energy demand as the amount of energy required to provide particular products and/or services, but also takes into account variations in consumer behaviour and makes use of estimates of mean energy consumption. In order to estimate heat consumption by agriculture, in particular for warm water, a mean value of 14,000 kWh per year per agricultural holding was assumed (Van Caenegem, 2009 ).
The heat demand for residential buildings and agriculture, [0] per address point, is given by equation (1):
Regional energy system optimisation
The heat demand for commerce and industry was calculated using unpublished indices that have been developed in an ongoing project of the Salzburg AG in cooperation with the Max Planck Institute for Plasma Physics. These indicators were adapted via heating degree days to regional climatic conditions and differentiated a specific energy demand per employee according to the NACE classification, which is a statistical classification of economic activities in the European Community. The heat demand for commerce and industry, per address point, is given by equation (2):
The heat demand for residential buildings and agriculture was then added to that for commerce and industry, per address point, to derive the total heat demand per address point (equation (3)):
Notation.
QRA j heat demand for residential buildings and agriculture, per address point (float value).
GFAR i, j gross floor area of residential buildings (excluding agricultural residential buildings and reconstructed or extended buildings), per building period and address point (float value). f empirical factor for households, per address point (float value).
GFARE i, j gross floor area of buildings with extensions, per building period and address point (float value).
GFAA, j gross floor area of agricultural residential buildings, per address point (float value).
ERA j energy rating for agricultural residential buildings, per address point (float value).
QA j heat demand for agriculture per address point (float value).
I building period (positive integer value).
j address point (positive integer value).
QCD j heat demand for commerce and industry, per address point (float value).
E j, es number of employees per company, per economic sector and address point (integer value).
EC j, es heat demand, per economic sector and address point (float value).
HDDt heating degree days for test region (float value).
HDDref heating degree days for reference energy demand (float value).
es economic sector (positive integer value).
Q j heat demand, per address point (float value).
Areas that are potentially suitable for district heating are then identified and defined. A buffer is first calculated around the address points, with a diameter that relates to the heat demand for that particular address point. Overlapping buffer areas are then combined and the heat demand within these new areas is summed up. A heat demand density can thus be estimated and relevant areas for district heating can thus be identified and distinguished from single buildings or small groups of buildings. For electricity demand we used the mean annual consumption per Austrian household of 4,417 kWh (Statistics Austria, 2009) and a mean annual electricity demand for agriculture of 473 kWh per ha (Botzenhart, 2007) . Mean statistical values per employee and per NACE classification were assumed in order to estimate the electricity demand for services and industry.
Linear optimisation
The optimisation was conducted using the TIMES model generator. TIMES is an acronym for "The Integrated MARKAL-EFOM System", which generates optimisations of local, national or multi-regional energy systems. This tool serves as a technology-rich basis for estimating energy dynamics over a long-term, multi-period time horizon. The objective function of TIMES aims to supply energy services Regional energy system optimisation at a minimum loss of surplus (Loulou et al., 2005a) . Linear programming was chosen as an initial approach in order to keep the optimisation problem simple and to ensure that the global optimum was identified. The GAMS programming language was used to translate the TIMES database into a linear programming matrix and submit it to the optimiser. A CPLEX optimiser was used to solve the TIMES linear programming formulations (Loulou et al., 2005b) . The defined RES was applied in the cost-based TIMES optimisation model. The TIMES model generator was used as it is freely available and provides a ready-made model framework. The input data was fed into the TIMES model using the regional data derived from the GIS models and the assumptions on harvesting and on energy conversion processes, including investment and maintenance costs and assumptions on commodity prices. Spatial approaches were thus linked with the TIMES optimisation system. The time resolution of our model differentiated four seasonally typical days at four hourly intervals. The time frame covered ranged from 2010 to 2040, with results presented in five-year steps.
The most important equations are listed below: some parameters have been omitted in order to present the equations in a streamlined form. Full details are listed in Loulou et al. (2005b) ; a more condensed version can be found in Loulou et al. (2005a) .
The objective function (equation (4)) is minimised by the TIMES model (Loulou et al., 2005a) :
The annual costs consist of investment costs, taxes and subsidies on investments, decommissioning costs, fixed costs, taxes and subsidies on fixed costs, variable costs, elasticity costs, late revenues from recycling of materials from dismantled processes, and the salvage value of investments (equation (5) 
The TIMES model minimises the total discounted costs while satisfying a large number of constraints. The main constraints are listed below. The use of capacity is given by equation (6):
ACTðr; v; t; p; sÞ # or ¼ AFðr; v; t; p; sÞ · CAPUNITðR; pÞ · FRðr; sÞ · CAPðr; v; t; pÞ ð6Þ
The activity definition is given by equation (7) 
Notation for optimisation.
OBJ (z) total system cost, discounted to the beginning of year z (float value).
ANNCOST (r, y) total annual cost in region r and year y (float value).
d r, y general discount rate (float value).
YEARS years for which there are costs, including all years within the time frame, plus past years (before the initial period) if costs have been defined for past investments, plus a number of years after end of the time frame where some investment and dismantling costs are still incurred, and also the salvage value (positive integer value).
R set of regions in the area of study (positive integer value).
INVCOST (r, y) investment costs in region r for year y (float value).
INVTAXSUB (r, y) taxes and subsidies on investments in region r for year y (float value).
INVDECOM (r, y) decommissioning costs in region r for year y (float value).
FIXCOST (r, y) fixed cost in region r for year y (float value).
FIXTAXSUB (r, y) taxes and subsidies on fixed costs in region r for year y (float value).
VARCOST (r, y) variable costs in region r for year y (float value).
ELASTCOST (r, y) elasticity costs in region r for year y (float value).
LATEREV (r, y) late revenues in region r for year y (float value).
SALVAGE (r, z) salvage costs in region r and reference year for discounting (float value).
Regional energy system optimisation ACT (r, v, t, p, s)
activity level of technology p, in region r for period t (optionally vintage v and time-slice s) (float value).
AF (r, v, t, p, s) availability factor for technology p in region r for period t (optionally vintage v and time-slice s) (float value).
CAPUNIT (r, p) conversion factor between units of capacity and activity in region r, for technology p (float value).
FR (r, s) duration of time slice s in region r (float value).
CAP (r, v, t, p) fraction (less than or equal to 1) of the investment variable (float value).
FLOW (r, v, t, p, c, s) conversion factor from the activity of the process p to the flow of a particular commodity c in region r for period t (optionally vintage v and time-slice s) (float value).
ACTFLO (r, v, p, c) conversion factor from the activity of process p to the flow of commodity c in region r (optionally with vintage v) (float value).
TOP (r, p, c, "out" ) output flow of commodity c from process p in region r (float value).
SOUT (r, v, t, p, c, s) quantity of commodity c discharged by storage process p, in time-slice s, period t (optionally with vintage v), and region r (float value).
STG_EFF (r, v, p) efficiency of storage process p in region r (optionally with vintage v) (float value).
RPC_IRE (r, p, c, "imp" ) import flow into region r of commodity c via process p (float value).
TRADE (r, t, p, c, s, "imp" ) quantity of commodity c purchased by region r through import process p in period t (optionally in time-slice s) (float value).
COM_IE (r, t, c, s) infrastructure efficiency of commodity c, period t in region r for time-slice s (float value).
TOP (r, p, c, "in") input flow of commodity c into process p in region r (float value).
SIN (r, v, t, p, c, s) quantity of commodity c stored by storage process p, in time-slice s, period t (optionally with vintage v) and region r (float value).
RPC_IRE (r, p, c, "exp" ) export flow from region r of commodity c via process p (float value).
TRADE (r, t, p, c, s, "exp" ) quantity of commodity c sold by region r through export process p in period t (optionally in time-slice s) (float value). In total the model consists of 85,738 equations and 81,608 variables.
Results of case studies 3.1 Structure of test regions
The model developed was applied to the municipalities St Roman, in Austria, and Ungerhausen, in Bavaria, Germany. Both test regions are small rural municipalities (Table I) .
Ungerhausen has a population density per km 2 of agricultural and forest area more than three times as high as St Roman, and the total agricultural and forest area is also more than three times as great. A comparison of all municipalities in Bavaria and Austria shows the higher population density of Bavaria, which can be seen on the cartographical visualisation in Figure 5 . Figure 6 shows the yield index, which can range from 1 (very poor yield potential) to 100 (very high yield potential 
Optimisation results
Two different scenarios for each of the test regions were considered for the model run. Scenario 1 assumed no import of biomass, but other imported energy resources were unrestricted, Scenario 2 considered only energy resources from within the test region. A third scenario (Scenario 3) served for the sensitivity analysis (Table II) . In our model approach the heat demand was assumed to remain constant at the present level for the whole of the modelled time frame. Increasing use of insulation is assumed to counteract the increase in heat consumption due to higher living standards. Electricity demand projections take into account higher living standards in the future and demand is assumed to rise over the model horizon. The projection is based on Redl et al. (2009) .
Various aspects of the modelling results have been analysed. Figure 7 shows the total system costs for all scenarios. The results for Scenario 2 represent an energy system that is aiming for self-sufficiency. St Roman is theoretically able to meet its own energy demands, although at much higher costs since, for example, saw logs would need to be used for fuel. The total system costs would rise from e27 million to e34 million. In contrast, a restriction to regional energy resources in Ungerhausen would lead to an infeasible optimisation problem. Scenario 1 would result in total system costs of e49 million for the Ungerhausen test region.
The heat mix, electricity mix, and the CO 2 emissions for the current situation, Scenarios 1 and 2 in the St Roman test region are shown in Figure 8 , while Figure 9 shows the results for Table II . Scenarios Figure 7 . Total system costs for all scenarios Regional energy system optimisation the Ungerhausen test region. The current heat supply for the St Roman test region is predominantly based on biomass, which can be explained by the relatively large areas of forest. St Roman has a mean population density per km 2 of forest area of 144, compared to 2,364 for Ungerhausen where the regional heat supply is based on fossil fuels (oil and gas). The figures also show the different demand structures. The St Roman test region has a higher total energy demand and a higher proportion of single buildings and small villages for which district heating is not feasible, while the Ungerhausen test region has a more dense settlement structure and therefore a higher proportion of demand can be met by district heating options. The heat mix in all scenarios is heading towards increasing use of biomass.
Both test regions show high import dependencies for their supplies of electricity. The Ungerhausen test region, however, produces a high proportion of photovoltaic electricity in addition to the electricity that it imports. Scenario 2 shows that St Roman could theoretically meet its own electricity demand.
Since the high proportion of biomass fuel and the sharply decreasing emissions are exceptional in both Scenarios 1 and 2, a sensitivity analysis was used to investigate these results. Fossil fuel and external electricity prices were analysed with respect to their effects on the CO 2 emissions and the proportion of renewables. The assumptions for Scenarios 1 and 2 regarding fuel oil prices rising to e1.37 per lt in 2040 follow the predictions of the US Energy Information Administration (2009). The sensitivity analysis was carried out for the St Roman test region and the results are shown in Figure 10 . Scenario 3 shows that an annual price increase of 2 and 2.5 per cent for fossil fuels and external electricity supplies, respectively, would lead to a significant change in the system: the proportion of renewables would increase to 85 per cent and, at the same time, CO 2 emissions would decrease markedly. This appears to suggest that the modelled renewable sources, which are mostly based on biomass, would be economically competitive if fossil fuel prices were to rise as shown. Limitations on the use of biomass can be related to regional availability of suitable land areas for their cultivation. The sensitivity analysis also considered a decrease in fossil fuel and electricity prices of 4 per cent per year. The corresponding results show a decline of the proportion of renewables and a rise in CO 2 emissions. Scenarios 1 and 2 for the test regions assume large increases in fossil fuel prices and the radically changes to the energy system that they predict to the year 2040 correspond with the results from the sensitivity analysis for high fossil fuel and electricity prices. Technology costs and demand developments are also assumed to have high impacts on the system. These impacts and other factors affecting the regional energy system are subject to ongoing research.
In an additional step the scenario results for land use of St Roman test region were spatially disaggregated, for which the investigated area was divided into a 250 m grid. The agricultural lot areas per grid cell for each yield potential class were then totalled and cumulative land use proportions per yield potential class applied to the available areas per grid cell, for each municipality. This results in grid cells containing a majority of lots with high yield potentials having a high proportion of the total used area (Figures 11 and 12) .
Areas with a high proportion of lots with low yield potentials produced cells with a higher proportion of unused areas (Figure 11 ). For forestry the total proportion of energy and material use was applied to the area of forest per grid cell. Figure 12 shows the results for Scenario 2, with a high proportion of agricultural and forest area used for energy production. In contrast, Scenario 1 (Figure 11 ) has a lower proportion used for energy production. One reason for the existence of areas with no use can be that the model does not include subsidies, either for agriculture or for feed-in tariffs. Scenario 1 is based on a pure cost optimisation without any further constraints, and the assumed market prices for agricultural products may therefore result in fallow land, especially in lots with low yield potentials.
The model was validated by comparing the results from Ungerhausen with those obtained by applying the model from Botzenhart (2007) to the Ungerhausen region. Figure 13 shows the results for energy carriers of heat production and the CO 2 emissions of the reference model. Several differences can be observed between the two models. The total heat demand of the reference model is lower as the whole municipality was not considered and only oil-based central heating technologies were included. The fuel oil price projection involved an increase of 2 per cent per year and a price of e0.91 per lt in the year 2040, which is lower than the price used in our approach. In addition, the agricultural land available for biogas production was restricted to land that was not in use. These are some of the main differences between the assumptions used for the two models. The assumptions of our model were adapted to the reference approach for the purpose of the validation. The model run with the adapted assumptions yielded results that approximated those obtained using the model from Botzenhart (2007) . Further validations of the model and of model components such as the biomass yield potentials, are the subject of ongoing projects and are expected to enhance the optimisation approach presented in this paper.
Discussion
The methodology presented in this paper has positive implications for research as it broadens the envelope of energy system modelling by including agricultural and land use components. The presented optimisation model demonstrates that the methods Regional energy system optimisation of energy system modelling can be applied to agricultural systems. Agricultural processes such as harvesting and husbandry can be defined in the same way as energy conversion processes, taking into account investment costs, variable costs, efficiencies, CO 2 emissions, input commodities, output commodities, lifetime of asset invested, etc. This allows an integration of the agricultural system into the energy system and both systems can hence be analysed within a single integrated model. This initial approach was formulated as a linear optimisation problem, enabling the use of straightforward modelling. Binary variables will need to be considered if the model is to be further advanced. Spatial models can provide regional data as input into the optimisation model in order to take into account regional conditions and to make the optimisation model easily transferable. The quality of available regional data clearly affects the achievable accuracy of the model results. Privacy constraints and data politics can restrict access to data, especially to information concerning buildings in areas characterised by low settlement density. The estimation of energy demand based on building ages therefore serves only as a first approximation. Further enhancements to demand estimation based on more detailed building data are a work in progress. Further development potential for the model is seen to lie in evaluation of the process chains and evaluation of the biomass growth model. These topics will be subject of follow-up projects.
The results of the case studies show that use of biomass for energy supply is largely a question of biomass availability. Assuming no imports and no use of high quality forest products, potential biomass resources are not sufficient to meet the regional heat demand, even in rural areas with considerable areas of forest. The modelled energy system developments are greatly influenced by fossil fuel price assumptions, as shown in the sensitivity analysis. Strong influences from technology costs and demand development are also expected and these interrelationships will need to be analysed in the future. District heating is evaluated by the model as being the most economic option. The scenarios do not consider heat demand reduction over the modelled time scale, which could, for example, be achieved by improving the insulation of buildings. Lower heat demand however has impacts on the choice of energy conversion technologies. District heating in particular is affected by lower energy consumption of individual buildings. As a sustainable energy system requires both a reduction of consumption and an increase in the use of renewable energy, work on extensions of the model to take into account improvements in construction is ongoing. The developed model provides an overview of interrelationships between the energy and agricultural systems; it is both flexible and extendable, and adding further aspects such as electricity grid costs may produce variations in the results.
The use of spatial data-sets as input in a bottom-up forecast model approach has been evaluated and model outcomes have been geographically interpreted. The methodology presented creates added value as it is easily transferable to other regions and demonstrates that publicly available data is accessible as reliable input data. This is an innovative approach and the current paper provides an initial insight into the linking of optimisation with geographic domains.
The model developed has positive implications for society as it can assist decision-makers with long-term energy planning and land use policy. Energy planners are able to obtain an insight into energy infrastructure requirements, and land use policy 
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Regional energy system optimisation can better take into account energy resource options. The model also allows energy matrices to be identified that can both meet demand and satisfy CO 2 emissions targets. The case studies demonstrate that regions can achieve a particular level of self-sufficiency via renewable resources, under appropriate economic conditions. This can help to stimulate indigenous economic activity and strengthen the regional purchasing power by reducing import bills. Stimulated economic activities by linking the agriculture/forestry and energy sectors may also include positive effects in terms of local employment opportunities.
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