Abstract. We give simple examples of finitely presented Kazhdan groups with infinite outer automorphism groups, as arithmetic lattices in Lie groups. This answers a question of Paulin, independently answered by Ollivier and Wise by completely different methods.
Introduction
Recall that a locally compact group is said to have Property (T) if every unitary representation with almost invariant vectors 1 has nonzero invariant vectors. It was asked by Paulin in [HV, p.134] (1989) whether there exists a group with Kazhdan's Property (T) and with infinite outer automorphism group. This question remained unanswered until 2004; in particular, it is Question 18 in [Wo] .
This question was motivated by the two following special cases. The first is the case of lattices in semisimple groups over local fields, which have long been considered as prototypical examples of groups with Property (T). If Γ is such a lattice, Mostow's rigidity Theorem and the fact that semisimple groups have finite outer automorphism group imply that Out(Γ) is finite. Secondly, a new source of groups with Property (T) appeared when Zuk proved that certain models of random groups have Property (T). But they are also hyperbolic, and Paulin proved [Pau] that a hyperbolic group with Property (T) has finite outer automorphism group. However, it turns out that various arithmetic lattices in appropriate non-semisimple groups provide examples. For instance, consider the additive group M mn (Z) of m × n matrices over Z, endowed with the action of GL n (Z) by left multiplication.
finitely presented linear group, has Property (T), is non-coHopfian
2 , and its outer automorphism group contains a copy of PGL m (Z), hence is infinite if m ≥ 2.
We later learned that Ollivier and Wise [OW] had independently found examples of a very different nature. They embed any countable group G in Out(Γ), where Γ has Property (T), is a subgroup of a torsion-free hyperbolic group, satisfying a certain "graphical" small cancellation condition. In contrast to our examples, theirs are not, a priori finitely presented; on the other hand, our examples are certainly not subgroups of hyperbolic groups since they all contain a copy of Z 2 . They also construct in [OW] a non-coHopfian group with Property (T) which embeds in a hyperbolic group. Proposition 1.1 actually answers a question in their paper: namely, whether a finitely presented example exists.
Remark 1.2. Another example of non-coHopfian group with Property (T) is PGL n (F p [X]) (n ≥ 3). This group is finitely presentable if n ≥ 4 [RS] . In contrast with the previous examples, the Frobenius morphism Fr induces an isomorphism onto a subgroup of infinite index, and the intersection k≥0 Im(Fr k ) is reduced to {1}. 1 A representation π : G → U (H ) almost has invariant vectors if for every ε > 0 and every finite subset F ⊆ G, there exists a unit vector ξ ∈ H such that π(g)ξ − ξ < ε for every g ∈ F .
2 A group is coHopfian (resp. Hopfian) if it is isomorphic to no proper subgroup (resp. quotient) of itself.
Ollivier and Wise also constructed in [OW] the first examples of non-Hopfian groups with Property (T). They asked whether a finitely presented example exists. Linear finitely generated groups are residually finite, hence Hopfian. However, we use them to answer positively their question. The group Γ has a simple description as a matrix group from which Property (T) and the nonHopfian property for Γ/Z are easily checked (Proposition 2.9). The last section will be devoted to prove finite presentability of Γ.
2. Proofs of all results except finite presentability of Γ We need some facts about Property (T). The first is obvious:
Lemma 2.1. Property (T) is inherited by quotients.
Lemma 2.2 (see [BHV] or [HV] ). Let G be a locally compact group, and Γ a lattice in G. Then
G has Property (T) if and only if Γ has Property (T).
The next lemma is an easy consequence of S. P. Wang's classification [Wang, Theorem 2.10 ].
Lemma 2.3. Let K be a local field of characteristic 0, G an algebraic group defined over K, and g its Lie algebra. Suppose that g is perfect, and, for every simple quotient s of g, either s has K-rank ≥ 2, or K = R, and s is isomorphic to either sp(n, 1) (n ≥ 2) or f 4
(−20) . Then G(K) has Property (T).
Proof of Proposition 1.1. The group SL n (Z) ⋉ M mn (Z) is linear in dimension n + m. As a semidirect product of two finitely presented groups, it is finitely presented. For every k ≥ 2, it is isomorphic to its proper subgroup SL n (Z) ⋉ kM mn (Z) of finite index k mn . The group GL m (Z) acts on M mn (Z) by right multiplication. Since this action commute with the left multiplication of SL n (Z), GL m (Z) acts on the semidirect product SL n (Z) ⋉ M mn (Z) by automorphisms, and, by an immediate verification, this gives an embedding of PGL m (Z) into Out(GL n (Z) ⋉ M mn (Z)) (it can be shown that the image has index 2 = |Out(
On the other hand, it has Property (T) (for all m): indeed, SL n (Z) ⋉ M mn (Z) is a lattice in SL n (R) ⋉ M mn (R), which has Property (T) by Lemma 2.3; now use Lemma 2.2.
We now turn to the proof of Theorem 1.3. The following lemma is immediate, and already used in [Hall] and [Abe1] .
Definition 2.5. Fix n 1 , n 2 , n 3 , n 4 ∈ N * with n 2 , n 3 ≥ 2. We now set Γ = G(Z[1/p]), where p is any prime, and G is the group defined as matrices by blocs of size n 1 , n 2 , n 3 , n 4 .
where ( * ) denote any matrices and ( * * ) denote matrices in SL n2 and SL n3 respectively. Finally, let Z be the centre of G(Z).
Remark 2.6. This example is indebted to an analogous example of Abels [Abe1] , where he consider the same group, but with blocs 1 × 1, and GL 1 instead of SL 1 in the diagonal. Taking the points over Z[1/p], and taking the quotient by a cyclic subgroup if the centre, this provided the first example of finitely presentable non-Hopfian solvable group.
Remark 2.7. If we do not care about finite presentability, we can take n 3 = 0 (i.e. we only take 3 blocs).
We begin by easy observations.
Lemma 2.8. If K is any local field, then G(K) has Property (T).
Proof : This follows from Lemma 2.3 if K has characteristic zero; in fact [Wang] also covers the case when K has positive characteristic.
Map GL n1 to the upper left diagonal bloc. These act by conjugation on G as follows:
This gives an action of GL n1 on G, and also on its centre, and this latter action is faithful. In particular, for every commutative ring R, GL n1 (R) embeds in Out(G(R)).
From now on, we suppose that R = Z[1/p], and u = pI n1 . The automorphism of G(Z[1/p]) induced by U maps Z to its proper subgroup Z p . In view of Lemma 2.4, this implies that Γ =
Proposition 2.9. The group Γ is finitely generated, has Property (T), and is non-Hopfian.
Proof : We have just proved that Γ is nonHopfian. Property (T) follows from Lemmas 2.8, 2.1, and 2.2. Finite generation follows from Property (T) [HV, Lemme 10] , even if it can be checked directly.
Remark 2.10. This group has a surjective endomorphism with nontrivial finite kernel. We have no analogous example with infinite kernel. Such examples might be constructed if we could prove that some groups over rings of dimension ≥ 2 such as SL n (Z[X]) or SL n (F p [X, Y ]) have Property (T), but this is a open problem. The non-Hopfian Kazhdan group of Ollivier and Wise [OW] is torsion-free, so the kernel is infinite in their case.
Remark 2.11. It is easy to check that GL n1 (Z) × GL n4 (Z) embeds in Out(Γ) and Out(Γ/Z). In particular, if max(n 1 , n 2 ) ≥ 2, then these outer automorphism groups are infinite.
We finish this section by observing that Z is a finitely generated subgroup of the centre of Γ, so that the finite presentability of Γ/Z immediately follows from that of Γ.
3. Finite presentability of Γ By a result of Kneser [Kne] , the finite presentation of Γ = G(Z[1/p]) reduces to proving that G(Q p ) is compactly presented (see [Abe2] for a definition; we do not need it here). Some characterizations of linear algebraic Q p -groups G such that G(Q p ) is compactly presented are given in [Abe2] .
Let U be the unipotent radical in G, S a Levi factor. Let u be the Lie algebra of U , and D be a maximal Q p -split torus.
is compactly presented if and only if it satisfies (i) and (ii): (i) 0 does not lie on the segment joining two dominant weights for the adjoint representation of
(ii) 0 is not a weight for the adjoint representation of D on H 2 (u).
We now return to our particular example of G, observe that it is clearly Q p -split, and keep the previous notations D, U , u, so that D denotes the diagonal matrices in G(Q p ), and U denotes the matrices in G(Q p ) all of whose diagonal blocs are the identity.
We introduce some notation: the set of indices of the matrix is partitioned as I = I 1 ⊔I 2 ⊔I 3 ⊔I 4 , and we introduce on I the partial strict order defined by I 1 < I 2 < I 3 < I 4 . We also suppose that |I 2 |, |I 3 | ≥ 3. The group U is defined as the upper triangular subgroup of V I with respect to this partition, and u denotes its Lie algebra, so that
Throughout, we use the following notation: a letter such as i k (or j k , etc.) implicitly means i k ∈ I k .
We must compute H 2 (u). Recall that it is defined as Ker(
Define, in an obvious way, subgroups U ij , i < j, of U . Since u 14 is central, u 14 ∧ u is contained in Ker(d 2 ).
Fact 3.2. u 14 ∧ u is also contained in Im(d 3 ).
Proof : This follows from the following calculation: if z ∈ u 14 , then
Finally we must prove that u 14 ∧ u 23 ⊂ Im(d 3 ). This follows from the formula e i1j4 ∧ e k2l3 = d 3 (e i1m2 ∧ e k2l3 ∧ e m2j4 ), where m 2 = k 2 (so that we use that |I 2 | ≥ 2).
Fact 3.3. u 13 ∧ u 13 and, similarly, u 24 ∧ u 24 , are contained in Im(d 3 ). Proof : d 3 (e i1k2 ∧e k2l3 ∧e k2j4 ) = e k2j4 ∧e i1l3 +e i1j4 ∧e k2l3 . Since we already know that e i1j4 ∧e k2l3 ∈ Im(d 3 ), this implies e k2j4 ∧ e i1l3 ∈ Im(d 3 ).
Let us now describe precisely Ker(d 2 ). It contains u ij ∧u kl when [u ij , u kl ] = 0: the only remaining cases are u 12 ∧ u 23 u 23 ∧ u 34 , u 12 ∧ u 24 , u 13 ∧ u 34 .
On the one hand, Ker(d 2 ) also contains e i1j2 ∧ e k2l3 if j 2 = l 2 , etc. On the other hand, d 2 (e i1j2 ∧ e j2k3 ) = e i1k3 , d 2 (e i2j3 ∧ e j3k4 ) = e i2k4 , d 2 (e i1j2 ∧ e j2k4 ) = e i4k4 , d 2 (e i1j3 ∧ e j3k4 ) = e i4k4 . We can conclude by:
• (4) e i1j2 ∧ e k2l4 (j 2 = k 2 ), e i1j3 ∧ e k3l4 (j 3 = k 3 ).
• (5) j2 α j2 (e i1j2 ∧ e j2k3 ) if j2 α j2 = 0, and j3 α j3 (e i2j3 ∧ e j3k4 ) if j3 α j3 = 0.
• (6) j2 α j2 (e i1j2 ∧ e j2k4 ) + j3 β j3 (e i1j3 ∧ e j3k4 ) if j2 α j2 + j3 β j3 = 0.
Fact 3.6. The elements in (6) are in Im(d 3 ).
Proof : d 3 (e i1j2 ∧ e j2k3 ∧ e k3l4 ) = −e i1k3 ∧ e k3l4 + e i1j2 ∧ e j2l1 . Such elements generate all elements as in (6).
Lemma 3.7. The image Im(d 3 ) is the subspace generated by the elements in (1) and (6) of Lemma 3.5.
Proof : We have already shown that they are all contained in the image. Conversely, it is easily checked on the basis of u ∧ u ∧ u that Im(d 3 ) is contained in the subspace generated by the elements in (1) and (6), so we omit the proof.
We must now study the action of D on H 2 (u). The action of S on u is given by: Lemma 3.9. 0 is not a weight for the action of D on H 2 (u).
Proof : We must look at the action of D on the elements in (2) through (5). We fix (A, B) diagonal in S, A = j2 a j2 e j2j2 , B = k3 b k3 e k3k3 .
• (2) (A, B) · e i1j2 ∧ e k1l2 = e i1j2 A −1 ∧ e k1l2 A −1 = a −1 j2 a −1 l2 e i1j2 ∧ e k1l2 . Note that we use here |I 2 | ≥ 3 to conclude that 0 is not a weight for the action on u 12 ∧ u 12 .
The other verifications for elements in (2) are similar.
• (4) (j 2 = k 2 ): (A, B) · e i1j2 ∧ e k2l4 = e i1j2 A −1 ∧ Ae k2l4 = a −1 j2 a k2 e i1j2 ∧ e k2l4 . This not the zero weight. The other verification for (4), and the verifications for (3) are similar.
• ( Proof : Recall that H 1 (u) = u ab . So it suffices to look at the action on u 12 ⊕ u 23 ⊕ u 34 (A, B) · e i1j2 = a −1 j2 e i1j2 , (A, B) · e j2k3 = a j2 b −1 k3 e j2k3 , (A, B) · e k3l4 = b k3 e k3l4 . Since S = SL n2 × SL n3 , the weights live in M/P , where M is the free Z-module of rank n 2 + n 3 , with basis (u j2 ) and (v k3 ), and P is the plane generated by j2 u j2 and k3 v k3 .
It is clear that no nontrivial positive combination of two weights (viewed as elements of Z n2+n3 ) lies in P .
Finally Lemmas 3.10 and 3.9 imply that the conditions of Theorem 3.1 are satisfied.
