Abstract. In this paper, we prove the blowup alternative for Gross-Pitaevskii hierarchies on R n and give the associated lower bounds on the blowup rate. In particular, we prove that any solution of density operators to the focusing Gross-Pitaevskii hierarchy blow up in finite time for n ≥ 3 if the energy per some k particles in the initial condition is negative. All of these results hold without the assumption of factorized conditions for initial values as well as the admissible ones. Our analysis is based on use of a quasi-Banach space of sequences of marginal density matrices.
Introduction
The time-dependent Gross-Pitaevskii (GP, in short) equation describes the dynamics of initially trapped Bose-Einstein condensates (see [8, 11] for detailed information). Precisely, in units where = 1 and the mass of the bosons m = 1/2, the condensate wave function at time t, ϕt = ϕt(r), r ∈ R 3 , satisfies the GP equation
with the normalization |ϕt(r)| 2 d 3 r = 1, where σ = 8πN a is the coupling constant with N being the number of particles and a the scattering length of the interaction potential. This fact was rigorously proved by Erdös, Schlein, and Yau [9, 10, 12, 13] , starting from a many-body bosonic Schrödinger equation with a short-scale repulsive interaction in the dilute limit.
As for the motivation of the present paper, we give a brief description of the main ingredients found in [9, 10, 12, 13] . To this end, we assume that the ground state of initially trapped Bose gases exhibits a complete condensation (see [16, 17] for detailed information). After instantaneously removing the trap, the evolution of N bosons is given by the Hamiltonian The interaction potential is scaled as VN (r) = N 2 V (N r), where V is a positive, spherically symmetric, compactly supported, smooth potential. Let ψN,t be the solution to the Schrödinger equation (1.3) i∂tψN,t = HN ψN,t with ψN,0 = ψ.
For k = 1, . . . , N, let γ N,t denote the k-particle marginal density of ψN,t with a consistent normalization Trγ where Tr k+1 denotes the partial trace over r k+1 . Furthermore, they show that {γ ∞,t = |ϕt ϕt|
is a solution to (1.5) if and only if ϕt is a solution to the GP equation (1.1) . While the existence of factorized solutions can be easily obtained, the proof of uniqueness of solutions of the GP hierarchy is the most difficult part of this analysis and was originally obtained in [10] by use of highly sophisticated Feynman graph expansion methods inspired by quantum field theory. Their uniqueness result (Theorem 9.1 in [10] or Theorem 4 in [11] ) reads as: Given a family of density operators Γ = (γ (k) ) k≥1 such that (1.9) |||γ (k) ||| k := Tr |(1 − △r 1 )
for some C > 0, then for any T > 0, there exists at most one solution of density operators Γ(t) = (γ (k) (t)) k≥1 to (1.5) with Γ(0) = Γ and such that |||γ (k) (t)||| k ≤ C k holds uniformly in t ∈ [0, T ).
An alternative method for proving uniqueness has been subsequently proposed by Klainerman and Machedon in [15] based on use of space-time bounds on the density matrices and introduction of an elegant "board game" argument. Roughly speaking, they proved the uniqueness of solutions to (1.5) in the product spaceḢ 1 = ∞ k=1Ḣ 1 k of homogeneous Sobolev spacesḢ 1 k =Ḣ 1 (R 3k × R 3k ) for all k ≥ 1, under the assumption of a particular a priori space-time bound on the density matrices:
with C independent of k (see Section 2 for notions used here). Based on energy conservation, K. Kirkpatrick, B. Schlein, and G. Staffilani in [14] proved recently that the inequality (1.10) is indeed satisfied in the case of R 2 . Let H 1 be the space of all sequences Γ = (γ (k) ) k≥1 of trace class operators such that Γ H 1 < ∞, where Γ H 1 := inf λ > 0 :
Note that Γ = (γ (k) ) k≥1 satisfies (1.9) if and only if Γ ∈ H 1 . Then the uniqueness theorem of Erdös, Schlein, and Yau stated above can be reformulated as follows: The initial problem for the GP hierarchy (1.5) admits at most one solution of density operators in H 1 . This note also applies to the uniqueness theorem of Klainerman and Machedon [15] along with the condition (1.10).
Motivated by this observation, the first named author in [6] introduced a class of quasi-Banach spaces for studying the Cauchy problem of the GP hierarchy (1.5). Briefly speaking, a certain Sobolev type space H s of sequences of trace class operators is defined as a quasi-Banach space consisting of all Γ = (γ
, equipped with the quasi-norm
It was then proved in [6] that the Cauchy problem for the GP hierarchy (1.5) is locally well posed in H s for s > max{ }. The precise statement of this that we will use later is presented in Section 2.
In this paper, we continue this line of investigation. First of all, we present some notations and preliminaries in Section 2. Then, in Section 3 we will prove the blowup alternative for GP hierarchies on R n and give the associated lower bounds on the blowup rate. The conservation of energy and Virial identities of solutions to the GP hierarchy are presented in Section 4. In Section 5, we prove that any solution of density operators to the focusing GP hierarchy blow up in finite time for n ≥ 3 if the energy per some k particles in the initial condition is negative. Finally, in Section 6, we will extend all the results for the cubic GP hierarchy to the so-called quintic one.
All these results hold without the assumption of factorized conditions for initial values. Yet we do not require the so-called admissible condition proposed in [5] (see Remark 4.2 below), and hence make some improvements of the associated results found there.
Preliminaries
As follows, we usually denote by x = (x 1 , . . . , x n ) a general variable in R n and by
We consider the Cauchy problem (initial value problem) for the Gross-Pitaevskii infinite linear hierarchy of equations on R n , of the form
where ∆x j refers to the usual Laplace operator with respect to the variables xj ∈ R n and the operators B
A sequence of functions Γ(t) = (γ (k) t ) k≥1 is said to be a Gross-Pitaevskii (GP, in short) hierarchy, if they satisfy (2.1) and are symmetric, in the sense that
for any σ ∈ Π k (Π k denotes the set of permutations on k elements).
Let ϕ ∈ H 1 (R n ), then one can easily verify that a particular GP hierarchy, i.e., a solution to (2.1) with factorized initial datum
is given by
where ϕt satisfies the cubic non-linear Schrödinger equation
which is defocusing if µ = 1, and focusing if µ = −1. We refer to [1] and references therein for the nonlinear Schrödinger equation. In the following, unless otherwise specified, we always use
with the convention
commutates with ∆x j for any j.
equipped with the quasi-norm 
equipped with the quasi-norm
, where |I| denotes the Lebesgue measure of I;
Recall that, in integral formulation, (2.1) can be written as
As noted in [3] , such a solution can be obtained by solving the following infinite linear hierarchy of integral equations
for any k ≥ 1. If we writê
, then (2.6) and (2.7) can be written as
respectively.
Let us make the notion of solution more precise.
s on a non-empty time interval 0 ∈ I ⊂ R is said to be a local (strong) solution to the Gross-Pitaevskii hierarchy (2.1) if it lies in the class C(K, H s ) for all compact sets K ⊂ I and obeys the Duhamel formula
We refer to the interval I as the lifespan of Γ(t) with the initial value Γ(0) = (γ (k) 0 ) k≥1 . We say that Γ(t) is a maximal-lifespan solution on I = (−Tmin, Tmax) with Tmax = Tmax(Γ0) ∈ (0, ∞] and Tmin = Tmin(Γ0) ∈ (0, ∞] if the solution cannot be extended to any strictly larger interval. (−Tmin, Tmax) is said to be the maximal lifespan of Γ(t) with the initial value Γ(0) = (γ
An immediate computation yields that
2) with the initial value ϕt|t=0 = ϕ if and only if The local well-posedness for the GP hierarchy (2.1) in H s was proved in [6] for s > max{1/2, (n − 1)/2}. We state it as Theorems 2.1 and 2.2. . The Cauchy problem (2.1) is locally well posed. More precisely, there exists a constant An,s > 0 depending only on n and s such that
to the Gross-Pitaevskii hierarchy (2.1) with the initial data Γ0 such that
Remark 2.4. Theorem 2.1 shows that one has unconditional local wellposedness in H s for the Cauchy problem of the GP hierarchy (2.1) for any s > n/2. This agrees with the case of the GP equation (2.2) (see e.g. [19] , Proposition 3.8). Using the classical argument (see e.g. the proof of Theorem 1.17 in [19] ), one can easily shows that given any Γ0 ∈ H s , there exists a unique maximal interval of existence I and a unique solution Γt ∈ C(I, H s ). Moreover, if I has a finite endpoint T, i.e., T = Tmax < ∞ or T = Tmin < ∞, then the H s -norm of Γt will go to infinity as t → T. (Indeed, we will give the corresponding blowup rate in Theorem 3.1 below.) Thus, the maximal lifespan of Γt is necessarily open. . Then, the Cauchy problem for the Gross-Pitaevskii hierarchy (2.1) is locally well posed in H s . More precisely, there exist an absolute constant A > 2 and a constant C = Bn,s > 0 depending only on n and s such that (1) For every Γ0 = (γ
is a solution to (2.1) with the initial data Γ(0) = Γ0, then (2.14) holds as well for
In particular, the above results hold for H 1 in the case n = 3.
Remark 2.5. As shown in Theorem 2.2, for the case n/2 ≥ s > (n − 1)/2 we require a priori assumptionBΓ(t) ∈ L 1 t∈I H s in both the stability and uniqueness parts, although we prove that for the existence part, such a priori assumption is not required. At the time of this writing, the question remains open whether the conditionBΓ(t) ∈ L 1 t∈I H s is necessary for the uniqueness of solutions.
Remark 2.6. Note that a similar but different solution space was previously introduced by Chen and Pavlović [3] for studying the initial problem of (2.1). Precisely, given 0 < ξ < 1, set
Then, equipped with the norm · H s ξ , H s ξ is a Banach space. The local well-posedness obtained in [3] states that for any initial data Γ0 ∈ H s ξ 1
) for some 0 < ξ2 < ξ1 and T > 0, under an additional assumption onBΓ(t) (see also [7] for some improvements in the case s > n 2 ). That is, there are two different parameters ξ1, ξ2 in their result. On the other hand, the norm ϕt H s is not compatible with Γ(t) H s ξ for factorized hierarchies Γ of the form (2.11). As shown in Theorems 2.1 and 2.2, these two undesirable issues will be eliminated if the space H s is involved instead of H s ξ . This shows that the space H s with the quantity (2.4) seems more suitable for studying the Cauchy problem of the GP hierarchy (2.1).
Blowup alternative and blowup rate in finite time
In this section, we prove two results concerning the blowup alternative (e.g., see Definition 3.1.5 in [1] ) and the associated lower bounds on the blow-up rate of solutions to the GP hierarchy (2.1). . If Γ(t) is a solution to the GrossPitaevskii hierarchy (2.1) with initial condition Γ(0) ∈ H s such that Tmax < ∞, then lim tրTmax Γ(t) H s = ∞, and there exists a constant An,s > 0 depending only on n and s such that the following lower bound on the blowup rate holds
The similar results hold for Tmin.
Proof. Suppose Tmax < ∞. We only need to prove (3.1). For any 0 < t < Tmax, let
We note that if Γ(t) = {γ (k) (t)} k≥1 solves the GP hierarchy (2.1), then RtΓ(τ ) = (Rtγ (k) (τ )) k≥1 is also a solution of the GP hierarchy (2.1). To prove (3.1), we fix t ∈ (0, Tmax). Clearly,
Then, Theorem 2.1 implies that there exists τ
3) with (3.5) we get
Hence, the upper maximal-lifespan time Tmax is bounded from below by
and thus
Consequently, we have
as required. If Tmin < ∞, we can proceed the same argument and omit the details.
Remark 3.1. Note that in the factorized case,
Then the lower bound (3.1) on the blow-up rate coincides with the known one for solutions to the GP equation (2.2) in the cases n = 1, 2 ( see e.g. [1] ).
As shown in Theorem 2.2, we require an additional assumption thatBΓ(t) ∈ L
for the uniqueness part in the case s ≤ n/2. Then the lifespan I of a solution Γ(t) should be such that
Accordingly, we define the corresponding upper maximal-lifespan time Tmax by
Similarly, we can define Tmin as well. . If Γ(t) is a solution of the GrossPitaevskii hierarchy (2.1) with initial condition Γ(0) ∈ H s such that Tmax < ∞, then lim tրTmax Γ(t) H s = ∞, and there exists a constant Bn,s > 0 depending only on n and s such that the following lower bound on the blowup rate holds
In particular, the above inequality holds for the H 1 -norm in the case n = 3. The similar results hold for Tmin.
Proof. It suffices to prove (3.6) . To this end, we let Tmax < ∞ and fix T ∈ (0, Tmax) such that
It follows from (3.4) that
Also, by the definitions of the operatorsB and RT we have
Then, it follows from (3.7), (3.9) and (3.11) that
On the other hand, it follows from (3.8) and (3.10) that
Thus, from (3.12) and (3.13) we get
Hence, the upper maximal lifespan time Tmax is bounded from below by Tmax > T + τ * and thus
, with B ′ n,s = Bn,s, as required. The proof for the case of the lower maximal-lifespan time Tmin is similar and omitted.
Remark 3.2. In the factorized case, the lower bound (3.6) on the blow-up rate coincides with the one for solutions to the GP equation (2.2) in the case n = 3 ( see e.g. [1, 2] ).
Conservation of energy and Virial identities
In this section, we will mostly work in Fourier (momentum) space. Following [10] 
, then in the momentum space it is given by the Fourier transform
with the slight abuse of notation of omitting the hat on left hand side. Here,
Thus, on kernels in the momentum space B (k) acts according to
Following [5] , we introduce
Note that
which was previously proved in [5] . Then
Further, we note that each of the terms in the sum equals to the one obtained for j = 1, by the symmetry of
we have that
Then, by the symmetry of γ (k) (x k ; x ′ k ) with respect to the components of x k and x ′ k one has
for all 1 ≤ i, j ≤ k. We note that the calculation for the interaction term was presented in [5] . Thus,
In this case, E1(Γ) is the usual expression of the conserved energy for solutions of (2.2).
In what follows, we prove energy conservation of k particles for solutions Γ(t) to the GP hierarchy (2.1) for any k.
Theorem 4.1. Assume that Γ(t) is a solution of the Gross-Pitaevskii hierarchy (2.1) with initial condition Γ(0) ∈ H s . Then E k (Γ(t)) is a conserved quantity, i.e.,
Remark 4.2. This result was previously proved in [5] under the assumption that Γ(t) is admissible in the sense that
In that case, it can be shown that E k (Γ(t)) = kE1(Γ(t)) and thus reduces to show that E1(Γ(t)) is a conserved quantity. On the other hand, we note that for a sequence of "pure states"
, the admissibility condition implies that (γ (k) ) k≥1 must be factorized, by Schmidt's decomposition theorem (see e.g. [18] ). This indicates that the admissibility requirement seems a little restrictive.
Proof. First of all, by (4.5) we have
Then, by (2.1) we have i∂tE k (Γ(t)) = k[(I) + (II) + (III) + (IV )]
where
In order to prove ∂tE k (Γ(t)) = 0, we shall prove that (I) = (IV ) = 0 and (II)+(III) = 0. For term (I), we note that
for any j, we proves (I) = 0. For (IV ), we have
This proves (IV ) = 0.
For (II), we have
We get
where we have used the identity (4.3). Now we turn to the term (III). By symmetry of γ
Thus, (II) + (III) = 0. In summary, we have ∂tE(Γ(t)) = 0. Therefore, E(Γ(t)) = E(Γ(0)) is a conserved quantity. Now we turn to Virial type identities for the GP hierarchy (2.1). This is necessary for the application of Glassey's argument for blowup in finite time of solutions to the focusing (µ = −1) GP hierarchy (2.1).
Given a solution Γ(t) to (2.1), we define for any k ≥ 1,
By the symmetry of γ (k) , we have
Then, the following Virial type identity for the GP hierarchy (2.1) holds.
Theorem 4.2. Assume that Γ(t) = (γ (k)
t ) k≥1 solves the Gross-Pitaevskii hierarchy (2.1). Then for any k ≥ 1,
Remark 4.3. The identity (4.7) was previously proved in [5] under the assumption that Γ(t) is admissible (see Remark 4.2 for detailed information).
Proof. We write
and define ρ(x k ) := γ (k) (x k ; x k ) = dp k dp
Then, ∂tρ(x k ) = dp k dp
=i dp k dp
− µi dp k dp
We first have i dp k dp
= −i dp k dp
= −∇x k · dp k dp
(4.9)
On the other hand, for j = 1, 2, . . . , k,
Thus,
Similarly, one has
Therefore, dp k dp
= dp k dp
k+1 dp k dp
− dq k+1 dq ′ k+1 dp k dp
where the last equality is obtained by applying the change of variables pj → q ′ k+1 −q k+1 +pj and p 
we conclude that (4.10) dp k dp
Therefore, by combining (4.8),(4.9) and (4.10) we have (4.11) ∂tρ + ∇x k · P = 0, where P := dp k dp
Now, we define
The time derivative is given by
where IM = i dx k dp k dp
and IIM = −µi dx k dp k dp
For the term IM we have IM = −i dx k dp k dp
= −i dx k dp k dp
= − dp k dp
k are all considered as nk × 1 matrices, and A T denotes the transpose of a matrix A.
Next, we determine the term IIM . To this end, for each j = 1, 2, . . . , k we have dp k dp
In the last term, we apply the change of variables pj → pj − q k+1 + q ′ k+1 and p
so that the difference pj − p ′ j remains unchanged. Then the above integral equals dp k dp
− dp k dp
The contribution of this term to the integral dx k x k , ∂tP is given by −µi dx k dp k dp
Now, we apply Fourier transform again. This integral equals −µi dx k dp k dp
) dp k dp
(4.13)
where we used the symmetry of γ (k+1) , and renamed the variables in the last term. Also,
from integrating by parts. Therefore, combing (4.13),(4.14) and (4.15) yields
Finally, we combine (4.11) and (4.12) to conclude that
This completes the proof of Theorem 4.2.
Blowup of solutions to the focusing GP hierarchy
In this section, using conservation of energy and Virial type identities obtained in the previous section, we prove a result on blowup of solutions to focusing GP hierarchies in finite time.
Recall that H 1 is the space of all sequences Γ = (γ (k) ) of trace class operators satisfying Γ H 1 < ∞, where
and
t ) k≥1 solves the focusing (i.e. µ = −1) Gross-Pitaevskii hierarchy (2.1) with initial condition Γ(0) = (γ
t ) k≥1 is a sequence of density operators such that V k (Γ(0)) < ∞ and E k (Γ(0)) < 0 for some k ≥ 1, then the solution Γ(t) blows up in finite time with respect to H 1 . Proof. By (4.7), we have
where we have used Theorem 4.1. Since (γ (k) t ) k≥1 is a sequence of nonnegative operators and n ≥ 3, we have
) is nonnegative, we conclude from the assumption E k (Γ(0)) < 0 that there exists a finite time T * such that V k (Γ(t)) ց 0 as t ր T * . On the other hand, we have
where we have first used the Cauchy-Schwarz inequality, and then the Hardy inequality (noticing that n > 2). Thus,
where we have used (4.3) in the first equality. Now, by (2.3) and (2.4), one has
as t ր T * , which establishes blowup in finite time.
The quintic Gross-Pitaevskii hierarchy
In this section, we consider the so-called quintic Gross-Pitaevskii hierarchy and present the corresponding results similar to the ones obtained for the cubic case in previous sections.
6.1. Preliminaries. Recall that the quintic Gross-Pitaevskii (or, GP in short) hierarchy Γ(t) = (γ (k) (t)) k≥1 is given by
in n dimensions, for k ∈ N, where the operator Q (k) is defined by
It is defocusing if µ = 1, and focusing if µ = −1. We note that the quintic GP hierarchy accounts for 3-body interactions between the Bose particles (see [4] and references therein for details).
In terms of kernel functions, the Cauchy problem for the quintic GP hierarchy (6.1) can be written as follows
with the action of Q
, and
Let ϕ ∈ H 1 (R n ), then one can easily verify that a particular solution to (6.2) with initial conditions
where ϕt satisfies the quintic non-linear Schrödinger equation
The GP hierarchy (6.2) can be written in the integral form
. Evidently, such a solution can be obtained by solving the following infinity linear hierarchy of integral equations 8) with the convention t0 = t.
6.2.
Local well-posedness. In this subsection, we present the local well-posedness results for the quintic GP hierarchy (6.2). Let us make the notion of solution more precise.
s on a non-empty time interval 0 ∈ I ⊂ R is said to be a local (strong) solution to the Gross-Pitaevskii hierarchy (6.2) if it lies in the class C(K, H s ) for all compact sets K ⊂ I and obeys the Duhamel formula t ) k≥1 ∈ C(I, H s ) to the Gross-Pitaevskii hierarchy (6.2) with the initial data Γ0 satisfying in H s , respectively, then
The proof can be obtained by use of the fully expanded iterated Duhamel series and a Cauchy convergence criterion, based on the following inequality
with Cn,s > 0 being a constant depending only on n and s, which was proved in [4] (Theorem 4.3 there). For the case s ≤ n/2 we have
for k, j ≥ 1 and T > 0, where
Proof. The inequalities (6.16) and (6.17) can be proved by using the so-called "board game" argument presented in [15] . For the details see the proof of Theorem 6.2 in [4] (e.g., Proposition A.2 in [3] which is formally equivalent to the system (6.6) and (6.7). The proof is divided into three parts as follows.
Proof.
(1). Let n ≥ 2 and s > (n − 1)/2. Let Γ0 = {γ . If Γ(t) is a solution of the Gross-Pitaevskii hierarchy (6.1) with initial condition Γ(0) ∈ H s such that Tmax < ∞ (resp. Tmin < ∞), then lim tրTmax Γ(t) H s = ∞ (resp. lim tց−T min Γ(t) H s = ∞), and the following lower bound on the blowup rate holds Γ(t) H s ≥ Kn,s |Tmax − t| where Kn,s > 0 is a constant depending only on n and s. . If Γ(t) is a solution of the GrossPitaevskii hierarchy (6.1) with initial condition Γ(0) ∈ H s such that Tmax < ∞ (resp. Tmin < ∞), then lim tրTmax Γ(t) H s = ∞ (resp. lim tց−T min Γ(t) H s = ∞), and the following lower bound on the blowup rate holds
Mn,s |Tmax − t| , ∀0 < t < Tmin ,
where Mn,s > 0 is a constant depending only on n and s.
We omit the details of the proofs.
6.4. Blowup in finite time. In this subsection, we present energy conservation and Virial type identities of solutions to (6.2). As an application, we can obtain a result on blowup in finite time of solutions to the focusing GP hierarchy (6.2). The arguments are the same as those involved in Sections 4 and 5. The required modifications are not difficult and left to the interested reader. However, for the sake of convenience, we write the corresponding definitions and results. First of all, as in [5] we introduce the energy functional of solutions to (6.2) as follows. for any k ≥ 1. Then Theorem 6.5. Assume that Γ(t) is a solution of the Gross-Pitaevskii hierarchy (6.2) with initial condition Γ(0) ∈ H s . Then E k (Γ(t)) is a conserved quantity, i.e., (6.26) E k (Γ(t)) = E k (Γ(0)), ∀t ∈ (−Tmin, Tmax).
To state the Virial type identity for solutions to (6.2), we set
Then we have Theorem 6.6. Assume that Γ(t) = (γ (k) t ) k≥1 solves the Gross-Pitaevskii hierarchy (6.2). Then for any k ≥ 1, ∂ 2 t V k (Γ(t)) = 8k dp k |p1| 2 γ (k) (p k ; p k ) + 8 3 nkµ dx k γ (k+1) (x k , x1; x k , x1). (6.27) By Glassey's argument, we can conclude from Theorems 6.5 and 6.6 the following result.
Theorem 6.7. Let n ≥ 3. Assume that Γ(t) = (γ (k) t ) k≥1 solves the focusing (i.e. µ = −1) Gross-Pitaevskii hierarchy (6.2) with initial condition Γ(0) = (γ
t ) k≥1 is a sequence of density operators such that V k (Γ(0)) < ∞ and E k (Γ(0)) < 0 for some k ≥ 1, then the solution Γ(t) blows up in finite time with respect to H 1 .
