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Souhrn
Tato práce se zabývá simulacemi chiroptických spekter pomocí kombinace molekulárně
dynamických a kvantově chemických výpočtů. Molekulová dynamika je použita ke zkou-
mání konformačního chování studovaných systémů (převážně proteinů), kvantová chemie
pro výpočet jejich spektrálních vlastností. Výpočetně náročné kvantově chemické metody
jsou však omezeny pouze na relativně malé systémy. My jsme překonali tento problém
zejména pomocí fragmentace systémů na sadu menších, výpočetně zvládnutelných částí.
Tyto fragmenty jsou pak použity pro výpočet spektrálních vlastností, které jsou následně
přeneseny zpět na původní molekulu.
Studována jsou spektra vibrační optické aktivity (VOA) proteinových systémů (fibrily
poly-L-glutamové (PLGA) kyseliny, prefibrilární formy insulinu a globulární proteiny v na-
tivním stavu). Simulovaná spektra většinou uspokojivě souhlasila s experimentem a byla
použita k jeho interpretaci. V případě spekter Vibračně Cirkulárního Dichroismu (VCD)
poly-L-glutamové kyseliny simulovaná jen spektra kvalitativně reprodukovala experiment.
Ve výpočtech jsme byli např. schopni reprodukovat silný pás v oblasti amidu I a slabší
negativní pás patřící karboxylové skupině postraního řetězce.
Podobná výpočetní procedura byla pak použita na soubor vybraných globulárních pro-
teinů. Jejich spektra Ramanovy optické aktivity (ROA) poskytla uspokojivou přesnost a
simulovaná spektra mohla být použita k interpretaci experimentálních výsledků. Byli jsme
schopni reprodukovat experimentální rozdíly mezi převážně α-helikálním lidským sérovým
albuminem a concanavalinem A obsahujícím převážně struktury β-skládaného listu, a nebo
mezi velmi podobným lidským a slepičím lysozymem. V případě insulinových fibril jsme
zjistili, že ROA technika je velmi citilivá ke konformačním změnám proteinů a ze spekter
jsme byli schopni extrahovat informace o molekulové struktuře.
Dále byly provedeny dvě studie v oblasti spektroskopie elektronového cirkulárního dichro-
ismu (ECD) a cirkulárně polarizované luminiscence (CPL). První byla zaměřena na to, jak
kovové ionty ovlivňují ECD spektrum jejich komplexu s Monensinem. Druhá se zabývala
CPL europiového komplexu indukovanou interakcí s aminokyselinou.
Součástí práce jsou také metodické projekty zahrnující implementaci helikálních period-
ických podmínek v molekulární dynamice a přenos frekvenčně závislé polarizovatelnosti pro
výpočet UV-vis a ECD spekter velkých systémů.
Klíčová slova: molekulární dynamika, simulace spekter, kvantová chemie, chiralita,
optická aktivita
Summary
This Thesis deals with simulations of chiroptical spectra using a combination of molecular
dynamics and quantum chemistry. Molecular dynamics was used to explore conformational
behaviour of studied systems (proteins), quantum chemistry for calculation of spectral prop-
erties. The Quantum chemical methods are limited to relatively small systems. We overcome
this problem mostly by a fragmentation of studied systems, when smaller, computationally
feasible, fragments are created and used for the quantum chemical calculations. Calculated
properties were then transferred to the big molecule.
Vibrational Optical Activity (VOA) spectra of poly-L-glutamic acid fibrils (PLGA), in-
sulin prefibrillar form and native globular proteins were studied. The simulated spectra
provided satisfactory agreement with the experiment and were used for its interpretation.
Experimental Vibrational Circular Dichroism (VCD) spectra of poly-L-glutamic acid fibrils
were only qualitatively reproduced by the simulation. We could reproduce the major amide
I band and a smaller negative band associated with the side chain carboxyl group.
Our simulation procedure was then extended to a set of globular proteins and their
Raman Optical Activity (ROA) spectra. Here we achieved an exceptional precision. For
example, we were able to reproduce the main experimental differences between α-helical
human serum albumin and concanavalin A containing mainly β-sheets, or between very
similar human and hen egg-white lysozymes. In case of insulin fibrils, we found how the
ROA technigue is sensitive to protein coformational changes. By using our simulation, we
were able to extract the information of molecular structure and flexibility from the spectra.
Chiral systems were also studied by Electronic Circular Dichroism (ECD) and Circularly
Polarized Luminiscence (CPL) spectroscopies. Using ECD we studied how the metal ion
influence ECD spectra of respective metal-monensin complexes. The second project dealt
with CPL of racemic europium complex induced by interaction with aminoacids.
The Thesis also contains methodical projects dealing with implementation of helical
periodic boundary conditions in molecular dynamics and transfer of frequency-dependent
polarizabilities for calculation of UV-vis and ECD spectra of larger systems.
Keywords: Molecular Dynamic, Spectra Simulations, Quantum Chemistry, Chirality,
Optical Activity
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1 Introduction
Molecular spectroscopy includes a wide range of techniques that can be helpful for struc-
tural studies in chemistry and biology. For example, vibrational spectroscopy is advantageous
for protein studies even though it cannot provide detailed information about 3D structure. It
can be used to study dynamic structural changes. The time scale of vibrational transitions
is shorter than for conformational changes and the vibrational spectrum thus provide an
average of all present conformations. As an example of applications, we can study enzyme-
substrate interactions or protein folding.
As proteins are chiral molecules, they can be studied using technigues of Vibrational
Optical Activity (VOA) including Vibrational Circular Dichroism (VCD) and Raman Optical
Activity (ROA) spectroscopies. Their advantage is that they exhibits extreme sensitivity to
protein structural variations [1, 2]. It is possible to clearly distinguish proteins with the
same primary but different secondary structure, because the secondary structure elements
such as α-helices or β-sheets have very characteristic spectral patterns.
VCD provides mainly information about protein backbone, and its experimental fre-
quency range is relatively narrow (usually 900-2000 cm−1). On the other hand, ROA is
also sensitive to sidechain groups and the experimental range is wider than in case of VCD
(usually 100-2400 cm−1).
In general, VOA spectra are very complicated. For their interpretation, we use the
simulations to assign signals to appropriate vibrations and to make a link between geometry
and spectral pattern. The complexity calls for development of reliable simulation techniques.
In this work, a multistep approach combining molecular dynamics and quantum chemistry
procedures is applied. The molecular dynamic is used for conformational studies, while the
quantum chemical part provides VOA properties.
Due to computational demands of the quantum chemical methods, direct VOA calcula-
tions are limited to relatively small systems. As proteins are large molecules, it was necessary
to apply procedures making VOA calculation feasible. This was achieved by system frag-
mentation and transfer of molecular property tensors. We used an automatic fragment
generation combined with Cartesian Coordinate Transfer (CCT) methods [3, 4].
This multi-level computational strategy was used in VOA simulations of poly-L-glutamic
acid, where the specific chiral ordering of sidechain carboxyl groups in the studied fibrillar
structure was well explained. The procedure was then extended to a series of globular
proteins and insulin fibrils.
Other chiral systems were studied by Electronic Circular dichroism (ECD) and Circularly
Polarized Luminiscence (CPL) spectroscopies. We focused on two projects. The first one
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studied how the metal ion influences ECD spectra of metal-monensin complexes. The second




Chiroptical spectroscopy explores interaction of polarized light with a chiral sample.
Historically, the first observation of this phenomenon was rotation of the plane of linearly
polarized light, referred to as optical rotation (OR). Later, the absorption difference of left-
and righthanded circularly polarized light, circular dichroism (CD), was observed as well.
2.1.1 Chirality
Chirality of a molecule means that it cannot be superimposed on its mirror image.
These mirror "isomers" are called enantiomers. They have many chemical properties the
same, which often makes them indistinguishable. One of possible techniques to resolve them
is interaction with the linearly polarized light, when an opposite rotation of the plane of
polarization is observed. Observation of this phenomenon started the chirality research.
The first experiment was carried out by Arago in 1811, who observed that plane of
linearly polarized light was rotated when passed through a quartz crystal [5]. Later, in 1824,
it was discovered by Fresnel that this was due to circular birefringence, i.e. difference in the
refraction indices for left- and righthanded circularly polarized lights. Also, he suggested
that molecules of the optically active medium exist in right- and left helical forms [6]. In
the revolutionary year 1848 Pasteur conducted another remarkable experiment. He found
a relation between the geometry of the crystals and optical activity of their solutions. He
achieved this via separation of racemic mixture of tartaric acid crystals by hand [7]. However,
he did not suggest any relation to molecular geometry. Next breakthrough came with the
concept of the asymmetric carbon [8, 9]. This structural motif has two mirror-image forms.
In 1904, the term of chirality started to be widely used. Lord Kelvin defined it as a property
of any geometrical figure or group of points, mirror-image of which cannot be superimposed
on itself [10].
A simplest molecular element, which leads to chirality, thus is the chiral center (fig.
2.1). Usually, it is an atom with sp3 orbital symmetry forming four different bonds in a
tetrahedron. The configuration of the chiral center is specified by the letters R for rectus
(right) and S for sinister (left) orientation according Cahn-Ingold-Prelog system [11, 12].
Another possibility is helicity of the molecule. These structures are specified via positive
P-helicity or negative M -helicity. Examples of such compounds are helicens shown in fig.
2.2. Other chiral structures lack chiral stereogenic center but have axial (fig. 2.3) or planar
(fig. 2.4) chirality. Axial chirality is most commonly observed in a biaryl compounds where
the rotation about the aryl-aryl bond is restricted, e.g. for biphenyl or binaphthyls. The
5
Figure 2.1: Example of asymmetric carbon center
compounds having planar chirality possess two non-coplanar rings. Example for ferocene
molecule is shown in figure 2.4.
Figure 2.2: Helical chirality
Figure 2.3: Axial chirality
Figure 2.4: Planar chirality
2.1.2 Chiral Light
Electromagnetic radiation is oscillating wave of an electric and magnetic fields. In plane
waves, the fields are orthogonal and change synchronously in time. Thus it is sufficient to
consider the electric field (eq. 2.1).
E(r, t) = E0e exp[i(k · r − ωt)] (2.1)
where E(r, t) denotes the electric field vector, E0 its magnitude, e the polarization
vector, r the position vector, t time and ω angular frequency.
The polarization vector e describes the polarization state of the radiation. If we assume
that the radiation is travelling in the z direction, we can simplify eq. 2.1 to 2.2:









The tip of vector E follows a right or left handed helix in space, depending on the
polarization. In the case the radiation moves towards an observer, he sees a circle. Thus
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the polarization vector e rotates clockwise or anticlockwise (fig. 2.5). The vector E can be
expressed as sum of two vectors EX and EY for X and Y direction. These orientations can
be written in the form of equations 2.3, where eL means polarization vector for left circularly








(eX − ieY ) (2.4)
Figure 2.5: Left- and righthanded circularly polarized light
2.1.3 Electronic Circular Dichroism
Electronic Circular Dichroism (ECD) is defined as absorption difference of left and right-
handed circularly polarized light in the UV-vis wavelength region (∆A = AL − AR). ECD
is quick and undemanding chiroptical method for structural study of chiral molecules. It
can be applied to studies of molecular complex formations, protein folding, etc. ECD is
very suitable method for determination of the secondary structure content in proteins [13].
The amides groups are the most active chromophores of protein backbone. Their different
arrangement leads to characteristic ECD spectra of different secondary structures (fig. 2.6).
2.1.4 Circularly Polarized Luminiscence
Circularly polarized luminescence (CPL) spectroscopy is differential spontaneous emis-
sion of left and right circularly polarized radiation (∆I = IL − IR). This phenomenon can








Figure 2.6: ECD of proteins of various secondary structure [13]
where IL and IR are left and right circularly polarized emission intensities. Situation
when glum = ±2 means complete polarization of the emitted light; glum = 0 means totally
unpolarized beam.
Typical value of glum for isolated organic molecules ranges from 10−3 to 10−2. But for
lanthanide complexes, values as high as one can be observed [14]; glum = 1.38 was the
highest measured value so far [15]. The lanthanide complexes are thus excellent candidates
to be studied by CPL. We can extract the information about the excited state chirality and
observe transitions not easily observable in absorption spectra (e.g. f → f transitions in
lanthanides) or we can select transitions using certain excitation wavelength [16].
2.1.5 Vibrational Optical Activity
Vibrational Optical Activity (VOA) is dealing with vibrational transitions. For its sim-
ulation, we need to obtain vibrational frequencies and intensities. We can achieve this with
the aid of quantum chemical methods. In the Born-Oppenheimer approximation, we assume
wavefunction of the system as a product of electronic and nuclear parts (eq. 2.6), where RN
means nuclear and r electron coordinates.
ψ(ri, RN) = ΦelRn(r)ΦNcl(RN) (2.6)
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Then we can solve vibrational problem separately. The nuclear wavefunction can be
obtained from equation 2.7. It depends on 3N coordinates, but the vibrational potential of
nonlinear molecule depends only on 3N − 6 (3N − 5 for linear one) coordinates, where N
is number of atoms. The remaining 6 (5) coordinates represent translational and rotational
motions.
The Schrödinger equation for Φncl(RN) is:
[T̂ncl + ϵ(RN)]Φncl(RN) = EΦncl(RN) (2.7)
The instant value of a coordinate Rj can be written as (eq. 2.8)
Rj = R0j + ∆Rj j = 1, 2 . . . 3N. (2.8)
The kinetic energy operator T̂ vibncl is:















and the potential ϵ(R) is:












∆Rj∆Rk + . . . (2.10)
The first term of the Taylor series we can be set to zero and the second term is also zero for
equilibrium geometry. For the rigid molecules in the case of the harmonic approximation, we

















]ΦNcl(∆R) = EvibΦNcl(∆R) (2.12)
This equation (eq. 2.12) can be solved using diagonalization of the force field and a


























The vibrational Hamiltonian can be written as the sum of 3N − 6 harmonic oscillators
and the vibrational wavefunction as a product of 3N − 6 individual functions (eq. 2.16)
depending on one coordinate, which are obtained as a solution of the set of equations 2.17.
The {ωj} denote frequencies of individual modes, S is the transformation matrix, nj is







2 + nj)h̄ωjϕj (2.17)
2.1.5.1 Raman Optical Activity
For the description of Raman Optical Activity (ROA) we also use quantum mechanics.
During the electromagnetic wave interaction with the molecule, electric charges start to
oscillate and a secondary wave is scattered. This process is described by induced electric
and magnetic multipole moments.
We can introduce the induced moments: electric dipole µα, magnetic dipole mα and
electric quadrupole Θαβ as:









G′αβĖα + . . . (2.19)
Θαβ = AαβγEγ (2.20)
where ααβ denotes electric dipole–electric dipole polarizability, Aαβγ electric dipole–
electric quadrupole polarizability and G′αβ electric dipole–magnetic dipole polarizability. The
quantum-mechanical expressions for these tensors can be obtained from time dependent


























In these expressions, g, j and f denote initial, excited and terminal state of molecule;
ωjn = ωj − ωn denotes angular frequency difference. The initial and terminal state can be
written as a product of vibrational and electronic part (g = |el0⟩|mv⟩ and f = |el0⟩|nv⟩).
As for both cases the |el0⟩ is the same, we can take into account only the vibrational states
mv and nv. The operators of the electric dipole, magnetic dipole and electric quadrupole
















ei(3riαriβ − r2i δαβ) (2.26)
where particle i has position vector ri, charge ei, mass mi and momentum pi.
For Raman and ROA tensors we obtain the transient tensors between initial (mv) and
terminal (nv) vibrational states as:
ααβ → ⟨mv|ααβ(Q)|nv⟩ (2.27)
G′αβ → ⟨mv|G′αβ(Q)|nv⟩ (2.28)
Aαβγ → ⟨mv|Aαβγ(Q)nv⟩ (2.29)
where the electronic polarizabilities ααβ(Q), G′αβ(Q) and Aαβγ(Q) ) are dependent on the
normal mode vibrational coordinates (Q). We can expand the polarizability into expression
2.30:








⟨mv|QP |nv⟩+ . . . (2.30)
The index 0 denotes that the function is considered in equilibrium nuclear positions.
The first term of eq. 2.30 describes Rayleigh, the second one the Raman scattering with
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selection rule mv − nv = ±1 for harmonic oscillator case. Similar expansion can be done for
G′ and A.
As ROA is two photon phenomenon, its measurement can be done in several different
ways. One of the varied parameters is the angle between scattered and incident light beam,
which leads to the direct (0◦), right-angle (90◦) and back (180◦) scattering. The other
parameter is the polarization of incident or scattered light (fig. 2.7).
Figure 2.7: Diagram of energetic levels of a molecule and polarization states of incident
and scattered light for the four experimental forms of ROA.
The simplest methods is ICP (Incident Circular Polarization), which is based on polar-
ization modulation of the incident light. The detected scattered light is polarized or non-
polarized. Another way is SCP (Scattered Circular Polarization) measurement, in which the
sample is irradiated by linearly polarized light, and the left or right circular component of
the scattered light is detected. Methods DCPI and DCPII (Dual Circular Polarization) use
combinations of SCP and ICP; both the incident and scattered light are circularly polarized,
either in phase (DCPI) or out of phase (DCPII).
For measurements in solutions, ROA tensors are averaged over all geometric orientations.







































































In the expressions, the Einstein summation convention is used. Two Greek subscripts in
a symbol or a product means a summation over the Cartesian coordinates x,y and z.
Raman (IR + IL) and ROA (IR − IL) intensities can be then written as:
IR + IL = 4K(D1α2 +D2β(α)2) (2.36)
IR − IL =
8K
c
(D3αG′ +D4β(G′)2 +D5β(A)2) (2.37)
where c denotes the speed of light and K is a constant. Coefficients D1 − D5 are
characteristic for specific ROA measurement setup and can be found in literature [17].
The spectrum at frequency ω is then obtained from the computed Raman intensities (I)
of each mode with harmonic vibrational frequency ωi using eq. 2.38. k denotes Boltzmann






])(4[ω−ωi∆ ]2 + 1)
(2.38)
2.1.5.2 Vibrational Circular Dichroism
Vibrational Circular Dichroism spectroscopy is a technique detecting difference of ab-
sorption of left and right circularly polarized radiation relevant to vibrational transitions














Figure 2.8: The diagram of vibrational transition measured in VCD
To characterize VCD intensity we can also use Kuhn’s dimensionless dissymmetry factor
(g) defined as:




where εL and εR are extinction coefficients for left and right- circularly polarized light
and c speed of light.
To compute VCD, we need to calculate the transition electric dipole moments. The
electric dipole moment for the ground electronic state can be written as:







where ∆RNα is displacement of nucleus N from its equilibrium position. The dipole















where ϕ0(r; R) is the electronic wavefunction for fixed positions of nuclei. The partial
derivative is taken in the equilibrium geometry.
The magnetic dipole m can be expressed as:







∆ṘNα + . . . (2.44)
where ṘNα are nuclear velocities and the set of partial derivatives appearing in the series


































2.1.5.3 Applications of Vibrational Optical Activity
High resolution techniques such as X-ray or NMR provide a detailed information about
molecular structure, but also face many limitations. For the X-ray technique, it is the
necessity to have crystal of studied molecule. The NMR spectroscopy, capable to study the
systems in solutions, is limited by molecular size. Usually, molecular weight can not be larger
than 100 kDa [18]. Both techniques suffer problems when they are used to study flexible
molecules.
Therefore, it is convenient to use methods of vibrational optical activity. Although
these methods cannot give us the high-resolution data at the atomic level, they can provide
valuable information about the structure and system dynamical behaviour.
Proteins are very interesting and challenging molecules to study. Their conformational
analysis is based on the evaluation of their secondary structure. Secondary structure elements
such as α-helices,β-sheets, polyproline II, etc. provide characteristic spectral patterns [2, 19,
20, 21, 22]. The ROA and VCD spectroscopies have different selection rules and therefore
provide different sensitivity to distinct parts of proteins.
From VCD spectra, the secondary structure can be derived from the patterns of amide
I and amide II regions [2, 23, 24]. Characteristic patterns for α-helical structure include a
negative/positive couplet at 1660 and 1640 cm−1 in amide I and negative band at 1515 cm−1
in the amide II region. The β-sheet structure has characteristic negative band in the amide
I and the positive/negative couplet in the amide II region (fig. 2.9).
VCD is also sensitive to aggregated structures, such as protein fibrils [26]. The formation
of fibrils sometimes causes an significant enhancement of VCD intensity (fig. 2.10) [27, 28].
Unlike VCD, Raman Optical Activity (ROA) spectroscopy provides wider range of vi-
brational frequencies (the VCD low-frequency limit is about 900 cm−1, while the ROA limit
is about 100 cm−1). ROA spectra are also rich in structural information. Vibrations of
protein backbone can be found in the three main regions: backbone skeletal stretch region
(870-1150 cm−1), extended amide III region (1230-1350 cm−1) and amide I region (1600-1700
cm−1). For ROA, the most informative is considered the extended amide III region, due to
high sensitivity of the coupling between N-H and αCH deformations to protein geometry [29]
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Figure 2.9: Example of VCD spectra of α-helical [bovine serum albumin (left top) and
hemoglobin (left bottom)] and β-sheet [pepsin (right top) and chymotrypsin (right bottom)]
proteins [25].
Figure 2.10: VCD and IR spectra of native insulin, centrifuged insulin supernatant, and
centrifuged insulin fibril gel at pH=2 [26].
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Thus bands can be assigned to particular secondary structures, such as α-helices (positive
band at 1340-1345 cm−1 in extended amide III region, negative/positive couplet at 1640 and
1660 cm−1 in amide I region and positive signal in the range 870–950 cm−1) or β-sheets
(negative band at 1245 cm−1 in amide III region, negative/positive couplet at 1650 and 1680
cm−1 in amide I region) [30].
ROA can also provide information on the sidechains. For example, ROA signals of
aromatic sidechains [31] can be found in several frequency regions, as 1545–1560 cm−1 and
1400–1480 cm−1 or 1600-1630 cm−1 [30, 19].
2.2 Methods for Simulations of Vibrational Spectra
2.2.1 Molecular Dynamics
Molecular dynamics (MD) describes evolvement of molecular systems in time. Depending
on the theory used for potential determination, we can distinguish two MD types, i.e ab-
initio [32] and classical [33, 34]. In both, the classical Newton equations of motion are used
(2.49), where fi is force acting on specific particle and R̈i is the second time derivate of
position, i.e. acceleration. In ab-initio MD the interaction potential U is calculated by DFT









Due to its computational demand, ab-inito MD is limited to relatively small systems
(100 atoms). Classical MD enables to investigate very extensive systems (10000 atoms).
The Newton equations of motion can be solved by a variety of numerical methods. The
most common integration algorithm is the Verlet [35] method.
Verlet method is a time reversible procedure for integration of Newton equations of
motion. It can be derived from a numerical formula for the second derivatives of coordinates
Ri (eq. 2.50), reorganized to equation 2.51. The term O(h2) is neglected. As the dynamic
starts from time t0, and coordinates in time t0 − h are also needed, which can be obtained
from equation 2.52. The initial velocities Ṙi(t0) are determined randomly but with respect
to the desired temperature.
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R̈i = −
Ri(t− h)− 2Ri(t) + Ri(t+ h)
h2
+O(h2) (2.50)










The Verlet method is often expressed in form of relations 2.53–2.54. The positions and
velocities are calculated in different times, differing by half of the integration step. This
method is called "leap-frog" [36].
Ṙi(t+
h
2 ) = Ṙi(t−
h













In classical MD the interaction potential is usually determined empirically. It con-
tains many terms. Some of them describe covalent bonds. They can be described by har-
monic functions 2.56 or by anharmonic Morse potential 2.57 (fig. 2.11) [37]; kij denotes
harmonic bond force constant, req equillibrium distance of nuclei, Deq value of dissociation










Figure 2.11: Morse potentiall
Other terms describe bond angle deformations (eq. 2.58), where Kθ denotes bond angle
force constant and θeq equilibrium bond angle value. In some cases, Urey-Bradley potential
(eq. 2.59) is used, introducing a virtual bond rik, securing an angle value by a distance r0.
For torsion angles, we distinguish two types, proper (fig. 2.12, eq. 2.60) and improper









KUBik (rik − r0)2 (2.59)
improper torsion angles are used to control configuration of 4 atoms, where 3 of them are





Kϕ[1− cos (nϕ− δ)] (2.60)
VI = KI(ϕijkl − ϕ0)2 (2.61)
Figure 2.12: Torsion angle Figure 2.13: Improper torsion angle
Interaction potential also includes nonbonding terms. One of them is the dispersion
interaction. The most common and popular are the Lennard-Jones [38] (eq. 2.62) and
Buckhingham potentials (eq .2.63) [39].













where rij is distance between nuclei, parameters for Lennard-Jones potential εij and σij
describe energy of the interaction and equilibrium distance, Aij, Bij, Cij are constants for
the Buckingham potential.
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Another type of the non-bonding terms are the electrostatic interactions. The most







Polarizability is included as an advanced term. Induced dipole moment is linearly pro-
portional to the intensity of the electric field via the polarizability [40, 41]. In some nonpo-
larizable force fields, the polarizability is compensated by adjusted partial charges [42].
To deal with border effects, the periodic boundary conditions are often applied. The
simulated set of particles interacts with itself so that the box is replicated in all directions
[43]. Atoms in the cell are replicated to form an infinite lattice. For atoms with positions
ri, the Periodic Boundary Condition (PBC) produces their images defined as:
rimagei = ri + la +mb + nc (2.65)
where a, b, c are vectors corresponding to the edges of the box and l,m, n any integers
from −∞ to ∞.
Each atom in the cell is interacting with other atoms in the central box (green, fig. 2.14)
and also with the images in other boxes.
Figure 2.14: Infinite latice produced from primitive cell using application of the PBC
2.2.2 Methods of Configuration Space Sampling
For reliable description of systems by MD, it is necessary to reach every possible mi-
crostate. However, some configurations are energetically unfavourable and thus unreachable
by classical MD simulation. For these cases, techniques of effective sampling of the configu-
ration space were developed. One of the approaches is the calculation of potential of mean
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force W (ξ) (PMF) along coordinate ξ [44]. It is defined from average distribution function
⟨ρ(ξ)⟩ (eq. 2.66).






ξ∗ and ⟨ρ(ξ∗)⟩ are constants. Average distribution function is described in equation 2.67,
U(R) denotes energy of system as function of coordinates R. Function ξ′(R) describes










To search the whole space along coordinate ξ, a series of restrained simulations, biased
by a harmonic potential wi(ξ), is performed [45].
One of such approaches is the WHAM method [46, 47] (Weighted Histogram Analysis
Method). The unrestrained distribution function ⟨ρ(ξ)⟩ is expressed as weighted sum Nw
of restrained distribution functions ⟨ρ(ξ)⟩(i)(eq.2.68), ni denotes number of points used for
restrained distribution function, Fi values of free energies of simulation windows, which are






















Similar technique is the W-PMF method [48], based on individual unrestricted PMF
profiles Wi(ξ), according to equation 2.70, Ci denotes constant defined by equation 2.71.
The individual values Wi(ξ) are obtained iteratively. The final potential W (ξ) is obtained
from equation 2.72.
Wi(ξ) = −kBT ln[⟨ρ(ξ)⟩i]− wi(ξ) + Ci (2.70)












2.2.3.1 Normal Mode Coordinate Optimization
These coordinates enable to separate high and low frequency modes. We can restrain,
for example, low frequency modes connected with mutual orientation of molecular segments
responsible for specific conformations. The high frequency modes, such as C-H stretching,
can be relaxed to improve the structure and calculated spectral properties.
As follows from the equations 2.12 - 2.15, the displacements in Cartesian coordinates are











which is referred to as S-matrix transformation.
The algorithm consists of the following steps. The first one is estimation of initial force
field (F (i)) and obtaining the S matrix. In the second step, Cartesian gradient g(i)c is
calculated. In the case the previous step is available, the Hessian is updated using formula
[49, 50, 51, 52]:
F (i+1) = F (i) −
( ∆g(i)t∆g(i)
dR(i) ·∆g(i) +
F (i) · dR(i)tdR(i) · F (i)
dR(i) · F (i) · dR(i)
)
(2.74)
where Cartesian displacements dR(i) = R(i)−R(i−1) and the gradient differences ∆g(i) =
g(i)c − g(i−1)c . Afterwards, we obtain new S matrix. Then, the gradient is calculated in
normal mode coordinates as g(i) = Stg(i)c . In the case the gradient is below certain limit, the
optimization is terminated. Otherwise a new step is produced, using quadratic dependence
and its RFO (Rational Function Optimization) extension [53, 54, 55, 56, 57] (eq. 2.75). New
Cartesian coordinates are defined by equation 2.76






R(i+1) = R(i) − SdQ(i+1) (2.76)
where Dij = ω2i δij is element of a matrix containing the second derivatives of energy at
optimization point i.
After this step, the next Cartesian gradient is calculated and optimization procedure
scheme is repeated until convergence.
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2.2.3.2 Transfer of Molecular Property Tensors
Ab-initio vibrational property calculations are computationally demanding with respect
to the system size. If we consider the simple GGA DFT functionals, computational time
needed for the calculation of the energy is proportional to the 3rd power of the system
size. For hybrid or double-hybrid functionals, the dependence is even steeper. One way
to overcome this obstacle is the transfer of molecular property tensors [3, 4]. The systems
is divided into a set of smaller fragments, which are then used for ab-initio calculation of
molecular property tensors, followed by a transfer to the original big molecule.
For a set of fragments containing atom pair λµ (e. g. xfx), we search the best overlap of
fragments f with the a segment F corresponding to big systems (e.g. XXFXX). Then sets of
n atoms containing or having connection to atoms λ and µ are selected. The orientation of





(ri(F )−U · ri(f))2 (2.77)
where ri(F ) and ri(f) denote coordinates of atoms in the big and small parts with the
respect to geometric centers of the fragments. U denotes the unitary transformation matrix















Other molecular property tensors needed for evaluation of vibrational spectra intensities
comprise several electric property tensors, respectively their derivatives, as mentioned in
sections 2.1.5.1 and 2.1.5.2. The important issue is their origin dependence. The electric
dipole µ and electric dipole–electric dipole polarizabilities α are origin independent. But
the origin dependence of m, G′ and A tensors makes the necessity to use the distributed
origin gauge [58, 59], when derivatives are expressed in systems of coordinates having origins








































These tensors are transferred using the same transformation matrix U as for the force
field.
2.2.4 Quantum Chemical Methods
In this section, the quantum chemical methods used for calculation of vibrational spectra
will be introduced. The simplest reasonable approach is the Hartree-Fock method. Another
one is the Density Functional Theory (DFT), which I mainly used for simulation of Vibra-
tional and Vibrational Optical Activity (VOA) and Electronic Circular Dichroism (ECD)
spectra.
2.2.4.1 Hartree-Fock Method
Approximate wave function of many electron system is usually constructed form one
electron functions known as molecular spinorbitals χi(xi). They are orthonormal functions
defined as product of space ψi(ri) and spin s(σi) wavefunctions:
χ(xi) = ψi(ri)s(σi) (2.82)
where xi is general coordinate of ith atom consisting of space ri and spin σi coordinate.
For the whole systems wavefunction of electrons, it is necessary to fulfil the Pauli prin-
ciple, i.e. the antisymmetry of wavefunction with the respect to two particle exchange. The
simplest wavefunction can be written in the form of Slater determinant.




χ1(x1) . . . χN(x1)
... . . . ...
χ1(xN) . . . χN(xN)
⎤⎥⎥⎥⎦ (2.83)
More accurate solution of Schroedinger equation can be obtained by an expansion into





It is practical to separate the spin component and the spatial molecular orbitals ψi(r).






The Hartree-Fock equations can be written as:
f1χm(1) = εmχm(1) (2.86)
where f1 is Fock operator, which is defined in the terms of one-electron hamiltonian h1,
Coulomb Jm and exchange Km operators:
















The sum in eq. 2.87 runs over occupied molecular orbitals. The Coulomb operator
(eq. 2.88) takes into account the Coulombic electron-electron repulsion and the exchange
operator (eq. 2.89) effects of electron correlation. The sum in eq. 2.87 represents the average
potential energy of electron 1 in the presence of all other Ne − 1 electrons. Each molecular
orbital is obtained as a solution of equation 2.86 by iteration; the potential is sometimes
called self consistent field (SCF).








The No denotes number of basis functions and cµm coefficients. By multiplication of











The previous equation can be simplified, when we introduce overlap matrix S and Fock















which is known as the Roothan equations. They can be rewritten as a single matrix
equation:
F c = εSc (2.95)
where c is an No ×No matrix containing elements cµm and ε is an No ×No diagonal matrix
containing orbital energies εm.
2.2.4.2 Density Functional Theory Method
The principal idea of DFT is the replacement of many electron wavefunction (Ψ) by





|Ψ(r1, r2, ..., rN)|2dr2...drN (2.96)
and satisfies the conditions:
∫
ρ(r)dr = N and ρ(r) ≥ 0 (2.97)
According to the Hohenberg-Kohn theorem [60], the ground state properties of a many-
electron system are uniquely determined by the electron density ρ(r) which can be deter-




Functional of energy E(ρ) is expressed as:
E(ρ) = T (ρ) + V (ρ) +
∫
ρ(r)ν(r)dr (2.99)
where T (ρ) is kinetic energy operator, external potential ν(r) and V (ρ) contains the
coulomb interactions of electrons with nuclei.
In the Kohn-Sham DFT formulation, we need to find a set of one electron equations.
To derive it, a hypothetical system consisting of Ne non-interacting electrons in the external
potential νref (r) is considered [61]. The potential is selected to satisfy that ρref is identical









∇2i + νref (ri) (2.100)
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m (i) = εKSm ψKSm (i) (2.101)
The total energy functional is:
E(ρ) = T (ρ) + J(ρ) +
∫
ρ(r)ν(r)dr + EXC(ρ) (2.102)
where EXC is the exchange-correlation energy.












∇2i + νeff (ri)
]
ψKSm (i) = εKSm ψKSm (i) (2.104)
where the effective potential νeff (r) is defined as:





dr′ + νXC(r) (2.105)





3.1.1 Small Chiral Molecules
Raman Spectroscopy of Polymorphs
Depending on the crystallization conditions, many organic compounds form crystals of
different structure and their proper characterization is important for pharmaceutical indus-
try. Our goal was to investigate the usage of the Raman spectroscopy in combination with
DFT calculations as a complementary method to the X-ray techniques. The potential to
discriminate structural differences in polymorphic crystalline forms was tested on the set of
three compounds.
The studied set consisted of methacrylamide (A), piracetam (B), and 2-thiobarbituric
acid (C) as model molecules representing typical organic systems forming polymorphic crys-
tals (fig. 3.1). Differences between polymorphs range from a small change in the crystal
packing (piracetam) over conformational (methacrylamide) and tautomeric (2-thiobarbituric
acid) variations. The geometries of the studied systems acid (fig. 3.1) were taken from the
Cambridge Crystallographic Database [62].
methacrylamide piracetam 2-thiobarbituric acid
Figure 3.1: Methacrylamide (A1 and A2, cis and trans conformers), piracetam (B), and
2-thiobarbituric acid (C1 and C2, enol and keto tautamers)
The Raman spectra were calculated using a cluster of molecules mimicking the crystal
and Gaussian atomic orbitals. The crystal cell was propagated to a 3×3×3 packing geometry.
Then clusters of a molecule and neighbouring molecules closer than 4 Å were created with
our own software. The geometries of the clusters were optimized in normal mode vibrational
coordinates [63] with ωmax = 300 cm−1.
Force field and polarizability derivatives of the clusters were calculated by the Gaussian
09 program [64] and transferred [3, 4] to the crystal cell. The BPW91 [65] functional with
the 6-31G and 6-31G** basis sets and the B3PW91 [66] functional with the 6-311++G**
and 6-31G basis sets for the central and neighbouring molecules were used.
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For the cluster force fields, the crystal vibrational frequencies were calculated. Theoret-
ical spectra were simulated with the Lorentzian bands, and the full width at half-maximum
was set to 10 cm−1, while applying the Boltzmann temperature correction (eq. 2.38 page
13).
Circular Dichroism Spectra of Monensin Complexes
Monensin is a natural antibiotic produced by Streptomyces cinnamonensis [67, 68, 69].
Monensin has the ability to form complexes with certain monovalent metal cations. The
antibiotic acts as a monoanion through deprotonated carboxylic function, making an overall
neutral charge of the complex formed and easily penetrate bacteria’s cell membranes. Inside
the cell dissociation processes occur and leads to disturbance of pH and metal ion equilibrium.
The following changes activate a variety of further event causing cell death. Our aim was to
investigate the behaviour of these complexes using ECD spectroscopy.
X-ray structures of monensic acid (MonH× H2O - MONSNI) [70] and its monovalent
metal complexes MonM (M = Li+- MIPSIO [71], Na+-DEYGAQ [72], K+- FECROU10 [73],
Rb+- RITLIQ [74], Ag+- MONSIN10 [75]) were used as starting geometries. The structures
were fully optimized with the Gaussian 09 program [64] using the B3LYP [76] functional
and the conductor-like polarizable continuum solvent model (CPCM) [77, 78] to include the
methanol solvent environment. CAM-B3LYP, invented to improve B3LYP, B3PW91, LC-
WPBE, and WB97XD functionals were also applied, but did not give better results than
the standard B3LYP.
Alternatively to the previous full optimization, X-ray geometries, partially optimized
in the normal mode coordinates were used as well. Normal modes with frequencies |ωi| <
300 cm−1 were fixed [63]. The partial optimization corrected bond lengths and angles of the
hydrogen atoms, determined with a big error or completely missing in the crystal structures.
The 6-311++G** basis set was used for the carboxyl group atoms, the MWB28 pseudopo-
tential [79] and basis set were used for silver and rubidium atoms, and the 6-31G** basis set
was used for the rest. For the optimized structures, UV and CD spectra were calculated at
the TDDFT[80]/CPCM level. For each system, 100 electronic excited states were obtained
to cover the experimentally observable spectral range.
Chiral Sensing of Aminoacids by Europium Complexes
Chiroptical spectroscopy of lanthanides sensitively reflects their environment. For exam-
ple, they can be useful as probing agents for protein structure. In our study, we focused on
Circularly Polarized Luminiscence of europium complex ([Eu(DPA)3]3−) induced by amino
acids (fig. 3.2), monitored by ROA spectroscopy. Our aim was to correlate free energy




Figure 3.2: Geometries of L-histidine complexes with the Λ(left) and ∆ (right) form of
[Eu(DPA)3]3−.
Interaction of L -histidine with the Λ and ∆ [Eu(DPA)3]3− forms was studied using
molecular dynamics and the Amber14 [81] software suite. Variously protonated histidine
and alanine amino acids with the [Eu(DPA)3]3
− ion were placed inside a cubic box (30 Å a
side) filled with water molecules. The energy of the system was minimized, and the geometry
was equilibrated during a 1 ns NVT dynamics, using an integration step of 1 fs, temperature
of 300 K, and the GAFF [82] (DPA ligands) and Amber14SB [83] (alanine and histidine)
force fields. Europium force field parameters were taken from ref. [84]. Then, the distance
between carbonyl oxygen of histidine/alanine and europium was decreasing (from 14 to 4
Å) in 1 Å steps using 1 ns long constrained dynamics runs and a harmonic potential force
constant of 2 kcalÅ−2mol−1. From resultant histograms the potential of mean force was
obtained using the weighted histogram analysis method (WHAM) [46, 47].
3.1.2 Proteins
Proteins are important chiral biomolecules and the chiroptical techniques are very sen-
sitive to their secondary structure. In this work, a set of globular proteins were studied
(table. 3.1). The set ranged from 783 atoms in case of bovine pancreas insulin to nearly
10000 for human serum albumin. They also differ in their secondary structure, ranging from
mainly α-helical human serum albumin and equine myoglobin to concavalin A containing
mainly β-sheet. The proteins were studied in their native forms. In the case of insulin, we
studied also amyloid fibrills. Poly-L-glutamic acid aggregates were studied as well.
The simulation procedure consisted of multiple step. In the beginning, X-ray structures
were taken from PDB structure database. The crude geometries were refined using the tleap
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Table 3.1: Characterization of the globular proteins taken to experimental and computational
study
protein name PDB ID Resolution (Å) Nres. Natoms α-helix β-sheet
bovine pancreas insulin[85] 2A3G 2.25 51 783 66 % 9 %
bovine α-lactalbumin[86] 1HFZ 2.30 124 1960 43 % 9 %
hen egg-white lysozyme[87] 3WPJ 2.00 129 1960 41 % 10 %
human lysozyme[88] 1lZ1 1.50 130 2021 39 % 12 %
equine myoglobin [89] 3LR7 1.6 153 2387 73 % 0 %
jack bean concavalin-A[90] 1NLS 0.94 237 3566 3 % 46 %
human serum albumin[91] 1UOR 2.80 585 9161 46 % 0 %
α-lactalbumin concanavalin A hen egg-white lysozyme
human lysozyme human serum albumine myoglobin insulin
Figure 3.3: Structures of studied globular proteins
program of Amber software suite [92] when missing heavy and hydrogen atoms were added.
The protein chains were divided into overlapping fragments, containing 4 amides, i.e. three
aminoacids and CH3 − NHCO− and− NHCO− CH3 terminal groups. Special fragments
were created for the disulfide bridges.
In the case of α-lactalbumin, contact fragments were created for all atomic pairs closer
than 2.4 Å, which were not covalently bonded. These two aminoacid fragments were caped
as the previous types of fragments. However, the contacts fragment had only a minor
effect on the spectra, therefore the usage of "contact" fragments was abandoned in other
simulations. Our own software written in Fortran (fragmentdna.f) was used for the automatic
fragmentation.
The structure of each fragment was partially optimized at the B3PW91/6-31++G**
level [66]. The water solvent environment was simulated using COSMO (CPCM) [77, 78]
as implemented in Gaussian09, revison D.01 program [64]. The partial optimization was
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carried out in normal mode coordinates in order to restrain modes bellow 100-300 cm−1.
The harmonic force field, atomic axial, atomic polar, Raman and ROA tensors [93, 58] were
transferred from small fragments to the big protein using the Cartesian Coordinate Transfer
(CCT) procedure [3, 4].
Vibrational frequencies, and the Raman and ROA intensities were generated using usual
procedure [58, 94, 95]. The intensities were convoluted with Lorentzian functions of 10 cm−1
bandwidth with temperature correction (T=298 K).
Another geometry model relied on molecular dynamic (MD). The simulation was carried
out in the Amber program suite using Amber 2014 force field [83]. The studied proteins were
soaked into cubic periodic water box with lengths 64 Å for α-lactalbumin, 58 Å for human
and hen egg-white lysozyme, 68 Å for concanavalin A and 90 Å for human serum albumin.
Counterions were added to neutralize the charged protein.
The MD was performed using NVT ensemble, temperature 298 K and 1 fs integration
step. Molecular mechanic minimization was followed by 1 ns equilibration dynamic, which
provided starting structure for 10 ns production run. Snapshots were taken every 10 ps. An
average nuclear density was calculated and the most closely matching snapshot was chosen
using the PVS (Parallel Variable Selection) algorithm [96]. The best geometry was then used
in the same way as the X-ray one. To use also the other MD geometries, the VOA tensors
and force fields were transferred to 1000 snapshots and the obtained spectra were averaged.
Amyloid fibrils are more complex than globular proteins. Their structure is often un-
known; therefore we explored several possible geometries for fibrillar systems. The first tested
system was the aggregates of poly-L-glutamic acid (PLGA). Assumed set of geometries was
based on simple basic primitive cell (fig. 3.4), which was consisted of two antiparallel 15-
amide protonated polyglutamic acid (PLGA) strands [Ac−Glu14 − NH2]2 with acetyl and
NH2 groups on N- and C-terminus. The system geometry was placed in a monoclinic pe-
riodic box (dimensions 66.00 Å, 9.77 Å, 8.07 Å, α = 105◦). Edges of the box were in the
x-dimension filled with 15 water molecules. This starting geometry was base on previous
X-ray studies [97, 98].
Figure 3.4: Primitive cell of poly-L-glutamic acid (PLGA) used for MD simulation
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MD simulation was run in Gromacs program [99] using the Amber03 force field [100].
At first, simulated annealing was performed, starting at 1000 K and ending at 300 K, as an
NVT ensemble. 19 independent annealing runs were performed with simulation time form
0.7 to 1.6 ns followed by 10 ns equilibration runs.
Obtained geometries were used for larger aggregate structure generation. Four aggregate
types were created. The primitive cell was expanded in sheet stacking direction (z-axis),
forming stacks of 2 or 4 two-stranded antiparallel β-sheets (systems A and B, fig. 3.5),
or in the interstrand H-bonded direction (y-direction) to consider larger, 4 stranded sheets
(systems C and D, fig. 3.5). The largest system D contained three 4-stranded antiparallel
sheets and was used for final spectra generation as the biggest and most relevant model.
System A System B
System C
System D
Figure 3.5: Structures of aggregate systems A and B created by a propagation of primitive
cell in the z axis and aggregate systems C and D created via propagation of primitive cell in
the y and z axes
The IR and VCD spectra of the model systems were obtained from the harmonic force
field, atomic polar and atomic axial tensor calculated for smaller fragments (F8 and F12
in fig. 3.6), containing 8- or 12-amide structures. To include different sidechain conforma-
tions, fragments were chosen from 4 MD snapshots. The fragments were partially optimized
using normal mode coordinates (300 cm−1 constrain limit). The Gaussian 09, revision D.01
program [64] and the BPW91/6-31G** method [65] were used. The solvent environment
was simulated using CPCM dielectric solvent model [77, 78]. The VOA tensors were then
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transferred [3, 4] to the sets of aggregates molecules. Final spectra were obtained as an
average of all snapshots. Deuteration of peptides were simulated, because the experiment
was carried out in deuterated water (D2O).
F8 F12
Figure 3.6: Fragments F8 and F12 used for molecular properties tensor transfer
The second studied fibril structure was insulin. We proposed two basic geometries, so
called β-roll and β-helix (fig. 3.7). The β-roll was based on a β-roll protein (PDB ID 1VH4),
i.e. insulin torsion angles were set to those in residues A256-A306 in the protein. The polar
groups were protonated to correspond to the experimental pH of 2.5-3.1. An analogous
procedure was used for the β-helix, where the torsion angles followed residues A113 to A163
in a β-helix protein (PDB ID 1DAB). The terminal part of insulin B chain (B22-B30) was
kept in the native β-sheet conformation.
β-roll
β-helix
Figure 3.7: The β-roll and β-helix structures used to model the insulin fibril
Raman and ROA spectra of the fibrous insulin forms were generated using the same
methods as in the case of globular proteins. To include protein flexibility and temperature
fluctuations, molecular dynamics (MD) was performed within the Amber10 [92] software
suite. A trimer was made from the X-ray derived insulin geometries and soaked in rectangular
box (80 Å×30 Å×50 Å) filled with water molecules. Only the middle molecule in the trimer
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could move during 1 ns equilibration MD run, performed with the Amber03 [100] force
field, as NVT thermodynamic ensemble, at 300 K, using 1 fs integration step and periodic
boundary conditions. During a production run (8.65 ns) 865 snapshot geometries were
taken (each 10 ps). For an MD insulin geometry best matching the average nuclear density
generated during the MD run spectral parameters were calculated as for the X-ray structures;
then the tensors were transferred to remaining snapshots and the resultant spectra averaged.
Another MD run was performed with modified Tinker program [101], where the X-ray
based insulin geometry (β-roll) was placed in rectangular box (12 Å × 110 Å ×110 Å) filled
with water molecules and the helical periodic boundary conditions [102] were applied to
allow for a minor twist between neighbouring peptide chains (Fig. 3.8). The Amber99 [103]
force field was used in an NVT run with 1 fs integration time. During 0.1 nm 100 snapshots
were selected. For an average geometry vibrational spectral parameters were calculated
and transferred on all the other snapshots. As in the previous case, resultant spectra were
obtained as a plain average.
Figure 3.8: The twisted structure of insulin fibril
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3.2 Methodical Projects
3.2.1 Helical Periodic Boundary Conditions
Helical symmetry is often appearing in nature and thus it is desirable to use it also
in molecular dynamics simulations. An infinite helical periodicity can save a significant
amount of computer time. But the standard simulations with the usual periodic boundary
conditions (PBC) can not be used for simulation of such systems. Therefore we decided
to investigate a new algorithm containing infinitely propagated helicity and implemented it
into the commonly used Tinker [101] molecular dynamics software.
The helical periodicity in the vertical direction z is introduced for a central part (zone
1) of the MD simulation box, in a cylinder of radius r1 (fig. 3.9). This part contains the
molecule of our interest and part of the solvent. During the replication, the cylinder is
translated, i.e. shifted by the box dimension in a direction of the z-axis (bz), and rotated by
φ0. A transition zone (zone 2) is defined as a space between the above mentioned cylinder
(radius r1) and another cylinder of radius r2. In this zone, an intermediate transformation
takes place, as defined via U(φ), where φ = fφ0, and f denotes a transition function.
Figure 3.9: The definition of the helical periodic boundary conditions.
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The transition function causes a damping of helicity, i.e. f = 1 at the wall of the inner
and 0 at outer cylinder. As for similar potential-adjusting functions, e.g. the van der Waals
or Coulomb interaction cutoffs [104, 105], it is necessary to have f simple and smooth, which









where p = rxy−r1
r2−r1 , rxy denotes the distance from the z-axis, and d = 0.1 is a steepness
parameter (fig. 3.10).
Figure 3.10: The shape of damping function for different parameters d
The helical periodic boundary conditions were implemented in the Tinker 6.2 [101] pro-
gram. The Amber99 [103] force field was used. All simulations were performed in NVT
conditions and default Tinker parameters, using the default 9 Å cut off distance both for
van der Waals and Coulomb interactions. The cutoff was combined with potential switch-
ing and shifting, using 5th-degree multiplicative and 7th−degree additive (Coulomb only)
switching functions as implemented in the Tinker 6.2 program [101]. The Beeman [106]
propagation scheme, 1 fs integration time step, temperature of 298 K, and kept fixed during
the dynamics.
To test the algorithm various systems were chosen from the simple polypeptide chains to
insulin amyloid fibril. The first test system was [Ala12]∞, i.e. infinite polyalanine chain in the
α-helical conformation. To allow for a realistic motion and fluctuations, 12 alanine residues
and 813 water molecules were kept in the 37.2 Å× 37.2 Å× 18.56 Å (helical axis) box, with
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r1 = 8 Å and r2 = 17 Å. Initial peptide backbone torsion angles (φ = −60◦, ψ = −45◦,
ω = 180◦) corresponded to a standard α-helical geometry [107] After a minimization and an
equilibrium dynamics, production run lasting 2 ns was performed.
The second test system was [Pro10]∞, i.e. the polyproline chain in the polyproline II
conformation. The system was created as for the α-helix. Ten proline residues and 856 water
molecules were put to a box 30 Å× 30 Å× 29.9 Å. The initial twist angle φ0 was changed
within 100◦-120◦, and initial backbone torsion angles [107] were set to φ = −75◦, ψ =
150◦, ω = 180◦. Values of r1 = 9 Å and r2 = 13.5 Å were used. Total time of each simulation
was 2 ns.
The largest system involved protonated insulin molecule (785 atoms), 6 Cl− ions and
4593 water molecules in 110 Å× 110 Å× 12 Å box, with φ0 = 0◦, 3◦, 6◦, r1 = 43 Å and r2
= 53 Å. An initial geometry was based on the β-roll protein (PDB ID 1VH4). After energy
minimization and subsequent equilibration the system was let to develop for 300 ps using
NVT ensemble at 298 K with 1 fs integration step.
3.2.2 Transfer of Frequency-Dependent Polarizabilities
Transfer of spectroscopic properties from small fragments to bigger system is an excellent
tool to simulate vibrational spectra of big molecules [3, 4]. However, the situation is quite
different for the case of electronic spectra. Changes of electronic states are associated with a
massive rearrangement of the electronic cloud, which cannot be easily associated to individual
atoms. In this study, we explore the Transferring of the Frequency-Dependent Polarizabilities
(TFDP) as a way to extend the accurate ab initio (e.g., TDDFT) approaches to larger
systems. In this method, the polarizability is associated with an atom, bond, or a fragment
(chromophore), and it can be transferred to a similar unit in the modelled system.
The classical transition dipole coupling (TDC) method was used to compare with TFDP.
In TDC method, the transition energies (ei) and electric transition dipole moments (µi)
obtained by TDDFT for a monomer were transferred to each chromophore in a dimer or
larger system. Energies, dipole (D = µgk · µkg ) and rotational (R = Im(µgk · mkg))
strengths for a transition g → k in the whole system are obtained after the diagonalization
of the Hamiltonian.
Diagonal Hamiltonian elements are equal to the transition energies, Hii = ei , and off












jωjrj×µj , where cjk are elements of the eigenvectors,
ωj transition frequencies and rj are electric dipole moment positions. In the case of our
computations, we positioned the dipoles in the geometrical center of the HNCO groups
(N-methylacetamide) or in the mass center (porphyrin).
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In the case of TFDP, we obtained the frequency-dependent polarizabilities α and G′ by



































and tij,αβγ = ∇iγTij,αβ. The total polarizabilities are not only the
sums of the individual components, but also contain terms responsible for mutual monomer
polarization.
As an extension of the TFDP approach, monomer polarizabilities were redistributed to
to individual atoms. Thus, the summation in equations 3.2 and 3.3 proceeded over the
atomic indices. This method is called TFDPd.
Another approach is the case, when we calculated monomer polarizabilities in the pres-
ence of atomic partial charges to include the influence of the rest of the simulated system.
We refer such method as TFDPe. Combination with previous one, referred as TFDPde is
also possible.
Model systems to test the performance of TFDP included N-methylacetamide (NMA),
porphyrin dimers, and a porphyrin cluster derived from the photosystem reaction center. The
geometry of one NMA molecule was optimized by energy-minimization using the Gaussian09,
rev. D01 program suite [64]. The B3LYP [76]/6-311++G** approximation level was chosen
as a default. Other methods (CIS [108], CAM-B3LYP [109], LC-wPBE [110] and TDHF
[108]) with the same basis set were performed for control calculations. Electrostatic charges
of NMA for the TFDP method were obtained by the Mulliken (MU) population analysis
[111] and by the Merz-Singh-Kollman (MS) [112], CHelp (CHelp) [113], and Hu, Lu, and
Yang (HLY) [114] electrostatic field fitting schemes at the B3LYP/ 6-311++G** level. The
dimers were formed by rotation of one NMA molecule by 20◦ about an axis perpendicular
to the NMA plane and shifting it by 4.5, 6.5, and 8.5 Å in a direction perpendicular to that
plane (fig. 3.11).
For the dimers, the frequency-dependent polarizabilities were calculated from the tran-
sition moments and excitation energies obtained from the Gaussian output by the SOS ap-
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Figure 3.11: Dimer of N-methylacetamide, distance 8 Å
Photosystem Simplified Porphyrin monomer
Figure 3.12: Photosystem and simplified porphyrin monomer model
proach [115]. The frequency-dependent polarizability components were saved for frequencies
covering the entire excitation range incremented in 1 nm steps while applying a frequency
uncertainty parameter (Γ) of 10 nm to match the usual experimental band broadening.
For dimers, absorption and electronic circular dichroism spectra were calculated using the
time-dependent density functional theory [80].
The cctn program originally developed for vibrational spectroscopic parameters was
adapted to enable transfer of the frequency-dependent tensors. The transfer is based on
the best (least-squares distance method) overlap between the source and target chemical
entities and a unitary (rotation) transformation of Cartesian tensor indices [3, 4]. As a more
advanced model, we investigated the cyanobacterial photosystem I (fig. 3.12) [116] for which
X-ray coordinates containing 96 porphyrin chromophores were available (PDB ID 1JB0).
A monomer porphyrin molecule (fig. 3.12) was generated using the 1JB0 coordinates.
Relaxation of the geometry was enabled within the constrained (ωmax = 300 cm−1) normal
mode optimization (NMO) [63] at the B3LYP/6-311++G** level. Transition dipole moments
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and frequency-dependent polarizabilities were estimated as for the NMA. Additionally, two
porphyrin dimers were constructed, for which the TFDP and TDC results could be compared
together with the TDDFT benchmark. The geometries were based on the 1JB0 positions of
porphyrins comprising magnesium atom numbers 23357 and 23402, 23.3 Å apart (dimer 1),
and magnesia numbers 17407 and 20451, 6.34 Å apart (dimer 2).
The simplified monomer units, without the central Mg, ion were used in the computa-
tions. To estimate the computational time, we created larger and smaller porphyrin oligomers
by adding or deleting other molecules in the 96-mer. For all systems, the spectra were gener-
ated by the TFDP method [117] using Γ 10 nm bandwidth. Likewise, the TDDFT and TDC
spectra were generated from the calculated dipole and rotational strengths using Lorentzian
bands (full width at half-maximum of 10 nm).
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4 Results
4.1 Small Biomolecular Systems
4.1.1 Raman Spectroscopy of Polymorphs
The obtained results are more deeply explained in the publication (appendix A). We
showed how the polymorphic differences were manifested in the Raman spectra. The com-
putational models explained the observations. We concluded that the Raman spectroscopy
combined with computational modelling can serve for structural analysis of organic com-
pounds in polymorphic forms.
4.1.2 Circular Dichroism Spectra of Monensin Complexes
Figure 4.1: Experimental and calculated absorption (left) and CD (right) spectra of MonH
and MonM (M =Li+,Na+,K+,Rb+,Ag+).
The results are more deeply explained in appendix B. The calculated absorption and CD
spectra (fig. 4.1) provided a better understanding of the behaviour monesin metal complexes,
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although calculations do not reproduce the experiment quantitatively. We confirmed that
the metal ions can induce specific CD shapes under a minimal change of conformation.
The limited accuracy was explained by the complexity of the system and accumulation of
computational error originating from the DFT and TDDFT approximations, solvent model,
and lack of dynamics in the modelling. Several interesting trends were observed, such as the
difference in the behaviour of the Ag+ ion if compared to the others.
4.1.3 Chiral Sensing of Aminoacids by Europium Complexes
All results are discussed appendix C. Most interestingly, measured CPL spectra of
[Eu(DPA)3]3− complex with aminoacids (fig. 4.2) were correlated to complexation energy
profiles obtained by WHAM method, both for all alanine and histidine forms (fig. 4.3).
Figure 4.2: [Eu(DPA)3]3− Raman and ROA spectra under presence of L- and D-alanine
and L- and D-histidine at pH 2, 7 and 10
We hypothesised that complex formation shifted in favour the enantiomeric equilibrium
and therefore we obtained the CPL signal. The spectra exhibit two main trends, the signal
intensity decreases with increasing value of pH, and the intensity is higher for histidine
complexes if compared with alanine.
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The changes were correlated with obtained WHAM profiles. They exhibited larger dif-
ferences for the enantiomers (∆ and Λ) in the case of histidine than for alanine (fig. 4.3).
The energy profile differences also decreased with increasing pH value.
Figure 4.3: Calculated free energy profiles for different L-alanine (left) and L-histidine
(right) forms interacting with ∆ and Λ enantiomers of [Eu(DPA)3]3− .
4.2 Vibrational Optical Activity of Proteins
4.2.1 Globular Proteins
The experimental and simulated Raman and ROA spectra for the set of 5 globular
proteins (bovine α-lactalbumin, hen egg-white and human lysozymes, jack bean concanavalin
A, human serum albumin) are discussed in appendix E. All simulated spectra reasonably
well reproduced the experimental ones. We reproduced the differences between secondary
structures in the concanavalin A and human serum albumin (fig. 4.4).
For two types of lysozymes (4.5) we also reproduced a difference in peak ratios in the
amide III extended region. The hen egg-white lysozyme exhibits much sharper negative ROA
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Figure 4.4: Simulated and experimental ROA spectra of concanavalin A and human serum
albumine
band at 1250 cm−1 and a positive one at 1304 cm−1 than the human one. A visualization
of the vibrational normal modes reveals that the intensity changes can be attributed to the
different amino acid content. The human lysozyme has twice as many tyrosine residues as
hen egg-white lysozyme. Their vibrational modes are coupled to the main chain αC− H
bending, which makes the band at 1341 cm−1 stronger.
Figure 4.5: Simulated and experimental ROA spectra of hen egg-white and human lysozyme
We also simulated IR and VCD spectra (publication is being prepared). The VCD
spectra are less complicated than for ROA. In VCD, we can observe dominant signals of the
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amide I and amide II vibrations. As an example of such simulation, IR and VCD spectra of
equine myoglobine are shown (fig. 4.6).
Figure 4.6: The IR and VCD spectra for equine myoglobin measured and calculated for the
deuterated water solvent
In the amide I region (both in simulation and experiment), we can observe a nega-
tive/positive couplet (exp. 1662/1642 cm−1), characteristic for α-helical structure. The
second characteristic band is in the amide II region (exp. negative band at 1434 cm−1).
Figure 4.7: The difference between IR and VCD spectra of equine myoglobin and jack-bean
concanavalin A
The differences in experimental IR and VCD spectra of the α-helical equine myoglobin
and mainly β-sheet containing concanavalin A are satisfactory reproduced in simulations
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(fig. 4.7). The differences in their IR spectra are small, only a slight shift (1647 to 1629 cm−1)
in amide I region is observed, whereas for the VCD spectra the differences are more markant.
For myoglobin, we can observe, for α-helical proteins characteristic, negative/positive couplet
(exp. 1662/1642 cm−1), whereas for the concanavalin A the spectral pattern is opposite.
4.2.2 Fibrillar Systems
Poly-L-Glutamic acid
The results for poly-L-glutamic acid fibril IR and VCD spectra are summarized in ap-
pendix D. The most promising system seems to be the most complicated system D (fig. 3.5).
The simulated IR and VCD spectra are plotted in fig. 4.8 and compared with the experiment.
We achieved satisfactory agreement between the observed and simulated IR pattern.
The absorption peak calculated at 1735 cm−1 and observed at 1729 cm−1 corresponds to the
C=O stretching vibration of the COOD group. In the experimental spectrum, this peak is
slightly split. The splitting is not so apparent in the averaged simulated spectrum with the
10 cm−1 band width, only a shoulder is seen. A detailed analysis of the simulations suggests
that two types of modes contribute to this band, correlated to the cis and trans orientations
of the OD group with respect to the carbonyl group. The cis orientation provides slightly
lower frequencies for this vibration (closer to the amide I region).
The absorption maxima calculated at 1681 cm−1, 1636 cm−1 (with a weak feature at
1670 cm−1) and 1610 cm−1 are primarily composed of C=O stretching of the amide groups
(amide I bands) and may be associated with the experimental maxima at 1642 and 1600
cm−1. The computed amide I bands are all higher in frequency than the corresponding
experimental values and have a greater dispersion. The -COOD vibrations show closer
agreement with experiment. The predicted CO stretching absorption maximum intensity
is larger for the -COOD than for the amide, whereas the opposite relative dipole strength
is observed experimentally, which is probably due to the dispersion distributing intensity
differently in the experiment (dominant amide I band, split -COOD) and simulation (split
amide I, both intense and single -COOD), but also may be influenced by the limited size of
fibril, as the experimental fibrils are very long
The most intense experimental amide I peak in the IR is clearly correlated to a -/+
VCD couplet, and each of the intense computed amide I features is associated with a couplet
contribution of the same sign. As in the IR absorption, the computed VCD positive signal at
1609 cm−1 does not have an experimental counterpart, possibly due to an imperfect averaging
or edge effects in the simulation. Despite the split amide I band, the overall couplet pattern
in simulated VCD are qualitatively in agreement with the experimental results.
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Figure 4.8: Simulated and experimental IR and VCD spectra of PLGA fibrils
Insulin fibrils
Also for insulin fibril part, publication does not exist yet. The simulated and experimen-
tal spectra of the native and fibrillar insulin are compared in fig. 4.9. In the experimental
Raman spectra, formation of the fibrils is associated with minor spectral changes, such as the
shift of the amide I band from 1659 to 1674 cm−1, and small intensity variations in the other
regions. The experimental ROA spectrum in the case of the fibril form has a more compact
−/+ amide I couplet at 1660/1674 cm−1 instead of a broader one at 1640/1668 cm−1 for the
native insulin. The native insulin −/+ 1250/1313 cm−1 band intensities become smaller and
a positive 1271 cm−1 signal appears in this region for fibril. The ROA signal around 1313
cm−1 is an important band for α-helix, which forms approximately 43 % of native insulin,
and the 1271 cm−1 band for β-turn. Negative bands at 282, 993 and 1447 cm−1 in ROA
spectrum of native insulin disappear for the fibril.
The simulation reproduces many of experimental observations. The region 1580-1800cm−1,
mostly containing the C=O stretching frequencies of amide I and carboxyl is plotted in a
different frequency-scale in order to provide more detailed view. The C=O frequencies are
calculated too high, which is usual for the modelling at this level of theory [118, 119]. In
the Raman spectra, the observed shift in amide I frequency (1659 → 1674 cm−1 for native
to fibril transition) is reproduced satisfactory, as simulated 1730 → 1742 cm−1. In ROA,
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Figure 4.9: Experimental (top) and simulated (bottom) spectra of native and fibrous insulin
the fibril form has a sharp 1660(-)/1674(+) couplet in the experiment, which is reproduced
by the simulation at 1728/1740 cm−1. This seems to be characteristic for β-sheet structures
observed also in globular proteins with a high β-sheet content [120]. In the native form,
the amide I ROA signal is broader. The experimental Raman 1617 cm−1 band (calculated
at 1669 cm−1, ascribed to C=C stretching vibrations in aromatic tyrosine residues and is
accompanied by a close band (experimentally 1608 cm−1) of phenylalanine vibrations. These
vibrations exhibit a strong negative ROA signal at 1620 cm−1 for the fibril, reproduced by
the simulation at 1657 cm−1.
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The amide II band (C-N stretching and NH bending, around 1540 cm−1) is weak, which
is usual in non-resonance Raman peptide spectroscopy. In the native insulin, there is a weak
negative ROA signal (1537 cm−1, simulation 1557 cm−1), disappearing for the fibril.
The histidine C-H bending vibrations (calculated 1522 cm−1, experimentally 1446 cm−1)
give strong Raman bands but generates very weak ROA signal. In the extended amide III
region (1200-1400 cm−1), the simulation confirms that ROA is relatively strong and changes
with the conformation. The 1313/1339 cm−1 (exp./calc.) ROA positive band of native
insulin looses intensity and a new 1271/1306 cm−1 positive band appears for the fibril. The
simulated spectrum changes even more, and predicts at 1343 cm−1 negative ROA band for
the fibril, not observed in experiment. Vibrational modes in this region belongs to the main
peptide chain coupled with αC− H bending and side chain vibrations, which gives them
sensitivity to geometry changes.
The negative ROA band of native insulin (exp. 1240 cm−1) slightly shifts to 1233 cm−1 for
the fibril. The same trend is observed in the simulations (1239→ 1213 cm−1), but also here
the observed intensity changes less than in theory. This can be explained by an incomplete
conversion of the native state into the fibrillar one. The negative 993 cm−1 experimental
ROA band of native insulin is not well predicted theoretically. A remarkable is the intense
ROA signal in the lowest-wavenumber region (200-300 cm−1) comparable with the strongest
bands of the extended amide III region. The +/- native insulin bands at 224/282 cm−1
change into a positive signal for the fibril, which are qualitatively reproduced by the theory.
Visualization of vibrational normal modes showed that the negative (282 cm−1) ROA bands
comes from α-helical segments of insulin. Similar +/- pattern was observed at 229/302 cm−1
for highly-helical human serum albumin [120].
Insulin aromatic residues comprise histidine, 3 phenylalanine and 4 tyrosine groups. The
aromatic rings are not chiral, but a large ROA signal can be induced by coupling of their
vibrations with neighbouring covalent bonds and other peptide parts [120]. Therefore they
can sample locally the protein conformation. According to simulation, phenylalanine and
tyrosine conformer ratios (the χ1 and χ2 side chain torsion angles) significantly change when
insulin adopts the fibril form (table 4.1).
Table 4.1: Populations and χ1, χ2 torsion angles of the Phe and Tyr side chain conformers
in native and fibrillar insulin obtained by molecular dynamics.
Conformer χ1/◦ χ2/◦ p, native/ % p, fibril/ %
A -63 102 49 24
B -173 72 31 68
C 57 92 20 8
To understand how the Phe and Tyr residues contribute to insulin ROA spectra, we
simulated Raman and ROA spectra of NH2 − Phe− COH and NH2 − Tyr− COH model
50
molecules. The simulations exhibit significant changes in spectral shapes of aromatic bands
at 1005, 1330 and 1650 cm−1 due to the conformation of the aromatic side chain. For
NH2 − Phe− COH, the conformers were averaged using MD populations. Raman and ROA
spectra were generated in the native and fibrillar insulin and plotted in fig. 4.10. For the
fibril, we can see that the C=C stretching band (number III in fig. 4.10) generates a relatively
strong negative ROA signal corresponding to the observed band at 1620 cm−1 (fig. 4.9). A
similar intensity change occurs for the aromatic hydrogen bending ( 1350cm−1, number II)
and out of plane motion (1000 cm−1, number I), where correspondence to the experiment is
not so obvious due to the overlap with other vibrations.
Figure 4.10: Simulated Raman and ROA spectra of a model NH2 − Phe− COH molecule
mimicking Phe and Tyr average conformation in fibril and native insulin. Characteristic
bands of the aromatic ring vibrations (I-III) are marked.
The ROA techniques reflect the twist of fibril threads because the twist causes local
changes in insulin conformation. The spectra (fig. 4.11) are simulated for three values of
the twist 0◦, −3◦ and −6◦. The twist variation approximately corresponds to that found in
the model X-ray protein structures (fig. 3.7).
As shown in figure 4.11, the Raman spectra are practically insensitive to the twist,
whereas ROA shapes are quite sensitive. The ROA intensity variations are less pronounced
above 1500 cm−1, e.g., the amide “W” shape is not much eroded, but the extended amide
III region undergoes rather dramatic changes. All intensity variations are not monotonic.
For the twist of −3◦ a positive ROA signal appears around 1275 cm−1, while the intensity
is smaller for 0◦ and −6◦. In the lower-frequency region (below 1000 cm−1), the spectra are
less dependent on the twist. At the current level of experimental noise and computational
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precision we can not determine the twist of insulin fibril from comparison of the theoreti-
cal and experimental spectra. However, the computational experiment well documents the
potential of the ROA spectroscopy for future fibril studies.
Figure 4.11: ROA and Raman spectra of insulin fibril simulated for three values of the twist
between neighbouring insulin units (100 MD snapshots avaraged).
Because the spectra for different fibril twist were generated from a limited number of
MD snapshots, we needed to be sure that the error of the averaging is smaller than the
effect of the twist shown in Figure 4.11. In the figure 4.12, Raman and ROA spectra for
the twist of −6◦ are plotted for 50 and 100 MD snapshots. Small differences in Raman and
ROA intensities for the 50 and 100 snapshot simulations indicate that the twist-induced
changes in the spectra are reliable. They are mainly caused by structural changes, such as
variation of the distribution of torsional angles. Examples of such distributions are given in
figure 4.13, for the main chain φ and ψ torsion angles, and histidine and tyrosine χ1 side
chain angles. Many (φ, ψ) values are near (−145◦, 150◦), corresponding to the standard
β-sheet conformation, and that some twist-induced changes are not monotonic in the row
0◦ → −3◦ → −6◦, similarly as for the ROA spectra. It is also obvious that the individual
side chain angles χ1 are more sensitive to the twist than the average φ and ψ distributions.
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Figure 4.12: Convergence for twisted fibril simulations: Raman and ROA simulated for 50
and 100 snapshot averages
Figure 4.13: Distributions of torsional angles for 3 twisted fibril structures
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4.3 Methodical Projects
4.3.1 Helical Periodic Boundary Conditions
These results discussed in publication in appendix F. For example on an insulin fibril
model, we examined if its geometry was compatible with the β-roll protein. During the
simulation, the insulin molecules were satisfactory stable and the β-roll structure was main-
tained.
The simulation time (300 ps) was relatively short but the simulations provide converged
potential energy profiles. For the zero twist, the average geometry was very close to that
obtained by the longer (8 ns) periodic boundary condition (PBC) computation (Fig. 4.14).
The largest deviations are outside the insulin loop for the flexible part of the peptide chain.
For PBC, the Amber program was used. The insulin molecule was stabilized by sandwiching
it between two other molecules.
Figure 4.14: On the top: overlap of the average structures of the insulin fibril model obtained
by HPBC (Tinker,φ0 = 0◦, 0.3 ns) and PBC (Amber10, 8 ns) dynamics, and on the bottom:
the potential energy from the HPBC simulations for the two twist angles, N is number of
the snapshot taken in 100 fs intervals.
For all cases, the conformation required for the fibril formation, was supported by the
Amber99 force field. Also, for φ = 0◦ , the structure was more flexible than for φ = 6◦,
which indicates that the twisted fibrillar geometry is preferred by the Amber99 force field,
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in agreement with the experimental observations of the β-roll protein in other fibril studies
[121, 122, 123, 124].
4.3.2 Transfer of Frequency-Dependent Polarizabilities
All results are summarized in appendix G. We comment on the behaviour of the method
for the case of N-methylacetamide (NMA) dimer. If we look on fig. 4.15, we can see an ab-
sorption and ECD spectra for 3 NMA dimers types with separation distances of 4.5, 6.5 and
8.5 Å. The TFDP and TDDFT computation are compared. For 4.5 Å where excited elec-
tronic states involving charge-transfer between the NMA molecules significantly contribute
to spectral intensities, ECD spectra obtained by the TFDP and TDDFT methods are very
different. Only some spectral features are reproduced, such as the mostly negative signal
within 180-200 nm, a positive one within 145-180 nm, and a negative lobe at 135 nm. Much
smaller differences can be found between the TFDP and TDDFT absorption spectra. The
small differences correspond to the different mechanisms providing the absorption and ECD
signals. While the monomer ECD is zero, the absorption dimer signal is very well approxi-
mated by the sum of the monomer spectra. It means that ECD is more sensitive to proper
modelling of the NMA-NMA interaction in the dimer.
Figure 4.15: Absorption (left) and ECD (right) spectra of NMA dimer, with monomers
separated by 4.5, 6.5 and 8.5 Å. TDDFT and TFDP methods are compared.
For 6.5 Å, the absorption spectra obtained by the two tested methods are nearly identical.
The differences between the TDDFT and TFDP spectra are smaller than for 4.5 Å, both for
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absorption and CD. The TFDP curve reasonably well mimics several TDDFT CD features,
such as the positive/negative signal around 130 nm, positive signal within 150-170 nm, and
a negative peak at 217 nm. Around 180 nm, both approaches provide a negative lobe, but
exact positions of the minimum differs (179 nm for TFDP vs. 186 nm for TDDFT).
For the distance of 8.5 Å a direct interaction of the NMA electronic clouds is almost
excluded, and the influence of intermolecular charge-transfer transitions is limited. The
TFDP and TDDFT spectra are even more similar, although minor differences still occur.
For example, the negative TFDP CD signal at 146 nm is predicted by TDDFT as a shoulder
only. However, the TFDP seems to be suitable to simulate spectra for distant chromophores.
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5 Conclusion
This Thesis was focused on Optical Activity of biologically-relevant systems. The largest
molecules included poly-L-glutamic acid fibrils, a set of globular proteins and insulin fibrils.
For poly-L-glutamic acid (PLGA), we used a crystal-like geometry model. With several
annealing cycles and molecular dynamic equilibration we verified that the structure was
stable. Using the Cartesian coordinate-based transfer of the force field and intensity tensors
calculated for smaller fragments, IR and VCD spectra of sheet segments were simulated.
They exhibited a qualitative agreement with experimental data. The averaged spectral
patterns converged relatively quickly with the number of MD snapshots and annealing cycles.
Analysis of the side chain VCD indicated that the spectrum reflects the chiral -COOH group
orientation. We can thus conclude that VCD spectroscopy combined with the simulations is
able to recognize specific geometry features of fibrillar structures.
For the ROA of globular proteins, the computational techniques provided more satis-
factory precision in frequencies and spectral intensities. They could be used to interpret
experimental Raman and ROA spectra more thoroughly. We were able to reproduce the
differences between mainly α-helical human serum albumin and concanavalin A containing
mainly β-sheets, or the differences between very similar hen egg-white and human lysozymes.
The ROA spectroscopic method is also a useful tool to monitor protein amino acid composi-
tion. The possibility to monitor biomolecules, in this case globular proteins, in their natural
aqueous environment makes the ROA suitable for applications in biology and medical imag-
ing.
We used a combination of molecular dynamics and density functional theory to simulate
Raman and ROA spectra of the complicated structure of the insulin fibril. Based on the
modelling we could understand most of the spectral changes observed experimentally, i.e. the
dependence of ROA peak signs and intensities on the structure. Insulin geometries derived
from the β-roll and β-helix proteins provided similar spectra. The most spectral changes
could be interpreted as a α-helix → β-sheet secondary structure transition. These changes
were observed in the amide I, extended amide III and lowest-frequency (bellow 300 cm−1)
spectral regions.
Computational modelling with simplified systems also revealed that the aromatic residues
in insulin had not only strong Raman, but also ROA signal that can be potentially used as
a local probe of the structure. A surprising fact was the sensitive response of the amide III
ROA signal to the changes of the conformation simulated for different twists. We showed
that this does not reflect a direct non-covalent interaction of peptide chains, but is caused
by changes in local protein conformation. The results showed that the ROA technique is
sensitive to protein conformational changes during the fibrillation, and that the complex sim-
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ulations are needed to extract the information about the structure and molecular behaviour
from the spectra.
Apart from the proteins, we studied also smaller molecules. We confirmed that the
Raman spectroscopy was suitable to distinguish polymorphic structures of various drugs.
The UV and ECD spectra of monensin metal complexes were calculated; they were quite
sensitive to metal ion, which can be used in analytical chemistry. Interesting results were
also obtained for lanthanide complexes. The Circularly Polarized Luminiscence (CPL) was
induced by interaction with aminoacids. The experimental data were correlated with com-
plex formation energies acquired using WHAM method. The induced CPL can thus be used
to monitor the biomolecules indirectly in the future.
Methodical projects included the implementation and testing of helical periodic boundary
conditions into the Tinker program. The implementation appeared to be stable and usable
for systems possessing helical symmetry, such as the fibrils.
The second methodical project dealt with transfer of molecular properties needed for
UV-vis and Electronic Circular Dichrosim (ECD) spectroscopies. Good results were achieved
by using the frequency-dependent polarizabilities (TFDP). This method provided results at
least comparable with an older similar semiempirical model (TDC). The transfer parameters
could additionally be varied to account for the chromophore environment and polarizability
localization. The favourable computational time allows to study very large systems.
We believe that improved molecular dynamics methodology can provide even more de-
tailed information about the world of biomolecules in the future.
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6 List of Abbreviations
CD Circular Dichroism.
CPL Circularly Polarized Luminiscence.
DFT Density Functional Theory.
MD Molecular Dynamic.
NMA N-methylacetamide.
NMR Nuclear Magnetic Resonance.
OR Optical Rotation.
PBC Periodic Boundary Conditions.
PMF Potential of Mean Force.
RFO Rational Function Optimization.
ROA Raman Optical Activity.
SOS Sum Over States.
TDC Transition Dipole Coupling.
TDDFT Time Dependent Density Functional Theory.
TFDP Transfer of Frequency-Dependent Polarizabilities.
UV-vis Ultraviolet and visible wavelength region.
VCD Vibrational Circular Dichroism.
VOA Vibrational Optical Activity.
WHAM Weighted Histogram Analysis Method.
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ABSTRACT: Depending on crystallization conditions, many
organic compounds can form crystals of different structure.
Their proper characterization is important, for example, in the
pharmaceutical industry. While the X-ray diffractometry
established as a standard method, alternative techniques are
desirable for broader application flexibility and economic
reasons. In the present study, Raman spectroscopy combined
with the density functional calculations is suggested as a
complementary method to the X-ray and other higher
resolution techniques. The potential to discriminate structural
differences in polymorphic crystalline forms is documented on
three model compounds of industrial importance. Methacry-
lamide, piracetam, and 2-thiobarbituric acid were crystallized under various conditions, and their Raman spectra were recorded
using 532 and 1064 nm laser excitations. X-ray diffractometry and nuclear magnetic resonance spectroscopy were used as
complementary techniques to verify sample composition and structure. To interpret the observed differences in Raman
frequencies and intensities, three computational strategies were explored based on single molecule, a cluster model, and a plane-
wave periodic boundary conditions calculation. The single-molecule modeling was found inadequate, whereas the plane-wave
approach provides the most realistic spectra. For all compounds, the differences in the Raman spectra of polymorphic forms
could be unambiguously assigned to the simulations. The modeling revealed that the spectral differences were caused by the
molecular structure itself as well as by crystal packing. The relative importance of these factors significantly varied across the
investigated samples. Owing to its simplicity, Raman spectroscopy appears to be a promising technique capable of reliable
discriminating between organic crystal polymorphic states.
■ INTRODUCTION
Many elements, ionic compounds, or molecules can form
crystals of more than one structure. This behavior, poly-
morphism, is also encountered in single-component organic
crystals.1 Individual crystal forms can then exhibit different
physical or even chemical properties.2 The identification of
polymorphic forms is therefore of crucial importance, for
example, in the pharmaceutical industry. Various pharmaceut-
ical processes yield different polymorphs, hydrates, and solvates
of drugs.3−5 In particular, the crystalline state of a given
compound influences its bioavailability, or just the production
cost, as it may be easier to make drugs from one polymorph
than from another. Drug regulatory authorities such as FDA in
USA demand information about polymorphism before granting
licenses for product distribution. Even patents have been made
on the basis of the discovery of new polymorphs.6−8
Apart from polymorphs that have the same molecular
composition, organic substances can form various solvates or
hydrates, which is sometimes referred to as pseudopoly-
morphism.9 Inclusion of more than one molecule in the
asymmetric part of the unit cell (Z′ > 1) represents yet another
interesting crystal variation.10,11 Complementary to the stand-
ard diffraction methods, the 13C cross-polarization (CP) magic-
angle spinning (MAS) NMR is also an efficient way of
determining Z′ by means of comparing the number of observed
resonances with the number of nonequivalent carbon atoms
present in the molecule.5,12 Polymorphic crystals were also
successfully studied by neutron diffraction.13
In the present study, we explore the potential of Raman
spectroscopy to reliably distinguish three model polymorphic
crystals. The low-resolution spectroscopic methods are often
more practical than the X-ray diffraction or NMR, e.g., samples
are easier to prepare and/or a smaller amount is required, and
the spectra can be collected faster. Raman scattering is very
sensitive to fine structural details in crystals and is thus
increasingly used in analytical chemistry.14−19 It measures the
relative intensity of scattered light as dependent on its shift
from the laser excitation frequency, usually caused by
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vibrational motions in molecules. In terms of sample
preparation, the Raman technique resembles X-ray powder
diffraction, where polycrystalline samples are used as well.
Lately, the vibrational Raman spectroscopy in the solid state
has been boosted by the possibility to reliably simulate spectra
of infinite periodic systems by accurate quantum-chemical
methods. In particular, the plane-wave density functional theory
(DFT) methodology is convenient as it allows for the
crystalline translational symmetry.20 However, we are not
aware of any systematic accuracy test with respect to the
discrimination of the polymorphic crystal vibrational spectra.
Especially for organic molecules bound by weak crystal forces,
high-precision computations are required to detect the finer
crystal structure differences.
To assess the potential for structural studies for the Raman
experiment combined with the computations, we chose
methacrylamide (A), piracetam (B), and 2-thiobarbituric acid
(C) as model molecules representing typical organic systems
forming polymorphic crystals (Figure 1). The differences
between their polymorphs range from a subtle change in the
crystal packing (piracetam) over conformational (methacryla-
mide) and tautomeric (2-thiobarbituric acid) variations. Within
DFT, we model Raman spectra of isolated molecules as well as
take into account the crystal environment of model systems. A
cluster crystal model and a periodic-boundary condition plane-
wave computation are employed.
The industrially important compound methacrylamide is, for
example, a key intermediate in the acetonecyanohydrin process
employed in manufacturing methyl methacrylate.3 Of the two
known polymorphs, the monoclinic form I (denoted here as
A1) contains only the s-cis molecules, whereas the ortho-
rhombic form II (A2) is exclusively formed by the s-trans
conformer.3
Similarly, piracetam (2-oxo-pyrrolidineacetamide) is a
nootropic agent, currently marketed by UCB Pharma as
Nootropil. It is used to treat the age-related mental decline
and similar disorders of the nervous system. Five polymorphs
have been identified and their structures determined.21 Among
them, stable forms II (B1, triclinic, of P-1 symmetry) and III
(B2, monoclinic, P21/n) can be prepared by recrystallization
from various solvents under ambient conditions. For example,
propan-2-ol and methanol provide forms II and III,
respectively. Crystal structures of both forms have also been
reported.22,23 Unlike in A, however, molecular conformations
B1 and B2 are almost identical. Two approximately planar
parts, the pyrrolidine ring and the acetamide group (Figure 1),
are almost perpendicular. The crystals are formed from dimers
linked by two N−H···O hydrogen bonds. The crystal packing
of the two forms looks quite similar if projected on the ac or bc
crystallographic planes and differs most if observed along the c-
axis (projection to ab plane).
Above 400 K both forms transform into form I (triclinic, P-
1),21,24 which at ambient temperature can be converted to
phase II. High-pressure recrystallization of aqueous and
methanolic solutions of piracetam resulted in the formation
of yet another high-pressure polymorph IV, structurally
characterized by single-crystal X-ray diffractometry.21 A
compression of form II by 0.45−0.70 GPa causes a reversible
single-crystal to single-crystal transition to the last form V.21
As for 2-thiobarbituric acid, a substance valued since long
time for its pharmacological properties,25 six polymorphs have
been isolated and characterized.26,27 We have chosen forms II
(C1) and III (C2) that can be prepared by recrystallization
from absolute ethanol and dry acetonitrile, respectively. In C1,
the molecules are present in the enol form, whereas only the
keto isomer is present in C2. The other 2-thiobarbituric
polymorphs and a hydrate also contain these two isomers;
details can be found elsewhere.26
■ METHODS
Crystal Preparation, X-ray, and NMR Characterization.
Methacrylamide, piracetam, and 2-thiobarbituric acid were
obtained from Sigma-Aldrich, and samples of different
polymorphs were prepared as described in the literature listed
above. Briefly, crystals of A1 were obtained by recrystallization
from a hot chloroform solution, and A2 was prepared by slow
cooling of warm water solution of methacrylamide. B1 and B2
were obtained by recrystallization of piracetam from propan-2-
ol and methanol solutions, respectively. Polymorphs C1 and C2
were obtained by recrystallization of 2-thiobarbituric acid from
dry ethanol and dry acetonitrile, respectively. Sample C2
contained traces of C1 (∼5%), and its contribution was
subtracted from each resultant Raman spectrum of C2. Solid-
state NMR spectra were recorded with Bruker Avance II 500
spectrometer operating at 499.8 MHz in the 1H and at 125.7
MHz in the 13C experiments, using rotors 3.2 mm in diameter.
The chemical shifts were referenced to crystalline α-glycine as a
secondary reference (δst = 176 ppm for carbonyl group
carbon). The ramped amplitude shape pulse was used during
the cross-polarization. The contact time in the basic 13C
experiments was 2 ms, the relaxation delay 4 s, and the spinning
rate 12 kHz. The identity of the methacrylamide sample was
also verified by X-ray measurement on KappaCCD four-circle
diffractometer with a CCD area detector and Mo Kα radiation.
The structures were solved by direct methods28 and refined by
full-matrix least-squares based on F229 with absorption
neglected.
Raman Experiments. Solid-state Raman spectra within the
100−2000 cm−1 range were collected with BioTools ChiralRA-
MAN-2X instrument based on a design of Hug30 (532 nm
excitation wavelength, 32−128 scans, 1.03 s illumination time,
laser power at sample 50−300 mW) and processed using in-
house software.31 Calibration was carried out with a neon lamp
and verified with crystalline α-glycine. First, one polymorph was
recorded and then the second one; this was repeated three
times. As another control, the mixture of both polymorphic
materials was measured and compared with individual
polymorphs. Polycrystalline samples were measured in fused
silica sample cell.
Alternatively, a near-infrared (NIR) Fourier spectrometer
Equinox 55/S fitted with a Raman module FRA 106/S (Bruker,
Germany) was employed to collect spectra excited by a
Nd:YAG laser (1064 nm excitation, 1024 or 2048 scans, 2 cm−1
resolution, at least four spectra were averaged per sample).
Figure 1. Methacrylamide (A1 and A2, s-cis and s-trans conformers),
piracetam (B), and 2-thiobarbituric acid (C1 and C2, enol and keto
forms) as model molecules examined in the present study.
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Powdered sulfur was used as a reference sample to check the
wavenumber scale. A ChiralRAMAN-2X spectrometer provided
a stronger signal, whereas the NIR-excited measurement
reduced the fluorescence and provided a wider range of
frequencies (−300 to 4500 cm−1). The NIR Raman spectra are
shown by default.
Raman and NMR Spectra Calculations. The atomic
coordinates of the polymorphs of methacrylamide, piracetam,
and 2-thiobarbituric acid were derived from the Cambridge
Crystallographic Database32 (see Table 1 for the reference
codes). The shielding values of the infinite crystals, harmonic
force fields, and Raman intensities were calculated by using the
CASTEP program.33 The calculations were based on X-ray
structures with positions of all atoms optimized by energy
minimization; the experimental lattice parameters were kept
fixed. The generalized gradient approximation (GGA) func-
tional of Perdew, Burke, and Ernzerhof (PBE)34 and norm-
conserving pseudopotentials were employed. Harmonic force
field and Raman intensities within the periodic boundary
conditions35 were calculated at the same level as for the
optimization. To verify reliability of the results, two
combinations of the plane-wave cutoff energy and Mon-
khorst−Pack36 grid spacing were applied (600 eV and 0.08 Å−1
and 900 eV and 0.05 Å−1; the latter setup providing better
results on average is presented by default). With the optimized
geometries, NMR shielding was calculated using the gauge-
including projector-augmented wave approach (GIPAW)37 and
the “on the fly” pseudopotentials at 550 eV cutoff.38
Table 1. Overview of Studied Compounds and Their Crystal Structure
aCambridge Structural Database ID and unit cell parameters.
Figure 2. 13C solid-state NMR spectra of polymorphic crystals. From top to bottom: A1 vs A2, B1 vs B2, and C1 vs C2. For clarity, the forms A1,
B1, and C1 are plotted in red and offset by ∼4 ppm; in A, the three low-intensity signals in the 20−80 ppm region correspond to spinning side bands
of the sp2 carbon atoms.
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As an alternative to the CASTEP “plane-wave” (PW)
approach described above, we computed the Raman spectra
with a cluster model and Gaussian atomic orbitals. First, the
crystal cell obtained for each simulated system from the
database was propagated to a “3 × 3 × 3” packing geometry,
replicating elementary cell directions. Then clusters of a
molecule chosen in the center and neighboring molecules
closer than 4 Å were created with our own software. Finally, the
geometries of the clusters were optimized in normal mode
vibrational coordinates39,40 with ωmax
41 of 300 cm−1. Note that
such constrained optimization leaves the crystal geometry
virtually unchanged, whereas the vibrational coordinates
relevant to Raman spectrum (frequencies typically greater
than ωmax) can be relaxed.
The force field and polarizability derivatives of the clusters
were then calculated by the Gaussian42 program and trans-
ferred43,44 back to the crystal cell. The BPW9145 functional
with the 6-31G and 6-31G** basis sets and the B3PW9146,47
functional with the 6-311++G** and 6-31G basis sets for the
central and neighboring molecules, respectively, were used. The
reduction of the basis set was necessary to obtain results in a
reasonable computational time. Supposedly, however, the effect
of this approximation on the precision is limited as the diagonal
force constants most important for the vibrational frequencies48
were obtained from the central molecule with the larger basis
set. The results were quite similar given the differences between
the polymorphic forms; only the B3PW91/6-311++G**/6-
31G calculations are shown, with the surrounding crystal
environment simulated by placing the clusters in the CPCM
model solvent49 with relative electric permittivity εr = 78. We
used the water permittivity as reported earlier50 to approx-
imately mimic the dielectric properties of polar organic crystals.
While the CPCM correction provided slightly better results
than vacuum computations, we verified that the simulated
spectra were fairly independent of the variation of εr.
From the plane wave model and cluster force fields, zero (0,
0, 0) crystal phonon mode vibrational frequencies were
calculated. Involvement of phonon modes with nonzero wave
vectors had a negligible effect on the simulated intensities.
Theoretical spectra were simulated with the Lorentzian bands,
and the full width at half-maximum (Δ) was set 10 cm−1, while
applying the Boltzmann temperature correction. The spectrum
at frequency ω was obtained from the computed backscattering
Raman intensities (I180) of each mode i with the harmonic
Figure 3. Raman spectra of methacrylamide, A2, computed for (a) single molecule and (b) a cluster. The (0,0,0) mode signals of the periodic
elementary cell are in the (c) and (d) panels, while (e) is the experimental spectrum. Spectra a−c were obtained at the B3PW91/6-311++G**/6-
31G/CPCM level and x-scaled by a factor of 0.96; (d) was obtained by the plane-wave simulation with the PBE functional.
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vibrational frequency ωi as S(ω) = ωi
−1{1 − exp[−ωi/
(kT)]}−1{4[(ω − ωi)/Δ]2 + 1}−1I180, where k is the Boltzmann
constant and T is the temperature.
■ RESULTS
NMR Analysis. The NMR results were not the focus of the
present study, as the detection of polymorphic forms by this
technique has been previously described for a number of
compounds.5,26,51 In Figure 2, 13C solid-state NMR spectra of
polymorphic forms of methacrylamide (A1, A2), piracetam
(B1, B2), and 2-thiobarbituric acid (C1, C2) are plotted. It can
be clearly seen that the crystal packing induces specific
shielding; i.e., the samples used in the Raman measurement
correspond to the required forms.
Curiously, only nonpure preparations of methacrylamide
batches, i.e., those also containing one or the other form, have
been described so far.3 As it is apparent from the NMR spectra
(Figure 2), we did obtain pure forms of this compound.
However, when sample A2 (prepared from water solution) was
not completely dried before the CP-MAS experiment, it slowly
transformed to A1. The process could be monitored in a series
of successive CP-MAS spectra, in which the A2 signals were
decreasing while the A1 ones were increasing. The A2 to A1
transformation may have been facilitated by the combined
effect of residual solvent and higher pressure in the MAS rotor
spinning at 12 kHz because it was not observed when the
sample was dry or wet and stored without spinning.
The calculations reproduce the experimental differences in
chemical shifts of the polymorphic forms quite well. Except for
one atom, all predicted signs agree with the experiment, with a
small average error of 1.5 ppm (δ, see Table S1). These results
are in accord with our earlier study, where the solid state NMR
spectroscopy was found to be very suitable for identification of
the polymorphic forms and the crystal packing.51 The crystal
packing is reflected in the chemical shift in two ways; it directly
affects the electronic shielding by neighboring molecules and
the geometry or conformational changes due to the packing
itself.52,53 Either of these contributions can be estimated by the
comparison shifts calculated for an isolated molecule (while
employing either X-ray data or optimized geometry; see second
and third column in Table S1). However, as expected, the full
periodic boundary computation (fourth column in Table S1) is
needed to reach the best agreement with the experiment.
Theoretical Models Adopted for Raman Spectra. To
understand the Raman spectral pattern, we adopted various
models for its simulation. This is exemplified by the spectra of
the A2 form plotted in Figure 3. The single-molecule
computation performed at the B3PW91/6-31++G**/CPCM
level (panel a in Figure 3) is compared to the spectrum of the
cluster (b). In addition, the elementary cell signal was obtained
from (b) by the CCT transfer44 (c) and as the plane-wave PBE
result (d). The experiment is plotted in panel e. The B3PW91
frequencies were scaled by a factor of 0.96 for an easier
comparison.
The effect of the packing interactions is clearly manifested in
spectra shown in Figure 3. The isolated molecule (a) provides
the basic spectral pattern; however, it deviates in some features
from the experiment (e). For example, there is no signal
(except for the weak band of methyl rotation at 163 cm−1) at
the lowest wavenumbers, unlike in the experiment with a strong
peak at 131 cm−1; the experimental band at 1575 cm−1 does not
have a clear counterpart in the simulation, and the simulated
bands at 3459 and 3585 cm−1 (in- and out-of-phase NH
stretching, respectively) are too high.
The cluster model (b) provides a more realistic spectrum. In
particular, the lowest wavenumber (∼100−600 cm−1) signal
rises and is better structured than on (a), which reflects the
crystal packing forces. These modes are to a large extent
composed of delocalized translations/rotations of various
molecular parts. Also, the NH out-of-phase stretching
frequency dramatically falls to 3379 cm−1, and the in-phase
mode (3201 cm−1 in (b)) is even below the CH2 group
stretching. This corresponds to the uneven length of the
NH···O hydrogen bonds in the crystal, 2.029 and 2.093 Å,3
contributing to the splitting of the NH stretching modes. It is
also interesting to note that the PCM approximation of the
bulk crystal adopted for the single-molecule spectrum a does
not adequately represent the NH stretching frequency affected
by the hydrogen bonding. Such inability of the polarizable
continuum solvent models to fully describe the directional and
Figure 4. Calculated (top, plane wave) and experimental (bottom, NIR) Raman spectra of the two methacrylamide crystal forms, within 1300−1750
cm−1. Main intensity changes are indicated by the blue arrows; selected peak maxima are indicated.
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partially covalent hydrogen bonds has been well documented
elsewhere.54−60
Finally, spectra c and d obtained from the periodic
elementary cell and the (0, 0, 0) phonon mode are the most
realistic ones. The cluster-based model (c) provides a more
realistic hydrogen-stretching pattern, in particular the 3192
cm−1 signal observable at 3172 cm−1, and intensities above
1200 and below 200 cm−1. On the other hand, some features,
mostly within 200−1200 cm−1, are better reproduced by the
plane-wave calculation (d).
A visualization of the normal mode displacement reveals an
interesting shift of the amide I (CO stretching) mode, in the
single-molecule (a) hidden at the signal around 1642 cm−1.
This vibration heavily mixes with the in-phase NH bending and
shifts downward in the crystal, to 1542 cm−1 for the cluster
model c, experimentally at 1575 cm−1. Note that the plane-
wave approach can take into account the longer-scale electron
conjugation and periodicity of the crystal structure, whereas the
cluster model comprises interactions of the neighboring
molecules only. On the other hand, the cluster approach
enables one to use a more advanced functional (B3PW91,
containing the Hartree−Fock exchange) and the more
economical Gaussian basis set.
A1 and A2 Polymorphs. The differences between the
individual polymorph spectra of methacrylamide (A1 vs A2,
calculation vs experiment) are documented in Figure 4 showing
the 1300−1750 cm−1 interval where the most significant
spectral changes occurred. As it can be seen, individual
polymorphs of this molecule differ in minor shape changes of
the Raman bands.
The relative intensity and frequency changes between
individual peaks in A1 and A2 spectra can easily be inspected
visually (Figure 4). Experimentally, for example, the intensity at
1374.5 cm−1 of A2 partially moves to 1391 cm−1 for A1.
Corresponding calculated peaks at 1356.6 and 1370 cm−1 reveal
that this is caused by changes in mode coupling, rather than by
shifts of the vibrational frequencies themselves. In particular,
the CH3 umbrella CH bending vibrations (experimentally
∼1376 cm−1) couple differently with the other modes (NH2,
CH2 bending, C−C stretching), providing thus the intensity
boost at 1370 cm−1 in A1.
Similarly, another strong signal for A2, experimentally at
1433 cm−1, calculated at 1407 cm−1, originates in CH scissoring
modes coupled with other CH bending and C−C stretching. A
minor band of A2 at 1475 cm−1 is caused primarily by CH3
scissoring vibrations. The calculated band at 1512.2 cm−1 in A2
shifts to 1519.8 cm−1 in A1, as in experiment, although the
observed change is smaller and the absolute frequency higher,
at ∼1576 cm−1. Because this frequency is underestimated in the
cluster model as well (e.g., at 1542 cm−1, spectrum c, Figure 3),
the lack of anharmonic corrections in the model is the most
likely scenario. Presently, we are not aware of any other method
providing reliable anharmonic corrections for systems of this
size.
It is important to understand that the main differences in the
polymorphic spectra have in this case their origin in the crystal
packing. The cis and trans conformations of individual
methacrylamide molecules provide different spectra (cf. Figure
S1) but do not explain the crystal features (Figure 3) or the
polymorphic differences (Figure 4). Interestingly, the A1 and
A2 crystal Raman spectra (see Figure S2 for a comparison in
the entire range of frequencies) resemble more each other than
those of the isolated cis and trans conformers (Figure S1). In
other words, crystal packing appears to smear the differences in
the spectra of individual isomers.
Polymorphs B1 and B2. Piracetam behaves somewhat
differently than methacrylamide. The B1 and B2 polymorphic
forms are composed of very similar rotamers. The con-
formation in which the amide group is approximately
perpendicular to the nearly planar five-membered ring is also
conserved. The differences in the Raman spectra primarily arise
from the different crystal packing, with the P-1 symmetry in B1
and P21/n in B2. Even then, the packing is quite similar,22 with
a piracetam dimer being the basic unit held together by a
dispersion attraction of the five-membered rings, and by
hydrogen bonds between the NH2 and exocyclic carbonyl
groups. In B1, the dimer hydrogen bonds are slightly shorter
(1.953 Å), and the ring is slightly more puckered than in B2 (cf.
the N−CO−C−C angle of 7°, Figure 5).
The great degree of similarity between B1 and B2 causes
only minor changes in the Raman spectra. The small effect of
the packing on the spectra in an organic crystal is in agreement
e.g. with a recent study61 about vibronic effects and solid state
circular dichroism. However, as it can be seen in Figure 6 where
the experiment from the 1064 nm excitation is compared to the
plane-wave calculation, the differences exhibited as fine
frequency and intensity changes occur within the entire range
of frequencies and are reasonably matched by the computation.
Figure 5. Piracetam dimer structure in two polymorphic crystal forms
(distances in Å, torsional angles in deg).
Figure 6. Calculated (top) and experimental (bottom) Raman spectra
of the piracetam polymorphs B1 and B2. The intensity scale is
arbitrary, but consistent in calculation and experiment; the intensities
in the upper right panel are scaled down by a factor of 0.25.
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The experimental spectrum obtained with the 532 nm laser is
quite similar, and its comparison with a computed spectrum is
shown in Figure S3. The correspondence between the
simulation and the experiment is less clear in the hydrogen
stretching region (2800−3400 cm−1, Figure 6), most likely due
to anharmonic forces62 that are difficult to include in the
computation.63 However, the theory provides correct signs of
the intensity shifts of most bends including the most important
intensity features of the difference spectrum plotted in Figure 6
in blue.
Alternatively, one can inspect the frequency change of
individual vibrational bands for the two polymorphic forms.
This analysis is more laborious than visual comparison of
intensities as the corresponding peaks need to be identified.
Nevertheless, as shown in Figure 7 where 10 vibrational bands
with the largest changes were selected, the frequency changes
can also be quite reliably reproduced by the calculations. The
plane-wave method appears to be more reliable than the cluster
model; the latter one even yielded a frequency difference for
the 1031 cm−1 Raman band with a wrong sign. Overall,
however, the main trends are reproduced well. The large
differences between the computation and experimental changes
for 777 and 1433 cm−1 bands are at least partially explicable by
an interference of close vibrations, indistinguishable at the
currently available experimental resolution. On average, the
changes computed by the PW method match the experiment
with an error of only about 2 cm−1 and correlation coefficient of
0.739; the cluster results are noticeably worse (Figure S4).
The higher frequency (>2000 cm−1) modes were not
included in the statistics as they are difficult to assign and
prone to anharmonic perturbations.62,64 Quite often, modes
involving large hydrogen atom movements provide the largest
frequency differences. These include the backbone torsion and
CH2 group rotation (experimentally at 295 cm
−1), NH2
bending (853 cm−1), torsion (865 cm−1), or CH2 scissor
modes (1433 and 1490 cm−1). The modes involving the amide
oxygen (out-of-plane deviation at 566 cm−1 and CO
stretching at 1606 cm−1) also provide large frequency
differences of about 5 cm−1 (Figure 7).
On piracetam, we can also demonstrate the effect of the
energy cutoff and grid size on the computed Raman spectra
(Figure S5). Both computational setups provided a reasonable
spectral shape, and for some bands the cruder model (500 eV,
0.08 Å) gave a better agreement with the experiment than the
finer one (900 eV, 0.05 Å). However, the finer setup clearly
performed overall better in terms of frequencies and relative
peak intensities. The differences between the two polymorphic
forms were significantly overestimated by the cruder model.
Higher computational precision is thus required to capture the
tiny differences in Raman spectra, as caused by crystal packing.
2-Thiobarbituric Acid Polymorphs C1 and C2. This
compound exhibits yet another behavior than the previous two
systems, with the greatest differences among the Raman spectra
of its polymorphs. The simulated (plane-wave) and NIR
Raman experimental spectra are plotted in Figure 8. In the
hydrogen stretching region (∼2800−3300 cm−1), for example,
the C1 form has only one distinct peak in the experimental
spectrum (3104 cm−1), whereas C2 has three. This observation
corresponds to the more extensive hydrogen bond network
only compatible with the enol form C1 (cf. Table 1).26
Computation yields more peaks in this region, but we can
suppose that the NH stretching signals (3110, 3126, and 3222
cm−1 in Figure 8) are manifested as a broad background only in
the experiment, due to the strong anharmonic effects and
polarity of the hydrogen bond, similarly as for the OH
stretching.
The plane-wave computation provided an unreasonable value
of the OH stretching frequency (∼2000 cm−1, not shown),
most probably due to the inaccuracy of the PBE functional
unable to describe the very short hydrogen bond and a rather
long OH bond observed in the crystal. The =O···H and O−H
distances were determined as 1.44 and 1.097 Å, respectively.26
Indeed, the OH vibration can be better reproduced with the
cluster model where the B3PW91 functional can be used and
where the signal at 2000 cm−1 disappears. However, this does
not improve the overall agreement with the experiment (cluster
computation, Figure S6). As expected, the single-molecule
spectra, also plotted in Figure S6, are not realistic either. Most
probably, the weak experimental signals of the OH and NH
stretching bands are caused by anharmonic interactions and
consequent inhomogeneous band broadening; the experimental
band at 3104 cm−1 can then be assigned to C−H stretching.
In the experimental Raman spectrum of C2, three strong
bands appear in the high-frequency region (Figure 8). The
peaks at 2874 and 2979 cm−1 are reproduced by the calculation
(2886 and 3036 cm−1) as C−H stretching bands. Interestingly,
the rather unusual low frequency of the experimental 2874
cm−1 band seems to be caused by a weak hydrogen bond
involving an aliphatic hydrogen and keto group oxygen. The
third experimental band at the highest frequency (3097 cm−1)
is reproduced as a split 3108/3131 cm−1 signal, which unmasks
yet another loophole in the theory regarding the polar
hydrogen bonding.
The spectra of the C1 and C2 forms are even more complex
in the lower-frequency region (<1800 cm−1, Figure 8), and the
theory can faithfully reproduce only some experimental
features. It should be also noted that the experimental spectrum
C1 may contain incompletely subtracted contributions from
C2. However, by a careful comparison, a reliable assignment of
most peaks is possible. Only the C2 form provides the CO
stretching (“amide I”) peak at 1717 cm−1 in the experiment,
reproduced at 1657 cm−1 by the model. In C1, this mode is
mixed with CC stretching, providing only a weak signal as
reproduced by the calculation. The amide II mode (largely N−
C stretching) shifts from the experimental 1553 cm−1 peak in
Figure 7. Ten largest frequency differences in the Raman bands
between piracetam polymorphs, Δω = ω(B1) − ω(B2), calculated by
the cluster and plane-wave method, and measured experimentally.
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C1 to 1571 cm−1 in C2, similarly as in theory (1508 → 1512
cm−1). A ring deformation in C1 gives a strong signal both in
the theoretical (1405 cm−1) and observed (1422 cm−1)
spectrum, similarly as for the CH2 scissoring mode in C2
(exptl 1377 cm−1, calcd 1325 cm−1). The experimental CS
stretching band moves down from 1025 cm−1 (C1) to 1010
cm−1 (C2), as does the theoretical one (1020 → 999 cm−1). A
visual inspection of the normal modes reveals that CS
stretching is also mixed with CN stretching, contributing to
the signal around 1170 cm−1.
A rather specific signal, clearly stronger in the C2 form, is due
to out-of-plane motions, such as NH bending; it is
experimentally observed at 798−935 cm−1 and calculated at
867−913 cm−1. The strongest experimental intensities,
detected at 587−606 cm−1, are underestimated by the
computation. They originate in the out-of-plane CO, C
S, and C−H group motions, which are notoriously difficult to
describe within the harmonic approximation.57,65 Finally, the
lowest-wavenumber region is also rich in information,
involving, for example, the 526/535 (calcd/exptl) cm−1 or
the 428/427 cm−1 ring deformation band characteristic for C1
and a very stable CS bending frequency (experimentally at
264/275 cm−1 for C1/C2).
Although the polymorphic differences can be reliably
reproduced by our models, an accuracy improvement is
certainly still needed. It as very likely that the accuracy of the
GGA force field and Raman intensities obtained within the PW
computations represent the limiting factor; the cluster approach
is more flexible in the basis set and functional choice but limited
in the physical model. The absolute Raman intensities in
particular are extremely sensitive to the basis set variations.66
For the C1/C2 polymorphic forms, a correction for
anharmonic forces can potentially improve the hydrogen-
stretching region (2800−3200 cm−1). However, this is
currently impossible for a system of this size. Additionally,
larger deviations between the simulations and the experiment
are also encountered in the lower-frequency region. Although
this region is presumably well described at the harmonic level,
frequency shifts of several cm−1 caused by anharmonic forces
cannot be excluded. Future improvements of the method are
thus dependent on the efficiency of implementing more precise
electronic and vibrational quantum chemical methods.
Other structural information might also be hidden in the
lattice modes, not analyzed in the present study. Our
spectrometers do not enable measurement below ∼100 cm−1.
These vibrations are difficult to analyze because of the large
background signal and a limited precision of calculated force
Figure 8. 2-Thiobarbituric acid: calculated (plane-wave) and NIR experimental Raman spectra of the two polymorphic forms C1 and C2.
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fields. Another important practical issue in the Raman spectra
interpretation is the use of coordinates determined by X-ray
diffraction. If one wants to replace X-ray spectroscopy, a pure a
priory generation could be considered in the future for the
initial coordinates as well. Currently, we propose the Raman
technique as a convenient complementary way of examining
the polymorphic forms in analytical practice.
■ CONCLUSIONS
We succeeded in preparing model polymorphic crystal forms of
three model compounds including those of practical
importance and characterized them by NMR and Raman
spectroscopy. Pure polymorphs of methacrylamide were
prepared, which has not been reported so far.
The NMR data confirmed sample purity and good
performance of the technique in polymorphic discrimination.
Raman spectroscopy proved to be an equally viable technique,
as the spectra of different polymorphs exhibited distinct
features that could be reliably reproduced by the density
functional computations. Compared to green (532 nm) laser,
excitation by a near-infrared one was somewhat more suitable
as it suppressed sample fluorescence. The spectral shapes were
similar in both experiments.
In spite of minor inconsistencies, the plane-wave approach,
inherently comprising the crystal symmetry and periodicity,
made it possible to reliably simulate spectral frequencies and
intensities. Occasionally, the cluster-based computations were
more advantageous as they could be combined with more
theoretical approaches, in particular with different functionals.
The studied examples represent a wide array of interpolymor-
phic differences manifested in the Raman spectra, from an
almost pure crystal packing influence (piracetam) to profound
changes in molecular structures (methacrylamide, 2-thiobarbi-
turic acid). The computational models could successfully
handle all cases, and we aim to further improve them so that
even more complex systems can be reliably examined in the
future. In any case, we demonstrated that Raman spectroscopy
combined with computational modeling can significantly
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Circular Dichroism is Sensitive to Monovalent Cation Binding in
Monensin Complexes
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ABSTRACT Monensin is a natural antibiotic that exhibits high affinity to certain metal ions.
In order to explore its potential in coordination chemistry, circular dichroism (CD) spectra of
monensic acid A (MonH) and its derivatives containing monovalent cations (Li+, Na+, K+, Rb+,
Ag+, and Et4N+) in methanolic solutions were measured and compared to computational models.
Whereas the conventional CD spectroscopy allowed recording of the transitions down to 192 nm,
synchrotron radiation circular dichroism (SRCD) revealed other bands in the 178–192 nm wave-
length range. CD signs and intensities significantly varied in the studied compounds, in spite of
their similar crystal structure. Computational modeling based on the Density Functional Theory
(DFT) and continuum solvent model suggests that the solid state monensin structure is largely
conserved in the solutions as well. Time-dependent Density Functional Theory (TDDFT)
simulations did not allow band-to-band comparison with experimental spectra due to their limited
precision, but indicated that the spectral changes were caused by a combination of minor confor-
mational changes upon the monovalent cation binding and a direct involvement of the metal
electrons in monensin electronic transitions. Both the experiment and simulations thus show
that the CD spectra of monensin complexes are very sensitive to the captured ions and can be
used for their discrimination. Chirality 28:420–428, 2016. © 2016 Wiley Periodicals, Inc.
KEY WORDS: monovalent polyether ionophore; metal complexes; synchrotron radiation
circular dichroism; time-dependent density functional theory
Monensin is a natural antibiotic produced by Streptomyces
cinnamonensis.1–3 It is widely applied in stock farming and
veterinary medicine due to its pronounced coccidiostatic
and antibacterial properties.4–14 The main form of the iono-
phore is monensin A (monensic acid, MonH), accompanied
by two minor factors, monensin B and monensin C, also pro-
duced by the Streptomyces bacteria. From a chemical point of
view, monensin A is a polyether derivative of a monocarbox-
ylic acid (Scheme 1). Its monohydrated form (MonH×H2O)
exists in a pseudo-cyclic conformation secured by head-to-tail
H-bonding between the carboxylic moiety and the alcoholic
hydroxyl group of the last six-membered ring (O11), with a
supplementary binding of a water molecule.15,16 Oxygen
atoms pointing inside the cavity ensure its hydrophilic charac-
ter, while the alkyl-rich polyether backbone provides antibi-
otic lipophilicity and corresponding cell membrane activity.
Another interesting property of monensin is its ability to
form complexes with certain monovalent metal cations.
The antibiotic acts as a monoanion through deprotonated
carboxylic function, assuring an overall neutral charge of
the complex. These complexes can also easily penetrate
bacteria’s cell membranes via the so-called electrogenic and
nonelectrogenic mechanisms.17–24 Inside the cell dissociation
processes occur, leading to disturbance of pH and metal ion
equilibria. Subsequent changes activate a variety of further
events, ultimately leading to cell death. Better understanding
of the metal ion complexation of monensin in solution will
contribute to elucidation of the details of the above processes.
The affinity of monensin to bind monovalent metal ions
decreases in the order of Ag+>Na+>K+>Rb+>Li+ ~Cs+.25
Molecular geometries of complexes with lithium, sodium,
potassium, rubidium, and silver cations were determined by
X-ray diffraction on single crystals.26–35 The crystal forms
are very similar, with the monovalent metal ion trapped in
the central cavity and coordinated with at least six oxygen
(-O-, -OH) donor atoms. Carboxylate oxygens do not partici-
pate in the binding, but two hydrogen bonds between the
carboxylate group and alcoholic OH groups at the opposite
end of the molecule stabilize the pseudo-cyclic structure,
which is slightly differently than in free ligand.
MonH and its monovalent metal complexes exhibit a very
low solubility in water, but are readily soluble in methanol,
ethanol, acetone, or chloroform. These solutions were
studied in potentiometric,36–42 NMR,43–47 polarographic,48
and mass-spectrometric49–54 experiments. Natural polyether
ionophores such as lasalocid and salinomycin were studied
by circular dichroism (CD) in the near UV range,55–59 but be-
cause of the lack of suitable chromophores this technique
was not employed so far for monensin.
Let us recall that the use of CD spectroscopy, at least as
a complementary method, appears convenient for many
reasons. It is in general more sensitive with respect to the
sample amount and structural changes than infrared absorp-
tion, the experiment is simpler than X-ray diffraction, NMR,
or mass-spectroscopy, it is applicable to solutions, unlike
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X-ray diffraction, etc. On the other hand, CD often provides
rather limited resolution and a number of spectral features;
these disadvantages can be at least partially sorted out by
the possibility to interpret the spectra on the basis of
parameter-free quantum-chemical computations.
In the present article the potency of conventional CD and
synchrotron radiation circular dichroism (SRCD) spectros-
copy is explored to evaluate the complexation ability of
monensin A with respect to monovalent cations in solution.
The experimental data are discussed on the basis of computa-
tional modeling. Density Functional Theory (DFT) and a
dielectric solvent model were used to estimate solution
geometries, and time-dependent DFT (TDDFT) was used to
simulate the absorption and CD spectra.
MATERIALS AND METHODS
Materials
Sodium monensinate (MonNa) was kindly provided by Biovet
(Peshtera, Bulgaria). Metal(I) salts, Et4NOH, and methanol of analytical
grade were supplied by Merck/Fluka (Darmstadt, Germany).
Monensic acid (MonH ×H2O), tetraethylammonium monensinate
(MonNEt4), and monovalent metal complexes MonM (M=K, Rb, Li,
Ag) were prepared as described previously.26,40 The complex formation
was confirmed by IR spectroscopy (Supplementary Fig. S1, FT-IR
Nikolet 6700 spectrophotometer, Thermo Scientific, Waltham, MA,
KBr pellet). Isolated solid-state monensin complexes were dissolved in
methanol for subsequent measurements. The data from titrations of
MonH with monovalent metal ions fit well these (Fig. S2). MonNEt4
was obtained in situ.
CD Spectroscopy
CD spectroscopic measurements were performed on a Jasco (Tokyo,
Japan) J-815 spectrometer with solution samples (concentration of
5–20mmol dm-3, temperature of 25 °C) kept in a fused silica cuvette
of 0.2mm optical pathlength. The spectra were recorded in the
180–300 nm range, using 0.5 nm resolution, 2 sec response time, and a
scanning speed of 20 nm/min.
Synchrotron radiation CD (SRCD) spectra were recorded at the AU-CD
beam line SRCD facility, part of the ASTRID2 storage ring at the Institute
for Storage Ring Facilities (ISA), University of Aarhus, Aarhus,
Denmark.60,61 The compounds were dissolved in methanol to concentra-
tions of 40–100mmol dm-3. All spectra were recorded at 24.4 °C in 1-nm
steps with a dwell time of 2 sec per step, in the wavelength range of
170–300 nm and with resolution of 0.5 nm. Spectra of sodium
monensinate (MonNa) were recorded using both 0.2mm and 0.014mm
cuvettes, whereas 0.014mm only was used for the rest.
Two accumulations were averaged both for the CD and SRCD
measurements. The molar absorbance and molar ellipticity of compounds
were calculated after subtraction of the solvent (methanol) spectra
acquired at identical conditions.
Calculations
X-ray structures of monensic acid (MonH ×H2O - MONSNI)
15
and its monovalent metal complexes MonM (M= Li+ - MIPSIO,33 Na+ -
DEYGAQ,32 K+ - FECROU10,30 Rb+ - RITLIQ,34 Ag+ - MONSIN1026) were
used as starting geometries. The structures were fully optimized with the
Gausian09.Rev.D01 program62 using the B3LYP functional63 and the
conductor-like polarizable continuum solvent model (CPCM)64 to account
for the methanol environment. CAM-B3LYP, invented to improve B3LYP,
B3PW91, LC-WPBE, and WB97XD functionals were also applied, but did
not give better results than the standard B3LYP (Fig. S3).
Alternatively to the full optimization, X-ray geometries, partially opti-
mized in the normal mode coordinates were used as well; normal modes
with frequencies |ωi|< 300 cm
-1 were fixed.65 The partial optimization
corrected in particular bond lengths and angles of the hydrogen atoms,
determined with a big error or completely missing in the crystal
structures.
The 6-311++G** basis set was used for the carboxyl group atoms, the
MWB28 pseudopotential66 and basis set were used for silver and rubid-
ium atoms, and the 6-31G** basis set was used for the rest. For the opti-
mized structures, UV and CD spectra were calculated at the TDDFT67/
CPCM level. For each system 100 electronic excited states were obtained
to cover the experimentally observable spectral range.
RESULTS AND DISCUSSION
To the best of our knowledge, we report for the first time
the spectral changes occurring upon complexation of
monensin A, evaluated by means of CD spectroscopy. As
some readers might not be familiar with the SRCD technique,
we compare classical CD and SRCD measurements done
using the same 0.2mm optical pathlength cell. The CD and
SRCD spectra of sodium monensinate (MonNa), as well as
the total absorbances derived from the same measurements,
are plotted in Figure S4. The careful comparison of the two
techniques in this setup showed only minor differences.
Keeping the total absorbance value below 2 is a prerequisite
to obtain reliable CD spectra. By means of conventional CD
and SRCD under the same experimental conditions, such
data were obtained in the UV range down to 192 and
187 nm, respectively. In both CD and SRCD the absorbance
of the solvent used (MeOH) with and without MonNa is
almost the same, demonstrating the negligible contribution
of the dissolved substance to the total absorbance. The CD
and SRCD spectra of MonNa correspond reasonably well to
each other. Below 192nm, the conventional CD quickly
deteriorates due to the high absorption and low sensitivity.
Scheme 1. Numbering scheme of monensin A (left) and MonH × H2O crystal structure [16] (right). Protons are omitted for clarity and H-bond distances shorter
than 3.00 Å are indicated.
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The CD spectra of MonH and all the monovalent com-
plexes (recorded at 0.2mm optical pathlength) are presented
in Figure 1. The results show that the position and sign of CD
signals significantly depend on the protonation state of the
ligand and coordinated cation. MonH, for example, exhibits
a positive sign within 190–245 nm with two maxima at 218
and 192 nm, while the replacement of H+ with the Et4N+
cation diminishes the 218 nm band (although it remains still
positive) and gives rise to a positive maximum at 195 nm.
The observed spectral variance can be probably attributed
to formation of an alternative hydrogen-bonding network.
Most probably, MonH stays in the “closed” conformation, as
it was found most favorable for the anionic form.15,68
The trapping of monovalent metal ions into the ligand
cavity causes significant changes in the CD spectra. The
complexation of sodium ions is accompanied by the appear-
ance of two bands, at 200 nm (positive) and 216 nm (nega-
tive). The coordination of lithium ions provides a negative
signal within 190–230 nm, while the CD spectrum of the silver
complex contains positive (196 nm) and negative (208 nm)
Fig. 1. Experimental CD spectra of MonH and its complexes with six
monovalent ions (0.2 mm optical pathlength). The intensities within
180–192 nm are not reliable; they are shown for comparison with the SRCD
spectra in Figure 2.
Fig. 2. Experimental and calculated absorption (left) and SRCD (right) spectra of MonH and MonM (M = Li+, Na+, K+, Rb+, Ag+). The measurement was
performed with 0.014 mm optical pathlength. The B3LYP/PCM/6-311++G**/6-31G** level was used in the computations; results for fully and partially (“X-ray”)
optimized geometries are shown.
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bands. The potassium and rubidium complexes of monensin
are mostly characterized by negative bands at 201–203 nm.
We were able to obtain additional data in the far UV region
by SRCD spectroscopy using a shorter optical pathlength of
0.014mm (Fig. 2). The spectra were cut at 178 nm by the
limitation due to the high absorbance values (hight tension
voltage was greater than 5 kV below this wavelength). Ab-
sorption spectra of all compounds are quite similar, except
for the MonAg, with a characteristic shoulders at longer
wavelengths (200 and 218 nm). The absorption intensity gen-
erally increased upon exchange of H+ with monovalent cat-
ions. Low-wavelength CD bands unseen by conventional CD
are of high intensity and provide an additional possibility to
distinguish different monensin complexes. The experimental
spectra of MonH andMonNEt4 possess negative signal below
190nm, and silver complex has a strong negative band at
185 nm. The coordination of lithium ions leads to the appear-
ance of a negative band at 187 nm accompanied by a negative
shoulder at ~200–220 nm. Spectral shapes of the MonK and
MonRb complexes in the range of 180–185 nm differ, in spite
of the similarities observed within the 190–220 nm interval.
The sodium complex of monensin provides a unique spec-
trum too.
The comparison of CD and SRCD spectra reveals a very
good agreement in the range of 192–300 nm. The SRCD tech-
nique leads to a higher signal-to-noise ratio, and the SRCD
setup with the thin 0.014mm cell provides characteristic,
high intensity signal even within the 178–192 nm region of
high absorption.60,61
Structural changes upon metal binding may account for the
variations of CD spectra. However, these are quite small. The
structures of monensin A and its metal complexes were com-
pared; the root-mean-square deviations (RMSD)69 obtained
using the PyMol alignment procedure are collected in
Table 1. We see that the overall conformation of the ligand
is very similar in each complex. Despite this similarity,
observed also in the IR and NMR spectra of monovalent
monensinates,32,33,35,47 the CD spectra differ significantly in
band positions, signs, and intensities. Nevertheless, some
trends can be observed. The fine structure of MonH differs
from those of the metal complexes (RMSD ~0.7; Fig. S5),
which may be reflected in the CD intensities (Fig. 3). Both
the MonLi and MonNa, and MonK and MonRb crystal pairs
look rather similar (RMSD ~0.2; Fig. S6), in accordance with
the good agreement in the wavelengths of CD minima and
maxima.
Considering that there is no significant change in the over-
all structures of the species when dissolved in methanol,
which can also be supposed from NMR data published
earlier,45–47 at least some differences in the CD spectra might
be explained by the small conformational changes of the
ligand molecule upon complexation. On the other hand, the
crystal structure of MonAg, which is also different from
MonH and is rather similar to MonM structures (e.g., RMSD
~0.1 for the comparison with MonNa, see Fig S7), has a
rather unique CD spectrum.
Calculated absorption and CD spectra (Fig. 2) may provide
a better understanding of the problem, although they do not
reproduce the experiment quantitatively. The absorption
spectra exhibit a limited number of features to be compared,
except for the outstanding high-wavelength absorption of the
Ag-derivative. The fully optimized geometries (middle panel)
provide better absorption profile of the K-derivative, other-
wise they do not exhibit a clear advantage against the X-ray
model (bottom).
Occasional agreement of calculated and experimental CD
spectra can be observed. For example, both spectra of MonH
are negative around 180 nm. The measured curve is positive
above ~185 nm, but the calculation predicts a negative signal
at higher wavelengths that is not observed experimentally.
Part of the disagreement can be given by the position of
hydrogen atoms, not clearly given by the X-ray data. The
usual error of the TDDFT method70 and complicated confor-
mational and hydration equilibria that could not be included
in the calculations due to excessive computational demands
also hinder a more detailed comparison of calculated and
experimental CD intensities.
On the other hand, the calculations well document the
sensitivity of monensin to the metal binding. Also, based
on the orbital analysis, we could assign the most prominent
spectral features. Thus, most transitions around 180 nm in
monovalent monensinates (except the Ag+-derivative) are
σ→σ*; transitions within 190–200 nm can be approximately
thought of as σ→σ*, and within 200 to 206 nm n→σ* transitions
dominate (“n” means a nonbonding [lone pair] orbital on oxygen
in hydroxyl or carboxyl). Most but not all transitions above
180 nm are located around the carboxyl residue. The highest
wavelength bands around 210–215 nm are attributed to σ→π*
and n→π* transitions, where the π-orbitals mostly belong to
the carboxyl, although a small participation of the lone pairs
on hydroxyl oxygen can be also counted as π. With silver cation,
the situation is different, as the silver transitions are stronger
and dominate, all the 180, 215, 230, and 242 nm intense
bands are assigned to 4d→5 s transition; the n, π, and σ orbitals
of monensin also contribute, as above, but their intensities
are weaker.
The spectra generated with the partially optimized struc-
tures (lower part of Fig. 2) provide very similar results in
TABLE 1. Root-mean-square deviations (RMSD in Å units) as a measure of similarity between 47 nonhydrogen backbone atoms of
the superimposed monensin A complexes
Comparison by LigAlign69 Optimized structures MonH MonLi MonNa MonK MonRb
MonH 0.188
MonLi 0.116 0.715 (0.650)
MonNa 0.152 0.685 (0.555) 0.187 (0.198)
MonK 0.438 0.648 (0.472) 0.558 (0.611) 0.404 (0.521)
MonRb 0.477 0.674 (0.551) 0.658 (0.798) 0.503 (0.646) 0.131 (0.660)
MonAg 0.460 0.649 (0.283) 0.313 (0.597) 0.134 (0.490) 0.231 (0.567) 0.348 (0.597)
Crystal structures obtained with various monovalent ions were compared among each other, as well as, to their optimized structures (first column). The numbers in
parentheses relate to the optimized structures.
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terms of agreement/disagreement with the experiment,
which also suggest that the overall ligand geometries
are rather similar. However, it should be mentioned that,
e.g., for MonK and MonRb, the spectra calculated for
the partially optimized (“crystal”) geometry compare better
to experimental CD than those obtained for the fully
optimized structure.
Thus, although the calculations do not reproduce well
detailed experimental CD patterns, they confirm that the
metal ions can induce specific CD shapes under a minimal
change of conformation. The limited accuracy can be
explained by the complexity of the system and accumulation
of computational error stemming from the DFT and TDDFT
approximations, approximate solvent model, and lack of
dynamics in the modeling. Yet several trends could be
observed, such as the profound difference in the behavior of
the Ag+-ion if compared to the others.
To understand better the link between the spectrum
and the structure, we performed various computational exper-
iments. In Figure 3, simulated absorption and CD spectra for
the Li+, Na+, K+, Rb+, and Ag+ complexes, and their counter-
parts with the same ligand structure but metal ions
removed, are plotted. The spectral shapes and the pairwise
comparison demonstrate that the metal ion can significantly
affect the spectrum participating in electronic transitions
and induce changes in the ligand fine structure. We marked
the position of the highest-wavelength (lowest-
energy) electronic transition for different metal complexes.
Fig. 3. Calculated absorption (left) and CD (right) spectra of monensin complexes for optimized structures including the metal ion (red) and for the same struc-
tures with metal ion removed (black). Transitions with a significant participation of the HOMO–LUMO excitation are indicated for absorption by the vertical lines
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As expected, this “threshold” transition largely involves the
HOMO and LUMO orbitals. Both the position and relative
intensity of these bands vary for different metal ions, with
Fig. 4. HOMO (left) and LUMO (right) molecular orbitals of MonH and its
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the Ag+-ion causing the largest shift of the absorption band to
longer wavelength, in agreement with the experiment.
On a qualitative level, one can see the influence of the metal
ion binding on electronic structure in Figure 4, where the
HOMO and LUMO orbitals are exemplified for MonH and
its monovalent derivatives. Apparently, in most metal com-
plexes, the orbitals, in particular HOMO, shift closer to the
molecular site where the metals are bound. The Ag+ complex
is an exception, with HOMO being relatively far from the
metal, but the LUMO shape is unique due to the participation
of the Ag 5 s orbital. The delocalization of the orbitals lends
CD spectra additional sensitivity to fine conformational
changes.
The comparison of the optimized structures gives a similar
picture as for the crystal structures (Table 1). The metal
complexes do not deviate much from MonH and the pairwise
similarity of MonLi and MonNa can still be recognized
(RMSD ~0.2). The increase of the size of the metal ion,
however, seems to increase discrepancies between the X-ray
and computed geometries. This can be demonstrated by the
RMSD values derived from the comparison of each crystal
structure and its optimized counterpart (first column in
Table 1). While these numbers for MonH, MonLi, and
MonNa are below 0.2, they increase for MonK, MonRb,
and also for MonAg. The strict similarity between MonK
and MonRb has been lost (RMSD ~0.7), as well.
Table 2 and Figure S8 provide more details of the fine struc-
tural changes during the optimization process. By compari-
son of the probable hydrogen bonding scheme between the
two termini of the monensinate ion in different complexes,
we can state that the most significant fine changes occurred
in the MonK and MonAg structures. In addition, the M-O
atomic distances also vary in the MonK complex as the
carboxylate oxygens approached the metal ion during
the optimization. The original distance of K+ from both
carboxylate oxygens is ~3.5Å and from the coordinated
oxygens is around 2.7Å, while in the optimized structure
the carboxylate oxygen-metal ion distances are ~2.9Å and
the other oxygens are at 2.8–2.9Å, a little bit further from
the metal ion than in the initial structure. In the metal ion
bonding network of the MonRb complex there are gradual
changes of the distances, but the overall structure and the
coordination mode seems to be the same as in the crystal.
The differences might reflect approximations (solvent
model, limited basis set, functional) used in the calculations,
but such small deviations between the solution and crystal
structures may also be realistic. As was pointed out in the
reviewing process, the experiments in methanol may also
be biased due to residual traces of water (potentially bound
to monensin) that are difficult to control. The overall similar-
ity of the crystal and fully optimized DFT structures of the
metal complexes of monensin thus contrasts with their differ-
ent CD spectral patterns. In general, we can thus conclude
that while it is difficult to estimate the extent of the geometry
change when the crystals are dissolved in methanol, the
comparison of calculated and experimental spectral patterns
can provide useful indications.
CONCLUSION
In order to explore the unique metal-binding properties of
the monensin A antibiotic, we recorded and analyzed CD
and SRCD spectra of its complexes with ammonium, light,
and heavy monovalent metal ions. The SRCD technique pro-
vided a higher signal-to-noise ratio and enabled measurement
in a wider wavelength range than CD. Except for the Ag+-ion,
the metal ion binding did not significantly influence the
absorption spectrum, whereas significant changes occurred
in CD. This behavior was on a qualitative level explained by
time-dependent density functional computations of solution
geometries and excitation spectra. These confirmed that
incorporation of monovalent cations into the antibiotic struc-
ture does not significantly change the solid-state conforma-
tion, but that the cation directly participates in the electronic
transitions, which may be largely responsible for the CD
pattern changes. Because of the large and metal-specific
spectral variations under the binding, we can thus conclude
that the CD spectroscopy can be used as a sensitive indicator
of monensin A monovalent cation binding.
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Chiral sensing of amino acids and proteins
chelating with EuIII complexes by Raman optical
activity spectroscopy†
Tao Wu,* Jiřı́ Kessler and Petr Bouř
Chiroptical spectroscopy of lanthanides sensitively reflects their environment and finds various applications
including probing protein structures. However, the measurement is often hampered by instrumental detection
limits. In the present study circularly polarized luminescence (CPL) of a europium complex induced by amino
acids is monitored by Raman optical activity (ROA) spectroscopy, which enables us to detect weak CPL bands
invisible to conventional CPL spectrometers. In detail, the spectroscopic response to the protonation state
could be studied, e.g. histidine at pH = 2 showed an opposite sign of the strongest CPL band in contrast to
that at pH = 7. The spectra were interpreted qualitatively on the basis of the ligand-field theory and related to
CPL induced by an external magnetic field. Free energy profiles obtained by molecular dynamic simulations for
differently charged alanine and histidine forms are in qualitative agreement with the spectroscopic data. The
sensitivity and specificity of the detection promise future applications in probing peptide and protein side
chains, chemical imaging and medical diagnosis. This potential is observed for human milk and hen egg-white
lysozymes; these proteins have a similar structure, but very different induced CPL spectra.
Introduction
Lanthanide complexes are popular probes used in analytical
and medicinal chemistry.1,2 They exhibit unique spectroscopic
properties due to their electronic structure, such as the relatively
isolated 4f-shell electrons and a wealth of spectroscopically
active electronic transitions.3 Their luminescence is particularly
sensitive to the environment of the lanthanide metal; circularly
polarized luminescence (CPL), difference in the emission of left-
and right-circularly polarized light, provides additional information
about molecular chirality, and is thus commonly employed in
biologically oriented applications.4–7
However, the development of molecular biologically relevant
probes based on lanthanides is not straightforward. For example,
many europium(III) complexes decompose in the aqueous
environment8 or the luminescence in water solutions is strongly
affected by interaction with the O–H groups. The Na3[Eu(DPA)3]
complex (Scheme 1) used here and similar tris-dipicolinate
(DPA) complexes of lanthanides appear to be more universal
because they are stable also in water. Such complexes can also
be prepared relatively easily and their chiral spectroscopic
response sensitively reflects their chemical neighborhood.
The sensitivity comes from the unperturbed geometry of the
complex that possesses the D3 symmetry and forms enantiomers of
opposite helicity. They can be imagined as left- and right-propellers
and in a standard notation they are referred to as ‘‘D’’ and ‘‘L’’. In
achiral samples they are present in equal amounts. However, the
D 2 L equilibrium can be perturbed by interactions with chiral
ligands, as revealed by previous CPL experiments.9–14 In general,
such chirality transfer is referred to as the Pfeiffer effect.15
So far, CPL experiments on induced chirality in metal
complexes used weak excitation sources and were mostly
oriented to detect strong CPL bands in crystals exhibiting high
CPL to total luminescence ratios.16 Only recently, solution
complexes providing a strong signal were targeted by this
Scheme 1 The [Eu(DPA)3]
3 ion.
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technique as well.14,17 In the Raman optical activity (ROA)
instrument the luminescence is excited by more intense laser
radiation; in addition the circularly polarized components are
detected using a sensitive artifact-resistant detection scheme.18
Thus very weak fluorescence bands can be detected as well. In
a recent study, we discussed how the fluorescence can be
distinguished from the ‘‘true’’ vibrational Raman bands.19 A
disadvantage of the ROA–CPL approach lies in a limited spectral
range of the detected fluorescence (approximately 535–610 nm),
i.e. the transitions need to be close to the laser 532 nm excitation
radiation. For europium(III) this is a minor drawback only
because the metal has a large number of luminescence bands,
including about sixty 5D - 7F transitions in the measurable region.
For the systems investigated in the present study, only the strongest
bands would be detectable on traditional CPL instruments.
The ROA technique has been developed to measure tiny
differences in scattering of the right- and left-circularly polarized
light caused by vibrational transitions in chiral molecules.20,21 It
has been applied to a wide range of systems including small
organic compounds, complex proteins, saccharides and nucleic
acids.22–26 The difference is difficult to measure; for a typical
molecule the ratio of the ROA and Raman signal (‘‘CID’’, circular
intensity difference) is about 104. Therefore, a strong and easily
detectable signal in the presence of lanthanide metal attracted
attention for both the plain Raman27,28 and the ROA29–31 spectra.
As pointed out above, the strongest ‘‘ROA’’ bands correspond
neither to Raman scattering nor to vibrational transitions, but
they originate from circularly polarized luminescence initiated by
the laser radiation.19
Before, we could detect a record-high CPL activity of a Cs–EuIII
complex by ROA.19 The dissymmetry factor (‘‘g’’, CPL analogue of
the CID) of this complex was 1.4, corresponding to a CID of 1.4/2 =
0.7.32,33 The aqueous complexes studied here provide much smaller
g; however, they exhibit remarkable sensitivity to the type and the
protonation state of amino acid chain.
At present, a priori theoretical tools providing the link between
the spectra and the structure are not available. The principle
problems lie in the complicated lanthanide electronic structure,
so far fairly inaccessible by contemporary quantum chemistry.
Nevertheless, we use the empirical crystal field theory34–36 enabling
us to assign the observed transitions, and on a semi-quantitative
basis model the induced chirality.
To document that the structural sensitivity remains even when
the europium compound reacts with proteins and thus indicate a
more wide range of potential applications of this technique, we
also report induced CPL spectra of two structurally very close
proteins, human milk and hen egg-white lysozymes. They provide
opposite spectral patterns; in fact, we are not aware of any other
spectroscopy that would provide signals so different as CPL.
Results and discussion
EuIII CPL induced by alanine
CPL spectra of complex Na3[Eu(DPA)3] induced by alanine
provide rather weak signals. The Raman (luminescence) and
ROA (CPL) spectra are plotted in Fig. 1 (top). At pH 7 and 10,
the (total) luminescence is dominated by two strong 1864 and
1976 cm1 bands, both corresponding to 5D0 -
7F1 transitions
of Eu3+.3 These are accompanied by corresponding circularly
polarized luminescence bands. At pH 2, the fluorescence splits
into more bands, and a band at 1546 cm1 significantly gains
in intensity. The highest CID ratio of the polarized and total
luminescence components is about 1  104 and corresponds
to the weak interaction between alanine and the complex
(selected CID ratios are listed in Table S1, ESI†). Still, the
spectral intensities are much higher than Raman and vibrational
ROA of alanine. In the zoomed insets, a few Raman bands may be
recognized while ROA is invisible at this scale. True vibrational
ROA of alanine is also impossible to measure at such low
concentrations. At high concentrations of alanine, observed
ROA CID ratios of B3  104 (Fig. S1, ESI†) are larger than
those corresponding to Eu(III) CPL.
EuIII CPL induced by histidine and arginine
As discussed before amino acids with the polar side chains
interact much more strongly with Na3[Eu(DPA)3] and similar
complexes than alanine.16,37 The luminescence, and in particular
CPL, is also very sensitive to pH and the protonation state. One
can see (Fig. 1), for example, that the low pH of 2 supports a high
luminescence intensity of the 1546 cm1 (5D0 -
7F0) band.
Neutral (7) and basic (10) pH provide very similar Raman spectra.
In the magnified ‘‘Raman’’ spectra the true vibrational Raman
scattering signal specific for each amino acid and the complex
is apparent as well: dipicolinate centers around 1420 and
1023 cm1, and Raman bands of histidine and arginine can
be recognized, for example, as CH2 wagging around 1439 cm
1,
C–N valence, ring vibration at 999 cm1, etc.38,39 Vibrational
Raman and ROA spectra of pure histidine and arginine can be
found in Fig. S2 and S3 (ESI†).
The ROA intensities in Fig. 1 comprise CPL only; vibrational
ROA at these low concentrations is invisible as for alanine. But
the CID ratios are much higher for the charged amino acids,
with a maximum of B0.007 for the protonated (pH = 2) form of
histidine (which can be gradually increased to B0.014 with
higher concentration of histidine, Fig. S5, ESI†), indicating a
much stronger interaction with the europium complex than for
alanine. The weakest interaction, at least as judged from the
low CID of 4  105, is indicated between [Eu(DPA)3]3 and
histidine at pH = 10 (Table S1, ESI†). For the protonated form of
histidine and the neutral form of arginine 5D1 -
7F2 transition
gives rise to a weak but measurable CPL. This signal appears in
a form of couplets (close positive and negative band), different
from the one-sign pattern of the strongest bands, which sug-
gests a different mechanism of chirality induction, most prob-
ably associated with a perturbation of the D3 symmetry of the L
and D forms of the complex. Above 2400 cm1, the signal of
a 5D0 -
7F2 band is partially observable as a shoulder, which is
at the limit of the operational instrumental range and the
intensity might not be reliable.
The complex chirality control achieved by the environmental
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associate the L-configuration of the complex with the positive
signal at 1970 cm1. Then for arginine we observe the following
possibility of chirality changes by pH:
L (pH = 2) 2 L (pH = 7) 2 D (pH = 10)
For alanine and histidine, we get:
D (pH = 2) 2 L (pH = 7) 2 L (pH = 10)
Spectral changes beyond this scheme, such as slight intensity
redistribution, band shifts and the occasional appearance of
the weaker bands, can be considered as second-order effects.
EuIII CPL induced by tartaric acid and an external magnet
The spectrum induced by tartaric acid (Fig. 2) is similar to that
of alanine, but the two strongest luminescence bands are
broader and shifted (to 1978 and 1858 cm1) and a narrow
band appears at 1546 cm1 (5D0 -
7F0 transition). CPL bands
are broader as well, and the CID of the strongest bands
increases to 1.7  104.
Raman and magnetic ROA spectra40 of aqueous solution of
plain Na3[Eu(DPA)3] (Fig. 3) confirm that the bands observed in
the complexes with amino acids originate in europium electronic
transitions and facilitate their assignment. Although pure electronic
magnetic Raman optical activity has been reported for heavy
metal complexes as well,21,41 control measurements with a
404 nm excitation laser and the degree of circularity confirm19
that at least the strongest bands are almost exclusively formed
by the luminescence and correspond to those observed in the
chiral complexes. Only few bands corresponding to the ‘‘true’’
vibrational Raman scattering of the tris(pyridine-2,6-dicarboxylate)
ligand can be recognized, such as the CC ring stretch at
B1423 cm1 and symmetric breathing mode of the pyridine
ring at B1023 cm1.42,43
The magnetic ROA spectra (Fig. 3, lower) are again mostly
formed by circularly polarized luminescence. Band positions
correspond to those in the complexes with amino acids, but the
Fig. 1 [Eu(DPA)3]
3 (2 mM) Raman and ROA spectra in the presence of L- and D-alanine (20 mM), L- and D-arginine (12 mM) and L- and D-histidine
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sign pattern and relative intensities are different, which reflects
the different mechanisms of optical activity induced by the
magnetic field and by the complexations with chiral ligands.
This is best documented on the strongest signal within 1800–
2100 cm1 providing a multiple sign pattern in magnetic ROA/
CPL, where the amino acids induced one sign pattern only. In
the magnetic field, additional weaker magnetic ROA/CPL bands
below 250 cm1 can be observed, assignable to 5D1 -
7F1
transitions within the Eu3+ f-shell electronic system.3,13,19,44
The strongest observed transitions of Na3[Eu(DPA)3] and its
complexes with histidine and arginine are summarized in
Table 1. The transition assignment is based on the crystal field
theory3,45 and the electronic structure of free Eu3+ ions, which
is not much perturbed in the complexes.
Theoretical analysis
The crystal field theory also provides a handy tool to qualitatively
model the Eu3+ spectral intensities and assign observed transition.
The calculated luminescence, magnetic and ordinary CPL of
the [Eu(DPA)3]
3 ion are plotted in Fig. 4. As expected for an
empirical model, the calculated transition energies differ from
the observed ones by 200–300 cm1 and relative spectral intensities
are not always matching the experiment, otherwise the simulated
spectra well correspond to the observation. For example, the
highest-wavenumber transition observed at B2000 cm1 is
reproduced at 1740 cm1, although its relative intensity
is significantly underestimated, the lowest one observed at
B240 cm1 is reproduced at B0 cm1 (= 532 nm), etc. As in
experiment, CPL induced by the magnetic field is different from
that exhibited by an enantiomeric (D) form, magnetic CPL above
2300 cm1 is relatively strong compared to (ordinary) CPL, and
Fig. 2 Raman (upper) and ROA (lower) spectra of complexes with
[Eu(DPA)3]
3 (2 mM) with L- and D-forms of tartaric acid (20 mM); the
accumulation time was 2 hours.
Fig. 3 Raman (upper) and magnetic ROA (lower) of Na3[Eu(DPA)3] (2 mM)
water solution; the accumulation time was 20 minutes.
Table 1 Assignment of the observed Na3[Eu(DPA)3] transition in the
magnetic and induced CPL experiments, the Raman shift (d) from
the 532 nm laser excitation and the corresponding wavelength (l) of the
emitted light
Transition
Magnetic CPL Induced CPL-His Induced CPL-Arg
d/cm1 l/nm d/cm1 l/nm d/cm1 l/nm
5D0 -




7F1 2001 595 1983 595 1976 595
1976 594 1980 595
1954 594 1920 592
5D0 -
7F1 1868 591 1872 591 1864 591
1864 591 1850 590
5D0 -
7F0 1655 583 1546 580 1546 580
5D1 -
7F2 909 550 892 558 888 558





Fig. 4 Raman, magnetic and ROA/CPL D-Na3[Eu(DPA)3] spectra and state
assignment simulated using the crystal field theory. The y-scale is arbitrary,
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the strongest 5D0 -
7F1 region exhibits both positive and
negative magnetic CPL, while for CPL rather one-sign pattern
is simulated. Note that the y-scale has no meaning for magnetic
CPL because absolute magnitudes of transition matrix elements
are not known.
Chiral recognition mechanism
In spite of the large chiroptical effect, the complexes of [Eu(DPA)3]
3
with the amino acids do not appear particularly stable. For example,
Raman and ROA spectra of the L-His/Na3[Eu(DPA)3] complex
measured at different temperatures (Fig. S4, ESI†) reveal that
the induced CPL almost vanishes at 90 1C. Also, the dependence
of CID on the amino acid/Na3[Eu(DPA)3] molar ratio (Fig. S5,
ESI†) exhibits a slow convergence and indicates a small stability
constant of the resultant ‘‘super-complex’’.
At present, we do not know the accurate structure of the
amino acid associated with the [Eu(DPA)3]
3 ion. Clearly, the
positively charged histidine and arginine forms are most attracted
to the negatively charged complex, cf. Fig. S6 (ESI†) with its
electrostatic potential. The ion pairing, however, can produce
high CID and strong CPL only for an interaction additionally
sensitive to [Eu(DPA)3]
3 chirality.46 This can be provided by
hydrogen bonding and electrostatic attractions between the
COO groups of [Eu(DPA)3]
3 and polar amino acid parts, as
well as by p–p interactions and van der Waals attraction.
For selected systems we ran molecular dynamics simulations
and obtained free energy profiles using the weighted histogram
analysis method (WHAM).35,36 For alanine (Fig. 5) we can see
that the protonated (Ala+) form is predicted to interact most
strongly with the [Eu(DPA)3]
3 ion, with two minima of the
energy at approximately 5 and 7 Å. For the D-form, the minima
have about the same value (0.8 kcal mol1), whereas for the
L-form the distance of 7 Å is more favoured. Note also the
energy maximum at B9.5 Å, which corresponds to disruption of
the hydration spheres of [Eu(DPA)3]
3 and Ala+ when they are
coming closer.
For alanine in the zwitterionic form (Alazw, middle in Fig. 5)
only a very shallow (0.2 kcal mol1) minimum appears at
B7.5 Å for the L-enantiomer of [Eu(DPA)3]
3. For Alazw and the
D-enantiomer, as well as for the deprotonated amino acid (Ala,
bottom of the figure), no significant minima of the energy are
apparent. This behavior qualitatively well corresponds to the spectro-
scopic results (Fig. 1), where Ala+ provided the largest chiral response
while the other forms gave much weaker CPL intensities.
Similar behaviour of the free energy was obtained also for
histidine (Fig. 6). However, its energy profiles for the D and L
enantiomers are more different than those for alanine, and the
energy scale suggests that the interaction with [Eu(DPA)3]
3 is
in general stronger. For example, the double-protonated form
(His2+) provides only a weak (B0.7 kcal mol1) energy minimum
with the L-enantiomer, but its associate with the D-enantiomer of
[Eu(DPA)3]
3 is stabilized by 3.1 kcal mol1 around 8 Å. This is in
agreement with both the spectroscopic results described above
(Fig. 1) and the different histidine structure providing more
binding sites than alanine.
Fig. 5 Calculated free energy profiles for different L-alanine forms inter-
acting with D and L enantiomers of [Eu(DPA)3]
3.
Fig. 6 Calculated free energy profiles for different L-histidine forms
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Geometries of His2+ associates with D- and L-[Eu(DPA)3]
3
obtained by the molecular dynamic simulations are shown in
Fig. 7. As also shown in Fig. 6, the formation of the first system
is associated with the stabilization energy of 3.1 kcal mol1,
while the second is stabilized by 0.7 kcal only. At this point,
however, we wish to warn the reader that although the simulations
provide a plausible explanation of the experiment, they may be
hampered by limited configurational sampling, restriction to one
protonation state, a 1 : 1 complex : amino acid ratio, and force field
accuracy. Nevertheless, the results document the possibility of
chiral discrimination and the energetics and stereochemistry
involved. For the first structure in Fig. 7, for example, a p–p
stacking between the histidine five-membered ring and the
DPA ligand is possible, while the D configuration does not
enable it. More realistic energy and geometry estimates are
intended for future studies as the perturbation of the D 2 L
equilibrium is associated with rather small energy differences,
which are especially difficult to reproduce for the weak chirality
sensitive interactions.47 For the 5D0 -
7F1 transition in
[Eu(DPA)3]
3 a maximal g-factor of B0.1 was reported,48 which
again indicates a partial stereoselection in our experiments only.
[Eu(DPA)3]
3 complexes with human milk and hen egg-white
lysozymes
Luminescence and induced CPL spectra of the lysozyme mixtures
with [Eu(DPA)3]
3, together with the vibrational Raman and
ROA spectra of pure proteins as obtained in ref. 49, are shown in
Fig. 8. The two proteins are fairly similar, and the vibrational
ROA/Raman spectra (upper part of the figure) differ in minor
features only. Also the luminescence spectra are almost the
same. However, the [Eu(DPA)3]
3 complex in the presence of the
lysozymes provides induced CPL spectra of different chiralities.
The strong 5D0 -
7F1 1976 and 1875 cm
1 bands of human milk
lysozyme provide CID ratios of 1.46  102 and 7.14  103,
respectively, and the signal remains detectable at a much lower
concentration (0.5 mg ml1) of the protein than needed for
classical vibrational ROA measurements (4100 mg ml1).
The hen egg-white lysozyme inverses the CPL sign of the
strongest bands and provides in absolute magnitude bigger CIDs
of4.65 102 and2.24 102. A similar change occurs for the
weaker bisignate 5D1 -
7F2 CPL signal at 838 and 887 cm
1.
Note that such an induced CPL signal takes full advantage of the
ROA laser resource (1000 mW) which is not accessible by
traditional CPL spectrometers. The observation is consistent
with the sensitive response of the D 2 L equilibrium to the
individual amino acid chains, and indicates the potential of the
method in biochemical analyses.
Experimental
Synthesis of the EuIII complex
The Na3[Eu(DPA)3] (DPA = dipicolinate = 2,6-pyridine-
dicarboxylate) complex was obtained by a reaction of europium
carbonate and pyridine-2,6-dicarboxylic acid in the 1 : 3 molar
ratio in water, and pH was adjusted to 7 by adding 1 M sodium
carbonate solution.
ROA and magnetic ROA experiments
Backscattering Raman and scattered circular polarization (SCP)
ROA spectra were acquired on a BioTools ROA spectrometer
operating with laser excitation at 532 nm at a resolution of
7 cm1, and the laser power at the sample was 200–1000 mW.
Accumulation times were 1 hour for the ROA spectra of
histidine–EuIII complexes at pH = 2 and arginine at pH = 7;
4 hours for spectral panels of histidine–EuIII at pH = 7 and
Arginine–EuIII at pH = 2, 10; and 20 hours for spectral panels of
histidine–EuIII at pH = 10 and alanine–EuIII at pH = 2, 7 and 10,
respectively. Magnetic ROA (MROA) spectra41,50 were acquired
under similar conditions, using a magnetic cell providing a
field of about 1.5 tesla.40 The collection time was 20 min for the
MROA spectrum of Na3[Eu(DPA)3] with a concentration of 2 mM
in water. For ROA spectral measurements of pure amino acids,
Fig. 7 Geometries and formation free energies of L-histidine complexes
with the D (left) and L (right) form of [Eu(DPA)3]
3.
Fig. 8 Normalized Raman and ROA spectra of human milk and hen-egg
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the collection times were 10 h with a concentration of 0.5 M for
L/D-alanine, 0.24 M for L/D-histidine and 0.34 M for L/D-arginine.
The pH value was adjusted using 0.1 M HCl or NaOH aqueous
solutions. Human milk and hen egg-white lysozymes (Sigma-
Aldrich) were dissolved in water. For Raman, ROA and degree of
circularity spectral measurements the protein concentration
was 0.5 mg ml1 and the EuDPA complex concentration was
0.1 mM; the measurement took 1 hour. All experiments were
performed at room temperature (20 1C). Raman spectra are
presented after subtraction of the water background signal. Note
that Raman spectra also comprise the total luminescence and the
ROA spectra comprise circularly polarized luminescence.
Theoretical calculations
[Eu(DPA)3]
3 geometry was optimized by energy minimization
using the Gaussian 0951 program, the B3LYP functional, the
MWB28 pseudopotential and basis set for Eu, and the 6-31G(d,p)
basis set for the other atoms. The solvent was modelled by a
conductor-like polarizable continuum solvent model (CPCM).52
To assign spectral peaks and approximately simulate spectral
intensities, the semi-empirical crystal theory was used.3,53 The
crystal (ligand) potential in Na3[Eu(DPA)3] was calculated from
ligand electronic density obtained using Gaussian at the B3LYP/
6-31G(d,p)/PCM approximation level. The europium wave-
functions and energies were obtained using the Lanthanide
program.34 Then spectral intensities were generated using our
AnalCFP program interfaced to Lanthanide, using the perturbational
approach54–56 where the Eu3+ free-ion wavefunction was perturbed
by the same DPA ligand electrostatic potential. For example, the
electric dipole moment matrix element for a transition between
states A and B (a = x, y, or z) was calculated as






nq maj jlnq0h ieff
where CXq are the expansion coefficients to individual electronic
configurations lnq0 (n = 6 electrons in l = f-shell). Effective dipole
moments among the configurations were obtained as




lnq lj juh i u Vj jlnq0h i þ
X
u
lnq Vj juh i u lj jlnq0h i
 !
where K is a constant, V is the ligand electrostatic potential, and
u denote configurations where one electron is transferred to the
g or d-shell. Note that the plain dipole moments within the
f-shell configurations hf6q|ma|f6q0i are zero; thus the spectrum is
very sensitive to the lanthanide environment entering through
the potential V. For magnetic CPL, the sum over states formula
was used as developed previously for magnetic circular dichroism.57
The potential was calculated from nuclear charges and electron
density obtained by the Gaussian calculation.
Interaction of L-histidine with the L and D [Eu(DPA)3]
3
forms was also studied using molecular dynamics and the
Amber1458 software. Variously protonated histidine and alanine
amino acids with the [Eu(DPA)3]
3 ion were placed inside a
cubic box (30 Å a side) filled with water molecules. For a large
distance of the two components, the energy of the system was
minimized, and the geometry was equilibrated during a 1 ns
NVT dynamics, using an integration step of 1 fs, temperature of
300 K, and the GAFF59 (DPA ligands), Amber14SB60 (alanine and
histidine) and TIP3P61 (water) force fields. Europium parameters
were taken from ref. 62. Then the distance between carbonyl
oxygen of histidine/alanine and europium was decreasing
(14–4 Å) in 1 Å steps using 1 ns long constrained dynamics
runs and a harmonic potential force constant of 2 kcal Å2 mol1.
From resultant histograms the potential of mean force was obtained
via the weighted histogram analysis method (WHAM).35,36
Conclusions
We synthesized the water-soluble Na3[Eu(DPA)3] complex and
explored its chirality induced by model amino acids. Due to the
sensitive ROA instrumentation very weak CPL bands could
be detected, invisible to conventional CPL experiments. The
results confirm a tight link between measured CPL spectra
patterns and the structure; in particular, the circularly polarized
component was found to be extremely sensitive to the nature of
the interacting ligand. Magnetic ROA spectra were measured as
well, comprising mostly magnetically induced CPL, which
enabled us to better discriminate and assign observed transitions.
On a semi-quantitative basis, the relation of spectral intensities to
fine structural changes could be modelled by the crystal field
theory, which also confirmed the assignment of the transitions.
For various alanine and histidine forms the molecular dynamics
modelling confirmed the possibility of chiral discrimination, e.g. it
indicated that the p–p stacking involving histidine side chain and
electrostatic interactions may be equally important for the complex
stabilization. Significant differences in induced CPL in the
presence of human milk and hen egg-white lysozymes suggest
that the sensitivity of the [Eu(DPA)3]
3 complex may facilitate its
applications for sensitive protein detection in analytical chemistry
and chemical imaging.
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ABSTRACT: Highly ordered assemblies of β-sheet-forming peptide and protein fibrils have been
the focus of much attention because of their multiple and partially unknown biological functions, in
particular as related to degenerative neuronal disorders. Recently, vibrational circular dichroism
(VCD) spectra have been shown to provide a unique means of detection for such extended
structures utilizing modes of the peptide main chain backbone. In the case of poly-glutamic acid,
surprising VCD responses were also found for side chain modes. In this study, in an attempt to
explain this latter observation and obtain a link between fibrillar structure and its optical spectral
properties, molecular dynamics (MD) methods are used to model the geometry and dynamics of
assemblies containing repeating β-strands of Glun. A crystal-like model was adopted for the MD structure simulations. Infrared
and VCD spectra for segments of MD modeled fibrillar geometries were first calculated using density functional theory (DFT),
and then, those parameters were applied to larger structures by means of Cartesian coordinate transfer (CCT) of atomic tensors
from the segments. The computations suggest the side chains exhibit residual conformational constraints, resulting in local
coupling giving rise to non-negligible VCD intensity, albeit with an overall broad distribution. Calculated spectral distributions
are qualitatively consistent with the experimental results but do differ in magnitude. The possibility of realistic modeling of
vibrational spectra significantly broadens the potential for application of optical spectroscopies in structural studies of these
aggregated biopolymers.
■ INTRODUCTION
Structure and interactions of fibrils and similar protein
aggregates are intensively studied because of the appearance
of that morphology for many proteins and peptides associated
with the symptoms of several neurodegenerative diseases
(Alzheimer’s, Parkinson’s, Huntington’s, etc.).1 More funda-
mentally, such structures are of interest due to the general need
to understand alternate aspects of peptide and protein folding
(or mis-folding) and the associated molecular interactions that
drive such structure formation.2 However, insight into the
structure and other physical properties of fibrils remains rather
limited. For example, structural irregularities in solid phase
samples can make conventional X-ray studies and thus spatial
resolution at the atomic level impossible.3 At the same time,
difficulties in solubilizing such fibrils to a uniform distribution
can cause difficulties for some spectroscopic studies, preventing
reliable analyses.4−8
In spite of these problems, electronic9 and vibrational
spectra,10 in particular coupled with circular dichroism (CD),
have revealed unique properties of fibrillar structures. Tradi-
tional tests of fibril formation have involved fluorescence
changes of adsorbed dyes, such as thioflavin T, and detection of
induced CD in the ultraviolet (UV). More recently, vibrational
circular dichroism (VCD, the differential absorption of left- and
right-circularly polarized light in the infrared, IR) has been
shown to detect the sense of supermolecular fibrillar twist and
some degree of fibrillar assembly (and even morphology, e.g.,
thin ribbons vs helical aggregates), as confirmed by
complementary atomic force microscopy (AFM) studies.10−18
Such vibrational spectra can be computationally modeled, even
for relatively large structures, permitting development of
structure−spectra correlations on a fundamental level.19−23
In principle, the structural basis of such spectral responses
can be obtained via quantum chemical simulations. However,
large size molecules and molecular aggregates pose a challenge
due to the nonlinear scaling of more reliable calculations that
use, for example, density functional theory (DFT) methods. If
the structures are regular, it is possible to compute spectral
properties of a limited number of fragments and transfer those
onto a larger structure. We have shown this method to work
well for computations of vibrational spectra, particularly IR and
VCD by use of a Cartesian coordinate transfer method
(CCT).24−26 The complexity of an aggregated peptide
structure makes complete understanding and simulations of
all spectral features rather difficult. The resultant spectral
bandshapes and frequency distributions are dependent on both
local conformation of the peptide chains (secondary
structure)27 and longer-range coupling through periodic
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structures enabling vibrational mode delocalization.28 With
formation of supermolecular structure, these polymeric
interactions gain another dimension, becoming coherent
(ordered) in a relatively large particle, which can alter the
intensities of various underlying spectral components. Vibra-
tional spectra, including IR and VCD intensities, can be reliably
calculated with relatively efficient DFT computations for
peptides of moderate size.29,30 These computations can be
extended to larger molecular assemblies with the CCT method,
provided reasonable structures can be determined.24−26 In this
way, spectra of structures containing extended single or
multiple sheets (each with many strands) can be simulated
and related to experimental data.31−33
Poly-L-glutamic acid at low pH has low solubility and upon
heating forms an aggregate with an underlying β-sheet
secondary structure that has unusual characteristics, which are
evidenced as a higher density structure correlated to a decrease
in intersheet separation and an IR spectrum having an amide I
(primarily CO stretch) band with a maximum below 1600
cm−1, which is much lower than normal for β-sheets. This has
been termed a β2 structure, whose unique low-frequency amide
I character (<1600 cm−1) and prominent (∼1730 cm−1)
COOD stretching band has been attributed to bifurcated H-
bonding of the amide CO both intrasheet, i.e., cross-strand
to other amide NH groups, and intersheet to side-chain
carboxylic acid, COOH, groups associated with a neighbor-
ing (stacked) sheet.4,34,35 The VCD spectrum correlates to this
IR pattern with an intense couplet shape centered on the most
intense, lower frequency amide I IR component and a weaker
couplet (or sometimes three-band pattern) associated with the
COOH side chain band.4,36
Simulating spectra for such poly-glutamic acid4 structures
poses new challenges. While spectra of both the side chain and
backbone indicate ordering, the degree of order is probably not
the same. Normally, side-chain modes result in zero or very
weak VCD, in that the VCD spectrum of an otherwise achiral
side-chain chromophore (e.g., −COOH) must arise primarily
from through-space coupling or a systematic geometry
perturbation coming from at least partially ordered repeating
structures. Because of the significant conformational freedom of
such side chains, modeling the fibril structure based on a
complete conformer search is not reasonable.
Therefore, as a first approximation to the fibrillar structure,
we used molecular dynamics (MD) techniques to simulate the
dense fibril-like structure with highly ordered strands, and
explored initial effects of backbone and side chain flexibility
using pseudocrystal-like periodic boundary conditions. Once a
stable assembly was established, snapshots of structures along
the trajectory were used as a basis for DFT computations of IR
and VCD spectral parameters for fragments of the sheet
structures that contain several interacting amide and carboxylic
acid groups. The CCT method was then adopted to transfer
these DFT spectral parameters from fragment computations to
effectively model spectra of quite large segments of fibril
structures. The variations in structures obtained were then
encompassed in our spectral simulations by obtaining an
average for a sufficient number of structures derived from MD
trajectory snapshots. The results show that, even for largely
disordered fibril side chains, a net −COOH (or −COOD)
VCD can develop, qualitatively reflecting some underlying
order in the side chains leading to their coupling. While these
results do not fit all the experimental details, they do suggest an
origin for observed Glun IR and VCD results and demonstrate
that a combined quantum chemical/MD simulation can
provide a link between formation of supermolecular structure
and its spectroscopic response.
■ METHODS
Molecular Dynamics. For two 15-amide protonated poly-
glutamic acid (PLGA) strands, [Ac-Glu14-NH2]2, with acetyl on
the N-terminus and −NH2 on the C-terminus as in Figure 1,
the initial geometry (see Figure S1 in the Supporting
Information) structure was placed in a monoclinic periodic
box (66.00 Å × 9.77 Å × 8.07 Å, α = 105°). The remaining
space in the x-direction was filled with 15 water molecules, with
no waters coming between strands or sheets (i.e., unit cells in y-
and z-direction). The initial geometry was based on an analysis
of a previously published X-ray pattern of poly-L-glutamic acid
(PLGA) powder (Figure S1, Supporting Information).34,35
Using the Gromacs program37 and Amber03 force field,38 the
system was equilibrated as an NVT ensemble by simulated
annealing, from 1000 to 300 K. For the NVT ensemble, 19
independent annealing cycles were performed, with times
ranging from 0.7 to 1.6 ns, to achieve the randomization. Each
annealing was followed by a 10 ns equilibration and 100 ns
production stage, at this stage with both with NpT and NVT
conditions, using T = 300 K and p = 1 atm. For the NpT
dynamics, the final box dimensions stabilized at geometries
close to the X-ray geometry, with an average dimension (with
RMS deviations) of 66.15 (0.19) Å × 9.79 (0.03) Å × 8.09
(0.02) Å.
Spectral Generation. To better represent important
vibrational interactions within and between the β-sheet planes
and to minimize end-effects, aggregate sheet structures were
created for spectral modeling from multiple representations of
the periodic box or unit cell (Figure 1). The assembly was
expanded in the sheet stacking interaction direction, or z-
direction, creating stacks of two or four two-stranded
antiparallel sheets (e.g., systems “z2” and “z4”), and also in
the y-direction (interstrand H-bonded direction) to allow
consideration of larger, four-stranded sheets (providing systems
as “y2z2” and “y2z3”). The largest y2z3 assembly is composed
of three four-stranded antiparallel sheets, stacked with the same
(in-phase) relative alignment, and was used for the final spectral
generation, while smaller structures were used for various tests.
Absorption and VCD spectra of these model systems were
obtained by computing harmonic force field and atomic polar
and axial tensor parameters for smaller fragments. The
fragments comprised 8- and 12-amide-containing molecules
(illustrated as the F8 and F12 structures in Figure 2). By
default, the more extended F12 model was used to provide a
Figure 1. Two peptide strands ([Ac-(Glu)15-CONH2]2) placed in
antiparallel arrangement into the periodic box; hydrogen atoms and 15
water molecules terminating the box in the x-direction are not shown.
This snapshot structure results after annealing the initial more twisted
structure taken from experiment (see Figure S1, Supporting
Information) under constraint of periodic boundary conditions.
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comparison to experiment, whereas the smaller F8 system
enabled us to shorten the computational time and perform
additional convergence and other theoretical tests, which are
discussed at the end of the following section. To represent the
variety of side chain conformations present in the MD runs,
16/24 (for F8/F12, respectively) fragment conformations were
derived from four randomly chosen MD snapshots captured
along one trajectory, separated by about 15 ns, both for the
NpT and NVT conditions. Then, fragments had a variety of
side-chain conformations and came from both the middle of the
sequence and segments adjacent to but not on the termini.
The fragments were then partially geometry optimized in
normal mode coordinates.39−41 By constraining motion along
normal coordinates whose modes had frequencies below 300
cm−1, the MD geometry distribution could be largely
conserved, while the higher energy coordinates important for
the spectra (e.g., CO stretching) could be completely
relaxed. The Gaussian program42 and the BPW9143/6-31G**
level of approximation were used. The crystal/fibril environ-
ment was simulated using the COSMO dielectric solvent
model44 with a water dielectric constant (εr = 78), presumably
close to that of the aggregated peptide. Although it is known
that the BPW91 functional slightly underestimates harmonic
vibrational frequencies,45 it provides a reasonable and efficient
basis for simulation of vibrational properties of the amide and
carboxyl groups including their VCD spectra.33
The force field and tensors were calculated with the Gaussian
programs and transferred24−26 to the target sheet assemblies
(z2, z4, y2z2, y2z3) selected for spectral modeling. To
complete the transfer, parameters for each atom pair in the
three target structures were selected on the basis of determining
the best overlap obtained with the corresponding atoms in each
of the 16 or 24 fragments (depending on the model, F8 or F12,
used). The RMS distance between the closest covalently bound
atoms was taken as the criterion for overlap quality. For the
assemblies, absorption and VCD spectral frequencies and
intensities were generated by usual procedures.46 Lorentzian
profiles (10 cm−1 full width at half-maximum) were assigned to
each mode, scaled to its intensity, and summed to obtain
overall IR (ε) and VCD (Δε) band shapes. The calculated
intensities are given in the usual units of L mol−1 cm−1,
normalized to one amino acid residue.
The spectra were simulated for structural snapshots obtained
10 ns apart for trajectories starting from each of the 19
annealed structures. These were then averaged to provide
representations of the final computed spectra for both the NVT
and NpT trajectories. Since experiments are predominantly
conducted in D2O, all spectra were computed to represent
deuteration (H/D exchange) of the NH and COOH groups.
As an alternative to the ab initio, tensor transfer approach, the
transition dipole coupling (TDC) model47,48 was used to
generate the absorption and VCD spectra of y2z2 as a test. The
transition electric dipole moments and frequencies of the
CO stretching vibration were calculated for the CH3CO
NDCH3 and CH3COOD (separate computations for the cis-
and trans-OD conformation) molecules at the BPW91/6-
31G**/COSMO(H2O) level and transferred to the fibrillar
geometry. For amide I simulations, dipoles were placed in the
middle of the CO bonds, and the TDC Hamiltonian
comprised only of the dipole−dipole interactions was
diagonalized. This procedure does not include the frequency
dispersion due to the DFT force field, since all the amide or
COOD oscillators are initially degenerate and the resultant
dispersion is only from their dipolar coupling. From the
obtained coupled frequencies and intensities, the spectra were
generated as described above.
■ RESULTS AND DISCUSSION
Molecular Dynamics. The NpT conditions could not be
maintained during the annealing because at computed high
temperatures the strands would not remain H-bonded and
would effectively “evaporate”. Consequently, we computed the
19 NVT annealed structures and then ran both NVT and NpT
trajectories starting from those initial structures. The final NpT
elementary cell size (periodic box) dimensions were very close
to the original postulated NVT structure of 66.00 × 9.77 × 8.07
Å3 based on the powder X-ray studies.35 This indicates that the
model geometry used as well as the Amber03 force field might
be realistic for PLGA fibrils.
Our postulated conformation corresponds to the β2 form of
PLGA which forms fibrillar structures at low pH and higher
temperatures.4,35,49 This compact form with an intersheet
spacing of 8.07 Å was initially designated as β2 by Itoh and
Fasman35 to contrast with the more typical β1 form. For PLGA,
the β1 form diffraction data indicates a larger intersheet spacing
of 9.35 Å, and it condenses as a less dense gel from the soluble
pH ∼ 4 (α-helical) PLGA solution immediately upon heating.
By contrast, the β2 form requires extended incubation at higher
temperatures, and can be further affected in yield by lower pH.
These forms are also possible to obtain with Glu oligopeptides,
under somewhat different aggregation conditions, and have
both been shown to have antiparallel sheet secondary structures
with possibly different interstrand registries.36 The registry was
determined by isotopic labeling with Val and is likely to be a
function of the substitution sequence used.
In Figure 3, equilibrium distributions for various torsional
angles are plotted as averages of 19 annealing cycles (black
traces), which are almost identical to those obtained using only
9 annealing cycles (red traces), indicating convergence.
Additionally, the NVT and NpT trajectories result in very
similar angular distributions (Figure 3, left and right) with only
minor differences. The ω-torsion angle oscillates around the
usual value of 180°, and the relatively large amplitude suggests
unusual flexibility of the otherwise planar and conjugated π-
electron amide system.50,51 Only the terminal amides had any
propensity for the cis conformation, resulting in the small
population at ω ∼ 0°. Average φ and ψ angles (about −160 and
150°, respectively) correspond reasonably well to canonical
antiparallel β-sheet values (−139 and 135°).52 The side chain
angles χ1 and χ2 also exhibit surprisingly narrow distributions,
Figure 2. (left) Fragments [Ac-Glu-CONH-CH(CH2CH2CO2H)-Me·
NH2-Glu2-CONHMe]2 (F8) and [Ac-Glu2-CONH-CH-
(CH2CH2CO2H)-Me·NH2-Glu3-CONHMe]2 (F12) used in the
DFT computations and (right) principle torsion angles in the Glu
residue.
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not much broader than those for φ and ψ, with maxima at
about −70 and 180°, respectively, and minor populations for
other rotamers (particularly χ1 at ∼70 and ∼170°). By contrast,
χ3 apparently can adopt many values but favors an extended
conformation (χ3 = 180°), as indicated by the probability plots.
Angle χOH is again rather constrained, either 0 or 180°, lying in
the COO plane, as expected. Although all of the angles strongly
prefer one or two positions, the simulations do not indicate that
the side chain geometries would adopt a regular crystal-like
pattern. At the high temperatures of the annealing (under the
NVT conditions), the side chains move freely but stay lined up
within the gaps provided by the side chains on the opposing
sheets, eventually becoming disordered due to χ3 at the
−COOH ends. However, the peptide backbone remains
aligned and stacked at T = 300 K for the NVT and NpT
runs, and this common aspect of the structure is maintained in
the trajectories.
Comparison of Modeled Spectra to Experiment. The
averaged simulated absorption and VCD spectra for the y2z3
(deuterated) system are plotted in Figure 4, and compared
there with the recently published experimental spectra for the
Glu10 oligopeptide fibrils (E10).
36 The E10 fibril data is given
as a typical example; longer poly-glutamic acid chains as well as
models with Val or Leu substitutions provide somewhat
different experimental VCD spectra that are dependent on
conditions of fibril preparation and methods of sampling.4,36
The IR experimental pattern of PLGA fibrils in various systems
is less affected by chain length.4,49
In Figure 4, we can see a reasonable correspondence between
the observed and simulated IR patterns. The absorption peak
calculated at 1735 cm−1 and observed at 1729 cm−1
corresponds to the CO stretching vibration of the COOD
group (as obtained in D2O solution). In the experimental
spectrum, this peak is slightly split for all Glu sequences but is
one band with a lower frequency shoulder for mixed sequences.
The splitting is less apparent in the averaged simulated
spectrum with the 10 cm−1 bandwidth, where only a shoulder
is seen. A more detailed analysis (dynamic normal mode
displacement) of the simulations suggests that two types of
modes contribute to this band, correlated to the cis and trans
orientations of the OD group with respect to the vibrating
carbonyl group. The cis orientation provides slightly lower
frequencies for this vibration, i.e., closer to the amide I region.
The absorption maxima calculated at 1681, 1636 (with a
weak feature at ∼1670 cm−1), and 1610 cm−1 are primarily
composed of CO stretching of the amide groups (“amide I”
bands) and may be associated with the experimental maxima
evident at 1642 and 1600 cm−1. The computed amide I bands
are all higher in frequency than the corresponding experimental
values and have a greater apparent dispersion. The COOD
vibrations show closer agreement with experiment; never-
theless, both spectral regions can be considered well-simulated
within expectations for the DFT method, which normally
overestimates frequencies of CO stretching motions.
Anharmonicity of the CO stretching potential and
solvent−solute interactions not completely encompassed in
the continuum solvent model53,54 both provide sources for part
of the error. The predicted CO stretching absorption
maximum intensity is larger for the COOD than for the
amide, whereas the opposite relative dipole strength is observed
experimentally. This is probably due to the dispersion
distributing intensity differently in the experiment (dominant
Figure 3. Equilibrium angular distributions calculated for the NVT and
NpT ensembles. The average obtained from 19 annealing cycles is
plotted in black, and an intermediate average from 9 cycles is in red.
Figure 4. Simulated spectra (NVT ensemble) for the y2z3 fibrillar
structure (transfer from F12) and experimental spectra for E10 fibrils
formed at pH 1 in DCl/D2O solvent and room temperature. (For the
experimental data, the expanded COOD part of the VCD spectrum
is added as the blue dashed line; the residual experimental absorbance
at ∼1557 cm−1 is probably due to unexchanged amides, i.e., amide II
mode; because of difficulties in determining the concentration,
absorbance units are used, which suggests comparison is best done
on the basis of ΔA/A values referenced to peak absorbance
intensities.) Directions of the Cartesian axis are indicated; y and z
approximately align with the b and c monoclinic periodic box axes (α =
∠bc = 105°).
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amide I band, split COOD) and simulation (split amide I,
both intense, and single COOD) but also may be affected by
the limited size of the fibril for which we could simulate spectra,
since the experimental fibrils are very long.4,36
Overall, however, the simulations seem to provide a
reasonable basis for interpreting the experimental spectra,
especially for the splitting of the amide I signal into the three
components and for the mode assignments. The modes
calculated around the 1682 cm−1 band provide transition
dipole moments predominantly polarized along the x-axis,
while the 1636 and 1610 cm−1 bands are y-polarized (see also
the decomposition of the spectra into the x, y, and z
components for a randomly selected snapshot in Figure S2
(Supporting Information)). This reflects the orientation of the
amide groups, more or less following the β-sheet plane.
Simulation of individual polarization components would be
particularly important for oriented samples. In some experi-
ments, the y-direction would correspond to the fibril growth
direction, as the fibrils will predominantly lie in the plane of the
sample cell window. However, without some mechanical
orientation of the fibrils, it is not practical to take advantage
of this internal alignment, since the x and z polarized modes
would be randomly oriented. Consequently, in this study, we
concentrate on the more general case of randomly oriented
fibril precipitates.
The intense low frequency mode in β-sheets is y-polarized,
and these two bands, 1636 and 1610 cm−1, correspond to what
is normally an intense single band, but are split here, perhaps
due to our smaller structure or to edge effects in the simulated
structure. The COOD modes are also predominantly polarized
in the y- and x-directions, although comparatively large z-
components occur as well, and the vibrations do not appear to
be split according to the polarization.
The spectra in Figure 4 are averages of predictions for ∼190
structures obtained as snapshots from the MD runs. It is useful
to ask how the spectra for the 19 annealed structures vary.
There is a substantial intensity variation between them, but the
basic spectral pattern and the frequencies are in fair agreement.
In all, the −COOD feature at ∼1740 cm−1 is much more
intense than other bands, but the modes associated with it all lie
within a narrow range, having much less dispersion than the
amide I, since it arises from only TDC coupling of the
−COODs which occurs over larger distances. This lower
dispersion leads to the overall high band intensity, while
individual modes have similar intensities to those modes
contributing to the amide I bands. The simulated amide I
intensity for the snapshots is spread over four to five
components, with the most intense being that at ∼1640
cm−1. Most spectra have substantial bands at ∼1615 and ∼1655
cm−1, although frequencies and intensities vary. Weaker bands
occur at ∼1675−1685 and ∼1580−1590 cm−1 in some spectra.
Different trajectories are qualitatively similar, but amide I
intensities vary as do different snapshots in a trajectory.
The main simulated VCD features (Figure 4) are also
qualitatively consistent with the experimental results for PLGA
and oligomeric variants, as well as for some other fibril
structures,4 in terms of peak positions, spectral shapes, and the
VCD/IR intensity ratios (ΔA/A = Δε/ε) if they are correlated
to the computed IR absorbance spectra (thus accounting for
differences in dispersion). Note that accurate determination of
the fibril concentration is difficult, and thus, the experimental
absorption/VCD spectra are given as dimensionless values of
absorbance or differential absorbance.
The most intense experimental amide I peak in the IR
corresponds to a positive “−,+” couplet. Each of the intense
computed amide I features (although split) is associated with a
couplet contribution of the same sign,31 often within the
broadened band shape used for comparison with experiment.
As in the IR, the computed positive VCD at ∼1609 cm−1 does
not have an experimental counterpart, perhaps due to an
imperfect averaging or edge effects in the simulation. Despite
the split amide I band, the overall couplet pattern in simulated
VCD is qualitatively suggestive of the experimental results, with
the splitting of the more intense amide I modes resulting in a
more complex oscillating pattern that is exacerbated by our
extensive conformational averaging.
The simulated VCD/IR ratio for the amide signal (e.g.,
Δε1633/ε1636 ∼ 3 × 10−5) is much smaller than that for the
PLGA experiment (e.g., ΔA1588/A1600 ∼ 2 × 10−3). Such a low
simulated VCD intensity is consistent with our previous DFT-
based results for models of idealized structures that have no
twisting in or between sheets.19,20 Part of this difference can be
explained by the flattening that modified the initial slightly
twisted structure (Figure S1, Supporting Information) during
the annealing in order to make the model structure better fit
the periodic boundary conditions of the monoclinic box.
Indeed, when we simulated the VCD spectra of the twisted
alanine analogue, the Δε/ε ratio increased by about 10 times
(see Figure S3, Supporting Information). The relative rigidity
of the periodic structure is a drawback of the present model,
which is otherwise well-suited to capture the compact geometry
in the β2 form of the PGA fibril, including the side chain
dynamics and interactions.
As expected, VCD changes more dramatically than the
absorption spectra for the different annealing cycles. In general,
the net couplet nature, positive to low frequency, of the amide I
VCD seen in the average VCD is detectable for each snapshot,
but the shapes and positions of the bands encompass a wide
variety of combinations. There is not a dominant interaction
coming through in the computed spectra but rather an
underlying consistent pattern that persists on the summing of
many structures.
For the −COOD signal, the simulated VCD/IR intensity
ratio (e.g., Δε1730/ε1735 ∼ 10−5) is again smaller than that for
the PLGA experiment (e.g., ΔA1732/A1729 ∼ 2 × 10−4) but has
better agreement than that for the amide I. Its simulated VCD
is thus relatively more intense than for experiment when
compared to the amide I but is actually much weaker in
absolute terms, and is composed of several overlapping
alternating sign features, also as seen experimentally. This
sort of pattern reflects coupling of the −COOD groups, but the
detailed shape is difficult to compare to experiment due to the
multiple underlying bands. The overall +/− (1752/1739 cm−1)
simulated couplet is negatively biased, centered around 1740
cm−1, which would only approximately correspond to the
dominant negative 1732 cm−1 PLGA experimental VCD. Note,
however, that the experimental shape does vary significantly
according to experimental conditions, substitution patterns in
hetero-oligomers, and even the length of the poly-glutamic acid
main chains. In many of these variants, this band exhibits a −/+
couplet (going to low frequency) which corresponds to the two
lower components of the three-peak pattern for the
experimental VCD of Glu10 shown in the bottom panel of
Figure 4.4,36 For our crystal model, reproducing the complete
sign pattern for the solution phase fibrils might be a high goal.
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Nonetheless, the relative intensities suggest we are getting some
residual local ordering of the COOD groups.
Probably the most important observation is that, in both the
experiment and these MD structure-DFT computations, the
−COOD band develops significant VCD even though the
structures do not show an obvious systematic side-chain
ordering beyond the preferred angles (Figure 3). Normally,
such modes would have very little VCD due to their locally
achiral structures and the low level (due to longer distance) and
disordered coupling to other like modes. Certainly these
oligomers and PLGA itself at higher pH have no VCD from the
carboxylate, COO−, bands (shifted below the amide I).
However, the stacking of sheets constrains the side chains so
that they sample a reduced configurational space, as seen in the
distributions shown in Figure 3. Beyond this average
distribution, the local structures presumably favor a distribution
of near neighbor orientations so that the local dipolar coupling
is not random. Indeed, our snapshot structures often have
pairwise chiral coupling of multiple −COOD groups, which
presumably do not cancel on averaging and result in a
significant residual VCD.
Spectra for Fibrils of Different Sizes. The restricted size
of the models used for both the fragment and extended fibril
can possibly cause errors in the simulated spectral patterns. To
estimate the effects of terminating the fibril in either direction
(extension of H-bonds or stacking), we simulated the IR and
VCD spectra for the smaller z2, z4, and y2z2 models (as shown
in Figure S4, Supporting Information) using the smaller F8
fragment. All three structures provide similar spectral patterns,
not much different from the larger y2z3 model (Figure 4). This
suggests that, as expected, the spectral shapes are mostly
determined by short-range interactions between neighboring
(in-strand) and direct cross-strand amide groups via covalent
and dipolar interactions.
Indeed, if we compute only the spectral contributions of the
inner, H-bonded amides and carboxyl groups, i.e., eliminate
those from the surface groups in y2z3 (by deleting the atomic
polar and atomic axial tensors, see Figure S5, Supporting
Information), this results in ∼30% loss of intensity in both the
IR and VCD due to fewer oscillators contributing to the
simulated spectra, but only relatively small changes occur in the
correlated amide I IR and VCD patterns. However, the
−COOD VCD signal changes more with respect to its
absorbance. The intensity is reduced by ∼50%, and the original
overall couplet is distorted to a different pattern, W-shaped
(+/−/+, 1747/1735/1725 cm−1). The latter shape might offer
an improved agreement with experiment, but the sign is a
problem and shape changes associated with this elimination of
surface residues suggest that getting better agreement will
require computing spectra for much larger structures, which
currently is not possible for us. The loss of IR intensity is less
dramatic and presumably corresponds to loss of those −COOH
groups on the outside of the sheet which have no explicit
acceptors for potential H-bonded interactions and are
eliminated in the surface deleted computations. The variation
in the VCD pattern for this mode is consistent with the
experimental variations in its VCD,. as seen for glutamic acid
fibrils prepared in different ways.4,31
The CO vibrations in the −COOD groups most likely
interact by dipolar coupling.33 Changing the model fibril
Figure 5. Absorption (top) and VCD (bottom) spectral convergence with the number of independent annealing cycles, for y2z2. On the left-hand
side, relative integral errors (Δ = ∫ |S − Sf| dv/(∫ |S| dv∫ |Sf| dv)1/2, where Sf is the reference spectrum) are plotted for the carboxyl (1800−1700
cm−1) and amide I (1700−1550 cm−1) regions. On the right, spectra obtained by averaging of 9, 15, and 19 annealing cycles are plotted.
Figure 6. Absorption (top) and VCD (bottom) spectral convergence with the number of snapshots taken from a trajectory corresponding to one
annealing cycle and the y2z2 structure (as in Figure 5).
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structure to add potential interactions, i.e., between aligned
sheet planes (the z2 → z4 elongation), and increasing the
extent of cross-strand coupling in single β-sheet layers (z2 →
y2z2) result in relatively minor spectral changes for these side-
chain modes (Figure S4, Supporting Information). That the
increasing size does not increase VCD intensities or the VCD/
absorption ratio (i.e., ΔA/A, the g-factor) suggests that this
model does not encompass the underlying interaction that
leads to enhanced VCD intensity28,55 which has been reported
for some fibril structures, and is primarily seen in the amide I
modes.13 Similarly, the simulated spectra are stable with respect
to the type of the dynamics: The NpT and NVT ensembles lead
to very similar spectra for y2z2 (see Figure S6, Supporting
Information). In the amide I and COOD regions, the VCD
has the same overall profile after averaging over simulations for
structures from both sets of trajectories, with only minor
variation in detailed shapes.
Convergence of the MD Averaging. Given the partial
stochastical character of the side chain conformations, stability
of the simulated spectra with respect to MD parameters is of
primary interest. As can be seen from Figure 5 for y2z2
(simulated with F8), the absorption and VCD patterns
converge with increasing number of independent annealing
cycles that we sample to get initial structures for the
trajectories, but VCD shows more variation, primarily in
terms of spectral shapes. As expected, the −COOD IR and
VCD converge more slowly than the amide I, since the side
chains are more flexible. Similar convergence behavior is seen
(Figure 6) with an increase in the number of snapshots
averaged along a trajectory for a randomly selected annealing
y2z2 geometry, except that the amide I IR showed more
variance than the −COOD IR for fewer snapshots. These MD
simulations suggest that the residual VCD of the glutamic acid
side chains originates in a net chiral relative orientation of the
COOD groups.
Atomic Contributions to the Spectra and the TDC
Model. To understand the fibrillar spectra and the relative
contribution of other modes to the side-chain COOD
spectra in more detail, absorption and VCD spectra for a y2z2
snapshot are simulated with and without contribution of the
atomic intensity tensors localized on the amide (HNCO)
atoms (Figure 7). These results show that the CO stretching
modes from both the amide and COOD contribute almost
independently to the spectra. There is only a minor
contribution of the amide to the split VCD signal of
COOD at ∼1740 cm−1, which is apparent as an intensity
change. This suggests that interaction of the CO transition
dipoles, such as within the TDC mechanism,50,51 is the primary
source of observable VCD. For the COOD VCD, the
positive components of the “W”-like shape (the small and large
maxima at 1760 and 1725 cm−1) are related to predominantly
y-polarized modes, whereas modes contributing to the negative
lobe at 1740 cm−1 are x-polarized, which is consistent with the
patterns seen in our larger, y2z3 system simulation (Figure 4).
As a test of the applicability of the simpler dipole coupling
(TDC) model for simulating these spectra, comparison
calculations specifically for the amide and COOD CO
stretching modes were made for the same z2y2 structure using
transition dipoles computed using N-methylacetamide and
acetic acid as sources of the transition dipole moments, as
described in the Methods section. Addition of transition dipoles
corresponding to other modes, such as amide II (ND
bending and CN stretching) and amide A (ND
stretching), changed the resultant TDC spectral pattern by
less than 10%.
One can immediately see that the TDC spectra (Figure 8)
are simpler than the DFT ones (Figure 7), presumably due to
the reduced set of interactions considered with the TDC
method. The amide I IR is predicted as only an intense single
band, while the −COOD yields a split band. Due to this change
in mode dispersion, the VCD pattern that results is at least
quantitatively different with the two models. The intense IR
single band amide I results in an intense positive VCD couplet,
which does reflect the E10 experimental results36 and provides
only a qualitative match to the DFT results in terms of the
VCD sign pattern and intensity.
As an inherent property of the TDC mechanism, the VCD
intensity is conservative (both the −COOD and amide groups
give positive and negative bands of nearly the same areas). The
TDC model potentially includes longer-range interactions, not
Figure 7. Absorption and VCD spectra of one y2z2 snapshot
simulated with atomic intensity tensors from just the −COOD and
from both −COOD and amide groups.
Figure 8. Absorption and VCD spectra of y2z2 (same snapshot
structure as in Figure 7) simulated using the TDC approximation, for
transition dipoles on the carboxyl, the amide, and on both
chromophores.
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present in the DFT computations due to the transfer of
parameters from limited size fragments, but these long-range
couplings do not have a large effect, although they might
explain the −COOD IR band splitting, reproduced only
partially by DFT (cf. the discussion of Figure 4). The Δε/ε
ratio obtained by TDC is about the same as that for DFT,
probably because of the neglect of the fibril twist in both
models. The −COOD VCD intensity in Figures 7 and 8 is
enhanced, since these are single snapshots without averaging.
Averaging over many snapshots causes more cancellation in the
side-chain modes due their increased variation in conformation.
We can summarize what was learned from the modeling of
poly-glutamic acid side chain VCD: It originates in a partial
chiral orientation of the −COOD groups on the side chains
and their dipole−dipole interaction. It is fairly uncoupled to the
amide and other peptide vibrational modes, and is polarized
within the side chain layer sandwiched between the β-sheet
planes. Using these insights, the VCD of this or other side
chains can possibly be used to probe the geometry of the
intersheet space as well as to complement the information
about fibril structure obtained from the amide I modes.
■ CONCLUSIONS
In order to explain the VCD spectra observed for the side
chains of the poly-glutamic acid, which has been shown to form
dense β2 fibrils, we adopted a crystal-like geometry model. With
several annealing cycles and a molecular dynamic equilibration,
we verified that the structure was stable both at the NVT and
NpT conditions. The angular distribution thus obtained
confirmed the side chains maintained a limited local ordering,
although not a periodic or crystalline structure. Using the
Cartesian coordinate-based transfer of the force field and
intensity tensors calculated for smaller fragments, absorption
and VCD spectra of larger stacked sheet segments could be
simulated that showed qualitative features in common with
experimental data on Glu10 (E10) fibrillar systems. These
simulations gave IR spectral patterns in reasonable agreement
with experiment, although edge effects seem to distort the
dispersion. We were not able to replicate the VCD enhance-
ment seen experimentally for the amide I mode in fibrils. In
spite of the statistical character, the averaged spectral patterns
converged relatively quickly with the number of MD snapshots
and annealing cycles. Analysis of the calculated side-chain VCD
indicated that it reflects a residual chiral mutual −COOH group
coupling, developed through population of a few favored
conformations, but evidences only limited interaction with the
amide group. VCD spectroscopy combined with the
simulations is thus able to recognize very specific geometry
features of fibrillar structures.
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ABSTRACT: Computational methods based on the Schrödinger equation have been traditionally
confined to rather small molecules. Using an automatic computational methodology, however, we
obtained a stunning agreement between experimental and theoretical vibrational spectra of large
globular proteins containing thousands of atoms as well. Principle atomic properties are obtained
from small molecular fragments and combined with a minimal accuracy loss. This “first-principles”
interpretation of the data reveals a wealth of information, such as nature of localized molecular
motions as well as collective vibrational modes describing folding of larger protein parts. A new
insight is provided to the origin of the chiroptical effects, and the theory lends the used
spectroscopic techniques, unpolarized Raman scattering and vibrational Raman optical activity,
immense potential to structural studies of biological systems.
Recent advances in Raman spectroscopy revolutionizedmany domains including structural chemistry, biomedical
research, and material science.1,2 Raman optical activity (ROA)
spectroscopy appears as one of these emerging techniques; it is
sensitive to fine details in molecular structure including isotopic
isomer effects3 and has been applied to a plethora of systems
including small molecules as well as whole viruses.4,5 Because of
their enhanced sensitivity to structural variations, such chiral
spectroscopy techniques may be thought of as versatile
alternatives to high-resolution approaches, such as X-ray
diffraction. For solutions, they are often indispensable.
The polarization phenomena were linked to molecular
structure already by Louis Pasteur;6 however, only the recent
advances in quantum chemistry made it possible to use the
information provided by chiroptical experiments in full. Optical
activity in the vibrational realm including ROA appears
particularly attractive because it provides many well-resolved
bands and intensities are tightly linked to the local molecular
structure.7 Note that this is often not the case in the electronic
spectra.8
Yet after the discovery of molecular ROA9 suitable
computers and simulation and interpretation techniques were
not immediately available. The subsequent development in the
theoretical field included many steps, such as incorporation of
the ROA intensity formulas in the quantum-chemical frame-
work,10 the origin-independent formulation,11 and coupling of
ROA with the density functional theory (DFT).12
Even within the DFT domain, however, it is difficult to
simulate vibrational spectra of sizable molecules due to the
unfavorable dependence of computational time on the number
of atoms (N). This dependence, often referred to as “scaling”,
can be as sharp as N5 for energy calculation by advanced DFT
methods13,14 and even less favorable for more accurate
simulations or higher-order energy derivatives needed for
ROA.15 Clearly, alternative approaches need to be developed to
efficiently combine spectroscopic and theoretical methods in
structural biology.
In the present study, we use an automatized variant of the
Cartesian coordinate transfer (CCT) technique to extend the
quantum-chemical methodology for accurate simulations and
understanding of ROA spectra of five different globular
proteins. The CCT concept16 is based on the locality of the
molecular property tensors17 that determine intensities and
positions of spectral bands and the spring-like interatomic
interactions involved in molecular vibrations. In the language of
practical computations, we split the target molecule to
chemically meaningful fragments, for which the relevant
properties−tensors−can be obtained at high precision, for
example, by DFT, and transfer them back to the target “atom
by atom”. Working in the Cartesian coordinates rather than in
the previously used intrinsic coordinates is convenient if
automatic computer routines are employed; the transfer then
consists of fairly simple operations such as rotation and origin-
dependence corrections. Although the method may introduce
some error,18,19 its precision is controllable and mostly
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sufficient to explain experimental data.20 For the globular
proteins reported here, we achieved stunning accuracy in
vibrational frequencies and spectral intensities so far achievable
for comparable quantum chemical simulations in small
molecules only.
Already early protein studies highlighted the sensitivity of
ROA to backbone stereochemistry,21 and the possibility to
simulate and interpret the spectra from the first-principles
significantly encouraged the development of the technique.
Lately, a “brute force” DFT computation provided reasonable
ROA spectra of the β domain of rat metallothionein.22
Similarly, the CCT method helped us to understand the
spectra and, more importantly, the solution structures of
valinomycin23,24 and insulin;25 however, the much larger
globular proteins explored in the present study could only be
tackled after the fragmentation and transfer procedure was fully
automated. To a certain extent, the transfer approach also
makes it possible to explore the effect of conformational
flexibility on the spectra, as many snapshots obtained from
molecular dynamics can be averaged. The protein samples
comprise bovine α-lactalbumin, concanavalin-A, hen egg-white
lysozyme, human lysozyme, and human serum albumin.
Concanavalin-A is an example of β-sheet-dominated protein;
the others have a higher content of α-helix but exhibit finer
structural differences. The human serum albumin is the largest
molecule with the highest α-helical ratio.
Details of the protein structure and used computational
methodology can be found in the Supporting Information. In
the simplest case, X-ray protein geometry was divided into
many overlapping four-amide residues, and these fragments
were partially optimized using the vibrational normal mode
coordinates26 to preserve their conformation in the protein but
relax principal vibrational motions. Then, vibrational spectro-
scopic parameters (force field, ROA tensors) were calculated at
the B3PW9127/6-31++G**/CPCM28,29 level using the Gaus-
sian software30 and transferred back to the protein. The
Cartesian coordinate transfer procedure is described in detail
elsewhere16,20 and consists of the rotation of individual tensor
components while taking into account their origin dependence.
Note that absolute Raman intensities cannot be easily
measured; the spectra are plotted in atomic and instrumental
units for the simulation and experiment, respectively.
The reliability of the simulations is documented in Figure 1
for α-lactalbumin. The Raman intensity increases steeply and
nearly monotonically toward the lowest-wavenumber region
(300−100 cm−1) because of the large signal and temperature
excitations of the lowest-energy vibrational modes. The water
background exhibiting similar trend has already been
subtracted. Surprisingly, the ROA spectra (bottom part of
Figure 1) provide quite distinct features also within this
interval, and the experimental bands at 133, 168, and 289 cm−1
belong to the strongest ones in the entire ROA spectrum. The
calculation reproduces them at 137, 147, and 289 cm−1 with the
correct “+ − −” sign pattern. Visualization of the normal mode
motion revealed that these bands are delocalized, mostly
centered on the peptide main chain, but are difficult to assign to
a particular chemical residue or local coordinate. Note that each
visible band is composed of many individual transitions, as the
density of vibrational states reaches ∼2.9 vibrational modes/
cm−1 in this region.
Within the 300−900 cm−1 interval the density of vibrational
states is relatively low, 2.1 modes/cm−1. The simulation
faithfully reproduces the most distinct spectral features such
as the string S−S stretching (at 509/508 cm−1 in experiment/
simulation) and tryptophan vibrations (762/772 and 860/867
cm−1). The spectral intensities can thus be often related to local
chemical coordinates. (Figure S5 and Tables S3 and S4
summarize these and other spectral features; see also refs
31−34 for vibrational assignment of protein ROA bands.)
Typically, the strongest and relatively narrow Raman bands
Figure 1. Comparison of calculated and experimental spectra. For bovine α-lactalbumin the Raman (IR + IL, top) and ROA (IR − IL, bottom) spectra
obtained at the B3BPW91/6-31++G**/CPCM approximation level exhibit a surprisingly good correspondence with the experiment and allow for an
accurate assignment of most vibrational bands. Selected vibrational classes are indicated at the top.
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originate in aromatic Trp, Phe, and Tyr amino acid residues;
they exhibit a strong ROA signal as well. In ROA, however, the
side chains’ signals largely average out, and the resultant
spectral shape is mainly due to the peptide main-chain
contributions. In particular, in this wavenumber region the
ROA intensities are rather weak, yet most of the experimental
bands can be reproduced and assigned, as apparent from the
expanded spectra (Figure S6). Within the 330−1130 cm−1
interval, for example, we counted about 23 Raman and ROA
computed bands that probably match the experimental ones.
The 900−1400 cm−1 interval is a true “fingerprint” region
with many overlapping vibrational bands and 3.3 vibrational
modes/cm−1; however, the overall character and the most
distinct spectral features are reproduced as well, such as the
Trp/Phe aromatic Raman signal around 1009 cm−1 and the Trp
band at 1129 cm−1 (calculated at 1013 and 1140 cm−1,
respectively). This region comprises several distinct ROA
bands, such as the negative signal at 980 cm−1 (largely peptide
main chain deformation with a participation of C−C stretching
reproduced at 963 cm−1), the positive Trp band (exp./calc.
1013/987 cm−1), and the broad negative lobe at 1250/1259
cm−1 of skeletal and amide vibrations. For vibrational
spectroscopy of proteins, the so-called extended amide III
spectral region (1280−1360 cm−1) heavily involving αC−H
bending is very important indeed.
The involvement of the peptide main chain groups in amide
III vibrations and mode coupling makes ROA an excellent tool
to monitor the secondary structure.35 For example, α-helical
structures exhibit two strong positive bands. The one at ∼1300
cm−1 was previously assigned to unhydrated canonical
conformation and the 1340 cm−1 band attributed to a more
open conformation stabilized by hydrogen bonding.4 This
assignment, based on empirical observation of α-helical
peptides and proteins in polar and nonpolar solvents, did not
explain all recorded data. In particular, poly(γ-benzyl-L-
glutamate) in nonpolar CHCl3 lacks the 1300 cm
−1
“unhydrated” band. On the contrary, hydrated poly(L-lysine)
or alanine-rich AK21 peptides do contain a strong 1300 cm−1
band.4 Our computations suggest that these bands to a large
extent originate in two αC−H bending modes in planes
approximately parallel with and perpendicular to the αC−N
bond (Figure S7). These are present in all conformers, and the
intensity is varied through coupling to other vibrational modes.
Above 1400 cm−1 the vibrations become less dense again
(2.3 modes/cm−1) and can be assigned to local “chromo-
phores” more easily, such as the C−H bending Raman signal at
1449/1479 cm−1 (exp./cal.), aromatic CC stretching (1556/
1600 cm−1 and 1622/1671 cm−1), and, finally, the carbonyl
“amide I” mode (largely CO stretching, at 1661/1732 cm−1).
In the experimental ROA spectrum, the negative 1646 cm−1
peak is not well reproduced by the simulation, which in turn
predicts a negative signal at 1558 cm−1, with an experimental
counterpart missing. The 1558 cm−1 band largely comes from
induced optical activity of the tryptophan residues36,37 and is
thus very sensitive to conformational averaging. This and other
minor inconsistencies can also be attributed to the
anharmonicity and solvent effects that are only partially
accounted for by the dielectric CPCM model and a limited
precision of the DFT method causing improper mode ordering.
In particular, the CC aromatic stretching frequencies
predicted by DFT are too high. The error of the CCT method,
in particular the limited size of the fragments,18,20 should also
Figure 2. β sheet versus α-helical protein. Simulated and experimental Raman and ROA spectra of concavalin A and human serum albumin
demonstrate sensitivity of both approaches in probing the peptide structure. For example, in concavalin, the 510 cm−1 Raman band of the disulfide
bridges stabilizing the α-helical protein is missing, and the amide I frequency (1656 cm−1) is very low due to the typical β-sheet interactions and
band splitting. Even more differences may be found in the ROA spectra, as discussed in the main text.
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be considered, although it is supposed to be minor for irregular
protein structures. Overall, however, the computation provides
a solid ground for interpretation of the experimental data in this
region. The ROA/Raman intensity ratio, often referred to as
circular intensity difference (CID), is ∼3 × 10−4, and it is
reproduced by the simulations as well.
Raman and ROA spectra of concavalin A and human serum
albumin are presented in Figure 2, as examples of
predominantly β-sheet and α-helical structures, respectively.
The Raman concavalin spectrum, when compared with α-
lactalbumin, primarily reflects a different amino acid
composition. The most obvious example is the absence of the
disulfide bridges of cysteine and their Raman signal at 510
cm−1. The ROA spectrum is more sensitive to the secondary
structure, and the amino acid sequence is not so important.
Unlike for α-lactalbumin, concavalin provides a predominantly
positive signal in the low-wavenumber region (below 300
cm−1), and a new negative band appears at 377 cm−1. In the
extended amide III region, the −/+/+ α-lactalbumin feature at
1250/1301/1341 cm−1 becomes a “−/+/+/−” pattern at 1242/
1297/1317/1352 cm−1, which is well reproduced by the
calculation. The negative CH bending band changes to a weak
−/+ couplet (1447/1474 cm−1), and amide I couplet becomes
stronger (−/+ lobes at 1661/1680 cm−1).
Figure 3. Reproducing fine structural differences. Calculated and experimental ROA spectra of hen and human lysozyme are compared. The two
lysozymes have a very similar structure, and thus many differences are hidden in the experimental noise and computational error. However, some are
detectable and can be reproduced. The encircled parts differ because of the different amounts of aromatic acids (Tyr, Phe) and their interaction with
backbone and αC−H vibrations.
Figure 4. Contribution of protein parts to the Raman and ROA spectra. The Raman α-lactalbumin spectrum is approximately a sum of contribution
of individual amino acids, whereas the ROA spectrum is dominated by the backbone signal sensitive to the secondary structure.
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Human serum albumin with 9161 atoms is the largest
structure in the set. Unlike for concavalin, its Raman spectrum
(lower part in Figure 2) does not differ that much from α-
lactalbumin (Figure 1); however, the larger α-helical content is
reflected in ROA. The “α-helical” features slightly change; for
example, the lowest positive ROA signal (133 cm−1 for α-
lactalbumin) moves to 107 cm−1, the negative 168 and 289
cm−1 bands are mostly conserved (at 162 and 302 cm−1), and
the same applies to the broad negative lobe around 1250 cm−1.
A more dramatic change occurs in the extended amide III
region, where the positive ROA signal at 1344 cm−1 sharpens
and the intensity increases. As for α-lactalbumin, there is a
negative band of the CH bending at 1448 cm−1 and the
predominantly positive amide I signal (maximum at 1667
cm−1) is accompanied by a negative lobe (1646 cm−1), and
these features are reproduced to a large extent by the
simulation. The α-helix/β-sheet differences are obviously
more substantial, as apparent from the direct comparison of
the human serum albumin and concavalin in Figure 2.
Although the hen and human lysozymes have very similar
structures, their ROA spectra differ (Figure 3). In general, they
are similar to those of α-lactalbumin, for example, in the
“+/−/−“ bands at ∼111/172/289 cm−1 and the broad “−/+”
couplet centered around 1270 cm−1. However, the hen
lysozyme exhibits much sharper negative ROA band at 1250
cm−1 and a positive one at 1304 cm−1 than the human one,
which is at least qualitatively reproduced by the simulations.
Corresponding Raman spectra are plotted in Figure S8. A
dynamic visualization of the vibrational normal modes reveals
that the intensity changes can be to a large extent attributed to
the different amino acid content. For example, the human
lysozyme has twice as many Tyr residues as hen lysozyme. The
aromatic vibrational modes are coupled to the main chain αC−
H bending, which makes the band at 1341 cm−1 (experiment)
stronger. Several differences are also apparent for bands around
150 and 250 cm−1 and within 1350−1800 cm−1.
To investigate in detail the link between various protein parts
and the resultant spectral response, we constructed arbitrary
spectra where Raman and ROA intensity tensors17 of selected
atoms were considered only. This is illustrated in Figure 4,
where α-lactalbumin spectra are simulated (i) as a sum of
individual amino acid residues, (ii) considering the peptide
backbone atoms only, and (iii) involving all atoms. Note that
the result has to be interpreted carefully as the total spectrum is
not a simple sum of atomic contribution. Nevertheless, this
computational exercise well documents the different character
of the Raman and ROA signal: the Raman spectrum is
approximately a sum of individual amino acid contributions,
whereas ROA is dominated by the backbone signal. The
importance of the backbone for the ROA intensity was
confirmed by an alternate model, an all-alanine peptide of the
same secondary structure as α-lactalbumin (Figure S9). These
computational models clearly showed that the tight link to the
backbone structure lends the ROA spectroscopy increased
sensitivity to the conformation. At the same time, the backbone
vibrations are heavily mixed with those of the side chains, and
only the full-molecule simulation can explain the experimental
data.
During the reviewing stage of this work an interesting
question appeared: To what extent is it possible to actually
reconstruct complete protein 3D solution structure “backward”
from the ROA spectrum? This clearly remains a difficult task
for a low-resolution technique. Nevertheless, the results above
indicate that a systematic improvement in this respect is
possible. Perhaps future experimental and theoretical advances
can make the process more routine, resembling the
combination of molecular modeling and experimental data
usual in NMR protein studies already. One can, for example,
think about combining MD/ab initio computations with
empirical techniques recognizing specific spectral patterns.38
So far we can conclude that due to the automatic
fragmentation procedure an unprecedented precision in
frequencies and spectral intensities of five globular was
achieved, so far achievable for small molecules only. The
quantum-chemical accuracy is critical for correct interpretation
of the experimental Raman and Raman optical activity protein
spectra. In particular, it enabled us to relate fine spectral
patterns to amino acid composition, local structural features,
and peptide secondary structure. Differences in ROA intensities
well reflected the β-sheet/α-helical differences, and the double-
degenerate αC−H vibration was assigned to the important
conformational marker band around 1320 cm−1. The
theoretical apparatus thus makes the Raman and ROA
spectroscopic methods versatile tools to study protein structure,
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Experimental Spectra. Raman and ROA spectra of five proteins (concanavalin-A, human 
lysozyme, hen egg-white lysozyme, bovine α-lactalbumin and human serum albumin) were 
measured with a backscattering scattered circular pol rization (SCP) BioTools µ-ChiralRAMAN-
2X instrument based on the design of W. Hug1,2 and equipped with a diode-pumped solid-state laser 
operating at 532 nm. Proteins were dissolved to concentrations of 50-160 mg/mL in water, except 
for concanavalin-A dissolved in water solution of NaCl (2.5 mol/kg). Laser power at the sample 
was 330-560 mW, and acquisition time was 12-33 hours. All samples were measured in 4 × 3 mm 
fused silica rectangular cell at room temperature (293 K). For measurement in the low-frequency 
region the original holographic notch filter (Kaiser, cutoff at 200 cm-1) was replaced by an edge 
filter (Semrock) working reliably down to 80 cm-1 for Raman and to 90 cm-1 for ROA spectra.  
Raman spectrum of the cell filled with the solvent was subtracted from all Raman spectra. Baseline 
in ROA spectra was corrected only for human lysozyme and human serum albumin that were 
weakly absorbing and contained some fluorescent impurities. The frequency was calibrated using a 
neon lamp. Intensity was corrected using a standard fluorescence reference material, (SRM 2242, 
obtained from National Institute of Standards and Technology, USA) and tungsten halogen 
radiometric calibration source (HL-3plus-CAL, OceanOptics), equipped with a cosine corrector 
(CC-3) and a multimode fiber (diameter 50 µm and numerical aperture 0.22; Thorlabs, M16L01). 
Two sources had to be used to achieve sufficient (bet er than 10%) accuracy as the fluorescence 
calibration standard is not certified for wavenumbers below 150 cm-1 and the numerical aperture of 
the tungsten halogen source was smaller than the one actually used in the ROA spectrometer (about 
0.4). The intensity calibration proved to be essential as a significant intensity drop is observed in 
both low and high wavenumber spectral regions, due to a lower efficiency of holographic 
diffraction grating. In addition, non-uniform quasi-periodic transmission variability of the edge 
filter was observed, especially in the low wavenumber region. 
 Computations. X-ray data from the protein data bank database wereused as starting 
geometries to generate the theoretical spectra. The raw geometries were refined using the leap 
module of the Amber program suite,3 .g. missing heavy and hydrogen atoms were added. The 
peptide chains of the proteins were split into overlapping fragments, each containing four amide 
(three amino-acid) residues and capped with methyl groups as CH3-NHCO- and –NHCO-CH3 at the 
N- and C- peptide chain, respectively (Figure S1). Additional fragments were created for the 
disulfide bridges. For the lysozymes, “contact fragments” were created for all pairs of close (< 2.4 
Å) but not covalently bonded aminoacid side chains. These fragments contained the two aminacid 
residues, and the N- and C-amide groups were capped in the same way as for the four-aminoacid 
fragments. The contact fragments had only a minor effect on the spectra (Figure S2) and thus they 
were not used in other simulations. Our own software (“pdb_dc.f”) was employed for the automatic 
fragmentation based on the covalent bond table.  
 The geometry of each fragment was partially optimized by energy-minimization at the 
B3PW914/6-31++G** level; the protein and water environment was simulated using the polarized 
continuum model (CPCM),5,6 with water solvent parameters set to values implemented in the 
Gaussian 09 (version D01) program.7 The B3PW91 functional previously provided good results for 
similar systems.8 The normal mode optimization (NMO)9 was used for constrained optimization 
fixing modes bellow a certain limit (ω0, typically 100-300 cm-1). The NMO optimization introduced 
only minor perturbations of fragment geometries with respect to the protein target, while the most 
important vibrational modes were fully relaxed. Then the atomic polar, atomic axial, Raman ROA, 
and harmonic force field tensors10,11 were transferred from all fragments to the original protein 
using the Cartesian coordinate transfer (CCT) procedure in detail described elsewhere.12,13 
Harmonic vibrational frequencies and Raman and ROA intensities of the proteins were generated 
using the usual procedure.11,14,15 To generate realistic spectral shapes (S) the backscattered 














where T = 293 K, k is the Boltzmann constant, ωi is vibrational frequency, and the bandwidth 
∆ = 10 cm-1. As absolute Raman scattering intensities cannot be easily measured arbitrary 
(“atomic”) units were used for the simulation, and the instrumental counts (proportional to the 
number of electrons detected by the charged-coupled device detector) for the experiment. 
 Alternatively to the X-ray geometries, molecular dynamics (MD) was run using the Amber 
program3 and Amber 2004 force field,16 to account for the effects of relaxation and dynamics. The 
proteins were surrounded by water in a cubic cage so that at least 7 Å gap remained between the 
protein surface and the cage walls. This resulted in the following box lengths: α-lactalbumin 64 Å, 
human lysozyme 58 Å, hen egg-white lysozyme 58Å, concanavalin A 68 Å, and human serum 
albumin 90 Å. Na+ or Cl- counterions were added to neutralize the protein charges. Concavalin A 
contains metal ions (Mn2+ and Ca2+) in the native structure. They were kept in the MDmodeling, 
but neglected for the spectral generation. The dynamics was performed using the nVT ensemble, 
293 K, and 1 fs integration time. The npT ensemble-based simulation (1 atm) was also tried but no 
significant difference in geometries was encountered. After an equilibration run (1 ns) geometry 
snapshots taken every 10 ps were saved for 10 ns. The average solute density was created and the 
snapshot most closely matching it was selected using an algorithm described elsewhere.17 This 
“average” MD geometry was then used to generate the Raman and ROA spectra in the same way as 
for the X-ray structures. Finally, the force fields and ROA tensors thus obtained were transferred to 
1000 snapshots and the resultant spectra were averaged. Human lysozyme Raman and ROA spectra 
obtained by the three geometry models are compared in Figure S3. Although the direct snapshot 
averaging is conceptually the most advanced method, e improvement in the spectra is not very 
convincing, and the X-ray based modeling was thus used by default.  
 The limited relaxation of the fragments had a greater effect on the spectra, which is shown 
in Figure S4, where the frequency cutoff (ω0, cf. Ref. 18) of 100 cm-1 produced a slightly more 
realistic human lysozyme Raman and ROA shapes than ω0 set to 300 cm-1. The normal mode 
vibrational assignment and analysis was enhanced by computation of the potential energy 
distribution (PED)19 in intrinsic molecular coordinates. As it was not feasible to manually define 
thousands of coordinates for a non-redundant set, all possible coordinates (bond length, bond and 
torsional angles) were defined using an automated procedure, and a simplified diagonal internal-
coordinate force field FI was used for the analysis, as described in Ref. 20. The force field was 
obtained by minimizing 2)( CI
t FBFB − , where FC is the Cartesian force field obtained by the 
transfer, B is the Cartesian-internal transformation matrix, and index t denotes transposed matrix. 
Note that while this procedure leads to realistic frequencies and assignments, the internal force field 
is not good enough for spectra generation. Six examples of PED thus obtained are plotted in F gure 
S5. 
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Structure ID Ref. Resolution (Å) Nres Nat 
bovine α-lactalbumin 1HFZ 21 2.30 Å 124 1960 
concanavalin-A 1NLS 22 0.94 A 237 3566 
hen egg-white lysozyme 3WPJ 23 2.00 Å 129 1960 
human lysozyme 1LZ1 24 1.50 Å 130 2021 










bovine α-lactalbumin L5385 500 13.3 100 water 
concanavalin-A C2010 560 32.2 50 2.5 mol/kg NaCl in water 
hen egg-white lysozyme L6876 330 11.9 100 water 
human lysozyme L1667 350 27.9 160 water 
human serum albumin A3782  350 12.1 50 water 
 
a The identification number (ID) refers to the protein data bank database (PDB, 
http://www.rcsb.org); this geometry taken as a starting point in the modeling. The number of 
aminoacid residues (Nres) and the number of atoms (Nat) are related to the computational model, 
without solvent (H2O) molecules. Sigma-Aldrich catalogue number (“Sample”), laser power at the 
sample (P), spectra accumulation time (t), concentration (c) and the solvent are specified in the 
bottom half of the table. 
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amide I (ν(C=O)) 1661 1673 1661 1661 1656 1732 
Tyr ν(C=C) 1622 1617 1622 1620 1620 1671 
Trp ν(C=C) 1556 1554 1555 1557 - 1600 
ν(C-H) 1449 1453 1451 1453 1451 1479 
Trp δ(C-H)  1362 1361b 1361 1359 - 1404 
Tyr δ(C-H) 1338 1343 1338 1338 1339 1343 
Tyr δ(C-H) 1211 1212 1209b 1208 1210 1234 
δ(C-H) 1129 1129 1127 1127 1127 1140 
Trp deformation 1034 1034 1031b 1031b 1033 1038 
Trp deformation 1013b - 1011 1011 - 1013 
Phe deformation 1009 1007 1011 1011 1005 1012 
Tyr deformation 860 858 855 856 853 867 
Trp oopc 838 833 838 832 833 844 
Trp+backbone def. 762 760 763 759 - 772 
ν(S-S) 509 - 509 512 509 508 
 
a for bovine α-lactalbumin 
b shoulder in the spectrum 
c out of plane 
Structure ID α-helix β-sheet  
bovine α-lactalbumin 1HFZ 43 9 
concanavalin-A 1NLS 3 46 
hen egg-white lysozyme 3WPJ 41 10 
human lysozyme 1LZ1 39 12 
human serum albumin 1UOR 46 0 
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amide I (ν(C=O)) 1669+ 1680+ 1669+ 1666+ 1667+ 1732 
arom. ν(C=C) 1646- 1616- 1646- 1648- 1646-  
Trp ν(C=C) 1557+ 1556+ 1555+ 1558+ - 1590 
Phe δ(C-H) 1443- 1447- 1436- 1443- 1449- 1481 
 - - - 1414- 1421+  
δ(αC-H) 1341+ 1352- 1345+ 1346+ 1345+ 1357 
δ(αC-H), Tyr δ(C-H) 1301+ 1296+ 1304+ 1305+ 1311+ 1311 
δ(αC -H) 1250- 1242- 1250- 1250- - 1259 
lysin δ(C-H) 1227-    1231- 1241 
 1136+ 1152- 1137+ - 1126+ 1151 
 1118+ - 1120+ 1128+   
 1099- - 1100- 1103- 1088-  
 1069- 1081- 1075- 1075- 1066-  
 1013+ 1013- - - 1015+  
 980- - 970- 966- 980- 963 
 - 66+ 679+ 670+ 679+  
Pro and main chain 
deformation 289- 302- 289- 289- - 290 
NH oop, CH3 rotation 168- - 172- 172- 168- 150 
 133+ 133+ 135- - -  
 101+ 105- 111+ 112+ 97+  







Figure S1. Example of fragmentation and transfer of vibrational spectroscopic properties. The 
peptide main chain (red, amide groups are temporarily numbered 1…7) is divided into fragments 
(FA … FD), containing four amide residues, shifted relative o ach other by a one-amide increment 
along the chain. Up to N … N+3 amide-amide interactions (force field elements) can be 
reconstructed from the fragments. Additionally, contact fragments between close, but not covalently 
bonded aminoacid residues were included (not shown). Note that the force field elements were 
transferred (rotated) for each atom pair separately, to better account for possible small geometry 

























Figure S2. Effect of non-covalent interactions on the spectra. Simulated Raman and ROA spectra 
of α-lactalbumin. When fragments comprising non-covalent interactions are added to the fragments 

















































Figure S3. Variations of the spectra according to geometry. For human lysozyme the Raman and 
ROA spectra were generated using X-ray geometry, the average MD geometry, and averaging of 































Figure S4. Effect of fragment relaxation on the spectra. R man and ROA human lysozyme spectra 
were simulated from partially optimized fragments, u ing the 300 cm-1 and 100 cm-1 cutoffs for the 
fixed normal mode frequencies (cf. the parameter ω0 in Ref. 18). Compared to the experiment, the 
100 cm-1 cutoff allowing for a more extensive relaxation of the X-ray initial fragment geometries 




Figure S5. Potential energy distribution (PED) of selected internal coordinates. The PEDs provide 
an approximate link of the computed vibrational transitions to local “chemical” coordinates. The out 
of plane (oop) C=O wagging is mostly spread within t e 700-1000 cm-1 interval, CO stretching 
(ν(CO)) involves rather narrow amide I C=O vibrations (calculated around 1700 cm-1) as well as a 
more spread-out C-O (single bond) stretching at low wavenumbers, CN stretching (ν(CN)) is 
omnipresent, SS stretching (ν(SS)) is the most localized one on the frequency scale. The bending 
























Figure S6. Fine Raman and ROA structure. Zoomed 330-1130 cm-1 region of the Raman and ROA 
bovine α-lactalbumin spectra reveals similarities and discrepancies between the experiment and 




     
1325 cm-1     1357 cm-1 
 
Figure S7. Example of two H-αC bending modes calculated in an all-alanine α-lactalbumin model. 
These modes are responsible for the two strongest ROA bands (experimentally at 1301 and 1341 
























Figure S8. Calculated and experimental Raman spectra of hen and human lysozyme. The 
differences between the two lysozymes are in general at the edge of computational precision, but 
some variations of the Raman intensities are clearly reproduced. These are mostly due to the 

























Figure S9. Contribution of the backbone to Raman and ROA intensi ies. The bovine α-lactalbumin 
spectra were generated for the full protein, and for the same secondary structure, where all 
aminoacid side chains were replaced by methyl groups. A parently, the side chains contribute a lot 
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Molecular Dynamics with Helical Periodic Boundary
Conditions
Jirı Kessler[a,b] and Petr Bour*[a]
Helical symmetry is often encountered in nature and thus also
in molecular dynamics (MD) simulations. In many cases, an
approximation based on infinite helical periodicity can save a
significant amount of computer time. However, standard simu-
lations with the usual periodic boundary conditions (PBC) are
not easily compatible with it. In the present study, we propose
and investigate an algorithm comprising infinitely propagated
helicity, which is compatible with commonly used MD soft-
ware. The helical twist is introduced as a parametric geometry
constraint, and the translational PBC are modified to allow for
the helical symmetry via a transitional solvent volume. The
algorithm including a parallel code was implemented within
the Tinker software. The viability of the helical periodic bound-
ary conditions (HPBC) was verified in test simulations including
a-helical and polyproline II like peptide structures. For an
insulin-based model, the HPBC dynamics made it possible to
simulate a fibrillar structure, otherwise not stable within PBC.
VC 2014 Wiley Periodicals, Inc.
DOI: 10.1002/jcc.23653
Introduction
Being a commonplace in living systems, helical symmetry is
often encountered also in their molecular dynamics (MD) simu-
lations. Typical objects involve not only simple helical biopoly-
mers (peptide helices, nucleic acids), but also larger and
complex molecular assemblies, such as multithread muscle fila-
ments,[1] amyloid-b fibrils forming Alzheimer’s plaques,[2] or
tubular networks supporting the cytoskeleton.[3]
Possible ways of tackling such nonperiodic systems include
extensive solvation shells,[4] active site solvation,[5] or a hybrid
explicit/implicit solvation model.[6] The shell models, such as
the primary hydration shell method,[7] are often used when
the standard periodic boundary conditions (PBC) are computa-
tionally very demanding. The translational periodicity is often
desirable, for example, when the lattice–sum interactions are
used and the periodicity elegantly increases the effective sol-
vent volume seen by the molecule under investigation. It is
compatible with parallelization of the computer code for
short-range potentials,[8] for example, using distributions on
graphical cards,[9] or potentially makes it amenable to analyti-
cal Ewald-like or other pairwise electrostatic summation
techniques.[10]
As we are not aware of any MD software directly allowing
for the helical periodicity, we investigate here a new algorithm
suited to both infinite covalent systems and periodic molecular
complexes. It is compatible with commonly used MD proce-
dures and force fields. We implemented and tested it within
the Tinker MD package[11] and Amber99[12] force field. The hel-
icity is introduced for a part of the simulated system, which
requires minor adjustments of the MD propagation algorithm
only.
In this article, we define the helical periodic conditions, dis-
cuss the necessary modification of the propagation algorithm,
and details of the implementation. For the example of a- and
polyproline II helices, we compare the results with the usual
PBC computations not using the helical symmetry. As the
most applied example, simulation of a fibrillar system based
on the insulin molecule is presented. The possibility to deter-
mine the overall twist on the run during the MD propagation
is discussed as a possible future extension of the method. The
results show that the algorithm is stable within a reasonable
range of parameters and appears universally applicable as
documented on the model systems.
The Helical Periodic Boundary Conditions
(HPBC)
Within the standard rectangular PBC, the elementary cell is
replicated by a translation. For an atom with a position vector
r, the replicated positions are r05 a 1 r, where the translational
vector a is obtained by integer multiplications of the box
dimensions bx, by, bz, (aa 5 na 3 ba, na 5 0, 1, 2, . . .). Within
HPBC, the helical periodicity (say in direction z) is introduced
for a central part of the box, within a cylinder of radius r1 (Fig.
1). This part would typically contain the molecule of interest
and part of the solvent environment. During the replication,
the cylinder is translated, that is, shifted by bz, and rotated
about its (helical) axis, by an angle u0. The rotation is symbol-
ized by the matrix U(u0); the replicated positions can be
[a] Jirı Kessler, Petr Bour
Institute of Organic Chemistry and Biochemistry, Academy of Sciences,
Flemingovo namestı 2, 166 10, Prague, Czech Republic
E-mail: bour@uochb.cas.cz
[b] Jirı Kessler
Department of Physical and Macromolecular Chemistry, Faculty of
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expressed as r05 a 1 U(u0)  r. As this is incompatible with
PBC, a transition zone is defined by an annular space between
the above mentioned cylinder (radius r1) and another cylinder
of radius r2. Within the zone, an intermediate transformation
takes place, as defined by U(u), where u 5 f u0, and f is a tran-
sition function.
The transition function “damps’ the helicity, that is, f 5 1 and
0 at the wall of the inner and outer cylinder, respectively. Simi-
larly as other potential-adjusting functions, for example, van der
Waals or Coulomb interaction cutoffs[4,13] it is desirable that f is
simple, smooth, and perturbs this system as little as possible,








where p 5 (rxy 2 r1)/(r2 2 r1), rxy being the distance from the z-
axis, and the steepness parameter d 5 0.1 (Fig. 2, left). Trial
computations indicated that the model is not too sensitive to
variation of the d parameter, although extreme values may
lead to dynamic instabilities.
The introduction of the transition zone has little effect on
the properties of the periodic simulated system if it is suffi-
ciently separated from the central part of interest (see below).
However, it introduces transition regions at the bottom and
top of the cylinder, which may lead to serious instabilities dur-
ing the MD simulation. The source of the problem is depicted
at the right hand side of Figure 2, where we display a replica-
tion of two atoms (a and b) within the transitional zone along
the helical axis. After a rotation and translation to the neigh-
boring cell the interatomic distance rab may change, because
the atoms a and b may not be rotated by the same angle.
Note that this “deformation” does not affect the actual geome-
try within the box but only the “virtual” replicas used in the
interaction with the environment. Only a small fraction of
atoms close to the walls parallel with the xy plane and close
to zone 2 is affected. Still, if untreated, the rotation causes
instabilities in the annular regions close to the wall (xy plane)
of the box. Most seriously, a solvent molecule passing through
the wall may suddenly change its geometry, or a replicated
atomic image may move much faster than the atom in the
original box.
Fortunately, the problems can be overcome by modification
of the propagation algorithm. Complete solvent molecules
were rotated while producing the replicas, as based on the
Figure 1. The helical periodic boundary conditions: within the inner cylin-
der (zone 1) molecules are translated and rotated by the angle u0; In the
transition zone 2, a partial rotation by u 5 f u0 is applied, and in zone 3
vertical translation by a takes place. U is the rotational matrix, r and r0 are
vectors pointing to an identical atom in neighboring boxes, f is a damping
function, f 5 1 and f 5 0 at the walls of the inner and outer cylinder,
respectively, see Figure 2.
Figure 2. Examples of the damping function (left) and the deformation problem in the transition zone (right): after a rotation and translation about the
helical axis (z, being perpendicular to the diagram) the distance rab between two atoms (a and b, prime denoting the rotated system) may not be con-
served, as the rotation angles generally differ, ua 6¼ub. See text for further explanation.
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damping function determined for their mass centers. This pre-
vented deformations of the geometry of individual molecules.
Additionally, passing of molecules through the wall along the
helical axis (z in Fig. 1) within the transitional zone was pre-
vented during MD runs. This was achieved by applying a half-
harmonic potential (V) for any molecule outside the box,
which left it through zone 2, V 5 k 3 d[2], where d is the dis-
tance from the box xy wall, and the force constant k was cho-
sen to be 1 kcal/Å[2] (V 5 0 inside the box). Values of k within
1–10 kcal/Å[2] yielded very similar results and did not signifi-
cantly influence the geometry of interest in simulations not
involving transport processes. Finally, for every dynamic inte-
gration step, each coordinate increment (Dra) was compared
to a corresponding increment in the neighboring replicated
box (Dra0). In cases when the latter shift was considerably
larger (|Dra0|> 1.1|Dra|) the former shift was scaled down by a
factor of Dra/Dra0.
Implementation
The HPBC were implemented within the Tinker[11] program.
Full parallelization of the code was achieved under the OMP
environment (see http://openmp.org/, a link to the adapted
Tinker program can be found at http://hanicka.uochb.cas.cz/
bour/programs/list.html). The Amber99[12] force field
(comprising the TIP3P[14] force field for water) was used with-
out bond length constraints. The helical periodicity was
applied to all the energy and gradient terms, that is, those
associated with bond lengths, bond and torsional angles,
improper torsions, van der Waals (Lennard–Jones), and point
charge electrostatic interactions. All simulations were per-
formed in NVT conditions and default Tinker parameters, using
the default 9 Å cutoff distance both for van der Waals and
Coulomb interactions. The cutoff was combined with potential
switching and shifting,[15] using fifth-degree multiplicative and
seventh-degree additive (Coulomb only) switching functions as
implemented in the Tinker program[11] version 6.2. The Bee-
man[16] propagation scheme, 1 fs integration time step, tem-
perature of 298 K, and the Berendsen[17] thermostat with the
coupling parameter of 0.01 ps were used.
Examined Systems
The geometries of the principal studied systems are shown in
Figure 3. As the first test system referred here to as [Ala12]1,
we used an infinite polyalanine chain in a-helical conformation.
To allow for a realistic motion and fluctuations of the peptide,
12 alanine residues and 813 water molecules were kept in the
37.2 3 37.2 3 18.56 Å[3] (helical axis) box, using r1 5 8 Å and
r2 5 17 Å. Initial peptide backbone torsion angles (u 5 260,
w 5 245, and x 5 180) corresponded to a standard a-helical
geometry.[18] After minimization and an equilibrium dynamics,
the production run lasted 2 ns.
The twist angles u0 for all systems were determined on the
basis of canonical values (X-ray data) or standard PBC simulations,
and not varied during the dynamics. For ideal a-helix, its ideal
value is about 99 per residue[19]; the equilibrium value supported
by the Amber99 force field for polyalanine is only slightly larger
(100.4 per residue), that is, 126 for [Ala12]1. To determine the
effect of u0 variation on the dynamics, its magnitude for [Ala12]1
was additionally varied within 110–140. However, we empha-
size that this variation goes beyond the implementation of the
HPBC scheme (see above), where the twist is to be considered as
a constant, similarly as the box dimensions.
For a comparison, standard PBC computation was set up for
the Ace-(Ala)18-NMe peptide and 2083 water molecules in a 40
3 40 3 40 Å[3] box, using the same standard initial torsion
angles of the peptide backbone. To stabilize the helix, the ter-
minal backbone torsion angles were fixed in three aminoacid
residues at each (CA and NA) peptide end. Other MD parame-
ters were the same as for the periodic system.
The second test system [Pro10]1 involved the polyproline
chain in the polyproline II conformation. The system was cre-
ated as for the a-helix, that is, 10 proline residues and 856
water molecules per a box dimensioned 30 3 30 3 29.9 Å[3].
The twist angle u0 was changed within 100–120, and the
Figure 3. The model systems: HPBC simulation of polyalanine a-helix ([Ala12]1), Ace-(Ala)18-NMe a-helix with PBC, HPBC simulation of polyproline II poly-
proline ([Pro10]1), the Ace-(Pro)10-NMe peptide simulated with PBC, and insulin HPBC simulation. Water is not displayed in the PBC cases, and the plots are
not to scale.
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initial standard polyproline II peptide backbone torsion
angles[18] were set to u 5 275, w 5 150, and x 5 180. By
default, r1 5 9 Å and r2 5 13.5 Å although other dimensions of
the transitional zone were also tested as specified below. To
estimate a variation along the z(helical)-axis, we simulated also
shorter ([Pro9]1, 30 3 30 3 26.91 Å
[3]) and longer ([Pro12]1,
30 3 30 3 35.88 Å[3]1) systems under analogous conditions
as for [Pro10]1, and compared the results to a reference PBC
computation performed for the Ace-(Pro)10-NMe peptide and
2097 water molecules in the 40 3 40 3 40 Å[3] box. As for the
a-helix, the total time of each simulation was 2 ns.
Finally, the largest system involved protonated insulin mole-
cule (785 atoms), six Cl2 ions, and 4593 water molecules in
110 3 110 3 12 (helical axis) Å[3] box, with u0 5 0, 3 and 6,
and r1 5 43 Å and r2 5 53 Å. The initial geometry mimicking
the likely conformation of insulin in a fibrillar form was based
on the b-roll protein (identification code 1VH4 in the protein
data bank, http://www.rcsb.org/pdb/). Insulin torsion angles
were set to those adopted by residues A256–A306 in the
1VH4 crystal structure.[20] The fibrillation of insulin is a well
documented process.[21,22] The system was also partially
inspired by the latest spectroscopic experiments using Raman
optical activity that provided a new insight into the free insu-
lin structure[23] and fibril formation.[24] On energy minimization
and subsequent equilibration the system was let to develop
for 300 ps under the default conditions of NVT ensemble,
298 K and 1 fs integration step.
For statistical analyses, we used in part our own scripts;





Modeling of the a-helix
For the [Ala12]1 a-helical model we found a relatively tight
dependence of the geometry on the overall twist u0. This is
documented in Figure 4 where the calculated probability dis-
tributions of the peptide main chain torsion angles (u, w, and
x) and the O  HN distances relevant for the intramolecular
hydrogen bonds are plotted and compared to those obtained
for the standard PBC Ace-(Ala)18-NH-Me helical model. All dis-
tances measured between amide oxygen and hydrogen atoms
of ith and i 1 4th aminoacid residues, respectively, were
included in the statistics. For u0 5 129, the average torsion
angles (u 5 266, w 5 235, and x 5 173) and their equilib-
rium distributions are very close to those obtained by PBC
(u 5 264, w 5 239, and x 5 173). Note that for the PBC
model, the helix had to be stabilized by freezing the terminal
torsion angles, which are, therefore, not included in the statis-
tics. Nevertheless, both the HPBC and PBC results indicate the
Amber99 force field enables standard a-helical polyalanine
conformation only when arbitrarily stabilized, that is, by the
infinite helicity in the former and by the terminal constraints
in the latter simulation.
For the u0 twist angles of 133 and 125, the a-helix is sig-
nificantly perturbed in the HPBC simulations. The x-angle is
not significantly affected, which corresponds to the relative
rigidity of the nearly planar amide group, but the u and w
angles are more dispersed, indicating a significant disruption
of the regular helical geometry. Similarly, for u0 5 129, the
probability distribution of the hydrogen bond distances rea-
sonably well correspond to the PBC simulation; interestingly,
for u0 5 133 the i,. . .,i 1 4 hydrogen bonds are much more
perturbed than for u0 5 125.
The HPBC twist also perturbs motion of the solvent mole-
cules. This is difficult to evaluate together with the peptide
simulation, where many of the water molecules are hydrogen
bonded to the solute. Instead, we applied the helical twist u0
to the box of the same size (37.2 3 37.2 3 18.56 Å[3]) entirely
filled with water. Because we were interested in the transla-
tional motion, presumably most affected by the twist, we
defined an average translational atomic velocity as
<jri(t) 2 ri(t 2 D)j/D>, with a relatively large integration step of
Figure 4. Probability distributions of the peptide main chain angles u, w, and x (left) and intrahelical hydrogen bond distances (for all NH  O atoms of i,
i 1 4 residues, right) in the [(Ala)12]1 a-helical polypeptide, as obtained for three twist u0 angles, and distributions obtained from the standard PBC simula-
tion. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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D 5 10 fs. Thus the translational motion (and part of the rota-
tional one) could be separated from the vibrational degrees of
freedom. The velocity as dependent on the distance from the
helical axis is plotted in Figure 5. For u0 of 0 and 10, the
velocity is relatively independent of the distance, although for
the latter case the solvent already appears to move slightly
faster. For the angle of 45, a larger deformation of the veloc-
ity profile appears. For radii approximately smaller than r1, the
velocity decreases, whereas it is larger than in the PBC simula-
tion otherwise. It is, thus, certainly desirable to prefer smaller
helical twists, which perturb the solvent motion less.
The HPBC dynamics of [Pro10]‘
The polyproline II helix, known to well represent the so-called
random conformation of general peptides,[25] is more flexible
than a-helix. This corresponds to the wider distributions of the
u and w torsional angles (Fig. 6). The most probable angles
(u 5 269 and w  163) are almost the same for the HPBC
and PBC dynamics. The maximal x-value of 175 is only some-
what larger than in a-helix (173) due to the absence of intra-
molecular hydrogen bonds in the polyproline. Compared to
the a-helix, the polyproline structure appears to be more
resistant to the overall twist. Nevertheless, for the u0 angles of
100 and 105, the probability distribution already becomes
markedly wider than for the most stiff geometry at u0 5 110.
This also corresponds well to the average value of 106.4 esti-
mated from the CH3CO-(Pro)9-CONHCH3 PBC simulation. The
variation of the number of the proline residues ([Pro9]1 vs.
Figure 5. Average translational water atom velocities (see the text for defi-
nition) in the 37.2 3 37.2 3 18.56 Å[3] box filled with water only as per-
turbed by the helical twist, for r1 5 8 Å, r2 5 17 Å, d is the distance from
the helical axis.
Figure 6. Probability distributions of the main chain torsion angles obtained using HPBC for various [ProN]1 polyproline II models (panels A–E, the number
N of the proline units and the twist u0 recalculated to N 5 10 are indicated) and the PBC simulation of Ac-(Pro)9-NMe (F).
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[Pro10]1 vs. [Pro12]1) causes minor changes, mostly affecting
the w-angle distribution. However, results of [Pro9]1 and
[Pro12]1 provide a more symmetric distribution of u than for
[Pro10]1, due to a fine interplay between the box length and
the helical twist.
We are naturally keen to find out if the transitional zone
geometry affects the important simulated variables. Therefore,
for example, the radial distribution function between an amide
oxygen and mass centers of water molecules was calculated
as shown in Figure 7 for four sizes of the zone, compared with
the standard PBC result. Indeed, as apparent from the figure, if
the zone is too close to the polyproline chain (r1 5 7 Å) it per-
turbs the distribution in a wide range 2–14 Å of the radial dis-
tances between amide oxygen and H2O mass center. For
r1 5 8 Å and larger the radial distribution function stabilizes
and variations of the transition zone geometry have a negligi-
ble influence on it. Note that at the distance of r1 5 8 Å from
the helical axis some polyproline atoms are still as close as
1.5 Å; the effect of the transitional zone on the geometry is
thus quite minor and restricted to a short range only. The
HPBC radial distribution function well reproduces the main
features of the PBC result (Fig. 7, top) calculated for a center
amide oxygen in Ace-(Pro)10-NMe.
Similarly, for r1 5 7 Å, the distribution of the torsional angles
is perturbed in the HPBC dynamics (Fig. 8) but this is readily
improved for the radii of 8 Å and greater. For r1 5 7, the distri-
bution of u becomes wider, and w may even adopt a value
around 230, very far from the ideal polyproline II structure.
Variation of the outer radius r2 does not seem to have an
effect at all, at least with respect to the polyproline geometry
and the radial distribution function.
Insulin fibril vs. b-roll geometry
For the insulin model, we want to show that the geometry is
compatible with that observed for the b-roll protein, as this
would enable a long-range arrangement of the insulin mono-
meric units in the fibrils. Indeed, owing to the interaction to
the box replicas the insulin geometry is quite stable during
the HPBC dynamics (Fig. 9), and a fibril similar to the b-roll
structure is formed.
The simulation time (300 ps) is rather short; nevertheless
the simulations seem to exhibit converged potential energy
profiles, and for the zero twist, the average geometry is very
close to that obtained by the longer (8 ns) PBC computation
(Fig. 10). The largest deviations appear outside the insulin loop
for the semifree part of the peptide chain. For PBC, the Amber
program[26] enabling a more extensive parallelization than Tin-
ker was used, and the insulin molecule was stabilized by sand-
wiching it between two other molecules fixed in space in a
110 3 110 3 36 Å[3] box, otherwise the simulation parameters
were the same.
In all cases, the conformation required for the fibril forma-
tion, thus, appears supported by the Amber99 force field.
Additionally, for u0 5 0 (standard PBCs), the structure is more
flexible than for u0 5 6 (cf. Fig. 9), which, as for the smaller
systems’ computations documented in Figures 4 and 6, most
likely indicates that the latter “twisted” fibrillar geometry is
favored by the Amber99 force field, in accord with the experi-
mental observations of the b-roll protein[20] in other fibril stud-
ies.[27–30]
We recall that for each system the twist angle u0 is treated
as a fixed parameter in the MD runs. Still, one can ask, if it can
be somehow varied and optimized for each system. This, how-
ever, appears difficult. Indirectly, its equilibrium value could be
Figure 7. Radial distribution function (amide O  water mass center, bot-
tom) in the [Pro10]1 system, as calculated for four different sizes of the
transition zone; at the top, radial distribution from the standard PDB simu-
lation of Ace-(Pro)10-NMe is plotted. [Color figure can be viewed in the
online issue, which is available at wileyonlinelibrary.com.]
Figure 8. Probabilities of the u and w angles in [Pro10] 1 calculated for
four different sizes of the transitional zone (bottom), and the result for
standard PBC (top). [Color figure can be viewed in the online issue, which
is available at wileyonlinelibrary.com.]
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estimated from the geometric features of the system, such as
those investigated in Figures 4, 6, and 9. We also attempted
an alternate evaluation, from the average atomic torque. For
each force term (bonds, torsions, bond angles, and pair wise
interactions) in each MD step, we calculated the force fi acting
on an atom i at a position ri, and the moment mi,z correspond-
ing to the helical axis, mi,z 5 fi,xri,y 2 fi,yri,x. Then, we investi-
gated if the negative moment components <mz
2>, averaged
over a number of MD steps and atomic contributions, reaches
a maximum at an equilibrium value of u0. For the [Pro10]1
polypeptide in empty and water-filled box, the dependencies
of <mz
2> on u0 are plotted in Figure 11. The dependence for
polyproline in vacuum indicates a relatively sharp maximum
for u0  101.5. In water, the dependence indicates a maxi-
mum at u0  106.0, well corresponding to the value of
106.4 from the unconstrained dynamics. Nevertheless, differ-
ent values of <mz
2> were obtained with independent MD
runs for the same u0, and the overall precision remained low
even for long simulation times, and such method may, thus,
not be universally applicable.
Conclusions
We implemented the infinite helicity into the Tinker molecular
dynamics program, based on a virtual transitional solvent
region in the PBC replicas, where the helical twist angle u0
was treated as an additional constant parameter. The transi-
tional region brought about some instabilities into the MD,
which, however, could be effectively rectified by additional
restraints, and which do not seem to significantly perturb the
Figure 9. Snapshot overlaps from the HPBC dynamics of the insulin fibril for the twists u0 of 0 and 6 (left), the propagated fibril geometry (middle), and
the b-roll 1VH4 protein X-ray structure (right). [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
Figure 10. (Top) overlap of the average structures of the insulin fibril
model obtained by HPBC (Tinker, u0 5 0 , 0.3 ns) and PBC (Amber99, 8 ns)
dynamics, and (bottom) the potential energy from the HPBC simulations
for the two twist angles, N is number of the snapshot taken in 100 fs inter-
vals. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
Figure 11. Average mz torque moment dependent on the twist, as calcu-
lated with HPBC for [Pro10]1 in vacuum and in the water-filled box. The y-
scale for the water was scaled down according to the vacuum values;
quadratic fits are indicated by the solid and dashed lines. Note that some
MD runs were repeated with different initial velocities, providing different
mz for the same twist angle.
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geometry of the studied system. The HPBC dynamics was suc-
cessfully tested on model systems, appeared to be compatible
with common MD algorithms and force fields, and can, thus,
be further used in theoretical investigations of the helical
structures. For the most complex example, the insulin fibril,
the HPBC dynamics made it possible to verify the stability of
the fibril-forming conformation, which document the possibil-
ities of this approach for structure and dynamics modeling of
larger biologically relevant molecular systems.
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ABSTRACT: Absorption and circular dichroism spectra reveal important
information about molecular geometry and electronic structure. For large
molecules, however, spectral shapes cannot be computed directly. In the past,
transition dipole coupling (TDC) and related theories were proposed as
simplified ways of calculating the spectral responses of large systems. In the
present study, an alternative approach better reflecting the chemical structure is
explored. It is based on the transfer of complex frequency-dependent
polarizabilities (TFDP) of molecular fragments. The electric dipole−electric
dipole, electric dipole−electric quadrupole, and electric dipole−magnetic
dipole polarizabilities are obtained separately for individual chromophores and
then transferred to a larger system composed of them. Time-dependent density
functional theory and the sum over states methodology were employed to
obtain the polarizability tensors of N-methylacetamide, and porphyrin molecules were chosen for a numerical test. The TFDP
fails for charge-transfer states and close chromophores; otherwise, the results suggest that this method is capable of reproducing
the spectra of large systems of biochemical relevance. At the same time, it is sufficiently flexible to account for a wide range of
transition energies and environmental factors instrumental in the modeling of chromophore properties. The TFDP approach also
removes the need for diagonalization in TDC, making computations of larger molecular systems more time-efficient.
■ INTRODUCTION
The transfer of spectroscopic properties from fragments to
chemically similar residues in a bigger system is an efficient tool
for understanding the optical properties of large molecules. For
example, the Cartesian coordinates-based transfer (CCT)1−3 of
molecular property tensors4 and similar approaches5,6 have
made it possible to simulate and interpret vibrational spectra of
many large molecules of biological relevance.2,7−9
The situation for electronic spectra is quite different.
Changes of electronic states are often associated with an
extensive rearrangement of the electronic cloud, which can
hardly be attributed to individual atoms. Several semiempirical
schemes were proposed, such as the coupled oscillator model10
and the transition matrix theory,11 where chromophores and
their interactions are treated via adjustable parameters. In the
simplest transition dipole coupling (TDC) approach, chromo-
phores are replaced by dipoles, and only the electrostatic
interaction between them is considered. Encouraging results
were obtained, and this was particularly true for biopolymers,
including peptides, proteins, and nucleic acids.12−17 Never-
theless, relatively complicated and mostly ad hoc corrections
are necessary to make those approaches more precise and
better reflect the chemistry of the system being studied.18
For small and medium sized molecular systems, the time-
dependent density functional theory (TDDFT)19 most likely
represents the most practical way of obtaining absorption and
circular dichroism spectra.20−23 However, for biopolymers,
direct TDDFT applications are limited not only by molecular
size but also by the sensitivity of the spectra to environmental
and dynamic effects.24−29 A simplification using rigid Kohn−
Sham orbitals has been proposed but has not been found to be
sufficiently accurate.30
In the present study, we explore the transfer of frequency-
dependent polarizabilities (TFDP) as a way of extending
accurate ab initio (e.g., TDDFT) approaches to larger systems.
The polarizability can be associated with an atom, bond, or a
large fragment (chromophore), and it is transferred to a similar
unit in the modeled system. Previously, analogous bond
polarizability theory31−33 or the atomic dipole interaction
model,34 breaking molecules down to their components, have
already been successfully used to model Raman scattering and
vibrational optical activity. The TFDP presented here includes
both real and imaginary (dispersion) polarizability components;
therefore, it is suitable to provide the electronic spectra as a
dispersion part of the total polarizability. Being inherently
linked to the chemical structure, the polarizability tensors
provide the necessary flexibility to reflect the local chemical
environment with the accuracy of TDDFT or other quantum-
chemical computations. TFDP is thus better suited to reflect
nuances of molecular geometry than previous semiempirical
approaches.
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This study was also partially inspired by the modern
“polarizable embedding” approaches that allow for accurate
description of a chromophore entity, whereas longer range
interactions are treated in a simpler way.35,36 These combined
quantum-mechanics and molecular-mechanics approaches
allow for modeling of a range of effects, including system
dynamics, protein or solvent environment, spectroscopic
response, and chemical reactivity.37−39
We must emphasize, however, that TFDP and other transfer
schemes are currently only suitable for weakly interacting
(distant) chromophores. For charge transfer and other effects,
the transferability concept is not valid, and a rigorous quantum
mechanical (at least TDDFT) approach is necessary. Even at
the limit of a large separation, the quantum-mechanical and
classical (transfer-based) treatment of the chromophores may
not converge; however, they are usually close enough to
provide a solid basis for prediction and understanding of
experimental data.
A solid theoretical basis for interpretation of the absorption
and electronic circular dichroism (CD, ECD) spectra is
important because of their vast potential in monitoring
biomolecular structure and interactions. In particular, ECD
(i.e., the differential absorption of the left- and right-circularly
polarized visible or ultraviolet light) is very sensitive to
molecular structure, conformation, and interactions with the
environment.40−45
Unlike for previous models,32,33 the polarizability including
the real and dispersive (imaginary) parts is transferred as a
function of the frequency. The introduction of a bandwidth
parameter (Γ) preventing divergence at the resonant
frequencies allows for modeling of light absorption. The theory
is formulated in such a way that chromophore polarizabilities
can be broken down to atomic ones. We also introduce an
arbitrary frequency-dependent dipole polarization density (ρ)
useful in the visualization of molecular excitation phenomena
and localization of chromophore transitions. Fundamental
TFDP properties and comparison with the TDC model are
explored for a model N-methylacetamide (NMA) dimer. Larger
porphyrin and photosynthetic reaction center models are used
to document a typical application and as well as limitations of
the TFDP approach.
■ FREQUENCY-DEPENDENT POLARIZABILITIES
Light scattering and absorption on molecules, including chiral
phenomena such as differential absorption or scattering of left-
and right-circularly polarized light, are conveniently described
with the aid of molecular property tensors. The most important
ones are the electric dipole−electric dipole (α), electric dipole−
magnetic dipole (G′), and electric dipole−electric quadrupole
(A) polarizabilities, defined in atomic units as4,46
∑α ω ω ω μ μ=αβ α β
≠
f( ) 2 ( )Re
j n
jn jn nj jn, ,
(1a)
∑ω ω ω μ′ = −αβ α β
≠
G f m( ) 2 ( )Im
j n
jn nj jn, ,
(1b)
∑ω ω ω μ= Θα βγ α βγ
≠
A f( ) 2 ( )Im
j n
jn jn nj jn, , ,
(1c)
∑α ω ω μ= ∇αβ α β∇
≠
f( ) 2 ( )
j n
jn nj jn, ,
(1d)
where the indexes j and n denote excited and ground states,
respectively. For exact wave functions, the last expression (1d)
is equal to 1a; the gradient form (α∇) of the polarizability is
based on dipole-velocity transformation, ∇jn,β = ωjnμjn,β. In eqs
1a−1d, the sums run over the excited electronic states, n
denotes the ground state, μnj,α = ⟨n|μα|j⟩ corresponds to the
electric dipole moment, and an analogous notation is used for
the gradient, magnetic dipole m, and electric quadrupole Θ.
The Greek indices (α, β, and γ) are reserved for the Cartesian
components (x, y, and z), ωjn = ωj − ωn is the difference of
angular frequencies for each state, and ω is the frequency of
illuminating light.
With the transfer in mind, it is important to realize that while
α is independent of the choice of coordinate origin, for an
origin shift from O to O + T, tensors G′ and A change to4,47
ωε α′ → ′ +αβ αβ βγδ γ αδ∇G G T12 (2a)
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where the frequency uncertainty Γ reflects the finite lifetimes of
the excited electronic levels in case of resonance (ω ≈ ωjn). For
the purposes of spectral modeling, Γ can also be associated with
inhomogeneous line broadening. Then, the imaginary (“dis-
persion”) part in eq 3 is responsible for light absorption, and
traces of the tensors α and G′ directly correspond to the
absorption and CD spectra, respectively. For isotropic samples
considered in the present study, the contribution of the A
tensor to CD intensities vanishes.4 In particular, when
integrating over a selected transition (for Γ ≪ ωjn), eqs 1a,
1b, and 3 yield
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where Dnj = μnj·μjn and Rnj = μnj·mjn are the usual dipole and
rotational strengths, respectively.48
We can therefore relate the absorption (ε) and differential
(Δε) coefficients, both measured in L mol−1 cm−1, to the
























where debye = 2.542 and c = 137.5.
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■ DIPOLE POLARIZATION DENSITY
We introduce the dipole polarization density as an arbitrary
tool useful in locating chromophores as spectroscopically active
molecular parts. Within a simplified sum over states theory
where the excited states were substituted by the TDDFT
expansions,49,50 we calculate the dipole matrix element as







j are the TDDFT expansion coefficients of state j into
single-excited Slater determinants (from an occupied molecular
orbital a to a virtual orbital b). By inserting 6 into 1a, we get
∫α ω ρ ω=αβ β αrr r( ) ( , ) d (7)
where we define
∑ ∑ρ ω ω ω μ φ φ= −β β
≠







as the electric dipole polarization density. The dipole density
ρβ(r, ω) has a real and imaginary part because of the frequency
function (eq 3). Most naturally, the absolute value of the
density, ρ = (|ρx|
2 + |ρy|
2 + |ρz|
2)1/2, can be used as an indication
as to which molecular part is the observable transition localized.
■ DISTRIBUTION OF POLARIZABILITIES OVER
MOLECULAR PARTS
In principle, the dipole polarization density defined in the
previous section can be used as a tool to refine the distribution
of chromophore polarizabilities over individual atoms. How-
ever, as the resultant spectra for separated chromophores are
rather insensitive to fine distribution changes, this option is not
investigated further. Here, we present results where (i) the
chromophore is considered to be a point object, and the
polarizability is placed to its center of mass, and (ii) the total
polarizability calculated for a chromophore is assigned to its
atoms with equal weights. The latter option enables estimation
of the error associated with the point chromophore
approximation.
■ TRANSITION DIPOLE MODEL
TDC is a well-established method of generating approximate
biomolecular spectra10 and is important as a reference because
it is nearly exact for distant chromophores.51 As detailed
implementations may vary, we briefly describe the equations we
used. The transition energies (ei) and electric transition dipole
moments (μi) obtained by TDDFT for a monomer/
chromophore were transferred to each component in a dimer
or a larger system. The energies, dipole (D = μgk·μkg) and
rotational (R = Imμgk·mkg) strengths for a transition g → k in
the whole system are obtained via diagonalization of the
interaction Hamiltonian.10,51−54 The diagonal Hamiltonian
elements are equal to the transition energies, Hii = ei, and off
diagonal elements correspond to the dipole−dipole inter-
action,Vij = (rij
2μi·μj − 3μi·rijμj·rij)/rij5. Then μgk = ∑jcjkμj and
mgk = (i/2)∑jcjkejrj × μj, where cjk are elements of the
eigenvectors, and rj are electric dipole moment positions. In our
computations, we positioned the dipoles in the geometrical
center of the HNCO groups (N-methylformamide) or in the
mass center (porphyrin).
■ TRANSFER OF FREQUENCY-DEPENDENT
POLARIZABILITIES (TFDP)
To obtain spectral properties of a larger system, we calculated
the frequency-dependent polarizabilities α and G′ defined
above for each chromophore by TDDFT and positioned in its
mass center. Then, total (complex) polarizabilities of the entire
system were obtained as3,4,55
∑ ∑α α α α α
α
= + +
− + ′ ′
αβ αβ αχ χδ δβ α χγ χγδ δβ
















i ij j i ij j
i ij j i ij j
, , , , , ,
, , , 2 , , (8a)




′ = ′ − −
+ − − ′
αβ α β βγδ γ δα βγδ γ δ α






⎠G G r r T











i i a ij ab j b
i j a ij a i i a ij a j i ij j
, , , , , , ,
, , , , , , , , , ,
(8b)
where rij = ri − rj is the vector linking the centers of
chromophores i and j, and the “distance tensors” are defined as
Tij,αβ = (3rij,αrij,β − δαβrij2)(4πε0rij5)−1 and tij,αβγ = ∇iγTij,αβ. For
brevity, we omit the frequency dependence in 8a and 8b. Note
that the total polarizabilities are not mere sums of the individual
components but also contain terms accounting for the mutual
chromophore polarization. For G′, an additional term is present
due to the origin-dependence of this tensor (see eqs 2a and
8b).
Alternatively to this simpler TFDP approach, chromophore
polarizabilities were distributed to individual atoms within the
chromophore. For the models (porphyrin, NMA), we
considered all atoms in the distribution. Then, the summations
in 8a and 8b were run over the atomic indices. We refer to this
variant as TFDPd.
Finally, monomer/chromophore polarizabilities were calcu-
lated in the presence of atomic partial charges mimicking the
rest of the simulated system/dimer. This “embedded” variant is
referred to as TFDPe. Obviously, the method also enables the
“TFDPde” combination (i.e., to estimate chromophore polar-
izabilities in the presence of partial charges and distribute them
to chromophore atoms). The TDC and TFDP models are
diagrammatically summarized in Figure 1 as applied to an N-
methylacetamide dimer.
■ COMPUTATIONAL DETAILS
Model systems included N-methylacetamide (NMA), porphyr-
in dimers, and a porphyrin cluster derived from the
photosystem reaction center.
The geometry of one NMA molecule was optimized by
energy-minimization using the Gaussian56 program suite. The
B3LYP57/6-311++G** approximation level was chosen as a
default, as it previously provided reasonably accurate results in
similar studies.58,59 Other methods (CIS,60 CAM-B3LYP,61
LC-wPBE,62 and TDHF60) with the same basis set were
performed for control calculations as reported below. Electro-
static charges of NMA for the TFDPe method were obtained by
the Mulliken (MU) population analysis63 and by the Merz−
Singh−Kollman (MS),64 CHelp (CHelp),65 and Hu, Lu, and
Yang (HLY)66 electrostatic field fitting schemes at the B3LYP/
6-311++G** level. The dimers were formed by rotation of one
NMA molecule by 20° about an axis perpendicular to the NMA
plane and shifting it by 4.5, 6.5, and 8.5 Å in a direction
perpendicular to that plane (see Figure 2). For the dimers,
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absorption and electronic circular dichroism spectra were
calculated using the time-dependent density functional theory
(TDDFT).19,20 The frequency-dependent polarizabilities were
calculated from the transition moments and excitation energies
(i.e., not the Kohn−Sham orbital energies) obtained from the
Gaussian output by the SOS approach as outlined elsewhere.49
Control computation indicated that for a complete set of
monoexcited states the SOS method provides virtually the same
results as the coupled-perturbed (response) computation but in
a shorter time period. The frequency-dependent polarizability
components were saved for frequencies covering the entire
excitation range incremented in 1 nm steps while applying a
frequency uncertainty parameter (Γ) of 10 nm (i.e., variable in
the energy-scale) to match the usual experimental band
broadening.
We adapted our “cctn” program originally developed for
vibrational spectroscopic parameters to enable transfer of the
frequency-dependent tensors as well. The transfer is based on
the best (least-squares distance method) overlap between the
source and target chemical entities and a unitary (rotation)
transformation of all Cartesian tensor indices; the details can be
found in previous studies.1−3
As a “real world” model, we also investigated cyanobacterial
photosystem I (Figure 3)67 for which X-ray coordinates,
including 96 porphyrin chromophores, are available as the 1JB0
entry in the protein data bank database (http://www.rcsb.org).
A simplified monomer porphyrin molecule (Figure 3) was
generated using the 1JB0 coordinates as an initial guess.
Minimal relaxation of the geometry was allowed within the
constrained (ωmax = 300 cm
−1, see ref 68) normal mode
optimization (NMO)69,70 at the B3LYP/6-311++G** level and
the transition dipole moments and frequency-dependent
polarizabilities estimated as for the NMA system. Additionally,
two porphyrin dimers were constructed, for which the TFDP
and TDC results could be compared to the TDDFT
benchmark. The geometries were based on the 1JB0 positions
of porphyrins comprising magnesium atom numbers 23357 and
23402, 23.3 Å apart (dimer 1), and magnesia numbers 17407
and 20451, 6.34 Å apart (dimer 2). However, the simplified
monomer units lacking the Mg ion were used in the
computations. To estimate in detail the computational time,
we created larger and smaller arbitrary porphyrin oligomers by
adding or deleting other molecules in the 96-mer.
For all systems, eqs 5a and 5b were used to generate the
spectra within TFDP using Γ corresponding to the 10 nm
Figure 1. Overview of the transfer scheme used to generate spectra of
an NMA dimer. Within the transition dipole coupling model (TDC),
transition electric dipole moments (red arrows) are calculated for a
monomer and transferred to the dimer components. For the transfer
of frequency-dependent polarizabilities (TFDP), the polarizability
tensors (symbolized by red circles) are transferred in a similar way. In
the TFDPd variant, the polarizability is distributed over chromophore
parts that interact separately after the transfer. By the “e” subscript, we
denote a case in which the monomer environment is approximated by
atomic partial charges prior to the polarizability computation and
transfer.
Figure 2. A dimer of two N-methylacetamide (NMA) molecules
separated by 8 Å; van der Waals atomic radii used for the plot indicate
the approximate extension of the electronic cloud. In this case,
electron densities of the monomers do not overlap, and it can be
expected that the semiempirical transfer schemes provide reasonable
results.
Figure 3. Cyanobacterial photosystem I (from ref 67) with 96 porphyrin residues (left), and a simplified porphyrin monomer (right).
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bandwidth. Likewise, the TDDFT and TDC spectra were
generated from the calculated dipole and rotational strengths
using Lorentzian bands (full width at half-maximum of 10 nm).
■ RESULTS AND DISCUSSION
NMA Dipole Polarization Density. In Figure 4, the dipole
polarization density (ρ) is plotted as simulated for the NMA
molecule at the B3LYP/6-311++G** level for two excitation
frequencies corresponding to wavelengths of 138 and 222 nm.
The density corresponds well to the expected properties of the
amide chromophore71 (e.g., predicted theoretically72 or
detected by Raman resonance experiments73). For 200 nm,
the amide group (HNCO atoms) itself is most spectroscopi-
cally active due to the conjugated π-electrons and oxygen
electron lone pairs. On the other hand, at 138 nm, it is the
aliphatic part of the molecule that is most excited. The dipole
polarization density can thus be used as a tool to localize
molecular transitions. It justifies the transfer concept based on
the locality of some molecular electronic properties and enables
us to localize and visualize the relevant electronic transitions.
Distance Dependence of the Dimer Spectra. In Figure
5 (part A), absorption and ECD spectra for three NMA dimers
with separation distances of 4.5, 6.5, and 8.5 Å are simulated by
TFDP and compared to the benchmark TDDFT computation.
As expected, for 4.5 Å in which excited electronic states
involving charge-transfer between the NMA molecules
significantly contribute to spectral intensities, ECD spectra
obtained by the TFDP and TDDFT methods are rather
different. Only some spectral features are approximately
reproduced, such as the mostly negative signal within 180−
200 nm, a positive one within 145−180 nm, and a negative lobe
at 135 nm.
Much smaller differences can be found between the TFDP
and TDDFT absorption spectra. This reflects the fact that, for
separations allowing for a meaningful transfer, the absorption of
any chromophore system is always nearly a sum of individual
monomers (even for very close separations, the integrated
absorption is always proportional to the number of electrons
contained in the system;4 these cases, however, are not
investigated here). The main factor determining the splitting of
energy levels is the dipole−dipole interaction, where the energy
Figure 4. Isodensity surfaces of the dipole polarization density (ρ, see
eq 7) for NMA calculated for two excitation wavelengths.
Figure 5. A: Absorption (left) and ECD (right) spectra of an NMA dimer with monomers separated by 4.5, 6.5, and 8.5 Å comparing TDDFT and
TFDP. In the absorption panels, the intensity differences with respect to a plain sum of two NMA monomers are plotted as well (ε = εSUM,
multiplied by 5). B: ECD spectra of the 6.5 Å NMA dimer modeled at the CIS, B3LYP, LC-wPBE, and TDHF levels.
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difference is approximately μ1μ2/r
3, where r is the chromophore
distance. For the 215 nm NMA transition, for example, the
calculated transition dipole moments were μ1 = μ2 = 0.51
debye, which for the 4.5 Å dimer results in a wavelength
splitting of only 0.07 nm. This is further reduced to 0.02 and
0.01 nm for the 6.5 and 8.5 Å dimers, respectively. Note that
the mechanism providing the ECD signal is fundamentally
different; the monomer ECD is zero, and ECD is thus
fundamentally more sensitive to proper modeling of the
interchromophore interaction.
For the absorption changes to be emphasized, differences
with respect to the sum of the two monomers is inset in the
absorption panels. A closer inspection thus reveals small
variations, such as very different positions of the longest-
wavelength peak (216 nm by TFDP vs 225 nm by TDDFT),
and the signal split around 170 nm predicted by TFDP but not
by TDDFT. Also, the integral (average) TDDFT absorption
intensity in the displayed region is slightly higher than for
TFDP by ∼4% in the displayed interval of wavelengths.
At 6.5 Å, the absorption spectra yielded by the two methods
are nearly identical. The differences between the TDDFT and
TFDP spectra are smaller than for 4.5 Å for both absorption
and CD. The TFDP curve mimics several TDDFT CD features
reasonably well, such as the positive/negative signal around 130
nm, positive signal within 150−170 nm, and a negative peak at
217 nm. Around 180 nm, although both approaches provide a
negative lobe, the exact positions of the minimum differ (179
nm for TFDP vs 186 nm for TDDFT). The TDDFT method
additionally predicts a shoulder at 191 nm, which is not
reproduced by TFDP. For the 6.5 Å distance, the default
B3LYP results are compared to the CIS, LC-wPBE, and TDHF
calculations in Figure 5B. The CAM-B3LYP functional
provided results very similar to LC-wPBE and are not shown.
We can see that for cases in which the charge-transfer states are
supposed to be limited61 (LC-wPBE, TDHF), the TFDP
transfer results are closer to those obtained by the reference
quantum-mechanical model; on the other hand, the CIS rigid
molecular orbital treatment60 results in rather delocalized
states, and the transfer performs less successfully.
For the distance of 8.5 Å, a direct interaction of the NMA
electronic clouds (approximately delimited by the van der
Waals radii, see Figure 2) is almost excluded, and the influence
of intermolecular charge-transfer transitions is limited. The
TFDP and TDDFT spectra in Figure 5 are thus even more
similar, although minor differences still occur. For example, the
negative TFDP CD signal at 146 nm is predicted by TDDFT as
a shoulder only. Overall, however, the TFDP seems to be
suitable for simulating spectra of distant chromophores.
The transferability or charge-transfer phenomena preventing
it can be indicated by the shapes of molecular orbitals involved
in the electronic transitions. This is shown in Figure 6, where
the lowest-unoccupied molecular orbital (LUMO) in the 6.5 Å
dimer largely extends over the intermonomer space, thus
facilitating the charge-transfer phenomena. On the other hand,
for the separation of 8.5 Å, LUMO is predominantly localized
on individual NMA molecules, and a direct quantum-chemical
interaction is limited.
Comparison of the Transfer Models. For the 8.5 Å NMA
dimer, absorption and ECD spectra simulated with the TDC,
TFDP, TFDPd, TFDPde, and TDDFT approaches are
compared in Figure 7. We can see that the TFDP transfer
provides spectral shapes that are very close to the TDC model.
Unlike TDC, TFDP also comprises contributions of the
quadrupole and magnetic-dipole containing terms (see eq 8);
however, their contribution is rather limited for distant
chromophores.3,9 As expected, all approaches provide very
Figure 6. Lowest-unoccupied molecular (LUMO) orbital in the NMA
dimer for monomer−monomer separation distances of 6.5 and 8.5 Å.
Figure 7. Absorption (top) and ECD (bottom) spectra of the NMA
dimer (8.5 Å) as obtained by the TDC, TFDP, TFDPd, TFDPe, and
TDDFT approaches; two absorption regions are enhanced in the
insets.
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similar absorption intensities; the TDC approach is only
slightly higher than for those obtained by other models.
TFDPd ECD spectra differ only slightly from those of TFDP;
intensities of the peaks at 129, 135, 163, and 178 nm differ by
∼15%. The TFDPde variant (accounting for the Mulliken
charges mimicking the second chromophore) differs more from
TFDP and often favorably approaches the TDDFT standard. A
subtle change occurs at the longest-wavelength absorption peak
that shifts from 216 nm (TFDPd) to 217 nm (TFDPde), which
is closer to the TDDFT result (218 nm). Around 216 nm, the
negative ECD peak given by TFDPde is nearly identical to that
from the TDDFT curve. TFDPde also gives the best match for
the negative ECD peak at 182 nm. A spectacular improvement
owing to the TFDPd → TFDPde step occurs at 163 nm, where
the ECD intensity nearly doubles and closely approaches the
TDDFT value. For the shorter-wavelength region (<160 nm)
comprising high-energetic delocalized excitations, the transfer
approach is apparently not that suitable; however, these
transitions are irrelevant for most biospectroscopic applica-
tions.71,74 The 145 nm negative TDDFT ECD band, for
example, is a charge-transfer transition from the HOMO−2 π
orbital localized on one NMA molecule to a LUMO+17 orbital
delocalized (almost Rydberg-type) over the whole dimer.
Therefore, none of the transfer approaches can reproduce it.
The effect of charge variations in the TFDPe model is shown
in Figure 8. The absorption and ECD spectra of the NMA
dimer (8.5 Å) are plotted as obtained with the Mulliken,
CHelp, HLY, and MK charges used for the monomer
calculation and compared to the TFDP and TDDFT results.
All of the charges appear to give very similar spectral changes.
Closer inspection reveals that the effects of the CHelp, HLY,
and MK charges are very similar, whereas the Mulliken results
are the most distinct. In fact, the MU charges in TFDPe provide
the best agreement with TDDFT, as can be documented by the
negative ECD band at 182 nm, the positive signal at 200 nm,
and the absorption peak at 218 nm. Admittedly, the variations
are rather subtle. Still, this is a somewhat surprising result and
may be attributed to an accident as the MU population scheme,
unlike the others, was not primarily designed to reproduce the
electrostatic field of the NMA molecule.
Computational times needed to generate the NMA dimer
(8.5 Å) electronic spectra are listed in Table 1. The TDC,
TFDP, and TFDPd methods involve computation of electronic
excited states for only one molecule. In NMA, molecular
symmetry (CS) can additionally be used for a minor
acceleration, reducing the CPU time to 51 min. In TFDPe,
the lack of symmetry and the presence of charges almost
doubled the computational time to 98 min because each
monomer is unique. Still, significant time savings is achieved
compared to the full TDDFT calculation lasting 30 h.
Note that we chose to test the TFDP method in a wide
wavelength interval, and a relatively high number of electronic
excited states needed to be calculated to model the whole
spectrum. For the NMA dimer, the B3LYP/6-311++G**
method provides 396 states within the presented range above
100 nm. Because of the slow decay of the Lorentzian function
and the contribution of both real and imaginary polarizability
components (ss eqs 3, 8a, and 8b), states below 100 nm slightly
contribute to the resultant intensities as well. In practice,
however, states below 180 nm are rarely of interest because of
the limits of typical spectrometers.
The porphyrin dimer (only CD spectra are plotted in Figure
9) behaves similarly to the NMA dimer. Unlike NMA, however,
the inherent chirality of porphyrin (Figure 3) provides a
residual CD signal of the monomer (“plain sum” spectra in
Figure 9). For a small chromophore separation (6.4 Å, left-hand
side), the TDC and TFDP methods are not appropriate.
Although they reproduce the increase in intensity, they yield
rather unrealistic CD spectral shapes, especially for long-
wavelength (∼560 nm) transitions. For greater separations
(right-hand side), however, both of the approximation methods
provide reasonable results. The TFDP CD spectrum is more
similar to that of TDDFT, reproducing the fine features around
400 nm and the negative band at 570 nm better.
As indicated in the Introduction, a question arises when
TFDP and similar semiclassical methods converge to the exact
quantum-mechanical results. Although this topic is very
complex and goes beyond the scope of the present study, the
results on the NMA and porphyrin dimers suggest two
principle limitations of the transfer. First, for close
chromophores, the strong nonelectrostatic interaction between
Figure 8. Absorption (top) and ECD (bottom) spectra of the NMA
dimer (monomer separation distance of 8.5 Å) as obtained by the
TFDPe model using the MU, CHelp, HLY, and MK charges (as well as
no charge) in the transfer as well as the TDDFT result.
Table 1. Computational Timesa Needed for Various






TFDPe 98 min (2×)
TDDFT 30 h
aIntel Xeon CPU E5-2670 0 2.60 GHz.
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them cannot be easily described (e.g., using dipole−dipole
approximation) and requires the full quantum-mechanical
treatment. It is, nevertheless, interesting that even in this case
some features in the spectrum can be explained with the
empirical models (e.g., the “±” couplet around 360 nm in
Figure 9, reproduced by both TFDP and TDDFT). For distant
chromophores, the electrostatic interaction between them
seems to prevail, which justifies the transfer approach.
However, the classical (transfer) and quantum models do not
need to converge to the same limit either because of the
possibility of charge transfer and delocalized Rydberg-like
states. We found it difficult to model the “infinite distance” case
because of the limited precision of the quantum-chemical
methods optimized for isolated molecules. Fortunately, the
classical treatment seems to describe the most important
spectral features reasonably well; thus, we find it useful to
explore the potential of the transfer methods, such as TFDP.
They are computationally efficient, make it easier to understand
the light-scattering and absorption phenomena, and are
amenable to accuracy improvement in the future (e.g., using
more advanced chromophore-embedding schemes).
Finally, we compare the TDC and TFDP CD and absorption
spectra generated for the photosystem I-derived 96-mer in
Figure 10. We provide this as an example of a potential
application only; however, it is noteworthy that the theoretical
spectra are compatible with an earlier experimental observation
in similar systems.75−77 For illustration, we replot the
Figure 9. ECD spectra generated for two porphyrin dimers by the four approaches; the distances between the mass centers of the porphyrin
monomers were 6.4 Å (left) and 23.3 Å (right).
Figure 10. ECD and absorption spectra generated for the porphyrin
96-mer of the photosystem I unit shown in Figure 3
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experimental absorption and ECD spinach photosystem spectra
from ref 77 in Figure 11. The simplified model used in the
present study qualitatively corresponds to the principle
experimental features (i.e., the dominance of the Soret;
calculated at 380 nm, experimentally around 420 nm), Q
(580/680 nm) porphyrin absorption bands,78 and a relatively
large dissymmetry factor (ratio of CD to absorption) within
10−2 to 10−3, although a more detailed comparison is not
relevant at this stage. The TDC and TFDP models give a
similar CD signal in the Soret region (Figure 10), whereas they
differ in the Q-bands. The difference can be attributed to many
close-distance porphyrin pairs in the photosystem in which case
the results from the transfer methods become less predictable,
as shown in Figures 5 and 9.
An interesting insight into the different nature of the TFDP
and TDC methods is provided by the dependence of
computational time on the system size plotted in Figure 12.
Times of TDDFT calculation needed to estimate monomer
properties were excluded as they are approximately the same
for both methods. From Figure 12 it is obvious that TFDP is
not only more time-efficient compared to TDC, but it also has
quite different “scaling” with respect to the number of
monomer units (N). Indeed, the diagonalization of the
interaction Hamiltonian needed for TDC inherently scales as
N3.79 The computational time also increases sharply due to the
many electronic transitions present in the relatively large
monomer units. On the other hand, the pairwise interaction
described by eqs 8a and 8b for TFDP provides the N2 scaling,
which can further be reduced to almost linear dependence by a
preselection of interacting pairs on the basis of interchromo-
phore distances. The state splitting obtained in TDC by the
diagonalization is in the TFDP encoded in the shape of the
frequency functions.
■ CONCLUSIONS
In search of transferable quantities that would be widely
applicable to simulate optical properties of large molecular
systems, we investigated the transfer of frequency-dependent
polarizabilities (TFDP). This was significantly facilitated by an
efficient TDDFT implementation providing dynamic (fre-
quency-dependent) electric dipole and higher order polar-
izabilities in a wide range of transition frequencies needed for
practical spectroscopy. The TFDP method provided results at
least comparable with a similar semiempirical model (TDC).
Fine transfer parameters could additionally be varied to account
for the chromophore environment and fine polarizability
localization, as documented for the TFDPd and TFDPe
variants. The scaling of TFDP computational time with respect
to the system size is also much more favorable than for TDC.
Therefore, the polarizability transfer appears to be the method
of choice for approximate simulations of electronic spectra for a
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Simulation of Raman optical activity of
multi-component monosaccharide samples†
Adéla Melcrová,ab Jiřı́ Kessler,a Petr Bouř*a and Jakub Kaminský*a
Determination of the saccharide structure in solution is a laborious process that can be significantly
enhanced by optical spectroscopies. Raman optical activity (ROA) spectra are particularly sensitive to the
chirality and conformation. However, the interpretation of them is largely dependent on computational
tools providing a limited precision only. To understand the limitations and the link between spectral
shapes and the structure, in the present study we measured and interpreted using a combination of
molecular dynamics (MD) and density functional theory (DFT) Raman and ROA spectra of glucose and
mannose solutions. Factors important for analyses of mixtures of conformers, anomers, and different
monosaccharides are discussed as well. The accuracy of the simulations was found to be strongly
dependent on the quality of the hydration model; the dielectric continuum solvent model provided
lower accuracy than averaging of many solvent–solute clusters. This was due to different conformer
weighting rather than direct involvement of water molecules in scattering recorded as ROA. However,
the cluster-based simulations also failed to correctly reproduce the ratios of principal monosaccharide
forms. The best results were obtained by a combined MD/DFT simulation, with the ratio of a- and
b-anomers and the –CH2OH group rotamers determined experimentally by NMR. Then a decomposition
of experimental spectra into calculated subspectra provided realistic results even for the glucose and
mannose mixtures. Raman spectra decomposition provided a better overall accuracy (B5%) than ROA
(B10%). The combination of vibrational spectroscopy with theoretical simulations represents a powerful
tool for analysing the saccharide structure. Conversely, the ROA and Raman data can be used to verify
the quality of MD force fields and other parameters of computational modeling.
Introduction
Raman optical activity (ROA), a small difference in scattering
of right- and left-circularly polarized light, is a useful probe of
structure, applicable to a wide range of chiral molecules. Since
its discovery1 it has been used for small molecules, proteins,
nucleic acids and whole viruses.2–4 The spectra are often
complex and their interpretation not trivial at all. Fortunately,
a steady development of theoretical chemistry in the last few
decades provided useful interpretation tools and significantly
stimulated the experimental field. The possibility to simulate
Raman and ROA intensities by available quantum chemical
codes5,6 helps to shed light on the behavior of a wide range of
molecular systems.7–16
Carbohydrates are known to support cellular structures
(e.g. bacterial or plant cell walls) and participate in numerous
events in living organisms. Long-chain glycosaminoglycans
fill the extracellular space, influence angiogenesis, immuno-
suppression, cell differentiation, ovulation, embryogenesis, and
regeneration. Small sugars act as anti-inflammatory and angio-
genic agents, and support immune and signaling systems.17–19
However, current knowledge about their three-dimensional
structure and its relation to the function is far from complete
and standard methods for structural characterization of bio-
molecules often fail for carbohydrates.20 Some saccharides are
hard to crystallize or provide poor NMR spectra because of peak
overlaps and broadening due to fast relaxation. Sugars also
typically lack active chromophores needed for absorption or
electronic circular dichroism (ECD) measurements in the usual
ultraviolet and visible regions (B190–800 nm). Such chromo-
phores may be introduced synthetically, but this may perturb the
saccharide geometry. Saccharides are typically studied in an
aqueous environment causing many troubles in infrared tech-
niques. In this context, ROA spectroscopy appears to be a very
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convenient alternative, as it yields relevant data on the carbo-
hydrate structure and interactions.21–33 For example, early studies
on small saccharides21–25,34 provided an insight into the anomeric
configuration, relative configurations of the hydroxyl, ring
puckering and the glycosidic linkage. In polysaccharides and
glycoproteins, ROA was used to track the secondary and tertiary
structure.20,27,32,35–38
Simulations of saccharide ROA spectra are, however, rather
complicated due to molecular flexibility and strong polar inter-
actions with the solvent.29,39,40 Realistic description of carbohydrate-
water interactions determining the conformation of the ring and
hydroxyl groups is needed for the results to be useful.29–31,39,41
Chiroptical methods are generally very sensitive to the solvent–
solute interactions, and comparable solvent-induced features
have also been observed in ECD, vibrational circular dichroism
or optical rotation of several systems.42–46 In our opinion, further
quantitative estimates of the solvent and conformational factors
are thus needed to make the spectroscopic studies of saccharides
more reliable and to extract maximum information from the
spectra. We show, for example, that a relatively small number of
conformers is sufficient to reproduce the spectra, and that water–
sugar interactions are important for conformer weighting (less so
for water spectra contributions).
To understand spectra of complex polysaccharides and their
conjugates with proteins, individual parts have to be carefully
controlled. We thus consider increasing the number of compo-
nents and investigated samples (e.g., a and b anomers, as well
as glucose/mannose mixture) as the first step in this direction.
Anomers are stereoisomers often occurring in cyclic saccharides,
differing only in the configuration of the hemiacetal (anomeric)
carbon. Individual anomers of reducing sugars transform to their
inverse form via the process of anomerization (mutarotation), and
in solution an equilibrium of the two anomeric forms is usually
established quite quickly. However, the anomer ratio (‘‘a’’/‘‘b’’) is
specific for each sugar. As the two anomers differ in reducing
configuration at one chiral center only, their ROA spectra are not
mere ‘‘mirror images’’; the anomerization (a 2 b) significantly
changes the spectral pattern.
Another objective is to estimate as to how the ROA spectra
can provide feedback on the quality of molecular dynamics
(MD) force fields, accuracy of density functional theory (DFT),
and solvent models. For example, available computational tools
do not appear to provide completely satisfactory estimates of
the anomeric and –CH2OH conformational species; experi-
mental ratios taken from previous NMR studies led to better
results. As proven by earlier studies30,41,47 the combination of
quantum and molecular dynamics is used as the best tool to
tackle the flexible and hydrated sugar molecules. The sensitivity
of ROA to monosaccharide structure was tested for arbitrary
monosaccharide mixtures decomposed into both calculated
and experimental subspectra.
Methods
Raman and ROA spectra measurements
D and L glucose and mannose (Fig. 1) were purchased from
Carbosynth and dissolved in milli-Q water to concentrations of
60 mg/100 mL. The samples were left undisturbed for several
hours to equilibrate various sugar forms; required equilibration
times were estimated by NMR. Backscattered Raman and scat-
tered circular polarization (SCP) ROA spectra were recorded on a
ChiralRAMAN-2X (Biotools Inc.) spectrometer equipped with
Opus diode-pumped solid-state laser emitting 532 nm green light.
Laser power at the head was about 350 mW (approximately 2/3
reached the sample), total acquisition times were B20 h for each
sample contained in a fused silica cell (3 mm optical path, 60 mL
sample volume). Fluorescence was reduced by removing sample
impurities by active carbon or quenched by leaving the sample in
the laser beam for an hour before measurement. Raman spectra
are presented without subtracted solvent signal as well as poly-
nomial baseline. Luminescence standard material (SRM 2243)
was used for ROA and Raman intensity calibration.
Simulations of the spectra
Programs Gaussian 09,48 MacroModel,49 and Amber1250 were
used for the quantum and molecular dynamics simulations.
Only the pyranose forms of glucose and mannose were considered
as they are prevalent in solutions (499%, see ref. 51 and 52).
We used two models of sugar geometries, a systematic conformer
search coupled with a DFT calculation, and averaging of MD
solvent–solute clusters.
Fig. 1 Studied compounds, D- and L-glucose (DG and LG), D- and L-mannose (DM and LM), example of the a- and b-anomers for DG, and used atom
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The systematic conformer search was done within MacroModel
using a hybrid search method, employing several simulated
annealings followed by 10 000 cycles of large-scale low mode
search steps. The MMFF94s force field, temperature of 1000 K,
0.5 ps annealing time, 3 fs time step, the GB/SA water solvation
model, 100 kcal mol1 energy window and 0.5 Å cutoff for
eliminating redundant conformers were used. Further compu-
tations were done in Gaussian. Produced geometries (348 for
a-DG, 350 for b-DG, 423 for a-DM, and 396 for b-DM) were
optimized at the HF/6-31G**/CPCM53 level, and the lowest-energy
conformers (relative energies below 5 kcal mol1) were re-optimized
at the B3LYP/6-311++G**/CPCM approximation level with the D2
dispersion correction.54 Raman and ROA spectra were generated at
the same B3LYP/6-311++G**/CPCM level for conformers with
populations higher than 1%. As recommended previously,55,56
Boltzmann populations were also calculated from the CCSD(T)/
6-311++G**/CPCM single-point energies; however, the CCSD(T)
populations were nearly the same, and thus only B3LYP popu-
lations are presented and were used for spectra generation.
The MD cluster averaging was based on the separate MD
simulations of a and b anomers of DG and DM. One molecule
of sugar was placed into a cubic box (23 Å a side) and
surrounded by 400 water molecules. For the initial geometry
only the 4C1 chair conformation was considered as other
pyranose ring conformations are too high in energy.57–59 The
GLYCAM0660 (sugars) and TIP3P61 (water) force fields were
used. A short heating of the system from 0 to 300 K for 20 ps
under NVT conditions and 100 ps NpT equilibration preceded
the production run, performed for 10 ns under the NpT condi-
tions at the temperature of 300 K, pressure of 1 atm, and 1 fs
integration step. Snapshot geometries were saved during the
production run each 1 ps and the parallel variable method62
was used to reduce the number of snapshots to 70, which were
then used to generate the spectra.
In the snapshots, only solvent molecules in the first solvation
sphere were retained. This was achieved with a 2 Å cutoff distance
between any solute and solvent atoms. The solute–solvent clusters
were generated using our (‘‘XSHELL’’) software.63 Geometries of
the resultant clusters comprised 5–11 water molecules and were
partially optimized using the normal mode vibrational coordi-
nates with the normal mode frequency limit64 omax of 300 cm
1.
The normal mode optimizations was found previously to be an
excellent tool for optimization of MD snapshots.65–67 It has been
particularly developed64,68,69 for computation of vibrational
spectra, as it allows to relax the higher-frequency modes of
interest, whereas the MD geometry dispersion reflecting non-
zero temperature is largely conserved.
The Raman and ROA intensities were then calculated at
the B3LYP/6-311++G**/CPCM level (same as for the systematic
conformer search). Polarizability derivatives of water atoms
were deleted before the spectral simulations, which signifi-
cantly minimizes computational ROA artifacts resulting from
incomplete averaging of solvent orientation.65 (Note also that
Raman experimental spectra are presented with the water
background subtracted.) Backscattered Raman and SCP ROA
intensities were convoluted with Lorentzian peaks of full
width of half-maximum of 20 cm1, and taking into account
the Boltzmann temperature factor at 300 K. As a rough









where SN is a spectrum from N averaged clusters (1 r N r 70),
M = 70, omin = 200 cm
1, and omax = 2000 cm
1. The resultant
spectra were obtained by equal weighting of all clusters, as
well as selective weighting of –CH2OH rotamers according to NMR
data. For the latter method, the clusters were divided into three
groups according to their –CH2OH orientation, the subspectra
generated with equal cluster weighting for each group separately,
and the resultant spectra of rotamers were mixed according to
experimental NMR ratios taken from ref. 70 and 71.
For further tests selected experimental spectra S(o) were













ci  1=nð Þ2! min, with o1 =
100 cm1 and o2 = 1600 cm
1. The parameter a = 0.00001
was introduced to prevent negative coefficient; the coefficients






Then n = 2, because the experimental spectra were decomposed16
into calculated spectra of free DG and DM simulated as described
above. Similarly, the experimental spectra of mixtures were
decomposed to experimental spectra of individual components
in order to establish the accuracy of the decomposition method.
In the reviewing process, it was suggested to compare our
simulations to the ‘‘QM/MM’’ approach pursued in ref. 30, 41
and 47. For this purpose, the a-DG spectra were simulated with
various models, as for this anomer experimental data are
available in ref. 72. As a simplest solvent model, the explicit
water molecules in our clusters were deleted and the solute
geometries fully optimized at the B3LYP/6-311++G**/CPCM
level. To follow the ‘‘QM/MM’’ approach form ref. 30, 41 and
47, the Amber TIP3P61 water force field was used for the solvent
molecules in all 70 clusters, the clusters were fully optimized
using the ONIOM method73–76 and the B3LYP/6-311++G** level
for the solute, and Raman and ROA obtained at the same
QM/MM level. All spectra were compared with those obtained




Experimental Raman and ROA spectra are presented in Fig. 2.
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include the region below 600 cm1. The main features of mannose
also resemble those in a-D-mannoside.24 The ROA baseline below
200 cm1 is affected by instrumental artifacts, the region of 200–
600 cm1, however, contains distinct ROA features in intensity
comparable with the higher-frequency bands.
As discussed before,24 monosaccharide vibrational spectrum can
be approximately divided into a low wavenumber (o600 cm1),
anomeric (600–950 cm1), fingerprint (950–1200 cm1) and CH2
and –COH deformation (41200 cm1) regions. This can be com-
plemented by calculated potential energy distributions (PEDs), some
of them presented in Fig. S1 (ESI†). For example, the OH bending
motion is relatively restricted to the vicinity of 1200 cm1, whereas
most other coordinates contribute throughout the vibrational
spectrum. Below 600 cm1 torsional–deformational modes of
the six-member ring prevail.
In the low wavenumber range (o600 cm1), Raman and ROA
bands sensitive to the anomeric forms often comprise exo- and
endocyclic torsion and bending deformations coupled with
exo- and endocyclic deformations. The ‘‘true’’ anomeric region
(600–950 cm1) typically comprises C–C and C–O stretching,
C–O–C bending, and CH2 rocking. The experimental bands
at around 850 cm1 were found to be characteristic for the
a anomeric hydroxyl.22–25,34 The 848 cm1 DG Raman band
appears at 880 cm1 for DM (Fig. 2). ROA spectra exhibit even
greater sensitivity to the anomeric configuration in this region.23–25,34
b-Anomer sugars have a very small ROA signal between
B700–800 cm1, while there are several strong signals for the
a-anomers.23–25,34 Also the ROA signal of mannose (predomi-
nantly a) is stronger than for glucose in this region.
ROA intensities within 800–950 cm1 are weak (Fig. 2). For
DG, the 848 and 890 cm1 negative bands correspond to axial
and equatorial positions of the anomeric hydroxyl, respectively.
DM has a very different ROA sign pattern here. In the finger-
print region there are two intense Raman bands (1062 and
1125 cm1) of glucose and three (1068, 1106 and 1139 cm1) of
mannose, and rich ROA features. As discussed before39 the
conformation of the hydroxymethyl (–CH2OH) group signifi-
cantly influences Raman and ROA band intensities in this
region, but ribo- and xylo-saccharides provide similar patterns.
Similarly, the signal in the highest wavenumber region is
quite complex, and detailed vibrational analysis can be found
elsewhere.23,24 For example, COH bending and CH2OH twisting
motions participate on the ROA intensity pattern, and the ROA
signal at 1260 cm1 is characteristic for b-D-glucose.25
Experimental vs. computed anomeric ratios
Although the unbiased conformational scans including systematic
conformer search and molecular dynamics provide a good basis
for estimation of the prevalent saccharide conformers, accurate
modeling and interpretation of the spectra require a more careful
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consideration of the anomeric equilibrium. As previously deter-
mined by NMR (cf. Table 1, ref. 51 and 52) the a/b ratios in
glucose and mannose significantly differ. This was explained
by mutually competing anomeric and 1,3-diaxial effects.77–79
Experimentally, the populations of the a-anomer in glucose
and mannose water solutions are 37% and 67%, respectively.
Our computed Boltzmann populations (46% and 56%, Table 1)
based on anomer relative energies follow the experimental trend
with an error similar to that observed in other studies.80,81
However, such small inconsistencies in the anomeric ratios have
a bigger effect on the spectra as documented for DG in Fig. 3,
where Raman and ROA spectra of a- and b-forms of DG are
presented as calculated for the prevalent 4C1 main chain con-
former. For example, the characteristic glucose and mannose
Raman and ROA patterns at around 300 cm1 largely stemming
from the different a- and b-content are to some extent caused by
deformation vibrations in the vicinity of the anomeric carbon.
Therefore, as another option, we investigate weighting of the
computed spectra using the experimental a/b form ratios.
The effect of –CH2OH rotamers
A similar situation occurs with the hydroxymethyl group con-
formations (gg/gt/tg, see Fig. 4, top, for definition). Their
calculated ratios (Table 2) differ by up to 30% from the
experimental ones. The sole effect of the gg/gt/tg conformer
ratio on the Raman and ROA spectra can be documented for
glucose, for which experimental spectra of pure b-anomer were
previously obtained by W. Hug et al.72 In Fig. 4, lower part, we
compare spectra obtained by direct averaging of 70 MD clusters
(top) with those corrected for the experimental gg/gt/tg ratios
from Table 2 (middle) and experiment (bottom). Although the
–CH2OH group rotation do not change the resultant Raman
and ROA spectral patterns so much as the anomerization
(cf. Fig. 3), several spectral features are sensitive to it. Incor-
poration of the experimental weights leads to a better repro-
duction of the relative Raman intensities of the 500/520 cm1
bands, and more realistic ROA signal at around 420 cm1 and
within 800–1400 cm1. As expected, the ROA spectra are more
sensitive to the conformational changes than the Raman scattering.
The ROA spectroscopy thus offers itself for future development
and quality assessments of the MD saccharide force fields. At the
same time, force field amelioration enabling to include the fine
rotational effects associated with small energy differences appear
as a complex problem, because of the solvent-solute interactions,
etc. On the other hand, the six membered ring conformation
seems to be rigid and relatively reliably determined by MD or the
DFT/CPCM-based conformational scan; e.g. 1C4 chairs of DG were
higher in energy by about 12 kJ mol1 (for the a anomer) and
19 kJ mol1 (for the b anomer) if compared to the 4C1 conformers.
Table 1 Calculated and experimental populations (%) of a-anomeric
forms of glucose and mannose
Calculation Experimentd
a-Sum a-Sum
DG 46a 44b (39c) 37
DM 56a 67
a Based on B3LYP/6-311++G**/CPCM Gibbs energies. b Ref. 81. c Ref. 80.
d Ref. 51 and 52.
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This is in agreement with the DFT results of Ionescu for penta-O-
methyl-D-glucopyranose.59 Similar energetic differences (18 and
20 kJ mol1 for a-DM and b-DM, resp.) were observed for mannose.
Simulated spectra
Raman and ROA glucose and mannose spectra simulated with
the DFT/PCM and cluster/MD models, without and with the
NMR conformer correction, are plotted in Fig. 5 and 6. As
expected, the Raman spectra (Fig. 5) are less influenced by the
computational methodology, and all simulations reproduced
the Raman main features observed in experiment. In compar-
ison with the DFT/CPCM conformer averaging, the MD model
better reproduces several positions and relative Raman band
intensities within the entire spectral range. The anomeric and
–CH2OH rotational NMR correction has almost no effect on
mannose Raman intensities, but causes minor changes in the
glucose spectra, such as improvement of relative intensities of
the 1062/1125 cm1 bands, and the shape of the 520 cm1 peak
(numbers relate to experiment).
For the ROA spectra (Fig. 6) the DFT/CPCM model gives a
rather poor agreement with the experiment, in particular in the
low-frequency (o600 cm1) wavenumber region. This can be
explained by direct participation of water molecules in the low-
wavenumber vibrations,30,41,82 which cannot be realistically
simulated with the dielectric CPCM solvent model. At the same
time, OH torsional modes (cf. Fig. S1, ESI†) contribute heavily
here, conformation of which is very dependent on the interactions
with the water environment as well. Within 800–1800 cm1,
the simulated DFT/CPCM spectra follow the experiment more;
however, although a band-to-band comparison is rarely possible.
The NMR corrections qualitatively do not improve the overall
quality of the simulation.
On the other hand, the MD calculations provide more realistic
ROA patterns, almost to the same extent as for the Raman
intensities. Also, the NMR correction appears more useful here
than for the CPCM results. For example, the 344 cm1 positive
and 1112 cm1 negative ROA DG bands are obtained with it, easily
Fig. 4 Raman (left) and ROA (right) spectra of the b anomer of DG calculated by averaging using the equal weighting of 70 MD clusters without (A) and
with (A0) the gg/gt/tg ratio adjusted according to NMR data (Table 2), and experiment from ref. 72.




(ref. 88 and 89)
Exp.
(ref. 70 and 71)
DG 39/47/14 24/76/0 38/41/21 54/44/2
DM 41/24/35 26/74/0 59/3/38 52/43/5
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assignable to their experimental counterparts. Similarly, for DM,
the positive 1060/1090 cm1 double band or the 1320 cm1
negative band could not be obtained with the plain MD averaging.
Experimentally as well as in theory, DG and DM ROA patterns are
rather similar within 200–600 cm1 (a broad ‘‘+–+’’ w-shape
signal), whereas there are more characteristic features above
1000 cm1.
The comparison (Fig. 7) reveals that the involvement of water
molecules explicitly in the Raman/ROA computation brings a
minor effect only; the CPCM and QM/QM (i.e. MD approach in
this work) spectral shape are quite similar, although minor
spectral features, e.g. at around 1400 cm1, may be better
reproduced by the more advanced QM/QM procedure. This is
consistent with data obtained on similar systems previously.65
However, the ‘‘explicit’’ water environment is necessary to properly
weigh the sugar conformers; indeed, relying on the continuum
solvent model only (cf. spectra DFT and DFT0, Fig. 6) provides much
inferior results.
The QM/MM methodology for a-DG provided very good
Raman shapes, better than QM/QM; however, the latter method
led to more realistic ROA profile (especially in the region below
400 cm1, as well as at around 1400 cm1). This may be caused
by a limited cluster size as discussed in the previous studies.30,41,47
Indeed, the QM/MM methodology enables to work with much
larger clusters than QM/QM, containing up to several hundreds of
water molecules.47 We can thus see that the combination
of quantum and molecular dynamics provides many ways of
spectral simulations, and their performance should be carefully
tested, because of their semi-empirical character.
MD versus CPCM geometries
The differences in the description of the sugar structures
obtained by the DFT/CPCM (with DFT-based conformer distri-
bution) and MD modeling can be seen when histograms of
individual torsion angles are compared, as exemplified for DG
in Fig. 8 (cf. Fig. S3, ESI,† for DM). This reveals, for example, the
fundamental difference in the dispersion of the torsion angles,
much more limited for DFT/CPCM. This is explicable by the
inadequate description of the hydrogen bonds by the CPCM
model, not able to describe their local and partially covalent
character.83 In addition, MD provides conformers (angle values)
that are not supported by DFT/CPCM within low relative energies.
There are also minor differences in equilibrium torsion angles of
individual conformers, usually not exceeding 10–201.
Glucose–mannose mixtures
Analysis of mixtures of different sugars via Raman spectroscopy
is a convenient analytical method that may be used, for
example, in the food industry.84–87 A decomposition of an
experimental spectrum into theoretical spectra also provides
Fig. 5 Raman DG and DM spectra calculated by the plain (A) DFT/PCM and MD (B) computations, and with the a/b and gg/gt form populations adjusted
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Fig. 6 ROA DG and DM spectra calculated by the plain (A) DFT/PCM and MD (B) computations, and with the a/b and gg/gt form populations adjusted
according to the experiment51,52 (A0 and B0), and the experiment.
Fig. 7 Different solvent models: Raman and ROA spectra of the a-DG calculated by averaging of 70 MD cluster geometries using the equal weighting,
with all water molecules deleted (A), using the Amber MM level for the waters (B), using the DFT level also for the waters (C), and the experiment. The
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an important feedback on the accuracy of the modeling, and
widens the application range of ROA spectroscopy. The present
accuracy can be estimated in Fig. 9, where the DG content in
DG/DM mixtures as obtained from the Raman and ROA spectra
is plotted against the exact ratios. Apparently, the decomposi-
tion provides the ratios with an error of 5–20%, similar when
done with the experimental and calculated sub-spectra. This
result suggests that the simulation has approached a reasonable
precision, and it also justifies the use of the Raman and ROA
spectroscopy for determination of different sugar forms. In
particular, the error in calculated spectral intensities does not
seem to have a dramatic effect on the resultant precision of the
whole decomposition process; the precision appears limited
more by the experimental error of the concentrations, Raman
and ROA spectral noise, and baseline drift. At present, Raman
spectra provide better precision of the decomposition (B5–10%
error in conformer ratios) than ROA (B10–20%).
How the DG : DM ratio in a mixture is reflected by spectral
changes in different wavenumber regions can be seen in Fig. S4
(ESI†) with experimental Raman and ROA spectra of 1 : 0, 3 : 1,
1 : 1, 2 : 3, 1 : 3 and 0 : 1 mixtures. For the 1 : 3 and 3 : 1 DG : DM
mixtures the experimental and calculated Raman and ROA
spectra are plotted in Fig. 10. Clearly, the spectroscopy is able
to discriminate between various concentration ratios, and the
Fig. 8 Selected torsional angles as obtained by MD and DFT computations, for a-DG (left) and b-DG (right). MD probability histograms (black line)
were obtained during 10 ns simulations with the GLYCAM06 force field. The DFT distribution bars (red, in arbitrary y-scale) were obtained from the
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theory is able to capture this. For example, the intensity of
the 340–520 cm1 DG Raman bands drops almost by 25% for
higher DM content, for which a new band appears at 668 cm1.
Also the Raman bands at 800–900 cm1 and 1100–1200 cm1
are very useful indicators, varying in intensity by 20–50%.
As expected, the ROA spectra are sensitive even more, with
many bands even changing sign according to actual sugar
composition.
Conclusions
We explored several computational technologies with respect
to their performance to simulate the Raman and ROA spectra
of monosaccharides and their mixtures (a/b anomers, gg/gt/tg
conformers and the glucose/mannose species). We found this
important for better understanding of molecular behavior
as well as for future applications of the spectroscopies.
Fig. 9 DG content in DG/DM mixtures as obtained by decomposition of their Raman (left) and ROA (right) spectra into experimental (black circles) and
calculated (red triangles) sub-spectra of individual components, see the Methods (eqn (2)) for the decomposition algorithm.
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Simulations based on the systematic conformational scan with
the polarizable solvent model (DFT/CPCM) provided notably
worse results than the combined MD/DFT cluster methodology,
which better reflects the strong interaction between the sugars
and water molecules. The MD/DFT approach was found to be
limited by the inaccuracy of MD force field, which predicted the
anomeric and –CH2OH form ratios associated with tiny energy
differences with a significant error. The simulations then
profited from experimental NMR data, which to some extent
spoiled the ‘‘a priori’’ parameter-less approach, but enabled
to better understand the link between the spectra and the
structure. The results also indicate that Raman and ROA
spectroscopy can be used as excellent tools for future improve-
ments of saccharide force fields (although this goes beyond the
scope of present work), providing feedback on tiny structural
changes. The decomposition of glucose/mannose mixtures
provided conformer ratios with an error of 5–20%, and the
error was similar for experimental and calculated sub-spectra.
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ABSTRACT: Detection and resolution of simple monosac-
charides are difficult tasks because their structure is quite
similar. The present study shows that circularly polarized
luminescence (CPL) induced in europium complexes provides
very specific spectral patterns for fructose, mannose, glucose,
and galactose. Differences were also observed between bare
Eu3+ ion and its complexes, when interacting with these sugars.
The CPL spectra were measured on a Raman optical activity
(ROA) spectrometer, which ensured high fluorescence
intensity owing to the strong 532 nm laser excitation. The
induced fluorescence was recorded in the same spectrum as the
vibrational Raman bands. On the basis of the ligand field
theory, most fluorescence spectral peaks could be assigned to f-
shell europium transitions. Additional information on the
interaction of the lanthanide with the sugar component was provided by measurement of time-dependent fluorescence, as
formation of different complexes led to variations in fluorescence decay times. In nuclear magnetic resonance (NMR), the
paramagnetic metal ion interacting with the sugars caused specific changes in 13C chemical shifts. The spectroscopic data and
molecular dynamics modeling showed that the interaction between the monosaccharides and Eu ion is rather weak due to the
competition of the OH sugar groups with water molecules. However, multiple binding modes are possible, which contributes to
the complexity and specificity of the spectra. The induced chirality and fluorescence spectra thus appear to be convenient means
for monosaccharide detection and identification.
The prospect of detecting saccharides in physiologicallyrelevant conditions attracts attention because it opens the
way to monitoring and control of a wide range of biological
processes including cellular recognition, immune response, and
regulation of enzymatic activity. Metal coordination of natural
carbohydrates in aqueous solution is particularly suitable for
this purpose as it often provides remarkable selectivity and
stability.1−3 However, the stability of the complexes strongly
depends on experimental conditions. A typical problem in
detecting carbohydrates in an aqueous environment is a
competition of the sugar receptor with the hydroxyl groups
of water. Complexation of sugars with lanthanides can be
followed by infrared or microwave spectroscopy where,
however, rather unspecific changes were often observed.3−5
Fluorescence of the lanthanide complexes is much more
sensitive even to weak interaction with saccharides and has
been suggested to detect and identify neutral sugars including
cancer biomarkers.6 The interaction and specificity can be
conveniently tuned by varying the metal and/or ligands.3,7,8 For
many metals and their complexes, the affinity to sugars and
consequent stability constants are comparable to the older and
still more common carbohydrate sensors based on the boronic
acid.9
Circularly polarized luminescence (CPL), differential emis-
sion of the left- and right-circularly polarized light, is potentially
even more attractive than the total luminescence, as CPL bands
can be either positive or negative. CPL spectra are thus more
specific, making it possible to distinguish more electronic
transitions, and the information is easier to read. Lanthanide
ions or their complexes are usually not chiral, but the chirality
can be induced by the sugar component.10,11 At the same time,
the specific electronic structure of lanthanides12 allows for a
very high dissymmetry factor (g = 2(IR − IL)/I, i.e., twice the
ratio of CPL to total luminescence, where IR and IL are the
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intensity of the right- and left-circularly polarized light,
respectively).13,14
CPL measurements, however, are often difficult to do as
sensitivity of CPL spectrometers is limited. In the present
study, we use the Raman optical activity (ROA) spectrometer
fitted with a strong 532 nm laser excitation source and a
sensitive setup for detecting the difference in circular
polarization.15 This enables measurements of tiny CPL signals
undetectable by other means.
Traditionally, the vibrational ROA spectroscopy detects a
small difference in Raman scattering intensities of the right- and
left-circularly polarized light.16 It is sensitive to fine structural
variations in chiral molecules and has been applied to a wide
range of molecules including proteins, nucleic acids, and mono-
and polysaccharides.17−21 The ROA spectrum itself can thus be
used as an extremely useful characteristic of the sugar.
However, the ROA signal is often difficult to measure as well,
because a typical circular intensity difference (CID, ratio of the
ROA and Raman signal, i.e., the ROA analogy of g)22 is very
small, typically around 10−4, and the Raman scattering itself is
rather weak. High sugar concentrations are needed for a
meaningful analysis.23
The CPL component of the ROA spectrum of europium−
sugar conjugates measured together with the “true” vibrational
ROA signal of pure sugars thus provides a welcome sensitivity
enhancement of the spectroscopic detection. The interaction
between the lanthanide or its complex and the monosaccharide
provides an additional specificity about the sugar skeleton. The
fluorescence bands are usually easily recognizable among the
vibrational Raman and ROA bands in the spectrum, because of
their higher intensity and stability of the lanthanide transition
energies, only weakly dependent on the environment.12 As
previously discussed, the physical origin (fluorescence or
Raman scattering) of the observed bands can also be
unambiguously determined using multiple laser excitation
wavelengths or by measuring the degree of circularity.14
In the present study, europium(III) in the form of chloride
and two complexes stable in an aqueous environment are used
to investigate the interaction with four common monosacchar-
ides. The Eu3+ ion in particular provides a rich fluorescence
spectrum within the wavelength range of the ROA
spectrometer (about 532−610 nm). For mannose and fructose
providing the strongest spectral responses, we correlate the
CPL data to fluorescence decay times and paramagnetic nuclear
magnetic resonance (NMR) shifts caused by the binding. A
custom-made setup is used to record the fluorescence kinetics,
as it is too slow (in the microsecond range) to be measurable
on standard fluorescence spectrometers. The Eu−sugar
interactions clearly bring about kinetics changes that are
unreported so far to the best of our knowledge.
CPL induced in europium and other lanthanide complexes
has been previously observed as a result of interaction with
amino acids.24−26 With the sugars, however, the interaction is
much more specific. Early CPL studies were hampered by the
limited sensitivity of available spectrometers11 which restricted
the number of systems that could be studied. For the amino
acids, the induction of chirality was explained by a perturbed
equilibrium of two enantiometric forms of the lanthanide (III)
complexes. The ROA/CPL technique applied for sugars reveals
greater variability and complexity of induced CPL spectra. At
least to some extent, this could be explained by the
multivalence modes possible for various sugar forms and
rationalized by computational models involving density func-
tional theory (DFT), molecular dynamics (MD), and the
crystal field theory.
■ METHODS
The NaEuEDTA and Na2EuDEPA complexes (Figure 1) were
obtained by a reaction of europium oxide with 2.05 equiv of
ethylenediaminetetraacetic (EDTA) and diethylenetriamine-
pentaacetic (DEPA) acid, respectively, kept in water at 70 °C
for 4 h. The solution was then cooled down to room
temperature, and the pH was adjusted to 7.0 by 1 M sodium
carbonate solution. Water solutions of EuCl3, NaEuEDTA, and
Na2EuDEPA complexes in 4 mM concentrations, and sugars
(concentrations of 400−800 mM) were prepared, and their
Raman and (back-)scattered circular polarized (SCP) ROA
spectra were acquired on a BioTools spectrometer using 532
nm laser excitation, resolution of 7 cm−1, laser power at the
sample of 120−900 mW, and acquisition times of 1−16 h.
Water background was subtracted from the Raman spectra; the
water 1650 cm−1 band was also used to normalize the Raman
intensities.
Fluorescence lifetimes were measured by a custom-build
spectroscope (Charles University)27 using epifluorescence
illumination and collection of signal with an objective lens
4×/0.13 with a working distance of 17 mm. The continuous
diode laser at 405 nm was modulated by a quartz acousto-optic
modulator to provide square pulses with a repetition rate of 800
Hz and a 25% duty cycle. Typically, the pulse duration was
312.5 μs and the edge smearing was about 0.1 μs. Excitation
power density in a solution measured inside a cuvette was
about 0.8 W/cm2. The fluorescence signal was verified to be a
linear function of the excitation power. The signal was focused
by a tube lens with focal length of 18 cm on an entrance slit of a
grating spectrometer and detected by the Hamamatsu H11526-
20-NF photomultiplier in the photon counting mode. Counts
were treated with a multichannel scaler card MSA-300 (Becker
& Hickl) set to 1200 points with 1 μs step. The signal was
acquired during 1 × 105, 2 × 105, or 3 × 105 cycles. A second
Figure 1. Structures of the two europium complexes and investigated
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output port of the spectrometer was equipped with a LN-
cooled CCD camera which detected the fluorescence spectra.
NMR spectra were recorded at room temperature on a
Bruker AVANCE III spectrometer operating at 500.0 MHz
(1H) and 125.7 MHz (13C). About 16 mg of the
monosaccharide was dissolved in 0.4 mL of D2O and titrated
by adding five times of 100 μL of EuCl3·6H2O (30 mg/0.6 mL)
or EuEDTA (30 mg/0.6 mL) D2O solutions. The spectra were
referenced to C6D6, which was kept in a sealed capillary placed
in the sample cuvette. 1D and 2D correlation NMR
experiments (COSY, HSQC, HMBC) were combined to
assign the signals.
The Gaussian28 program was used to provide model
geometries. X-ray geometries29,30 of the NaEuEDTA and
Na2EuDEPA complexes were used as starting geometries and
optimized by energy minimization using the B3LYP31 func-
tional, 6-311++G** basis set (the MWB2832 pseudopotential
and basis set for Eu), and polarizable continuum model
(PCM)33 for the water environment.
The semiempirical crystal field theory12,34 was used to assign
europium bands that are due to f-shell transitions and to
approximately simulate the effect of the ligands. An adapted
version of the Lanthanide35 program was used in the
calculation. As usual, the ligands were approximated by charge
density computed on a grid using the Gaussian program, and
the resultant electrostatic potential was used to perturb free ion
energies and wave functions.36−38
For fructose and mannose, possible geometries and
association energies of their complexes with the Eu3+ ion
were also estimated using molecular dynamics simulations
within the Amber program package.39 In vacuum, a systematic
search for the best binding sites was performed by minimizing
the energy of a complex with the Eu3+ ion and the sugar,
separately for α and β-anomers, and the furanose and pyranose
fructose forms. About 200 positions of europium around the
sugar were tested as the initial geometries; the minimization
was performed with the GLYCAM06 force field40 for the
sugars; Eu3+ force field parameters were taken from ref 41. For
all minima, the complexes were put into a cubic box ((20 Å)3)
filled with 255 water molecules and molecular dynamics was
run. For an equilibration phase (500 ps), the complex atoms
were fixed and only water was allowed to relax, using the nVT
ensemble, temperature of 300 K, and 1 fs integration time;
then, the geometry was minimized again without any
constraints. Free energies of the europium−sugar complex
formation were estimated using the weighted histogram analysis
method (WHAM).42 Three characteristic Eu···O distances of
the minimized structures were incremented by 0.25 Å, and the
histograms were collected at 20 points, each of them containing
1 000 000 MD steps; the free energy profiles were obtained
using the “Wham” script.43
■ RESULTS AND DISCUSSION
ROA and CPL Spectra. The spectra of the EuCl3 and
NaEuEDTA and Na2EuDEPA aqueous solutions mixed with
fructose, mannose, glucose, and galactose are plotted in Figure
2. Within the 200−1500 cm−1 interval, “ordinary” mono-
saccharide vibrational ROA spectra are apparent, as analyzed in
other studies.20,44−47 The ratio of the ROA and Raman signals
(CID, circular intensity difference) is rather weak, and a
relatively high noise level is present. Corresponding Raman
spectra and ROA peak positions are plotted in Figure S1.
An addition of the europium compounds is occasionally
accompanied by the appearance of new bands within the 700−
1000 cm−1 interval, intensity and CID of which is comparable
with that of pure sugars. Much stronger bands appear within
1500−2450 cm−1. These can be assigned to europium CPL and
are more than ten times stronger than the vibrational ROA
signal; it is thus much easier to measure them, and the signal-
to-noise ratio is higher. Note that the noise level of both the
Raman and ROA signal is proportional to the square root of the
Raman counts on the detector.16 Thus, the stronger signal of
Raman/luminescence scattering also improves the accuracy of
the ROA/CPL component. This is critical, for example, in a
quantitative analysis for sugar mixtures.20,23
A closer look reveals remarkable specificity and significant
differences among both the europium compounds and the
sugars. For example, fructose induces a strong multiband
pattern in the EuEDTA ion with peaks at 1696(−), 1746 (+),
1780 (−), 1839(−), 1897 (+), 1999 (+), 2052 (−), 2133 (+),
and 2416 (−) cm−1. The last band (2416 cm−1) is close to the
operational limit of the spectrometer, and its intensity might be
attenuated by the limited sensitivity of the CCD detector.48 For
EuCl3, the fructose ROA/CPL spectral pattern is much simpler
and the signal is weaker (dominated by 1823 (−) and 2055 (+)
cm−1 bands) than for EuEDTA. For mannose, the situation is
rather opposite; i.e., there is a strong, about six-band signal with
EuCl3 and a weaker 1808(+)/1888(−) cm−1 “couplet” (two
strong close bands of similar intensities but of opposite signs)
Figure 2. ROA spectra of EuCl3, NaEuEDTA, and Na2EuDEPA
solutions in the presence of four monosaccharides exhibit a strong
circularly polarized fluorescence component (right-hand side), very
specific for each of the studied sugars.
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dominating the EuEDTA spectrum. The third EuDEPA
complex gives much weaker CPL for both sugars.
Glucose and galactose are rather similar in that their CPL is
about 10× weaker than for fructose and mannose, although the
luminescence is still significantly stronger than the vibrational
ROA. Also, in terms of CID, the highest values are provided by
mannose/EuCl3 (∼3 × 10−3) and fructose/EuEDTA or EuCl3
complexes (∼1 × 10−3), while CID values for glucose and
galactose are smaller than 2 × 10−4. However, the “perform-
ance” of the EuDEPA complex for glucose and galactose is
better than for fructose and mannose, as it provides CPL
intensities comparable to EuEDTA.
Typical Raman spectra for fructose are plotted in Figure 3;
spectra of the other sugars are quite similar and can be found in
the Supporting Information. As for ROA, the 200−1500 cm−1
region is dominated by a relatively weak vibrational Raman
scattering of the sugar, whereas above 1500 cm−1, the spectrum
mostly comprises the total luminescence of europium. The
Raman spectrum obviously also comprises the luminescence,
and intensities of both are not much affected by the presence of
monosaccharides. This reflects the generally lower sensitivity of
unpolarized spectra to structural changes16 and weak binding
interactions between the europium ions/complexes and the
sugars. On the other hand, EuCl3, EuEDTA, and EuDEPA do
exhibit specific luminescence. For example, EuCl3 provides the
weakest signal around 1900 and 1500 cm−1; the latter transition
is also shifted to higher wavenumbers for the other two
complexes. EuDEPA gives the most characteristic split
luminescence bands at 1833/1959 cm−1.
Ligand Filed Theory Simulations. Luminescence spectra
of the europium(III) ion in Eu(H2O)9 cluster and EuDEPA and
EuEDTA optimized geometries, as simulated by the ligand
(crystal) field theory, are plotted in Figure 4. The accuracy of
the semiempirical approach is limited; for example, the
experimental bands observed within 1860−1930 cm−1 are
predicted at 1630−1790 cm−1 etc., and even bigger error is
expected for the intensities. However, the model provides a
solid basis for the band assignment. It is based on energy levels
of free Eu3+ ion, because even in crystals and complexes, the
orbital (L), spin (S), and total (J) quantum numbers are not
quenched.49 Using the usual notation 2S+1LJ, we can thus
distinguish the 5D1 →
7F2 (experimentally at 650−1010 cm−1/
calculated at 570−680 cm−1), 5D1 → 7F3 (1500−1550/1460−
1510), 5D0 →
7F1 (1860−1930/1630−1790), and 5D0 → 7F2
(>2400/2300−2400) regions, in agreement with europium
energies observed in other systems.12 Even some experimen-
tally observed intensity trends are predicted by this model, such
as the lower intensity of the 5D0 →
7F1 transitions of the
hydrated Eu3+ ion compared to EuEDTA and EuDEPA, smaller
signal of 5D1 →
7F3 fluorescence in EuDEPA than in EuEDTA,
and the split and shift of the EuDEPA 5D0 →
7F1 bulk intensity
toward higher wavenumbers compared to EuEDTA.
On a qualitative level, the crystal field theory can thus be used
to simulate the CPL intensities stemming from the Eu3+ ion
and reveal the chirality-induction mechanism. The spectra of
europium complexes with the EDTA and DEPA ions and with
α- and β-mannose are plotted in Figure 5. The mannose
complexes were chosen as their geometry maximizes the
number of Eu···O interactions. Note that the EuEDTA and
DEPA complexes are chiral; in solution, they exist in an
equilibrium of the “Δ” and “Λ” enantiomeric forms.29,30
The simulations are well consistent with the experiment in
that the predicted CID ratios (2 × 10−4 to 1 ×10−3) agree with
the experimental range of dissymmetry factors found for the
EDTA and DEPA complexes and bare Eu3+ ion. The CPL/total
Figure 3. Raman spectra of EuCl3, EuEDTA, and EuDEPA solutions
in the presence of fructose. The Raman/luminescence spectra are not
as sensitive to the sugar type as CPL.
Figure 4. Simulated Raman/luminescence spectra of a Eu(H2O)9
cluster, EuEDTA, and EuDEPA ions. The 5D0 →
7F0 bands were
multiplied by 100 to be visible. The ligand (crystal)-field theory
enables one to identify observed transitions.
Figure 5. Simulated ROA/CPL spectra of Eu3+ complexes with EDTA,
DEPA, and α- and β-mannose. The ligand-field theory qualitatively
describes the experimental observations.
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fluorescence ratio is predicted much more reliably than the
actual intensities, because absolute values of the transition
moments are not known.36,37 The plausible mechanisms of the
chirality transfer involve the previously suggested perturbation
of the Δ↔Λ equilibrium by a preferential binding to the
sugar11 but also a direct Eu3+−sugar interaction. The
comparable CPL intensities for all the systems in Figure 5
show that both mechanisms are possible, which is also
consistent with the observations of high induced chirality, in
both the complexes and bare (hydrated) Eu3+ ion (Figure 3).
However, the actual mode of interaction of EuEDTA, DEPA,
and Eu3+ with the sugars may all be similar also because the
europium ion makes relatively stable aggregates with water. To
some extent, its first solvation sphere thus behaves as a
complex, too.50,51
Fluorescence Decay Times. The fluorescence decay times
were determined for the most strongly interacting sugars,
fructose and mannose. The times are summarized in Table 1
for the fluorescence at 590 nm. They are relevant for the most
pronounced ROA/CPL signal at ∼1850 cm−1 and confirm
specificity of the interactions. All decay curves could be well
fitted by a double-exponential function. Compared to typical
organic molecules, rather long fluorescence times are observed,
unique for the lanthanide electronic system and mostly
involving the f-shell europium electronic levels.12
For example, the addition of mannose or fructose to EuCl3
and EDTA shortens the decay times (in particular t2), and the
amplitude of the longer-time component (A2) rises. This effect
is significantly stronger for fructose than for mannose. The
fluorescence kinetics of the DEPA complex is rather
unperturbed by mannose, but there is some effect of fructose
in shortening the shorter time t1 from 110 to 41 μs and rising
its amplitude A2. This corresponds to the stronger chiroptical
response of EDTA, as shown in Figure 2. The kinetic data
including different fluorescence peaks are summarized in Figure
6 revealing similar sensitivity and specificity to the lanthanide−
sugar interactions across the entire spectrum.
NMR Chemical Shift Changes. The chemical shifts
induced in D2O solutions of mannose and fructose by EuCl3
and EuEDTA also indicate selective interactions of the
europium ion and complexes with the monosaccharides, even
though they are not as specific as for the fluorescence. They
suggest complex binding with multiple binding sites and a
rather weak interaction. In general, the addition of a
paramagnetic ion into the sample was accompanied by both
line broadening (due to enhanced “T2” relaxation) and
chemical shift changes.
Assignment of the proton spectra was impossible because the
monosaccharide solutions contained two (α/β mannose
anomers) or four (α/β anomers for each furanose and
pyranose fructose form) sugar isomers, most of the 1H signals
clustered in a very narrow chemical shift range (3.2−4.0 ppm),
and after the addition of europium compounds the lines
became too broad to be assignable. Therefore, we focused on
13C NMR spectra, where the signals were well separated in
most cases, and the line broadening did not prevent signal
assignment and interpretation. The signals were referenced to
the C6D6 external standard (sealed in a capillary), i.e.,
europium-free.
Mannose exists in water solution as a mixture of α- and β-D-
mannopyranose in a ratio of about 2:1. Both the EuCl3 and
EuEDTA solutions caused a downfield shift (higher chemical
shift values) of all mannose 13C signals. The chemical shift
change is almost uniform across all carbon atoms (1 ppm for
2:1 ratio of mannose−EuCl3 and about 0.5 ppm for the same
stoichiometric mixture of mannose−EuEDTA), which may
suggest that there is not a single strongly preferred geometry of
the metal−sugar interaction. A typical dependence of relative
chemical shifts on europium concentration is exemplified in
Figure 7 for the C3 carbon atom. A closer look, however,
Table 1. Fluorescence Decay Times (t1 and t2, in μs) and Relative Amplitudes (A1 and A2, in %) of Three Bands (around 592,
615, and 697 nm, Exact Peak Positions λmax in nm) as Obtained by a Two-Exponential Fit I = I0 + A1 exp (−t/t1) + A2 exp (−t/
t2)
a
∼592 nm ∼615 nm ∼697 nm
λmax t1 t2 A1 A2 λmax t1 t2 A1 A2 λmax t1 t2 A1 A2
EuCl3 591.6 106 1430 85 15 615.8 100 1697 79 21 697.7 98 1933 77 23
EuCl3+F
b 591.6 101 384 73 27 615.8 98 474 75 25 696.9 82 866 69 31
EuCl3+M
b 591.2 105 459 75 25 615.8 103 462 69 32 695.9 113 516 71 29
EuEDTA 592.5 210 732 56 44 615.5 249 613 53 37 697.5 147 818 42 58
EuEDTA+Fb 592.8 57 355 12 88 615.4 70 343 8 92 698.3 874 481 29 71
EuEDTA+Mb 592.9 130 475 33 67 615.8 18 304 7 93 698.2 58 434 33 67
EuDEPA 594.5 110 745 11 89 615.4 158 708 8 92 694.8 97 796 12 88
EuDEPA+Fb 594.2 41 603 17 83 615.2 35 572 9 91 694.8 37 563 21 79
EuDEPA+Mb 594.2 104 766 13 87 615.5 135 717 9 91 695.1 89 817 14 86
aThe excitation wavelength was 405 nm. bF, fructose; M, mannose.
Figure 6. Average fluorescence decay times (t = A1 t1 + A2 t2) at three
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reveals that the chemical shift changes are not completely
uniform and slight differences between individual carbon atoms
exists. Interestingly, such differences between individual carbon
atoms are much more pronounced for the interaction with
EuEDTA complex, which may indicate that the specificity of
the EuEDTA−sugar interaction is greater than for EuCl3. It is
true that the EuEDTA average chemical shift changes are about
two times smaller than those caused by EuCl3, but this is likely
to be caused by the EDTA ligands, at least partially or fully
preventing a direct europium−sugar binding.
At equilibrium, fructose in water solution is present as a
mixture of two predominant forms (70% of β-D-fructopyranose
and 21% of β-D-fructofuranose), together with two minor α-
forms.52 As for mannose, an addition either of EuCl3 or
EuEDTA caused a downfield shift of all fructose 13C signals.
Interestingly, differences between individual chemical shift
changes induced by EuCl3 were much higher for the pyranose
rather than the furanose form (Figure 8), which indicates that
the pyranose−europium interaction may be linked to a more
distinct complex structure. The addition of EuEDTA led to
significantly broader carbon signals (particularly C2, C4, C5,
and C6 in β-D-fructopyranose; C1, C2, and C4 in β-D-
fructofuranose) than did similar amounts of added EuCl3,
indicating a stronger binding of the former. The NMR spectra
thus confirmed the specificity of the europium compounds−
sugar interactions and suggested a weak, multisite binding.
MD Modeling of the Europium−Sugar Interactions.
Currently, we find it too difficult to reliably simulate all aspects
of interactions of the larger EuEDTA and EuDEPA complexes
with the monosaccharides. However, for the free europium ion,
the MD simulations do reveal the basic binding patterns and
energy changes associated with the complexation. The
formation free energies of most favored geometries listed in
Table 2 suggest that the complexes are rather unstable; the
biggest stabilization energies (∼1 kcal/mol) are comparable
with the Boltzmann temperature quantum (∼0.6 kcal/mol at
300 K). In addition, many approximately equally convenient
binding sites are possible at ambient temperature, which is well
in agreement with the NMR data discussed above, and binding
to more hydrogen atoms often does not yield a more stable
complex.
The process of complex formation can also be understood on
the whole profiles of the mean force potentials (free energies)
obtained by the WHAM method. They are quite similar
(Figure S6), and the lowest-energy isomer of the β-
fructopyranose/Eu3+ complex was selected as an example in
Figure 9. Here, we can see a free (IV) and weakly stabilized
(∼0.2 kcal/mol) preassociation state (III) of the hydrated
europium ion surrounded by nine water molecules. The actual
binding to the sugar requires a destruction of this hydration
shell, which is associated with a relatively high energy (∼1 kcal/
mol) of the transition state (II). Finally, the most stable
complex (I) is stabilized, by about 1 kcal/mol.
Because of the high energy needed to break the europium
hydration shell, the bound state (I in Figure 9) could not be
obtained from free dynamics in a reasonable time. However, the
more weakly associated states (III, essentially a complex of the
sugar and [Eu(H2O)9]
3+ ion) are visible in the europium
probability plot based on free MD. In the example for β-D-
Figure 7. Changes of 13C chemical shifts (Δδ) of carbon C3 in
mannose and fructose, upon addition of EuCl3 and EuEDTA: α-man,
α-D-mannopyranose; β-man, β-D-mannopyranose; fru-P, β-D-fructo-
pyranose; fru-F, β-D-fructofuranose. The variations are small relative to
the overall shift but specific for a particular sugar or carbon type.
Figure 8. 13C chemical shifts changes (Δδ) of carbon atoms in β-D-
fructopyranose (left) and in β-D-fructofuranose (right), as caused by
the addition of EuCl3. Relative deviations from the average shift
change are indicated for all carbons by disks of different diameters
(positive, red; negative, blue) in the structures.
Table 2. Free Energies of the Sugar−Eu3+ Complex
Formation, As Calculated Using the Molecular Dynamics
and the WHAM Method
sugar isomer oxygens bound to Eu ΔG (kcal/mol)
α-fructopyranose af1 O3 O4 1.0
af2 O1 O3 O6 1.0
af3 O2 O4 O5 O6 0.95
af4 O1 O2 O6 0.6
β-fructopyranose bf1 O1 O4 O5 O6 1.0
bf2 O2 O3 O6 1.0
bf3 O1 O2 O6 0.75
α-fructofuranose cf1 O1 O3 O6 0.9
cf2 O2 O4 O5 0.8
cf3 O1 O5 O6 0.7
cf4 O1 O2 O5 0.6
β-fructofuranose df1 O2 O3 O6 1.1
df2 O1 O2 O3 0.9
df3 O1 O2 O6 0.8
α-mannose am1 O1 O5 O6 0.9
am2 O1 O2 0.8
am3 O2 O3 0.7
am4 O2 O5 O6 0.5
β-mannose bm1 O1 O2 O5 O6 0.9
bm2 O2 O3 0.9
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fructopyranose in Figure 10, we can see that also for this
interaction preferential sites exist.
For the direct Eu−sugar complexes (I), the equilibrium Eu···
O distance of ∼2.4 Å agrees well with available crystallographic
data.3,4 Geometries of the most stable complexes of various
fructose and mannose forms are plotted in Figure 11, and their
variability is thus consistent with the rich spectroscopic
responses.
■ CONCLUSIONS
We have explored the interaction of europium compounds with
common monosaccharides using ROA/CPL, time-dependent
luminescence and NMR spectroscopies. Very specific spectral
patterns have been observed for the circularly polarized
luminescence, for both the sugar and europium components.
The complexation specificity of the spectral response was
confirmed by measurement of the fluorescence decay times. In
NMR spectra, the paramagnetic lanthanide metal caused nearly
uniform chemical shift of the sugar carbon atoms; finer relative
shift changes, however, were also very specific to the lanthanide
compound and monosaccharide type. The luminescence/CPL
spectral bands could be assigned and semiqualitatively modeled
using the crystal field theory. Combined, the NMR experiment
and molecular dynamics simulations suggest that multiple
binding modes for each sugar form are possible, although the
link between the actual geometry and detailed spectral data,
especially for the interaction of the EDTA and DEPA
complexes, still awaits elucidation. The ROA/CPL method-
ology appears to be a handy tool for studies of structure and




The Supporting Information is available free of charge on the
ACS Publications website at DOI: 10.1021/acs.anal-
chem.6b02505.






The authors declare no competing financial interest.
Figure 9. Typical WHAM free energy profile for sugar−europium(III)
binding (this one for β-fructopyranose) and an example of geometries
along the reaction coordinates. The complex formation requires the
europium hydration shell to be disturbed, which is associated with a
relatively high activation energy.
Figure 10. Regions of highest density of the Eu3+ ion obtained from a
300 ns molecular dynamics run with β-D-fructopyranose correspond-
ing to part III in Figure 9.
Figure 11. Some lowest-energy conformers of fructose and mannose
complexes with Eu3+ (cf. Table 2).
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(14) Wu, T.; Kapitań, J.; Masěk, V.; Bour,̌ P. Angew. Chem., Int. Ed.
2015, 54, 14933.
(15) Hug, W. Appl. Spectrosc. 2003, 57, 1.
(16) Nafie, L. Vibrational optical activity: Principles and applications;
Wiley: Chichester, 2011.
(17) Barron, L. D. Biomed. Spectrosc. Imaging 2015, 4, 223.
(18) Johannessen, C.; Pendrill, R.; Widmalm, G.; Hecht, L.; Barron,
L. D. Angew. Chem., Int. Ed. 2011, 50, 5349.
(19) Zhu, F.; Isaacs, N. W.; Hecht, L.; Barron, L. D. J. Am. Chem. Soc.
2005, 127, 6142.
(20) Melcrova,́ A.; Kessler, J.; Bour,̌ P.; Kaminsky,́ J. Phys. Chem.
Chem. Phys. 2016, 18, 2130.
(21) Zielinski, F.; Mutter, S. T.; Johannessen, C.; Blanch, E. W.;
Popelier, P. L. A. Phys. Chem. Chem. Phys. 2015, 17, 21799.
(22) Barron, L. D. Molecular Light Scattering and Optical Activity;
Cambridge University Press: Cambridge, 2004.
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