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Abstract. This paper addresses the problem of model compression via
knowledge distillation. To this end, we propose a new knowledge dis-
tillation method based on transferring feature statistics, specifically the
channel-wise mean and variance, from the teacher to the student. Our
method goes beyond the standard way of enforcing the mean and vari-
ance of the student to be similar to those of the teacher through an L2
loss, which we found it to be of limited effectiveness. Specifically, we pro-
pose a new loss based on adaptive instance normalization to effectively
transfer the feature statistics. The main idea is to transfer the learned
statistics back to the teacher via adaptive instance normalization (condi-
tioned on the student) and let the teacher network “evaluate” via a loss
whether the statistics learned by the student are reliably transferred.
We show that our distillation method outperforms other state-of-the-art
distillation methods over a large set of experimental settings including
different (a) network architectures, (b) teacher-student capacities, (c)
datasets, and (d) domains.
Keywords: Knowledge Distillation, Statistics Matching, Adaptive In-
stance Normalization.
1 Introduction
Recently, there has been a great amount of research effort to make Convolutional
Neural Networks (CNNs) lightweight so that they can be deployed in devices
with limited resources. To this end, several approaches for model compression
have been proposed including network pruning [1,2], network quantization [3,4],
knowledge transfer/distillation [5,6], and neural architecture search [7,8]. Knowl-
edge distillation, one of the most popular methods for model compression, refers
to transferring knowledge from one network (the so-called “teacher”) to another
(the so-called “student”). Typically, the teacher is a high capacity model ca-
pable of achieving high accuracy, while the student is a compact model with
much fewer parameters, thus also requiring much less computation. The goal of
knowledge distillation is to use the teacher to train a compact student model
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Fig. 1. Our method performs knowledge distillation by aligning the channel-wise statis-
tics mean and variance between the feature maps extracted from the teacher and the
student. In (b), we show the standard direct way to achieve this through an L2 loss. In
(c), we propose a new mechanism: transfer the learned by the student statistics
back to the teacher via adaptive instance normalization and let the teacher
network “evaluate” via an L2 loss, whether the statistics learned by the student are
reliably transferred. Note that only the student is trained in (c). Tˆ here denotes the
teacher after the copying the statistics from the student and shares the same weights
as the original teacher.
with similar accuracy to that of the teacher. This paper proposes a surprisingly
simple and effective method for knowledge distillation via borrowing ideas from
adaptive instance normalization [9].
The rationale behind knowledge distillation can be explained from an op-
timization perspective: there is evidence that high capacity models (i.e. the
teachers) can find good local minima due to over-parameterization [10,11]. In
knowledge distillation, such models are used to facilitate the optimization of
lower capacity models (i.e. the students) during training. For example, in [5],
the soft outputs of the teacher provide extra supervisory signals of inter-class
similarities which facilitate the learning of the student. In a similar fashion, inter-
mediate representations extracted from the teacher such as feature tensors [12]
or attention maps [6] have been used to define loss functions used to facilitate
the optimization of the student.
This paper proposes a surprisingly unexplored idea for knowledge distillation:
for a given training example, transfer feature statistics, in particular, the channel-
wise mean and variance from the teacher to the student. The usefulness of this
kind of statistics transfer has been previously demonstrated in learning deep
generative models [13], domain adaptation [14], as well as style transfer [9,15] but
to our knowledge, it is the first time that they are used for knowledge distillation.
Equally importantly, our method goes beyond the standard way of enforcing the
mean and variance of the student to be similar to those of the teacher through an
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L2 loss as shown in Figure 1(b). This is motivated by the fact that, in practice,
we found that an L2 loss is not sufficient for the statistics to be effectively
transferred. To alleviate this, we propose a new supervision loss for statistics
transfer, inspired by the adaptive instance normalization of [9]: the main idea is
to transfer the learned statistics back to the teacher via adaptive instance
normalization (conditioned on the student) and let the teacher “evaluate” via a
loss whether the statistics learned by the student are reliably transferred (this is
denoted as L2 in Figure 1(c)). More specifically, we use instance normalization
to normalize the teacher’s feature tensors to zero mean and unit variance, and
then scale and shift them using the statistics provided by the student. Finally, a
new loss is applied between the output of this network and that of the original
teacher, to make this newly affine-transformed feature tensor able to obtain
similar performance to that of the original teacher’s feature tensor. This loss is
used to enforce that the statistics of the student do not change the predictions
of the teacher, providing an additional supervision signal that enables effective
feature statistics transfer from the teacher to the student. In summary, our
contributions are:
1. We propose a new knowledge distillation method based on transferring fea-
ture statistics, specifically the channel-wise mean and variance, from the
teacher to the student.
2. We propose a new mechanism to effectively transfer the feature statistics
which uses adaptive instance normalization to transfer the learned statistics
back to the teacher and then applies a loss on the output of the teacher
network which further enforces that the statistics are reliably transferred.
3. We show that our method consistently outperforms other state-of-the-art
distillation methods over a large set of experimental settings including dif-
ferent (a) network architectures (Wide ResNets, ResNets, MobileNet, Mo-
bileNetV2), (b) teacher-student capacities, (c) datasets (CIFAR-10/100, Im-
ageNet), and (d) domains (real-to-binary).
2 Related Work
Knowledge distillation with neural networks, pioneered by Hinton et al. [5] and
Bucilu et al. [16], is a transfer learning method that enhances the accuracy of a
lightweight student network based on the “knowledge” provided by a powerful
teacher network. In [5], knowledge is defined as the teacher’s soft outputs after
the final softmax layer. The soft outputs carry richer information than one-
hot labels because they provide extra supervision signals in terms of the inter-
class similarities learned by the teacher. This idea is further explored by other
works. Zhou et al. [17] proposed a novel method which introduces a booster
net which is trained together with the student network and a logit matching
loss for supervising the student’s prediction. Another work that also trains the
student and teacher simultaneously is [18], in which each student is trained with
a conventional loss for supervised learning, and with a mimicry loss that aligns
each students class posterior with the class probabilities of a teacher. Recently,
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[19] found that very accurate networks are “too good” to be good teachers and
proposed to mitigate this with early stopping of the teacher’s training.
In a similar fashion to [5], intermediate representations extracted from the
teacher such as feature tensors [12] or attention maps [6] have been used to de-
fine loss functions used to facilitate the optimization of the student. Trying to
match the whole feature tensor, as in FitNets [12], is hard and, in certain circum-
stances, such an approach may adversely affect the performance and convergence
of the student. To relax the assumption of FitNet, Attention Transfer (AT) was
proposed in [6] where knowledge takes the form of attention maps which are
summaries of the energies of the feature tensors over the channel dimension. An
extension of [6] using Maximum Mean Discrepancy of the network activations
as a loss term for distillation was proposed in [20].
In [21], the authors advocate the use of the activation boundary of neu-
rons (rather than their exact output values), and propose a knowledge transfer
method via distillation of activation boundaries formed by hidden neurons. This
work is further improved by [22], which studies the location within the network
at which feature distillation should be applied and proposes margin ReLU and
a specifically designed distance function that transfers only the useful (positive)
information from the teacher to the student.
Another line of knowledge distillation methods focus on exploring transfer-
ring the relationship between features, rather than the actual features them-
selves. In [23], feature correlations are captured by computing the Gram matrix
of features across layers for both teacher and student and then applying an L2
loss on pairs of teacher-student Gram matrices. The limitation of this work is
the high computational cost, which is addressed to some extent by [24] by com-
pressing the feature maps by singular value decomposition. The authors of [25]
propose a relational knowledge distillation method which computes distance-wise
and angle-wise relations of each embedded feature vector. This idea is further
explored in [26] and [27]. In [26], Taylor series expansion is proposed to better
capture the correlation between multiple instances. In [27], the instance fea-
ture and relationships are considered as vertexes and edges respectively in a
graph and instance relationship graph is proposed to model the feature space
transformation across layers. Inspired by the observation that semantically sim-
ilar inputs should have similar activation patterns, [28] proposes a similarity-
preserving knowledge distillation method which guides the student to mimic the
teacher with respect to generating similar or dissimilar activations. More re-
cently, [29] formulates structural knowledge extraction as as contrastive learning
and proposes to train a student to capture correlations and higher order output
dependencies in representation of the data.
From the above review it can be deduced that there is no method for knowl-
edge distillation based on transferring feature statistics (channel-wise mean and
variance) and adaptive instance normalization as proposed in our work.
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Fig. 2. Overview of our method. For simplicity, it is shown for only one layer of the
teacher and student networks. LSM : an L2 loss between the channel-wise mean and
variance of the teacher’s and student’s feature maps. LAdaIN : AdaIN is applied to the
teacher using the student’s statistics, to obtain the affine-transformed feature FˆT . An
L2 loss is applied between the output of this network q and that of the original teacher
p, enforcing that the student’s statistics do not change the teacher’s predictions. LCE :
loss based on ground truth labels.
3 Method
This section introduces our method as follows: Section 3.1 provides an overview
of our method. Section 3.2 describes the proposed feature statistics transfer for
knowledge distillation using a standard L2 loss. Section 3.3 describes the newly
proposed mechanism for statistics transfer via adaptive instance normalization.
Section 3.4 provides the training procedure of our method.
3.1 Overview
Figure 2 shows an overview of our method. The teacher network is pretrained
and fixed during training the student. We train our student using three losses:
L = LCE + αLSM + βLAdaIN , (1)
where α and β are the weights used to scale the losses. LCE is the standard loss
based on ground truth labels for the task in hand (e.g. cross-entropy loss for
image classification). LSM enables feature statistics transfer using a standard
L2 loss (see Sec. 3.2). This is simply the L2 distance between the channel-wise
mean and variance of feature maps extracted from the teacher and the student
for various layers of the networks. Although effective to some extent, the L2 is
detached from the final task (e.g. classification), and the measure of goodness is
an arbitrary isotropic distance. In order to capture the complex relations between
the different statistics and the final performance of the network, we propose a
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novel loss inspired by adaptive instance normalization, termed LAdaIN . This loss
is used to enforce that the statistics of the student do not change the predictions
of the teacher. The newly proposed loss based on adaptive instance normalization
is computed as follows: a training example is fed to both the student and the
teacher. Denote the output of the teacher as p. The same input is again fed to
the teacher, but now for any pair of corresponding layers of the teacher and the
student, we apply AdaIN to the teacher using the student’s statistics. This yields
a prediction q. LAdaIN is a loss applied to p and q enforcing them to be similar.
LSM and LAdaIN are described in detail in the following subsections.
3.2 Statistics Transfer via Statistics Matching
Given an input image x, denote the feature tensor produced by the teacher
network T at i-th layer as F iT ∈ RCi×Hi×Wi , where C is the number of output
channels, and H and W are spatial dimensions. Similarly, we denote by F jS ∈
RCj×Hj×Wj the feature tensor at j-th layer produced by the student from the
same input. As typically done in feature matching literature [6,30], we choose
layers i and j to be from the same spatial resolution, i.e. Hi = Hj = H and
Wi = Wj = W . Moreover, for simplicity, we assume Ci = Cj = C, noting that
when this is not the case we use a 1×1 convolution to make the two feature maps
have the same number of channels. For simplicity, let us drop the dependence of
F iT and F
j
S on i and j. The channel-wise mean and variance for FT are:
µcT =
1
HW
H∑
h=1
W∑
w=1
F chwT , (2)
σcT =
√√√√ 1
HW
H∑
h=1
W∑
w=1
(F chwT − µcT )2 + , (3)
while, similarly, we can calculate µcS and σ
c
S from FS . To match the statistics of
FS with those of FT we can use the following L2 loss:
LSM (FT , FS) =
1
C
C∑
c=1
(
(µcT − µcS)2 + (σcT − σcS)2
)
(4)
Finally, feature statistics transfer based on statistics matching is obtained by
summing over all (FT , FS) pairs:
LSM =
∑
(FT ,FS)
LSM (FT , FS). (5)
We found LSM to be effective not only in terms of statistics transfer but also
in terms of improving the accuracy of the student network (see Table 2).
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3.3 Statistics Transfer via Adaptive Instance Normalization
One disadvantage of LSM introduced in the previous section and, in general,
of all feature matching losses e.g. [12,6], is that it treats each channel dimen-
sions in the feature space independently, and ignores the structural dependencies
across channels for the final classification. This is in contrast to the original logit
matching loss proposed by Hinton et al. in [5] which directly targets classifi-
cation accuracy. In this section, we tackle this problem by introducing a new
mechanism based on adaptive instance normalization that uses the transferred
statistics to directly minimize an auxiliary classification loss.
Adaptive instance normalization (AdaIN) was firstly proposed for arbitrary
style transfer [9], and since then it has been popular for several vision tasks,
including unsupervised domain adaptation [14], few-shot learning of head mod-
els [31] and image segmentation [32]. Given a content (image) input and style
input, AdaIN normalizes the content to the input style by simply aligning the
channel-wise mean and variance of the content input to match those of the style.
In our case, FT functions as content, which is conditioned on FS , serving
as the input style. Specifically, instance normalization FT−µTσT normalizes each
channel to be zero-mean and of unit variance. Then, the affine parameters µS
and σS provided by student network are used to map the normalized feature to
the student feature space. Overall, by applying adaptive instance norm to FT ,
we obtain the new normalized representation FˆT as:
FˆT = σS
FT − µT
σT
+ µS . (6)
Let us denote by p the output of the original teacher network when fed with
some input image and by q the output of the teacher network for the same input
after applying adaptive instance normalization. Then, we can apply an L2 loss
between p and q so that σS and µS from FˆT are trained via back-propagation:
LAdaIN (p, q) = ‖p− q‖2 . (7)
Notably, all other parameters of the teacher network remain frozen. Also note
that if p = q, i.e. if the teacher network after adaptive instance norm is able
to achieve the same performance as the original one, then this implies that
FˆT = FT . In this case, it is trivial to show that µS = µT , and σS = σT which
ensures the desirable statistics transfer from the teacher to the student. Finally,
losses other than L2 for LAdaIN are explored in the supplementary material.
3.4 Training algorithm
Overall, the training procedure of our method is provided in Algorithm 1.
4 Ablation Studies
In this section, we study and explore the influence of certain design choices on
the overall accuracy of the proposed method deriving in the process the optimal
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Algorithm 1 Knowledge distillation via AdaIN
Input: Teacher network T , Student network S, input image x, ground truth label
y.
1. Input x to S to obtain prediction yˆ, cross entropy task loss LCE = H(yˆ, y) and
FS ;
2. Input x to T to obtain prediction p and FT ; Compute statistics matching loss
LSM from Eq. (5).
3. Use Eq. 6 (adaptive instance norm) to obtain the new feature FˆT . Input FˆT
to the teacher network to obtain q and finally compute the loss LAdaIN from
Eq. (7).
4. Update S by optimizing Eq. (1)
Output: the updated S.
Table 1. Structure of the Wide ResNet (WRN) networks used in our experiments.
c denotes number of classes. For CIFAR-10, c = 10. For CIFAR-100, c = 100. d =
(D − 4)/6.
Group Name Output size WRN-D-k WRN-16-4
conv1 32x32 3x3,16
conv2 32x32
[
3×3, 16k
3×3, 16k
]
×d
[
3×3, 64
3×3, 64
]
×2
conv3 16x16
[
3×3, 32k
3×3, 32k
]
×d
[
3×3, 128
3×3, 128
]
×2
conv4 8x8
[
3×3, 64k
3×3, 64k
]
×d
[
3×3, 256
3×3, 256
]
×2
1x1 average pool, 100-c fc, softmax
configuration used for the rest of our experiments. In particular, Section 4.1
offers an analysis of the effectiveness of each loss on the student’s accuracy while
in Section 4.2 we study the optimal placement of the statistics matching loss
inside the network. As common in literature [30], we performed our ablation
studies on CIFAR-100 (see also Section 5.2) using a Wide ResNet (WRN) for
both the student and the teacher (the architecture is described in Table 1). Here,
our teacher is WRN-40-4 and student is WRN-16-4.
4.1 Effect of proposed loss components
Herein, we analyse the overall impact of each constituent loss alongside the
optimal approach for combining them. To achieve this, we ran 3 experiments:
using LSM , using LAdaIN and combining them together: LSM + LAdaIN . In
order to investigate this in isolation, the losses are always applied on the same
location in the network, namely on the output of the conv4 of a WRN for both
the student and the teacher (Table 1).
The results of the above experiments are reported in Table 2. The results
clearly show that all the proposed variants offer significant performance gains:
when using LSM and LAdaIN alone, ∼ 1% and ∼ 2% in Top-1 accuracy im-
provement in absolute terms were obtained. Moreover, when combining the two
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Table 2. Effect of proposed losses and position of distillation on the test set of CIFAR-
100. LSM and LAdaIN are proposed in this work.
Method Group Top-1 (%) Top-5 (%)
Student (WRN-16-4) 75.68 93.15
Teacher (WRN-40-4) 78.31 93.86
LSM conv4 76.61 93.73
LAdaIN conv4 77.66 94.20
LSM+LAdaIN conv4 78.25 94.59
LSM+LAdaIN conv2 75.83 93.28
LSM+LAdaIN conv3 76.28 93.41
LSM+LAdaIN conv2+3+4 78.12 94.53
together, we gained an additional ∼ 0.6% improvement to a total of 2.6%. This
further shows the importance of transferring statistical information in the form
of the teacher’s first and second order statistics as proposed by our method, and
that the student is able to greatly enhance its accuracy by learning this infor-
mation from the teacher. Besides, it also suggests that AdaIN in Section 3.3 is
more effective for statistic transfer from the teacher to student.
4.2 Distillation position
One crucial aspect, often overlooked in the literature, is the position inside the
network where the knowledge distillation losses should be applied. On one hand
applying them early in the network (i.e. between corresponding features of the
initial layers) could potentially ensure that the subsequent layers in the student
network receive “better” features. On the other hand, features produced by such
early layers typically represent simple geometrical features such as edges that
are not specialised to a particular given class of objects. As such, intuitively ap-
plying the distillation loss towards the end of the network, where the activations
encode high level, discriminative, task-related features should lead to potentially
stronger models.
The results from Table 2 (last 3 rows) confirm our hypothesis: although
applying the proposed losses throughout the network always results in better
classification performance, the deeper the features used for knowledge distilla-
tion are, the higher the obtained gains in accuracy. Ours findings align with
those reported in [33], where Yosinski et al. showed that features from shallow
layers are more general while the ones from higher layers have a greater speci-
ficity. Also in [30], Kim et al. selected features from the last layer. Furthermore,
applying the distillation loss at multiple points in the network does not improve
the accuracy gains further suggesting that the activations of the last layers alone
are sufficiently informative. As such for the remaining of our experiments, the
distillation losses were applied to the deeper layers only (i.e. conv4).
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Table 3. KL divergence between teacher and student, and cross-entropy between
ground truth and student on the test set of CIFAR-100. LSM and LAdaIN are pro-
posed in this work.
Method KL div. with teacher Cross-entropy with label Top-1 (%)
Student 0.6364 0.9981 75.68
KD [5] 0.6227 0.9824 77.17
AT [6] 0.6122 0.9741 76.48
OFD [22] 0.5348 0.9652 77.79
RKD [25] 0.5829 0.9583 77.48
CRD [29] 0.5992 0.9418 77.49
LSM 0.6169 0.9785 76.61
LAdaIN 0.5312 0.9122 77.66
LSM+LAdaIN 0.5160 0.9051 78.25
4.3 Method analysis
The following two paragraphs present two of the most important experiments
presented in our paper. Paragraph Teacher-student similarity shows that
the proposed method significantly increases the similarity between the teacher’s
and student’s output. Paragraph Statistics Distance shows that the proposed
losses, and especially LAdaIN , significantly reduces the distance between the
statistics of the teacher and student. Overall, the results of the next paragraphs
clearly show that effective statistics transfer, as proposed and described in our
method, correlates with training more accurate student models.
Teacher-student similarity: The overall aim of knowledge distillation is to
make the student mimic the teacher’s output, so that student is able to obtain
similar performance as the teacher. Therefore, to see how well the student mim-
ics the teacher, we measure the similarity between the teacher’s and student’s
outputs using (a) the KL divergence between the teacher’s and student’s out-
puts, and (b) the cross-entropy loss between the student’s predictions and the
ground truth label.
From Table 3, it can be observed that KD [5] reduces the KL divergence
with the teacher’s output offering ∼ 1.5% accuracy gain. AT [6] (one of the
representative methods for feature distillation), also decreases the KL divergence
with the teacher’s output offering a smaller accuracy gain of ∼ 0.8%. Moreover,
both proposed losses LSM and LAdaIN and their combination LSM+LAdaIN
show considerably high similarity compared to the other methods. This similarity
is one of the main reasons for the improved performance achieved by our method.
Statistics Distance: We calculated the distance between the statistics learned
by student network and those of teacher. The results are presented in Table 4.
It is clear that both proposed losses narrow the statistics distance between the
teacher and the student, with their combination LSM+LAdaIN being the closest
to the teacher. Therefore, LSM+LAdaIN achieves the best accuracy. Moreover,
we calculated the Normalized Mutual Information (NMI) [34] which is a bal-
anced metric determining the quality of clustering. The results are presented in
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Table 4. Distance between the statistics of the teacher and the student calculated on
the test set of CIFAR-100. NMI on the test set of CIFAR-100
Method Student LSM LAdaIN LSM+LAdaIN
L2 Distance 1.44 1.26 1.02 0.94
NMI (%) 76.10 77.00 77.80 78.50
Top-1(%) 75.68 76.61 77.66 78.25
(a) Student (b) LSM (c) LAdaIN (d) LSM+LAdaIN (e) Teacher
Fig. 3. Visualization of feature maps after Conv4 on test set of CIFAR-100. Better
viewed in color.
Table 4. The results show that LSM +LAdaIN gets the highest NMI score which
means that the features are better clustered. Qualitative results are shown in
Figure 3 which visualizes the feature maps after conv4 layer in both the student
and the teacher. It can be observed that LSM+LAdaIN is able to learn more dis-
criminative features and achieves the best discrimination which also correlates
with quantitative performance.
5 Comparison with state-of-the-art
In this section, we thoroughly evaluate the effectiveness of the proposed method
across multiple (a) network architectures (ResNet [35], Wide ResNet [36], Mo-
bileNetV2 [37], MobileNet [38]) with different teacher-student capacities, (b)
datasets (CIFAR10/100, ImageNet), and (c) domains (real-valued and binary
networks). For the above mentioned settings, we compare our method with
KD [5] and AT [6], and the more recent methods of OFD [22] from ICCV 2019,
RKD [25] from CVPR2019, CRD [29] from ICLR2020.
Overview of results: From our experiments below, we can draw the following
conclusion: our approach offers consistent gains across all of the above scenarios,
outperforming all methods considered for all settings. Notably, our method is
particularly effective for the most difficult datasets (i.e. CIFAR-100 and Ima-
geNet).
Network architectures: Following prior work (see Section 2), we mainly con-
ducted experiments using variants of the ResNet [35] and WRN [36] architec-
tures. Throughout this work, following the convention proposed in [35], we denote
with ResNet-N a Residual Network with N convolutional layers. WRNs expand
upon the original ResNet by proposing to increase the overall width by k times.
Following [6], we denote with WRN-D-k a WRN architecture with D layers and
an expansion rate of k.
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Table 5. Top-1 accuracy (%) of various knowledge distillation methods on CIFAR-10.
Student(Params) Teacher(Params) Student KD [5] AT [6] OFD [22] RKD [25] Ours Teacher
WRN-16-1 (0.18M) WRN-16-2 (0.69M) 91.04 92.57 92.15 92.28 92.51 92.90 93.98
WRN-16-2 (0.69M) WRN-40-2 (2.2M) 93.98 94.46 94.39 94.30 94.41 94.67 95.07
ResNet-8 (0.08M) ResNet-26 (0.37M) 87.78 88.75 88.15 87.49 88.50 89.02 93.58
ResNet-14 (0.17M) ResNet-26 (0.37M) 91.59 92.57 92.11 92.51 92.36 92.80 93.58
ResNet-18 (0.7M) ResNet-34 (1.4M) 93.35 93.74 93.52 93.80 92.95 93.92 94.11
WRN-16-1 (0.18M) ResNet-26 (0.37M) 91.04 92.42 91.32 92.47 92.08 92.94 93.58
5.1 CIFAR-10
Implementation details: CIFAR-10 is a popular image classification dataset
consisting of 50,000 training and 10,000 testing images equally distributed across
10 classes. All images are at a resolution of 32 × 32px. Following [6], during
training, we randomly cropped and horizontally flipped the images. The ResNet
models were trained for 350 epochs using SGD. The initial learning rate was
set to 0.1, that is then reduced by a factor of 10 at epochs 150, 250 and 320.
Similarly, the WRN models were trained for 200 epochs with a learning rate of 0.1
that is subsequently reduced by 5 at epochs 60, 120 and 160. In all experiments,
we set the dropout rate to 0. For traditional KD [5], we set α = 0.9 and T =
4. For AT [6], as in [6,28] we set the weight of distillation loss to 1000. We
note, that for our experiments, the AT loss is added after each layer group for
WRN and the last two groups for ResNet as in [6]. Following OFD [22], we
set the weight of distillation loss to 10−3. For RKD [25], we set β1 = 25 for
distance, and β2 = 50 for angle, as described in [25,29]. We did not compare
with CRD [29] here because, in our experiments, we found that their parameter
setting used for CIFAR-100 and ImageNet-1K in their paper struggles to obtain
good performance in CIFAR-10.
Results: Our results are reported in Table 5. Note that, for CIFAR-10, only
Top-1 accuracy is reported (Top-5 does not make sense for 10 classes). We tested
three cases representing different network architectures for student and teacher
networks: the first two experiments are with WRNs. The following three ex-
periments are with ResNets. In the last experiment, teacher and student have
different network architectures. Overall, our method achieves the best results for
all cases, with KD [5] closely following. In all following experiments though, the
gap between our method and KD becomes significantly larger.
5.2 CIFAR-100
Implementation details: CIFAR-100 [39] is similar to CIFAR-10 but has 100
classes, containing only 500 images per classes. We used a standard data augmen-
tation scheme [6] including padding 4 pixels before random cropping, horizontal
flipping, and 15 degree rotation. We used SGD with weight decay 5e-4 and mo-
mentum 0.9 as optimizer. Batch size was set 128. The other experimental settings
are as in CIFAR-10.
Results: For CIFAR-100, Top-1 performance of our method, as well as for dif-
ferent teacher-student methodologies, is presented in Table 6. Top-5 is provided
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Table 6. Top-1 accuracy (%) of various knowledge distillation methods on CIFAR-100.
Student (Params) Teacher (Params) Student KD [5] AT [6] OFD [22] RKD [25] CRD [29] Ours Teacher
WRN-16-2 (0.70M) WRN-40-4 (8.97M) 72.22 73.32 72.56 74.12 73.08 73.75 74.58 78.31
WRN-16-4 (2.77M) WRN-40-4 (8.97M) 75.68 77.17 76.48 77.79 77.48 77.49 78.25 78.31
WRN-10-10 (7.49M) WRN-16-10 (17.2M) 73.75 76.63 74.63 76.97 76.28 76.28 77.12 78.75
ResNet-10 (0.34M) ResNet-34 (1.39M) 67.60 68.05 68.39 67.94 68.43 69.17 69.49 72.05
ResNet-18 (0.75M) ResNet-50 (1.99M) 70.21 72.40 70.78 71.54 72.10 72.31 72.59 72.83
ResNet-10 (4.95M) ResNet-34 (21.33M) 74.20 75.79 75.03 75.60 75.04 76.63 76.11 77.26
WRN-16-2 (0.70M) ResNet-34 (21.33M) 72.22 73.32 71.46 73.78 72.95 73.39 74.38 77.26
MobileNetV2 (2.37M) ResNet-34 (21.33M) 68.36 68.65 66.68 70.18 69.52 70.98 70.66 77.26
MobileNetV2 (2.37M) WRN-40-4 (8.97M) 68.36 68.40 66.46 70.10 68.64 70.45 71.15 78.31
in the supplementary material. We experimented with several student-teacher
network pairs using different structures. Experiments are grouped in three sets.
The first shows performance for different teacher and student capacities using
WRNs: poor student - good teacher (WRN-16-2; WRN-40-4), descent student
- good teacher (WRN-10-10; WRN-16-10); good student - good teacher (WRN-
16-4; WRN-40-4). In a similar fashion, in the second set, we show that these
results hold when using a different architecture, ResNet in this case. The final
set is designed to show the performance when teacher and student have different
architectures. We used MobileNetV2, ResNet and WRN to this end.
We observe that for almost all configurations, our method achieves consis-
tent and significant accuracy improvements over prior work, overall being the
best performing method. Furthermore, it is hard to tell which is the second best
method as the remaining methods have their own advantages for different con-
figurations. For WRN experiments, OFD ranks second. For ResNet experiments,
CRD ranks second. For mixed structures, CRD and OFD perform similarly. We
also report more comparisons with other methods and the results obtained by
combining our method with KD and AT in the supplementary material. We
believe that further improvements could be obtained by combining our method
with other methods but this requires a comprehensive investigation which goes
beyond the scope of this paper.
5.3 ImageNet-1K
Implementation Details: ImageNet-1K [40] is a large classification dataset
which consists of 1.2M training images and 50K validation images with 1,000
classes. Images are cropped to 224×224 pixels for both training and evaluation.
We used SGD with Nesterov momentum 0.9, initial learning rate 0.2, weight de-
cay 1e−4, and dropped the learning rate by 0.1 every 30 epochs, training in total
for 100 epochs except CRD with 10 more epochs as is suggested by its authors.
Batch size was set to 512. For simplicity and to enable a fair comparison, we
used pretrained PyTorch models [41] as teacher networks as adopted in [22,29].
Our experiments include two pairs of networks which are popular settings for
ImageNet-1K. The first experiment is distillation from ResNet-34 to ResNet-18
and the second one is distillation from ResNet-50 to MobileNet [38]. Note that
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Table 7. Comparison with state-of-the-art on ImageNet.
Student (Params) Teacher (Params) Student KD [5] AT [6] OFD [22] RKD [25] CRD [29] Ours Teacher
ResNet18 (11.69M) ResNet34 (21.80M)
Top-1
Top-5
70.04
89.48
70.68
90.16
70.59
89.73
71.08
90.07
71.34
90.37
71.17
90.13
71.82
90.58
73.31
91.42
MobileNet (4.23M) ) ResNet50 (25.56M
Top-1
Top-5
70.13
89.49
70.68
90.30
70.72
90.03
71.25
90.34
71.32
90.62
71.40
90.42
72.49
90.92
76.16
92.86
Table 8. Real-to-binary distillation results on CIFAR-100: a real-valued ResNet-34
teacher is used to distill a binary student ResNet-34. Real-to-binary distillation results
on ImageNet-1K: a real-valued ResNet-18 is used to distill a binary student. OFD result
might be suboptimal.
Dataset Method Binary KD [5] AT [6] OFD [22] RKD [25] CRD [29] Ours Real
CIFAR-100 ResNet34 65.34 68.64 68.54 66.84 68.47 67.76 70.15 75.08
ImageNet-1K ResNet18 56.70 57.39 58.45 55.74 58.84 58.25 59.87 70.20
following [29] on ImageNet, for KD, we set the weight for KL loss as 0.9, the
weight for cross-entropy loss as 0.5 which helps to obtain better accuracy.
Results: The comparisons are presented in Table 7. Again, we observe that our
method achieves significant improvement over all methods. Moreover, there is
no method which is consistently second: for ResNet-34 to ResNet-18 experiment,
RKD is the second best while for ResNet-50 to MobileNet, CRD is the second
best. Notably, for the latter experiment, CRD method reduces the gap between
the teacher and the student by 1.27%, while our method narrows it by 2.36%.
Overall, our results on ImageNet validate the scalability of our method.
5.4 Binarization Experiments
Implementation details: Training highly accurate binary neural networks is a
very challenging task [3,42], and to this end, knowledge distillation appears to be
a promising direction. In this section, we present results by applying distillation
for the task of training binary student networks guided by real-valued teacher
networks. The network architecture is kept the same for both the student and
the teacher in this case, specifically we used a ResNet using the modifications
described in [42] for both the binary student and the real-valued teacher. For
training, we used Adam as the optimizer with initial learning 0.001 which is
reduced by a factor 10 at epochs 150, 250, and 320, training in total for 350
epochs on CIFAR-100 and with initial learning 0.002 which is reduced by a factor
at epochs 30, 60, and 90, training in total for 100 epochs on ImageNet-1K.
Note that, it was not clear to us where to place the distillation position for
OFD, so although we included our result for this method we emphasize that this
result might be suboptimal.
Results: Table 8 presents our results. Again, we observe that our method out-
performs all methods considerably, showing that it can effectively transfer knowl-
edge between different domains.
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6 Conclusion
We presented a method for knowledge distillation based on transferring feature
statistics from the teacher to the student. To this end, and going beyond using
an L2 loss, the learned statistics, namely the channel-wise mean and variance,
are transferred back to the teacher via adaptive instance normalization and eval-
uated via a loss which enforces that they are reliably transferred. We show that
our method, enabled by our newly proposed loss, consistently outperforms other
state-of-the-art distillation methods for a wide range of experimental settings
including multiple network architectures (ResNet, Wide ResNet, MobileNet)
with different teacher-student capacities, datasets (CIFAR10/100, ImageNet),
and domains (real-valued and binary networks).
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