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Em geral, os problemas de engenharia são descritos por equações diferenciais que não 
possuem solução analítica para geometrias e condições de contorno complexas. Logo, os 
métodos numéricos são de grande importância, permitindo a obtenção de soluções 
aproximadas com alta acurácia. Entretanto, os métodos numéricos mais conceituados 
atualmente realizam a discretização do modelo por meio de uma malha. O processo de criação 
da malha demanda um alto custo computacional. Além disso, a necessidade da malha pode 
levar a outros problemas, como a obtenção de elementos distorcidos durante o processo e a 
dependência de um complicado processo de remalhamento em problemas não-lineares. Nesse 
contexto, os métodos sem malha tornam-se atrativos, pois não necessitam de conectividade 
entre os nós para aproximar as variáveis. 
Este trabalho apresenta a formulação de um novo Método de Contorno Sem Malha (MCSM), 
com aplicações em problemas bidimensionais de potencial regidos pela equação de Laplace. 
Este método elimina a necessidade de uma malha para a aproximação das variáveis, ao 
utilizar as funções de forma do Método dos Mínimos Quadrados Móveis. Além disso, limita a 
necessidade de discretização ao contorno do corpo, ao utilizar as equações integrais de 
contorno em sua formulação. 
Visando superar as limitações comuns dos métodos sem malha (dependência de parâmetros 
de discretização e de distribuições nodais arbitrários), este trabalho associa a formulação do 
MCSM a um processo de otimização multiobjetivo. Esta otimização, realizada por meio de 
Algoritmos Genéticos, gera discretizações ótimas no sentido de Pareto de forma automática. 
Dessa forma, não há necessidade de intervenção humana no processo de discretização. O 
processo de otimização usa funções objetivos eficientes, que garantem o bom funcionamento 
do modelo sem necessidade do conhecimento da solução analítica do problema. 
Ao final do trabalho, o MCSM foi aplicado a três problemas benchmark de potencial 
bidimensional regidos pela equação de Laplace para que a acurácia e eficiência da estratégia 
de modelagem fosse avaliada. Os resultados obtidos apresentaram erros baixos em relação aos 
resultados analíticos esperados, mostrando que a modelagem proposta é confiável. 
Palavras-chave: Método de Contorno Sem Malha, Método Sem Malha, Método de Contorno, 





In general, engineering problems are governed by differential equations that do not have 
analytical solutions for complex geometries and boundary conditions. Therefore, numerical 
methods are highly important, since they lead to accurate approximate solutions. However, 
the most well regarded numerical methods currently rely on a mesh for the discretization step. 
The process of creating the mesh has a high computational cost. In addition, the need of a 
mesh can lead to other problems, such as obtaining distorted elements during the process and 
depending on a complicated remeshing process when dealing with non-linear problems. In 
this context, Mesh-free (or Meshless) methods are very interesting, since they do not require 
connectivity between nodes to approximate variables. 
The present work presents the formulation of a new Boundary Mesh-Free Method (BMFM), 
with applications to two-dimensional potential problems governed by the Laplace equation. 
This method eliminates the need of a mesh to approximate the variables by using the shape 
forms of the Moving Least Squares method. It also limits the need of discretization of the 
body by using the boundary integral equations in its formulation. 
Aiming to overcome the usual limitations of Meshless methods (the dependency on arbitrary 
discretization parameters and nodal distributions), this work associates the BMFM 
formulation to a multi-objective optimization process. The optimization, carried out by 
Genetic Algorithms, automatically generates Pareto-optimal discretizations. Thus, there is no 
need for human intervention on the discretization process. The optimization process uses 
efficient objective functions, which reassure that the model functions well without the 
analytical solution being necessary.  
At the end of the work, BMFM was applied to three two-dimensional potential benchmark 
problems, governed by the Laplace equation, so that its efficiency and accuracy could be 
evaluated. The results obtained were in perfect agreement with the analytical solutions, which 
shows that this modelling strategy is reliable. 
Keywords: Boundary Mesh-Free Method, Mesh-free Method, Boundary Method, Modeling 
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tamanho do suporte compacto; é uma das variáveis de decisão do processo de otimização 
𝛼𝑞 – parâmetro de discretização arbitrário de métodos sem malha locais de domínio, 





Γ – contorno do problema 
Ω – domínio do problema 
𝑤𝑖 – função peso do MMQM associada ao nó i 
𝜙𝑖 – função de forma do MMQM associada ao nó i 
u – variável de potencial 
?̅? – valor prescrito de potencial no contorno Γ1 
q – variável de fluxo normal ao contorno 
qx – fluxo horizontal 
qy – fluxo vertical 
?̅? – valor prescrito de fluxo no contorno Γ2 
û – parâmetro nodal 
x – vetor de coordenadas bidimensional x=[x,y] 
m – ordem da base polinomial do MMQM (base linear m=2, base quadrática m=3 e base 
cúbica m=4) 
N – número de nós total da discretização 
N – vetor (N1,N2,...Nn) que contém o número de nós de cada segmento; é um dos conjuntos de 
variáveis de decisão do processo de otimização 
Γj – segmento de integração 
cn – parâmetro de irregularidade nodal, cujo valor varia entre 0,0 e 1,0 
𝐜𝐧 – vetor (cn1,cn2,...cnp) que contém a irregularidade cn de cada nó; é um dos conjuntos de 
variáveis de decisão do processo de otimização 




CPD – função objetivo da diferença de potencial nos cantos 
CN – função objetivo do número de condicionamento da matriz de coeficientes do sistema de 
equações final do MCSM 
ϵu – erro do potencial 





No âmbito da engenharia, a complexidade dos sistemas físicos envolvidos leva à necessidade 
de concepção de um sistema equivalente, descrito por um modelo matemático. Este modelo, 
por sua vez, costuma ser expresso por meio de equações diferenciais baseadas na Teoria dos 
Meios Contínuos e suas condições de contorno. Entretanto, em geral, a solução analítica desse 
modelo matemático só pode ser obtida para casos descritos por equações diferenciais simples 
e em que a geometria do corpo é trivial. Dessa forma, a utilização da solução analítica para a 
resolução de problemas da engenharia é limitada. 
Nesse contexto, os métodos numéricos são de extrema importância para a obtenção de 
soluções aproximadas. A discretização do domínio, associada à aplicação do método dos 
resíduos ponderados, gera um modelo discreto no qual os infinitos graus de liberdade do 
modelo matemático são substituídos por um número finito de graus de liberdade, e a equação 
diferencial é substituída por um sistema de equações algébricas (Portela e Charafi, 2002). 
Um dos métodos de modelagem numérica mais utilizados por engenheiros é o Método dos 
Elementos Finitos (MEF), que vem sendo aplicado com sucesso para a obtenção de soluções 
aproximadas por meio da discretização de domínios desde 1940 (Zienkiewicz e Taylor, 2000). 
Todavia, apesar de ser um método consagrado e largamente utilizado em softwares 
comerciais, o MEF possui limitações, podendo-se citar: dificuldade na modelagem de 
problemas em meios infinitos ou semi-infinitos; a possibilidade da ocorrência de distorção 
exagerada de elementos, o que impossibilita a integração da matriz de rigidez; e a perda de 
acurácia na recuperação das variáveis secundárias, pois as funções de forma utilizadas 
geralmente possuem continuidade C0 na interface dos elementos. Além disso, destaca-se o 
alto custo operacional envolvido na criação da malha, que pode custar mais recursos do que a 
própria construção e solução do sistema linear a ser resolvido (Andújar et al., 2011). A 
necessidade de conectividade entre os nós também dificulta o processo de remalhamento, 
muitas vezes necessário na resolução de problemas não-lineares. As limitações do MEF se 
repetem em outros métodos, como o Método das Diferenças Finitas (MDF) e o Método dos 
Volumes Finitos (MVF), o que inicialmente incentivou a busca por técnicas e formulações 
que possibilitassem a redução do uso de malha (Oliveira Jr, 2015).  
Dentre esses métodos, destaca-se o Método dos Elementos de Contorno (MEC), no qual 




de malha. Outras vantagens apresentadas pelo MEC são: a modelagem simples de problemas 
envolvendo domínios infinitos; maior acurácia em problemas que apresentam concentração de 
fluxo ou de tensões; e obtenção de variáveis secundárias mais acuradas do que as obtidas 
utilizando o MEF. Entretanto, o MEC apresenta suas limitações: gera matrizes não simétricas 
e não esparsas envolvidas no sistema de equações; e requer um conhecimento prévio de uma 
solução fundamental da equação diferencial governante do problema (Gaul et al., 2003). Além 
disso, se os nós não forem bem posicionados, os elementos podem se tornar distorcidos; e, 
apesar de mais simples do que a de MEF, a geração da malha ainda pode demandar 
considerável custo computacional, especialmente caso se trate de um problema 
tridimensional, que utiliza elementos de superfície.  
Novamente, nota-se que parte das limitações apresentadas pelos métodos numéricos mais 
consagrados decorre da necessidade de haver uma conectividade entre os nós. Para ultrapassar 
essas limitações surgem então os métodos Meshless, Mesh-free ou métodos sem malha. Estes 
métodos visam realizar a discretização por meio de uma nuvem de pontos arbitrariamente 
distribuídos no corpo, sem que haja necessidade de uma malha para a aproximação das 
variáveis. Entretanto, a acurácia e eficiência desses métodos costuma ser questionada, pois 
elas são determinadas por dois parâmetros de discretização: o tamanho do domínio de 
integração α𝑞, presente em métodos sem malha locais de domínio, e o tamanho do suporte 
compacto α𝑠, presente nos métodos sem malha de domínio e de contorno. Além disso, a 
distribuição nodal dos métodos existentes ainda não é realizada de forma automática, 
demandando uma alta intervenção humana no processo de discretização. 
Logo, torna-se clara a necessidade do desenvolvimento de uma estratégia de modelagem sem 
malha que seja totalmente automática, realizada por meio da otimização não só dos 
parâmetros de discretização, mas também da própria distribuição nodal. 
A otimização multiobjetivo da discretização sem malha e dos parâmetros de discretização 
aplica o conceito de otimalidade de Pareto, no qual o resultado é um conjunto de soluções 
ótimas de Pareto, que representam um trade-off entre objetivos conflitantes. Devido à alta 
complexidade do espaço de busca de soluções, torna-se inviável utilizar métodos clássicos 
exatos de otimização, dependentes do gradiente da função. Logo, é necessário o uso de 
estratégias de otimização multiobjetivo que possam lidar com espaços de busca complexos, 
como é o caso dos algoritmos evolutivos. Por essa razão, esse trabalho utiliza Algoritmos 




Visando eliminar o uso de malha e minimizar a necessidade de discretização, o presente 
trabalho apresenta um novo Método de Contorno Sem Malha que, associado a uma 
otimização multiobjetivo, obtém de forma automática distribuições nodais e seus respectivos 
parâmetros de discretização ótimos no sentido de Pareto. A formulação proposta foi 




O objetivo principal da pesquisa é a formulação e implementação de um Método de Contorno 
Sem Malha que, associado a um processo de otimização multiobjetivo, obtenha a 
discretização sem malha de forma automática e ótima no sentido de Pareto. Assim, associam-
se as principais vantagens de métodos sem malha, de eliminar a necessidade de malha, e de 
métodos de contorno, de limitar a discretização apenas ao contorno do corpo. Além disso, 
supera-se a maior limitação dos métodos sem malha atuais: o desconhecimento do parâmetro 
de discretização e da melhor distribuição nodal. A formulação desenvolvida no trabalho visa a 
solução de problemas de potencial bidimensionais regidos pela equação de Laplace. 
1.1.2. Específicos 
 Formular e implementar em linguagem MATLAB o Método de Contorno Sem Malha 
(MCSM) a ser utilizado; 
 Definir funções objetivo eficientes a serem utilizadas no processo de otimização; 
 Formular o processo de otimização multiobjetivo; 
 Implementar no MATLAB o algoritmo genético a ser utilizado na otimização 
multiobjetivo do parâmetro de discretização (α𝑠) e da distribuição nodal do MCSM;  
 Aplicar o método em problemas bidimensionais de potencial regidos pela equação de 




1.2. Organização da dissertação 
A presente dissertação está dividida em 7 capítulos. O Capítulo 1 apresentou as considerações 
iniciais e objetivos do trabalho. O Capítulo 2 apresenta a revisão bibliográfica. O Capítulo 3 
apresenta o referencial teórico necessário para a formulação do Método de Contorno Sem 
Malha (MCSM), apresentada no Capítulo 4. O Capítulo 5 apresenta o processo de otimização 
multiobjetivo utilizado na automação da discretização do MCSM. O Capítulo 6 apresenta os 
resultados numéricos obtidos para problemas benchmark. O Capítulo 7 apresenta as 






2. REVISÃO BIBLIOGRÁFICA 
2.1. Métodos Sem Malha 
De forma geral, os métodos sem malha (Mesh-free ou Meshless) são caracterizados por uma 
discretização realizada através de uma nuvem de pontos arbitrários no contorno e/ou no 
domínio que não formam uma malha, ou seja, não há necessidade de informações sobre uma 
conectividade global entre os nós para que seja realizada a aproximação das variáveis (Liu e 
Gu, 2003). Assim, a atualização da topologia da discretização fica reduzida à remoção, adição 
ou deslocamento de nós do domínio ou das fronteiras, diminuindo a necessidade de 
intervenção humana na construção da malha (Oliveira Jr, 2015; Oliveira, 2016).  
Existe uma grande variedade de métodos Mesh-free, que podem ser classificados com base: 
no método de aproximação das variáveis aplicado (Mínimos Quadrados Móveis, Método de 
Representação da Integral, PIM, etc.); na forma de representação do domínio (integrais de 
domínio ou de contorno); ou, principalmente, no tipo de formulação utilizada (forma forte, 
fraca, mista e transposta), conforme apresentado por Liu e Gu (2005) e Oliveira (2016).  
Em geral, as formulações sem malha são baseadas no Método dos Resíduos Ponderados 
(MRP) e em princípios variacionais (Fynlayson, 1972). Assim, o conceito de forma forte, 
fraca e transposta do modelo matemático são função da forma com que o MRP é discretizado. 
Apesar do nome, alguns métodos sem malha não são verdadeiramente independentes de 
malhas para a obtenção do sistema algébrico (Liu, 2009), sendo esta característica 
consequência da formulação adotada para a resolução do problema.  
A formulação forte consiste na discretização direta da forma forte do MRP. Segundo Sladek 
et al. (2013), a formulação do Smoothed Particle Hydrodinamics (SPH), apresentado por 
Lucy (1977) e Gingold e Monaghan (1977), marca o início dos métodos sem malha atuais. 
Inicialmente concebido para o estudo de fenômenos astrofísicos, o SPH foi estendido para a 
solução de problemas da mecânica dos sólidos por Libersky et al. (1993). 
Os métodos de colocação também se baseiam na forma forte do MRP. Kansa (1990), 
Zongmin (1992), Onate et al. (1996), Zhang et al. (2001), Liu et al. (2002b), Chen (2003), Lee 
e Yoon (2004) e Jamil e Ng (2013) publicaram trabalhos utilizando os métodos de colocação 
sem malha, apresentando aplicações diversas, dentre elas: problemas de potencial, mecânica 




sua eficiência computacional e algoritmos de fácil implementação. Entretanto, eles 
apresentam também desvantagens consideráveis, destacando-se a instabilidade numérica em 
relação ao arranjo nodal, gerando sistemas algébricos mal condicionados (Liu e Gu, 2005). 
Os métodos baseados na formulação fraca do MRP podem ser classificados como globais ou 
locais. Os métodos globais utilizam um processo de integração numérica usando uma malha 
de fundo (background cells). Assim, apesar de essa malha de fundo não ser utilizada para 
construir as funções de aproximação e de seus vértices não precisarem coincidir com os nós, 
os métodos Meshless baseados na forma fraca global não são considerados verdadeiramente 
sem malha. A ideia inicial desta categoria de métodos é a formulação do Diffuse Element 
Method (DEM), apresentada por Nayroles et al. (1992), inicialmente aplicado na resolução de 
problemas de potencial e da elasticidade. Esta formulação deu base para o desenvolvimento 
de outros métodos, como o Element-Free Galerkin (EFG), apresentado por Belytschko et al. 
(1994), e o Reproducing Kernel Particle Methods (RKPM), apresentado por Liu et al. (1995), 
que demonstraram a possibilidade da aplicação dos métodos propostos em problemas de 
mecânica dos sólidos. 
Visando eliminar a necessidade da malha de fundo, surge uma nova classe de métodos Mesh-
free baseados na forma fraca local do MRP. Neles, a integração é realizada em um 
subdomínio nodal arbitrário, com funções de aproximação e funções peso contidas em 
espaços funcionais distintos. Dessa forma, esses métodos dispensam a necessidade de 
qualquer tipo de malha. Atluri e Zhu (1998) apresentaram a primeira formulação dessa classe, 
o Meshless Local Petrov-Galerkin (MLPG), atestando a convergência do método para a 
solução da equação de Poisson. Outros métodos dessa classe foram propostos por Zhu et al. 
(1998), Liu e Gu (2001) e Liu et al. (2002a). Mais recentemente, Oliveira e Portela (2016) 
apresentaram duas novas formulações deduzidas a partir da forma local do teorema do 
trabalho e com aplicações na elasticidade: o Rigid-Body Displacement Mesh-Free 
Formulation; e o Generalized-Strain Mesh-Free Formulation, este último também conhecido 
como Integrated Local Mesh-Free model (ILMF). 
Existem ainda formulações mistas, como a apresentada por Liu e Gu (2003), as quais 
associaram a formulação forte, utilizando colocação nos nós cujo domínio de influência não 
interceptava nenhuma fronteira natural, com a formulação fraca local, utilizada nos nós da 
fronteira natural. Outros métodos mistos foram propostos por Atluri et al. (2004), Atluri et al. 




Por fim, tem-se as formulações baseadas na forma transposta ou inversa do MRP. Os métodos 
que associam as equações integrais de contorno a alguma função de aproximação que não 
necessita de uma malha para realizar a aproximação das variáveis encontram-se nessa classe, 
associando assim a maior vantagem das equações integrais de contorno (necessidade de 
discretização apenas do contorno) com a maior vantagem dos métodos sem malha (não 
necessitar de conectividade entre os nós).  
Dentre as formulações baseadas na forma transposta desenvolvidas, destacam-se: o Boundary 
Node Method, aplicado a problemas de potencial (Mukherjee e Mukherjee, 1998) e de 
elasticidade (Kothnur et al., 1999); o Local Boundary Integral Equation (LBIE) Method, 
aplicado a problemas de potencial (Zhu et al., 1998); o Boundary Cloud Method, aplicado a 
problemas de potencial (Li e Aluru, 2002); o Boundary Element-Free Method, aplicado a 
problemas de potencial (Peng e Cheng, 2009), de elasticidade (Liew et al., 2006), da mecânica 
da fratura (Sun et al., 2005), de dinâmica (Cheng e Peng, 2005) e de plasticidade (Miers e 
Telles, 2008); o Improved Boundary Element-Free Method, aplicado a problemas de potencial 
(Hong-Ping et al., 2009) e de elasticidade (HongPing et al., 2010). Outras formulações foram 
apresentadas por Chati et al. (2001), Hematiyam e Karami (2008) e Yue et al. (2017). O 
método apresentado neste trabalho também pertence a esta categoria de métodos Mesh-free. 
Apesar da linha de pesquisa dos métodos sem malha ter se desenvolvido bastante nos últimos 
anos, essa categoria de métodos ainda tem sua eficiência e acurácia bastante questionada por 
conta de sua dependência de alguns parâmetros de otimização arbitrários. Dessa forma, 
visando superar essa limitação dos métodos, começam a ser realizadas propostas de 
modelagens automáticas por meio da associação dos métodos sem malha a métodos de 
otimização numérica, conforme será visto a seguir. 
2.2. Otimização Numérica 
Segundo Haupt e Haupt (2004) e Rao (2009), otimização é o processo de busca pelo melhor 
resultado, o qual minimizaria os esforços e custos ou maximizaria os benefícios desejados. 
Em outras palavras, a otimização é um processo que busca minimizar ou maximizar uma 
função a partir de ajustes nos valores de suas variáveis. Logo, vários problemas de 
engenharia, como a maximização da eficiência de um sistema ou da resistência de uma 
estrutura, ou a minimização dos custos, sejam financeiros ou computacionais, podem ser 




Os métodos de otimização podem ser classificados com base em diferentes características, 
como a existência ou não de restrições, ou a possibilidade de separação das funções (Rao, 
2009). Entretanto, destacam-se as classificações com base no número de funções objetivo 
(otimização mono ou multiobjetivo) e na natureza das variáveis de projeto (otimização 
determinística ou estocástica). A otimização é dita determinística quando a passagem de uma 
solução para outra é feita por meio de um conjunto específico e rígido de regras. Dessa forma, 
partindo de um mesmo valor inicial, obtém-se sempre a mesma solução final. Por outro lado, 
quando alguns ou todos os parâmetros de projeto são variados de forma probabilística, é dito 
que a otimização é estocástica. 
Recentemente, novos métodos de otimização, classificados como métodos modernos, vêm 
sendo desenvolvidos. Esse desenvolvimento se deu devido à complexidade dos problemas 
atuais, que torna necessária a utilização de métodos com capacidade de lidar com espaços de 
busca muito vastos e que não sejam dependentes do gradiente da função (Rao, 2009). Dentre 
esses métodos, destacam-se os chamados algoritmos evolutivos, sendo alguns deles os 
Algoritmos Genéticos (Genetic Algorithms - Holland, 1975) e o Algoritmo de Busca por 
Organismos Simbióticos (Symbiotic Organisms Search – Cheng e Prayogo, 2014). Estes 
algoritmos partem de uma população inicial e a modificam por meio de operações baseadas 
nos princípios da evolução: seleção, crossover e mutação.  
Os métodos sem malha costumam ter sua acurácia e eficiência questionada por dependerem 
de parâmetros arbitrários de discretização. Buscando superar essa limitação, alguns estudos 
associaram métodos sem malha a processos de otimização. Baradaran e Mahmoodabadi 
(2009) e Bagheri et al. (2011) utilizaram Algoritmos Genéticos para otimizar os parâmetros 
de discretização do MLPG em problemas bidimensionais de condução de calor em regime e 
em problemas tridimensionais da elasticidade. Ebrahimnejad et al. (2015) apresentaram uma 
otimização associada a técnicas de refinamento aplicada ao método sem malha dos volumes 
finitos em problemas da elasticidade, porém o método utilizado necessitava da solução 
analítica, o que o torna muito limitado.  
Mais recentemente, Oliveira et al. (2019) otimizaram os parâmetros de discretização αs e αq de 
dois métodos sem malha de domínio, o MLPG e o ILMF, visando solucionar problemas da 
mecânica da fratura. O método de otimização utilizado foi o dos Algoritmos Genéticos. 




apesar de os parâmetros terem sido otimizados para diferentes discretizações irregulares, a 
irregularidade em si não foi otimizada. 
Santana et al. (2020) também apresentaram otimização dos parâmetros α𝑠 e α𝑞 do ILMF, 
porém visando solucionar problemas da elasticidade linear. Com propósito de comparação, 
foram utilizados dois métodos de otimização estocásticos, Algoritmos Genéticos e Algoritmo 
de Busca por Organismos Simbióticos. Ambos os algoritmos se provaram eficientes e 
levaram a resultados muito próximos dos analíticos. Nas otimizações realizadas, foram 
utilizadas discretizações regulares, de forma que o posicionamento nodal não foi otimizado. 
Gómez (2019) apresentou uma proposta de modelagem do ILMF totalmente automática, 
realizada através da otimização não só dos parâmetros de discretização, como também da 
quantidade e da irregularidade dos nós. Foram utilizados Algoritmos Genéticos no processo 
de otimização, tendo sido obtidos ótimos resultados para os problemas benchmark testados. 
Logo, nota-se que ainda há a necessidade de uma proposta de modelagem sem malha 
totalmente automática que, além de otimizar os parâmetros de discretização, determine 
também o número de nós e as posições nodais. Além disso, nota-se que os trabalhos que 






3. REFERENCIAL TEÓRICO 
No presente capítulo, serão apresentados os principais conceitos e formulações necessários 
para o entendimento do Método de Contorno Sem Malha (MCSM): o Método dos Mínimos 
Quadrados Móveis e as equações integrais de contorno. 
3.1. Método dos Mínimos Quadrados Móveis 
O Método dos Mínimos Quadrados Móveis (MMQM), ou Moving Least Squares (MLS) 
method, é um método de ajuste de dados arbitrários e reconstrução de superfícies concebido 
por Lancaster e Salkauskas (1981), tendo sido primeiramente utilizado por Nayroles et al. 
(1992) para a construção de funções de forma. A aproximação pelo método é composta por: 
uma função peso de suporte compacto associado a cada nó da discretização, uma base 
polinomial completa e um conjunto de coeficientes que são função das variáveis 
independentes (Atluri e Zhu, 2000). Abaixo, será apresentada a formulação unidimensional do 
MMQM, utilizada no MCSM bidimensional.  
3.1.1. Funções de ponderação 
Considere um corpo de domínio Ω e contorno Γ, discretizado por meio de um conjunto de 𝑁 
nós sobre o contorno Γ. Associa-se a cada nó 𝑖 uma função peso 𝑤𝑖(𝒙), que define o suporte 
compacto nodal (subdomínio para o qual w𝑖(𝐱) > 0, ∀𝐱  Ω). 
Seja 𝑤𝑖(𝒙) uma função peso de suporte compacto, dada por uma spline de quarta ordem 
 
𝑤𝑖(𝒙) = {




















onde 𝑑𝑖  = ‖𝒙 − 𝒙𝑖‖ é a distância entre as coordenadas 𝒙 = [𝑥, 𝑦] e os nós 𝒙𝑖 = [𝑥𝑖 , 𝑦𝑖]. O 
parâmetro 𝑟𝑖 representa o raio do suporte compacto nodal da função peso 𝑤𝑖(𝒙). Esse 
parâmetro é definido em função da distância entre o nó i e o nó mais afastado da vizinhança 
deste (c𝑖) por meio da seguinte relação 




onde α𝑠 é um parâmetro adimensional. Normalmente, conseguem-se bons resultados 
utilizando valores de αs entre 2,0 e 3,0 para uma base linear (Liu e Gu, 2005; Atluri e Zhu, 
2000), porém para cada novo problema deve-se buscar determinar o valor ótimo de α𝑠.  
Os nós que serão utilizados na aproximação das variáveis em uma coordenada 𝒙𝑸 qualquer 
são aqueles cuja intersecção de seus suportes compactos forma o domínio de definição que 
contém o ponto 𝒙𝑸 (Figura 1). A Figura 1 ilustra a função peso 𝑤𝑖(𝒙) de suporte compacto r𝑖. 
 
Figura 1 – Exemplo de funções peso unidimensionais 𝒘(𝒙), descritas por splines de quarta ordem, com 
seus respectivos suportes compactos de tamanho 𝒓. A região em destaque é o domínio de definição que 
contém a coordenada xQ, formada pela intersecção entre os suportes compactos dos nós i-1, i e i+1. Dessa 
forma, são estes nós que entram na aproximação uh(xQ). 
3.1.2. Funções de forma 
Seja Ωx o domínio de definição, formado por 𝑛 nós, de uma região que contém uma 
coordenada qualquer 𝒙 (Figura 1). A aproximação de uh(𝐱) pelo MMQM, , ∀𝐱  Ωx, a partir 
dos nós 𝑥𝑖, 𝑖 = 1, 2, … , 𝑛, pode ser definida como 
 uh(𝐱) = 𝐩T(𝐱)𝐚(𝐱),  (3.3) 
onde   
 𝐩T(𝐱) = [𝑝1(𝐱), 𝑝2(𝐱), … , 𝑝𝑚(𝐱)]   (3.4) 
é o vetor da base polinomial de ordem m (base linear m=2, base quadrática m=3, etc.) e 𝐚(𝐱) 
é o vetor de coeficientes nodais, função das coordenadas espaciais, a ser definido a seguir. 























onde û𝑖 é o parâmetro nodal i e 𝑤𝑖(𝐱) é a função peso associada ao nó 𝑖. Os coeficientes do 
vetor 𝐚(𝐱) podem ser obtidos pela minimização de J(𝐱) em relação aos coeficientes 𝑎𝑗, 𝑗 =
1, 2, … , 𝑚. Esta minimização gera o seguinte sistema linear de equações algébricas 
 𝐀(𝐱)𝐚(𝐱) =  𝐁(𝐱)𝐮,̂ (3.6) 
onde 𝐀(𝐱), 𝐁(𝐱)e ?̂? são, respectivamente,  
 






 𝑩(𝒙) = [𝑤1(𝐱)𝐩(𝒙1), 𝑤2(𝐱)𝐩(𝒙2), ⋯ , 𝑤𝑛(𝐱)𝐩(𝒙𝑛)], (3.8) 
 ?̂?  = [û1, û2, ⋯ , û𝑛]. (3.9) 
O vetor 𝐚(𝐱) é então obtido por meio da resolução do sistema apresentado na Equação (3.6). 
Assim,  
 𝐚(𝒙)  = 𝑨−𝟏(𝒙)𝑩(𝒙)𝐮.̂ (3.10) 
Logo, a função de aproximação do MMQM pode ser reescrita como 
 





onde 𝜙𝑖(𝒙) são as funções de forma do MMQM, ilustradas na Figura 2 e definidas como 
 






Vale ressaltar que, para que se garanta uma aproximação bem definida, é necessário que n ≥ 




É também importante notar que as funções de forma do MMQM não apresentam a 
propriedade do delta de Kronecker, ou seja, 𝜙𝑖(𝒙𝒋) ≠ 𝛿𝑖𝑗. Dessa forma, os valores nodais û𝑖 
não correspondem aos valores aproximados uh(𝐱𝐢), como pode-se observar na Figura 2. 
Finalmente, vale ressaltar que os parâmetros nodais ?̂? não possuem significado físico algum, 
sendo ele apenas parâmetros que entram na aproximação. É de fato a aproximação uh(𝒙) que 
representa o valor da variável buscada. 
 
Figura 2 – Exemplo de funções de forma 𝝓(𝒙) e da aproximação 𝒖𝒉(𝒙) do MMQM unidimensional com 
base linear. Nota-se que as funções de forma do MMQM não são interpolantes nodais, ou seja, 𝒖𝒉(𝒙𝒊) ≠
?̂?𝒊. 
3. 2. Equações Integrais de Contorno 
Considere que se deseja obter uma solução para a Equação de Laplace, dada por 
 ∇2𝑢 = 0 𝑛𝑜 𝑑𝑜𝑚í𝑛𝑖𝑜 Ω  (3.13) 
com as seguintes condições no contorno Γ, 
 (𝑖) 𝑐𝑜𝑛𝑑𝑖çã𝑜 𝑒𝑠𝑠𝑒𝑛𝑐𝑖𝑎𝑙 𝑢 = ?̅? 𝑒𝑚 Γ1 (3.14) 
 
(𝑖𝑖) 𝑐𝑜𝑛𝑑𝑖çã𝑜 𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑞 =
𝜕𝑢
𝜕𝒏
= ?̅? 𝑒𝑚 Γ2,  
(3.15) 
onde 𝑢 corresponde ao potencial e 𝑞 ao fluxo normal ao contorno em um dado ponto, 𝒏 é o 
vetor unitário normal ao contorno, (∙)̅̅ ̅ são os valores prescritos e Γ1 + Γ2 = Γ. 







𝑢∗𝑑Ω = 0,  
(3.16) 
onde 𝑢∗ é uma função arbitrária. 




𝑢𝑑Ω + ∫ 𝑢
Γ




onde 𝑞∗ = 𝜕𝑢∗/𝜕𝒏. 
A Equação (3.17) é a forma transposta do MRP da equação de Laplace. 
3.2.1. Solução fundamental 
A solução fundamental 𝑢∗ satisfaz a equação de Laplace e representa um campo gerado por 
uma fonte unitária pontual agindo em um ponto 𝑖. O efeito dessa fonte é propagado de 𝑖 até o 
infinito, sem haver considerações de condições de contorno. Dessa forma, a solução pode ser 
escrita como  
 ∇2𝑢∗ + ∆𝑖= 0, (3.18) 
onde ∆𝑖 é a função delta de Dirac, que tem valor infinito no ponto 𝑥 = 𝑥𝑖 e zero em qualquer 
outro ponto. 
Substituindo a Equação (3.18) na Equação (3.17) e utilizando as propriedades da integral da 
função delta de Dirac, obtém-se 
 
𝑢𝑖 + ∫ 𝑢
Γ




onde 𝑢𝑖 = 𝑢(𝑥𝑖). 



























3.2.2. Integral de contorno 
A Equação (3.19) apresentada anteriormente é válida para qualquer ponto interno dentro do 
domínio Ω, e apresenta uma singularidade em pontos do contorno Γ. Uma vez tratada essa 
singularidade (Brebbia e Dominguez, 1992), a Equação (3.19) torna-se  
 
𝑐𝑖𝑢𝑖 + ∫ 𝑢
Γ




onde 𝑐𝑖 é uma constante e vale ½ para superfícies suaves. Para superfícies mais irregulares, a 
obtenção analítica dos valores de 𝑐𝑖 tornam-se mais complicadas, de forma que se torna 




4. MÉTODO DE CONTORNO SEM MALHA 
No presente capítulo, será apresentada a formulação proposta do Método de Contorno Sem 
Malha (MCSM), baseada nas equações integrais de contorno e no Método dos Mínimos 
Quadrados Móveis (MMQM). 
É importante ressaltar inicialmente que o Boundary Node Method (BND; por Mukherjee e 
Mukherjee, 1998; Kothnur et al., 1999) também é formulado a partir da combinação das 
integrais de contorno com as funções de forma do MMQM, servindo como base para o 
método aqui apresentado. Entretanto, apesar de utilizarem as mesmas bases teóricas, podem 
ser observadas importantes diferenças na concepção e aplicação dos métodos, como: a forma 
de discretização da geometria; o modo de reorganização do sistema linear para a aplicação das 
condições de contorno; a função peso; e, principalmente, a forma de utilização do MMQM 
para a geração das funções de forma. No BND, o MMQM é aplicado no contorno como um 
todo, ao passo que no MCSM ele é aplicado independentemente em cada segmento de 
integração, conforme será visto a seguir. Esta diferença permite que o MCSM represente 
descontinuidades nos campos de potencial e de fluxos de forma mais fiel. 
A Equação (3.22) apresentada anteriormente foi obtida de forma analítica, sem pressupor 
nenhum tipo de aproximação. Desta forma, ela será o ponto de partida para a formulação de 
contorno sem malha. 
Considere um corpo qualquer de contorno Γ dividido em 𝑁 segmentos lineares de integração 
Γj. Cada segmento Γj é discretizado em 𝑛 nós, onde 𝑛 = 𝑛𝑗, ou seja, o número de nós de um 
segmento não precisa ser o mesmo dos outros segmentos. O ponto de encontro entre dois 
segmentos Γj é livre de nós. A discretização proposta encontra-se ilustrada na Figura 3. 
Dentro de cada segmento Γj, os potenciais 𝑢 e os fluxos 𝑞 são aproximados através do 
MMQM a partir dos parâmetros nodais, ou seja,  
 𝑢 = 𝜱𝒋?̂?
𝒋 (4.1) 






onde ?̂?𝒋e ?̂?𝒋 são, respectivamente, os parâmetros nodais de potenciais e de fluxos dos 𝑛𝑗 nós 
do segmento de integração Γj e 𝜱𝒋 é o vetor composto pelas funções de forma do MMQM dos 
nós do segmento 𝑗, sendo a função de forma de cada nó dada pela Equação (3.12). 
 
Figura 3 - Discretização do contorno 𝜞 em 𝑵 segmentos de integração 𝜞𝒋, cada segmento contendo 𝒏𝒋 nós. 
Dessa forma, a Equação (3.22) pode ser reescrita como  
 
𝑐𝑖𝜱𝒋
𝒊?̂?𝑗 + ∫ 𝑞∗𝑢
𝛤




onde 𝑐𝑖 é uma constante determinada de forma implícita (Brebbia e Dominguez, 1992). 
Considerando então a discretização do corpo (Figura 3), a Equação (4.3) se torna  
 
𝑐𝑖𝜱𝒋












ou em forma matricial  
 (𝑪𝑖 + 𝑯𝑖 )?̂? = 𝑮𝑖?̂?, (4.5) 
onde ?̂? e ?̂? são, respectivamente, os vetores dos parâmetros nodais dos potenciais e dos 













 𝑪𝑖 = 𝑐𝑖𝜱𝒋,
𝒊  (4.7) 
 







Aplicando a Equação (4.5) para todos os i nós do contorno, o sistema global se torna  
 (𝑪 + 𝑯)?̂? = 𝑮𝑸,̂  (4.9) 
onde os vetores ?̂? e ?̂? representam os vetores dos parâmetros nodais de potencial e fluxo de 
todos os nós do contorno e as matrizes 𝑯, 𝑪 e 𝑮 são as matrizes dos coeficientes globais. 
Como os valores dos vetores ?̂? e ?̂? não correspondem aos valores nodais reais, devido ao fato 
de as funções de forma do MMQM não possuírem a propriedade do delta de Kronecker, a 
imposição das condições de contorno não pode ser feita de forma direta. Assim, a imposição é 


















onde 𝜱?̂? e 𝜱?̂? são respectivamente as matrizes das funções de forma do MMQM dos nós em 
que são prescritos ou potencial 𝑼 ou fluxo 𝑸. 
O sistema apresentado na Equação (4.10) pode então ser resolvido de forma simples, obtendo-
se assim os valores dos parâmetros nodais. A partir destes, os potenciais e fluxos de qualquer 
outro ponto do contorno podem ser obtidos a partir da aproximação do MMQM, Equação 
(3.11). Os potenciais 𝑢 em qualquer ponto interno 𝑖 podem ser obtidos da Equação (3.19), que 
pode ser reescrita como  
 
𝑢𝑖 = ∑ 𝐺𝑖𝑗𝑞𝑗
𝑁
𝑗=1








onde 𝑢𝑖 representa o valor do potencial no ponto interno 𝑖 de interesse. 














































5. OTIMIZAÇÃO COM ALGORITMOS GENÉTICOS 
A otimização do Método de Contorno Sem Malha proposto é um processo complexo e que 
envolve a minimização simultânea de funções objetivo conflitantes. Dessa forma, é necessária 
a utilização de métodos de otimização modernos, capazes de lidar com problemas de 
minimização multiobjetivos e vastos espaços de busca. 
Existe uma grande quantidade de métodos de otimização modernos, dentre os quais pode-se 
destacar: Algoritmos Genéticos, Colônia de Formigas, Algoritmos Meméticos, Enxame de 
Partículas, Busca de Vizinhança Variável, Busca por Organismos Simbióticos, dentre outros. 
Neste trabalho, o processo de otimização foi realizado por meio de Algoritmos Genéticos 
(AG). A escolha se deu inicialmente por conta dos bons resultados obtidos por Gómez (2019) 
na completa automação de métodos sem malha de domínio utilizando AG, e também devido 
ao fato de que processo geral de AG já se encontra implementado nas bibliotecas do 
MATLAB.   
Os conceitos e terminologias dos tópicos de otimização multiobjetivo e Algoritmos Genéticos 
apresentados neste capítulo encontram-se formalmente definidos em Hwang e Masud (1979), 
Sawaragi et al. (1985), Steuer (1986), Ringuest (1992), Haupt e Haupt (2004), Caramia e 
Dell’Ommo (2008) e Rao (2009). 
5.1. Otimização multiobjetivo 
O processo de otimização multiobjetivo envolve 𝑘 funções objetivo 𝑓, 𝑛 variáveis de decisão 
𝛼𝑠 e 𝑚 restrições 𝑒. Matematicamente, o processo pode ser formulado como  
 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝒚 = 𝒇(𝜶𝒔) = (𝑓1(𝜶𝒔), 𝑓2(𝜶𝒔), … , 𝑓𝑘(𝜶𝒔)) 
𝑠𝑢𝑗𝑒𝑖𝑡𝑜 𝑎 𝒆(𝜶𝒔) = (𝑒1(𝜶𝒔), 𝑒2(𝜶𝒔), … , 𝑒𝑚(𝜶𝒔)) ≤ 𝟎 
𝑜𝑛𝑑𝑒 𝜶𝒔 = (𝜶𝒔1, 𝜶𝒔2, … , 𝜶𝒔𝑛) 𝛼 
𝑒 𝒚 = (𝑦1, 𝑦2, … , 𝑦𝑘) 𝑌, 
 
(5.1) 
no qual 𝜶𝒔 é o vetor de variáveis de decisão, 𝒚 é o vetor de funções objetivo, 𝛼 é o espaço das 




5.1.1. Soluções viáveis 
As soluções viáveis (ou feasible solutions) 𝜶𝒇 são aquelas soluções dentro do espaço das 
variáveis de decisão 𝛼 que respeitam as restrições, ou seja 
 𝜶𝒇 𝛼 | 𝒆(𝜶𝒇)  ≤ 𝟎.    (5.2) 
O vetor imagem 𝒇(𝜶𝒇) define a região viável do espaço objetivo 𝑌, ilustrada na Figura 4. 
5.1.2. Dominância de Pareto 
Em geral, nos problemas de otimização multiobjetivo, não existe um vetor 𝜶𝒇 que minimize 
todos as 𝑘 funções objetivo simultaneamente. Dessa forma, torna-se necessário utilizar um 
novo conceito de valor ótimo para esses problemas. Neste trabalho, será utilizado o conceito 
de otimalidade de Pareto. Para entender este conceito, entretanto, é necessário inicialmente 
entender o conceito de dominância de Pareto. 
Dado dois vetores de variáveis de decisão 𝒂 e 𝒃,  
 𝒂 ≺ 𝒃 (𝒂 𝑑𝑜𝑚𝑖𝑛𝑎 𝒃)                         𝑠𝑒 𝒇(𝒂) < 𝒇(𝒃) 
𝒂 ≼ 𝒃 (𝒂 𝑑𝑜𝑚𝑖𝑛𝑎 𝑙𝑒𝑣𝑒𝑚𝑒𝑛𝑡𝑒 𝒃)   𝑠𝑒 𝒇(𝒂) ≤ 𝒇(𝒃) 
                  𝒂~𝒃 (𝒂 é 𝑖𝑛𝑑𝑖𝑓𝑒𝑟𝑒𝑛𝑡𝑒 𝑎 𝒃)   𝑠𝑒 𝒇(𝒂) ≰ 𝒇(𝒃) & 𝒇(𝒃) ≰ 𝒇(𝑎) 
 
 
  (5.3) 
5.1.3. Otimalidade de Pareto 
Um vetor de variáveis de decisão 𝜶𝒑  𝜶𝒇 é denominado de não-dominado  
𝑠𝑒 ∄  𝜶𝒔   𝜶𝒇 ∶ 𝜶𝒔 ≺ 𝜶𝒑     (5.4) 
Se o vetor 𝜶𝒑 é não-dominado, ele é classificado como uma solução ótima de Pareto. As 
imagens 𝒇(𝜶𝒑) do conjunto de vetores ótimos de Pareto dentro do espaço de soluções viáveis 
 𝜶𝒇 formam a frente de Pareto. Nesta frente, todos os pontos são indiferentes uns aos outros e 
não é possível identificar uma única solução ótima. Na verdade, observa-se um trade-off entre 





Figura 4 - Exemplo de região viável e sua correspondente frente de Pareto em uma otimização com dois 
objetivos, f1 e f2. A região viável é formada por pontos que respeitam as restrições impostas. Soluções fora 
da região viável são denominadas não-viáveis e não podem ser consideradas. A frente de Pareto é formada 
por soluções viáveis não-dominadas, que são indiferentes entre si. 
 
5.2. Algoritmos Genéticos 
Algoritmos Genéticos (AG) são métodos de otimização multiobjetivo estocásticos, 
originalmente propostos por Holland (1975), inspirados nos processos de evolução natural. Os 
AG partem de um grupo aleatório de soluções candidatas (população) no espaço de soluções 
específico do problema. Cada vetor de variáveis de decisão (indivíduo) é avaliado e recebe 
um valor de aptidão. A partir deste valor, alguns indivíduos são modificados por meio de 
operações genéticas: o crossover e a mutação. O crossover gera novos indivíduos a partir da 
combinação de partes (ou genes) de dois outros indivíduos. A mutação, por sua vez, gera 
novos indivíduos a partir de mudanças aleatórias realizadas em um indivíduo. A nova 
população, composta por indivíduos de alta aptidão da geração anterior e por indivíduos 
gerados a partir do crossover e da mutação, é formada e avaliada. O processo é repetido de 
geração em geração até que o critério de parada seja atingido.  
O processo de otimização utilizando AG é robusto e pode ser aplicado a um vasto número de 
problemas, como visto em Kelner e Leonard (2004), McCall (2005) e Ebrahimnejad et al. 




5.2.1. Variáveis de decisão 
Nos métodos sem malha, o tamanho do suporte compacto é diretamente ligado à qualidade da 
solução numérica obtida. Isto porque, conforme visto anteriormente, o domínio de definição 
de um ponto qualquer 𝑥𝑄 é definido por todos os nós cujo suporte compacto contém 𝑥𝑄. A 
Equação (3.2) mostra que o tamanho do suporte compacto depende de um parâmetro 
arbitrário 𝛼𝑠. Este valor varia para cada problema e é dependente da discretização proposta e 
da ordem da base polinomial utilizada no MMQM. Essa arbitrariedade do parâmetro torna os 
métodos sem malha pouco atrativos quando comparados a outros métodos numéricos. 
Visando garantir uma maior acurácia da solução e superar esse inconveniente dos métodos 
sem malha, o parâmetro 𝛼𝑠 é uma das variáveis de decisão da otimização multiobjetivo 
proposta, de forma que seu valor ótimo é encontrado de forma automática. 
Buscando a completa automação do método, o vetor de quantidade de nós de cada segmento 
𝑵 = (𝑁1, 𝑁2, … , 𝑁𝑛) também é incluído como variável de decisão do processo de otimização. 
Por fim, a irregularidade dos nós 𝒄𝒏 = (𝑐𝑛1, 𝑐𝑛2, … , 𝑐𝑛𝑁) forma o último conjunto de 
variáveis de decisão. A irregularidade nodal é gerada por meio da mudança da localização 
nodal da distribuição regular, mantendo cada nó dentro de uma região local artificial, definida 
pela distância regular entre nós vizinhos. A irregularidade é controlada por meio do parâmetro 
𝑐𝑛, limitado por valores mínimos e máximos simétricos, e cujo módulo é especificado no 
intervalo [0,1[. 
Dessa forma, o parâmetro de discretização 𝛼𝑠, o vetor do número de nós de cada segmento 𝑵 
e o vetor de irregularidade dos nós 𝒄𝒏 definem as variáveis de decisão da otimização 
multiobjetivo do Método de Contorno Sem Malha. 
5.2.2. Funções objetivo 
A performance da otimização multiobjetivo é fortemente dependente do uso de funções 
objetivo apropriadas, cujas minimizações reflitam uma melhora do modelo associado. As 
funções objetivas utilizadas neste trabalho visam garantir a continuidade do potencial e o 
equilíbrio do fluxo ao longo do contorno do corpo, bem como assegurar um sistema de 




A primeira função objetivo é a do equilíbrio dos fluxos (ou, em inglês, flux equilibrium – 
FE). Como o problema de potencial descrito pela equação de Laplace não inclui nem fontes e 
nem sumidouros, sua solução deveria satisfazer o equilíbrio dos fluxos ao longo do contorno 
do problema, ou seja 
∫ 𝑞(𝒙)𝑑Γ(𝒙) = 0.
Γ
 
    (5.5) 
Em geral, soluções numéricas obtidas pelo Método de Contorno sem Malha não satisfazem 
esse equilíbrio. Essa característica também é apresentada pelo método clássico dos elementos 
de contorno (Brebbia et al., 1984).  
Ao invés de considerar essa característica como um problema do método, o presente trabalho 
o utiliza como uma forma de controlar o processo de otimização. Assim, a função objetivo FE 
é definida como  
𝐹𝐸 = |∫ 𝑞(𝒙)𝑑Γ(𝒙)
Γ





    (5.6) 
O processo de otimização visa minimizar FE, garantindo assim uma solução numérica que 
satisfaça o equilíbrio dos fluxos ao longo do contorno do problema de contorno sem malha. 
A segunda função objetivo utilizada é a diferença de potencial nos cantos (ou, em inglês, 
corner difference of potentials – CPD). Conforme apresentado na Figura 3, o modelo de 
contorno sem malha proposto nesse trabalho não possui nós nos encontros de dois segmentos 
de integração Γ𝑗, denominados cantos. Além disso, o MMQM é aplicado independentemente 
em cada segmento Γ𝑗. Em geral, essa estratégia de modelagem não leva a um único de valor 
de potencial nos cantos, já que a aproximação em cada segmento leva a um valor diferente. 
Entretanto, no que diz respeito ao significado físico do problema, é sabido que o valor do 
potencial em um ponto deve ser único. Para garantir a acurácia do modelo de contorno sem 
malha, a diferença entre esses valores deve ser a menor possível. Logo, a soma da diferença 
absoluta entre os valores de potencial nos cantos (CPD) pode ser utilizada como uma função 
objetivo, cuja minimização reflete uma melhora do modelo numérico. 
Finalmente, quando se tratam de métodos numéricos, é de extrema importância que se 




sistema não leva a grandes amplificações do erro quando ocorrem pequenas modificações nas 
condições de contorno. O condicionamento da matriz pode ser avaliado por meio de seu 
número de condicionamento (ou, em inglês, condition number - CN), sendo este a última 
função objetivo utilizada neste trabalho. 
A resolução de um sistema de equações linear 𝐾𝑢 = 𝑓, no qual 𝐾 é a matriz de coeficientes, 
envolve aproximar os valores contidos em 𝐾 em números decimais, o que leva a um erro Δ𝐾. 
Levando em consideração esse erro e a variação correspondente de 𝑢, Δ𝑢, o sistema passa a 
ser escrito na forma 
(𝐾 + Δ𝐾)(𝑢 + Δ𝑢) = 𝑓.     (5.7) 
Rearranjando a Equação (5.7), considerando as normas das matrizes e desconsiderando os 







    (5.7) 
onde 𝑘(𝐾) = ‖Δ𝐾‖‖𝐾−1‖ é o número de condicionamento de K. A Equação (5.7) mostra que 
o erro relativo em u é limitado pelo erro relativo em K, multiplicado por seu respectivo 
número de condicionamento, de forma que 𝑘(𝐾) funciona como um amplificador do erro. 
Assim, o condition number (CN) pode ser utilizado como uma função objetivo, cuja 
minimização reforça um bom condicionamento do sistema de equações gerado pelo MCSM. 
É importante observar que nenhuma das funções objetivos propostas necessitam da solução 
analítica para que sejam computadas, o que torna o processo proposto robusto e de vasta 
aplicabilidade. 
5.2.3. Restrições  
As restrições têm como objetivo garantir que o processo de otimização gere soluções viáveis 
para o problema em questão. No caso específico da otimização multiobjetivo do Método de 
Contorno Sem Malha proposto, foram utilizadas duas restrições.  
A primeira diz respeito à limitação do espaço de busca. Estas restrições são feitas por meio da 




A segunda, por sua vez, é uma restrição não-linear, que visa garantir um espaçamento mínimo 
entre nós. Isto é necessário porque, quando os nós são colocados muito próximos uns aos 
outros, são obtidas equações do MMQM extremamente similares, o que resulta em uma 
matriz singular no sistema final de equações. A desigualdade que representa essa restrição 
pode ser escrita como  
𝑚í𝑛𝑖𝑚𝑎 𝑑𝑖𝑠𝑡â𝑛𝑐𝑖𝑎 𝑝𝑒𝑟𝑚𝑖𝑡𝑖𝑑𝑎 − ‖𝒙𝒊 − 𝒙𝒋‖ ≤ 0,     (5.8) 
onde ‖𝒙𝒊 − 𝒙𝒋‖ representa a distância entre dois nós quaisquer 𝑖 e 𝑗 pertencentes ao mesmo 
segmento de integração. A distância mínima permitida deve ser calibrada conforme o 
problema a ser resolvido. 
5.2.4. Formulação matemática e implementação 
A otimização formulada tem como objetivo obter discretizações do MCSM ótimas no sentido 
de Pareto de forma automática por meio de Algoritmos Genéticos. O processo é realizado por 
meio da minimização de três funções objetivos eficientes e que não dependem da solução 
analítica, tornando o processo robusto e com vasta aplicabilidade. A Figura 5 apresenta um 
fluxograma do processo de otimização utilizado. Os detalhes da implementação realizada no 
MATLAB 2015a podem ser encontrados no Apêndice A. 
A formulação matemática da otimização multiobjetivo do Método de Contorno Sem Malha 
leva em consideração três conjuntos de variáveis de decisão, três funções objetivo e quatro 
conjuntos de restrições. De forma matemática, a otimização pode ser escrita como 
 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝒚 = (𝐹𝐸(𝛼𝒔, 𝑵, 𝒄𝒏), 𝐶𝑁(𝛼𝒔, 𝑵, 𝒄𝒏), 𝐶𝑃𝐷(𝛼𝒔, 𝑵, 𝒄𝒏)) 
𝑠𝑢𝑗𝑒𝑖𝑡𝑜 𝑎 𝑒(𝛼𝑠) = 𝛼𝑠
𝑚𝑖𝑛 ≤ 𝛼𝑠 ≤ 𝛼𝑠
𝑚𝑎𝑥 , 
                                           𝒆(𝑵) = 𝑵𝑚𝑖𝑛 ≤ 𝑵 ≤ 𝑵𝑚𝑎𝑥 , 
                                           𝒆(𝒄𝒏) = 𝒄𝒏
𝑚𝑖𝑛 ≤ 𝒄𝒏 ≤ 𝒄𝒏
𝑚𝑎𝑥 , 
                                           𝒆(𝒙) = 𝑑𝑚𝑖𝑛  − ‖𝒙𝒊 − 𝒙𝒋‖ ≤ 0, 







                                                   𝑵 = (𝑁1, 𝑁2, … , 𝑁𝑛) 𝑵′, 
                                                   𝒄𝒏 = (𝑐𝑛1, 𝑐𝑛2, … , 𝑐𝑛𝑝) 𝒄𝒏′, 
                  𝑒 𝒚 = (𝑦1, 𝑦2, 𝑦3) 𝒀′, 
Onde FE, CN e CPD representam as funções objetivo; 𝛼𝑠, 𝑵 e 𝒄𝒏 representam as variáveis de 
decisão, 𝛼𝑠′, 𝑵′ e 𝒄𝒏′ representam os espaços de busca ou de decisão; 𝑒(𝛼𝑠), 𝒆(𝑵), 𝒆(𝒄𝒏) e 
𝒆(𝒙) representam os conjuntos de restrições; 𝒚 é o vetor das funções objetivo e 𝒀′ é o espaço 
objetivo. Por fim, (. )𝑚𝑖𝑛 e (. )𝑚𝑎𝑥 representam, respectivamente, os valores mínimos e 







Figura 5 - Fluxograma da otimização multiobjetivo do Método de Contorno Sem Malha utilizando 
Algoritmos Genéticos (AG); FE representa o equilíbrio dos fluxos; CN, o número de condicionamento da 
matriz de coeficientes do sistema de equações final; CPD, a diferença de potenciais nos cantos; 𝜶𝒔 é o 
parâmetro de discretização do MMQM; 𝑵 é o vetor do número de nós em cada segmento; e 𝒄𝒏 é o vetor 






6. RESULTADOS NUMÉRICOS 
Neste capítulo, são apresentados os resultados numéricos obtidos por meio da otimização 
multiobjetivo do Método de Contorno Sem Malha para três problemas benchmark, visando 
ilustrar a acurácia e eficiência do processo. Os resultados obtidos foram sempre comparados 
aos resultados analíticos. 
Os erros relativos do potencial e fluxo foram estimados, respectivamente, por 
𝑢 =
∫ |𝑢𝑎𝑛𝑎𝑙í𝑡𝑖𝑐𝑜 − 𝑢𝑛𝑢𝑚é𝑟𝑖𝑐𝑜|𝑑ΓΓ
∫ |𝑢𝑎𝑛𝑎𝑙í𝑡𝑖𝑐𝑜|Γ 𝑑Γ
 
    (6.1) 
e 
𝑞 =
∫ |𝑞𝑎𝑛𝑎𝑙í𝑡𝑖𝑐𝑜 − 𝑞𝑛𝑢𝑚é𝑟𝑖𝑐𝑜|𝑑ΓΓ
∫ |𝑞𝑎𝑛𝑎𝑙í𝑡𝑖𝑐𝑜|Γ 𝑑Γ
 
    (6.2) 
É importante notar que o cálculo do erro é realizado por meio de integrais ao longo de todo o 
contorno, de forma que esse valor considera não só erros nodais, mas também os erros das 
aproximações realizadas dentro dos segmentos. 
Como Algoritmos Genéticos são métodos de otimização estocásticos (probabilísticos), eles 
são altamente sensíveis à população inicial, de forma que cada run leva a resultados distintos. 
Dessa forma, recomenda-se que sejam feitos alguns runs independentes do mesmo modelo, 
para que seja obtida uma boa diversidade de soluções viáveis e uma frente de Pareto de 
melhor qualidade. Neste trabalho em específico, para cada espaço objetivo analisado foram 
utilizados 10 runs para as otimizações mono-objetivo e 5 runs para otimizações multiobjetivo. 
A diferença do número de runs se deu porque foi possível observar um padrão de 
convergência claro nos casos multiobjetivo com um número inferior de runs. 
Quanto ao tamanho da população, foi utilizada uma população de tamanho entre 2𝑛𝑣 e 4𝑛𝑣 
(Rao, 2009), onde 𝑛𝑣 é o número de variáveis de decisão, sendo sempre respeitada a 
população mínima de 200 indivíduos recomendada pelo MATLAB. Quanto ao número de 
gerações, foram utilizadas 25 gerações, pois para valores superiores foi identificada uma 
tendência do processo de otimização de se limitar a um mínimo local, o que não é ideal 




6.1. Placa Retangular Submetida à Potencial Senoidal 
O primeiro benchmark analisado é uma placa retangular de dimensões 5 x 10, sujeita a um 
potencial senoidal na sua parte superior, conforme ilustrado na Figura 6.  








Figura 6 - Placa retangular submetida à potencial senoidal. 
6.1.1. Influência das variáveis de decisão no erro 
Antes de realizar a otimização multiobjetivo do Método de Contorno Sem Malha, é necessário 
primeiramente verificar se o método proposto é de fato acurado. Com esse objetivo, o 
benchmark em questão foi inicialmente resolvido utilizando diferentes discretizações 
regulares. Foi considerada uma base polinomial quadrática (m=3). Os resultados obtidos 
encontram-se na Tabela 1 para o erro do potencial e na Tabela 2 para o erro do fluxo. Nas 
tabelas, o menor erro obtido para cada valor de N encontra-se destacado. 
Tabela 1 - Erro do potencial obtido por meio do MCSM para diferentes discretizações regulares. 
N 
u 
αs=3,5 αs=4,0 αs =5,0 αs =6,0 αs =10,0 αs =25,0 
12 4,34E-02 4,34E-02 4,34E-02 4,34E-02 4,34E-02 4,34E-02 
20 4,10E-03 4,59E-03 6,15E-03 2,98E-03 4,63E-03 4,73E-03 
40 4,48E-04 7,91E-04 9,26E-04 8,19E-04 8,78E-04 7,93E-04 




Tabela 2 - Erro do fluxo obtido por meio do MCSM para diferentes discretizações regulares. 
N 
q 
αs=3,5 αs=4,0 αs =5,0 αs =6,0 αs =10,0 αs =25,0 
12 6,75E-02 6,75E-02 6,75E-02 6,75E-02 6,75E-02 6,75E-02 
20 7,30E-03 7,35E-03 1,03E-02 4,37E-03 8,01E-03 8,35E-03 
40 6,51E-04 1,88E-03 2,17E-03 2,08E-03 1,85E-03 1,70E-03 
72 1,67E-04 2,53E-04 7,81E-04 8,14E-04 6,69E-04 1,32E-04 
Nota-se que os resultados obtidos apresentaram erros baixos de forma consistente, mostrando 
a acurácia do método proposto. Observa-se também que, dado um valor fixo de 𝛼𝑠, o aumento 
do número de nós leva à diminuição dos erros. É também possível observar que o valor ótimo 
de 𝛼𝑠 é diferente para cada distribuição nodal, o que demonstra a arbitrariedade desse 
parâmetro. Por fim, constata-se que para um dado valor de N, o valor ótimo de 𝛼𝑠 em relação 
ao erro do potencial pode ser diferente do valor ótimo em relação ao erro do fluxo. Este fato 
mostra que é importante que o processo de otimização a ser implementado leve em 
consideração funções objetivo que considerem tanto o potencial quanto o fluxo. 
Foi também realizado um teste comparativo para se analisar a importância da irregularidade 
nodal. O MCSM foi aplicado a uma discretização regular composta por 40 nós e uma 
discretização irregular composta por 28 nós, conforme ilustrado na Figura 7. Para ambas as 
discretizações, foi utilizado 𝛼𝑠=25. Os erros resultantes de cada uma das discretizações 
encontram-se apresentados na Tabela 3. A partir desses resultados, é possível notar que os 
erros podem ser menores para discretizações mais leves, desde que seja realizada uma 
melhora da distribuição nodal. 
                      
            (a)                                                                (b) 
Figura 7 – Discretizações usadas na análise da influência da irregularidade nodal (a) regular com N=40 e 




Tabela 3 - Comparativo entre distribuição irregular com 28 nós e distribuição regular com 40 nós. 
N u q 
28 4,96E-04 9,37E-04 
40 7,93E-04 1,70E-03 
Por meio desses testes iniciais, mostra-se a acurácia do método proposto. Além disso, fica 
demonstrado o impacto que cada uma das variáveis de decisão (parâmetro de discretização 
𝛼𝑠, número de nós 𝑵 e irregularidade nodal 𝒄𝒏) pode ter na melhoria dos resultados. Isto é 
importante para o entendimento dos resultados do processo de otimização que serão 
mostrados a seguir para outros problemas benchmark. 
6.2. Fluxo ao redor de um cilindro circular 
O segundo benchmark considera o fluxo de um fluido ideal em um canal retangular em torno 
de um cilindro circular, conforme representado de forma esquemática na Figura 8, onde |?̅?| =
|𝑞| = 1. Devido à simetria, apenas um quarto do problema é analisado, estando as condições 
de contorno apresentadas na Figura 9. A solução exata do benchmark é dada por 
 




             (6.4) 
 
Figura 8 - Fluxo ao redor de um cilindro circular (|?̅?| = |𝒒| = 𝟏). 
 




As discretizações do benchmark foram obtidas por meio do processo de otimização utilizando 
Algoritmos Genéticos. A aproximação do MMQM considerou uma base polinomial cúbica 
(m=4). As funções objetivo são o equilíbrio de fluxos FE, o número de condicionamento CN 
e a diferença de potencial nos cantos CPD, que são função das variáveis de decisão: o número 
de nós dos segmentos 𝑵, o parâmetro de discretização do MMQM 𝛼𝑠e o irregularidade nodal 
𝒄𝒏.  
As restrições de limites mínimos e máximos, representadas por 𝑙𝑏 e 𝑢𝑏, podem ser vistas no 
Apêndice A.1. 
Já a mínima distância permitida entre nós foi definida como 10% do espaçamento que os nós 
teriam se considerada uma discretização regular com o número de nós por segmento 
distribuídos conforme 𝑵. 
6.2.1. Otimização mono-objetivo – espaço objetivo 1D 
Antes de partir para o processo multiobjetivo, é importante que seja analisado o 
comportamento da otimização mono-objetivo. Por meio desta, torna-se possível analisar o 
impacto que a minimização de cada função objetivo tem nos resultados da discretização sem 
malha obtida de forma automática. 
No processo mono-objetivo, a definição do valor ótimo é mais simples do que a da otimização 
multiobjetivo. Como é considerado apenas um objetivo por vez, a discretização ótima é 
aquela que apresentar o valor mínimo da função objetivo em análise. 
Foram realizadas dez rodadas independentes da otimização por Algoritmos Genéticos para 
cada função objetivo proposta, estando os resultados obtidos apresentados nas Tabelas de 4 a 
6 e nas Figuras de 10 a 12. A Tabela 7 apresenta os valores médios e o desvio padrão dos 
resultados de cada espaço objetivo. 
Observa-se inicialmente que o processo de otimização garantiu bons resultados em todos os 
espaços objetivos, com os maiores erros sendo da ordem de E-03, conforme os dados 
apresentados nas Tabelas de 4 a 6. Entretanto, por meio das Figuras de 10 a 12, observa-se 
que não há um padrão claro de comportamento que relacione o valor das funções objetivos 
com os erros ou com o número de nós quando comparados os valores ótimos de diferentes 




dentre a população da sua própria rodada, quando comparadas a soluções de outros runs a 
escolha da melhor solução já não se torna tão clara. 
Tabela 4 – Valores mínimos obtidos a partir de múltiplas rodadas da otimização mono-objetivo 
considerando o equilíbrio do fluxo FE como função objetivo. 
FE s N u q 
1,31E-06 22,19408 70 7,82E-04 1,76E-03 
3,69E-06 13,90186 62 1,62E-03 1,90E-03 
3,72E-06 33,33283 68 2,49E-04 1,19E-03 
4,36E-06 22,07034 79 2,23E-04 2,30E-04 
8,58E-06 27,86760 71 4,98E-04 1,06E-03 
1,77E-05 27,21411 47 8,11E-04 1,43E-03 
1,87E-05 15,20622 57 4,77E-03 4,98E-03 
2,83E-05 28,00750 62 1,28E-03 1,14E-03 
7,51E-05 4,24426 69 1,03E-03 1,82E-03 
8,26E-05 16,27687 59 5,51E-04 5,88E-04 
Tabela 5 – Valores mínimos obtidos a partir de múltiplas rodadas da otimização mono-objetivo 
considerando o erro do potencial nos cantos CPD  como função objetivo.  
CPD s N u q 
2,63E-03 24,13526 89 1,63E-04 1,60E-04 
2,73E-03 34,12499 75 2,53E-04 2,19E-04 
4,57E-03 25,10691 72 6,23E-04 3,00E-03 
4,68E-03 15,38153 41 7,15E-04 1,24E-03 
5,69E-03 25,35424 83 9,81E-05 4,70E-04 
7,26E-03 35,84502 49 7,22E-04 7,20E-04 
8,19E-03 32,98860 56 1,11E-03 1,34E-03 
1,11E-02 37,15229 66 3,51E-04 3,96E-04 
1,29E-02 14,08952 73 1,55E-04 1,63E-04 
1,78E-02 31,30333 65 2,47E-04 4,63E-04 
Tabela 6 – Valores mínimos obtidos a partir de múltiplas rodadas da otimização mono-objetivo 
considerando o número de condicionamento CN como função objetivo. 
CN s N u q 
1,14E+02 11,66660 20 7,86E-03 7,39E-03 
2,12E+02 6,35254 21 8,06E-03 8,37E-03 
2,69E+02 30,96537 20 3,02E-03 7,46E-03 
3,78E+02 8,54696 20 9,84E-03 8,45E-03 
2,83E+03 30,13512 21 4,96E-03 8,58E-03 
3,36E+03 4,15800 40 1,35E-03 6,02E-03 
3,60E+03 19,85320 21 3,89E-03 6,25E-03 
6,26E+03 4,55336 47 4,51E-03 4,24E-03 
8,23E+03 5,42493 53 4,98E-03 3,28E-03 





      
(a) Distribuição de u                                                       (b) Distribuição de q 
 
(c) Distribuição de N                                                      
Figura 10 – Erro do potencial u e do fluxo q e número de nós da discretização N em função dos valores 





      
(a) Distribuição de u                                                       (b) Distribuição de q 
 
(c) Distribuição de N                                                      
Figura 11 – Erro do potencial u e do fluxo q e número de nós da discretização N em função dos valores 






      
(a) Distribuição de u                                                       (b) Distribuição de q 
 
(c) Distribuição de N                                                      
Figura 12 – Erro do potencial u e do fluxo q e número de nós da discretização N em função dos valores 
mínimos de CN obtidos a partir de múltiplas rodadas da otimização mono-objetivo. 
Tabela 7 - Valores médios e dispersão do número de nós N, u e q obtido por meio da otimização mono-

















FE 64 9 1,18E-03 1,33E-03 1,61E-03 1,30E-03 
CPD 67 15 4,44E-04 3,33E-04 8,16E-04 8,72E-04 
CN 36 26 5,50E-03 2,57E-03 6,40E-03 1,98E-03 
Os resultados apresentados na Tabela 7 mostram também que a minimização das funções 
objetivo FE e CPD, ambas relacionadas à melhora do modelo sem malha, garantiu erros 




otimização considerando a função objetivo CN, relacionada à melhora do condicionamento do 
sistema final, resultou nos maiores erros médios e desvios, porém com discretizações mais 
leves. 
Por fim, a convergência dos resultados do processo de otimização foi estudada. Para tanto, foi 
selecionado um run de cada espaço objetivo e foi analisado o comportamento da população 
quando comparado ao ponto ótimo. Os runs selecionados foram os de valor (FE = 8,58E-06), 
(CPD = 7,26E-03) e (CN = 2,83E+03), por se tratarem de rodadas que obtiveram valores 
médios para as funções objetivos quando analisadas as dez rodadas independentes realizadas.  
As Figuras 13 e 14 apresentam o comportamento dos erros relativos u e q e do número de 
nós total N das soluções viáveis obtidas para os espaços mono-objetivo (FE) e (CPD). As 
figuras mostram claramente que há uma tendência de diminuição dos erros com a diminuição 
do valor objetivo. Nesses espaços, entretanto, não há uma relação muito clara entre as funções 
objetivos e N. Já a Figura 15 apresenta a mesma análise para o espaço mono-objetivo (CN). 
Neste espaço, a correlação da função objetivo com os erros não é tão clara. Entretanto, 
observa-se uma tendência da diminuição do número de total de nós com a diminuição do 
valor de CN. Logo, espera-se que comportamentos similares sejam observados quando se 









                           (a) Distribuição de u                                                     (b) Distribuição de q                                                      
 
(c) Distribuição de N                                                      
Figura 13 – Espaço objetivo FE e suas soluções viáveis (ou população) em função do erro do potencial u e 
do fluxo q e do número total de nós N da discretização nodal gerada. Observa-se uma boa correlação 





                           (a) Distribuição de u                                                     (b) Distribuição de q                                                      
 
(c) Distribuição de N                                                      
Figura 14 – Espaço objetivo CPD e suas soluções viáveis (ou população) em função do erro do potencial u 
e do fluxo q e do número total de nós N da discretização nodal gerada. Observa-se uma boa correlação 







                           (a) Distribuição de u                                                     (b) Distribuição de q                                                      
 
(c) Distribuição de N                                                      
Figura 15 – Espaço objetivo CN e suas soluções viáveis (ou população) em função do erro do potencial u 
e do fluxo q e do número total de nós N da discretização nodal gerada. Observa-se uma boa correlação 
entre FE e número de nós, porém não há um comportamento claro quanto aos erros relativos. 
6.2.2. Otimização multiobjetivo – espaço objetivo 2D 
O modelo de contorno sem malha do problema de benchmark passa por um processo de 
otimização multiobjetivo de minimização, que gera de forma automática as variáveis de 
decisão (discretizações sem malha) que, satisfazendo as restrições, levam a soluções viáveis 
do problema. Os objetivos conflitantes do processo de otimização multiobjetivo resultam em 




quais nenhuma função objetivo pode ser melhorada sem que outra piore. A otimalidade de 
cada uma dessas soluções pode ser entendida no sentido de que não há nenhuma outra solução 
viável melhor, quando todos os objetivos são considerados. 
É esperado que a otimização por GA gere soluções viáveis que apresentem boa diversidade e 
distribuição no espaço objetivo e que convirjam para a frente de Pareto. Esses atributos 
permitem que o projetista escolha soluções de Pareto adequadas, tipicamente em função de 
um critério de performance (erro associado ao modelo sem malha). 
O processo de otimização multiobjetivo mais geral apresentado neste trabalho considera um 
espaço objetivo tridimensional (FE, CN, CPD). Visando estudar uma possível simplificação, 
o trabalho considera primeiramente espaços objetivos bidimensionais. Logo, devem ser 
considerados os espaços (FE, CN), (CPD, CN) e (CPD, FE). Os resultados obtidos com duas 
funções objetivo serão comparados aos resultados do espaço tridimensional, de forma a 
analisar a qualidade da simplificação. 
Em qualquer otimização multiobjetivo, o primeiro passo é a análise das soluções viáveis 
geradas de forma automática, visando definir a frente de Pareto. Esta é definida pelo conjunto 
de soluções viáveis não-dominadas. O conceito de dominância de Pareto consiste que uma 
solução domina outra se a primeira não é pior que a segunda em nenhum dos objetivos, e é 
melhor que a segunda em pelo menos um objetivo. As Figuras de 16 a 18 apresentam as 
soluções viáveis obtidas para cada espaço objetivo e o padrão de convergência observado em 
relação aos erros do potencial e do fluxo e do número de nós da distribuição nodal. Essas 
figuras mostram que as soluções viáveis obtidas apresentam excelente diversidade e 
convergência para as respectivas frentes de Pareto, apresentadas nas Figuras de 19 a 21, 
demonstrando a qualidade do processo de otimização utilizado. 
Buscando realizar uma análise do processo de otimização, foram selecionadas algumas 
soluções ótimas de Pareto em cada espaço objetivo. Três soluções ótimas de Pareto foram 
escolhidas em cada espaço objetivo com diferentes quantidades de nós para que pudessem ser 
estudados os respectivos trade-off, analisando o comportamento das funções objetivos e das 





                           (a) Distribuição de u                                                     (b) Distribuição de q                                                      
 
(c) Distribuição de N                                                      
Figura 16 – Espaço objetivo FE-CPD e suas soluções viáveis (ou população) em função do erro do 
potencial u e do fluxo q e do número total de nós N da discretização nodal gerada. Soluções com um 











                      (a) Distribuição de u                                                       (b) Distribuição de q                                                      
 
(c) Distribuição de N                                                      
Figura 17 – Espaço objetivo FE-CN e suas soluções viáveis (ou população) em função do erro do potencial 
u e do fluxo q e do número total de nós N da discretização nodal gerada. Soluções com um maior 











                                   (a) Distribuição de u                                                       (b) Distribuição de q                                                      
 
(c) Distribuição de N                                                      
Figura 18 – Espaço objetivo CPD-CN e suas soluções viáveis (ou população) em função do erro do 
potencial u e do fluxo q e do número total de nós N da discretização nodal gerada. Soluções com um 
maior número de nós e menores erros convergem para a região vertical da curva. 
 
Figura 19 –Frente de Pareto do espaço objetivo FE-CPD, obtida por meio da otimização do MCSM. As 
soluções não-dominadas, que formam a frente de Pareto, satisfazem claramente o critério de otimalidade 






Figura 20 – Frente de Pareto do espaço objetivo FE-CN, obtida por meio da otimização do MCSM. As 
soluções não-dominadas, que formam a frente de Pareto, satisfazem claramente o critério de otimalidade 
de Pareto. Foram selecionadas três soluções ótimas com diferentes valores de N para análise. 
 
Figura 21 – Frente de Pareto do espaço objetivo CPD-CN, obtida por meio da otimização do MCSM. As 
soluções não-dominadas, que formam a frente de Pareto, satisfazem claramente o critério de otimalidade 
de Pareto. Foram selecionadas três soluções ótimas com diferentes valores de N para análise. 
A Figura 16 apresenta as soluções viáveis do espaço objetivo (CPD, FE) como função dos 
erros do potencial e do fluxo e do número de nós da distribuição nodal. É possível observar 
que soluções com maior número de nós e erros menores convergem para a região próxima da 
origem, onde está localizada a frente de Pareto. A frente de Pareto, típica de um problema de 
minimização, claramente segue o formato geral de uma função inversa. O trade-off observado 
na frente ilustra perfeitamente o critério de otimalidade de Pareto. Foram selecionadas três 
soluções ótimas de Pareto em diferentes posições da curva e com diferentes níveis de 




As Figura 17 e 18 apresentam as soluções viáveis dos espaços objetivo (FE, CN) e (CPD, 
CN), respectivamente, como função dos erros do potencial e do fluxo e do número de nós da 
distribuição nodal. As figuras mostram que soluções com menor número de nós convergem 
para a parte horizontal da curva (menores valores de CN), a qual apresenta maiores erros. 
Soluções com maior número de nós convergem para a parte vertical da curva (maiores valores 
de CN), a qual apresenta menores erros. A frente de Pareto, típica de um problema de 
minimização, claramente segue o formato geral de uma função inversa. O trade-off observado 
na frente ilustra perfeitamente o critério de otimalidade de Pareto. Quanto às soluções 
selecionadas, apresentadas nas Figuras 20 e 21, uma solução de baixa performance foi 
selecionada da parte horizontal da frente de Pareto, enquanto soluções de média e alta 
performance foram selecionadas da parte vertical da frente. 
As Tabelas de 8 a 10 apresentam os parâmetros das soluções selecionadas para cada espaço 
objetivo. Nota-se que todos os pontos, independentemente do valor de N e de sua posição no 
Pareto, apresentaram erros baixos em relação à solução analítica, com o maior erro sendo da 
ordem de grandeza de E-03. Este fato demonstra a qualidade do processo de otimização e 
garante segurança ao projetista no momento de escolha das soluções. Assim, as otimizações 
com dois objetivos garantiram erros da mesma ordem de grandeza dos obtidos por meio das 
otimizações mono-objetivos. Entretanto, os resultados dos espaços com dois objetivos 
apresentaram claros padrões de comportamento e de convergência, tornando mais simples 
para o projetista a seleção de soluções interessantes com base em critérios de performance 
(erro associado ao método sem malha) ou em critérios de custo (número de nós da 
discretização).  
Tabela 8- Soluções ótimas de Pareto selecionadas do espaço objetivo (FE, CPD). 
FE CPD N αs u q 
6,12E-09 4,75E-03 65 24,51230 2,44E-04 2,34E-04 
1,08E-08 8,89E-04 73 25,81857 2,09E-04 4,18E-04 
1,71E-05 4,19E-04 81 27,32425 2,67E-04 2,87E-04 
Tabela 9- Soluções ótimas de Pareto selecionadas do espaço objetivo (FE, CN). 
FE CN N αs u q 
2,38E-03 7,45E+03 54 6,01595 7,10E-04 1,51E-03 
3,93E-05 1,00E+04 60 7,55525 2,92E-04 1,02E-03 




Tabela 10- Soluções ótimas de Pareto selecionadas do espaço objetivo (CPD, CN). 
CPD CN N αs u q 
1,88E-01 1,68E+02 21 4,70706 4,49E-03 6,35E-03 
1,70E-03 1,60E+05 50 14,31030 1,83E-04 1,33E-03 
9,45E-04 1,49E+06 69 22,90166 6,85E-05 5,79E-04 
É possível observar que nos espaços objetivos (FE, CN) e (CPD, CN) houve uma relação 
direta entre o aumento do número de nós e a melhora da performance da discretização nas 
soluções escolhidas, ou seja, quanto maior o número de nós, menores os correspondentes 
erros. Já no espaço objetivo (FE, CPD), apesar de uma forte relação entre o aumento de N e a 
diminuição dos erros ter sido observada entre as soluções viáveis (Figura 16), isto não se 
refletiu diretamente nas soluções selecionadas do Pareto. Isto mostra novamente que o 
processo de otimização pode melhorar os resultados mudando outras variáveis de decisão, 
como o parâmetro αs e o posicionamento nodal.  
Os dados das tabelas foram plotados nas Figuras de 22 a 24, as quais representam os valores 
das funções objetivos de cada espaço em função do número de nós da discretização. As 
figuras ilustram de forma clara o significado da otimalidade de Pareto. 
As distribuições nodais geradas de forma automática por meio da otimização do MCSM nos 
diferentes espaços objetivos estão apresentadas nas Figuras de 25 a 27 para as soluções ótimas 
selecionadas. 
          
                 (a) FE                                                                                   (b) CPD 
Figura 22 – Soluções ótimas de Pareto selecionadas do espaço objetivo (FE, CPD) como função do número 
de nós N. Para atingir um melhor resultado no objetivo CPD, o objetivo FE se deteriora, como 




          
              (a) FE                                                                                   (b) CN 
Figura 23 – Soluções ótimas de Pareto selecionadas do espaço objetivo (FE, CN) como função do número 
de nós N. Para atingir um melhor resultado no objetivo FE, o objetivo CN se deteriora, como 
consequência da otimalidade de Pareto. 
         
                    (a) CPD                                                                                (b) CN 
Figura 24 – Soluções ótimas de Pareto selecionadas do espaço objetivo (CPD, CN) como função do número 
de nós N. Para atingir um melhor resultado no objetivo CPD, o objetivo CN se deteriora, como 











                                         
(a) 65 nós                                                                   (b) 73 nós 
 
(c) 81 nós 
Figura 25 – Distribuições nodais das soluções ótimas de Pareto selecionadas do espaço objetivo (FE, CPD), 




















                                     (a) 54 nós                                                                   (b) 60 nós 
 
 
(c) 64 nós 
Figura 26 – Distribuições nodais das soluções ótimas de Pareto selecionadas do espaço objetivo (FE, CN), 





      
 
                                     (a) 21 nós                                                                   (b) 50 nós 
 
(c) 69 nós 
Figura 27 – Distribuições nodais das soluções ótimas de Pareto selecionadas do espaço objetivo (CPD, 
CN), geradas de forma automática por meio do processo de otimização multiobjetivo. 
As Figuras de 28 a 30 apresentam os valores nodais de potencial e fluxo correspondentes às 
soluções ótimas selecionadas com o maior número de nós, ao longo do contorno 
parametrizado s, obtidos por meio do Método de Contorno Sem Malha para os diferentes 
espaços objetivos. Os resultados mostram que as soluções estão em perfeita concordância com 
a solução analítica. A acurácia dos resultados em todos os espaços objetivos, analisada por 
meio dos erros relativos u e q, pode ser observada na Figura 31. Esta figura mostra que o 
erro tende a diminuir de forma considerável com o aumento do número de nós. Esse resultado 
permite que, na ausência de uma solução analítica, o projetista escolha a solução ótima de 
Pareto com base em um critério de custo (número de nós da discretização sem malha) ao 





              (a) Potencial                                                                         (b) Fluxo 
Figura 28 – Valores de potencial e fluxo ao longo do contorno parametrizado s, obtidos por meio da 
otimização multiobjetivo do MCSM, correspondente à solução ótima de Pareto selecionada do espaço 
objetivo (FE, CPD) de 81 nós cuja distribuição nodal está representada na Figura 25. 
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              (a) Potencial                                                                         (b) Fluxo 
Figura 29 – Valores de potencial e fluxo ao longo do contorno parametrizado s, obtidos por meio da 
otimização multiobjetivo do MCSM, correspondente à solução ótima de Pareto selecionada do espaço 






              (a) Potencial                                                                         (b) Fluxo 
Figura 30 – Valores de potencial e fluxo ao longo do contorno parametrizado s, obtidos por meio da 
otimização multiobjetivo do MCSM, correspondente à solução ótima de Pareto selecionada do espaço 
objetivo (CPD, CN) de 69 nós cuja distribuição nodal está representada na Figura 27. 
  
              (a) Potencial                                                                         (b) Fluxo 
Figura 31 – Erros relativos das correspondentes soluções ótimas de Pareto nos espaços objetivo (FE, 
CPD), (FE, CN) e (CPD, CN) da otimização multiobjetivo. Apesar de o processo de otimização poder 
alterar outras variáveis de decisão para uma melhoria do resultado, observa-se uma tendência da 
diminuição dos erros com o aumento do número de nós. 
6.2.3. Otimização multiobjetivo – espaço objetivo 3D 
Para verificar a eficiência das funções objetivo e validar uma análise com dois objetivos, é 
requerida uma análise completa, que considere os três objetivos simultaneamente. A Figura 
32 apresenta as soluções viáveis obtidas pela otimização no espaço objetivo (FE, CPD, CN). 
Observa-se a convergência de soluções com erros mais baixos e maior número de nós para a 




dominadas aumentou significativamente quando comparados com os espaços objetivos 2D. A 
frente de Pareto obtida é apresentada na Figura 33. 
Foi realizada a seleção de 8 soluções ótimas de Pareto com número de nós total similar aos 
das discretizações selecionadas dos espaços objetivos 2D. As Tabelas de 11 a 13 e a Figura 34 
apresentam os erros relativos de cada espaço para distribuições nodais com número similar de 
nós. Os resultados apresentados mostram claramente que os erros das soluções obtidas por 
meio do espaço objetivo 3D são da mesma ordem de magnitude dos objetivos nos espaços 
objetivos 2D ou até mesmo levemente piores. Essa é uma conclusão importante, que valida 
utilização da análise de qualquer espaço objetivo 2D, ao invés da análise completa com três 
objetivos. Contrariamente à análise com três objetivos, a análise com dois objetivos permite 
um estudo mais simples e visual dos trade-off que ocorrem entre as funções objetivos e uma 
melhor análise do comportamento de convergência das soluções viáveis. 
Finalmente, é importante apresentar uma análise global do processo de otimização. A Figura 
35 apresenta o mapa de calor das correlações lineares obtidas por meio das soluções ótimas de 
Pareto do espaço objetivo 3D (FE, CPD, CN), da variável do número de nós N e dos erros 
relativos u e q, computador a partir do Método de Contorno Sem Malha. 
A baixa correlação entre as funções FE, CN e CPD implica um bom nível de independência 
entre as funções objetivo. De fato, enquanto CN garante o condicionamento do sistema de 
equações algébricas final do MCSM, FE garante o equilíbrio de fluxos no contorno e CPD 
garante a continuidade do potencial ao longo do contorno. 
Foi obtida uma correlação positiva entre FE e CPD, ao passo que ambas estas funções 
objetivo tiveram uma correlação negativa com CN. Isto explica os padrões de convergência 
obtidos nos espaços objetivos 2D, apresentados nas Figuras de 16 a 18. No espaço (FE, CPD), 
como as funções objetivo são positivamente correlacionadas, a diminuição de uma delas tende 
a refletir uma diminuição da outra, de forma que as soluções de Pareto acabam convergindo 
para a região da origem. Já nos espaços (FE, CN) e (CPD, CN), estão sendo consideradas 
duas funções de comportamento inverso, de forma que a minimização de uma delas tende a 
refletir um aumento da outra. Assim, há essa separação das soluções em duas frentes, uma 
horizontal, onde se concentram as soluções correspondentes à minimização de CN, e uma 
vertical, onde se concentram as soluções correspondentes à minimização da função objetivo 




Conforme esperado, as funções CPD e FE são positivamente correlacionadas tanto entre si 
quanto com os erros relativos u e q. Isso indica que uma diminuição nessas funções 
objetivos refletem uma queda nos erros. A função objetivo CN, por sua vez, apresentou uma 
correlação negativa com os erros relativos, ou seja, uma diminuição de CN tende a refletir um 
aumento em u e q. Este comportamento era esperado devido ao fato de que CN é 
positivamente correlacionado com N. Assim, um aumento de CN em geral reflete um 
aumento de N que, consequentemente, reflete uma queda nos erros relativos. Isso pode ser 
também comprovado pelo fato de que N possui uma forte correlação negativa com u e q, 
conforme esperado.  
Este resultado ajuda a compreender em quais casos seria ideal utilizar cada espaço objetivo. 
Caso o projetista esteja preocupado apenas com os erros relativos da solução (critério de 
performance), o espaço objetivo mais indicado seria o espaço objetivo 2D (FE, CPD), pois a 
minimização de ambas as funções objetivo refletem em uma queda dos erros. Entretanto, caso 
o projetista busque soluções com distribuições nodais mais leves e também um sistema final 
mais condicionado, visando então um processamento mais rápido (critério de custo), ele pode 
utilizar os espaços objetivo 2D (FE, CN) ou (CPD, CN), pois conforme visto nas Figuras 17 e 
18, os Paretos gerados nesses espaços apresentam uma parte horizontal, a qual apresenta 
menores valores de N e erros levemente maiores. Ressalta-se aqui que, apesar de os erros 
desse trecho serem maiores do que o do trecho verticalizado, eles ainda são baixos (da ordem 
de grandeza de E-03). 
Ainda que o processo de otimização tivesse a opção de mudar outras variáveis de decisão, 
como o parâmetro s e a posição dos nós, foi observada uma forte correlação linear negativa 
entre o número de nós N e os erros relativos u e q. Este resultado é importante porque 
reforça a conclusão apresentada ao fim da análise dos espaços objetivos 2D de que, na 
ausência de uma solução exata, o projetista pode substituir um critério de performance 
(escolha de soluções com erros analíticos mais baixos) por um critério de custo (escolha de 
solução com valores mais altos de N). 
Por fim, observa-se também uma correlação positiva linear quase perfeita entre o erro relativo 
do potencial u e o do fluxo q, o que mostra que é possível realizar uma análise simplificada 





(a) Distribuição de u 
 
(b) Distribuição de q 
 
(c) Distribuição de N 
Figura 32 – Espaço objetivo FE-CPD-CN e suas soluções viáveis (ou população) em função do erro do 
potencial u e do fluxo q e do número total de nós N da discretização nodal gerada. Soluções com um 





Figura 33 –Frente de Pareto do espaço objetivo FE-CPD-CN, obtida por meio da otimização do MCSM. 
As soluções não-dominadas, que formam a frente de Pareto, satisfazem claramente o critério de 
otimalidade de Pareto. Foram selecionadas oito soluções ótimas com diferentes valores de N para serem 
comparadas com os resultados dos espaços objetivo 2D. 
Tabela 11- Erros relativos u e q das soluções ótimas de Pareto selecionadas do espaço objetivo 2D (FE, 
CPD) e os correspondentes erros do espaço objetivo 3D (FE, CPD, CN), obtidas com um valor similar do 
número de nós da discretização. 
FE-CPD FE-CPD-CN 
N u q N u q 
65 2,44E-04 2,34E-04 65 6,87E-04 9,74E-04 
73 2,09E-04 4,18E-04 72 2,23E-04 4,77E-04 
81 2,67E-04 2,87E-04 78 1,17E-04 2,55E-04 
Tabela 12- Erros relativos u e q das soluções ótimas de Pareto selecionadas do espaço objetivo 2D (FE, 
CN) e os correspondentes erros do espaço objetivo 3D (FE, CPD, CN), obtidas com um valor similar do 
número de nós da discretização. 
FE-CN FE-CPD-CN 
N u q N u q 
54 7,10E-04 1,51E-03 53 9,93E-04 9,76E-04 
60 2,92E-04 1,02E-03 60 1,06E-03 1,66E-03 
64 1,81E-04 4,04E-04 62 7,23E-04 1,23E-03 
Tabela 13- Erros relativos u e q das soluções ótimas de Pareto selecionadas do espaço objetivo 2D (CPD, 
CN) e os correspondentes erros do espaço objetivo 3D (FE, CPD, CN), obtidas com um valor similar do 
número de nós da discretização. 
CPD-CN FE-CPD-CN 
N u q N u q 
21 4,49E-03 6,35E-03 26 6,97E-03 1,78E-02 
50 1,83E-04 1,33E-03 53 9,93E-04 9,76E-04 




   
              (a) Potencial                                                                         (b) Fluxo 
Figura 34 – Erros relativos das correspondentes soluções ótimas de Pareto nos espaços objetivo 2D e 3D 
da otimização multiobjetivo. Como as distribuições nodais geradas possuem praticamente a mesma 
quantidade de nós, os erros obtidos são praticamente da mesma ordem de grandeza. Esse aspecto valida a 
utilização da análise com dois objetivos ao invés da otimização completa com três objetivos.  
 
Figura 35 – Mapa de calor das correlações lineares obtido a partir das soluções ótimas de Pareto do 
espaço objetivo (FE, CPD, CN), da variável de decisão do número de nós N e os erros relativos do 








6.3. Problema de Dirichlet em um círculo 
O terceiro problema benchmark considera um problema de Dirichlet em uma placa circular de 
raio r0=1, conforme ilustrado na Figura 36. As condições de contorno de potencial são 
apresentadas na Equação (6.5). A solução analítica do campo de potencial é apresentada na 
Equação (6.6). 
 𝑢(𝑟0, 𝜃) = 𝑟0






             (6.6) 
 
Figura 36 – Problema de Dirichlet em placa circular. 
As discretizações do benchmark foram obtidas por meio do processo de otimização utilizando 
Algoritmos Genéticos. A aproximação do MMQM considerou uma base polinomial 
quadrática (m=3). Com base nos resultados do segundo problema benchmark, foi considerado 
apenas o espaço objetivo (FE, CPD), o qual apresentou maior correlação com os erros 
relativos. 
As restrições de limites mínimos e máximos, representadas por 𝑙𝑏 e 𝑢𝑏, podem ser vistas no 
Apêndice A.2. Ressalta-se que, ao contrário do segundo benchmark, para o qual foram 
obtidos bons resultados com altas irregularidades (cn de até 0,70), o problema de Dirichlet 
com geometria circular apresentou melhores resultados para irregularidades mais baixas, de 




Além disso, o número de nós máximo permitido foi diminuído pela metade em relação ao do 
benchmark anterior, visando observar se a otimização apresentaria bons resultados mesmo 
com discretizações mais leves. 
Seguindo o processo apresentado anteriormente, o primeiro passo consiste na análise das 
soluções viáveis e posteriormente na definição da frente de Pareto. A Figura 37 apresenta as 
soluções viáveis obtidas para o espaço objetivo (FE, CPD) e o padrão de convergência 
observado em relação aos erros do fluxo e do número de nós da distribuição nodal. A figura 
mostra que as soluções viáveis obtidas apresentam excelente diversidade e convergência para 
as frente de Pareto, apresentadas na Figura 38, demonstrando a qualidade do processo de 
otimização utilizado. 
Conforme esperado, a Figura 37 permite observar que soluções com maior número de nós e 
erros menores convergem para a região próxima da origem, onde está localizada a frente de 
Pareto. A frente de Pareto, típica de um problema de minimização, claramente segue o 
formato geral de uma função inversa. O trade-off observado na frente ilustra perfeitamente o 
critério de otimalidade de Pareto. Foram selecionadas três soluções ótimas de Pareto em 
diferentes posições da curva e com diferentes níveis de performance (erro), conforme 
ilustrado na Figura 38. 
A Tabela 14 apresenta os parâmetros das soluções ótimas selecionadas. Nota-se que todos os 
pontos, independentemente do valor de N e de sua posição no Pareto, apresentaram erros 
muito baixos em relação à solução analítica, da ordem de grandeza de E-03. Este fato 
demonstra novamente a qualidade do processo de otimização e garante segurança ao projetista 
no momento de escolha das soluções.  
As distribuições nodais geradas de forma automática por meio da otimização do MCSM nos 







                           (a) Distribuição de q                                                     (b) Distribuição de N                                                                                               
Figura 37 – Espaço objetivo FE-CPD e suas soluções viáveis (ou população) em função do erro do fluxo q 
e do número total de nós N da discretização nodal gerada para o problema de Dirichlet. Soluções com um 
maior número de nós e menores erros convergem para a região mais próxima da origem. 
 
Figura 38 –Frente de Pareto do espaço objetivo FE-CPD, obtida por meio da otimização do MCSM para o 
problema de Dirichlet. As soluções não-dominadas, que formam a frente de Pareto, satisfazem claramente 
o critério de otimalidade de Pareto. Foram selecionadas três soluções ótimas com diferentes valores de N 
para análise. 
Tabela 14- Soluções ótimas de Pareto selecionadas do espaço objetivo (FE, CPD) para o problema de 
Dirichlet. 
FE CPD N αs u q 
2,52E-06 9,24E-03 45 15,68639 4,32E-04 6,58E-03 
1,25E-05 6,19E-03 43 14,17786 4,55E-04 8,64E-03 
6,62E-04 3,03E-04 49 16,19595 2,60E-04 4,74E-03 
A Figura 40 apresenta os valores nodais de potencial e fluxo correspondentes às três soluções 
ótimas selecionadas, ao longo do contorno parametrizado s, obtidos por meio do Método de 
Contorno Sem Malha para o espaço objetivo (FE, CPD). Os resultados mostram que as 




analisada por meio dos erros relativos u e q, pode ser observada na Figura 41. Esta figura 
mostra que o erro tende a diminuir de forma considerável com o aumento do número de nós. 
Esse resultado novamente reforça que, na ausência de uma solução analítica, o projetista 
escolha a solução ótima de Pareto com base em um critério de custo (número de nós da 
discretização sem malha) ao invés de utilizar um critério de performance (erro associado ao 
modelo sem malha). 
     
                                                (a) 43 nós                                                                   (b) 45 nós 
 
(c) 49 nós 
Figura 39 – Distribuições nodais das soluções ótimas de Pareto selecionadas do espaço objetivo (FE, CPD), 






              (a) Potencial                                                                         (b) Fluxo 
Figura 40 – Valores de potencial e fluxo ao longo do contorno parametrizado s, obtidos por meio da 
otimização multiobjetivo do MCSM, correspondente à solução ótima de Pareto selecionada do espaço 
objetivo (FE, CPD) de 49 nós cuja distribuição nodal está representada na Figura 36. 
 
              (a) Potencial                                                                         (b) Fluxo 
Figura 41 – Erros relativos das correspondentes soluções ótimas de Pareto da otimização multiobjetivo. 
Apesar de o processo de otimização poder alterar outras variáveis de decisão para uma melhoria do 
resultado, observa-se uma tendência da diminuição dos erros com o aumento do número de nós. 
Por fim, a Figura 42 apresenta os valores de potencial e fluxo correspondentes à solução 
ótima selecionada com o maior número de nós, ao longo da linha 𝜃 = 𝜋/4 , obtidos por meio 
do Método de Contorno Sem Malha. Por meio desses resultados, fica claro que o baixo erro 
relativo calculado a partir dos pontos no contorno reflete um erro baixo nos campos de 





 (a) Potencial 
 
                        (b) Fluxo horizontal                                                     (c) Fluxo vertical 
Figura 42 – Valores de potencial e fluxos internos ao longo da linha θ=π/4, obtidos por meio do MCSM, 





7.1. Conclusões Gerais 
Visando solucionar problemas de potencial regidos pela equação de Laplace de forma 
numérica e automática, este trabalho apresenta uma estratégia de modelagem que combina um 
método de análise de contorno sem malha com um processo de otimização multiobjetivo da 
discretização nodal. Utilizando arranjos sem malha ótimos no sentido de Pareto gerados 
automaticamente, esta estratégia de análise resulta simultaneamente em uma melhora da 
acurácia da solução, do condicionamento do sistema de equações numérico, da estabilidade e 
da eficiência da solução numérica, com um esforço mínimo do projetista. 
O Método de Contorno Sem Malha (MCSM) proposto é baseado na equação de integral de 
contorno de Laplace e realiza a aproximação das variáveis por meio do Método dos Mínimos 
Quadrados Móveis (MMQM) de forma independente em cada segmento de integração. Os 
segmentos de integração são discretizados com um número arbitrário de nós, sem que haja 
nós nos pontos de encontro entre segmentos de integração. Foram apresentados os resultados 
de um problema benchmark com diferentes discretizações aleatórias, visando demonstrar a 
acurácia do método proposto, bem como mostrar o impacto que o parâmetro de discretização, 
o número de nós e a irregularidade nodal têm nos resultados. 
O principal foco do trabalho é a geração automática de distribuições nodais e parâmetros de 
discretização ótimos no sentido de Pareto, utilizando uma otimização multiobjetivo por meio 
dos Algoritmos Genéticos. O sucesso do processo de otimização se baseia no uso de três 
funções objetivos eficientes, as quais garantem a continuidade do potencial nos encontros 
entre segmentos de integração, o equilíbrio de fluxos ao longo do contorno e o 
condicionamento do sistema de equações final do MCSM. 
A eficiência da estratégia de modelagem automática foi atestada por meio de dois problemas 
benchmark, tendo sido obtidas soluções com alta acurácia. A eficiência das soluções objetivo 
foi verificada por meio de análises em espaços objetivo com um, dois e finalmente três 
objetivos simultâneos. A comparação dos resultados permite concluir que qualquer um dos 
espaços com dois objetivos pode ser utilizado, por garantirem um alto nível de acurácia, 
enquanto simultaneamente possuem um claro padrão de convergência, o que facilita a escolha 




Um ponto que deve ser ressaltado é a alta performance da otimização multiobjetivo do 
MCSM, o que aumenta o nível de automação e de confiabilidade do processo de modelagem 
sem malha. Como demonstrado por meio dos problemas benchmark, o papel do projetista é 
limitado a as restrições desejadas e realizar a seleção de soluções ótimas interessantes. Todo o 
resto é realizado de forma automática pelo processo de otimização por meio de Algoritmos 
Genéticos. 
Outra importante conclusão foi o fato de que, na ausência de uma solução exata, o projetista 
pode fazer a escolha de soluções com base em um critério de custo (número de nós da 
discretização) ao invés de utilizar um critério de performance (erro associado ao modelo sem 
malha). Esta conclusão, associada ao fato de que o erro não foi utilizado como função 
objetivo do processo de otimização, mostra o quão robusto é o processo de modelagem 
proposto. 
Uma nota final quanto ao tempo de processamento. A dificuldade de utilizar a estratégia de 
modelagem apresentada para resolver problemas práticos de larga-escala é o alto tempo 
computacional do MATLAB 2015a. Entretanto, no longo prazo, espera-se que a otimização 
multiobjetivo possa prover as capacidades necessárias para a completa automação de modelos 
sem malha utilizando algoritmos mais eficientes computacionalmente. Além disso, vale 
ressaltar que, no caso específico deste trabalho, como o tempo computacional está mais 
relacionado ao número de indivíduos avaliados do que com o número de gerações, o tempo 
computacional pode ser consideravelmente escalado com a capacidade de paralelismo do 
computador utilizado. Considerando os avanços realizados na capacidade de processamento 
de computadores domésticos nos últimos anos, espera-se que o tempo de processamento para 
a modelagem proposta não seja um impeditivo tão considerável em um futuro próximo. 
A considerável acurácia dos resultados torna possível que a estratégia de modelagem de 
contorno sem malha seja estendida para a análise de problemas não-lineares, onde métodos 
baseados em malhas não são recomendados. A metodologia de análise proposta pode se tornar 
uma importante ferramenta computacional nos campos de mecânica não-linear, especialmente 






7.2. Sugestões para Futuros Trabalhos 
Conforme comprovado por meio dos resultados para os problemas de benchmark 
apresentados, a metodologia de modelagem proposta apresentou ótima acurácia. Entretanto, 
há ainda outros pontos que podem ser explorados seguindo essa linha de pesquisa. Assim, 
propõe-se as seguintes ideias para trabalhos futuros: 
 Estudo específico sobre o método de otimização, visando definir de forma estatística 
as melhores faixas de valores para os principais parâmetros da otimização (tamanho da 
população, número de gerações, relação crossover/mutação, etc.), ou até mesmo 
utilizar outros algoritmos para o processo de otimização; 
 Modificar os algoritmos de crossover e de mutação utilizados, otimizando assim o 
processo de reprodução e permitindo a utilização de populações menores; 
 Implementação da utilização do Método dos Mínimos Quadrados Móveis para a 
aproximação da geometria do problema, de modo que a discretização se aproxime 
melhor do contorno real com a utilização de menos nós; 
 Expansão do método apresentado neste trabalho para a análise de problemas em 
domínios tridimensionais; 
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APÊNDICE A –Implementação no MATLAB  
A.1 – Fluxo ao redor de um cilindro circular 
%% OTIMIZAÇÃO DO BENCHMARK DO FLUXO AO REDOR DE UM CILINDRO CIRCULAR 
  
FitnessFunction = @MCSMpot_cilindro; % função a ser otimizada (MCSM) 
numberOfVariables=126; % número de variáveis de decisão 
ml(1:(numberOfVariables-6))=[-0.7]; % vetor de irregularidade mínima 
permitida 
mu(1:(numberOfVariables-6))=[0.7]; % vetor de irregularidade máxima 
permitida 
lb(1:numberOfVariables) = [4 4 4 4 4 3.5 ml]; % vetor dos valores mínimos 
permitidos para variáveis de decisão [N1 N2 N3 N4 N5 alfas cn1 cn2 ... cnN] 
ub(1:numberOfVariables) = [24 24 24 24 24 40 mu]; % vetor dos valores 
máximos permitidos para variáveis de decisão [N1 N2 N3 N4 N5 alfas cn1 cn2 
... cnN] 
  
A = []; b = [];   
Aeq = []; beq = [];  
nonlcon = []; 
  
% Definição do tamanho da população, range da população inicial e número de 
gerações 
 options = 
gaoptimset('PopulationSize',2*numberOfVariables,'PopInitRange',[lb;ub],...      
                      'FitnessScalingFcn',@fitscalingrank,... 
                     'SelectionFcn',@selectiontournament,... 
                     'Generations',25,... 
                     'UseParallel',true,... 
                     'PlotFcns',{@gaplotpareto,@gaplotstopping});                 
                                     
options.DistanceMeasureFcn = {@distancecrowding,'genotype'}; 
[x,Fval,exitFlag,Output,Population,Score] = 
gamultiobj(FitnessFunction,numberOfVariables,A, ... 














A.2 – Problema de Dirichlet em placa circular 
%% OTIMIZAÇÃO DO BENCHMARK DO PROBLEMA DE DIRICHLET EM PLACA CIRCULAR 
  
FitnessFunction = @MCSMpot_dirichlet; % função a ser otimizada (MCSM) 
numberOfVariables=65; % número de variáveis de decisão 
ml(1:(numberOfVariables-5))=[-0.25]; % vetor de irregularidade mínima 
permitida 
mu(1:(numberOfVariables-5))=[0.25]; % vetor de irregularidade máxima 
permitida 
lb(1:numberOfVariables) = [3 3 3 3 3.5 ml]; % vetor dos valores mínimos 
permitidos para variáveis de decisão [N1 N2 N3 N4 N5 alfas cn1 cn2 ... cnN] 
ub(1:numberOfVariables) = [15 15 15 15 40 mu]; % vetor dos valores máximos 
permitidos para variáveis de decisão [N1 N2 N3 N4 N5 alfas cn1 cn2 ... cnN] 
  
A = []; b = [];   
Aeq = []; beq = [];  
nonlcon = []; 
  
% Definição do tamanho da população, range da população inicial e número de 
gerações 
 options = 
gaoptimset('PopulationSize',4*numberOfVariables,'PopInitRange',[lb;ub],...      
                      'FitnessScalingFcn',@fitscalingrank,... 
                     'SelectionFcn',@selectiontournament,... 
                     'Generations',25,... 
                     'UseParallel',true,... 
                     'PlotFcns',{@gaplotpareto,@gaplotstopping});                 
                                     
options.DistanceMeasureFcn = {@distancecrowding,'genotype'}; 
[x,Fval,exitFlag,Output,Population,Score] = 
gamultiobj(FitnessFunction,numberOfVariables,A, ... 
                                      b,Aeq,beq,lb,ub,options); 
  
save('variaveis2'); 
savefig('paretofinal2'); 
 
