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Zusammenfassung
In den letzten Jahrzehnten hat die Erzeugung von Laserimpulsen mit relativistischen In-
tensitäten eine hohe Aufmerksamkeit seit auf sich gezogen. Im Jahr 2000 haben bereits
mehrere Gruppen von Forschern gezeigt, dass Protonen mit bis zu 58 MeV kinetischer
Energie mit geringer transversaler Emittanz in Pikosekunden-Zeitskalen aus Festkörpern
mit einigen µm Dicke beschleunigt werden können. Diese einzigartigen Eigenschaften
Laser-beschleunigter Ionenstrahlen sind hervorragend für eine Vielzahl neuartiger An-
wendungen geeignet. Gleichzeitig kompliziert die große Winkel- und Energiestreuung
klassische Anwendungen, die auf konventionellen Beschleunigern beruhen.
Die Verwendung von Nano-Targets als Laser-Ionenquelle bietet eine Reihe von Vorteilen
gegenüber µm dicken Folien. Die hier vorgestellte Doktorarbeit hat sich zum Ziel gesetzt
Lasergetriebene Ionenbeschleunigung mit Kohlenstoff-Nano-Targets zu demonstrieren und
deren Nutzbarkeit für biologische Studien zu evaluieren. Zwei neuartige Nano-Targets
werden vorgestellt: Nm dünne Diamantartige Kohlenstoff (DLC) Folien und Schaumtar-
gets aus Kohlenstoff Nanoröhrchen (CNF). Beide wurden im technologischen Labor der
Ludwig-Maximilians Universität München hergestellt. Mit DLC Folien konnten hoch
kollimierte Ionenstrahlen mit extrem geringer Divergenz von 2◦, eine Größenordnung
kleiner im Vergleich zu µm dicken Folien, gezeigt werden. Zweidimensionale Particle in
Cell Simulationen deuten auf einen starken Einfluss der Elektronendichteverteilung auf
die Divergenz des generierten Protonenstrahls hin. Diese Interpretation wird durch ein
analytisches Modell unterstützt. In der gleichen Studie wurden die höchsten Protonen En-
ergien mit moderaten Laserintensitäten von nur 5×1018 W/cm2 gemessen. Parallele Mes-
sungen von reflektierter und transmittierter Laserenergie wurden erstmalig genutzt, um
die absorbierte Energie zu messen. Diese Messungen zeigten eine starke Korrelation von
der absorbierten Energie (nicht der Intensität allein) und den höchsten Protonenenergien.
Auch diese These wird durch ein analytisches Modell gestützt. Die Ionenenergie konnte
des Weiteren durch eine im Vergleich zu µm dicken Folien deutlich geringere Pulsdauer
optimiert werden. Dieses Verhalten wird der geringeren transversalen Elektronen Streu-
ung zugeschrieben, die durch die Reduzierung der Target-Dicke von µm auf nm entsteht.
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Diese bemerkenswerten vorteilhaften Charakteristiken der Protonenpulse konnten am Ad-
vanced Titanium:sapphire LASer (ATLAS) des Max Planck Institutes für Quantenoptik
erstmals für die Bestrahlung lebender Zellen verwendet werden. Die Besonderheit dieser
Messung bestand in der erzielten Einzellschußdosis von bis zu 7 Gray in einer Protonen-
Pulsdauer von einer Nanosekunde.
Für die Weiterentwicklung lasergetriebener Ionenquellen, insbesondere in Hinblick
auf höhere Energien, wurden Folgeexperimente am Astra Gemini Laser in England durchge-
führt. Zum ersten Mal konnten gezielt relativistische Nichtlinearitäten in µm dicke CNF
Targets zum Vorteil der Ionenbeschleunigung ausgenutzt werden. Mit kombinierten CNF-
DLC-Targets wurden Kohlenstoff-Ionen durch zirkular polarisierte Laserpulse auf sig-
nifikant (3fach) höhere Energien beschleunigt. Die Energieverteilung der Ionen spiegelte
dabei den starken Einfluss des Strahlungsdrucks auf die gesamte Beschleunigung wider.
Linear polarisierte Laserpulse resultierten in rund 2,4fach höheren Protonenenergien, was
sich als Folge der deutlich erhöhten Elektronentemperatur im Target interpretieren lässt.
Dreidimensionale PIC Simulationen offenbaren, dass die verbesserte Leistung der Dop-
pelschicht Targets (DLC+CNF) der relativistischen Selbstfokussierung in einem nahkri-
tischen Plasma zugeschrieben werden kann. Interessanterweise kann die Natur der rel-
ativistischen Nichtlinearitäten, die die Hauptrolle in der Laser Wakefield Beschleuni-
gung von Elektronen spielt, zur Verbesserung von Laser getriebenen Ionenbeschleuni-
gung angewendet werden.
Abstract
Over the past few decades, the generation of high energetic ion beams by relativistic
intense laser pulses has attracted great attentions. Starting from the pioneering endeavors
around 2000, several groups have demonstrated muliti-MeV (up to 58 MeV for proton by
then) ion beams along with low transverse emittance and ps-scale pulse duration emitted
from solid targets. Owing to those superior characteristics, laser driven ion beam is ideally
suitable for many applications. However, the laser driven ion beam typically exhibits a
large angular spread as well as a broad energy spectrum which for many applications is
disadvantageous.
The utilization of nano-targets as ion source provides a number of advantages over µm
thick foils. The presented PhD work was intended to investigate laser driven ion accel-
eration from carbon nano-targets and demonstrate the potential feasibility for biological
studies. Two novel nano-targets are employed: nm thin diamond-like-carbon (DLC) foil
and carbon nanotubes foam (CNF). Both are self-produced in the technological labora-
tory at Ludwig-Maximilians-Universität München. Well-collimated proton beams with
extremely small divergence (half angle) of 2◦ are observed from DLC foils, one order
of magnitude lower as compared to µm thick targets. Two-dimensional particle-in-cell
simulations indicate a strong influence from the electron density distribution on the di-
vergence of protons. This interpretation is supported by an analytical model. In the same
studies, the highest maximum proton energy was observed with a moderate laser intensity
as low as 5 × 1018W/cm2. Parallel measurements of laser transmission and reflection are
used to determine laser absorption in the nano-plasma, showing a strong correlation to
the maximum proton energy. This observation indicates significance of absorbed laser
energy rather than incident laser intensity and is supported by an analytical model. The
ion energy also depends on pulse duration, a reduced optimum pulse duration is found as
compared to µm thick targets. This behavior is attributed to a reduction of transverse elec-
tron spread due to the reduction of thickness from µm to nanometer. These remarkable
proton bunch characteristics enabled irradiating living cells with a single shot dose of up
to 7 Gray in one nanosecond, utilizing the Advanced Titanium: sapphire LASer (ATLAS)
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system at Max-Planck-Institut of Quantum Optics (MPQ). The experiments represent the
first feasibility demonstration of a very compact laser driven nanosecond proton source
for radiobiological studies by using a table-top laser system and advanced nano-targets.
For the purpose of providing better ion sources for practical application, particularly in
terms of energy increase, subsequent experiments were performed with the Astra Gemini
laser system in the UK. The experiments demonstrate for the first time that ion accelera-
tion can be enhanced by exploiting relativistic nonlinearities enabled by micrometer-thick
CNF targets. When the CNF is attached to a nm-thick DLC foil, a significant increase
of maximum carbon energy (up to threefold) is observed with circularly polarized laser
pulses. A preferable enhancement of the carbon energy is observed with non-exponential
spectral shape, indicating a strong contribution of the radiation pressure to the overall
acceleration. In contrast, the linear polarization give rise to a more prominent proton ac-
celeration. Proton energies could be increased by a factor of 2.4, inline with a stronger ac-
celerating potential due to higher electron temperatures. Three-dimensional (3D) particle-
in-cell (PIC) simulations reveal that the improved performance of the double-layer targets
(CNF+DLC) can be attributed to relativistic self-focusing in near-critical density plasma.
Interestingly, the nature of relativistic non-linearities, that plays a major role in laser-
wakefield-acceleration of electrons, can also apply to the benefit of laser driven ion accel-
eration.
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Chapter 1
Introduction
1.1 History and current status of laser driven ion accel-
eration
Back in the 1970s, soon after the first realization of the laser [1], laser induced inertial
confinement fusion (ICF) has been officially proposed by Nuckolls et al [2]. One funda-
mental point in such a scenario is to determine laser energy loss during transportation. For
instance, laser energy will be absorbed and turned into hot electrons, which causes pre-
heating of compressed core plasma and thus strongly hinders efficient target compression.
Along with hot electrons, fast ions were found to be emitted from the coronal plasma due
to charge-separation fields [3, 4], taking a substantial portion of the absorbed laser en-
ergy. This for-fusion detrimental development could be considered as the beginning of
the history of laser driven ion acceleration. With relatively low laser intensity (below
∼ 1015W/cm2) and long pulse duration in the nanosecond or picosecond regime, those
fast ions exhibited large emittance angles and broad band spectra with energies of ∼100
keV/u.
The invention of chirped pulse amplification (CPA) enables a quantum leap of the
laser development from the mid of 1980s [5]. By temporally stretching laser pulse prior
to the amplification, the intensity on optical elements is reduced by orders of magnitudes.
The laser intensity thus quickly over the barrier of 1015W/cm2 which has been restricted
by the size of laser cross section in the 1970s and 80s, as shown in Fig. 1.1. Multi-
terawatt or even multi-petawatt table-top laser systems thus became available, opening
up a new era in the studies of relativistic laser-plasma interaction, possibly with extreme
intensities exceeding 1023W/cm2 in future [6]. Here the term ’relativistic’ refers to the
fact that electrons in the laser field can be accelerated close to the speed of light within
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half a laser cycle, corresponding to an intensity threshold of 1.37 × 1018W/cm2 for 1 µm
laser wavelength 1.
Fig. 1.1 | Laser intensity versus years. Adaption from [7].
The new interaction regime drastically changed the status of laser driven ion accel-
eration. Although mainly concerning on the energy loss for ICF, in 1994, Fews et al
demonstrated more than 1 MeV ion emission with a slightly relativistic intense laser sys-
tem (2× 1018W/cm2) [8]. Later in 2000, significant attentions have been attracted in laser
driven ion acceleration by a series of pioneering works [9–12], where highly energetic
proton beams up to 58 MeV were observed by irradiating solid-density foils with the first
petawatt laser [10]. In addition to higher energy, those proton beams had tremendously
different properties as compared to earlier results at lower intensities. These protons are
relatively well collimated [13, 14] along the direction normal to the target rear surface
[10]. Moreover, the protons are emitted from a transverse region of ∼ 100 µm on target in
a remarkable laminar manner, equivalent to a nearly virtual point source located several
100 µm in front of the target [15, 16]. Not surprisingly, superior characteristic in terms of
transverse emittance (<0.004 mm mrad) was observed. The longitudinal acceleration is
extremely laminar as well with typical emittance of 10−4 eV s owing to ultra short pulse
duration induced by the acceleration field (∼ few ps) [17]. These outstanding properties
1see Sec. 2.2.1 for the derivation of relativistic intensity threshold
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make ion beams driven by intense lasers very attractive for many prominent applications
(See Sec. 1.2).
Following the pioneering works, numerous experimental investigations have been per-
formed all over the world [18–20]. Thin metal or insulator foil with thickness ranged from
a few to hundred µm is one of the most popular targets. Protons have been observed as
the most dominant ion species regardless of target material in the experiments, originat-
ing from contaminates adhered to target surface [21, 22]. The highest recorded proton
energy from such targets has remained unaltered at 58 MeV [10] for almost 10 years and
refreshed by 67 MeV recently [23]. The proton beams typically present broad, exponen-
tially decaying spectra with conversion efficiencies below 1 % [24]. Apart from protons,
heavy ions can be also accelerated using high intensity lasers [25]. By removing the con-
taminated protons before the laser irradiation, more efficient heavy ion acceleration has
been demonstrated with energies > 10 MeV/nucleon [21, 26]. Similar to protons, those
heavy ions exhibit thermal-like spectra. While with special target designs or treatments,
quasi-monoenergetic proton [27, 28] or ion beams [29] have been demonstrated with µm
thick target.
The determination of the scaling of ion energy is an essential step in order to opti-
mize the ion sources for potential applications [24, 30]. Many investigations have been
carried out to achieve such an optimization. One interesting dependence, the scaling of
ion energy on target thickness, has been observed among experiments. For µm and sub-
µm thick targets, a continued ion energy increase was observed by decreasing the target
thickness down to certain optimum value, whereas the optimum thickness strongly relies
on the laser contrast in each experiment [24, 31, 32]. With sufficiently high laser con-
trast, the optimum thickness shifts to nanometer scale [33–37], although the underlying
physics changes drastically. Besides the significant enhancement of proton energy, the
proton beams gain better collimation as compared to µm thick targets, with a reduced
divergence less than 10◦ [33, 38]. Moreover, those nanometer targets are of great benefit
to heavy ions. Large conversion efficiencies of >10 % for carbon ions has been reported
[36]. Recently, carbon ions with energies exceeding 1 GeV has been demonstrated from
preheated 225 nm diamond target [37], which is one of the biggest values achieved so far
although using rather large laser facility (Trident, 80 J, 550 fs). More interestingly, those
targets enable quasi-monoenergetic ion beam production without any complicated target
configuration [39–42].
Another alternative way to optimize ion acceleration involves targets with lower den-
sities than solid density. Underdense targets can be traced back to the 90s, with the first
demonstration of MeV-scale ion beams [43]. Later, the maximum ion energy was founded
to scale with plasma density [44], indicating more efficient ion acceleration with higher
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plasma density. However, the observed ion beams were emitted with a large divergence,
which hampered the use for applications. The collimation problem was quickly overcame,
the experimental demonstration of a collimated ion beam from underdense target shows
that the key parameter to solve such problem is again the plasma density, higher plasma
density is favorable for generating collimated ion beam [45]. Recently, high efficient ion
acceleration was reported from a cluster-gas target, ions are accelerated up to ∼20 MeV/u
with a small divergence of 3.4◦ from the specific mixture underdense target (of 90 % He
and 10 % CO2) [46].
Near critical density targets, as the intermediate regime between solid density and un-
derdense targets, have attracted great attentions recently. On the one hand, the studies on
underdense targets have already shown the advantages for higher plasma density. On the
other hand, the researches on the ultrathin nanometer foils will naturally enter the specific
regime as in many cases the initial solid density foils will eventually become relativisti-
cally transparent during the interaction. Enhanced ion acceleration were reported owing
to the existence of near-critical phase [35, 37]. 160 MeV proton beam was demonstrated
with near-critical density CH2 targets, which is the highest value reported so far [47].
Besides, the afore mentioned quasi-monoenergetic ion beams generation from nanometer
thin foils are strongly related to near-critical density regime as well. Nevertheless, by
virtue of long wavelength CO2 laser system (λ = 10 µm), gas jet can be used as near-
critical density targets. Such combination has already shown the advantage of generating
high-quality monoenergetic ion beams with high repetition rate [48, 49].
1.2 Applications - some examples
1.2.1 Radiography with proton beams
Laser driven proton beam is a superb alternative to radiography. Owing to the unique
characteristics, in particularly spatial beam quality and short pulse duration, radiography
with laser driven proton beams has intrinsically very high temporal and spatial resolu-
tion. Nearly micrometer spatial resolution and picosecond temporal resolution have been
demonstrated by several groups [50–52]. The high resolution thereby allows a precise de-
tection of ultrafast physical phenomena in plasmas. For instance, proton beam has been
used as a probing tool to resolve soliton formation [53], shock wave [54], electric field
[50, 55, 56], magnetic field structure [57, 58] and Rayleigh-Taylor instability [59]. Be-
sides, this technology can be applied to diagnose dense plasma of ICF interest [60–62],
which meanwhile raises higher aspirations on energy and monochromaticity.
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1.2.2 Fast ignition by ions
In ICF, the fuel pellet needs to compressed to high densities with a necessary confinement
time of a few nanoseconds to drive an implosion. The compression is obtained through
two different approaches: direct drive [63, 64] and indirect drive [65, 66]. In the direct
drive approach, the outer surface of the pellet is ablated by simultaneously irradiation
of high power laser pulses. While in the indirect drive case, the fuel pellet is placed
in a hohlraum. The implosion is driven by soft x-ray resulting from interior walls of
the hohlraum, therefore substantially relaxes the requirement of the beam uniformity.
The biggest laser construction, the National Ignition Facility [67] (NIF), containing 192
synchronized beams with a total energy of 1.8 MJ, is aiming to demonstrate ICF as a
future energy source. The experiments in NIF are based on the indirect drive scheme.
The latest news from NIF, a fuel gain exceeding unity in the implosion, has been released
recently [68]. Note that, the total energy from the laser to the target is still far beyond the
output fusion energy.
In the conventional central hot-spot ICF scenario, regarding the different approach
of drive, the compression and hot spot ignition are produced by implosion alone, which
request a high implosion velocity of 350-400 km/s, namely, a high cost of the driver
energy. In contrast, in fast ignition concept [69], the fuel is ignited by a separate pulse
after a pre-compression step. This two-step concept will relax the requested implosion
velocity and significantly increase the gain. In principle, the ignition can be triggered by
either a separate laser pulse or particle pulse such as electron and ion. One advantage
for ion ignitor, is that ion deposits most of the energy in a well defined volume, termed
as Bragg peak, at the end of the range, which is beneficial for the purpose. Besides, ion
is less sensitive to instabilities as compared to electron. Fast ignition with laser driven
proton beams [70] and ion beams [71] were therefore proposed, where proton beam with
7-23 MeV [70] and carbon beams with 450 MeV [71] was requested, respectively. While,
a high conversion efficiency of ∼10 % from the laser to ions is prerequisite for ignition
which is still a big challenge for the state-of-the-art of laser driven ion acceleration to
date.
1.2.3 Isochoric heating
The study on warm-dense-matter requires uniformly heated plasmas in a single temper-
ature and density. Heating of the material should be extremely rapid and uniform, i.e.,
isochoric heating. Laser driven ion beams is a unique and powerful tool for that task.
Not only because the intrinsic volumetric heating feature of ions, the short pulse dura-
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tion of those ion beams meanwhile enables ultrafast heating of the target on a picosecond
time scale without noticeable hydrodynamic expansion. The feasibility of this technology
has been demonstrated in experiment [72], where the material is heated to a warm dense
plasma state with temperature of several eV by an intense proton beam generated from a
flat foil. By virtue of a hemispherically shaped target, the material can be further heated
to significantly higher temperatures due to the focusing of proton beam. Several groups
have applied the technique of proton heating to perform the equation of state (EOS) mea-
surement [73–75], which is of fundamental interest in astrophysics and fusion research.
The focusing scheme has been improved as well [76, 77], since it is relevant to many
active fields.
1.2.4 Ion beam therapy
One of the most important envisioned applications, also of particularly interest for the
scope of this thesis, is ion beam therapy (IBT). The initial concept was proposed in 1946
[78]. As is well known, radiation therapy is aiming to treat cancer with ionizing radiation
at the target tumor. In the common x-ray therapy, photons (X-ray or gamma-ray) are used
to destroy tumor cells. As shown in Fig. 1.2 (a), those photons slowly lose their energy,
with an exponentially decaying curve with increasing thickness. Considerable damages
on surrounding healthy cells are almost inevitable in a sense. Using of electrons is one
alternative, however, the use is limited by the finite depth of penetration. In contrast, pro-
tons and heavier ions deposit major energy in the Bragg peak near the end of the range
with zero (proton) or very little dose beyond the Bragg peak (heavier ions), allowing a
precise irradiation on a target region with minor toxicity associated with the treatment.
The small lateral scatter in the tissue and better depth profile of relative biological effec-
tiveness (RBE) are other advantages for ions [79–81]. Despite many treatment facilities
have been established or being built worldwide based on conventional accelerator tech-
nology, however, the extremely high global cost of those facilities (e.g. 119 Million Euro
for Heidelberg Ion-Beam Therapy Center [82] (HIT) ) severely retard widespread appli-
cation.
A laser-based ion accelerator solution of IBT has been proposed as one attractive
alternative [83, 84]. In a purely heuristic picture, the laser is delivered to a target locating
in the treatment room [see Fig. 1.2 (b)]. In principle, this attractive all-optical system
could rather compact and cost-effective owing to the small acceleration length and the
potential minimized size of gantries. The prospect described by the simple picture is
enthusiastic but overall optimistic. For example, in order to reaching deep-seated tumors
(>25 cm depth of water equivalent), a proton beam with energy of 200 MeV (400 MeV/u
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Fig. 1.2 | (a) Dose depth comparison for different radiation type. Adaption from [79]. and (b)
Schematic of laser driven IBT. Figure extracted from [83].
for carbon ions) is required. The exact same concern along with few other issues has
been raised in the initial proposal [83], which was supposed to reach soon. However, this
issue remains unresolved till now and appears to be a complicated facet. Several crucial
issues were addressed in [85] as well. More important, it emphasizes the fact that the
development of the accelerator-patient-interface is equally important as the understanding
of the underlying physics. In the frame of this thesis, a very compact laser-accelerator
beam line including necessary components for biological studies is demonstrated (see
Chap. 4), providing first benchmark towards the realization of laser-based IBT in future.
1.3 Thesis outline
The presented PhD thesis aims at understanding the fundamental physics of laser driven
ion acceleration from nano-targets and their biological studies. One important task for
the presented PhD work is the development of a prototype system for laser-based bio-
logical investigations. By combining advanced acceleration using nanometer thin targets,
a compact nanosecond proton source with a table-top laser system is demonstrated and
used for studying the biological effectiveness of ultrashort laser driven ion beams. The
underlying physics concerning the laser driven ion source is of essential importance for
the scope of this thesis as well. Therefore, the fundamental physics was investigated with
different laser systems as the major focus of this thesis, which in turn providing better
route towards future applications. The thesis is structured as follows:
chapter 2 introduces the most important theoretical fundamentals relevant to this the-
sis. Starting with laser field basics, it follows an introduction of single electron dynam-
ics in relativistically intense laser field and laser-plasma interaction and ends with an
overview of the main mechanisms of laser driven ion acceleration.
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chapter 3 describes the experimental methods. A short introduction of the laser sys-
tems utilized in the frame work of this thesis is given. Additionally, the targets and ion
diagnostics used in the experiments are discussed.
chapter 4 presents the first experimental demonstration of a truly nanosecond proton
source utilizing a table top laser system, enabling irradiating living cells with a single shot
dose of up to 7 Gray in one nanosecond. The fast radiobiological processes is studied
by measurements of relative biological effectiveness of nanosecond proton bunches in
human tumor cells. The experimental setup and the corresponding biological results are
presented. The results are published in [86].
chapter 5 reports on experimental studies of divergence of proton beams from nanome-
ter thick diamond-like carbon (DLC) foils irradiated by an intense laser with high contrast.
Proton beams with extremely small divergence (half angle) of 2◦ are observed in addition
with a remarkably well-collimated feature over the whole energy range, showing one or-
der of magnitude reduction of the divergence angle in comparison to the results from µm
thick targets. This reduction is the key point to the success of radiobiological studies pre-
sented in Chap .4. The experimental results are reproduced by 2D particle-in-cell (PIC)
simulations. In addition, an analytical model is given to explain the experimental findings.
The results are published in [87]
chapter 6 presents experimental results demonstrating that ion acceleration can be
significantly enhanced by exploiting relativistic nonlinearties - an achievement that has
not been demonstrated so far. This strong non-linearity is obtained by creating a con-
trolled pre-plasma with near-critical density (NCD) and micrometer length using micrometer-
thick carbon nanotube foam (CNF). When the CNF is attached to a nm-thick DLC foil,
substantial improvement on the properties of ion bunches are observed both with circu-
larly and linearly polarized laser pulses. The experimental results are summarized and the
underlying physics is discussed with a aid of 3D PIC simulations.
chapter 7 presents detailed experimental studies investigating ion acceleration from
DLC foils. Energetic proton beams with energies up to 6 MeV are observed with moder-
ate laser intensities of about 5 × 1018W/cm2. Parallel measurements of laser transmission
and reflection are used to determine laser absorption to the target, presenting a direct cor-
relation between observed maximum proton energy and laser absorption. The dependence
of proton energy on pulse duration of incident laser is studied as well, showing an opti-
mum pulse duration much shorter as compared to µm targets. The experimental setup and
results are presented. The underlying physics is discussed and supported by an analytical
model.
chapter 8 summarizes the experimental results and presents future perspectives.
Chapter 2
Theoretical Backgrounds
To discuss and understand the experimental results presented in this thesis, this chapter is
intended to introduce some theoretical fundamentals in laser plasma interaction which are
of particular interest to laser driven ion acceleration. More details are be found in existing
textbooks, e.g. [88–90].
2.1 Basics of laser field
Generally, Laser light is an electromagnetic wave with high coherence which can be de-
scribed by Maxwell’s equations [91]:
∇ · E =
ρ
ε0
∇ · B =0
∇ × E = −
∂B
∂t
∇ × B =µ0(j + ε0
∂E
∂t
)
(2.1)
Here, E and B is the electric field and magnetic field, respectively. ρ is the charge density,
j denotes the current density, and ε0 and µ0 represents the permittivity and the permeability
of vacuum, respectively. Noted that symbols in bold represent vectors and all the units are
given in SI-units in this thesis, unless otherwise indicated. The fields can be expressed by
a vector potential A and a scalar potential Φ:
E = −
∂A
∂t
− ∇Φ
B =∇ × A
(2.2)
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By applying Lorenz Gauge ∇ · A + 1c2
∂Φ
∂t = 0 to Maxwell’s equations will yield the
symmetric wave equations:
1
c2
∂2
∂t2
A − 4A =µ0j
1
c2
∂2
∂t2
Φ − 4Φ =
ρ
ε0
(2.3)
Where c = 1√
ε0µ0
is the speed of the light in vacuum.
The simplest plane wave solution for Eq. 2.3 in vacuum can be expressed in a sinu-
soidal form as:
A = A0 sin(k0 · r − ω0t + φ0) (2.4)
where ω0 is the angular frequency, k0 is the wave vector with k0 = ω0/c, and φ0 is the
initial phase. Noted that, this is the linearly polarized solution, any plane wave with
elliptical polarization is also a solution of Eq. 2.3.
Using Eq. 2.2, E and B are given by
E = E0 cos(k0 · r − ω0t + φ0)
B = B0 cos(k0 · r − ω0t + φ0)
(2.5)
with the relationship between all those amplitudes
E0 = cB0 = ω0A0 (2.6)
The intensity of the laser light I0 is defined as the time-averaged magnitude of the
Pointing vector S = 1
µ0
E × B using Eq. 2.5,
I0 =< S >= ε0cE20/2 (2.7)
2.2 Laser interaction with a single electron
2.2.1 Definition of relativistic laser intensity
The equation of motion of an electron in an electromagnetic field can be derived from the
Lorentz equation
∂p
∂t
= −e(E + v × B) (2.8)
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where p = γmev is the relativistic momentum of the electron with v and γ = 1/
√
1 − v2/c2
is the velocity and the gamma factor of the electron, respectively. There are two forces on
the electron, one is governed by the electric field, resulting in a so-called quiver motion in
the direction of electric field with the maximum quiver velocity vmax,qv = eE0meω0 . A second
force is given by the second part of the Lorentz force, the v×B component, pointing in the
laser propagation direction. Based on Eq. 2.6, we can infer that a ratio of the amplitude
of v × B force to the electric force is vmax,qv/c. Also, this ratio defines the dimensionless
vector potential a0, one important parameter which is frequently used in high intense laser
physics instead of the amplitude of the electric or magnetic field, as
a0 = vmax,qv/c =
eE0
mecω0
(2.9)
Thus, for a0  1, namely, the non-relativistic regime, vmax,qv  c, thus the v × B force
can be neglected, the electron mostly oscillates in the plane of the electric field. While, in
the ultra-relativistic case when a0  1, the maximum quiver velocity vmax,qv approaches c,
those two forces become comparable and the electron is pushed in the direction of laser
propagation. a0 = 1 defines the relativistic threshold. The corresponding amplitudes of
the electric field and magnetic field are given by
E0 =
3.2 × 1012V/m
λ
[
µm
] a0
B0 =
1.07 × 104T
λ
[
µm
] a0 (2.10)
Combining Eq. 2.7 and Eq. 2.9, the laser intensity can be written in terms of a0
I0 = ζ
1.37 × 1018W/cm2
λ2
[
µm2
] a20 (2.11)
where λ is the laser wavelength in units of µm, ζ is the corrected coefficient for the polar-
ization with ζ = 1 for linear polarization and ζ = 2 for circular polarization.
In the actual experiment, the peak intensity of the laser pulse can be determined by
assuming a perfect Gaussian profile in space and time
I0 =
0.83EL
tFWHM · d2FWHM
(2.12)
Here, EL, tFWHM and dFWHM denotes the energy, the full-width half-maximum (FWHM)
duration and the FWHM focal spot size of the laser pulse, respectively.
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2.2.2 Electron dynamics in a plane wave
Now we begin to discuss the single electron dynamics. For the sake of simplicity, all
the variables are normalized in the relativistic units in this section as follows: t → ω0t,
r → k0r, v→ v/c, p→ p/mc, A→ eA/mec2 and E → E/mec2.
Starting from the Lorentz equation Eq. 2.8, the single electron dynamics in a plane
wave can be solved exactly [89, 90]. Two equations for the momentum conservation are
given:
p⊥ − A⊥ =c1
E − p‖ =c2
(2.13)
Here the subscript ⊥ and ‖ denotes the transversal and longitudinal dimensions, the sym-
bol c1 and c2 are constants of the motion.
Substituting the electron energy E = γ =
√
1 + (p⊥)2 + (p‖)2 into Eq. 2.13, we obtain
a general relationship between the transverse and longitudinal momentum
p‖ =
1 − c22 + p
2
⊥
2c2
(2.14)
Assuming the electron is initially at rest in the laboratory frame (i.e., c1 = 0, c2 = 1),
then the equations of motion for a plane wave propagating along z direction with A =
(ax, ay, 0) read as
px =ax
py =ay
pz =
A2
2
(2.15)
Hence in the presence of a linearly polarized (LP) pulse with A = a0 cos(φ), and
φ = x − t + φ0 is the phase. Eq. 2.15 gives the trajectory of an electron
x(φ) =a0 sin φ
z(φ) =
a20
4
[
φ +
1
2
sin(2φ)
] (2.16)
These equations reveal two motions of the electron, as shown in Fig. 2.1 (a), (c) and
(d). The transverse motion oscillates at the laser frequency ω0 with its amplitude linearly
scales with a0. While the longitudinal motion scales with a20 with two components, one
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is the oscillation component at double frequency 2ω0 and the other is an additional linear
term φ, resulting a net drift in the forward direction with average velocity
vd =<
px
γ
>=
a20
4 + a20
(2.17)
Clearly, when a0  1, the electron motion is dominated by the longitudinal component,
pointing in the forward direction, consistent with the simple discussion in Sec. 2.2.1.
Fig. 2.1 | (a) The trajectory of single electron in an infinite LP plane wave in the laboratory frame
with a0 = 10. (b) The trajectory of single electron in a finite LP plane wave with finite pulse dura-
tion a0(t) = a0 exp(−(t − 5)/τ0)2, where a0 = 10, and τ0 = 2. (c) and (d) show the corresponding
transverse and longitudinal momentum, respectively.
Now we consider a more realistic situation, the single electron motion with a pulse
with finite duration, as illustrated in Fig. 2.1 as well. Here the temporal envelope is
described by a Gaussian profile as a0(t) = a0 exp(−(t − 5)/τ0)2 with a0 = 10, and τ0 = 2.
As we can see from Fig. 2.1 (c) and (d), the conservation of momentum holds as described
by Eq. 2.15 with the slowly varying a0(t). And the trajectory now can be calculated
numerically (see Fig. 2.1 (b)), showing the electron oscillates more longitudinally with
the increasing a0(t).
14 2. Theoretical Backgrounds
For circular polarization (CP) with A = ( 1√
2
a0 cos(φ),± 1√2a0 sin(φ), 0), the electron
then can be described by
x(φ) =
1
√
2
a0 sin φ
y(φ) = ∓
1
√
2
a0 cos φ
z(φ) =
a20
2
φ
(2.18)
Fig. 2.2 | (a) The trajectory of single electron in an infinite CP plane wave in the laboratory
frame with a0 = 10. (b) The trajectory of single electron in a finite CP plane wave with finite
pulse duration a0(t) = a0 exp(−(t − 5)/τ0)2, where a0 = 10, and τ0 = 2. (c) and (d) show the
corresponding momentum px and pz, respectively.
In contrary to linear polarization, 2ω0 oscillation component in the longitudinal mo-
tion vanishes owing to the identical cancellation from both transverse polarizations. Note
that this absence will result in a significant difference in terms of laser absorption and ion
acceleration (see Sec. 2.3.3 and Sec. 2.4.2). The electron moves along a helical trajectory
with a constant drift velocity vd (c.f. Eq. 2.17), while for a finite pulse duration, the drift
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velocity scales with a20. The comparison of the electron motions in an infinite and a finite
pulse can be seen in Fig. 2.2.
As can be seen from Fig. 2.1 and Fig. 2.2, regardless of polarization, the electron will
be back in its initial state (Return to rest in our case) after the pulse passed over. There is
no net energy transfer from the laser light to the electron, the electron only has a net drift
in longitudinal direction. In order to gain energy from the laser, we need to break up the
symmetric conditions for the Lawson-Woodward (LW) theorem [92, 93], for example, the
introduction of a plasma background or a tight focus beam. In the latter case, we could
estimate the emission angle θ out of the laser focus based on previous discussion in this
section. Recalling Eq. 2.14, it gives the kinetic energy of electron
Ekin = γ − 1 = p‖ = p2⊥/2 = a
2/2 (2.19)
This relationship indicates that the kinetic energy of the electron, or in other words, the
energy gain, is originally from the transverse electric field, not the v × B force. And it
keeps being valid for the tight laser focus as well [89, 90]. Hence one obtains
tan(θ) =
p⊥
p‖
=
√
2
γ − 1
(2.20)
2.3 Laser Interaction with a plasma
2.3.1 Basics of plasma
In the actual experiment, the laser is not interacting with single electron but with a pre-
formed plasma that being ionized from a solid density target. A plasma is basically an
ionized state of a multi-body system that is composed of free charged particles. Typically
it has a zero overall charge, however, in certain circumstances, the neutral condition can
be violated 1. Here we introduce few basic concepts of the plasma, which are frequently
recalled in the laser-plasma interaction. More details can be found in [88–90].
A feature that identify the plasma from other states is the collisionless (collective)
behavior in a relatively macro spatial scale, characterized by the Debye length λD, which
1For a plasma, it requests quasi-neutral rather than completely neutral, namely, being neutral in a spatial
scale larger than the Debye length.
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is the length over which an individual particle is completely shielded by the surrounding
charged particles:
λD =
√√
ε0kB
e2
neTe +
m∑
k=1
Zni
Ti
−1 (2.21)
Here, kB is Boltzmann’s constant, ne and Te denote the electron temperature and density of
the plasma, respectively. ni and Ti are the temperature and density for given ion species,
and Z is the corresponding ionized charge of the ions. It is worth to note that due to the
high inertia, the ions stays immobile as a background. Their contribution to the Debye
length are negligible and the Debye length is thus simplified as
λD =
√
ε0kBTe
e2ne
(2.22)
Beyond the Debye length λD, the collective motions take place. While the built-up of
such collective motions request certain time scale τpe. In a very intuitive way it can be
estimated as
τpe =
λD
vte
=
√
ε0γme
e2ne
(2.23)
Where vte =
√
kBTe
γme
is the thermal speed of the electrons. and γ is the time-averaged
Lorentz factor in the plasma.
In other word, τpe is the characteristic response time to a perturbation, such as a laser
pulse. τpe is directly connected to another well known parameter, the electron plasma
frequency or Langmuir frequency ωpe
ωpe =
1
τpe
=
√
e2ne
ε0γme
(2.24)
Similarly, the characteristic response time scale τpi and frequency ωpi for the ions can
be defined by ωpi = 1/τpi =
√
Z2e2ni/ε0mi. Again, owing to the high mass, we would
neglect the influence from the ions. Hence we set ωp ≡ ωpe in the following sections.
A plasma can be completely described by Maxwell’s equations (Eq. 2.3) along with
the two fluid equations of the electrons and ions that derived from Vlasov equations:
(
∂
∂t
+ vj
∂
∂x
)n j = − n j
∂vj
∂x
(
∂
∂t
+ vj
∂
∂x
)vj =
Ze
m j
(E + vj × B) −
1
m jn j
∂P j
∂x
(2.25)
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Here, the subscript j = e, i denote the quantities for the electrons and ions, respectively.
vj is the mean velocity, and P j is the pressure.
In the laser plasma interaction, three waves are essentially important, two of them are
plasma waves, i.e., the electron plasma wave and the ion acoustic wave, and another is an
electromagnetic wave, the laser pulse itself. The dispersion relation for electron plasma
wave and ion acoustic wave can be derived from Eq. 2.25 as [88]
ω2 =ω2p + 3k
2v2te, for electron plasma wave
ω2 =k2c2s , for ion acoustic wave
(2.26)
where cs '
√
ZkBTe/mi is the ion sound velocity.
The dispersion relation of an electromagnetic wave in a collisionless plasma is given
by
ω20 =ω
2
p + k
2
0c
2 (2.27)
Immediately one obtains phase velocity vp and group velocity vg from Eq. 2.27 for the
laser propagating in the plasma in terms of refraction index η = ck0/ω0
vp =
ω0
k0
=
c
η
vg =
dω0
dk0
= cη
with η =
√
1 − ω2p/ω20 =
√
1 − ne/γnc
(2.28)
This shows that the laser pulse starts to reflect back from a plasma when ω0 = ωp
since the group velocity vg = 0. Such transition point is called the critical density nc
nc =
ε0γmeω20
e2
= γ ·
1.1 × 1021cm−3
λ2
[
µm2
] (2.29)
Recalling Eq. 2.15, the Lorentz factor is often used as γ = γ0 =
√
1 + a20/2 for laser
plasma interaction [89, 90] 2.
The critical density nc separates two distinct regimes for the interactions of laser and
plasma. ne < nc and ne > nc defines the underdense and overdense plasma regimes in
which plasma is transparent or opaque, respectively. In case of an overdense plasma, the
laser pulse could penetrate evanescently into the plasma beyond the critical surface (where
ne = nc). The characteristic length is identified as the skin depth ls, over which the mag-
2γ =
√
1 + (p/mec)2
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nitude of the electric field decays to 1/e of its initial value. For a step-like, collisionless
plasma, the skin depth is given by3
ls =
c
ω0 Im(η)
= λ0
[
2π
√
ne
γnc
− 1
]−1
(2.30)
Now we introduce an important concept in laser plasma interactions, the ponderomo-
tive force, which is a force that acts in a plasma or on a single electron due to a non-
uniform electric field. The derivation can be carried out in different ways, for example,
from single electron dynamics in an electromagnetic wave, or fluid dynamics. Detailed
derivation can be found in many text books [88, 90]. The expression of non-relativisic
ponderomotive force is given by
Fp = −
e2
4meω20
∇E2 (2.31)
This equation shows that the ponderomotive force is proportional to the gradient of
time-averaged electric field, or the laser intensity I0. Consequently, the electrons will feel
such force and drift away from high intensity region (away from the center of the focus).
In this process, the electrons will gain energy from laser pulse.
In the relativistic case, the ponderomotive force is obtained by taking the longitudinal
motion into account [94]
Fp = −
e2
2meγ
∇A2 = −mec2∇γ (2.32)
2.3.2 Pulse shaping effects
The refractive index η is a very interesting parameter in the relativistic laser plasma in-
teractions. From Eq. 2.28 one can see that any variation in plasma density or in laser
intensity will lead to a modification in the refractive index η. Such modification gives rise
to a number of nonlinear effects. In this section, we intend to introduce three interesting
nonlinear effects which are closely connected to the refractive index η, i.e., self focusing,
relativistic self-phase-modulation, and relativistic induced transparency. In turn, those
nonlinearities have the potential to be used to shape the relativistic laser pulses.
3Noted that for a high density plasma, the skin depth is expressed approximately in a more simple form
as ls = c/ω0.
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Self-focusing
Self-focusing effect is caused by the spatial variation of the refractive index η. Two mech-
anisms are responsible for that. One is known as ponderomotive self-focusing, resulting
from the expulsion of the electrons by the ponderomotive force. As stated, the pon-
deromotive force will expel electrons from high intensity regimes, resulting a transverse
density gradient with lower electron density in the center of laser focus. According to
Eq. 2.28, the refractive index η is larger in the center. Hence the plasma acts as a
positive lens, leading to self-focusing of the laser pulses to higher intensities. Analo-
gously, the electron oscillating in the laser field and the instantaneous relativistic mass
correction γ =
√
1 + a2/2 depends on the laser intensity. The spatial distribution of the
laser intensity thus leads to a transverse variation of the refractive index η and cause self-
focusing. Such phenomena is referred to as relativistic self-focusing, as demonstrated in
three-dimensional particle-in-cell (3D PIC) simulations [95]. Noted that the self-focusing
increases gradually during the propagation owing to the resultant increased laser intensity.
Assuming a laser pulse with Gaussian radial intensity profile a(r) = a0 exp(−2 ln 2 ·
r2/D2L) interacting with a plasma. Here, λ is the wavelength and DL is the FWHM diame-
ter of the laser. According to Eq. 2.28, the refractive index for relativistic self-focusing is
given by
η =
√
1 −
ne
nc
√
1 + a2/2
(2.33)
and the phase velocity vp is determined by:
vp =
c
η
' c [1 + ne/2nca(r)] , for a(0)  1 (2.34)
The maximum difference of velocity 4vp through the area of
√
2DL (the FWHM di-
ameter of a(r)) is 4vp = cne/2nca0. Thus the divergence angle of the laser beam is given
by:
θ =
√
4vp
c
=
√
ne
2nca0
(2.35)
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With this, the self-focused spot FWHM diameter DFWHM and self-focusing length f
can be estimated by applying Gaussian beam propagation as
DFWHM =
2
√
ln 2λ
πθ
≈ 0.74λ
√
nca0
ne
f =
√
2DL
2θ
≈ DL
√
nca0
ne
(2.36)
Although the derivation is far from rigorous, the rough estimation reveals the same scaling
for the focal spot size in previous publications except for some small deviation in pre-
factors [96, 97].
The derivation above is valid for relativistic laser pulse, while in non-relativistic case
when a0  1, we should rewrite Eq. 2.34 as
vp =
c
η
' c
[
1 + ne/2nc(1 −
a(r)2
4
)
]
, for a(0)  1 (2.37)
The divergence angle is thus given by
θ = a0
√
ne
8nc
(2.38)
This gives the well known expression of the threshold power for self-focusing, de-
tailed derivation can be found in [90]
Pc = 17.5
ω20
ω2p
[GW] (2.39)
Relativistic self-phase-modulation
Similar to self-focusing, the variation of the refractive index give rises to relativistic
self-phase-modulation (SPM). Whereas, SPM is nearly a one-dimensional (1D) problem.
When a laser pulse propagating through a plasma, it induces a varying refractive index in
longitudinal dimension (time-dependent) owing to the time-varying laser intensity. This
time-dependent refractive index causes a phase shift of the pulse, resulting in a broad-
ening of the frequency spectrum, i.e., the self-phase-modulation. At the pulse front, the
intensity rises and causes an increasing refractive index η, this time-dependent refrac-
tive index causes a frequency red shift. While the pulse back is blue-shifted due to the
decreasing refractive index. Since the group velocity vg at the pulse back is faster than
the pulse front (based on Eq. 2.28), it leads to a compression (steepening) of the laser
pulse. And the compression becomes essentially asymmetric and exhibit a positive chirp,
as demonstrated in the theoretic work [98]. The pulse compression has been observed in
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the experiment [99]. And the asymmetric compression has been verified experimentally
[100], showing pulse steepening at pulse front or the back respectively.
Relativistically induced transparency
As discussed in Sec .2.3.1, for the overdense plasma, the laser pulse can only penetrate
evanescently into the target characterized by the skin depth ls. While according to the
dispersion relation Eq. 2.27, the mass of the electrons has to be corrected by the Lorentz
factor γ owing to the relativistic motion of the electrons. As γ increases and simulta-
neously the plasma density reduces owing to the expansion during the interaction, the
plasma eventually becomes transparent at a critical point
ne
γnc
6 1 (2.40)
Thereafter the initially opaque plasma suddenly acts as a transparent medium. This
phenomenon is called relativistically induced transparency. In particular, the transition
from opaque to transparent happens in a picosecond timescale, making it ideally suitable
for ultrafast optical shutters. The dynamics of relativistically induced transparency has
been investigated in experiments recently [101].
2.3.3 Laser absorption in plasmas
For laser driven ion acceleration, one should be aware that the laser can not directly ac-
celerate ions with current available laser intensities. Substituting the proton mass into Eq.
2.9, we can rewrite the laser intensity as
I0 = ζ
4.62 × 1024W/cm2
λ2
[
µm2
] a20 (2.41)
Hence, even for proton to directly gain relativistic energy from the laser field, it requires
an intensity far exceeding the laser intensities today (I0 ∼ 1018 − 1022W/cm2). Instead,
the laser energy is intermediately transferred to the electrons. The electrons are pushed
forward and a high electrostatic field comparable to the laser field is thus built up due to
charge separation. In turn, the electrostatic field acts on the ions and is responsible for
ion acceleration. Thus, laser absorption by electrons is of particular interest for ion ac-
celeration and will eventually determine the efficiency of ion acceleration. In this section
we will briefly introduce few important absorption mechanisms, a more comprehensive
introduction can be found in [102].
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Inverse bremsstrahlung
Inverse bremsstrahlung is one of the most common absorption mechanism happened at
low laser intensity (I0 6 1015W/cm2). It involves two sequential processes. Initially,
electrons oscillate in the presence of a laser field (see Sec .2.2.2). Then, the oscillation
energy is converted into plasma by collisions of electrons with ions, resulting in effective
heating of the plasma. As it is the opposite process of bremsstrahlung, this phenomenon
is named as inverse bremsstrahlung. The absorption depends on the electron-ion collision
frequency νei [88]
νei ∝
neZ
T 3/2e
(2.42)
Clearly, the absorption is large for high densities, high Z plasmas and low electron
temperatures. At higher laser intensities, as the electron temperatures increase accord-
ingly, inverse bremsstrahlung becomes less efficient. The heating process will be domi-
nated by collisionless absorption mechanisms as introduced in the following.
Resonance absorption
As mentioned in Sec .2.3.1, a laser pulse will be reflected back from the critical surface
when ne = nc. Considering an obliquely incident laser pulse at an angle θ between wave
number k and plasma density gradient ∇ne, the laser pulse reflects at lower electron den-
sity ne depending on the incidence angle
ne = nc cos2 θ (2.43)
Some partial field can tunnel beyond it and reach the critical density region. In this case,
if the electric field E of the laser pulse has some component in the direct of the plasma
density gradient ∇ne (E · ∇ne , 0), typically referred to p-polarized laser, it oscillates
electrons along ∇ne and generates density fluctuations which can be resonantly enhanced
by the plasma at the plasma frequency ωp. An electron plasma wave will be excited at
the tunneling point and the laser energy is damped into the plasma wave via collision
at low intensities or collisionless effects at high intensities. This phenomenon is termed
resonance absorption, and the fractional absorption rate fra is given by [88]
fra ≈
φ2(τ)
2
(2.44)
where φ(τ) ≈ 2.3τ exp(−2τ3/3) is the characteristic resonance function and the variable
τ = (ω0L/c)1/3 sin θ is depending on the plasma density scale length L and incidence angle
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θ. It is worth to mention that a rippling of the critical surface due to two or three dimen-
sional effects [103] can cause resonance absorption even with s-polarized laser pulse.
Vacuum heating
In case of a steep plasma density gradient (L  λ), the classical resonance absorption
ceases to work since no resonance. In fact, the laser energy can be converted into plasma
via a ’Not-so-resonant, resonant absorption’ mechanism, known as vacuum heating or
Brunel heating [104]. The laser field can directly act on the electrons near the sharp
plasma-vacuum interface now. If E · ∇ne , 0 (termed an obliquely incident p-polarized
laser), the electrons can be pulled out into vacuum by the electric field of the laser and
pushed back into plasma when the laser field reverses its direction, i.e., at frequency ω0.
The laser field can only penetrate evanescently into the overdense plasma up to a skin
depth ls (see Eq. 2.30), while the electrons can penetrate further beyond ls and eventually
transfer the absorbed energy from the laser pulse to plasma via collisions. The fractional
absorption rate fvh can be estimated based on a very simple analytical model as [90]
fvh =
4
π
sin3 θ
cos θ
a0 (2.45)
Thus the absorption increases with higher laser intensity and larger incidence angle. For a
more rigorous derivation, some necessary corrections, e.g. the corrections resulting from
imperfect reflection and relativistic motion of the electrons, need to be taken into account
[90, 104].
j × B heating
This absorption mechanism arises from the oscillating component of the v × B term of
the Lorentz force. As shown in Sec .2.2.2, the electron motion will be dominated by the
v × B component of the Lorentz force for relativistic laser intensities (a0  1), which
will cause a longitudinal oscillation at frequency 2ω0 for linearly polarized laser pulses.
Analogous with the vacuum heating mechanism, this j × B force can accelerate electron
into plasma for a steep plasma density gradient and result in heating [105]. Obvious, this
j × B force performs best at normal incidence and gain significance at relativistic inten-
sities. Numerical simulations have shown that this absorption increases with increasing
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laser intensity I0 and decreases with increasing plasma density ne [88, 106, 107], leading
to a hot electron temperature scaling as [106]
Th = (γ − 1)mec2 ≈ (
√
1 +
I0λ2
[
µm2
]
2 × 1.37 × 1018W/cm2
− 1)0.511MeV (2.46)
This form is the standard expression of the transverse ponderomotive potential which
is understandable since the energy gain of electrons initially result from the transverse
electric field (see Eq. 2.19). In fact, this scaling has been verified experimentally [108].
Finally, It is important to point out that this mechanism works for any polarizations
except for circular polarization where the oscillation component of the j×B term vanishes
(c.f. Sec. 2.2.2).
2.4 Laser driven ion acceleration
As discussed above, direct ion acceleration by laser field is not possible with current laser
intensities. Almost all the ion acceleration mechanism investigated so far are resulted
from the charge separation between fast electrons and ions. Depending on the laser and
target parameters, many different mechanisms have been proposed, including coulomb
explosion (CE) [43], collisionless shock acceleration (CSA)[109–111], acceleration in a
dipole vortex [112, 113], breakout afterburner (BOA) [114–117] and many other mech-
anisms. A more comprehensive introduction are referred to the existing review papers
[18–20]. In this section, we will present acceleration mechanisms most relevant to the
works of this thesis in the following.
2.4.1 Target normal sheath acceleration
Target normal sheath acceleration (TNSA) mechanism was firstly introduced [118, 119]
to interpret the experimental observation of MeV-level ion beams [9–12], which is later
found to be the most dominant acceleration mechanism in most of the experiments there-
fore attracts enormous attentions. As shown in Fig. 2.3 (a), in a simple physical picture
of TNSA mechanism, a relativistic laser pulse incident on a µm thick solid-density target.
The front surface of the target feels the prepulse of the laser and expands spherically. As
the target remains opaque during the interaction, the laser pulse only interacts with the
front side of the target and generates lots of hot electrons via different absorption mech-
anisms (see Sec. 2.3.3). Those hot electrons penetrate through the target, a portion of
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them (the electron cloud) can escape the target to the rear side vacuum, forming an elec-
trostatic field owing to charge separation which can ionize the rear surface of the target
and accelerate ions to high energy.
Fig. 2.3 | (a) Schematic of TNSA mechanism. Adaption from [120]. (b) Schematic representative
of the TNSA Model, showing 1D ion (blue), cold electron (black), hot electron (red) density
distributions. Note that the prepulse of the laser ionizes the front surface of the target and forms a
plasma with the Debye length of the order of 100 µm. While at the rear side, the target has a sharp
density gradient with the Debye length of few µm. Adaption from [118].
This simple TNSA picture can explain most of the experimental observations. Ow-
ing to the low ionization potential and large charge-to-mass ratio, protons response to
the electrostatic field firstly and gain most effective acceleration, thereafter screening the
accelerating field for other ion species. This explains why mainly the protons have been
observed experimentally [9–12]. The presence of the protons is attributed to hydrocar-
bon or water contaminants adhered to the target which has been verified experimentally
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[21, 22]. Since the electrostatic field is strongly dependent on the spatial distribution of
the hot electrons that escapes from the target, leading to an acceleration normal to the tar-
get surface. This is consistent with experiment [10], thereby referred to as target normal
sheath acceleration. Also, the spatial distribution of hot electrons is responsible for the
observed small divergence angle of ion beams [13, 14]. A relatively flat rear surface gives
rise to the collimation of ion beams in forward direction from the target rear and the local
curvature of the rear surface results in an decreasing divergence with increasing ion en-
ergy. In fact, the electrostatic field has a 3D distribution initially depending on the spatial
distribution of hot electrons and later modulated by expansion of the surface during the
interaction, leading to the observed dependence of divergence on ion energy.
The TNSA model also explains the different characteristics between the ion beams
observed at target front (backward) and target rear (forward) [118]. The accelerating field
Eacc via TNSA is given by
Eacc =
kBTh
eli,k
(2.47)
where li,k is the maximum value between the scale length of ions density Li,k and the Debye
length λD. The subscript k = f , r denote quantities for front and rear side, respectively.
Fig. 2.3 (b) shows the 1D density distributions for different particles for both sides of
target. Obviously, owing to the steep gradient at target rear, Eacc is significantly higher as
compared to the one at target front. Typically, ion beams at the rear side are accelerated
to much higher energies than at the front. Moreover, the large spherical blow off plasma
at the target front gives rise to a 2π ion emission in contrast to the forward ion beams
from the target rear. In fact, the above discussion can be extended further to explain the
characteristics of ion beams with low laser intensities back to the old days [3, 4].
TNSA mechanism can be described by the freely expanding plasma model [121–125].
Assuming the density of electrons follows Boltzmann distribution with ne = ne0 exp(eΦ/kBTe)
with the electron density ne0 = Zni0 in unperturbed plasma and the electrons are in isother-
mal equilibrium, along with Eq. 2.25 to describe the ion motion, one obtains the basic
self-similar solution based on the quasi-neutrality condition (i.e., ne = Zni) as
ne =Zni = ne0 exp(−x/cst − 1)
vi =cs + x/t
Eacc =kBTe/ecst
(2.48)
where vi is the ion velocity and cs =
√
ZkBTe/mi is the ion sound velocity. Note that the
accelerating field given by Eq. 2.47 is reproduced for a density scale length cst = Li.
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This simple solution shows few important aspects. First, the accelerating field E scales
with the electron temperature and decreases with time or with the scale length. Second,
the energy increases with time while the number of ions decays exponentially with time.
Although it predicts an infinite acceleration which is physically impossible, this dilemma
can be resolved with more realistic consideration, for example, taking the inertia of elec-
tron and electron cooling into account. Roughly speaking, the acceleration terminates
when the scale length Li equals the Debye length λD, which gives a maximum ion veloc-
ity as [121, 125]
vmax = 2cs ln(ωpit) (2.49)
where ωpi =
√
Z2e2ni/ε0mi is the ion plasma frequency.
A more precise solution concerning the structure of ion front predicts an exponential
ion spectra with a high energy cutoff Emax which is typically observed in experiments
[126]
Emax = 2ZkBTh
{
ln(τ +
√
τ2 + 1)
}2 (2.50)
Here τ = ωpit/
√
2eN and eN = 2.71828... is the numerical constant. In fact, the electron
temperature Th is found to approximate to the pondermotive potential in the experiments,
namely, it scales with the square root of I0λ2 (see Eq. 2.46). and the acceleration time
is given by τ = 1.3τL, where τL is the laser duration in a rather crude approximation
[24]. More complicated solution for the freely expanding plasma model concerning two-
temperature electron distribution and electron cooling can be found in [127–129].
In another point of view, TNSA mechanism can be described in terms of laser ab-
sorption by electrons f [130]. The major advantage of this model is that the complicated
process regarding electron heating in laser-plasma interaction is avoided, which strongly
simplify the discussion. By considering the transverse spread of the electrons during the
propagating through the target as
B = rL + d · tan θ (2.51)
where B represent the radius of the electrons bunch at the rear surface given by the radius
of the laser rL, the target thickness d and θ the half angle of the electrons propagating
through the target, thus the maximum possible ion energy for an infinitely long accelera-
tion Ei,∞ is characterized in terms of f as
Ei,∞ = 2Zmec2( f PL/PR)1/2 (2.52)
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where PL is the laser power and PR = m2ec
5/e2 = 8.71GW is the relativistic power unit.
Importantly, it shows Ei,∞ depends on the square root of the absorbed laser energy only but
no direct dependence on the incident laser intensity I0 as compared to the freely expanding
plasma model (cf. Eq. 2.50).
Considering the finite accelerating time, the maximum ion energy Emax is given by
[130]
τL
τ0
= X
{
1 +
1
2
1
1 − X2
}
+
1
4
ln
1 + X
1 − X
(2.53)
Here, τ0 = B/v(∞) with v(∞) =
√
2Ei,∞/mi stands for the accelerating time and X =
(Emax/Ei,∞)1/2. Again, the equation shows no explicit dependence on I0.
2.4.2 Radiation pressure acceleration
Radiation pressure originates from the momentum transfer from the electromagnetic (EM)
wave to a surface via either reflecting or absorption. For a plane EM wave, it can be
expressed as [20]
Prad = (1 + R − T )
I0
c
= (2R + A)
I0
c
(2.54)
where R, T and A denotes the reflection, transmission and absorption coefficients, respec-
tively.
When the laser intensity is sufficiently high, the radiation pressure of the laser pulse
can lead to another important acceleration mechanism, named radiation pressure acceler-
ation (RPA) mechanism [131–145]. It has been already proposed in a theoretical study
in 2004 [131]. In such scenario, all the electrons inside the target can be pushed forward
with the velocity close to the speed of light by the radiation pressure while the ions keep
immobile, leading to a strong electrostatic field set up by the charge separation. Such
electrostatic field is strong enough to accelerate the ions to relativistic energies within one
laser cycle when the laser intensity is extremely high (I0 > 1.2 × 1023W/cm2). The target
is comoving with the laser pulse as a whole, as in a light sail picture. Thus most of the
laser energy is transferred to the ions due to the high mass, leading to highly efficient
ion acceleration. Also, the ion spectrum presents a monoenergetic feature instead of the
exponential spectra obtained via TNSA (see Sec. 2.4.1). Note that this senario has much
in common with the idea of interstellar vehicle driven by the laser light [146]. And all
the other definitions such as laser piston acceleration (LPA) [131], sweeping accelera-
tion (SA) [132], phase-stable acceleration (PSA) [135], and light sail (LS) acceleration
[139, 140] are literally one individual name for the RPA mechanism.
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It has been quickly realized that the requested high laser intensity (I0 > 1.2×1023W/cm2)
for RPA [131] could be substantially released by using circularly polarized laser pulse
[133]. As discussed in Sec. 2.2.2 and Sec. 2.3.3, the oscillation component of the j × B
force vanishes, resulting in a strong suppression on the electron heating in case of cir-
cular polarization. Naturally, the ion acceleration via TNSA is inhibited and RPA could
dominate the acceleration process at much lower laser intensities.
At an early stage, the electrons are steadily pushed inward to an equilibrium position
where the radiation pressure of the laser balances the charge-separation electrostatic field,
forming a compressed electron layer in front of the laser and a depletion layer left behind,
as shown in Fig. 2.4 (a). Assuming the electrostatic field Ex has linear profiles both in
the depletion layer (Ex = E0x/d for for 0 < x < d) and the compression layer (Ex =
E0 [1 − (x − d)/ls] for d < x < d + ls), the balance condition then reads as
E0n0(d + ls)/2 = (1 + R − T )
I0
c
(2.55)
Combining the Poisson equation as E0 = enp0ls/ε0 and the equation of charge conser-
vation n0(d + ls) = np0ls, we rewrite Eq. 2.55 as
ε0E20
2
=
(1 + R − T )I0
c
(2.56)
and the thickness of the depletion layer can be derived with the approximation n0d ≈
np0ls as
d =
√
2((1 + R − T )I0ε0
cn20e
2
=
√
(1 + R − T )ζ
4π2
nc
n0
a0λ (2.57)
where ζ is again the corrected coefficient for the polarization with ζ = 1 for linear polar-
ization and ζ = 2 for circular polarization. Clearly, d defines the threshold target thickness
that the balance condition still hold. Typically, thinner targets than d causes less efficient
ion acceleration. To some extend this issue can be compensate with multi species of ions
inside the target, which could result in higher energetic light ion beam [144]. Neverthe-
less, the uneven situation can also lead to the generation of very dense monoenergetic
electron bunch which can be used as a relativistic flying mirror for coherent X-ray gener-
ation [147]. Note that, in case of R = 100% with circular polarization, Eq. 2.57 gives the
same expression d = (a0λ/π)(nc/n0) as [135].
Depending on the location, the ions have two distinct behaviors. The ions in the
depletion layer will never catch up these ions in the compression layer due to the linearly
increasing electrostatic field. The ion density decreases during the time, forming a shelf
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density region. In contrast, for the ions locate in the compression layer, they will reach
the ending point of the compression layer (x = d + ls) at the same time owing to the
linearly decreasing electrostatic field with a maximum velocity vmax. Ideally, the density
goes infinite. This process is essentially the same process when a laser pulse pushes the
plasma forward by the radiation pressure and reflects ions from the plasma surface up to
twice the recession velocity, the so-called hole boring (HB) acceleration process. In such
process, all the ions regardless of the species have quasi-stationary velocity as [106, 133]
vmax,HB
c
= 2
vHB
c
= 2
√
(1 + R − T )ζ
2
me
mi
Znc
ne
a0 (2.58)
Fig. 2.4 | (a) Schematic of density profiles for ion density (blue line), electron density (magenta
line), and the resultant electric field due to charge separation (red dashed line) at the equilibrium
position when the radiation pressure of the laser balances the electrostatic pressures. Here d is the
thickness of the depletion layer and the thickness of the compression layer is characterized by the
plasma skin depth ls (c.f. Eq. 2.30). and n0 denotes the initial electron density. Adaption from
[133]. (b) An example of ion phase space evolution from 1D particle-in-cell (PIC) simulations,
here τ presents one laser cycle. Figure extracted from [134]. (c) Snapshots of ion density from 2D
simulations. Figure extracted from [134]. (d) Energy spectrum of protons, showing a monoener-
getic spectra from 1D simulation. For comparison, the 2D simulation result is shown as well. (e)
The corresponding energy spectrum of electrons from 1D and 2D simulations. Figures extracted
from [135].
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Therefore The maximum velocity scales with a0/
√
ne and the ion phase space contains
a flat-top structure, as shown in Fig. 2.4 (b) in the very early time (t = 8τ). The corre-
sponding HB front and the resultant high-density ion bunch at the velocity vmax,HB = 2vHB
can be clearly seen in Fig. 2.4 (c). Note that, the ion phase space and the density distribu-
tion at this stage look very similar to the results from CSA driven by shocks with moderate
Mach number M = vshock/cs = 2 − 3, where vshock is the shock velocity[109–111]. This
explains why sometimes the process is referred to as collisionless shock or electrostatic
shock acceleration [141, 142].
As long as the laser is on, the HB process continues accelerating ions via a repeated
process until all the adjacent ions are reflected to the same velocity vmax,HB by the HB front,
or in other words, when the compression layer reaches the initial rear surface of the target.
After the whole target is set in motion, the acceleration changes to another stage named
light sail (LS) acceleration. It can be regarded as a multi-staged acceleration of the whole
target as a plasma slab by the radiation pressure to a nearly the same maximum velocity
vmax,LS which can be derived from the conservation of momentum in the non-relativistic
case as [134]
vmax,LS
c
=
Z(1 + R − T )I0τL
c2nemil
=
(1 + R − T )ζ
2
Zncme
mi
a20τL
nel
=
(1 + R − T )EL
Mc2
(2.59)
where l is the initial target thickness, M is the target mass.
Clearly, the maximum velocity is not limited to vmax,HB but can reach higher values de-
pending on the laser and target parameters. It scales more rapidly with a20τL as compared
to the TNSA mechanism and inversely proportional to the initial areal density σ = nel.
Such a scaling has been verified experimentally recently [42].
Fig. 2.4 (b) presents a typical loop structure in the ion phase space at later time
(t = 10, 14, 19τ) owing to the multi-staged acceleration process at LS stage, which is
analogous to the PSA in the conventional radio frequency (RF) linac [135]. The ions
are synchronously accelerated and bunched, resulting in a high density, monoenergetic
ion beam (see Fig. 2.4 (d)). Nevertheless, the multidimensional effects should be ad-
dressed. For example, Fig. 2.4 (f) show that the electron heating is almost negligible in
1D, whereas in 2D, there is a substantial electron heating resulting from the target defor-
mation due to the inhomogeneous transverse laser intensity distribution. Consequently,
the ion spectrum is significantly broaden as compared to 1D simulation results, as shown
in Fig. 2.4 (d). A large number of theoretic studies have been devoted to this issue, for
example [134–136, 138, 139, 143, 145].
32 2. Theoretical Backgrounds
Chapter 3
Experimental Methods
In this chapter, the basic experimental methods are introduced. Generally speaking, it
contains three main components: a high intensity laser system, targets, and the related
diagnostics. Brief introductions about those parts will be presented in the following.
3.1 High Intensity Laser Systems
3.1.1 The ATLAS laser system
The Advanced Titanium: sapphire LASer (ATLAS) in Garching is a table-top TW CPA
laser system based on conventional Ti:sapphire technology. It is based on the original
ATLAS 10 Laser located at Max-Planck-Institut of Quantum Optics (MPQ) in 1996 [148]
and has been reconstructed and upgraded several times. During the time of this thesis, the
system located at MPQ and is available to deliver ∼ 100 TW peak power with 5 Hz
repetition rate (the so-called ATLAS 100) which is responsible for experiments described
in Chap. 4, Chap. 5, and Chap. 7.
Laser setup
A layout of the ATLAS laser system is shown in Fig. 3.1 (a). The laser is seeded by a
train of pulses of energy EL ∼ 5 nJ and τL ∼ 20 f s, produced by a modified broadband
Femtolasers Rainbow oscillator with 70 MHz repetition rate [149]. The output pulses
from the oscillator are guided through a first 10 Hz multi-pass (8-pass) Ti:Sapphire am-
plifier before the stretcher. This amplifier is referred to as preamplifier, with the purpose
of providing sufficient seed energy for the regenerative amplifier in order to improve the
ns-contrast of the laser pulse [150]. 10 pulses per second out of the 70 MHz train are
boosted to an energy of ∼ 50 µJ. After preamplifier, the pulses are stretched to a duration
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of 300 ps in a Martínez-type grating stretcher [151]. An acousto-optic programmable
dispersive filter [152] (DAZZLER, Fastlite) is located at the exit of the stretcher to correct
higher order dispersion for optimum pulse compression. The stretched pulses are then
sent through a regenerative amplifier [153]. A Pockel cell acts as a 10 Hz pulse picker to
select the highest energy pulses from the pre-amplifier which are then amplified from a
few µJ-level to ∼ 2 mJ of energy in the regenerative amplifier. In addition, an acousto-
optic programmable gain control filter [154] (MAZZLER, Fastlite) is implemented in the
regenerative cavity to obtain an uniform amplification over a broad spectral range and thus
prevent gain narrowing. As a consequence, a spectral bandwidth of ∼ 80 nm FWHM af-
ter the regenerative amplifier and ∼ 50 nm FWHM through the entire amplification chain
is obtained. Next, the pulses pass through a series of multi-pass Ti:Sapphire amplifiers.
Finally, the system delivers ∼ 3 J pulse energy with 5 Hz repetition rate behind the final
amplifier.
Fig. 3.1 | (a) Layout of the ATLAS laser system. (b) The temporal shape of ATLAS shows a
typical pulse duration of 26 fs, which is characterized with a FROG device (GRENOUILLE,
Swamp optics). The corresponding raw GRENOUILLE trace is shown in (c). Courtesy of J. Wenz
and K. Khrennikov, MPQ
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After the amplification chain, the pulses are guided to an adaptive mirror incorporat-
ing a Shack-Hartman wavefront sensor [155] to optimize the wavefront of the laser pulses
before they enter the compressor. Afterwards, the pulses are compressed to a duration of
∼ 20 f s FWHM centered at 800 nm wavelength by a negative-dispersion grating compres-
sor. The pulse duration is determined by a GRENOUILLE device [156] (GRENOUILLE,
Swamp optics) based on frequency resolved optical gating (FROG) technology [157]. An
example is shown in Fig. 3.1 (b), presenting a typical ATLAS FWHM pulse duration
of 26 f s retrieved from the raw FROG image (see Fig. 3.1 (c)). In the end, one pulse
contains about 2 J energy at the exit of the compressor owing to ∼ 70% transmission
efficiency of the compressor.
Temporal contrast and laser focus
For the experiments presented in this thesis, the temporal contrast and focusability of the
laser beam are the most important parameters. In the following a detailed description of
those parameters are given.
Fig. 3.2 | Third order scanning autocorrelation (Sequoia, Amplitude) of the ATLAS laser system
at full power. The prepulses at -15 ps and -10 ps are the artificial ghost of the post pulses. The
inset shows the measured curve with the initial ATLAS pulse with a zoomed region between -8 ps
to 0 ps (black) and the corresponding enhanced curves from two individual scans with a double
plasma mirror setup after the compressor. Here Time < 0 corresponds to the pulse front.
The temporal structure of ATLAS laser pulse is characterized by a commercial third
oder scanning autocorrelator (Sequoia, Amplitude). A typical result is shown in Fig. 3.2,
presenting a temporal contrast of 1:10−6 at 5 ps before the main peak. Here the temporal
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contrast is defined as the ratio with respect to the main peak. In order to further enhance
the contrast, a so-called re-collimating double plasma mirror (DPM) setup is implemented
after the compressor at MPQ as part of this PhD work. Basically, a plasma mirror serves
as an ultrafast optical shutter owing to the suddenly increase (within some femtoseconds)
in reflectivity when an initially dielectric target is ionized and converted into an overdense
plasma [158, 159]. The contrast enhancement simply depends on the ratio of the plasma
and the initial target reflectivity. The DPM setup at MPQ is described in depth in [160].
A significant contrast enhancement by more than three orders of magnitude has been
achieved with the price of 50 % energy loss through DPM setup (see inset in Fig. 3.2).
Fig. 3.3 | (a) The focal spot image of ATLAS laser after background subtraction. (b) A lineout
of on-axis intensity extracted from (a) that normalized to the peak intensity (blue) and the corre-
sponding encircled energy (red) and the first derivative of the encircled energy (cyan) are plotted
as a function of radius. The black dashed lines are used to visualize the values of the radius of the
FWHM, 1/e2, and the first minimum of Airy pattern, respectively.
Uniform flat-top Gaussian beam
FWHM
Diameter 1.03λF# 1.50λF#
Encircled energy 50% 50%
1/e2
Diameter 1.65λF# 2.54λF#
Encircled energy 76.6% 86.5%
First minimum of Airy pattern
Diameter 2.44λF# \
Encircled energy 83.8% \
Tab. 3.1 | Different characteristic Diameters of focal spot and corresponding encircled energy for
uniform circular beam and Gaussian beam with a truncated ratio T = 0.5, where T = d1/e2/D
is defined as the ratio of the input Gaussian beam 1/e2 diameter d1/e2 to the clear aperture D of
the focusing optics. For T = 0.5 it approximates an untruncated Gaussian beam. The detailed
derivations of those diameter values of the Gaussian beam can be found in [161].
For all the experiments at MPQ, A 90◦ off-axis parabolic (OAP) mirror with a clear
aperture D = 100 mm and an effective focal length f = 200 mm is used to focus the
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pulses onto the targets, corresponding to a F-number F# = f /D of 2.5 for the ALTAS
laser (diameter of 80 mm). The laser focus is magnified and monitored by a 10× plan-
apochromatic microscope objective along with a 14-bit CCD camera. A typical focal spot
image of ATLAS laser is shown in Fig. 3.3 (a). An Airy-shape focus is clearly seen from
this image owing to the fact that the ATLAS laser has a uniform flat-top beam profile
rather than a Gaussian profile. A quantitatively comparison on the focusability between
an uniform flat-top circular beam and a perfect Gaussian beam is shown in Tab. 3.1.
Clearly, the focusability differs considerably with different beam profiles.
To further analyze the focus, the line out of the focus, encircled energy and its first
derivative as a function of radius are extracted from Fig. 3.3 (a), where the encircled
energy ratio was calculated by comparing the integral quantities of the readout in the
full image area detected by the camera and the readout inside different radii. It provides
an estimated FWHM diameter spot size of 3 µm containing 40 % of the pulse energy.
Whereas 60 % and 65 % of the energy is encircled within the 1/e2 diameter of 4.6 µm and
within the first minimum of the Airy pattern with a diameter of 6.3 µm, respectively (see
Fig. 3.3 (b)). Considering an on-target energy of 400 mJ on a daily basis due to the energy
loss through DPM and beamline, it yields a measured peak intensity of 1.0 × 1020W/cm2.
Also, the other different relevant laser intensities are listed in Tab. 3.2.
Intensity a0
Theoretic peak intensity 1.2 × 1020W/cm2 7.5
Measured peak intensity 1.0 × 1020W/cm2 6.8
Mean intensity within FWHM diameter 7.4 × 1019W/cm2 5.9
Mean intensity within 1/e2 diameter 4.8 × 1019W/cm2 4.7
Mean intensity within first minimum of Airy pattern 2.8 × 1019W/cm2 3.6
Tab. 3.2 | Different relevant ATLAS laser intensities. For the theoretic peak intensity, it is calcu-
lated by substituting the measured FWHM diameter of the focused pulse into Eq. 2.12.
3.1.2 The Astra Gemini laser system
The Astra Gemini laser is a Ti:sapphire based, high power, ultra-short pulse laser system
located at the STFC Rutherford Appleton Laboratory (RAL) at UK, which is one of the
most powerful Ti:sapphire laser systems in the world. It is an extension of Astra laser
system with a two-beam design which can delivers two synchronized 0.5 PW laser pulses
every 20 seconds (the so-called Gemini) and is utilized for experiments described in Chap.
6.
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Laser setup
Fig. 3.4 | (a) Layout of the Astra Gemini laser system. Adaption from [162]. (b) Pulse profile and
(c) the corresponding raw FROG trace at the output of the Gemini compressor, showing a pulse
duration of 50 fs. Figures extracted from [163].
Fig. 3.4 (a) shows the layout of the Astra Gemini laser. The frond-end consists of
a commercial Femtolasers oscillator delivering pulses of 12 f s with 75 MHz repetition
rate. These pulses are stretched to 7 ps and guided through a kHz 9-pass Ti:sapphire
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preamplifier to boost the energy. The 1 kHz amplified pulses train is selected at 10 Hz
using a fast Pockels cell (PC) and sent to the stretcher. Each pulse is stretched to either 530
ps (for Astra only) or 1060 ps (for Astra Gemini). Later, the pulses are sent through an
amplification chain which consisting three sequential 4-pass Ti:sapphire amplifier with a
FWHM spectral band width of 42 nm, delivering about 1.2 J at the output of the Amplifier
3. Next, the amplified pulses are sent either to the Astra target area or used as the source
for Gemini. It then split into two halve beams. In an ideal condition, after its individual
4-pass amplifier, each beam can be amplified as much as 25 J with a diameter of 150 mm.
Finally, the output pulses from the final amplifier is compressed to a FWHM duration
of ∼ 50 f s centered at 800 nm wavelength with a grating compressor, as shown in Fig. 3.4
(b) and (c). An energy of about 15 J in a single pulse after the compressor is estimated
assuming 60 % transmission of the compressor.
Temporal contrast and laser focus
Similar to the ATLAS laser, a re-collimating DPM setup for contrast enhancement is
available in Astra Gemini [164]. The measured laser contrast is shown in Fig. 3.5. The
laser system presents a temporal contrast of 1:10−5 at 5 ps before the main peak and has
been improved by around 4 orders of magnitude by using the DPM setup, reaching an
significantly enhanced contrast of 1:10−9. The overall throughput after DPM is measured
to be 48 ± 5% [164].
Fig. 3.5 | Astra Gemini laser contrast characterized with a third order scanning autocorreletor
(Sequoia, Amplitude) at full power (black curve). The laser contrast is further enhanced by using
a DPM setup installed after the compressor (red curve). Courtesy of P. Foster, CLF.
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After the DPM, the laser pulse is focused using a f/2 OAP with an effective focal
length f = 300 mm. Note that the OAP has a 2 cm diameter hole in the centre, allowing
diagnostics of backscatter radiation. Like in ATLAS, the focus is determined using a 15×
microscope objective in combination with a 16-bit CCD camera. The typical dynamic
range for such kind of laser focal imaging is about 2-3 orders of magnitude based on the
ratio between the bit depth of the camera used for the focal imaging and the normal noise
readout level of a few 100 counts ( see Fig. 3.3 (a) and Fig. 3.6 (a) ). In order to enlarge
the observed dynamic range, a so-called sequential unsaturated-saturated imaging method
was employed in Astra Gemini. The results are published in [165].
Fig. 3.6 | By using sequential images of unsaturated focal spot image (a) and saturated focal spot
image (b), we obtain an enhanced focal spot image with high dynamic range of Astra Gemini laser
(c). (d) The normalized on-axis intensity distribution (blue) extracted from (c) and correspond-
ing encircled energy (red curve) and the first derivative of the encircled energy (cyan curve) are
plotted as a function of radius. Here, the dashed blue curves shows the measured intensity lineout
extracted along x and y axis, respectively. While the solid blue curve represents a fitting profile
with calculated radii of equal-area circles. Again, the black dashed lines are used to visualize the
values of the radius of the FWHM, 1/e2, and the first minimum of Airy pattern, respectively.
As shown in Fig. 3.6 (a) and (b), a saturated focal image is obtained by irradiating
the laser pulse through the imaging system with medium power (1 mJ ) so as to saturate
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the centre part but keep the camera running without damage and get readout in the outer
area; while the unsaturated image is sequentially obtained by attenuating the laser with a
reflective optics, in our case, one special mirror with 5 % reflectivity. The relative ratio
could be also derived from data by comparing the readout values located in the same area
of two images. The average ratio derived from the data is 21, which fits very well with
the actual reflectivity of the mirror. Based on this method, the dynamic range was further
enhanced to be about 4 orders of magnitude by joining these two images, as shown in Fig.
3.6 (c). Owing to the experimental limitation, the laser focal spot in Astra Gemini could
only be optimized to the tightest spot with an imperfect elliptical shape. Clearly, there is
a big difference for different axes. In order to minimize the quantities for characterizing
the focal spot, in the following analysis a fitting laser intensity profile is introduced based
on equal-area circles approximation, where we assume the area of the circles are equal
to the measured ellipses under the same intensities. We then estimate a FWHM diameter
of 3.5 µm containing 18 % of the pulse energy. While 36.4 % and 46 % of the energy
is encircled within the 1/e2 diameter of 7.2 µm and within the first minimum of the Airy
pattern with a diameter of 11.6 µm, respectively (see Fig. 3.6 (d)). A peak intensity of
2.3 × 1020W/cm2 was obtained from the measured focal spot image with the laser pulse
duration of 50 fs FWHM and 4.5 J laser energy on target. All the relevant laser intensities
are shown in Tab. 3.3. Not like in the ATLAS laser case (c.f. Tab. 3.2), the actual values
are significantly reduced as compared to a laser with a perfect Gaussian profile. To a
certain extent, this may be attributed to the hole in the parabolic mirror and the absence of
the adaptive optic system which is developed but not used for the experiments presented
within the framework of this thesis.
Intensity a0
Theoretic peak intensity 6.0 × 1020W/cm2 16.8
Measured peak intensity 2.3 × 1020W/cm2 10.4
Mean intensity within FWHM diameter 1.7 × 1020W/cm2 8.9
Mean intensity within 1/e2 diameter 8.5 × 1019W/cm2 6.3
Mean intensity within first minimum of Airy pattern 2.6 × 1019W/cm2 3.5
Tab. 3.3 | Different relevant Astra Gemini laser intensities. For the theoretic peak intensity, it is
calculated by substituting the measured FWHM area into Eq. 2.12.
42 3. Experimental Methods
3.2 Targets
In this section, two novel nano targets used for the presented experiments in the frame-
work of this thesis will be briefly introduced. One is diamond-like carbon (DLC) foils,
the other is carbon-nanotube foam (CNF) targets.
3.2.1 DLC Foils
The fabrication of nm thin diamond-like carbon (DLC) foils is self-developed in our lab-
oratory employing cathodic arc deposition technique (CAD) [166]. By igniting an arc
on a graphite cathode (graphite rod, POCO graphite sarl), highly ionized carbon plasma
is generated and flowed towards the anode. A portion of the generated plasma is then
guided through a 90◦ magnetic duct to filter out macro particles on the order of 0.1 to 10
µm [167]. Afterwards, the carbon ions are deposited on the substrate (polished silicon
wafer with a thin layer of NaCl) with the deposited energy controlled by a substrate bias.
After deposition, the grown films are floated to steel target holders over a diameter of 1
mm, as shown in Fig. 3.7 (a).
Fig. 3.7 | (a) A microscope image of freestanding DLC foils. (b) and (c) show SEM images of a
freestanding DLC foil with different scales. Adaption from [168].
The produced DLC foils is a metastable form of amorphous carbon with a mixture
of sp2 and sp3 hybridized carbon atoms. Owing to the high fraction of sp3 bonds, DLC
foils possess exceptional diamond-like properties such as high tensile strength, hardness,
heat resistance, and optically transparence, making it a perfectly suitable material for
ultrathin, freestanding targets. In addition, the produced DLC has super smoothness,
which is essential for laser driven ion acceleration. It shows almost perfect smoothness
with a 10×10 µm2 scale (see Fig. 3.7 (b)) while a fluctuation with a size of 100 nm appears
with 1 × 1 µm2 scale (see Fig. 3.7 (c)). In fact, the surface structure is mainly arised
from the smoothness of the NaCl layer on the substrate. Based on the CAD technique,
freestanding DLC foils with thickness ranged from 3 nm to 60 nm can be produced [168].
The average density of DLC foils is (2.7±0.3) g/cm3, corresponding to a highly overdense
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plasma electron density of 470±52 nc for λ0 = 800nm assuming full ionized carbon atoms.
The fabrication and characterization of DLC foils are described in depth in [169, 170].
Laser damage threshold
Knowing the laser damage threshold for targets is of great importance for laser plasma
experiment since it indicates when the target start to ionize. The laser damage threshold
of DLC foils is measured at MPQ.
Fig. 3.8 | (a) Measurements of damage spot size for DLC for varying laser intensity. (b) - (d) show
raw images of damaged spot while (e) - (g) are the corresponding laser intensity distribution,
respectively.
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The result is shown in Fig. 3.8. In the experiment, the damaged spots of DLC foil
were monitored with the same imaging setup for laser focal spot (see Sec. 3.1.1) after each
shot with attenuated ATLAS laser pulses (Fig. 3.8 (b) - (d)). The measured diameters
of the damaged spots (Ddamaged) are then compared with the incident laser focal spots
(D f ocus) for varying laser intensity (Fig. 3.8 (e) - (g)). The damage threshold It is inferred
by interpolating the measurements to undamaged area when Ddamaged/D f ocus approaching
zero. The damage threshold does not deviates much for different target thicknesses. From
Fig. 3.8 (a) we estimate a It = 1.7 × 1012W/cm2 and It = 2.0 × 1012W/cm2 for 5 nm DLC
and 40 nm DLC, respectively.
Laser energy transmission
After ionization, the target expands rapidly owing to the increased hot electron popula-
tion via different absorption mechanism (see Sec. 2.3.3), resulting in a significant pre
expansion of the target before the main pulse arrives. The main pulse is then interacting
with an expanded target with a reduced effective density ne f f rather than with the initial
target. Extraction of the effective density or the pre expansion is therefore of most impor-
tance for the laser-plasma interaction. Laser energy transmission measurement provide
an inline tool to determine the effective density.
In a simple physical picture, the laser energy transmission can be estimated as T =
exp(−2d/ls), where ls is the skin depth given by Eq. 2.30 for a collision-less, box-shaped
overdense plasma slab with thickness d and effective plasma density ne f f . For the sake
of simplicity, we assume the shape of the plasma remains box-like, the areal density
σ = ne0d0 = ne f f d remains constant when premature expansion occurs with ne0 and d0 the
initial electron density and its initial thickness of the target, respectively. The transmission
is then written as
T = exp
[
−4π
σ
ne f fλ0
√
ne f f
γnc
− 1
]
(3.1)
Thus, based on Eq. 3.1, we can infer more details about ne f f and pre expansion of the
target from the measurements of laser energy transmission.
Fig. 3.9 (a) shows the measurement of time-integrated laser energy transmission for
Astra Gemini laser interacts with freestanding DLC foils. Clearly, the transmission de-
creases with increasing DLC thickness. The dashed black curves show the calculated
transmission by Eq. 3.1 for a range of ne f f . The observed transmission values for DLC
foils with various initial thicknesses cannot be explained by a single density value ne f f .
This observation consists with the afore mentioned perspect that the targets are ionized
long before the laser pulse reaches its peak intensity (starts from the intensity level of
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about 2.0 × 1012W/cm2 - the measured damage threshold) and then expands on a ps-
timescale. For a fixed degree of expansion, thinner targets will be intrinsically heated
more rapidly and decompress more rapidly, resulting in a lower ne f f as compared to
thicker targets. Fig. 3.9 (b) shows ne f f inferred from the transmission measurements
for different thickness DLC foils. ne f f is estimated to vary from 50nc to 470nc, in good
agreement with the densities expected for increasingly thick DLC targets exposed to a
laser prepulse. The determination of pre-expansion is essential to understand the detailed
process of applications such as laser driven ion acceleration. Besides, such pre-expansion
of DLC foils has been observed in [171], where the effective electron density was deter-
mined in a different approach by means of high harmonics radiation generation.
Fig. 3.9 | (a) Time-integrated laser energy transmission for the Gemini laser pulse interacting with
DLC foils. Main sources of errors are uncertainties in the thickness measurement and background
subtraction. The black dashed curves corresponds to the calculated transmission with ne f f =
50nc, 100nc, 200nc and 470nc, respectively. (b) The estimated effective density ne f f for different
thicknesses of DLC foils derived from (a).
3.2.2 CNF targets
Ultrathin carbon nanotube foams (CNF) are fabricated through floating catalyst vapor de-
position (FCCVD) [172]. Ferrocene/sulfur powder is sublimated under 85◦C as catalyst,
and carried into the reaction zone by a gas mixture of 1400 sccm argon and 10 sccm
methane. The temperature of the reaction zone is 1100◦C. In the reaction zone, single
walled carbon nanotubes grow out of the floating catalyst to a length of tens of microm-
eters within a few seconds, and self-assemble as bundles with a diameter of 10-20 nm.
After their growth, nanotube bundles are transported to the deposition zone by the carrier
gas, and deposited as a thin foam. The average interspace spaces between adjacent carbon
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nanotube bundles is about 50-100 nm. Consequently, the foams are highly homogeneous
above micrometer scale, as can be seen in Fig. 3.10.
Fig. 3.10 | (a) A SEM image of a freestanding CNF target. (b) The schematic of CNF target.
The thickness of the foam is controlled by the deposition time, allowing production
of CNF with micron scale overall length and micron accuracy. Other important feature
of CNF is that it can be coated onto solid target, like DLC foils. Its average density is
controlled by the feeding rate of catalyst and methane. Under the parameters given above,
the growth rate of the foam is 0.1 µg/cm2/min. The average density of the foam is (12±6)
mg/cm3, which corresponds to a near-critical plasma density (NCD) of (2±1) nc if all the
carbon atoms are fully ionized.
Laser damage threshold
CNFs are a highly absorptive material for lasers with center wavelength of 800 nm. Thus
it has a much lower damage threshold as compared to transparent materials, for example,
DLC foils. Fig. 3.11 (a) shows the experimental measurement results of damage threshold
for CNF with varying laser pulse duration. For instance, CNF has a damage threshold of
It = 8×1011W/cm2 for a laser pulse with a duration of 45 fs. Therefore, for a Astra Gemini
laser pulse, with an enhanced temporal contrast by DPM as shown in Fig. 3.5, the rising
edge of such laser ionizes CNF approximately 5 ps Before reaching the peak. During
these 5 ps, the plasma homogenizes further to form a reasonably uniform near-critical
density (NCD) plasma on the scale of the laser wavelength (λ0 = 800nm).
This simple interpretation is supported by hydrodynamic simulations. In Fig. 3.11 (a),
hydrodynamic calculations carried out by MULTI-fs code [173] have been also plotted. A
single carbon graphite layer with thickness of 20 nm was considered in the simulation as a
single carbon nanotube bundle. Damage threshold was defined in the simulation either as
partial vaporization or spallation of the layer, whichever comes first. The values extracted
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from hydrodynamic simulations agree very well with the measured values. When the
measured Gemini laser pulse is used, the bundle survives up to 5 ps before the peak of
the main pulse. At this moment laser intensity is above 1011W/cm2 and it is increasing
exponentially with time. In less than 2 ps, the bundle is completely vaporized and turns
into a plasma cloud with 5-8 eV electron temperature and expanding with a velocity of
around 2 × 106 cm/s. Starting from this time, the remains of the bundles interact each
other and with the laser field in a complicated way.
Fig. 3.11 | (a) Measurements of damage threshold for CNF (red circles) with varying laser pulse
duration. The values extracted from hydrodynamic simulations (blue squares) are plotted as well
(Courtesy of R. Ramis, Universidad Politécnica de Madrid), agreeing well with the measured
ones. (b) Simulated longitudinal density profile of a multi-layer target (resembling a 1D-structured
target) at the end of prepulse.
To study qualitatively this situation, the 1D evolution of a 2 micrometers multi-layer
target with the same average density as the real target and with layers spaced 100 nms
(i.e. the average distance between adjacent bundles) has been simulated during the last 5
ps of the laser prepulse. Fig. 3.11 (b) shows the longitudinal density profile at the end of
the simulation (when laser intensity reaches 1016W/cm2, the limit of validity of MULTI-fs
code). The density is quite homogeneous, with sharp front and back borders. The small
modulations reflect the initial layered structure. Their amplitude is 20 % in the back side
of the foam and 10 % in the directly irradiated side. The homogenous density distribution
of CNF is essential for the experiments described in Chap. 6.
Laser energy transmission
As discussed above, the laser energy transmission provide detailed information about the
pre-expansion of the targets. Fig. 3.12 shows the measured laser energy transmission of
freestanding CNF performed at Astra Gemini. In order to compare these two groups of
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data for CNF and DLC targets, the transmission values are plotted as a function of areal
density σ. Again, the transmission decreases with increasing target thickness (in here,
the increasing areal density). While the laser transmission values through freestanding
CNF are significantly higher at given areal density as compared to DLC foils owing to
their much lower plasma density. Furthermore, The measured laser transmission through
freestanding CNF is compared with the values from 3D PIC simulations, supporting our
estimate of an average electron density between 1nc and 3nc . For thicker CNF, compari-
son of the measured values to PIC simulation suggests higher densities around 6nc.
Fig. 3.12 | (a) Time-integrated laser energy transmission for the Gemini laser pulse interacting
with CNF foils. The transmission for DLC foils extracted from Fig. 3.9 are shown for comparison.
Error bars are the same as in Fig. 3.9. The triangles with different colors represent the transmission
extracted from 3D PIC simulations performed for effective electron densities of ne f f = 1nc, 3nc,
5nc and 6nc respectively.
3.3 Diagnostics
3.3.1 Utilized detectors
CR39
CR39 (Columbia Resin #39), or allyl diglycol carbonate (ADC), is a plastic polymer of
chemical formula C12H18O7 and a density of ρ = 1.3 g/cm3. It is transparent in the
visible spectrum but almost opaque in the ultraviolet range. A commercial type of CR39
(TASTARK, Track Analysis Systems Ltd) is used as a solid state nuclear track detector
(SSNTD) in the scope of this thesis. When a particle moves through CR39, it ionizes the
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material and deposits energy along its path. The chemical bonds break when the deposited
energy exceeds a material dependent threshold, forming a track trail of the damage within
CR39. Owing to the threshold, CR39 is insensitive to UV, X-ray, γ-ray and also electrons,
allowing merely the detection of ions with energy above ∼ 100 keV/nucleon.
Next, to make the damage track visible under a microscope, the track is enlarged
by immersing in a caustic alkaline solution (NaOH, 6 mol/L, 80◦C) due to the different
etching rate between the damaged and undamaged region. The etching process results
in a conical hole in the surface of CR39 containing not only the position but also the
spectroscopic information, and is then read out by a scanning microscope [174]. Due
to the time consuming data analysis process, CR39 is only temporally involved in the
described experiments in this thesis, mainly used as a cross-calibration detector.
Radiochromic film (RCF)
Radiochromic film (RCF) is widely employed in radiation dosimetry. It is based on ra-
diochromic effect which involves a permanent color change on exposure to energetic radi-
ation. A commercial poly-diacetylene based RCF (GafChromic EBT2, ISP International
Specialty Products Inc.) is used in the framework of this thesis. In contrast to CR39, it is
relatively insensitive to visible light but sensitive to all kinds of ionizing radiation, such
as electrons, protons and heavy ions. EBT2 contains a 30 µm thick active layer where
a micro-crystalline diacetylene (Lithium salt of pentacosa-10,12-diynoic acid, PCDA) is
used as the sensitive component. The PCDA monomer undergoes a blue-colored polymer-
ization process by exposing to ionizing radiation. Therefore, without additional imaging
development, the initially colorless film turns darker blue proportionately to the absorbed
dose.
For experiments described in Chap. 4, GafChromic EBT2 is employed for the proton
dosimetry. The film is scanned by a CCD scanner system (Epson Perfection V700 Photo
scanner) in landscape format in transmission mode with a resolution of 1200 dpi and
recorded as 48-bit RGB tiff image with all image correction features turned off. The
scanning is done 57±1 hours after exposure to minimize uncertainty in optical density due
to post-irradiation growth [175]. The red color channel is extracted and pixel values (pv)
is converted into net optical density values (netOD). To determine the absorbed dose, an
absolute dose-to-water calibration for the exact utilized film is done with a 6 MV clinical
photon beam at Klinikum rechts der Isar in munich for doses between 0.1 and 8 Gy. The
result is shown in Fig. 3.13 (a). Another dose calibration with different GafChromic
EBT2 films with both photon and proton beams at various energies shows that the photon
calibration can be also used for protons (see Fig. 3.13 (b)). This was also reported for the
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Fig. 3.13 | (a) Calibration curve (dose vs. netOD) for one used lot of radio chromic film
(Gafchromic EBT2) using a 6 MV photon beam from a clinical linear accelerator. (b) Calibra-
tion curve for another lot of Gafchromic EBT2 film with a 6 MV photon beam as well as protons
with 12 MeV and 20 MeV. Here, horizontal error bars are the standard deviation of the netOD
across the chosen region of the interest irradiated with homogeneous dose. Error bars in dose
(< 5% at lowest dose, and < 1% at highest dose) are not clearly visible on this scale.
predecessor EBT film (GafChromic EBT, ISP International Specialty Products Inc.) with
the same active component as EBT2.
Noted that there is an under-response of RCF at very low proton energies [176, 177].
For instance, for the described experimental setup in Chap. 4, the mean proton energy in
the active layer of the film was 3.1 MeV, where EBT was shown to underestimate the dose
by 10% [177]. Measured dose values were therefore divided by 0.9, although we assume
that the systematic uncertainty in this correction factor may be as large as ±20%. Due
to the rising edge of the Bragg curve, the dose at the position of the cells (mean energy
4.45 MeV) was smaller than the dose at the position of the film (3.1 MeV in the active
layer), as shown in Fig. 3.14. Therefore the doses measured with the film were multiplied
with the stopping power ratio of protons in water at these energies (here: 0.76 ± 0.03
according to ICRU report 49 [178] and SRIM [179]) to obtain the dose at the position
of the cells. The systematic uncertainty in the correction factor was obtained by running
multiple simulations with variations in the air gap between exit window and cell holder
as well as by accounting for the energy spread within the active layer. More details can
be found in [86, 180].
Image plate (IP)
Image plate (IP) is an area detector based on photo stimulated luminescence (PSL) pro-
cess [181–183]. It is a flexible plastic plate coated with fine Eu-doped phosphor crystal
(BaFBr:Eu2+). When exposed to radiation, a portion of the incident energy is stored
mainly by exciting Eu2+ ions to a metastable state, yielding a population of Eu3+ state
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Fig. 3.14 | Simulation of proton energy loss through all layers involved in the presented experi-
ments in Chap. 4 using SRIM.
and liberated electrons trapped in the vacancies of the halogen ions in the crystal lattice
(i.e., F+-centers). When stimulated by visible or infrared light, the trapped electrons at
F+-centers are released back to the conduction band and recombine with Eu3+ ions, con-
verting them to Eu2+ ions. During this recombination, luminescence light (385 nm) is
emitted which is proportional to the incident dose. Due to the small Eu2+ photoioniza-
tion absorption value of 6.6 eV, IP is sensitive to any kind of radiation, including x-ray,
electron, ions, and neutron.
In the framework of this thesis, two types of IP (BAS-IP TR and BAS-IP MS, Fuji-
film) are used. IP film is read out by a special IP scanner system (FLA-7000 scanner,
Fujifilm) which scans IP with a HeNe laser pulse (633 nm) and detects the PSL light with
a photomultiplier tube (PMT) converting the light into electrical signals. The readout is
stored in a logarithm digital image due to the logarithmically amplification by the PMT.
As compared to other detectors, IP film has high sensitivity, high dynamic range (∼ 105)
and high resolution (∼ 25µm). Most importantly, it can be erased with an intense white
light source after readout and be reused many times. Therefore IP has been used as the
standard ions detector for the experiments described in Chap. 4, Chap. 5, and Chap.
7. Calibration of the utilized IP films was performed at the Maier-Leibniz-Laboratory
(MLL) Tandem accelerator in Garching, a detailed description can be found in [180].
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RadEyeT M silicon pixel detector
In contrast to all the afore-mentioned detectors such as CR39, RCF and IP which are only
used as offline detectors, silicon pixel detector allows online real time detection of radi-
ation. Typically, it is used incorporating with a scintillating phosphor screen, converting
visible lights into electrical signals and read out. While for the presented experiments in
Chap. 6, a commercial type of silicon pixel detector (RadEyeT M 1, engineering grade,
Teledyne Rad-icon Imaging Corp.) is used as online ions detector. RadEyeT M 1 is a
large-area imaging sensor module based on Complementary Metal-Oxide Semiconductor
(CMOS) technology. It contains a large sensitive area (24.6 mm × 49.2 mm) composed
of a 2D CMOS silicon photodiode array with 512 by 1024 pixels on 48 µm pixel pitch.
Since optimized for visible light detection, RadEyeT M 1 module consists an active layer
of 2 µm made of Si which is supported by a ceramic substrate. Additionally, a 2 µm SiO2
passivation layer is placed on top of the active layer. The pixel value pv, i.e., the response
to ion signals, scales linearly with energy loss 4E of ions within the 2 µm Si active layer
as [180]
pv = (1.09 ± 0.12)4E [keV] (3.2)
The signal is processed by a separate readout camera electronic module (Remote Rad-
Eye camera system with ethernet interface, Teledyne Rad-icon Imaging Corp.) which is
capable of parallel readout of up to 4 sensors. The readout is then saved in a 14-bit dig-
ital image. Afterwards, the signal is erased from the sensor and can be reused. Noted
that, the reusability is strongly restricted on the radiation damage level, depending on the
particle flux and dose. It is found that after irradiation of 20 MeV proton beam with a
dose of 6 × 1010 protons/cm2, the dynamic range decays to about 50% of initial value but
the linear response to proton fluence still holds [180]. The RadEyeT M detector offers a
high sensitive (single ion detection), a high dynamic (∼ 105) and high spatial resolution
(∼ 50µm), making it a suitable online detector for laser driven ion acceleration.
Scintillating phosphor screen
The working principle of scintillating phosphor screen is straight forward. Upon expo-
sure, it converts the incident energy into the form of light, i.e., scintillation. The emitted
light can be collected with an electronic light sensor, e.g. CCD, CMOS and PMT.
In the presented experiments in this thesis, a scintillating phosphor screen (Kodak
Biomax MS intensifying screen, PerkinElmer Inc.) is used for the online detection of en-
ergetic electrons. The phosphor layer is composed of mixtured phosphor powder (Gd2O2S:Tb)
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in a urethane binder. The emitted 546 nm green light from the screen is detected by two
types of electron multiplying CCD (EMCCD) (iXon EMCCD, Andor and ProEM, Prince-
ton Instruments) in two individual experimental setups, respectively. The calibration is
done by employing a tritium light source (Trigalight round source, mb-microtec) as a
luminosity reference. The response for independent optical system is then obtained and
cross related an absolute charge calibration with well-characterized electron beams [184].
It is worth mentioning that the calibration strongly depends on the tritium source age as it
degrades over time, a repeated reference measurement is necessary in the long run. More
details can be found in [160].
3.3.2 Spectrometers
Thomson parabola (TP) spectrometer
Fig. 3.15 | A schematic of a standard Thomson parabola (TP) spectrometer. Ions from a target
are accelerated by ultra-intense laser pulses. A pinhole entrance is placed after the target with a
distance of dtp is used to select ion beams within a small solid angle Ω (typically ∼ 1 × 10−7 sr).
The selected ions are deflected in parallel magnetic and electric fields oriented perpendicular to
the initial propagation direction of ions and with a length of LE and LB, respectively. After a drift
of length Ld, the ions are detected by 2D area detector at the detector plane with a distance of dpd
to the pinhole. The image of the pinhole, i.e., the zero point, reflects the impact on the detector by
uncharged particles.
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Thomson parabola (TP) spectrometer [185] is one of the most commonly used spec-
trometers for detection of laser driven ion beams. As shown in Fig. 3.15, in a TP, parallel
magnetic and electric fields are set up oriented perpendicular to the propagation direction
of charged particles. The magnetic field is generated by a pair of permanent magnets sup-
ported by an iron yoke. While the electric field is provided by a pair of electronic plates
(copper plate moulded on insulating plastic) separated with a gap of few centimeters.
A small fraction of the ions (within a solid angle Ω of ∼ 1 × 10−7 sr) are selected
by a pinhole entrance positioned in front of the parallel magnetic and electric fields and
are deflected in two perpendicular directions when passing through the TP. The magnetic
deflection scales with the charge-to-momentum ratio of ions and is perpendicular to the
propagation direction as well as the electric deflection. While the electric deflection is
proportional to the charge-to-energy ratio. The resulting ion traces are detected at the
detector plane by a 2D area ion detector (see Sec. 3.3.1). The curvature of these traces
depend on the charge-to-mass ratios of the ions, providing the spectroscopic information.
The positions and numbers are then used to determine the respect ion energy spectrum.
In a standard TP configuration (see Fig. 3.15), where the location of electric field
coincides with the magnetic field with the field length LE=LB = l, the deflections in the
non-relativistic case is derived from the Lorentz equation (c.f. Eq. 2.8)
x(Ekin) =
qiEl
2Ekin
(
l
2
+ Ld)
y(Ekin) =
qiBl
√
2miEkin
(
l
2
+ Ld)
(3.3)
Here qi = Ze is the charge of ions and a simple assumption of constant fields is applied
which holds its validation owing to the tiny pinhole used in the TP [186].
Hence, the well known parabola trace is given by
y2 =
qiB2l
miE
(
l
2
+ Ld)x (3.4)
By fitting the calculated parabolas to the measured ion traces on the detector, one can
extract the energy spectrum with respect to every involved ion species in a single shot.
For a TP, the energy resolution is determined by a certain minimum spatial interval
that can be resolved in the ion traces. Typically, this minimum is referred to the diameter
s of the pinhole image at the detector plane
s ≈ a(1 + dpd/dtp) (3.5)
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with the initial pinhole diameter a, the target-to-pinhole distance dtp and the pinhole-to-
detector distance dpd = dpm + l + Ld.
The corresponding energy resolution 4Ekin/Ekin is given by
4Ekin
Ekin
=
2s/y(Ekin)[
1 − (s/2y(Ekin))2
]2 (3.6)
Substituting Eq. 3.4 into Eq. 3.6, we obtain a simple form for 4Ekin/Ekin assuming
1 − (s/2y(Ekin))2 ≈ 1
4Ekin
Ekin
=
2s
√
2miEkin
qiBl( l2 + Ld)
(3.7)
Clearly, smaller s (in other words, smaller pinhole diameter a), larger B, l, and longer drift
length Ld are favorable for better resolution.
Note that, the standard TP can be adapted under certain circumstance. For instance, in
a modified TP setup (TP-Gemini) for the presented experiments in Chap. 6, the electronic
plates are located after the magnets and two perpendicular sequential entrance slits located
in front of each field are used, acting as a pinhole. While in the described experiments
in Chap. 4, there is absence of electric field in the TP setup (TP-MPQ). The detailed
parameters are listed in Tab. 3.4.
TP-MPQ TP-Gemini
B [T ] 0.58 0.14
E [kV/m] 0/0.03 7/0.015
l [mm] 100 200(150)
dtp [mm] 650(810) 300(548)
dpd [mm] 323(423) 855(607)
a [mm] 2.5(9) 0.4 (0.1)
Ld [mm] 203(303) 637(425)
Tab. 3.4 | Summary of utilized TPs used for the experiments in the scope of this thesis. TP-
MPQ is responsible for experiments in Chap. 4. TP-Gemini configuration is responsible for
experiments in Chap. 6, where the electronic plates are placed behind the magnets. For TP-MPQ,
the numbers with and without parentheses are used in different combinations. For TP-Gemini
setup, the numbers without parentheses are for magnetic field and those with parentheses are for
electric field.
Wide angle spectrometer (WASP)
As discussed above, a TP can only resolve ion beams within a small solid angle. In
order to obtain particle information over a large angular range, which is important for
understanding the underlying physics of laser driven ion acceleration, a novel spectrom-
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eter so-called wide angle spectrometer (WASP) is introduced. Basically, it is a magnetic
spectrometer with a large acceptance angle, as shown in Fig. 3.16. Compared to the
TP, a magnetic field with a gap of 14 cm and a total field length l of 20 cm is employed
alone with the absence of the electric field. The magnetic field is provided by two yoked
pair of permanent magnets, each one has a field length of 10 cm and a magnetic field
B of 0.1 − 0.24T . In addition, a long entrance slit of few 100s µm width a instead of
a tiny pinhole is placed in front of the magnetic field. The slit entrance is made of two
iron plates (ferromagnetic) in order to shield the magnetic field, and directly attached to
the yoked magnets. This configuration enables angularly-resolved high-accuracy energy
distribution measurement.
Fig. 3.16 | A schematic of a wider angle spectrometer (WASP). In contrast to TP, a long slit
entrance placed dts away from the target is used to collect charged particles with a broad angular
range. The selected particles are deflected by a magnetic field with its orientation perpendicular
to the laser propagation direction and with a field length of l. After a drift length of Ld, ions are
captured by a 2D area ion detector at the ion detector plane (xy plane) at a distance of dsid to the
slit entrance. While electrons are detected by a scintillating phosphor screen (see Sec. 3.3.1) at
the electron detector plane (xz plane) with an offset of dsed from the laser propagation direction.
Ions are captured at the ion detector plane (xy plane) with an area detector such as
CR39, IP or RadEyeT M (see Sec. 3.3.1). Differ from other ion wider angle spectrometer
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designs [187, 188], the moderate magnetic field employed in our setup (0.1 − 0.24T )
allows simultaneously detection of angular resolved energy distribution of both ions and
electrons. A scintillating phosphor screen (see Sec. 3.3.1) placed at the xz plane with an
offset of dsed from the laser propagation direction is used to detect electrons.
The corresponding traces for ions and electrons can be calculated based on the Lorentz
equation (Eq. 2.8). While, in the WASP, a constant field assumption is not longer valid,
the inhomogeneity of the magnetic field substantially contributes to the deflections of both
species in the broad angular range and has to taken into consideration. The 3D magnetic
field distribution is hereby simulated numerically from the geometry of the magnets (CST
EM STUDIO, CST GmbH) and was verified by the measurement of actual field distri-
bution using a Hall probe [160]. Later, the trajectories of ions and electrons through the
spectrometer are modeled based on the 3D magnetic field where monoenergetic beams of
different energies emitted with different angles from a point source are considered. The
resultant isoenergy contours on the detectors containing the angular information are used
to transfer the 2D spatial information from raw images to the energy angular distributions
of both species.
WASP-MPQ WASP-Gemini
B [T ] 0.1-0.24 0.1-0.24
l [mm] 200 200
dts [mm] 185 300
dsid [mm] 517 \
dsed [mm] 15 15
a [mm] 0.3 0.4
Ld [mm] 287 \
Tab. 3.5 | Summary of utilized TPs used for the experiments in the scope of this thesis. WASP-
MPQ is used for experiments in Chap. 5 and Chap. 7. While TP-Gemini configuration is used for
experiments in Chap. 6.
Tab. 3.5 summaries the parameters of utilized WASP setup in the scope of this thesis.
As an example, the calculated isoenergy curves for ions and electrons corresponding to
the WASP-MPQ configuration is shown in Fig. 3.17 (a) and (b). The energy of ions
increases towards the zero line (with smaller y). While due to the special orientation of
the electron detector plane (xz plane), the energy of electrons decreases towards the zero
reference (with smaller z). In such configuration, we obtain an on-axis detectable range
for the electrons up to 40 MeV, which is limited by the size of the scintillating phosphor
screen for a certain offset dsed. This detectable range can be slightly extended (up to about
50 MeV) by reducing dsed = 10 mm but with a price of degraded resolution. Higher
energetic electron can be detected by putting a second electron plane in xy plane (see Fig.
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3.17 (c)). In this case, a broad detectable range from few MeV to few 100s MeV can be
achieved.
Fig. 3.17 | The calculated isoenergy curves of protons (a) and electrons (b) corresponding to the
WASP-MPQ configuration. While (c) shows the corresponding isoenergy curves of electrons of
much higher energies when the electron detector is located at the ion detector plane. The energies
are given in the unit of MeV. An isoenergy contours of the protons which are superimposed with
a raw image containing the measured proton signal and the slit image is shown in (d). Here a Al
foil of 45 µm was used, corresponding to a low proton energy cutoff at 2 MeV. The dashed cyan
lines indicate different angles with respect to the laser propagation direction.
Owing to the absence of electric field, there is lacking information about multi-species
of ions. In case of existence of only two distinct ion species, this issue can be overcame by
employing detector stack, for instance, a stacked detector composed of a CR39 in front of
a IP. In another way, as presented in experiments in Chap. 5, since proton signals are the
major concerning, a layer of thin Al foil of few tens of µm was added in front of the ion
detector to block heavy ions and to protect it from direct and scattered laser light. Only
protons above certain low energy cutoff by the Al foil are recorded. The image of the
entrance slit, i.e., the zero line, and the low energy cutoff line from proton signal allows to
extrapolate the average magnetic field for different angles, allowing a double calibration
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for the numerical analysis. The measured low energy cutoff lines are compared to the
modeled isoenergy curves from the analysis, showing fair agreement. An example is
shown in Fig. 3.17 (d).
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Chapter 4
A laser-driven nanosecond proton
source for radiobiological studies
As mentioned in Sec. 1.2, protons (or more generally ions) can be favorable choices
in IBT owing to the superior depth-dose profile (see Fig. 1.2 (a)). However, owing to
the high global cost, only a small number of ion beam facilities based on conventional
accelerator technology are in use worldwide. The technique is still on a stage of testing
the maturity and have not yet been fully established. Laser driven ion acceleration offers
a potentially more compact and cost-effective means of delivering ion beams for IBT [83,
189, 190]. This technology gained increasing interest recently, especially since highly
energetic proton beams beyond 50 MeV were observed experimentally [10]. However,
the laser systems used to obtain these energies were rather large (typically with footprint
areas of 100s m2) with pulse energies of 20-500 J and were limited to single laser shots
every 10-20 min. Nowadays, table-top femtosecond lasers with a repetition rate of 10
Hz and pulse energy of several J are available and continuously developing. By using
such small and economic lasers, maximum proton energies of up to 40 MeV [31, 191–
193] have been achieved. Higher ion energies and more efficient energy conversion from
laser photons to ion kinetic energy is predicted with new acceleration mechanisms like
radiation pressure acceleration, which involving nm thin targets (see Sec. 2.4).
Currently, the investigations are still in a research stage starting from in vitro exper-
iments (i.e., cell irradiation) [194]. As the benchmark, cell irradiation experiments with
laser-driven beams [192, 195–197] constitute an important preliminary step to demon-
strate the increasing maturity of this technology. In addition, the biological effectiveness
of ultrashort-pulsed beams with nanosecond ion bunches of high charge compared to
quasi-continuous beams from conventional accelerators can be assessed. In a more gen-
eral context, time-resolved radiobiological studies with sub-nanosecond particle bunches
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might help to elucidate the ultrafast processes underlying the biological response of cells
to ion irradiation [198]. In contrast to previous biological experiments with laser-driven
beams that either used much broader energy spectra [192, 195, 197] or that had to accumu-
late 10-20 shots over a few seconds or longer in order to obtain relevant doses above 1Gy
[192, 195, 196], in this chapter a method to irradiate cells with truly nanosecond quasi-
monoenergetic proton bunches with single shot doses of several Gy driven by a table-top
high-power laser is presented. The results are published in [86].
4.1 Experimental setup
Fig. 4.1 | (a) The schematic picture of the laser driven proton beamline. (b) and (c) shows the
actual photography of the experimental setup inside and outside the target chamber, respectively.
Protons accelerated from DLC foils are collimated by miniature quadrupoles in a small energy
band. The TP-MPQ setup (see Sec. 3.3.2) deflects the beam downwards. Protons exit the vacuum
chamber and enter the biological sample. The proton spectra are normalized to 1 for the design
energy of 5.2 MeV.
The technical setup of the laser driven proton beamline is shown in Fig. 4.1. The
experiments were conducted using the ATLAS laser (for details see Sec. 3.1.1). This
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table-top (15 m2) laser system delivers pulses with a FWHM duration of 30 fs at 795 nm
central wavelength. In order to irradiating nm-thin foils, the temporal contrast is enhanced
by more than three orders of magnitude by utilizing the DPM setup that is implemented in
the laser. A 90◦ OAP is used to focus the laser pulses with the remaining 0.4 J energy to a
measured spot size of 3 µm FWHM diameter, yielding a peak intensity of 8× 1019W/cm2,
slightly lower than 1.2 × 1020W/cm2 for a perfect Gaussian beam. The experiments were
performed in single shot mode. DLC foils (c.f. Sec. 3.2.1) with thicknesses of 20 and 40
nm were irradiated under normal incidence. As comparative studies, 5 µm thick titanium
foils were irradiated without a plasma mirror (and therefore laser energy of 0.8 J) with
p-polarization and an angle of incidence of 45◦.
Fig. 4.2 | (a) One exemplary broad spectrum of protons from nm-thin DLC foil. The maximum
proton energy Emax is defined when the ion signal measured by a IP is comparable to the back-
ground noise level, i.e., the IP threshold. The striped blue area indicates the energy regime where
the proton number is extracted. (b) Proton numbers per msr for nm-thin DLC targets (red) and 5
µm thick titanium targets (blue) in the energy band 5-6 MeV plotted as a function of Emax.
A miniature quadrupole (QP) doublet composed of permanent magnets [199] with an
aperture of 5 mm is implemented mounted on motorized stages to focus protons with 5.2
MeV at a distance of 1.2 m. The first QP (with a length of 36.0 mm and field gradient
of 433 T/m) was placed 12.4 mm behind the DLC foil and was separated by 7.7 mm to
the second QP (with a length of 17.0 mm and a gradient of 505 T/m). The TP-MPQ
setup (see Sec. 3.3.2) was used to deflect the proton bunch downwards at a distance
of 810 mm away from the target. This setup avoids irradiation of the cell samples by
X- or gamma-rays eventually originating from the laser-target interaction. A number of
radiation monitors were located outside of the target chamber and recorded such radiation,
showing a substantial suppression by more than one order of magnitude compared to thick
foil experiments.
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By removing the quadrupoles, the setup served as a proton spectrometer allowing
optimization of the proton beam to achieve highest energies by varying target thickness
and position with respect to best laser focus. The energy distributions of the protons were
recorded on an IP detector (c.f. Sec. 3.3.1) behind the dipole magnet. The typically broad
spectrum extends from energies below 1 MeV to a certain maximum energy Emax with
decaying flux at higher energies, as shown in Fig. 4.1 (a) and Fig. 4.2 (a). A hundred-fold
higher proton fluence is obtained with 0.4 J laser energy compared to standard TNSA
(c.f. Sec. 2.4.1) where 5 µm thick titanium foils and twice the laser energy were used.
The maximum proton energy Emax remains similar in both cases. However, the number
of protons accelerated to energies between 5 and 6 MeV in a solid angle of 1 msr, which
can be easily transported with our quadrupole setup, is significantly increased by a factor
of 100 (see Fig. 4.2 (b)).
After the quadrupoles were inserted again, the setup produced an elliptical focus in
the plane of the cells (1230 mm away from the target) with half axes of 0.45 mm and
5.2 mm at 50 % of the maximum dose (see Fig. 4.3 (a)) rotated by 40◦ with respect
to the horizontal plane. The dose distribution was measured using self-developing RCF
(Gafchromic EBT2, see Sec. 3.3.1). The functionality of the complete setup was tested
at the MLL Tandem accelerator prior to implementation in the proton beamline with a
continuous beam of 9.8 MeV protons.
Fig. 4.3 | (a) Elliptical dose distribution at the position of the cell sample measured with RCF.
Here the maximum dose obtained in a single laser shot was 7.1 Gy. (b) Simulated spectral (main
graph) and spatial (inset) distribution of protons in vacuum at the same position. The spectrum is
formed by all protons within the red polygonal region.
The imaging properties of the complete setup including the quadrupoles, TP-MPQ
setup were calculated via a Monte-Carlo simulation. Starting from a point source with
stochastically varying angle of emission, 4 × 105 protons with energies between 3 and
7 MeV are traced through the complete setup. To produce a 2D distribution that can be
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compared to the one measured by the IP detectors or RCF, the protons that reach the plane
where cells are positioned are binned into 100 µm large pixels. In the simulated image, all
points within the red polygonal region, corresponding to the measured high-dose spot, are
used to calculate the energy distribution, yielding a narrow spectrum with central energy
of 5.2 MeV and with an energy spread of dE/E=6%, as shown in Fig. 4.3 (b). A cross
check was done by a range measurement using a stack of Aluminum cover foils with
varying thickness that covered the region on the detector where the line focus was visible.
The result was well inline with the resultant deflection in the TP-MPQ setup (deviation of
62 mm away from central axis at the exit window). Due to the narrow energy band, the
initially broad energy distribution which may vary from shot to shot has little effect on the
result.
Hence, owing to the chromaticity of the quadrupoles, the initially broad energy dis-
tribution measured without the quadrupoles narrows over propagation as depicted by nor-
malized spectra at different positions in Fig. 4.1 (a) and Fig. 4.3 (b). At the plane of the
cells, half the protons are contained within a band of 0.3 MeV. This results in a differ-
ence in time of flight of 1 ns, which determines the proton bunch duration as it is much
longer than the 30 fs laser pulse. Under best conditions, a maximum proton fluence of
5.1 × 106 mm−2 (mean fluence over the area of the line focus within 50% of maximum
dose: 3.3 × 106 mm−2) was achieved in a single shot, which corresponds to a maximum
(mean) dose of 7.1 Gy (4.6 Gy) at the position of the cells. The maximum dose amounts
to a peak dose rate of 7 × 109 Gy/s over an interval of 1 ns.
To irradiate living cells in radiobiological experiments, the proton bunch leaves the
vacuum through a 50 µm thick Kapton window and enters a self-developed cell holder
[200]. The Kapton foil is able to completely shield a potential contribution of low-energy
carbon ions which - if present in the primary beam at all - would be focused to the same
point as 5.2 MeV protons depending on their charge and energy (e.g., C6+ ions with 1.3
MeV/u). The cell container was positioned as close as possible to the exit flange of the
vacuum chamber, leaving ∼5 mm of air between the Kapton exit window and the front
side (c.f. Fig. 3.14). As shown in Fig. 4.1 (a), it is composed of a sealable, stainless steel
housing with two windows (front and back) formed by two Mylar foils (6 µm thickness
each, at a distance of 3 mm).
Monolayers of human cervical cancer cells (HeLa) were seeded ∼48 h prior to ir-
radiation directly on the back Mylar foil of the cell containers in 10 ml RMPI 1640
medium without phenol-red (PAA Laboratories, Cölbe, Germany). Medium were supple-
mented with 10% FCS, 25 mM HEPES (4-(2-hydroxyethyl)-1-piperazineethanesulfonic
acid), 100 U/ml penicillin, and 50 µg/ml streptomycin. Cell containers were kept in a
CO2-incubator at 37oC and maintained in a horizontal position up until ∼5 min prior to
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irradiation (last 30 min without CO2 control). If brought upright, the medium will collect
at the bottom, leaving the cells in an atmosphere saturated with water vapor. Appropri-
ate control samples were treated under the same conditions including bringing the cell
containers in a vertical position as for irradiation. On the outside of the back Mylar foil,
a microstructured square grid (area 10 × 10 mm2, spacing of grid lines 150 µm) and
coordinate system (letter pairs every 300 µm) visible in microscopic images allows for
localization and identification of cells. The HeLa cell monolayer covered the full area of
the grid on the Mylar foil and was exposed to protons generated in a single shot (mean
energy at the position of the cells: 4.45 MeV), while the dose distribution was measured
by the RCF placed immediately attached to the outside of the cell container in contact to
the foil containing the cells ∼1-2 h before irradiation. By means of the microstructured
grid on the cell holder and predefined marks on the film, the dose distribution can be
spatially registered to microscopic images of the cells (see Fig. 4.4). Customized image
processing tools in MATLAB (The MathWorks, Inc.) allowed a registration with a spatial
uncertainty of ±1 pixel of the scanned film (21 µm).
Fig. 4.4 | Registration of the dose distribution measured by RCF with the microstructured grid on
the Mylar foil holding the cells. The black square indicates the exact location of the region of
interest shown in Fig. 4.5 (a).
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Fig. 4.5 | Initial DNA damage in HeLa cells. (a) Sample exposed to a mean dose of 1.0 Gy and (b)
corresponding unirradiated control. Foci of γ-H2AX (red) and cell nuclei (blue) are shown (3D
microscopy, maximum intensity projections, background correction, contrast enhanced). The red
vertical bars in (a) are part of the grid used for spatial registration (see Fig. 4.4). Horizontal scale
bars, 10 µm.
After exposure to laser-driven protons, the cells were incubated at 37oC (without CO2
control) for 30 min prior to fixation and immunostaining. The biological response in
terms of initial damage to the deoxyribonucleic acid (DNA) was quantified using the γ-
H2AX assay. Double-strand breaks in the DNA are followed by a rapid phosphorylation
of the histone H2AX, leading to a local concentration of the phosphorylated form (γ-
H2AX) at the damaged site. The primary antibody used was mouse-anti-γ-H2AX (1:350;
Upstate, Charlottesville, VA, USA) and the secondary antibody sheep-anti-mouse-Cy3
(1:500; Jackson ImmunoResearch, West Grove, PA, USA). Nuclei were stained with
DAPI in blue. The samples were covered with a cover glass, extracted from the cell
container, transferred to an object slide and sealed with nail polish. Images were acquired
using an inverted epifluorescence sectioning microscope (Zeiss AxioObserver Z1), a Zeiss
LCI Plan Neofluar 63x objective with 1.3 numerical aperture and a Zeiss AxioCam MRm
camera resulting in a pixel size of 0.102 × 0.102 µm2. The Cy3 and DAPI digital images
were captured serially. Z-stacks with at least 10 slices per stack (∼10-40 cells per stack)
were taken at various positions from each sample. Since this assay works best for doses
below 2 Gy (otherwise the number of foci becomes too large to differentiate and count
them individually), biological results are presented here for a cell sample exposed to a
maximum dose of 1.7 Gy in a single shot. Fig. 4.5 (a) shows some of the cells of this
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sample (exposed with a mean dose of 1.0 Gy across the depicted region (see Fig. 4.4),
along with an unirradiated control sample (Fig. 4.5 (b)). The bright red spots are foci of
γ-H2AX visualized with specific antibodies labeled with a fluorescent dye.
Fig. 4.6 | Mean number of γ-H2AX foci per cell as a function of dose for laser-driven protons and
200 kV X-rays. Each data point for protons contains 20 cells. Error bars in dose show the dose
inhomogeneity (standard deviation) across the regions of interest used for evaluation.
The inhomogeneous dose distribution across the line focus in combination with the
precise spatial registration of the delivered dose and the position of each cell allowed
us to obtain full dose response curves for each irradiated sample in a single shot. Data
were analyzed using ImageJ (ImageJ, NIH) with a custom semiautomatic software macro
FociCount [201]. The original stacks were subjected to background correction with a
rolling ball algorithm (ball size 200). Nuclear boundaries and foci were automatically
identified on maximum intensity projections by a threshold algorithm and the number of
cells as well as the total number of foci was determined. Minimum foci size (area) of
5 pixels (0.05 µm2) and maximum foci size of 200 pixels (2.08 µm2) were selected. An
example is shown in Fig. 4.6, where the mean number of foci per cell is plotted against
the mean dose for various regions of interest (142 × 106 µm2) across the area of the line
focus. Each data point is the mean over 20 cells (total: 273 cells from the same sample).
Horizontal error bars show the standard deviation of the dose values within each region
(as a measure of the inevitable dose inhomogeneity due to the steep dose gradients). The
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uncertainty of ±1 pixel in the image registration leads to an additional uncertainty of ±4%
in the mean dose value.
Fig. 4.6 also gives a photon reference curve taken for the same cell line with 200 kV
X-rays and linear fits to the data using a least squares fit method where each data point
was weighted with the corresponding number of cells [202] . Here, to acquire an X-ray
reference curve, cells treated in the same way were exposed to doses of 0, 0.5, 1.0, 1.5
and 2.0 Gy (dose uncertainty: 5%) of 200 kV X-rays using the RS225 device (Gulmay
Medical, Surrey, United Kingdom) with a dose rate of 0.88 Gy/min (15 mA, 0.5 mm Cu
filter) and a source-cell distance of 50 cm using a field of 20 × 20 cm2 at Klinikum rechts
der Isar and evaluated accordingly (>150 cells per data point, 1000 cells in total). The
slopes are 23.7 ± 0.9 foci per cell per Gy for protons and 18.5 ± 1.0 for X-rays. In both
cases, sham-irradiated control samples showed only a low number of foci (on average 0.7
foci per cell). At an effect of 30 foci per cell (corresponding to an X-ray dose of 1.5 Gy),
the relative biological effectiveness (RBE, defined as the ratio of X-ray dose and proton
dose required to yield the same biological effect) for the induction of repair foci turned
out to be 1.3 ± 0.3. The error estimate was determined by Gaussian error propagation of
the uncertainties of the X-ray dose and proton dose values required for 30 foci per cell
(X-ray dose uncertainty: ±10% according to the uncertainties in the fit parameters (Fig.
4.6) and ±5% in absolute dosimetry (systematic); proton dose uncertainty: ±9% accord-
ing to the uncertainties in the fit parameters, ±4% for image registration (61 pixel), and
±20% in absolute dosimetry (systematic) including film calibration). This relatively large
error is acceptable for a proof-of-principle experiment and will be reduced in subsequent
experiments, mainly by improving the absolute proton dosimetry in the few MeV energy
range.
The preliminary RBE obtained in the experiments is in agreement with proton RBE
values in conventional beams at comparable proton energies [203] although measured for
different biological endpoints. This indicates that no new radiobiological effects are to be
expected for the distinctive combination of nanosecond proton delivery and single bunch
dose rates of 109-1010 Gy/s as realized by the single bunch irradiation prototype setup,
even though it could equally be used for accumulated multi-bunch irradiations. This find-
ing is in line with previous studies in single, nanosecond proton bunches at conventional
sources [204, 205] and single or multiple ns bunches of laser driven protons [196, 197].
This confirms that for future applications in radiotherapy, where bunches of at least ns
length (due to the propagation along an inevitable beamline of at least one meter between
target and patient) and a maximum dose of a few Gy per shot will be applied, the same
RBE as for conventional sources can be assumed.
70 4. A laser-driven nanosecond proton source for radiobiological studies
4.3 Summary
In summary, as the first benchmark, the potential of small, high repetition rate lasers for
generating high proton yield, a nearly monoenergetic spectrum, and a reduction of back-
ground radiation (X- and gamma rays) is demonstrated by combining nanometer thin tar-
gets and proton beam optics. This method allows analyzing the full dose response to the
nanosecond proton bunch attributed to a single laser pulse, enabling precise radiobiolog-
ical experiments even in the presence of significant shot-to-shot fluctuations. This novel
approach is the most important point of the presented study here. It qualitatively confirms
for future medical application the applicability of laser driven ion bunch with ns duration
and high pulse dose of few Gy. Moreover, by reducing the size of our setup further, proton
bunches of sub-ns durations will be accessible for fundamental biological research in the
low ion energy range of a few MeV. Although many issues still remain to be solved, most
importantly the progress towards higher ion energies beyond 100 MeV per nucleon, the
demonstration of the feasibility of a very compact laser-driven beamline for proton accel-
eration, transport and delivery strongly bolster future medical applications. As the next
step, the prototype system will be adapted to the studies of sub-ns biological response and
in vivo experiments (i.e., animal irradiation) at the prospect of the new ungraded ATLAS
system (300TW, 6J, 20fs).
The key to success in this method is the achieving of the hundred-fold higher proton
fluence by utilizing nm-thin foils as compared to µm thick targets. This finding motivates
in-depth investigation on the underlying physics. Thus, in the next chapter, the fundamen-
tal physics resulting in the high fluence from nm-thin foil is investigated.
Chapter 5
Ultrasmall divergence of laser-driven
ion beams from nanometer thick foils
The short time scale on which laser-driven ion acceleration occurs along with the small
source size enable extremely high ion densities in the MeV bunches which could be su-
perior for specific applications (see Sec. 1.2). However, such high density is only main-
tained close to the source, it drops quickly due to typical angular spread of few tens of
degrees [13, 14, 76]. Such large angles lead to large losses using magnetic quadrupoles
[199], complicate the beam transport and therefore trigger investigations on sophisticated
transportation schemes such as pulsed solenoid[206] and laser driven micro lenses [28].
Meanwhile, shaped lens target [207], droplets [208] and curved target [72] have been
used to manipulate the ions angular distribution. Those approaches were mostly based on
TNSA mechanism (c.f. Sec. 2.4.1) with µm thick targets. Acceleration fields are built at
the target rear by the hot electrons generated at the front side of the targets. The diver-
gence of the ions strongly depends on the electron density and phase space distribution
of the electrons behind the target, which is initially related to the laser profile and then
disturbed during the transportation through the targets [209, 210].
The recent improvement on the laser temporal contrast allows the experimental inves-
tigation with ultra thin foils with thickness down to nm scale. As mentioned in Sec. 1.1,
the maximum energy benefits from nm-thin foils [33–37], although based on different
acceleration mechanisms at play (c.f. Sec. 2.4). Moreover, the experimental fundings
imply that thinner foils can generate much more collimated ion emission as compared to
µm thick targets [33, 38].
In this chapter, the first detailed study on the divergence of proton beams accelerated
from 5-20 nm thick DLC foils (see Sec. 3.2.1) is presented. Divergences as low as 2◦ were
observed for different foil thickness and irradiation conditions. In comparison with µm
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thick targets, more than 10 times reduction in the divergence is observed. Moreover, the
proton beams show a pronounced collimation over the whole energy range. Similar fea-
tures are reproduced in 2D PIC simulations with parameters representing our experiments,
suggesting that the small divergence is the result of a steep longitudinal electron density
gradient that seems representative for nm thin foils. The high directionality is attributed
to a transverse electron density distribution with similar function as in longitudinal. To
explain the experimental observation, a simple analytical model is given, consisting with
the simulation results. The results are published in [87].
5.1 Experimental setup
Fig. 5.1 | Experimental setup. The divergence of protons characterized with the WASP-MPQ
setup and IP detector (c.f. Sec. 3.3.1). The trajectory of protons through the magnetic field as
well as the magnetic field structure was overlapped with the actual setup photograph. The resulted
isoenergy contours of the WASP-MPQ setup superimposed with a raw image of proton energy-
angular distribution is shown at the IP position. The raw image is obtained with a 10 nm target
displaced by 100 µm from the laser focal plane, which is the identical image in Fig. 3.17 (d).
The experimental setup is shown in Fig. 5.1. The experiments were performed with
the ATLAS laser system (see Sec. 3.1.1), providing an optimum laser focal spot with peak
intensity of 8 × 1019W/cm2 and with energy of 400 mJ by using the DPM system. DLC
foils (c.f. Sec. 3.2.1) of thickness 5, 10 and 20 nm have been irradiated under normal
incidence for varying spot size, the actual spot size on target in the range of 3-19.2 µm
has been adjusted by moving the target along the laser axis. The WASP-MPQ setup is
used to determine the angularly-resolved energy distribution of protons. Details of this
spectrometer are described in Sec. 3.3.2. A Layer of 45 µm Al foil was added in front
of the IP to block heavy ions and to protect IP from direct and scattered laser light, al-
lowing detection of protons with energies beyond 2 MeV. Exponentially decaying proton
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energy distributions with cut-off energy between 3 and 6 MeV are observed throughout
the experimental campaign.
5.2 Experimental results
Fig. 5.2 | (a) Beam divergence (half angle) plotted as a function of proton energy that normalized
to the maximum energy for the most collimated beam from DLC foils (red curve), along with
other data published in the literature from µm thick targets (the light blue area, presented by blue,
green, black and cyan curves) [13, 14, 76, 206] and from nm scale thin targets (brown dot and
magenta curve) [33, 38]. (b) Experimentally processed result of the data presented in Fig. 5.2 (a)
after normalization, where the color scale denotes the normalized fluence for given energy.
The smallest divergence was observed with a 10 nm target displaced by 100 µm from
the laser focal plane. The corresponding raw image is shown in Fig. 5.1. In order to
highlight the collimation over the complete energy range, the extracted energy-angular
distribution of this example is normalized and shown in Fig. 5.2 (b). Interestingly, the
divergence is almost constant over the whole detectable energy range, resembling a well-
collimated feature. By fitting a Gaussian function to the angular distritbuion for each
individual energy value, the divergence θ is thus defined by the half value of FWHM of
the fitting profile. Fig. 5.2 (a) shows the divergence plotted as a function of normalized
proton energy, allowing a comparison to established results [13, 14, 76, 206] which are
represented in Fig. 5.2 (a) as well. Compared to µm thick targets, the half angle from
10 nm foil is reduced by a factor of 10. Moreover, the typical increasing of divergence
with decreasing energy is not observed. The results from experiment with 50 nm [33] and
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800 nm foils [38] are included as well, indicating an overall reduction of divergence with
decreasing target thickness.
Fig. 5.3 | (a) Avaraged beam divergence (half angle) for varying thickness of DLC foils and target
positions. The lower axis shows the target position, where +/- means the foils were placed be-
fore/after laser focal plane, as indicated by the small pictures. While the upper axis denotes the
focal spot FWHM diameter DL. The black curve is an empirical fitting curve showing the diver-
gence scale with laser FWHM diameter (DL)−1/2. The inset presents the total number of protons
for each shot. The Measured laser intensity distribution is shown at three target positions -50 µm
(b), 0 µm (c) and 50 µm (d).
Further on, the thickness of the targets and their positions with respect to the focal
plane of the laser were varied. As shown above, the divergence showed no noticeable
dependence on energy. Therefore, we plotted the average value of the half angle as a
function of the target position in Fig. 5.3 (a), the vertical error bar indicates the standard
deviation for each shot while the horizontal error bar shows the positioning accuracy of
about 10 µm, smaller than the Rayleigh length of 25 µm marked by the light blue area.
The small divergence combined with the well-collimation feature are conserved during the
whole parameter scan. The obtained divergences varied in the range of 2-4.6◦, showing
comparably small values. The divergence is maximized with a value of 4.6◦ in the focus
plane for the thickest foil of 20 nm. For thinner foils (5 and 10 nm), these values are
reduced to 3.3◦, indicating a tendency of reducing divergence with decreasing of target
thickness even in the nm scale.
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Fig. 5.4 | Measured raw images of beam divergence with 10 nm DLC foils for three different target
positions 20 µm (a), 40 µm (b), and 100 µm (c), respectively. (d) - (f), the corresponding processed
results from the raw images (same parameters as in (a) - (c)).
Moreover, the divergence of the protons can be further optimized by adjusting the
focal spot size. Fig. 5.4 shows a series of raw images as well as the processed results
of beam divergence obtained from 10 nm DLC foils at three different target positions.
Clearly, the divergence decreases with increasing focal spot size on the target when mov-
ing the target out of focal plane beyond the Rayleigh length and indeed happened for both
sides (c.f. Fig. 5.3 (a)). The smallest divergence was obtained in the target position of
+100 µm, which is our example of Fig. 5.2.
Besides, the laser intensity distribution is single-peaked as shown for three exemplary
positions in Fig. 5.3 (b), (c) and (d), which allows us defining a FWHM diameter DL
of the laser focal spot by fitting a Gaussian function. The measured DL indeed scales as
the classical prediction DL = DL0
√
1 + (z/zR)2 for different target positions with small
deviation of < 5%. Here DL0 is the minimum FWHM diameter, z is the target position
and zR is the Rayleigh length. An empirical scaling is found, showing that the divergence
roughly scales with the laser FWHM diameter (DL)−1/2. Note that the maximum energy
of protons is little influenced by the change of target position and varied between 3 and
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6 MeV with the highest values preferably attained at ± 100 µm (see Chap. 7), which is
the same position for minimum divergence. In addition, the measured total number of
protons above 2 MeV is extracted from the measured proton spectrum and corresponding
divergence from the parameter scan, as shown in the inset of Fig. 5.3(a). Interestingly, it
increases when enlarging the target positions, i.e. when the divergence reduces.
5.3 PIC simulations
To get further qualitative insight, 2D PIC simulation were performed with the KLAP code
[135]. Solid density (n0 = 350nc) plasma slab was considered. The initial temperature of
electrons is 1 keV. The simulation box is 60 λ in laser direction (x) and 20 λ in transverse
direction (y) in 2D with a resolution of 200 cells/λ and 40 cells/λ, respectively. Each
cell is filled with 400 quasiparticles. The spatial resolution and particle number are set
to get sufficient resolution with a reasonable computational cost. A linearly polarized
laser pulse with a Gaussian envelope in both the spatial and temporal distribution with a
FWHM diameter DL of 3 µm and a FWHM duration of 33 fs, is used to approximate the
experiment conditions.
Fig. 5.5 | Simulation results for proton angular distribution at t = 100T after normalization with
a0 = 5 (a) and a0 = 20 (b). Here T corresponds to one laser cycle, the red rectangles mark
the experimental observation window. The targets are irradiated with the laser at the best focal
position. The same color scale is used in both graph.
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Fig. 5.5 (a) shows the 2D simulation result of the energy-angular distribution of proton
from a 40 nm foil with a0 = 5 at the best focus position after normalization, proceeding
in the same way as the experimental data. A well collimated proton beam is observed
with a constant value of about 2◦ over the whole energy range, showing almost identical
behaviors as the experimental observation (c.f. Fig. 5.2 (b)). Further simulation was
carried out with identical parameters except for a large a0 = 20 as compared to our
experimental condition with a0 = 5. The simulation result is shown in Fig. 5.5 (b).
A larger divergence with a half angle value of about 4◦ is observed from simulation,
which is a factor of two increase as compared with the simulated results with a0 = 5
(see Fig. 5.5 (a)). Still, the proton beam exhibits a well collimated feature under higher
intensity. Those interesting features, the small divergence and the well collimation, seem
representative for nm ultrathin foils in a larger range of variation on laser intensity.
As discussed in Sec. 2.4, different mechanisms can be responsible for ion acceleration
from nm thin foils. For the experimental parameters here, most likely a number of these
mechanism coexist [211]. However, regardless of these different mechanisms, in a very
simple picture, the divergence depends on the electric field direction during the accelera-
tion phase. In turn, the electric field depends on the electron density distribution at a given
time.
The corresponding electron density distributions are shown in Fig. 5.6. In Fig. 5.6 (a)
the longitudinal electron density distributions for the cases a0 = 5 and a0 = 20 at t = 30T
(when the laser pulse has just left the target) from our simulations are presented. They are
well represented by an exponential distribution with the longitudinal density scale length
l0 of 1/12 µm and 1/7 µm, respectively. Interestingly, both values are much smaller than
the typical values of few µm for µm thick targets [212–214]. And l0 increases roughly
by a factor of 2 owing to the higher electron temperature under higher laser intensity,
consistent with the increase in the divergence of protons (see Fig. 5.5).
5.4 Analytical model
Our results can be described by a simple self-developed quasi-stationary electrostatic an-
alytical model. Substituting a Boltzmann distribution of the hot electrons into Eq. 2.2,
the electric field strengths read as
Ey ∝ −
kBTe
e
∂ne
∂y
Ez ∝ −
kBTe
e
∂ne
∂z
(5.1)
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Fig. 5.6 | (a) Longitudinal electron density distribution (z axis) at y = 0 at t = 30T with laser
intensities a01 = 20 (red) and a02 = 5 (black), respectively. The targets were initially located
at z = 10 µm. The dots denote the simulated results while the curves are the fitting functions.
(b) Transverse electron density distribution (y axis) at three different z positions with a02 = 5 (as
denoted by different color lines in (a)). The transverse density profiles are fitted by an exponential
function with a scale length ly = 1.5µm.
where ne is the electron density, y and z are the transversal and the longitudinal dimension,
respectively.
Defining local electric field direction as α = Ey/Ez, one derives the emission angle of
protons θ as
θ = arctan(
∫ ∞
0
αEzdt/
∫ ∞
0
Ezdt) ≈ arctan < α >
= arctan <
∂ne
∂y
/
∂ne
∂z
>,
(5.2)
where the angle bracket denotes the average along the ion trajectory. Importantly, this
equation shows how the divergence relies on the electron density distribution.
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Assuming a reasonable electron density distribution ne = n0 · ξ(y) · exp[− zl0 ] with a
transverse profile ξ(y) and a longitudinal exponential distribution in Eq. 5.2, where n0 is
a constant denoting the electron density, one derives
θ = arctan < −
∂ξ(y)
∂y
ξ(y)
· l0 > (5.3)
Obviously, the larger the longitudinal density gradient (i.e., the smaller the scale length
l0), the smaller the angle of divergence θ. Indeed, it is this steep longitudinal electron
density gradient shown in the simulations (see Fig. 5.5) which tears the acceleration field
forward, i.e., reduces the divergence with deceasing target thickness from µm to nm.
The reduction of scale length l0 in the case of nm foils can be understood by the
following simple picture. As mentioned in Sec. 2.4.1, l0 is given by the local Debye length
λD (c.f. Eq. 2.22). For a given electron mean energy kBTe, l0 is inversely proportional
to the square root of the electron density n0. In the case of µm thick targets, due to
the large angular spread of few 10s of degrees for hot electrons inside the target [215],
n0 drops significantly at the target rear, resulting in a typical l0 of few µm [212–214].
When the target thickness is reduced from tens of µm to submicrometer, the influence
from electron propagation through the target is suppressed and the angular spread of hot
electrons is substantially reduced, altogether resulting in a higher n0. Moreover, with the
reduction of thickness, the recirculation of the hot electrons is enhanced [31], which can
further increase n0. Those arguments imply that a small l0 exists at the rear side of thinner
targets, which in turn resulting in a small divergence of ions.
Since the divergence is strongly depend on l0, l0 would increase when the hot electron
temperature is higher. Higher electron temperature is typical for higher laser intensity,
consistent with the PIC simulation results (see Fig. 5.5). Such observation indicates the
divergence depends only weakly on the laser intensity with other parameters unchanged,
i.e., θ ∝ (I0)1/4. This suggests that for future applications the influence of large laser sys-
tems on the divergence of ions should be taken into account, which from the perspective
of small divergence would be counterproductive.
Furthermore, Eq. 5.2 does not only highlight the importance of longitudinal electron
density distribution, but also predicts the influence of transverse electron density on the
divergence of ions, similar to [209, 210]. In the following, Eq. 5.2 is used to describe the
influence of transverse electron density on the divergence of ions at different parameters.
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µm thick targets
In previous experiments, the transverse electron density was found to be well approxi-
mated by a bell shape profile ξ(y) ∝ exp(−4 ln 2 y
2
D2 ) for µm thick target [56]. Noted that
typically the FWHM diameter of the transverse Gaussian profile D is much bigger than
the FWHM diameter of laser focal spot DL due to the propagation through µm target with
large angular spread (c.f. Eq. 2.52). In this case Eq. (5.2) reads as
θ ∝ arctan < 8 ln 2
y
D2
· l0 > (5.4)
θ monotonically increases with transverse distance from the center as denoted by y. Since
the high acceleration field appears in the centre, the high-energy ions originate from small
y. This implies a reduction of divergence with increasing energy, consistent with [13, 14,
76, 206].
nm thin targets
Regarding Eq. (5.2), the collimation feature observed in our experiments can be explained
by an exponentially decaying transverse density distribution ξ(y) ∝ exp[− |y|ly ], where ly is
the transverse density scale length. With such a given transverse profile, a constant value
of divergence θ, independent on the energy and the trajectory of ions, is given by
θ ∝ arctan(l0/ly) (5.5)
As one can see from Fig. 5.6 (b) where the transverse electron density profiles at three
different z positions behind a 20 nm foil are shown, the results from PIC results are not
contradicting this hypothesis. Indeed, the profiles are found to be well represented by an
exponentially decaying profile with a scale length ly, similar to the radius of laser spot
DL/2 of approximately 1.5 µm. Substituting l0 and ly obtained from simulations into Eq.
(5.5), a constant value of θ ∼ 3.2◦ is obtained.
It is worth mentioning that a uniform transverse density distribution ξ(y) = n could be
a solution for the collimation feature as well, where n is the density constant. In this case,
a perfectly collimated beam with almost zero divergence θ ∼ 0 is predicted. Analogous
behavior can be found in the interaction of laser pulse with nm-thin foil through RPA
mechanism (c.f. Sec. 2.4.2) where a uniform transverse density distribution can be formed
by steadily pushing by radiation pressure of the laser pulses. A reduction of the divergence
might occur in conjunction with a peaked energy spectrum, as indicated in [42, 136].
However, in contrary to the presented experimental observation here.
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5.5 Summary
In summary, the divergence of proton beams generated from ultrathin DLC foils is inves-
tigated in details. Well collimated proton beams with divergence half angle as low as 2◦ is
demonstrated experimentally. This constitutes the smallest value reported so far and one
order of magnitude lower than achieved with µm targets. Moreover, the proton beams are
well-collimated over the complete energy range and can be further optimized by adjust-
ing the focal spot size. Such observation indicates that the angle of emission of protons
does not depend on the energy. It is an indirect proof that the transverse electron density
distribution function is notably different between nm and µm targets.
The obtained experimental results indicate a reduction of divergence with foil thick-
ness in the nm-range. As a consequence, 100 times increase in proton fluence is achieved
(see Fig. 4.2 (b)), which is the key point that enables the single-shot, nanosecond, high
dose radiobiological studies as presented in Chap. 4.
Understanding the exact mechanisms responsible for this beneficial behavior moti-
vates future investigation. These observations are of particularly interest for applications.
For example, investigations on the fundamental research in warm dense matter which re-
quest an intense and short ion bunch to heat solid dense material, can benefit from high
flux due to the small divergence. The high flux could also be beneficial to fast ignition and
neutron generation. Furthermore, a small angle of divergence relaxes the requirement of
beam transportation which is essential in specific applications of ions. For example, with
the smallest divergence obtained in the experiments, an almost lossless transportation is
expected for the technical setup presented in Chap. 4.
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Chapter 6
Exploiting relativistic nonlinearities in
near-critical density plasmas for laser
driven ion acceleration
To satisfy the necessary specifications of envisioned applications (see Sec. 1.2), two key
areas are currently of most importance: the increase of maximum energy of ion beams
and the reduction of their energy spread. The most relevant acceleration mechanisms are
discussed in Sec. 2.4. As compared to TNSA mechanism, RPA is of particular interest
and highly desirable because it can result in the formation of quasi-monoenergetic, peaked
ion energy distribution and is effective at accelerating heavier species.
The difficulty is that ideal RPA requires laser pulses to interact with nm-scale tar-
gets that remain opaque throughout the pulse [139], while the high intensities of beyond
1020W/cm2 generally give rise to the production of a relativistic electron population that
drives rapid expansion, decompression and transparency of the target. Significant de-
compression and high intensities may otherwise result in relativististic transparency and a
transition to the BOA regime of ion acceleration, which allows high ion energies but with
less control over the ion spectrum than promised by RPA (see Sec. 2.4.2).
Various schemes to prevent the production of hot electrons and decompression includ-
ing using circularly polarized pulses to suppress electron heating [39] or by using heavy
sacrifice ions [42, 144]. High intensities with spot sizes close to the laser wavelength can
be achieved by strong focusing with normal optical components such as parabolic mir-
rors. While, unlike a ideally uniform beam profile (see Fig. 6.1 (b)), a strong focused
finite spot gives rise to an inappropriate deformation on target surface owing to the spatial
inhomogeneous of laser intensity distribution (c.f. Fig. 6.1 (a)). Therefore, in this strong
focusing finite spot effects counteract the suppression of the hot electron production is
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expected even using normal incidence and circular polarization [216]. For a given hot
electron population, target expansion and decompression depend on the expansion time
and therefore on the pulse shape. This implies an extremely rapid rise (within a few laser
cycles) to the peak intensity. The steep rise time minimizes the premature decompression
of the target due to the hot electrons and their associated dynamics.
Fig. 6.1 | (a) Schematic of unwanted deformation of target surface owing to spatial inhomogeneous
of laser intensity distribution, which give rise to undesired electron heating. (b) shows a flat target
surface resulting from ideally uniform beam profile.
A route to achieving high intensity with a sufficiently steep rise is to shape laser
pulses by virtue of relativistic nonlinearities in a plasma. With appropriate control of
the interaction conditions, nonlinear processes (see Sec. 2.3.2) such as relativistic self-
focusing and relativistic self-phase-modulation can be used to manipulate the laser pulse
to a desired shape. Laser-driven electron acceleration in underdense plasmas, for ex-
ample, has benefited from the fact that initially unsuitable, weakly focused laser pulses
modify to the desired spatial and temporal shape to reach the bubble-regime [217–219],
ultimately resulting in GeV-level electron bunches accelerated from centimeter-scale plas-
mas [220, 221]. Extending this technique to control most intense, strongly focused pulses
currently achievable requires a much stronger non-linear effect than in electron acceler-
ation scenarios and therefore densities close to the critical density at which the plasma
becomes opaque. While the potential of using NCD targets as an active nonlinear optical
element to control the most intense laser pulses by virtue of relativistic nonlinear effects
has been noted in simulations [97], the practical implications are extremely challenging
and have prevented their implementation to date.
In this chapter, the experimental results are presented demonstrating for the first time
that ion acceleration can be enhanced by exploiting relativistic nonlinearities. The strongly
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focused lasers used in laser driven ion acceleration is spatio-temporally compressed in a
micrometer NCD plasma, resulting in substantially improved properties of ion bunch ac-
celerated from a secondary DLC foil (see Sec. 3.2.1). 3D PIC simulations reveal that
this improvement is primarily due to relativistic self-focusing. At the same time, the laser
rise time is substantially reduced due to relativistic induced transparency and self-phase
modulation. The combination of high intensity and steep rising edge are ideally suited to
favor RPA and is consistent with the observation of non-exponential carbon-ion spectra
with energies up to 200 MeV when using CP laser pulses. While with linearly polarized
laser pulses, a preferable proton acceleration up to ∼30 MeV is observed, yielding a sub-
stantial enhancement by a factor of 2.4. Parallel measurements of electron spectra show
enhanced electron temperatures by a factor of ∼2.4, consistent with the observed energy
increase and indicating a significant laser intensity increase due to self-focusing in NCD
plasmas.
6.1 Conceptual illustration
For better illustration, 3D PIC simulations are performed with the KLAP3D code [97,
135] to show how the intensity distribution of an initially 50 fs Astra Gemini pulse is
modified when propagating through such a NCD plasma. The 3D simulation box size is
x× y× z = 20µm× 20µm× 40µm, sampled by 200× 200× 1600 cells with 27 particles in
each cell. A CP laser pulse with a Gaussian temporal profile with an intensity-envelope
FWHM duration of 50 fs (with a peak laser intensity of 2 × 1020W/cm2) and a transverse
Gaussian profile with a FWHM diameter of 3.5 µm modeled the ASTRA Gemini laser
pulse. A uniform carbon plasma layer with initial electron density of 2nc resembling the
CNF target is placed between 10 µm to 40 µm with initial electron temperature of 1 keV.
The results are shown in Fig. 6.2. Though classically overcritical, the laser pulse
penetrates due to relativistically induced transparency and subsequently undergoes rela-
tivistic self-focusing. The latter is responsible for the significant increase of laser peak
intensity by more than one order of magnitude at an optimum self-focusing length of 9
µm, in reasonable agreement with analytical estimation (c.f. Eq. 2.36). In addition, due
to a combination of relativistically induced transparency and relativistic self-phase mod-
ulation, the pulse becomes gradually steeper leading to enhanced temporal contrast on a
few cycle level. This steep rising edge suppresses the electron heating at early times and
reduces the expansion of the target prior to the peak of the pulse (for details of these pulse
shaping effects see Sec. 2.3.2). Consequently, the novel properties of high-intensity laser
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pulses can be exploited to improve laser driven ion acceleration from nm-thin DLC foils,
as shown in the inset.
Fig. 6.2 | Laser intensity evolution in a NCD plasma similar to CNF targets. The main plot shows
the on-axis intensity distribution of the circularly polarized ASTRA-Gemini laser pulse at various
times during its propagation through the NCD plasma (yellow area). The peak intensity multiplies
by a factor of 10 due to relativistic self-focusing as depicted in the inset and the pulse rise time
steepens to a few fs. Placing a micron scale layer of NCD in front of a DLC-foil (inset) allows the
enhanced pulse to be exploited for laser driven ion acceleration.
6.2 Experimental setup
The experiments were performed with the Astra Gemini laser system which delivers
pulses containing energy of 4-5 J after contrast enhancement with DPM, yielding peak
intensities of 2× 1020W/cm2 (for details see Sec. 3.1.2). The experimental setup is shown
in Fig. 6.3. The Astra Gemini laser pulse is normally incident on the target. WASP-
Gemini setup (see Sec. 3.3.2) is placed after the target normal to deflect both electrons
and ions with a slit entrance in front of it in the vertical dimension. The vertical en-
trance slit is designed to be adjustable in order to reduce the signal along zero line and
distinguish the zero line. Electrons are deflected by the magnetic field to a scintillating
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phosphor screen (see Sec. 3.3.1) located inside the dipole-magnet and are detected by a
EMCCD camera (iXon EMCCD, Andor).
Fig. 6.3 | (a) Schematic of the experimental setup. A series of diagnostics were fielded simulta-
neously to provide a comprehensively diagnosed interaction. (b) shows the actual photographs of
the experimental setup.
A horizontal slit being oriented perpendicular to the vertical entrance slit was placed
after the dipole-magnet. The electric field plates were located after the dipole magnets,
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as shown in the upper inset. This configuration acts as a modified TP spectrometer (TP-
Gemini, c.f. Sec. 3.3.2) with a RadEyeT M detector (see Sec. 3.3.1), allowing detection of
ions under target normal. The time-integrated transmitted laser profile is detected with a
scatter screen (Square glass diffuser, Thorlabs) placed in front of TP-Gemini and a 14-bit
CCD camera (Pike, AVT). One FROG device is implemented to diagnose the laser pulse
transmitted through the target, a detailed description can be found in [222].
As discussed above, the required NCD-plasmas must have a controllable density, must
have a length controlled with micron accuracy and micron scale overall length. It must
also be uniform on the scale of the laser wavelength and compatible with nm-thin target
foils. These implications pose the major experimental challenge to create a complete
controllable method to create (near-)uniform NCD targets with lengths on the µm-scale
characteristic for the formation of the nonlinear response, i.e., the self-focusing length.
Fig. 6.4 | (a) NCD plasma with long scale-length and short NCD region typical for the production
by pre-expansion of a solid density target. (b) Conventional foam targets are composed of high-
density material interspersed by vacuum with a non-uniformity on length scales comparable or
greater than the laser wavelength.
In previous experiments, the NCD plasmas were realized either by expanding a solid-
density target with an artificial [213] or inherent prepulse of the laser [35]. The resulting
plasma has only a small NCD region and will typically have much larger, lower density
regions hindering a controlled exploitation of this interaction regime, as shown in Fig.
6.4 (a). Foam materials have been used but with thicknesses beyond 100 µm [223], much
larger than the characteristic length scale of a few µm (see Fig. 6.4 (b)). Most importantly,
the foams used to date are composed of high-density material interspersed by vacuum
with a non-uniformity on length scales comparable or greater than the laser wavelength.
This implies that a laser will either interact with a dense array of wavelength scale solid
clusters in the case of a short, high contrast pulse, or in the case of a preheated target
with long density gradients, even if they can reach the required densities in excess of 1021
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cm−3. Both methods have severe limitations which are overcome by employing CNF (c.f.
Sec. 3.2.2). CNF is an ideal candidate for these specifications, providing a homogenous
NCD plasma slab with sharp boundaries and an average electron density of (2 ± 1) nc, as
detailed discussed in Sec. 3.2.2. In the presented experiments, CNF targets with thickness
of 0-5 µm (corresponding to areal density of 0-3.75 µ g/cm2) were directly grown onto
DLC foils with thickness of 5-20 nm.
6.3 Signature of pulse steepening
Fig. 6.5 | (a) Normalized laser spectra of incident laser (black line) compared to transmitted
through CNF targets with thickness of 7 µm (red) and 20 µm (blue). (b) Wigner distribution
of fields retrieved from the FROG-measurements for incident laser, (c) for the CNF targets with
thickess of 7 µm, and (d) with thickness of 20 µm. The overlaid blue curves in b, c, and d represent
the temporal intensity distribution where t<0 denotes early time.
To gain confidence in the pulse shaping effects and benchmark the 3D PIC simula-
tions, the temporal shape of transmitted pulses through freestanding CNFs with various
thicknesses are performed via a FROG device (c.f. Fig. 6.3). The spectrum of the incident
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pulse, shown by the black curve in Fig. 6.5 (a), has a FWHM width of 23 nm correspond-
ing to the nearly transform limited pulse duration of 50 fs (Fig. 6.5 (b)). After propagation
through a freestanding CNF with a thickness of 7 µm, the spectral width is significantly
broadened to 37 nm (red curve in Fig. 6.5 (c)). This broadening is required to support a
steeper pulse. Further evidence can be inferred from the positive chirp which is observed
in the Wigner distribution of the laser field in Fig. 6.5 (c). Indeed, the corresponding
temporal profile shown by the overlaid blue curve is steepened. Moreover, the pulse front
steepening observed in the 3D PIC simulation is in line with the measured profile, as
shown in Fig. 6.6 (a). The experimental observations thus reproduce the main features
expected from both the theoretical expectations (see Sec. 2.3.2) and the simulation results
qualitatively: spectral broadening, positive chirp and pulse steepening.
Independent measurements of the overall transmitted laser spectrum are conducted
where the complete beam is collected and measured by an ocean optics (USB2000+,
Ocean optics), as shown in Fig. 6.3 (a). The results are very close to those spectra
retrieved from the FROG measurements, as shown in Fig. 6.6 (b). This indicates that the
measured pulse shapes from FROG measurements are representative of the whole beam
though only performed with a small portion of the beam.
Fig. 6.6 | (a) shows the comparison of measured temporal intensity distributions (solid curves) with
the extracted ones from PIC simulations (dashed curves). (b) shows the comparison of measured
temporal shapes with FROG (solid cyan curves) and with an independent overall laser spectrum
measured with an ocean optics (dashed black curves).
It is interesting to note that when using thicker CNF target, with thickness up to 20
µm, the temporal shape is almost unaltered (Fig. 6.5 (d)) but overall spectrally blue-
shifted (Fig. 6.5 (a)), suggesting that in terms of pulse shaping the optimum thickness is
around a few µm. For thicker targets, the pulse steepening is less efficient, in agreement
with the theoretical predication [97].
6.4 Laser driven ion beams with CP pulses 91
6.4 Laser driven ion beams with CP pulses
6.4.1 Experimental results
Fig. 6.7 | Maximum energies of protons (a) and C6+-ions (b) plotted as a function of the CNF-
thickness. Different line colors correspond to different thickness of the secondary DLC foils. (c)
The best results obtained with CP laser pulses when interacting with CNF attached to a 10 nm
DLC foil. The magenta curves show the proton spectra, the black curves the C6+-ion spectra
from the same laser shot. The dashed lines visualize the dependence of representative energy
parameters, in particular the maximum energy and the energy of the spectral peak on length of
the CNF. The corresponding C6+-ion spectra are shown as a side view of (c) in (d) along with the
obtained spectrum from freestanding CNF target with thickness of 5 µm.
The most interesting results were obtained with circularly polarized laser pulses. Fig.
6.7 (a) and (b) show the maximum energies of protons and C6+-ions extracted from the
recorded Thomson parabola traces with circularly polarized laser pulses from the double-
layer targets (i.e., CNF+DLC configuration). Regardless of DLC-thickness, the energies
increase with increasing CNF-thickness. Best performance is observed for 10 nm DLC,
as shown in Fig. 6.7 (c). The corresponding energy distributions of protons and C6+ ions
reveal that carbon acceleration benefits most, their energies are increased by a factor of
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2.7, while proton energies only increase by 1.5. Moreover, the shape of the carbon spectra
deviates from monotonically decaying and are elevated at around 70% of the maximum
energy (for a better view see Fig. 6.7 (d)). This observation had previously been associ-
ated with RPA [39]. Further evidence is that the energy per nucleon of the carbon ions
increases more rapidly than the proton energy, and eventually become comparable, i.e.
the fastest ions travel with similar velocities, as discussed in Sec. 2.4.2. The observed
maximum carbon energy ∼20 MeV/u is to the best of our knowledge, the highest value
for carbon ions demonstrated from a Gemini-class laser system to date.
Freestanding CNF target with thickness of 5 µm was tested as well, although carbon
ions were registered when irradiating freestanding CNF targets, their energy and number
were insignificant. In the detectable spectra range of 2-50 MeV/u, no proton trace was
observed and only carbon ions with lower maximum energy of about 3 MeV/u with more
than two orders of magnitudes smaller particle numbers were observed (Fig. 6.7 (d)).
6.4.2 Discussion
Freestanding CNF-targets resulted in minimal ion emission (∼103 less ions with lower
maximum energy of about 3 MeV/u) suggesting that their role is indeed mainly to provide
a medium for modifying the laser pulse to the desired shape. To validate this hypothesis
further, we performed more detailed 3D PIC simulations. Due to the multi-scale nature
of the problem, i.e. µm long plasma with low density and a nm-thin, high density foil, the
problem is simplified by dividing the simulation into two steps. First, the propagation of
the Gemini-laser pulse through a NCD-plasma with electron density of 2nc (resembling
the CNF-plasma) was simulated and the complete resulting electro-magnetic field was
extracted at different depths within the NCD plasma. This field was then fed into a second
simulation with a single DLC foil. A solid density plasma slab (60 nm, 100nc, C:H=9:1
in number density, initial temperature of 1 keV) was used to represent a DLC foil with
the reduced density allowing for any initial decompression during the early stages of the
interaction and also reduces the computational requirements. Here, the resolution of the
simulation box is set to 100 cells/µm to resolve the DLC foil thickness. Noted that to
account for the limited solid angle of the Thomson parabola spectrometer (∼1×10−7 sr),
only particles propagating in forward direction with a cone of half angle 0.15 rad was
considered for the simulation results. The major limitation of this approach is that fast
electrons produced within the NCD-plasma do not contribute to the ion acceleration at
the DLC-foil. Consequently the sheath fields at the rear which would preferentially affect
the protons maybe underestimated.
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The simulation results are shown in Fig. 6.8. As in the experiments, a significant
increase of the maximum carbon ion energy with increasing CNF-thickness is observed.
The ratio of these energies to the energy obtained for a plain DLC-foil defines the en-
hancement factor and is plotted against CNF-thickness in Fig. 6.8 (a). The general trend
of both the experiment and simulation results agrees very well and suggests that the capac-
ity of the scheme in the parameter range accessed in the experiments is not fully explored.
The specific simulation predicts a 4-fold increase in energy when using a plasma with 9
µm length.
Fig. 6.8 | (a) Maximum energy of carbon ions extracted from the simulated C6+-energy spectra
at t=260 fs. The maximum energy gradually increases up to a maximum of 4× when the NCD-
length reaches 9 µm. (b) Same plot as in (a), but now the NCD-thickness is normalized to the
self-focusing length and 3D-simulations with three different electron densities (1nc, 2nc and 3nc)
are compared. The general trend shows that ion acceleration is optimized when the NCD length
approaches the self-focusing length. (c) 2D Density map of C6+ ions and laser field distribution
obtained at t=100 fs in case of 5 µm NCD as in (a). (d) Energy spectrum of C6+ ions from
simulation in case of 0 (plain DLC-foil only) and 5 µm NCD as in (a). The solid curves present
the spectrum from the whole target (60 nm thick) while the dashed curves show the fraction of
spectrum for ions in the focal volume (FWHM diameter of 3.5 µm for initial pulse and of 1.5 µm
for modified pulse, respectively) and initially in a thin layer (20 nm, 1/3 of the target thickness) in
the rear side.
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After this distance, the laser has reached its highest intensity via self-focusing. The
corresponding self-focusing length agrees well with the simple estimate based on Eq.
2.36. When performing the same set of simulations with NCD-plasma densities of 1nc
and 3nc and identical parameters otherwise, ion acceleration is optimized when the NCD
thickness corresponds to the respective self-focusing length (see Fig. 6.8 (b)). This sug-
gests that the effect of the NCD plasma is robust to variation of the exact density and that
the observed carbon energy increase is primarily due to the enhanced laser pulse inter-
acting with the DLC foil. Even though the effects of the fast electrons generated in the
CNF-plasma can not be excluded, they seem have minor impact.
It is interesting to discuss the results with respect to possible ion acceleration mech-
anisms which are at play under our conditions. The strong enhancement of carbon ion
energies for circular polarization (which is not typical for TNSA for which protons are
preferable accelerated), the significantly altered spectral shape, and the fact that protons
and carbon ions reach similar velocities suggest that RPA is significantly contributing.
The carbon spectra show a significant peak, which is not observed for linear polariza-
tion (see Sec. 6.5.1). The structure/width of this peak depends on the thickness of the
NCD-plasma, and is wider when the intensity of the laser increases due to self-focusing.
Numerical investigations (see Sec. 2.4.2) suggest that RPA is more likely to dominate
over TNSA when circularly polarized laser pulses at normal incidence are used, electron
heating required for TNSA is suppressed. In tight focusing experiments with thin foils
however, this advantage is generally not observed due to strong radial intensity gradients
which results in foil deformation and a comparable hot electron production regardless of
polarization state [216]. For a given laser intensity and spot size this deformation can be
reduced by using pulses with a steeper rising edge. In the presented situation, the steep-
ened pulse front significantly reduces the time available for deformation to take place.
This results in slower decompression of the foil and an increased RPA contribution.
Indeed, the above interpretation is confirmed by the 3D PIC simulation results. Fig.
6.8 (c) shows the 2D (Y-Z) density map of C6+ ions extracted from simulations. The car-
bon ions are accelerated in manner typical of RPA with the modified pulse: The foil is
accelerated as a whole and remains highly overdense while its shape closely resembles the
transverse laser profile. The target remains highly reflective with almost no transmitted
laser energy, which is well in line with the measured overall few-percentage laser trans-
mission. The resulting spectral shape presents a non-exponential distribution as shown
in Fig. 6.8 (d), showing qualitatively agreement to the measured shape. In particular,
the high-energy spectral peak can be seen to be formed by the ions in the focal volume
in a thin layer in the rear side of the target. This is consistent with a previous theoreti-
cal investigation [140], which shows that only a thin layer at the target rear in the focal
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volume forms the monoenergetic feature during RPA. By contrast, the C6+ ions spectra
for a plain DLC-foil with the unmodified pulse presents more exponential-like spectra
consistent with dominating TNSA.
6.5 Laser driven ion beams with LP pulses
6.5.1 Experimental results
Fig. 6.9 | Maximum energies of protons (a) and C6+-ions (b) plotted as a function of the CNF-
thickness. Different line colors correspond to different thickness of the secondary DLC foils. (c)
The best results obtained with CP laser pulses when interacting with CNF attached to a 20 nm DLC
foil. The magenta curves show the proton spectra, the black curves the C6+-ion spectra from the
same laser shot. The dashed lines visualize the dependence of representative energy parameters.
(d) presents the corresponding C6+-ion spectra as a side view of (c).
The results are summarized in Fig. 6.9 (a) and (b). Again, the energies increased
with increasing CNF thickness regardless of all presented target thicknesses. The best
performance is obtained for 20 nm DLC (see Fig. 6.9 (c) and (d)). In contrast to circular
polarization, linearly polarized laser pulses invariably resulted in monotonically decaying
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spectra, both for protons and C6+-ions. Proton energies were enhanced more strongly from
12 to 29 MeV, a factor of 2.4, while C6+ energies by a smaller factor of 1.7. In addition,
similar behavior was observed with freestanding CNF target (no detectable protons and
C6+-ions with maximum energy of ∼3 MeV/u).
6.5.2 Discussion
In the experiments, the energy distributions monotonically decay and terminate at a maxi-
mum energy value for linear polarization (c.f. Fig. 6.9 (c)), characteristic for ion accelera-
tion dominated by expanding hot plasma, as discussed in Sec. 2.4.1. With increasing CNF
layer thickness this maximum energy increases from 12 to 29 MeV - a factor of 2.4. At the
same time, the maximum energy per nucleon of the C6+ ions increases by a factor of 1.7
(∼2.4/
√
2), consisting with the fact that ion with higher charge-to-mass ratio are preferen-
tially accelerated by plasma expansion. Also, this suggests that the acceleration potential
∆V is increased by a factor of 2.4 for both ion species. Since the ions are accelerated in
an electric field set up by fast laser-accelerated electrons. The actual dynamics, i.e. dom-
inated by plasma expansion or alternative schemes currently under investigation, plays a
minor role for the discussion. Depending on the parameter range, in target normal sheath
acceleration ∆V scales with the square-root (see Sec. 2.4.1) of or even linear with the
laser intensity I0 [224]. Thus, the CNF increases the laser intensity by a factor of 2.4-5.8.
In the BOA regime [114–117], ∆V ∝ I1/20 t
1/3
FWHM also depends weakly on the laser pulse
duration tFWHM, but as well on the square-root of the intensity [170]. Keeping in mind
that the laser pulse is steepened in the CNF targets, this scaling would suggest a factor of
slightly higher than 5.8 for the intensity increase. Also, as shown in the aforementioned
3D simulation (c.f. Fig. 6.2), the laser pulse needs some distance to reach an optimum,
i.e., the maximum laser intensity with a significantly enhanced contrast. Hence, the in-
tensity increases with increasing CNF thickness up to some optimum. Such an increase
is then directly reflected in maximum energy of ions, as confirmed experimentally.
This interpretation is again supported by the measurements of the electron spectra.
The on-axis electron spectrum can be seen in Fig. 6.10 (a), presenting a typical exponen-
tial distribution with hot electron temperature Th of 3.4 ± 0.4 MeV, agreeing well with a
theoretical Th value of 3.1 MeV derived from the ponderomotive force scaling at solid-
density targets for given Astra Gemini laser parameters (c.f. Eq. 2.46). It rises to a value
of 8.3 ± 0.6 MeV by ∼2.4 when adding 2 µm CNF layer. The observed increase is con-
sistent with the expected increase in ∆V (∼2.4). Moreover, Fig. 6.10 (b) and (c) show the
maximum energies of protons and C6+ ions as a function of on-axis hot electron temper-
ature Th extracted from the measured electron spectra. The maximum energies of both
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species increase with Th. Also, the trend of increasing Th with increasing length of prop-
agation through the CNF-plasma is clearly evident in Fig. 6.10 (d). A number of different
effects may attribute to the experimental observations. Theoretical investigations suggest
that the presence of underdense or NCD plasmas in front of solid density targets can
give rise to enhanced ion acceleration [97, 225, 226] for linear polarization via relativistic
self-focusing effect (c.f Fig. 6.2) or directly electron acceleration (DLA) [227, 228]. Ac-
cordingly, the electron temperature is increased, leading to a strong accelerating electric
field and consequently higher ion energy.
Fig. 6.10 | (a) Measured on-axis electron energy spectra with LP pulses interacting with CNF
with thickness of 0 (blue) and 2 µm (red) attached to a 20 nm DLC foil. The maximum energies
of protons (a) and C6+ ions (b) against measured on-axis hot electron temperature Th for varying
DLC-thickness. (d) Th plotted as a function of the CNF-thickness. Different line colors correspond
to different thickness of the secondary DLC foils.
6.6 Summary
In summary, the practical feasibility of using ultrathin CNF targets to realize relativis-
tic self-focusing, self-phase modulation and relativistic induced transparency at the same
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time has been demonstrated. This enabled acceleration of ions from nm-thin DLC tar-
gets to substantially higher energies, about a factor of 3, which would otherwise require
much larger lasers. A preferable enhancement of the carbon energy for circular polariza-
tion is observed, consistent with a stronger RPA contribution to the overall acceleration.
When using linearly polarized laser pulses, monotonically decaying energy spectra were
observed both for protons and carbons. Protons gain the most pronounced energy en-
hancement by a factor of 2.4, consistent with parallel measurements of on-axis electron
temperature.
Although this was a "proof-of-principle" experiment for the technique,this initial ap-
plication to ion acceleration shows significant improvements of interest for future appli-
cations. Future research will focus on determining the ultimate range of enhancement
and steepening that can be obtained with near critical plasmas and can be extended to
high-intensity applications that request a desired pulse shape.
Chapter 7
Laser driven proton beams from
nanometer thin foils: detailed
experimental insights
Nanometer thin foils have proved their potential in recent experimental studies. In the
framework of this thesis (c.f. Chap. 5), it is found that nm thick DLC foil provides su-
perior properties in terms of divergence. The obtained small divergence along with the
collimation feature is certainly benefitial for practical applications that require a subse-
quent transportation. In the first part of this chapter, detailed experimental studies of laser
driven ion acceleration from 5 - 20 nm thin DLC foils (c.f. Sec. 3.2.1) are summarized.
Interestingly, the highest energy of proton beams up to 6 MeV was obtained with a mod-
erate laser intensity of only 5 × 1018W/cm2, appearing at the same position for minimum
divergence (See Chap. 5), i.e., when moving the target out of focal plane by a distance as
much as 4 times Rayleigh length to both sides (±100 µm). Laser absorption to the target
is determined by parallel measurements of laser transmission and reflection, evidencing a
direct correlation to the observed maximum proton energy. Similar behavior was repro-
duced by applying the analytical model of Schreiber et al [130], indicating a more direct
correlation between proton energy and absorbed laser energy rather than the incident laser
intensity. The dependence of maximum energy on laser pulse duration is presented in the
second part. Optimum results from nanometer thin foils were obtained with the shortest
pulse duration (∼ 30 fs), in contrast to µm thick targets where the optimum durations were
observed to at larger values (∼ 190 fs).
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7.1 Experimental setup
The experiment was conducted with the ATLAS laser system with throughput energies of
400 mJ after DPM system, resulting in peak intensities of of 8 × 1019W/cm2. A detailed
description is given in Sec. 3.1.1. Fig. 7.1 shows the experimental setup at MPQ. Identical
to the setup described in Chap. 4, the ATLAS laser pulse is normally incident on nm-thin
DLC foils (c.f. Sec. 3.2.1) with thickness of 5-20 nm. The actual spot size on target
ranging from 3 to 22 µm was adjusted by moving the target along the laser axis. The
WASP-MPQ setup (see Sec. 3.3.2) was employed for simultaneous detections of electrons
and protons. Here, a Al foil with thickness of 45 µm was placed in front of IP ion detector.
Protons with energies above 2 MeV can thus be recorded.
Fig. 7.1 | Schematic of experimental setup with ATLAS. The right inset presents a measured
transmitted image in vacuum as the calibration shot, and the left inset shows a typical reflection
image within a selected area. A series of reflected points can be seen in the image which is resulted
from multi-reflection from a pair of aluminum mirrors located in front of the reflection camera.
In addition, the transmitted laser profile is measured by imaging a plastic foil in front
of the slit entrance onto a CCD camera. The reflected laser light is re-collimated by the
OAP and propagated through a specially designed high-transmission (1%) fused silica
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based mirror with full aperture. A mirror pair separated with 1 mm (serving as a fabry-
perot) is used to get multiple replica of the beam on a CCD camera. The images are
used to determine the reflectivity of the laser pulse and the transmission is given by the
integration of the recorded laser profiles. The laser absorption is thus determined by
the parallel measurement of laser transmission and reflection assuming that no light is
scattered in other angles which are not covered by the described diagnostics.
7.2 Experimental results
7.2.1 The relevance of laser absorption
Fig. 7.2 | Maximum proton energy Ep for varying target positions, where +/- means the foils
were placed before/after laser focal plane. Different colors correspond to different thickness of
DLC foils. The dashed black curve is obtained by taking the average energy value at each target
position, showing that the highest values are preferably attained at about ±100 µm when moving
the target out of the focal plane.
Fig. 7.2 shows the maximum energies of protons Ep for varying target thicknesses
and their positions with respect to the focal plane. Here, the vertical error bars show the
systematic uncertainty of the spectrometer for the maximum proton energy while the hor-
izontal error bar shows the positioning accuracy of about 10 µm. The maximum energy
of protons varied from 3 MeV to 6 MeV over the parameter scan. Most strikingly, re-
gardless of the target thickness, the best performance is obtained when moving the target
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out of focal plane to both side by about ±100 µm, far beyond the Rayleigh length of 25
µm which is marked by the light blue area. Proton beams with energies up to 6 MeV are
obtained at these positions with moderate intensities of about 5×1018W/cm2, slightly over
the relativistic threshold (c.f. Sec. 2.2.1). While the observed energies at the best focus
are considerably smaller (∼ 4 MeV), even though the laser intensities of 8 × 1019W/cm2
is one order of magnitude higher.
Fig. 7.3 | (a) Measured reflection R (red) and transmission R (blue) rates through 20 nm thick
DLC foils with varying target positions. (b) Maximum proton energy (red) and estimated absorp-
tion (blue) as a function of target position. In all the graphs, the horizontal error bars show the
positioning accuracy of 10 µm.
Additional information is given by the parallel measurements of laser reflection and
transmission rates. Fig. 7.3 (a) shows the measured values from 20 nm DLC foils. Here
the vertical error bar for the reflection rate indicates the standard deviation derived from
the multiple replica of the reflected beam. A 12 % energy fluctuation depending on the
laser performance on a daily basis is reflected in the vertical error bars for the transmission
rate.
The transmission rate T is maximized at 50% when targets are at best focus. The
values reduce with target positions to both sides and approach almost zero at target po-
sition ≈ 150 µm. A minimum reflection rate R of about 20% is observed at best focus.
While the reflection rates increase when moving target out of focal plane. According to
the measured values, laser absorption rate A is estimated as A = 1− T − R and plotted for
varying target positions in Fig. 7.3 (b). Interestingly, the laser absorption rates A follow
a dependence on the target positions similar as Ep. Optimum laser absorption rates were
obtained at the same target positions of about ±100 µm for maximum proton energy.
Similar behavior are observed for thinner target thicknesses (5 and 10 nm). Fig. 7.4
shows Ep as a function of the estimated laser absorption A for the obtained data set. A di-
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rect correlation from laser absorption to maximum energy is clearly visible. Ep increases
with increasing laser absorption regardless of target thickness and position.
Fig. 7.4 | Measured maximum proton energy Ep plotted as a function of the estimated laser ab-
sorption A = 1 − T − R based on the experimental results of the reflection and transmission rates
for varying thickness of DLC foils. The black curve is obtained from Eq. 2.53 by applying the an-
alytical model of Schreiber et al [130], consistent with the experimental data. Here, the transverse
spread of the electrons is set to be B = 2.2 µm (c.f. Eq. 2.51).
To explain the experimental finding, the analytical model of Schreiber et al [130] was
applied. As introduced in Sec. 2.4.1, this model shows an explicit dependence of acceler-
ated ion energy on absorbed laser energy rather than incident laser intensity and has been
successfully employed to explain previous experimental findings [130, 224]. Assuming
a constant transverse spread of the electrons B = 2.2 µm, the black curve in Fig. 7.4
shows predicted maximum proton energies Ep of this model for the experimental param-
eters presented here, which are in well agreement with the experimental data. The only
assumption that the unknown electron transverse spread B is constant and much smaller
than the actual focal spot size at larger target positions would suggest that possibly more
complicated laser plasma interaction processes are at play and require further investiga-
tion which is currently undergoing.
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7.2.2 Dependence on pulse duration
The dependence of laser driven ion beams from µm targets has been investigated [130].
It is shown that the shortest pulse duration is not necessarily best for highest ion energies.
Higher ion energies can be achieved by increasing the pulse duration for a given laser en-
ergy (i.e., reduced incident intensity) up to an optimum value. Typically, for µm targets,
the optimum pulse duration is in the order of 100s femtoseconds. In a simple picture, this
behavior can be understood as follows. Shorter pulse duration means higher laser inten-
sity. It could yield higher ion energies provided an infinitely acceleration time (c.f. Eq.
2.52). While, the reduction of pulse duration also means a reduction of the acceleration
time so that the ions can not reach the final energy Ei,∞. On the other hand, a smaller
intensity with a longer duration can result in higher ion energies, i.e., the optimum pulse
duration for a given laser energy.
Here, the pulse dependence from nanometer thin foils is presented. By changing sec-
ond order group delay dispersion GDD2 of DAZZLER device in ATLAS laser system (see
Sec. 3.1.1), the pulse duration τL was adjusted in the range of 30-300 fs. The relationship
between modified GDD2 and τL for a uncharted Gaussian pulse can be expressed as
τL = τL0
√
1 + (4 ln 2
GDD2
τ20
)2 (7.1)
where τL0 = 30 fs corresponds to the initial laser pulse duration presented here.
The results from 7.5 nm DLC foils under normal incidence are shown in Fig. 7.5.
As a comparison, the results from 5 µm thick titanium foils were shown as well, which
were obtained with 45◦ incident angle and without the DPM setup (with a laser energy
of 0.8 J). As shown in Fig. 7.5 (a), for 5 µm thick titanium foils, the minimum energy is
obtained with the initial pulse duration (GDD2 = 0 fs2) and optimum proton energies were
observed when changing GDD2 to larger values (∼ 2000 fs2) in both polarities (positive
and negative), in other words, with longer pulse durations as discussed above. While
for 7.5 nm thin DLC foils, the obtained proton energy decreases with increasing GDD2
values. The best performance is obtained with GDD2 = 0 fs2, i.e., with initial pulse
duration τL0 = 30 fs.
Inserting the GDD2 to Eq. 7.1, the corresponding pulse duration dependence is plotted
in Fig. 7.5 (b). The optimum pulse duration for 5 µm thick titanium targets is ∼190 fs.
While, for 7.5 nm DLC foils, the highest proton energy is obtained with the shortest pulse
duration used in the experiment, the optimum pulse duration is therefore close to or even
below 30 fs. The optimum duration is shifted to smaller values as compared to µm thick
targets.
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Based on the analytical model of Schreiber et al [130], one could combine Eq. 2.51
and Eq. 2.53 and obtains a corresponding optimum duration τoptL for ion acceleration as
[229]
τ
opt
L  2.55τ0 =
2.55B
v(∞)
(7.2)
The reduction of the optimum pulse duration can be described by Eq. 7.2. The opti-
mum pulse duration τoptL scales linearly with the transverse size of electron cloud B. Our
experimental results show that the optimum pulse duration τoptL is reduced for thinner tar-
gets. The solid curves in Fig. 7.5 (b) show the predicted maximum proton energies for
the two experimental cases and in reasonable agreement with the experimental data, pre-
senting optimum pulse duration of 170 fs for 5 µm titanium targets and 80 fs for 7.5 nm
DLC foils. These values suggest electron cloud radii of B = 3.3 µm and B = 1.5 µm for
5 µm and 7.5 nm targets, respectively.
Fig. 7.5 | (a) Measured maximum proton energy Ep plotted as a function of adjusted second order
group delay dispersion for 7.5 nm DLC foils and 5 µm thick titanium targets. (b) Dependence
of Ep on corresponding pulse duration. The solid curves show the theoretical prediction of the
analytical model [130]. The blue curve corresponds to B = 1.5 µm, EL = 0.4 J and f = 0.2. The
red curve corresponds to B = 3.3 µm, EL = 0.8 J and f = 0.25 (c.f. Eq. 2.53). Both represent
the experimental parameters for different targets. And the vertical errorbar denotes the systematic
uncertainty of the spectrometer.
7.3 Summary
In summary, studying laser driven ion acceleration from nm thin foils with small scale
lasers and in combination with complementary diagnostics enables access to the rich
physics at play. The involved processes are certainly complicated than simple models that
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are not capable of getting sufficiently details to grasp the required complexity. However,
the dependence of proton energies on absorption and pulse duration in terms of general
trend is reflected in experiments and model, allowing first conclusions:
1) The absorbed laser energy is more important than incident laser intensity alone.
2) The reduction of optimum pulse duration from nanometer thin foils is accompanied
by the reduction of transverse spread of electrons. The presented experimental results are
valuable for further optimization of laser driven ion acceleration.
Chapter 8
Summary and Outlook
8.1 Summary and Conclusions
In the framework of this thesis, laser driven ion acceleration from nano-targets has been
investigated. A set of experiments have been discussed to advance the understanding of
the fundamental physics of laser driven ion acceleration and also demonstrate the feasi-
bility of a compact laser-driven beamline for radiobiological studies.
One important result of this thesis is the first demonstration of a compacts laser driven
proton beamline based on a table-top laser system such as the ATLAS laser system in
Garching. The experiment has been presented in Chap. 4. By combining nanometer thin
targets and advanced beam optics, laser driven proton bunches with single shot ns duration
and high single shot pulse dose of few Gy have been achieved experimentally for the
first time. The obtained RBE in the experiments are compared to established data using
conventional beams at comparable proton energies, showing no noticeable difference in
biological effects even with the extremely single shot dose rates of 109-1010 Gy/s. The
experimental results are published in [86].
The observed high single shot dose motivates the investigation on the underlying
physics. The relevant experiment has been presented in Chap. 5. Here, a detailed ex-
perimental investigation on the divergence of laser driven proton beams from nanometer
thin targets is conducted using the ATLAS laser system. A novel WASP setup is em-
ployed, enabling detection of the angularly-resolved energy distribution of protons. Well-
collimated proton beams with extremely small divergence of 2◦ has been demonstrated
experimentally for the first time. The obtained divergence values are found to be one
order of magnitude smaller than reported values from µm targets, showing a tendency of
reducing divergence with decreasing of target thickness from µm to nm scale. Moreover,
the divergence can be further optimized by adjusting the focal spot size. 2D PIC simu-
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lations were performed with the KLAP code, showing that the small divergence results
from a steep longitudinal density gradient which seems representative for nm thin foils.
This hypothesis is supported by an analytical model. Furthermore, the analytical model
suggests that the collimation feature may arise from an exponentially decaying transverse
profile at the rear side of the targets. The experimental results and interpretations are
published in [87].
The third experiment presented in this thesis (Chap. 6) was conducted with the As-
tra Gemini laser system at the RAL in the UK addressing an advanced method for laser
driven ion acceleration. The presented experiment has demonstrated for the first time that
ion acceleration can be improved by exploiting relativistic nonlinearities in a controlled
NCD plasma that constituted by micrometer thick CNF targets. 3D PIC simulation re-
veal that the incident laser pulse undergoes strong relativistic self-focusing, self-phase-
modulation and relativistic induced transparency in the NCD plasma, yielding a signifi-
cantly increased peak intensity with a steep rise edge. These superior pulse properties are
ideally suitable to favor RPA and is further supported by the experimental measurements
of transmitted pulse profiles from freestanding CNF targets. By attaching a CNF target
onto a nm thin DLC foil, a significant enhancement of carbon energy up to threefold is
observed experimentally for circular polarization. To date, the observed maximum carbon
energy of ∼20 MeV/u is the highest value demonstrated for a Gemini-class laser system.
Also, the carbon ions are found to be preferentially accelerated with non-exponential
spectral shape, consisting with an increased RPA contribution to the overall acceleration.
This interpretation is confirmed by 3D PIC simulations. With parameters representing the
experimental ones, the simulation results show that the observed enhancement of the car-
bon energy is primarily due to relativistic self-focusing. Meanwhile, the steep rise edge
give rise to a slower decompression of the foil and therefore an increased RPA contribu-
tion. When applying this method with linearly polarized laser pulses, significant enhanced
proton energy (up to 2.4×) as compared to single DLC foils was observed along with in-
creased electron temperature. This indicates a strong enhancement on the accelerating
field resulting from relativistic self-focusing in the NCD plasma and is consistent with the
measurements of electron energy distribution.
In the last part of this thesis (Chap. 7), the experimental results from nanometer thin
foils were summarized. The first set of experiments were conducted with the ATLAS
laser system. Enhanced proton acceleration with energies up to 6 MeV from nanometer
thin DLC foils were observed with a moderate laser intensity of 5×1018W/cm2. The mea-
surements show that there is a direct correlation between laser absorption to the observed
proton energy. Here, the laser absorption is determined by parallel measurements of laser
transmission and reflection rates. The second part of this chapter is devoted to the inves-
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tigation on the dependence of pulse duration of nanometer thin foils. An optimum pulse
duration of ∼ 30 fs was observed with a given energy of ATLAS laser system as com-
pared to µm thick titanium targets (190 fs). The experimental observation is attributed to
a reduced transverse electron spread owing to the reduction on the target thickness.
8.2 Outlook and Future Perspectives
8.2.1 Exploiting relativistic nonlinearities for ion acceleration and
potential pulse cleaning technique
The current beam qualities of laser driven ion beams are not yet in the necessary range
for medical applications. The experimental results presented in Chap. 6 suggest that ex-
ploiting relativistic nonlinearities in NCD plasmas is one promising route towards high
energetic ion beams. The preliminary experimental investigations have shown significant
energy enhancement for both circular and linear polarizations. The possibility of produc-
ing peaked ion spectra has been verified experimentally. Moreover, the experiments imply
that the ultimate energy enhancement, as indicated by PIC simulations (c.f. Fig. 6.6), was
not yet achieved. In the near future, further studies will be performed in an experiment
with upgraded ATLAS 300 laser system (6 J, 25 fs, 240TW).
The potential use of improving laser contrast by exploiting relativistic nonlinearities
in NCD plasmas could be another interesting prospect. The temporal contrast of laser
pulses is one of the most relevant parameters for laser-plasma experiments, especially for
nanometer thin foils. In fact, large efforts have been dedicated to various techniques to
achieve a clean laser pulse, such as cross-polarized wave generation (XPW) [230], optical
parametric amplification (OPA) [231], and plasma mirror (PM) (see Sec. 3.1.1). None of
these techniques has capability of providing a high contrast in the temporal region within
∼1 ps before the main pulse. As shown in Chap. 6, the introduction of CNF targets
resulted in a substantially steepened laser rising edge, i.e., an improved laser contrast on
a few-cycle level. Future experimental investigation along such direction might establish
a fantastic pulse cleaning technology which allows providing ultra-contrast high-intensity
laser pulses.
8.2.2 NCD nano-targets for ion acceleration
Another promising route to improve ion acceleration would be the use of NCD targets.
As shown in Sec. 1.1, enhanced ion acceleration has been reported with NCD targets.
For instance, 160 MeV proton beam was observed with NCD CH2 targets [47]. Quasi-
110 8. Summary and Outlook
monoenergetic ion beams have been demonstrated with CO2 laser pulses interacting with
NCD gas-jet [48, 49]. The nano-target introduced in this thesis, CNF targets, is one
perfect NCD candidate for this purpose with laser centre wavelength at 800 nm.
8.2.3 Foreseen high-quality ion beams from upgraded ATLAS laser
The ATLAS laser system is completely reconstructed and upgraded along in the past few
years with the construction of new research infrastructure laboratory for extreme (LEX)
photonics in Garching [232]. In the current stage, the ATLAS laser system is upgraded to
a final energy of 6 J before compression and a pulse duration of 25 fs (ATLAS 300). And
the next upgrade aims at the final energy of 60 J before compression and a pulse duration
of ∼25 fs (ATLAS 3000) with the centre for advanced laser applications (CALA) [233].
EL (on target) τL I0 (W/cm2) d (nm) Ep (MeV) θmod θpic
ATLAS 100 0.4 J 30 fs 8 × 1019 10 6 3.3◦ \
ATLAS 300 4 J 25 fs 1 × 1021 35 35 6◦ 4◦
ATLAS 3000 40 J 25 fs 1 × 1022 110 165 11◦ 4◦
Tab. 8.1 | Laser parameters and predicted ion beam outcomes for different ATLAS stages is listed.
For ATLAS 100, the laser parameters and the values of maximum proton energy Ep, half angle of
divergence θ and target thickness d are extracted from the experimental results in Chap. 5. For
ATLAS 300 and ATLAS 3000, Ep is obtained from Eq. 2.53 with a constant laser absorption rate
f = 25%, θmod is obtained based on the analytical model described in Sec. 5.4, θpic is extracted
from PIC simulations (c.f. Fig. 8.1) and d is estimated from Eq. 2.57. The total transmission of
the compressor plus the beamline to target chamber is assumed to be 67% provided that no DPM
is used.
Assuming the laser pulse is focused by a F2 OAP parabola, and the quality of the
focal spot remains similar as shown in Fig. 3.3, one obtains the laser intensities yielded
by the upgraded ATLAS system as shown in Tab. 8.1. The theoretical predictions of ion
beams accelerated with these laser parameters are presented as well. Proton beams with
energy up to 35 MeV and with a small divergence half angle of θ = 6◦ is predicted with
ATLAS 300, and with ATLAS 3000 much higher energetic proton beam up to 165 MeV
with θ = 11◦ can be expected.
Taking the laser and target parameters listed in Tab. 8.1 as the inputs, 2D PIC simu-
lations predict a maximum proton energy up to 45 MeV and 180 MeV for ATLAS 300
and ATLAS 3000 respectively (see Fig. 8.1 (a)), agreeing well with the ones derived from
the analytical model presented above. Moreover, Fig. 8.1 (b) shows the corresponding
angular distribution of proton beams from the simulations. With ATLAS 300, a well col-
limated proton beam with a constant divergence half angle of about 4◦ is observed with
energy beyond 20 MeV. Interestingly, a small divergence of 4◦, comparable to the ALTAS
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300, is obtained with ATLAS 3000, which is much smaller than the expected θmod from
the analytical model in Tab. 8.1. As discussed in Sec. 5.4, along with the impact of the
hot electrons, a perfect divergence close to zero can be resulted from a sufficiently strong
radiation pressure of the laser pulses. The incredible small divergence may assemble a
result of these two process, especially when the laser intensity reaching 1022W/cm2. Fur-
ther supports can be found in Fig. 8.1 (a) and (c), they show a more dominant contribution
of RPA process is clearly evidenced in the peaked proton spectra and the complete sep-
aration of C6+ ions and protons where the fastest carbo ions indeed follow the slowest
protons in the spectra peak owing to leaky light-sail regime [144].
Fig. 8.1 | (a) shows proton (solid curves) and C6+ ions (dashed curves) spectra at t = 80T from
2D PIC simulations for ATLAS 300 and ATLAS 3000, Here T corresponds to one laser cycle.
Input laser and target parameters are identical to the values listed in Tab. 8.1. (b) shows the
corresponding angular distribution of protons after normalization, presenting collimated beam
features in different energy ranges as marked by red rectangles. The energy range is indicated by
the colored areas in (a) as well. Furthermore, the angular distribution of protons and carbon ions
were plotted with same energy unit MeV per nucleon in (c). Courtesy of H. Wang, Helmoholtz
Institute Jena.
Furthermore, one could estimate CNF thickness for double-layer target configuration
(CNF + DLC) for the upgraded laser system, which would be very useful for the future
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studies presented in Sec. 8.2.1. According to Eq. 2.36, CNF targets with thickness d = 10
µm and d = 18 µm would be appropriate for ATLAS 300 and ATLAS 3000, respectively.
The corresponding simulations are shown in Fig. 8.2. A significant enhancement of
maximum energy by a factor of ∼2 both for protons and carbon ions is clearly shown
with ATLAS 300 and with ATLAS 3000 as well. Quasi-monoenergetic proton beams
with maximum energy up to 370 MeV are expected and an ultimate maximum carbon
energy of 2.5 GeV is predicted with the aid of double-layer target configuration with
future ATLAS 3000. These values could be in principle satisfy the requirements for most
of the applications (e.g., ∼200 MeV proton beam for deep-seated ion beam therapy) and
encourage the investigation in further application stages. For example, considering the
fist biomedical studies with the ATLAS Laser as illustrated in Chap. 4, the next step
would be to adapt the prototype system to the studies of in vivo experiments (i.e., animal
irradiation) with the upgraded laser. However, these predictions are very advisable but
they must be treated with case, as simulations require experimental verifications. In any
case, we are expecting very interesting times in future.
Fig. 8.2 | 2D PIC simulation results of proton (a) and C6+ spectra (b) at t = 80T for ATLAS 300
and ATLAS 3000 with identical laser and target parameters from Tab. 8.1. Here T corresponds
to one laser cycle. As a comparison, the results from single DLC foils are plotted in the dashed
curves as well. Courtesy of H. Wang, Helmoholtz Institute Jena.
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