It is proved that the transient performance of nonlinear adaptive backstepping can be improved by resetting the parameter estimator, without loss of stability. The estimator resetting algorithm is based on multiple model adaptive c o n trol, where a number of models with xed parameter vectors are monitored online in order to detect parameter vectors that gives a negative jump in the control Lyapunov function when replacing the estimate provided by the standard adaptation law. Application to wheel slip control is studied.
Introduction
The use of multiple models to switch or reset parameter estimators has been proposed in order to speed up the convergence-rate in the context of certainty equivalence adaptive c o n trol of linear systems 8, 9 , 6 , 7 , 5 , 10] . Here we apply multiple models, each with an a priori given xed parameter vector, in order to reset the estimate of nonlinear backstepping adaptive c o n trol law. Such modi cations are of particular importance in many applications where the environment or system parameters changes rapidly or instantaneously. This paper contains three main contributions. First, the multiple model adaptive c o n trol idea is extended to a class of nonlinear systems, where a conventional adaptive c o n trol system is rst designed using control Lyapunov functions and backstepping 4]. The resetting algorithms required by t h e b a c kstepping design are somewhat di erent from the ones suggested in 8, 9, 6, 7] for linear systems, since backstepping does not rely on the certainty equivalence principle. Second, it is shown that adding a resetting algorithm increases the convergence-rate without loss of stability. Notice that in the above references only proofs of stability are given, and transient performance is not investigated theoretically in these references although it is stated as the main motivation of the methods. We also discuss uncertainty (such as modelling error and noise) in the resetting algorithm since this constitutes a major limitation on the achievable performance. Thirh, we describe an idealized application to wheel slip control (which is the core of automotive ABS brakes) where the multi-model reset algorithm is applied to improve the transient performance in the case of instantaneous changes in the road/tire friction coe cient. This is important when braking on a heterogeneous road surface, for example one that is partly covered with ice or water.
Nonlinear adaptive b a c kstepping
Adaptive backstepping design for an uncertain parametric strict-feedback system is reviewed, 4]:
_ x n;1 = x n + ' n;1 (x 1 x 2 :::
where is a vector of unknown constant parameters, and ' 1 ' 2 ::: ' n;1 are smooth functions. The backstepping adaptive c o n troller for this system is given by
where ; = ; T > 0 is arbitrary and the control law n and the tuning function n are given by the following recursive equations: 
and 0 = 0 0 = 0 c i > 0. The vector containing the vectors z = ( z 1 z 2 : : : z n ) T and^ can be interpreted as a transformation of the state composed of x and^ . In other words, z depends on x and^ . The above adaptive control design is based on the control Lyapunov function
Along trajectories of the closed loop system the control Lyapunov function satis es the nominal stability condition _ V = ;z T Czwhere C = diag(c 1 : : : c n ) > 0. The present paper extends this design by allowing the parameter estimate to be reset instantaneously from^ (t) t ô (t + ) a t a n y time instant t. Notice that t + denotes an in nitely small time increment o f t. A t these instants in time the parameter update law ( 3 ) does not apply, and the control Lyapunov function may be discontinuous as a function of time. Below, we formulate reset conditions that ensures that the control Lyapunov function will make a negative j u m p a t these time instants. Thus, permitting parameter estimator reset will increase the (local) convergence rate of the parameter estimator. In fact, this is the main motivation behind such a reset mechanism.
Estimator reset algorithms
Suppose the parameter estimate is reset at time t. Then the jump in the Lyapunov function is given by 
A stability-preserving and performance-improving reset condition is now V (t) < 0, see 1]. However, in order to be able to evaluate (10) we need to deal with the fact that in the third term is unknown.
Notice that since z depends on x and^ , but not on , t h e t wo rst terms of (10) can be evaluated directly. As in conventional adaptive c o n trol 3, 4], we i n troduce some linearly parameterized model that relates the parameter error to some prediction error. We assume a nite number of xed parameter hypotheseŝ 1 : : : ^ k that we compare at each time instant t o s e e w h i c h one gives the largest guaranteed decrease in V (t). More precisely, consider a linear parametric model of the form
where y(t) 2 R m is an output vector and (t) 2 R p m is a regressor matrix. This model can be constructed in many w ays, see section 6 of 4] for a general result. For simplicity, w e consider a rst order system _ x = ' T (x) + u. One may de ne y(t) = sH(s)x(t) ; H(s)u(t) and (t) = H(s)'(x(t)), where H(s) i s typically a lowpass or bandpass lter. The main purpose of this lter is replace di erentiation operations by apropriate high-pass lters, in addition to reducing the e ect of high-frequency noise and low-frequency disturbances in the estimation model. The nite number of xed parameter hypotheses^ i are now assessed using the predictorsŷ
for all i = 1 2 ::: k. Notice that because the parameter hypotheses^ i are xed and is assumed to be time-invariant, the introduction of a lter H(s) as outlined above does not lead to so-called swapping terms 3] in (11) and (12). Prediction errors are de ned as
The signal e i (t) i s a vailable, and contains information about . In order to achieve i n vertability, t h i s equation is premultiplied by the matrix (t) and integrated on the time interval from t ; T to t, where T > 0 is a nite time window:
Notice that all signals are de ned to be zero for t < 0. Eq. (14) can we written
with the following de nitions:
Assuming persistence of excitation, i.e. R(t) > 0, the following expression follows from (15) by i n version:
The time window T should be selected to address the tradeo between noise sensitivity, persistence of excitation and estimator transients. In general, a large T will reduce the e ect of uncertainty, but at the cost of a delay in the reset algorithm. Substituting (18) into (10) leads to
Thus, we h a ve proven the following result:
Theorem 1 Suppose the parameter estimate is reset at time t to^ (t + ) = i only if V i (t) 0 and R(t) > 0. Then the adaptive control system with estimator resetting satis es
where _ V (t) is interpreted in the usual distributional sense when V (t) is discontinuous.
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Remark. This result means that resetting may only cause negative jumps in V (t). If there exist several i such t h a t V i (t) < 0, it makes sense to select the one which m i n i m izes V i (t) (with respect to i) since this will yield the largest negative jump in the Lyapunov function. If additional (possibly heuristic) reset conditions are introduced, they can not lead to instability since they will only lead to less frequent switching.
Remark. This reset criterion contains some monitoring of persistence of excitation. If the matrix R(t) becomes close to singular (i.e. the system is poorly excitated) the prediction error must be very small to justify a reset. In the singular case, no reset is allowed. The requirement of persistence of excitation is natural since an instantaneous reset obviously requires that the data contains strong evidence about the parameters. However, this is not an unreasonable requirement since the purpose of the resetting is only to improve transient performance, and the persistence of excitation condition will typically hold during transients. On the other hand, it will typically not hold during close to steady-state conditions, but then there is typically no need for resetting.
Remark. For a rst order system, if only one parameter being estimated, it is easily seen that the reset condition V i (t) < 0 is equivalent t o ; ĵ (t) ; j <^ i < + j^ (t) ; j (21) This makes intuitively sense, since it requires that^ i is closer to than^ (t). Hence, minimization o f V i (t) is equivalent to minimizing j ;^ i j. In this special case, it can also be shown that minimizing the cost function introduced in 8, 9 ] J i (t) = e T i (t)e i (t) + Z t 0 exp(; (t ; ))e T i ( )e i ( )d (22) is equivalent to minimizing V i (t) for any 0 a n d > 0. However, in the general case with a higher order system the backstepping procedure introduces additional terms that are not proportional to some parameter error. Hence, the use of the criterion (22) is not always su cient to guarantee a non-increasing Lyapunov function with the backstepping design. This is not unexpected, since the adaptive c o n trol design using backstepping does not rely on the principle of certainty equivalence which is underlying (22).
Remark. Notice that in case lters are used to produce y(t) a n d (t) in (11) and (12), there are some exponentially decaying terms in the equations due to the lters' initial conditions that have been neglected in the analysis so far. These terms will, like t h e i n troduction of the integral in (14), prevent the reset algorithm from responding instantaneously. Thus, the lters should be tuned to address the tradeo between response time and sensitivity t o u n c e r t a i n ty. This aspect will be discussed in detail in section 4 when considering a speci c example.
Remark. Notice that like in (22) one might i n troduce exponential weighting and an additional weight o n the current time instant in (14). This would give more tuning parameters for performance and robustness, but will have no consequences for the results except some simple modi cations of the equations. 
The state x is the control error of the slip, which is the relative speed of the wheel and the vehicle. Control of x to zero implies that the wheel does not lock during braking, and at the same time high braking e ciency is maintained. This is the main objective of an ABS. The control input u is the clamping force, and is due to noise and uncertainty. The nonlinear function ' is shown in Figure 1 , and is the road/tyre friction coe cient. This parameter is highly uncertain and can change instantaneously (as a piecewise constant function of time). Consider a simulation scenario where the tyre/road friction coe cient changes instantaneously at times t = 2 :5 a n d t = 5 . S i m ulation results, with and without estimator resetting, are shown in Figure 2 . It was veri ed that the persistence of excitation condition R(t) > 0 w as satis ed with a large margin at all time. It can be observed both from the slip error and the values of the Lyapunov function that the performance is indeed improved by the resets.
Note that this scenario di ers slightly from the above theoretical setting where the parameter is assumed to be time-invariant. However, these are equivalent if one takes into account the transient generated by t h e step in , as done in the additional analysis below. From Figure 2 it can be observed that the lters and thresholds are tuned such that no erroneous resets are made. Certainly, the lters add transients to the performance signals V i (t), but these transients have been neglected in the reset algorithm. The rationale where the uncertainty (t) is neglected. From Figure 1 it is reasonable to assume (for the purpose of simplicity in the analysis) that '(x(t)) ; 1 and consequently (t) ; 1 Initially, for 2:50 > t > 2:56 it is clear that je 2 (t)j < je 3 (t)j < je 4 (t)j since the rst positive term of e 2 (t) (due to the parameter estimate error) counteracts the negative v alue of the second term (due to the lter transient), see Figure 3 which illustrates the approximate terms e 2 e 3 and e 4 . Consequently, as seen in Figure 4 , the value of V 2 (t) ; goes negative rst, and then V 3 (t) ; goes negative u n til nally V 4 (t) ; goes negative. This can be observed from the plot of^ (t) where it is seen that after t = 2 :5 there is a sequence of three resets to^ 2 = 0 :7 ^ 3 = 0 :5 and^ 4 = 0 :3, all in the right direction. Without ltering and noise, one would instead have a single reset directly to the best value, namely of^ 4 = 0 :3. To summarize, the lters and their associated transients have the e ect that resets are made in several smaller steps rather than in a single big step. One can argue that this is reasonable from a robustness point o f view, and thus the lter transient does not necessarily need to be explicitly taken into consideration in the reset algorithm. Thus, although the lter transients will reduce the transient performance, they may tend to improve the robustness of the algorithm.
Conclusions
It is shown how to add a stable parameter estimator reset algorithm to a nonlinear adaptive backstepping design. Particular attention is paid to transient performance, which is the main motivation of the additional reset mechanism. The simultion example shows the feasibility and bene ts of the approach. The transient performance of a somewhat idealized wheel slip control system has been shown to be signi cantly improved by adding the reset algorithm. 
