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Introduction 13 14
From the foundations of human behavioural ecology (HBE), differences in cultural 15 behavior have been explained as "forms of phenotypic adaptation to varying social and 16 ecological conditions, using the assumption that natural selection has designed organisms 17 to respond to local conditions in fitness-enhancing ways" (Boone and Smith 1998) . To capture distance effects generally, we can incorporate assumptions of standard 'gravity' 132 models and related 'isolation by distance' models. This involves a decay parameter that 133 can be relaxed. Modern hyper-mobility can be translated into these same models when 134 geographic space is transformed into transport network space (Grady et al. 2012) . Note 135 how this hypermobility contrasts with the trees modelled by Condit et al. (2005) , whose 136 distribution of mobility is Gaussian and exhibited a linear decline in similarity with eth 137 logarithm of distance. We note also that distances also characterise social networks, which 138 can be considered a form of 'space', broadly construed as physical, network or even design 139 space. 140
141
Memory is central to the unique human capacity for goal-directed problem-solving. This is 142
another contrast with most ecological neutral models --e.g. only living trees are 'copied' 143 chosen through neutral decision among many possible locations and, subsequently, the 150 choice of behavior is then chosen from among local options. Using the non-spatial neutral 151 model, we previously found that adding memory imposes an 'egalitarian' bias on the 152 popularity distribution, making it less right-skewed as memory is increased while holding 153 invention rate constant (Bentley et al. 2011 ). The effects of memory on spatial 154 heterogeneity, however, were not explored. This motivates us to explore how memory 155 6 affects, in turn, the effect of the fraction µ of individual learners on cultural drift or the 156 strength of isolation-by-distance effects. 157
158
Our first hypothesis is that increasing µ will increase cultural heterogeneity, by injecting 159 local variation that can be preserved through isolation by distance. Our second hypothesis 160 is that long memory would tend to preserve cultural heterogeneity especially under strong 161 isolation by distance. 162 163
Methods 164 165
The model proceeds in a series of repeated iterations. We start with a fixed number of 166 'locations' that could be interpreted as geographical locations, or more generally as social 167 locations. At a given point in time t, a number, nt, of new agents enter the model. Each of 168 these nt agents makes two decisions. Firstly, the agent selects a location and secondly it 169 then has to choose amongst the alternative cultural traits available at that location. Agents 170 make each of these choices through random sampling, i.e., with probability proportional to 171 the frequency of the choice among existing agents. In every period, every agent either 172 learns socially from previously available options (with probability 1 -µ), or learns 173 individually by inventing something entirely new (with probability µ). 174
175
More formally, the algorithm is described by the flowchart in Figure 1 . At each time t, a 176 set number of agents nt enter the model. Each agent Ai,t , i.e. the i-th agent to enter the model 177 at time t for i = 1,…, nt, selects a location Li,t from k possible locations which follow a 178 multinomial distribution with probabilities proportional to the number of agents in any 179
given location that entered the model in the last m steps. Once agent Ai,t is assigned to its 180 location Li,t, it chooses a previously selected cultural trait Pi,t based on preferential 181 attachment or chooses a new trait with probability µ, which we call the invention parameter. 182
If the agent chooses to not innovate, its choice is also influenced by its memory m, i.e. the 183 agent will take into account decisions made by all agents that entered the model in the 184 previous m time steps, and by the influence of other locations in its own. The invention parameter µ refers to the probability with which a specific agent will deviate 209 from the norm and select a trait that was not previously selected in its own location. This 210 does not necessarily mean that the chosen behaviour is new in the global context of the 211 system, it only means it is new to the local dimension. 212 213 Finally, the influence matrix W assigns weights to the different levels of influence that 214 choices made by agents in other locations might have in the agent's own location. Here we 215 8 zero. In particular, we are interested in the degree of homogeneity in the aspects of cultural 217 behaviour, which emerges across the different locations. If, for example, agents pay equal 218 weight to trait choices at every location, not just their own, then the outcome will be 219 completely homogeneous, the relative frequency of the various alternative traits will be the 220 same at every location. 221
222
Consider now, for example, when the influence of location i on location j is assumed to 223 decay exponentially with the square of the distance, as is illustrated in Figure 2 . homogeneity. When S approaches 0, we have maximum heterogeneity. When S is negative, 266 then the choices in pairwise comparisons tend to be anti-correlated, and as S approaches -267 1 they comparisons yield completely contradictory choices between each pair. 268
269
In the results that we report here, the locations are placed around a circle. They could 270 equally be placed at random, or in a network. All that we need is a measure if distance 271 between every pair. We repeat the experiment 100 times for the given parameter triplet. 272
Experimentation suggests that this number is more than adequate to assume convergence 273 occurs. We start with k =100 locations and τ = 1000 time steps. Concerning the invention 274 fraction, we vary μ from 0.005 to 0.05, which is consistent with previous studies that 275 consider mutation rates from μ = 0.001 to 0.1 (e.g., Lynch and reasonable at the outset that, under neutral transmission, modelling cultural memory might 377 possibly help to preserve local unique inventions and thus increase the effect of individual 378 learning variation on heterogeneity, our modelling shows that, to the contrary, the longer 379 the memory m, the less likely cultural homogeneity was to emerge. In retrospect it appears 380 that this is because increasing the memory parameter decreases the relative visibility of a 381 new invention, as increasing m increases the number of choices available to an agent 382 entering the model. Short memory means that cultural traits frequently drop out and 383 become unavailable, because no-one has chosen them in the relevant time frame. With m 384 = 1, for example, unless a trait has been chosen in the previous time step, it drops out of 385 the system, no matter how many times it has been selected previous to this. With longer 386 memory, however, more traits remain to be selected, and hence the relative size of 387 'invention pool', the number of new alternatives created, becomes very small compared to 388 the number of existing traits. 389
390
Regarding individual learning fraction and isolation by distance, our results were more 391 complex than our hypotheses because their effects were not independent of memory. We 392 find that increasing memory m magnifies the effect of changing the affinity λ, but it 393 decreases the effect of individual learning fraction µ. Similar to isolation by distance 394 models, our spatially-aggregated similarity measure decreases as the affinity parameter is 395 increased, but this inverse relationship becomes markedly steeper when memory is 396 14 increased. With low memory, for a given value of affinity, increasing invention rate 397 decreases aggregated similarity by introducing random variation. At higher memory 398 values, however, this effect of invention rate vanishes, i.e. even an increase by an order of 399 magnitude in inventiveness has negligible effect under high memory. 400 1 , 2,1 , …, 1 ,1 enter the model For = 1,2, … , 1 Agent ,1 selects location ,1 from k possible locations each with probability 1 . Agent ,1 selects cultural trait ,1 from p possible products each with probability 1 .
> 1
For = 1,2, … , Agent , selects location , from k possible locations, each location l with probability proportional to where 1 is the indicator function. Agent , doesn't innovate. In a given location , = , , selects cultural trait , from p possible traits, each product q with probability proportional to
The number of traits p equals the number of cultural traits available in the previous m time steps. 
