This paper proposes a panel unit root test for micropanels with short time dimension (T ) and large cross section (N ). There are several distinctive features of this test. First, the test is based on a panel AR(1) model, which allows for cross-sectional dependency, which is introduced by the initial condition's assumption of a factor structure. Second, the test employs the panel AR (1) model with heterogeneous AR(1) coe¢ cients. Third, the test does not use the AR(1) coe¢ cient estimator. The e¤ectiveness of the test rests on the fact that the initial condition has permanent e¤ects on the trajectory of a time series in the presence of a unit root. To measure the e¤ects of the initial condition, this paper employs cross-sectional regression using the …rst time series observations as a regressor and the last as a dependent variable. If there is a unit root in every individual time series, the coe¢ cient of the regressor is equal to one. The t-ratio for the coe¢ cient is this paper's test statistic and has a standard normal distribution in the limit. The t-ratio is based on the instrumental variables estimator that uses a reshu-ed regressor as an instrument.
Introduction
In recent years, there has been much interest in testing for a unit root using panel data. Nowadays, it is quite common in empirical applications to use panel data rather than individual time series for the purpose of testing for a unit root. Many panel unit root tests are now programmed in commercial software so they are now widely available. Panel unit root tests that have often been used in applications (e.g., Choi, 2001; Im, Pesaran and Shin, 2003; Levin, Lin and Chu, 2002; Maddala and Wu, 1999;  etc.) assume a large time dimension (T ) and a large cross section (N ), making them more appropriate for applications to macropanels than to micropanels. Extensions of these tests to cross-sectionally correlated panels have also been made (e.g., Bai and Ng, 2004; Breitung and Das, 2005; Choi and Chue, 2007; Demetrescu, Hassler and Tarcolea, 2006; Moon and Perron, 2004; Phillips and Sul, 2003; Pesaran, 2007; Sheng and Yang, 2013; etc.) . More discussions and references related to panel unit root tests can be found in Choi (2006, forthcoming) and Breitung and Pesaran (2008) .
There are several panel unit root tests designed for short T and large N . Breitung and Meyer (1994) , De Blander and Dhaene (2012) , De Wachter, Harris and Tzavalis (2007) , Tzavalis (1999, 2004) , and Kruiniger (2008 Kruiniger ( , 2009 belong to this category. These tests assume homogeneous AR(1) coe¢ cients and cross-sectional independence of observations, and are more suitable for micropanels. This paper proposes a panel unit root test for micropanels with short T and large N . There are several distinctive features of this test. First, the test is based on a panel AR(1) model which allows for cross-sectional dependency, which is introduced by the initial condition's assumption of a factor structure. The our panel data model is new in the literature and should be useful for some applications. In contrast to this test, all the extant tests assuming short T count on the assumption of cross-sectional independence of observations. Second, our test uses a panel AR(1) model with heterogeneous AR(1) coe¢ cients.
All the existing tests based on short T assume homogeneous AR(1) coe¢ cients. Although those tests must have nonnegligible power even when the AR(1) coe¢ cients are heterogeneous, assuming homogeneous AR(1) coe¢ cients is a conceptual and theoretical drawback.
Third, this paper's test does not use the AR(1) coe¢ cient estimator. 1 Instead, it rests on the fact that the initial condition has permanent e¤ects on the trajectory of a time series in the presence of a unit root. To measure the e¤ects of the initial condition, this paper employs cross-sectional regression using the …rst time series observations as a regressor and the last as a dependent variable. If there is a unit root in every individual time series, the coe¢ cient of the regressor is equal to one.
The t-ratio for the coe¢ cient is this paper's test statistic and has a standard normal distribution in the limit. The t-ratio is based on the instrumental-variables (IV) estimator that uses a reshu-ed regressor as an instrument. We will call the estimator the "internal IV estimator" since the instruments originate from the given sample.
If the AR(1) coe¢ cients are less than one in absolute value, the IV-based t-ratio diverges to minus in…nity in probability, making the test consistent. The regression we will use makes it possible to test for a unit root even when T is very small. In fact, this paper's test can be implemented as long as Breitung, 2002; Breitung and Gouriéroux, 1997; Burridge and Guerre, 1996; Cavaliere, 2001; Hasan and Koenker, 1997; Hallin, Van den Akker and Werker, 2011; Nielsen, 2009 use the whole data set. But the power of the test depends on T so that the data between the …rst and last observations indirectly help the test increase its power.
In this sense, the principle of su¢ ciency is not entirely violated. In fact, simulation results in Section 4 will show that the power of this test can be even higher than Harris and Tzavalis'(1999) test using the whole sample.
As mentioned earlier, this paper's test statistic employs the internal IV estimator. While the test using the IV estimator is consistent, that using the ordinary least squares (OLS) estimator is not necessarily. It will be shown that this paper's particular instrument becomes valid due to the assumption on the initial variable. Thus, the assumption is crucial for the consistency of the test as well as for the cross-sectional dependency of the panel data model. Whether the assumption is appropriate or not is an empirical matter that should be examined for each panel data set.
As an example, this paper's test is applied to the monthly real wage of college graduates in South Korea hired in 2006 for the …rst time. The number of time series observations for this data is only two, whereas that of cross-sectional observations is large. The test rejects the null hypothesis of a unit root at conventional signi…cance levels, rendering support to the similar evidence obtained by Guvenen (2009) and Okubo (forthcoming) , who use US and Japanese data, respectively. This paper is planned as follows. Section 2 introduces the model, basic assumptions and hypotheses. Section 3 introduces this paper's internal IV regression and studies asymptotic properties of the test statistic stemming from the IV regression.
Section 4 reports simulation results. Section 5 contains an empirical application of our test. Section 6 provides summary and further remarks. Appendix I contains technical assumptions and Appendix II proofs.
The model, basic assumptions and hypotheses
Consider the unobserved components models for the panel data fy it g y it = i + x it ; (i = 1; : : : ; N ; t = 1; : : : ; T );
and y it = i + i t + x it ; (i = 1; : : : ; N ; t = 1; : : : ; T );
where fx it g follows the AR(1) model given by
As usual, i and t are indices for individuals and time, respectively, and f i g and f i g denote the unobserved individual level and trend e¤ects, respectively. The individual trend e¤ects, f i g, indicate how fast fy it g grows. In these model speci…cations, fx it g is not observed and brings dynamics to the evolvement of fy it g. Models (1) and (2) have often been used for unit root testing. See, for example, Schmidt and Phillips (1992) and Elliott, Rothenberg and Stock (1996) for earlier references. (iii) fu it g are independent with E(u it ) = 0, E(u 2 it ) = 2 u i > 0 for every i and t;
(iv) fm i g; fb i g and fu it g are independent.
Parts (i), (ii) and (iv) of Assumption 1 are of standard nature. Part (iii) implies heteroskedasticity of fu it g, which will be dealt with as in White (1980) .
Additionally, we assume a factor structure for the initial variables fx i1 g as follows.
Assumption 2 (i) For every i, x i1 = 0 i f 1 , where i and f 1 are the vectors of unobserved factor loadings and factors, respectively, and f i g is a sequence of constant vectors.
(ii) E(f 1 ) = 0 and E(f 1 f 0 1 ) = f > 0.
(iii) f 1 is independent of fm i g; fb i g and fu it g.
(iv) For every i, i does not belong to the null space of f .
According to Assumption 2 (i), the initial variable y i1 is a¤ected by the individual e¤ects and the random variable 0 i f 1 , which di¤ers across individuals. Assumption 2 (i) also introduces nonzero cross-sectional correlations of fy it g. The exact nature of this depends on the locations of f i g and will be discussed in the next section. Parts We now use an example to motivate Model (2). Suppose y i1 is the initial wage of individual i, a new job entrant. The initial wage should depend on a function of individual i's characteristics such as educational level, kind of industry to work for, intelligence quotient (IQ), emotional quotient (EQ), unobserved ability in workplaces that are represented by i . In addition, the wage must be a¤ected by economy-wide variables in that particular year. These variables are, for example, the level and growth rate of GDP in that year, the size of new job seeker pool, the level of per capita capital stock, the degree of technological progress and the state of the world economy. These variables are represented by f 1 . Since each individual responds to these economy-wide variables di¤erently, the impact of the economy-wide variables can be written as 0 i f 1 , where i denotes individual i's response to the economy-wide variables. As the new job entrant accumulates her work experience, her wage tends to grow and the rate of growth depends once again on her individual characteristics represented by i . In particular, if log-wages are used, i is the growth rate of individual i's wage. In light of these discussions, modelling individual wages as Model (2) seems reasonable. Model (1) is more specialized than Model (2) and is suitable for panel data without trends.
The null hypothesis we consider is
and the alternative hypothesis is
where j j < 1, " > 0 and f i g is a sequence of …nite constants. Under the null hypothesis, every individual has a unit root. Under the alternative hypothesis, every individual will have the AR coe¢ cient less than one in absolute value for large N .
But when N is not too large, some of the AR coe¢ cients may even be greater than one. Implications of the null and alternative hypotheses on the properties of fy it g will further be discussed in the next section.
IV estimators, test statistics and asymptotic properties
This section introduces tests statistics for the null and alternative hypotheses (3) and (4) and reports their asymptotic properties.
Model (1) can be written as
(i = 1; : : : ; N ; t = 2; : : : ; T );
where
, individual i's last data under the null hypothesis (3) can be represented as
where s iT = P T j=2 u ij . The initial variable y i1 and the shocks fu it g t=2;:::;T have permanent e¤ects on y iT under the null hypothesis. Moreover, Cov(y iT ; y jT ) = 0 i f j , implying nonzero cross-sectional covariances of fy iT g that do not change with T .
Since Var(y iT ) = 2 m + 0 i f i + (T 1) 2 u i , the variance of y it grows with T . Under the alternative hypothesis (4), relation (5) gives
where w iT = P T 2 j=0 j i u i;T j . In contrast to the behavior of fy iT g under the null hypothesis, e¤ects of the initial variable, y i1 , and the shocks, fu it g t=2;:::;T , on y iT are weakened as y iT progresses into the future. Likewise, cross-sectional covariances diminish for large N as T grows since Cov(y iT ; y jT ) =
u j , which does not grow in proportion to T and is smaller than that under the null hypothesis for large N .
Combining data-generating processes (6) and (7), the regression model that can be used to test the null hypothesis (3) is written as
where fv iT g denotes the regression errors. The null hypothesis (3) is equivalent to
Unlike the conventional dynamic panel data models, Model (8) uses only the cross-sectional variations of the data at periods 1 and T to estimate the coe¢ cients and 1 . Under the null hypothesis, the regressor is uncorrelated with the error term and the OLS-based t-ratio has a standard normal distribution in the limit.
However, under the alternative hypothesis, the regressor is correlated with the error term since m i is present in both y i1 and v iT . This feature makes the OLS-based t-ratio unsuitable for unit root testing since it is not guaranteed to be consistent.
As an alternative to OLS, we consider an IV estimator using a reshu-e of the regressor as an instrument. To put it di¤erently, the instrument is the initial observation di¤erent from y i1 . We call the IV estimator the "internal IV estimator" because the instruments originate from given sample. The intuition for the internal IV estimator follows from Assumptions 1 and 2: Cov(y i1 ; y j1 ) = 0 i f j 6 = 0 and Cov(v iT ; y j1 ) = 0 for every i (6 = j) under the assumptions. Assumption 3 lays this out more speci…cally.
Assumption 3 Denoting the instrument as fz i g, z i = y j1 and z i 6 = z j for i 6 = j.
This assumption means that the internal instrument is di¤erent from the regressor, and that each value of the regressor is used only once to construct the instrument.
The latter is not strictly required, but it is assumed for analytical simplicity. Under Assumption 3, there are
ways to construct the instrument. Under the given assumptions, each one of those will provide the same asymptotic distribution of the IV estimator of ( , 1 ) 0 . 2 In practice, however, a reshu-e of the regressor that minimizes the standard error of the IV estimator of 1 will be used. This will require a massive amount of calculation when N is large.
The IV estimators of the coe¢ cients and 1 are de…ned as
The heteroskedasticity-robust t-ratio for the null hypothesis (3) is de…ned as
where y 1 and z are the cross-sectional sample means of fy i1 g and fz i g, respectively,
and fv iT g denotes the regression residuals using the IV estimators^ and^ 1 . The test statistic t 1 will be used throughout this paper for panel unit root testing.
Theorem 1 reports limiting properties of^ 1 and t 1 under both the null and alternative hypotheses (3) and (4).
Theorem 1 Assume that Assumptions 1-6 hold.
(i) Under the null hypothesis (3),
2 It is possible to use more than one instrument, a wide-open possibility that invites a host of issues. We do not explore the case of more than one instrument here, leaving it to future work.
(ii) Under the alternative hypothesis (4),
Part (i) of Theorem 1 shows that the internal IV estimators are p N -consistent under the null hypothesis and that the t-ratio has a standard normal distribution in the limit. The latter result does not require using the functional central limit theorem unlike extant panel unit root tests like Levin, Lin and Chu (2002) , Im, Pesaran and Shin (2003) , and Choi (2001) . This is because only the cross-sectional variations of the data at periods 1 and T are used for this unit root test. Part (ii) of Theorem 1
shows that the IV estimators^ and^ 1 are p N -consistent for (1 T 1 ) and T 1 , respectively, and that the t-ratio diverges to 1 in probability under the alternative, making our unit root test consistent. The former result is of independent interest, since it shows that the common asymptotic value of the AR(1) coe¢ cients f i g can be estimated using the internal IV estimator even in the presence of individual e¤ects and cross-sectional dependency. Now, we extend the discussions so far to Model (2). The model is rewritten as
i x i1 + w it ; (i = 1; : : : ; N ; t = 2; : : : ; T );
which gives the null representation of fy iT g as
. If the observations fy it g are logarithmic, the parameter i is the average growth rate of y it over the T 1 periods since E ((y iT y i1 )=(T 1)) = i .
The initial variable, y i1 , and the shocks, fu it g t=2;:::;T , have permanent e¤ects on y iT as for the data-generating process (6). Cross-sectional covariances of fy iT g also behave in the same manner as for the data-generating process (6). The variance of y iT grows with T since Var(y iT ) = 2 m + T 2 2 b + 0 i f i + (T 1) 2 u i . Under the alternative hypothesis (4), relation (9) gives
As for the data-generating process (7), the initial variable, y i1 , and the shocks, fu it g t=2;:::;T , have weakening e¤ects on y iT as T grows, while cross-sectional covariances of fy iT g diminish for large N as T grows. The variance of y iT is 2 m + T 2 2 b + 2(T 1) i 0
u j . This is smaller than the variance of y iT under the null hypothesis for large N .
In light of the data-generating processes (10) and (11), we are allowed to use Model (8) for hypothesis testing even in the presence of the trend variable t becuase it does not introduce any additional regressor. This is in contrast to the usual time series and panel unit root tests where the linear time trend introduces an additional regressor that results in lower power for the tests.
Theorem 2 reports limiting properties of^ 1 and t 1 under both the null and alternative hypotheses (3) and (4).
Theorem 2 Assume that Assumptions 1-6 hold.
Part (i) of Theorem 2 implies that^ and^ 1 are p N -consistent for (T 1) and 1, respectively, and that the test statistic, t 1 , has a standard normal distribution in the limit. Part (ii) of Theorem 2 shows that the IV estimators^ and^ 1 are p N -consistent for (1 T 1 ) + (T T 1 ) and T 1 , respectively, and that the t-ratio diverges to 1 in probability under the alternative hypothesis. Thus, the unit root test continues to be consistent for Model (2).
What e¤ects would T have on the size and power of our unit root tests? As T becomes larger, so does the di¤erence in the values of 1 under the null and alternative hypotheses, which will induce higher power of our unit root test. This will be studied more closely in the next section via simulation.
Simulation
This section reports simulation results for the tests of this paper and of Harris and The initial variables, fx i1 g, are generated by x i1 = i f 1 with f 1 i: i: d: N (0; 1),
. Under this data-generating scheme, fy i+1;1 g can be used as an instrument, and provides higher e¢ ciency as the value of increases.
We use = 1; 3 in our simulation. Since f 2 u i g and f i g are sequences of constants, they are generated once before iterations and kept to have the same values throughout the iterations. Under the null hypothesis, i = 1 for every i; and under the alternative hypothesis, i = for every i with = 0:98; 0:95; 0:90; 0:80; 0:70. The numbers of time series observations considered are 2, 3, 5 and 7 for Model (1) and 2, 3, 5, 7 and 9 for Model (2). The numbers of cross-sectional observations are 300, 500, 1000 and 2000. The reported results are based on 5,000 iterations, and the nominal size is set at 0.05. We report both size-unadjusted and size-adjusted empirical power. The size-adjusted empirical power means that of the test which uses an empirical critical value that always makes the empirical size 0.05. Table 1 reports simulation results using Model (1) at T = 2. This particular sample size deserves a separate treatment because only this paper's test can be used at this sample size. All extant panel unit root tests require at least three time series observations, one reserved for the initial variable and the remaining two used for the parameter estimation. Even at T = 2, t 1 keeps the nominal size well at all crosssectional sample sizes. In addition, it tends to improve as N increases. The empirical power of t 1 increases as N does, con…rming the consistency of our test, although there are a couple of exceptions at = 0:9 and N = 500. These exceptions can be regarded as small-sample aberrations. In addition, as well expected, the empirical power of our test improves as takes smaller values. The test also becomes more powerful as increases. This is again well expected, since the internal IV estimator used for^ 1 becomes more highly correlated with the regressor as increases, which gives^ 1 better e¢ ciency, translating into higher empirical power. Table 2 reports simulation results using Model (2) at T = 2; 3. These sample sizes are worthy of our attention, because all panel unit root tests other than ours require at least four time series observations, one for the initial variable and three for the coe¢ cient estimation. According to Table 2 , t 1 keeps the nominal size reasonably well at all cross-sectional sample sizes, although it tends to be undersized at smaller N . We …nd from Tables 1 and 2 that empirical sizes for Model (1) are closer to the nominal one than that for Model (2). This is explained by the extra sampling variability for Model (2) introduced by f i g, which makes^ 1 less e¢ cient for Model (2) than for Model (1). The behavior of the empirical power in Table 2 is similar to that in Table 1 : It increases with N and and as decreases. Empirical power also becomes higher with larger T , although there are a few exceptions when = 0:98 and = 3. Compared to Table 1, empirical power decreases in Table 2 . This can be explained by the lower e¢ ciency of^ 1 for Model (2) than for Model (1). Table 3 reports simulation results using Model (1) at T = 3; 5; 7 for t 1 of this paper and Harris and Tzavalis'test statistic denoted here as HT . At these sample sizes, HT can be implemented and comparisons of t 1 and HT can be made. Both the tests keep the nominal size reasonably well, but t 1 tends to be undersized, while HT shows opposite behavior. Additionally, the empirical size of t 1 tends to improve as N increases. The empirical power of t 1 and HT increase as N and T increase and as takes smaller values. One may expect HT to dominate t 1 in terms of empirical power since the former uses the full sample while the latter does not, but t 1 tends to be more powerful than HT when = 3, although the reverse is true when = 1. In fact, the empirical power of t 1 will continue to increase with at the same sample sizes and at the same value of . Thus, at least in simulation, we can produce many cases where the empirical power of t 1 dominates that of HT . We do not report such cases here because they are not particularly meaningful and may not re ‡ect empirical reality. The power of t 1 in practice depends crucially on the instrument's quality. Table 4 reports simulation results for t 1 and HT using Model (2) at T = 5; 7; 9.
Both the tests keep the nominal size reasonably well. As in Table 3 , t 1 tends to be undersized and HT oversized. The empirical size of t 1 tends to improve as N increases. The empirical power of t 1 and HT increases as N and T increase and as takes smaller values. Furthermore, the size-adjusted empirical power of t 1 tends to be higher than that of HT . When the size is not adjusted, t 1 tends to be more powerful than HT when = 3, and vice versa when = 1. As mentioned earlier, the power of t 1 can be made arbitrarily large by increasing the value of . At the same numbers of time series and cross-sectional observations, HT shows much lower power than in Table 3 . This is a well-known phenomenon in the time-series and panel-data literature: The power of unit root tests decreases as the order of the time polynomials in the model increases. In an extreme case, the size-unadjusted power reduction amounts to 0.890 (consider ( ; ; T; N ) = (1; 0:95; 7; 2000)). However, the empirical power of t 1 decreases relatively less than that of HT . The power decrease of t 1 is caused by the increased sample variability due to the presence of f i g. There has been much research about modelling individual earnings dynamics in labor economics. Some studies report empirical evidence that the shocks to earnings (i.e., x it in Models (1) and (2), if y it denotes the log earnings) seem stationary (see Lillard and Weiss, 1979; Baker, 1997; Haider, 2001; Guvenen, 2009; Okubo, forthcoming) . Others assume the presence of a unit root in individual earnings (see, for example, MaCurdy, 1982; Abowd and Card, 1989; Topel and Ward, 1992; Dickens, 2000; Mo¢ tt and Gottschalk, 2002; Ramos, 2003) and study individual earnings dynamics, reporting mainly that the autocorrelations of the log di¤erence of income are small and negative. This practice was motivated by MaCurdy(1982) who reports empirical evidence favoring the presence of a unit root. 4 If there is a unit root in the shocks to earnings, a large proportion of the individual variability of earnings can be explained by the shocks and the variability increases as individuals accumulate job-market experience. If not, the individual variability of earnings can better be explained by the heterogeneous job-market pro…les of the individuals and there is no guarantee that the variability increases as time goes by. Beyond this, the nature of idiosyncratic shocks crucially a¤ects individuals' consumption-savings decisions, which are related to a host of economic issues. See Guvenen (2009) for further discussion. Notwithstanding the perceived importance of a unit root for earnings data, there has been no panel unit root testing result for earnings data to our knowledge. This is indeed surprising given the widespread use of panel unit root testing procedures. What this paper reports may be the …rst result of applying a panel unit root test to individual earnings data. Table 5 reports estimation and test results. We report the results both from the full sample and from the restricted sample of four-year college graduates. In order to select the optimal instrument, the regressor is reshu-ed 50,000 times. The reshu-e giving the minimum standard error was chosen to calculate the coe¢ cient estimator and the test statistic. The results in Table 5 show that the null hypothesis of a unit root is rejected at conventional signi…cance levels for both samples. Table 5 suggests that the individual earnings follow a stationary autoregressive process rather than a unit root process. This provides support to the similar evidence obtained by Guvenen (2009) and Okubo (forthcoming) using US and Japanese data, respectively.
Summary and further remark
We have proposed a panel unit root test suitable for micropanels with short time dimensions and large cross section. This test is based on a heterogeneous panel AR(1) model that allows for cross-sectional dependency introduced by the initial condition, which assumes a factor structure. Most importantly, the test does not use the AR(1) coe¢ cient estimator. Instead, it rests on the fact that the initial condition has permanent e¤ects on the trajectory of a time series in the presence of a unit root. We measure the e¤ects of the initial condition by cross-sectional regression using the …rst time series observations as a regressor and the last as the dependent variable. Our test statistic is the t-ratio for the coe¢ cient of the regressor, and it has a standard normal distribution in the limit. The t-ratio is based on the IV estimator using a reshu-ed regressor as an instrument. The test can be used for very small T including T = 2 as long as N is large. Simulation results show that this paper's test has reasonable empirical size and power. As an example, we apply the test to the monthly real wage of new college graduates in South Korea who were hired in the same year for the …rst time. Even with just two time-series observations, the test rejects the null hypothesis of a unit root at conventional signi…cance levels.
Our panel AR(1) model is new in the literature and should be useful for some applications. The IV estimator consistently estimates the model's AR(1) coe¢ cients regardless of their locations. This is in contrast to such popular estimators as IV and GMM estimators. This issue requires further research in the future.
Appendix I Technical assumptions
This section presents some assumptions of purely technical nature that are required to prove the main results of the paper. Write z i = i + 0 i f 1 , where i = j , i 6 = j for i 6 = j and i is similarly de…ned. Assumption 4 involves the factor loadings.
Assumption 4 As N ! 1,
Assumption 5 is required to give proper limiting distributions to the internal IV estimators of Section 3.
Assumption 5 (i)
5 is invertible almost surely.
(ii) plim N !1
5 is positive de…nite almost surely.
5 is positive definite almost surely.
is positive de…nite almost surely.
Assumption 6 is required to apply the central limit theorem for independent and heterogeneous sequences (Davidson, 1994, chapter 23) .
(ii) For > 0, E ju iT j 2+ < 1 uniformly in i.
(iii) For > 0, E jm i j 2+ < 1 uniformly in i.
(iv) For > 0, E jb i j 2+ < 1 uniformly in i.
Appendix II Proofs
Proof of Theorem 1:
(i) (a) Under the null hypothesis, = 0 and 1 = 1. Thus, we may write
Under Assumptions 1 and 4, we have, as N ! 1,
The sequence fs iT g is independent with E(s iT ) = 0 and Var(s iT ) = (T 1) 2 u i for every i. Moreover, E js iT j 2+ < 1 and E jm i s iT j 2+ < 1 uniformly in i for > 0 due to Assumption 6 and the Minkowski inequality. Thus, for given f 1 , the central limit theorem for independent and heterogeneous sequences gives The consistency rates of the IV estimators^ and^ 1 stated in part (i) follow from this.
, the denominator of t 1 converges in probability to the square root of the asymptotic variance of^ 1 1 as N ! 1. This is represented by the southeast element of A 1 BA 10 . The stated result follows from this.
(ii) (a) The binomial expansion of
gives
where fc j g is a sequence of …nite constants. Using this representation, the datagenerating process (7) can be written as
where iN = P T 1 j=1 c j i =N 1=2+" j . Thus, we may write
In this expansion,
Moreover, since
where fd k g is a sequence of …nite constants and fw iT g behaves as if it were n P T 2 j=0 j u i;T j o in the limit. Thus, the standard theory of linear regression yields, for given f 1 as
where C = plim
(b) Let the usual heteroskedasticity-robust t-ratio for the null hypothesis H 0 :
where D is the denominator of t 1 . Since 1 has a standard normal distribution and
Proof of Theorem 2: 
where E = (T 1) plim N !1
5 . The stated results follow from this.
(b) Use the same arguments as for Theorem 1 (i) (b).
(ii) (a) Using (A.II.3), the data-generating process (11) can be written as
Now,
under the assumptions, implying that the terms involving iN do not a¤ect the limiting distribution of the IV estimator. Thus, according to the standard theory of linear regression, we have, for given f 1 as N ! 1;
Thus, the stated results are obtained.
(b) This follows as in the proof of part (ii) (b) of Theorem 1. Note: 1. Data were generated by y it = i +x it ; x it = x i;t 1 +u it ; i i: Table 2 : Empirical Size and Power of t 1 at T = 2; 3 Note: 1. Data were generated by y it = i + i t + x it ; x it = x i;t 1 + u it ; i i:i 
