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Abstract
We consider a mathematical model which describes the motion of a 3D unsteady fluid flow gov-
erned by the Navier-Stokes system, and subjected to mixed boundary conditions with a given
velocity on one part of the boundary and nonlinear slip conditions with a memory term reminis-
cent of Coulomb’s friction law on the other part. We establish first some regularity properties
and estimates for a simplified model. Then we prove the existence of a solution to our problem
by using a successive approximation technique and compactness arguments based on Helly’s
theorem for the velocity field.
Keywords: Navier-Stokes system, Coulomb’s friction law, history-dependent boundary
condition, variational inequality, successive approximation technique.
1. Introduction
Motivated by lubrication or injection/extrusion problems, we consider in this paper a 3D
incompressible fluid flow with mixed boundary conditions, namely non homogeneous Dirichlet
boundary conditions on one part of the boundary and nonlinear slip conditions of friction type
on the other part. More precisely let us denote by Ω ⊂ Rd, d = 3, the fluid domain given by
Ω =
{
(x′, x3) ∈ R2 × R : x′ ∈ ω, 0 < x3 < h(x′)
}
,
where ω is a non empty open bounded subset of R2 with a C1 boundary, and h is a function
of class C1 on R2, bounded from above and from below by two positive real numbers. Let us
emphasize that we do not introduce any restrictive assumption on the thickness of the domain
unlike previous papers where only thin films where studied ([24, 1, 6]). Then the velocity and
the pressure fields, u and p, are solutions of Navier-Stokes system
∂u
∂t
+ (u · ∇)u − div(σ) = f in Ω × (0,T ), (1)
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div(u) = 0 in Ω × (0,T ), (2)
with T > 0, and the initial condition
u(0) = u0 in Ω, (3)
where f is the density of body forces, σ = −pI + 2μ(θ)D(u) is the stress tensor, μ(θ) is the
temperature-dependent viscosity of the fluid and D(u) is the strain rate tensor given by
D(u) =
(
di j(u)
)
1≤i, j≤3 , di j(u) =
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)
1 ≤ i, j ≤ 3.
The boundary of the fluid domain is decomposed as ∂Ω = Γ = Γ0 ∪ ΓL ∪ Γ1, where Γ0 ={
(x′, x3) ∈ Ω : x3 = 0
}
is the lower surface of the injection/extrusion device, Γ1 =
{
(x′, x3) ∈ Ω :
x3 = h(x′)
}
is the upper surface of the device and ΓL =
{
(x′, x3) ∈ Ω : 0 < x3 < h(x′)
}
is the
lateral part of the boundary.
To describe the boundary conditions, we denote by s0 : Γ0 → R2 the shear velocity of the
lower surface at t = 0 and by s0ζ(t), its velocity at any instant t ∈ [0,T ] with ζ(0) = 1. We denote
also by n = (n1, n2, n3) the unit outward normal vector to ∂Ω, by u ·w the Euclidean inner product
of two vectors u and w, and by |.| the Euclidian norm. We define respectively the normal and the
tangential velocities on ∂Ω by
un = u · n =
3∑
i=1
uini, ut =
(
uti
)
1≤i≤3 with uti = ui − unni 1 ≤ i ≤ 3
and the normal and the tangential components of the stress tensor by
σn = (σ · n) · n =
3∑
i, j=1
σi jnin j, σt =
(
σti
)
1≤i≤3 with σti =
3∑
j=1
σi jn j − σnni 1 ≤ i ≤ 3.
We introduce a function g : ∂Ω→ Rd such that∫
ΓL
gn dγ = 0, g = 0 on Γ1, gn = 0 and gt = (s0, 0) on Γ0.
Such a function exists. Indeed, with the particular geometry of Ω considered here, the normal at
any point (x′, x3) ∈ ΓL is independent of x3 and we may consider for instance g =
(
s0(x′)s1(x3), 0
)
for all (x′, x3) ∈ ∂Ω where s1 is any C1 function on R such that s1(0) = 1, s1(x3) = 0 for all
x3 ≥ hm and
∫ hm
0
s1(x3) dx3 = 0 with hm = inf
x′∈R2
h(x′).
We assume that the upper surface of the extrusion device is fixed, so
u = 0 on Γ1 × (0,T ), (4)
and the velocity on the lateral boundary is given by
u = gζ on ΓL × (0,T ). (5)
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The normal component of the velocity on the lower part of boundary is given by
un = 0 on Γ0 × (0,T ), (6)
while the tangential velocity is unknown and satisfies a friction type boundary condition
|σt | ≤ F on Γ0 × (0,T ), (7)
with
|σt | < F ⇒ ut = (s0ζ, 0)
|σt | = F ⇒ ∃λ ≥ 0 such that ut = (s0ζ, 0) − λσt
}
Γ0 × (0,T ) (8)
where F is the upper limit for the shear stress (we say also that F is the friction threshold), which
may be given as a data or which may depend on σn. The former case leads to Tresca’s friction
boundary conditions while the latter is reminiscent of Coulomb’s friction boundary conditions
for solids ([9, 10]).
The two conditions (7)-(8) can be rewritten as a subdifferential boundary condition
−σt ∈ F ∂
(∣∣∣ut − (s0ζ, 0)∣∣∣) on Γ0 × (0,T )
where ut − (s0ζ, 0) is the relative tangential velocity of the fluid with respect to the lower surface
of the injection/extrusion device and ∂(| · |) is the subdifferential of the function | · | (see [25]).
This kind of nonlinear slip boundary conditions for flows have been introduced first for
Bingham fluids ([18]) and seems in agreement with experiments ([21, 17]). Then they have
been considered also for Stokes and Navier-Stokes flows by H.Fujita during his Lectures at
Collège de France ([12]), paving the way to new and challenging mathematical questions. For
existence, uniqueness and regularity properties of solutions in the case of Tresca’s friction see
[13, 14, 27, 15, 28] or more recent references [2, 4].
The purpose of this paper is to extend these results to Coulomb’s friction type boundary
conditions i.e. to consider the case when F depends on the normal component of the stress
tensor. For solids in contact, Coulomb established experimentally that the friction threshold F
is given by F = k|σn|, where k : (0,T ) → R+ is called the friction coefficient ([7]). Since
we expect the velocity field to take its values in
(
H1(Ω)
)3
, we may only expect σ to take its
values in
(
L2(Ω)
)3×3
and |σn| is not well defined on Γ0. So following [10, 11, 8] we introduce a
regularization operator R from H−1/2(∂Ω) to L2(Γ0) by using a convolution technique. Moreover,
for this unsteady problem, we have to deal with another difficulty. Indeed the stress tensor has
the same regularity with respect to the time variable as the pressure p and we may expect only
σ ∈ H−1
(
0,T ;
(
L2(Ω)
)3×3)
except if the friction threshold belongs to H1
(
0,T ; L2(Γ0)
)
(see [2]).
Hence we introduce also a time-regularization procedure and we let
F (t, x′, σn) = k(t)
∫ t
0
S (t − s)∣∣∣R(σn(s, ·))(x′)∣∣∣ ds ∀x′ ∈ Γ0, ∀t ∈ [0,T ] (9)
where S is a non negative smooth real function which can be interpreted as the kernel of some
history-dependent shear stress threshold. Such kind of friction laws have been recently devel-
opped in the framework of solid mechanics (see [29] and the references therein for instance).
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Finally having in mind lubrication and injection/extrusion problems where thermal effects
can not be neglected, we should introduce also the energy conservation law to describe the evo-
lution of the variable θ. Nevertheless, if the heat capacity and conductivity of the fluid are
independent of u and p, the heat equation is decoupled from the flow problem and we may con-
sider θ as a data. More complex behaviours, leading to a coupled system of partial differential
equations for the triplet velocity-pressure-temperature have been studied in ([3]) in the case of
Tresca’s friction boundary conditions.
The paper is organized as follows. In Section 2 we introduce the functional framework and
the assumptions on the data, then we formulate the problem as a variational inequality for the
fluid velocity and pressure fields. In Section 3 we recall the existence, uniqueness and regularity
results for Tresca’s problem already obtained in [2, 4] and we establish additional regularity
properties and estimates for the second time derivative of the velocity in L2(0,T ; (H10div(Ω))
′)
and the pressure in L∞(0,T ; L20(Ω)). Then in Section 4 we prove the existence of a solution for
our problem by using a successive approximation method with respect to the friction threshold
and compactness arguments based on Helly’s theorem for the velocity field.
2. Variational formulation of the problem
From now on let us denote X = X3 for any Banach space X. We introduce the following
functional framework. Let
V0 =
{
ϕ ∈ H1(Ω) : ϕ = 0 on ΓL ∪ Γ1, ϕn = 0 on Γ0
}
,
and its subspace
V0div =
{
ϕ ∈ V0 : div(ϕ) = 0 in Ω
}
,
endowed with the norm of H1(Ω), and
L20(Ω) =
{
q ∈ L2(Ω) :
∫
Ω
q dx = 0
}
.
Let μ ∈ C1(R;R) and assume that there exist three real numbers μ∗, μ∗ and μ′∗ such that
0 < μ∗ ≤ 2μ(X) ≤ μ∗, |μ′(X)| ≤ μ′∗ ∀X ∈ R. (10)
For a given temperature field θ ∈ L2(0,T ; L2(Ω)), with T > 0, we define
a(θ; u, v) =
∫
Ω
2μ(θ)D(u) : D(v) dx =
∫
Ω
3∑
i, j=1
2μ(θ)di j(u)di j(v) dx
∀(u, v) ∈ H1(Ω) ×H1(Ω), ∀a.e. t ∈ (0,T ),
and
b(u, v,w) =
∫
Ω
3∑
i, j=1
ui
∂v j
∂xi
w j dx ∀(u, v,w) ∈ H1(Ω) ×H1(Ω) ×H1(Ω).
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By definition ofV0 we have the identity
b(u, v,w) = −b(u,w, v) −
∫
Ω
div(u)v · w dx ∀(u, v,w) ∈ V0 ×V0 ×V0, (11)
and using Korn’s inequality [19], there exists α > 0 such that, for almost every t ∈ (0,T ), we
have
α‖u‖2H1(Ω) ≤
∫
Ω
2μ(θ)D(u) : D(u) dx ≤ μ∗‖u‖2H1(Ω) ∀u ∈ V0. (12)
We assume also that
k ∈ W1,∞(0,T ;R+), S ∈ C1(R+;R+), (13)
f ∈ H1
(
0,T ; L2(Ω)
)
, (14)
θ ∈ W1,∞(0,T ; L∞(Ω)), θ(0) ∈ W1,4(Ω), (15)
ζ ∈ C∞
(
[0,T ]
)
such that ζ(0) = 1, (16)
and
u0 ∈ H2(Ω), div(u0) = 0 in Ω, u0 = g on ∂Ω, ∂u0
∂xd
= 0 on Γ0 (17)
with d = 3. We set
v = u − u0ζ. (18)
The choice of the particular boundary condition (5) on ΓL plays here a role in the definition of
v. For the mathematical study this new unknown velocity satisfies two important properties:
it vanishes on ΓL ∪ Γ1 and at t = 0. Then the variational formulation of problem (1)-(9) is
obtained by multiplying (1) by test-functions and using Green’s formula. Of course we expect
v ∈ L2
(
0,T ;V0div
)
but since we consider a 3D flow domain the time derivative
∂v
∂t
is expected to
belong only to L4/3
(
0,T ; (V0div)′
)
(see [4]). So we choose test-functions as ϕχ ∈ V0 × D(0,T ).
It follows that (v, ϕ) ∈ L2(0,T ;R) where (·, ·) denotes the inner product in L2(Ω), and ∂
∂t
(v, ϕ) is
defined in the sense of distributional derivatives. Moreover Tresca’s boundary condition (7)-(8)
is equivalent to
|σt | ≤ F
vt · σt + F |vt | = 0
}
on Γ0 × (0,T )
(see for instance [9]) and the boundary term derived from Green’s formula can be rewritten as
−
∫ T
0
∫
Γ0
σtϕχ dx′dt = −A +
∫ T
0
∫
Γ0
F
(
|v + ϕχ| − |v|
)
dx′dt
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A =
∫ T
0
∫
Γ0
σt(ϕχ + v) dx′dt +
∫ T
0
∫
Γ0
F |v + ϕχ| dx′dt
≥
∫ T
0
∫
Γ0
(
−|σt | + F )︸︷︷︸
≥0
|v + ϕχ| dx′dt ≥ 0
So we obtain
Problem (P) For k, f , θ, ζ and v0 such that (13)-(17) hold, find
v ∈ L2
(
0,T ;V0div
)
∩ L∞
(
0,T ; L2(Ω)
)
such that
∂v
∂t
∈ L4/3
(
0,T ; (V0div)′
)
and
p ∈ H−1
(
0,T ; L20(Ω)
)
such that F (·, ·, σn) ∈ L2
(
0,T ; L2(Γ0)
)
and satisfying the following variational inequality〈
∂
∂t
(v, ϕ) , χ
〉
+
〈
b(v, v, ϕ), χ
〉
−
〈(
p, div(ϕ)
)
, χ
〉
+
〈
a(θ; v, ϕ), χ
〉
+Ψ(v + ϕχ) − Ψ(v) ≥
〈
( f , ϕ), χ
〉
−
〈
ζa(θ; u0, ϕ), χ
〉
− 〈ζ′ (u0, ϕ) , χ〉
−
〈
ζb(u0, v + u0ζ, ϕ), χ
〉
−
〈
ζb(v, u0, ϕ), χ
〉
∀(ϕ, χ) ∈ V0 ×D(0,T ),
(19)
with
Ψ(v) =
∫ T
0
∫
Γ0
F (t, x′, σn)
∣∣∣v(t, x′)∣∣∣ dx′dt
=
∫ T
0
k(t)
∫
Γ0
(∫ t
0
S (t − s)∣∣∣R(σn(s, ·))(x′)∣∣∣ ds
) ∣∣∣v(t, x′)∣∣∣ dx′dt, (20)
and the initial condition
v(0, ·) = 0 (21)
where 〈·, ·〉 = 〈·, ·〉D′(0,T ),D(0,T ) is the duality product between D′(0,T ) and D(0,T ). Hence the
first term in (19) has to be understood as the derivative in the distribution sense of (v, ϕ) (which
belongs to L2(0,T ;R) for any ϕ ∈ V0), i.e.〈
∂
∂t
(v, ϕ) , χ
〉
= −
〈
(v, ϕ) , χ′
〉
= −
∫ T
0
(
v(t, ·), ϕ
)
χ′(t) dt ∀(ϕ, χ) ∈ V0 ×D(0,T ).
Let us emphasize that we identify v+ϕχ and v with their trace on Γ0 in the definition ofΨ(v+ϕχ)
and Ψ(v).
When F (·, ·, σn) is replaced by a given shear stress threshold  ∈ L2
(
0,T ; L2+(Γ0)
)
in the
friction functional, i.e. when Ψ in (19)-(20) is replaced by the functional Φ given by
Φ(w) =
∫ T
0
∫
Γ0
|w|dx′dt ∀w ∈ L2(0,T ; L2(Γ0)),
we get a description of Tresca’s friction law at the boundary. For this Tresca’s problem the
existence of a solution is established in [4] and uniqueness and regularity properties in [2].
Starting from these results we will prove the existence of a strong solution to Coulomb’s
problem (P) by applying a successive approximation technique with respect to the friction thresh-
old. As a first step we establish in the next section some additional regularity properties for the
solution to Tresca’s problem.
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3. Preliminary results
Let us recall first the existence, uniqueness and regularity results for Tresca’s problem.
Theorem 3.1 (Existence and uniqueness for Tresca’s problem). [2, 4] Assume that (10), (16),
(17) hold and f ∈ L2(0,T ; L2(Ω)), θ ∈ L2(0,T ; L2(Ω)),  ∈ L2(0,T ; L2+(Γ0)). Then there exists
(at least) one solution (v, p) to Tresca’s problem i.e. there exists
v ∈ L2
(
0,T ;V0div
)
∩ L∞
(
0,T ; L2(Ω)
)
such that
∂v
∂t
∈ L4/3
(
0,T ; (V0div)′
)
and
p ∈ H−1
(
0,T ; L20(Ω)
)
such that 〈
∂
∂t
(v, ϕ) , χ
〉
+
〈
b(v, v, ϕ), χ
〉
−
〈(
p, div(ϕ)
)
, χ
〉
+
〈
a(θ; v, ϕ), χ
〉
+Φ(v + ϕχ) − Φ(v) ≥
〈
( f , ϕ), χ
〉
−
〈
ζa(θ; u0, ϕ), χ
〉
− 〈ζ′ (u0, ϕ) , χ〉
−
〈
ζb(u0, v + u0ζ, ϕ), χ
〉
−
〈
ζb(v, u0, ϕ), χ
〉
∀(ϕ, χ) ∈ V0 ×D(0,T ),
(22)
with
Φ(v) =
∫ T
0
∫
Γ0
(t, x′)
∣∣∣v(t, x′)∣∣∣ dx′dt (23)
and the initial condition
v(0, ·) = 0. (24)
Furthermore Tresca’s problem (22)-(24) admits at most one solution (v, p) such that
v ∈ L8
(
0,T ; L4(Ω)
)
.
Assume now that (14)-(15) hold and  ∈ H1(0,T ; L2+(Γ0)). Let
D = D0 + A4 exp(2A3T ) (25)
where
D0 = 2
∥∥∥ f (0)∥∥∥2L2(Ω) + 2T
∥∥∥∥∥∂ f∂t
∥∥∥∥∥2
L2(0,T ;L2(Ω))
+
2μ2∗
α
‖u0‖2H1(Ω)‖ζ‖2C([0,T ])
+‖u0‖2L2(Ω)
∥∥∥ζ′∥∥∥2C([0,T ]) + K4‖u0‖2H1(Ω)‖u0‖2H2(Ω)‖ζ‖4C([0,T ])
+
(
4 +
2K4
α
‖u0‖2H2(Ω)‖ζ‖2C([0,T ])‖
)
C21,
C21 = max
(
1,
1
α
)
C′1 exp
(
C′′1 T
)
,
7
C′1 = ‖ f ‖2L2(0,T ;L2(Ω)) +
2μ2∗
α
‖u0‖2H1(Ω)‖ζ‖2L2(0,T ) + ‖u0‖2L2(Ω)
∥∥∥ζ′∥∥∥2L2(0,T )
+K4‖u0‖2H1(Ω)‖∇u0‖2H1(Ω)‖ζ‖4L4(0,T )
C′′1 = 3 +
2K4
α
‖∇u0‖2H1(Ω)‖ζ‖2L∞(0,T )
A3 = 1 +
7K4
2α
‖u0‖2H2(Ω)‖ζ‖2C([0,T ]),
A′4 = A
2
0 + 2
∥∥∥∥∥∂ f∂t
∥∥∥∥∥2
L2(0,T ;L2(Ω))
+ 2A1T + 2A2C21
A4 = A′4 +
7γ(Ω)2
α
∥∥∥∥∥∂∂t
∥∥∥∥∥2
L2(0,T ;L2(Γ0))
where K is the norm of the identity mapping from H1(Ω) into L4(Ω), γ(Ω) is the norm of the
trace operator from H1(Ω) into L2(∂Ω) and
A0 = K2‖u0‖H1(Ω)‖u0‖H2(Ω) + 2Kμ′∗
∥∥∥∇(θ(0))∥∥∥L4(Ω)‖u0‖H1(Ω)
+μ∗‖u0‖H2(Ω) +
∥∥∥ f (0)∥∥∥L2(Ω) + ‖u0‖L2(Ω) ∣∣∣ζ′(0)∣∣∣ ,
A1 =
7μ2∗
2α
‖u0‖2H1(Ω)
∥∥∥ζ′∥∥∥2C([0,T ]) + 14(μ′∗)2α
∥∥∥∥∥∂θ∂t
∥∥∥∥∥2
L∞(0,T ;L∞(Ω))
‖u0‖2H1(Ω)‖ζ‖2C([0,T ])
+‖u0‖2L2(Ω)
∥∥∥ζ′′∥∥∥2C([0,T ]) + 4K4‖u0‖2H1(Ω)‖u0‖2H2(Ω)‖ζ‖2C([0,T ]) ∥∥∥ζ′∥∥∥2C([0,T ]) ,
A2 =
14(μ′∗)2
α
∥∥∥∥∥∂θ∂t
∥∥∥∥∥2
L∞(0,T ;L∞(Ω))
+
7K4
2α
‖u0‖2H1(Ω)
∥∥∥ζ′∥∥∥2C([0,T ])
+K4‖u0‖2H2(Ω)
∥∥∥ζ′∥∥∥2C([0,T ]) .
Then we have the following regularity results:
Theorem 3.2 (Regularity for Tresca’s problem). [2] Assume (10), (14)-(17) and  ∈ H1(0,T ; L2+(Γ0)).
Assume furthermore that
D < α
3
9K4
. (26)
Then Tresca’s problem admits (at least) one solution (v, p) such that
∂v
∂t
∈ L2(0,T ;V0div) ∩ L∞(0,T ; L2(Ω)), p ∈ L2(0,T ; L20(Ω)).
Moreover
‖v(s)‖2L2(Ω) + α
∫ s
0
‖v‖2H1(Ω) ds ≤ C′1 exp(C′′1 s) ∀ a.e s ∈ [0,T ], (27)
∥∥∥∥∥∂v∂t (s)
∥∥∥∥∥2
L2(Ω)
+
⎛⎜⎜⎜⎜⎜⎝α − 3K2
√
D
α
⎞⎟⎟⎟⎟⎟⎠
∫ s
0
∥∥∥∥∥∂v∂t
∥∥∥∥∥2
H1(Ω)
dt ≤ A4 exp(2A3s) ∀ a.e. s ∈ [0,T ], (28)
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and
‖v‖L∞(0,T ;H1(Ω)) ≤
√
D
α
<
α
3K2
. (29)
Remark 3.1. Since
H1(0,T ;V0div) ⊂ L∞(0,T ; H1(Ω)) ⊂ L8(0,T ; L4(Ω))
we infer from Theorem 3.1 that such a solution is unique. In the rest of the paper we will call this
solution the unique regular solution of Tresca’s problem.
All these results allow us to establish now an additional property which will play a crucial
role in the proof of our main Theorem 4.4 in the next section.
Proposition 3.3. Let us assume that  ∈ H1
(
0,T ; L2+(Γ0)
)
, (10), (14)-(17) hold and condition
(26) is satisfied. The unique regular solution (v, p) of Tresca’s problem obtained at Theorem 3.2
satisfies also
∂2v
∂t2
∈ L2
(
0,T ;
(
H10div(Ω)
)′)
and p ∈ L∞(0,T ; L20(Ω))
with H1
0div(Ω) =
{
ϕ ∈ H10(Ω) : div(ϕ) = 0
}
.
Proof. Indeed we have〈
∂
∂t
(v, ϕ) , χ
〉
+
〈
b(v, v, ϕ), χ
〉
−
〈(
p, div(ϕ)
)
, χ
〉
+
〈
a(θ; v, ϕ), χ
〉
+
∫ T
0
∫
Γ0
(|v + ϕχ| − |v|) dx′dt ≥
〈
( f , ϕ), χ
〉
−
〈
ζa(θ; u0, ϕ), χ
〉
− 〈ζ′ (u0, ϕ) , χ〉
−
〈
ζb(u0, v + u0ζ, ϕ), χ
〉
−
〈
ζb(v, u0, ϕ), χ
〉
∀(ϕ, χ) ∈ V0 ×D(0,T ).
(30)
By choosing ϕ ∈ H10(Ω) then taking−χ instead χ ∈ D(0,T ), and recalling that
∂v
∂t
∈ L∞(0,T ; L2(Ω)),
we obtain
〈(
p, div(ϕ)
)
, χ
〉
=
〈(
∂v
∂t
, ϕ
)
, χ
〉
+
〈
b(v + u0ζ, v + u0ζ, ϕ), χ
〉
+
〈
a(θ; v + u0ζ, ϕ), χ
〉
−
〈
( f , ϕ), χ
〉
+
〈
ζ′ (u0, ϕ) , χ
〉 ∀(ϕ, χ) ∈ H10(Ω) ×D(0,T ).
Let w̃ ∈ L2(Ω) and w ∈ L20(Ω) be defined as
w = w̃ − 1|Ω|
∫
Ω
w̃ dx.
There exists a linear operator P ∈ L(L20(Ω),H10(Ω)) such that div
(
P(w)
)
= w for all w ∈ L20(Ω)
(see [20] page 15 when ∂Ω is smooth and [16] Corollary 2.4 page 25 when Ω is a connected
bounded subset of Rd with a Lipschitz continuous boundary). Hence
〈(
p, w̃
)
, χ
〉
=
〈(
p,w
)
, χ
〉
=
〈(
∂v
∂t
, P(w)
)
, χ
〉
+
〈
b(v + u0ζ, v + u0ζ, P(w)), χ
〉
+
〈
a(θ; v + u0ζ, P(w)), χ
〉
−
〈
( f , P(w)), χ
〉
+
〈
ζ′ (u0, P(w)) , χ
〉
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It follows that
|
〈(
p, w̃
)
, χ
〉
| ≤
∥∥∥∥∥∂v∂t
∥∥∥∥∥
L∞(0,T ;L2(Ω))
‖P(w)χ‖L1(0,T ;L2(Ω))
+‖v + u0ζ‖L∞(0,T ;L4(Ω))‖v + u0ζ‖L∞(0,T ;H1(Ω))‖P(w)χ‖L1(0,T ;L4(Ω))
+μ∗‖v + u0ζ‖L∞(0,T ;H1(Ω))‖P(w)χ‖L1(0,T ;H1(Ω))
+‖ f ‖L∞(0,T ;L2(Ω))‖P(w)χ‖L1(0,T ;L2(Ω))
+‖ζ′‖C([0,T ])‖u0‖L2(Ω)‖P(w)χ‖L1(0,T ;L2(Ω))
(31)
Finally, observing that ∥∥∥P(w)∥∥∥H1(Ω) ≤ ‖P‖L(L20(Ω),H10(Ω))‖w‖L2(Ω)
≤ ‖P‖L(L2
0
(Ω),H1
0
(Ω))‖w̃‖L2(Ω)
we may conclude that p ∈ L∞(0,T ; L20(Ω)).
In order to prove that
∂2v
∂t2
belongs to L2
(
0,T ;
(
H1
0div(Ω)
)′)
, we apply the same kind of argu-
ments as in [5]. Indeed, the unique regular solution of Tresca’s problem is obtained as the limit
of the solutions of the approximate problems (Pδε) introduced in [2, 4] when the parameters δ
and ε tend to zero. More precisely, let (wi)i≥1 be a Hilbertian basis of V0 which is orthonormal
for the inner product of L2(Ω), and orthogonal for the inner product of H1(Ω) (the existence
of such a basis is a direct consequence of Theorem 6.2-1 page 137 in [23]). The approximate
problems (Pδε) are solved by using Galerkin method and for all ε > 0, δ > 0 and m ≥ 1, we have
vδεm : [0,T ]→ Span(w1, . . . ,wm) such that(
∂vδεm
∂t
,wk
)
+ b(vδεm, v
δ
εm,wk) +
1
2
∫
Ω
div(vδεm)v
δ
εm · wk dx +
1
δ
(
div(vδεm), div(wk)
)
+a(θ; vδεm,wk) +
∫
Γ0

vδεm · wk√
ε2 + |vδεm|2
dx′ = ( f ,wk) − ζa(θ; u0,wk)
−ζ′ (u0,wk) − ζb(u0, vδεm + u0ζ,wk) − ζb(vδεm, u0,wk) a.e. in (0,T ),
(32)
for all k ∈ {1, · · · ,m}, with
vδεm(0, ·) = 0. (33)
Under the previous assumptions we have vδεm ∈ H2
(
0,T ; Span{w1, . . . ,wm}
)
and (32) holds
for all t ∈ [0,T ]. So we may differentiate (32) with respect to the time variable and we get
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(
∂2vδεm
∂t2
,w
)
+ b
(
∂vδεm
∂t
, vδεm,w
)
+ b
(
vδεm,
∂vδεm
∂t
,w
)
+
1
2
∫
Ω
div(̃vδεm)
ṽδεm
∂t
· w dx + 1
2
∫
Ω
div
(
ṽδεm
∂t
)
ṽδεm · w dx +
1
δ
(
div
(
ṽδεm
∂t
)
, div(w)
)
+
∫
Ω
2μ′(θ)
∂θ
∂t
D(vδεm) : D(w) dx +
∫
Ω
2μ(θ)D
(
∂vδεm
∂t
)
: D(w) dx
+
∫
Γ0
∂
∂t
vδεm · w√
ε2 + |vδεm|2
dx′
+
∫
Γ0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂vδεm
∂t · w√
ε2 + |vδεm|2
−
(
vδεm · ∂v
δ
εm
∂t
) (
vδεm · w
)
(
ε2 + |vδεm|2
)3/2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ dx′
=
(
∂ f
∂t
,w
)
− ζ′′ (u0,w) − ζ
∫
Ω
2μ′(θ)
∂θ
∂t
D(u0) : D(w) dx
−ζ′
∫
Ω
2μ(θ)D(u0) : D(w) dx − ζ′b(u0, vδεm,w) − ζb
(
u0,
∂vδεm
∂t
,w
)
−2ζζ′b(u0, u0,w) − ζ′b(vδεm, u0,w) − ζb
(
∂vδεm
∂t
, u0,w
)
a.e. in (0, T ),
(34)
for all w ∈ Span{w1, . . . ,wm}. Next we choose w = ∂v
δ
εm
∂t
and we observe that
∫
Γ0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(
∂vδεm
∂t
)2
√
ε2 + |vδεm|2
−
(
vδεm · ∂v
δ
εm
∂t
)2
(
ε2 + |vδεm|2
)3/2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ dx′ ≥
∫
Γ0
ε2
(
∂vδεm
∂t
)2
(
ε2 + |vδεm|2
)3/2 dx′ ≥ 0
and
b
(
vδεm,
∂vδεm
∂t
,
∂vδεm
∂t
)
+
1
2
∫
Ω
div(̃vδεm)
∂̃vδεm
∂t
· ∂v
δ
εm
∂t
dx = 0, b
(
u0,
∂vδεm
∂t
,
∂vδεm
∂t
)
= 0.
Moreover with Lemma 4.1 in [4] we have
∥∥∥vδεm(s)∥∥∥2L2(Ω) + 2δ
∫ s
0
∥∥∥div(vδεm)∥∥∥2L2(Ω) dt + α
∫ s
0
∥∥∥vδεm∥∥∥2H1(Ω) ds
≤ C′1 exp(C′′1 s) ∀s ∈ [0,T ]
Then, by using Young’s inequalities and Cauchy-Schwarz’s inequality we obtain∥∥∥∥∥∥∂v
δ
εm
∂t
(s)
∥∥∥∥∥∥
2
L2(Ω)
+
2
δ
∫ s
0
∥∥∥∥∥∥div
(
∂vδεm
∂t
)∥∥∥∥∥∥
2
L2(Ω)
dt
+
⎛⎜⎜⎜⎜⎜⎝α − 3K2
√
D
α
⎞⎟⎟⎟⎟⎟⎠
∫ s
0
∥∥∥∥∥∥∂v
δ
εm
∂t
∥∥∥∥∥∥
2
H1(Ω)
dt ≤ A4 exp(2A3s) ∀s ∈ [0,T ]
(35)
(for the details the reader is referred to Proposition 4.1 and Proposition 4.2 in [2]).
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Now let ϕ ∈ H10div(Ω). For all m ≥ 1 we define ϕm as the orthogonal projection of ϕ with
respect to the inner product of H1(Ω) on Span{w1, · · · ,wm}. Then for all m ≥ 1 and χ ∈ D(0,T ),
and recalling (11), we get
−
∫ T
0
(
∂vδεm
∂t
, ϕm
)
χ′dt −
∫ T
0
(
b
(
∂vδεm
∂t
, ϕm, vδεm
)
+ b
(
vδεm, ϕm,
∂vδεm
∂t
))
χ dt
+
1
2
∫ T
0
∫
Ω
div
(
vδεm
)
vδεm · ϕmχ′ dxdt
+
1
δ
∫ T
0
(
div
(
ṽδεm
∂t
)
, div(ϕm)
)
χ dt
+
∫ T
0
(∫
Ω
2μ′(θ)
∂θ
∂t
D(vδεm) : D(ϕm) dx + a
(
θ;
∂vδεm
∂t
, ϕm
))
χ dt
+
∫ T
0
∫
Γ0
∂
∂t
vδεm · ϕm√
ε2 + |vδεm|2
χ dx′dt
+
∫ T
0
∫
Γ0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂vδεm
∂t · ϕm√
ε2 + |vδεm|2
−
(
vδεm · ∂v
δ
εm
∂t
) (
vδεm · ϕm
)
(
ε2 + |vδεm|2
)3/2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠χ dx′dt
=
∫ T
0
((
∂ f
∂t
, ϕm
)
− ζ′′ (u0, ϕm)
)
χdt −
∫ T
0
∫
Ω
2ζμ′(θ)
∂θ
∂t
D(u0) : D(ϕm)χ dxdt
−
∫ T
0
∫
Ω
2ζ′μ(θ)D(u0) : D(ϕm)χ dxdt −
∫ T
0
ζ′b(u0, vδεm, ϕm)χ dt
−
∫ T
0
ζb
(
u0,
∂vδεm
∂t
, ϕm
)
χ dt −
∫ T
0
2ζζ′b(u0, u0, ϕm)χ dt
−
∫ T
0
ζ′b(vδεm, u0, ϕm)χ dt −
∫ T
0
ζb
(
∂vδεm
∂t
, u0, ϕm
)
χ dt.
(36)
Using the continuity of the trace operator from H1(Ω) into L4(∂Ω) (see Theorem 1.23 page 17 in
[26]) we obtain that∣∣∣∣∣∣∣
∫ T
0
∂
∂t
vδεm · ϕm√
ε2 + |vδεm|2
χ dx′dt
∣∣∣∣∣∣∣ ≤
∥∥∥∥∥∂∂t
∥∥∥∥∥
L2(0,T ;L2(Γ0))
‖ϕm‖L2(Γ0)‖χ‖L2(0,T ;R) →m→+∞ 0
and ∣∣∣∣∣∣∣∣∣∣
∫ T
0
∫
Γ0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂vδεm
∂t · ϕm√
ε2 + |vδεm|2
−
(
vδεm · ∂v
δ
εm
∂t
) (
vδεm · ϕm
)
(
ε2 + |vδεm|2
)3/2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠χ dx′dt
∣∣∣∣∣∣∣∣∣∣
≤ 2
ε
‖‖L2(0,T ;L2(Γ0))
∥∥∥∥∥∥∂v
δ
εm
∂t
∥∥∥∥∥∥
L2(0,T ;L4(Γ0))
‖ϕm‖L4(Γ0)‖χ‖L∞(0,T ;R) →m→+∞ 0.
Then, by using the same compactness arguments as in [4] we may pass to the limit as m tends to
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+∞, then as δ tends to zero. We obtain
−
∫ T
0
(
∂vε
∂t
, ϕ
)
χ′ dt +
∫ T
0
(
b
(
∂vε
∂t
, vε, ϕ
)
+ b
(
vε,
∂vε
∂t
, ϕ
))
χ dt
+
∫ T
0
(∫
Ω
2μ′(θ)
∂θ
∂t
D(vε) : D(ϕ) dx + a
(
θ;
∂vε
∂t
, ϕ
))
χ dt
=
∫ T
0
((
∂ f
∂t
, ϕ
)
− ζ′′ (u0, ϕ)
)
χ dt −
∫ T
0
∫
Ω
2ζμ′(θ)
∂θ
∂t
D(u0) : D(ϕ)χ dxdt
−
∫ T
0
∫
Ω
2ζ′μ(θ)D(u0) : D(ϕ)χ dxdt −
∫ T
0
ζ′b(u0, vε, ϕ)χ dt
−
∫ T
0
ζb
(
u0,
∂vε
∂t
, ϕ
)
χ dt −
∫ T
0
2ζζ′b(u0, u0, ϕ)χ dt
−
∫ T
0
ζ′b(vε, u0, ϕ)χ dt −
∫ T
0
ζb
(
∂vε
∂t
, u0, ϕ
)
χ dt ∀(ϕ, χ) ∈ H10div(Ω) ×D(0,T ).
It follows that〈
∂
∂t
(
∂vε
∂t
, ϕ
)
, χ
〉
+
∫ T
0
(
b
(
∂vε
∂t
, vε, ϕ
)
+ b
(
vε,
∂vε
∂t
, ϕ
))
χ dt
+
∫ T
0
(∫
Ω
2μ′(θ)
∂θ
∂t
D(vε) : D(ϕ) dx + a
(
θ;
∂vε
∂t
, ϕ
))
χ dt
=
∫ T
0
((
∂ f
∂t
, ϕ
)
− ζ′′ (u0, ϕ)
)
χ dt −
∫ T
0
∫
Ω
2ζμ′(θ)
∂θ
∂t
D(u0) : D(ϕ)χ dxdt
−
∫ T
0
∫
Ω
2ζ′μ(θ)D(u0) : D(ϕ)χ dxdt −
∫ T
0
ζ′b(u0, vε, ϕ)χ dt
−
∫ T
0
ζb
(
u0,
∂vε
∂t
, ϕ
)
χ dt −
∫ T
0
2ζζ′b(u0, u0, ϕ)χ dt
−
∫ T
0
ζ′b(vε, u0, ϕ)χ dt −
∫ T
0
ζb
(
∂vε
∂t
, u0, ϕ
)
χ dt ∀(ϕ, χ) ∈ H10div(Ω) ×D(0,T ).
Using the previous estimates we obtain that
∂2vε
∂t2
∈ L2(0,T, (H10div(Ω))′) and remains uniformly
bounded with respect to ε in L2(0,T, (H1
0div(Ω))
′) which allows us to conclude. 
Let us define
F(Ω) =
{
σ̃ ∈
(
L2(Ω)
)3×3
: div(σ̃) ∈ L4/3(Ω)
}
endowed with the norm
‖σ̃‖F(Ω) =
(
‖σ̃‖2
(L2(Ω))3×3 + ‖div(σ̃)‖2L4/3(Ω)
)1/2 ∀σ̃ ∈ F(Ω).
By using the existence, uniqueness and regularity results for Tresca’s problem, we have:
Proposition 3.4. Let us assume that  ∈ H1
(
0,T ; L2+(Γ0)
)
, (10), (14)-(17) hold and condition
(26) is satisfied. Let (v, p) be the unique regular solution of Tresca’s problem and let σ = −pI +
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2μ(θ)D(v + u0ζ). Then σ ∈ L∞
(
0,T ; F(Ω)
)
and there exists a positive constant Cdata, depending
only on the data μ, ζ, f , u0 and θ, such that
‖σ‖L∞(0,T ;F(Ω)) ≤ Cdata
(
1 +
∥∥∥∥∥∂∂t
∥∥∥∥∥
L2(0,T ;L2(Γ0))
)
. (37)
Proof. Starting from the previous results, we get immediately σ ∈ L∞
(
0,T ;
(
L2(Ω)
)3×3)
and
‖σ‖L∞(0,T ;(L2(Ω))3×3) ≤ ‖p‖L∞(0,T ;L2(Ω)) + μ∗
∥∥∥D(v + u0ζ)∥∥∥L∞(0,T ;(L2(Ω))3×3)
≤ ‖P‖L(L2
0
(Ω),H1
0
(Ω))
(∥∥∥∥∥∂v∂t
∥∥∥∥∥
L∞(0,T ;L2(Ω))
+ K2
(
α
3K2
+ ‖u0‖H1(Ω)‖ζ‖C([0,T ]))
)2)
+μ∗
(
‖P‖L(L2
0
(Ω),H1
0
(Ω)) + 1
) ( α
3K2
+ ‖u0‖H1(Ω)‖ζ‖C([0,T ])
)
+‖P‖L(L2
0
(Ω),H1
0
(Ω))
(
‖ f ‖L∞(0,T ;L2(Ω)) + ‖u0‖L2(Ω)‖ζ′‖C([0,T ])
)
.
(38)
In order to estimate div(σ) we choose ϕ ∈
(
D(Ω)
)3
in (22). We get〈
∂
∂t
(v, ϕ) ,±χ
〉
+
〈
b(v + u0ζ, v + u0ζ, ϕ),±χ
〉
−
〈(
p, div(ϕ)
)
, χ
〉
+
〈
a(θ; v + u0ζ, ϕ),±χ
〉
≥
〈
( f , ϕ),±χ
〉
− 〈ζ′ (u0, ϕ) ,±χ〉
for all χ ∈ D(0,T ). It follows that〈
∂
∂t
(v, ϕ) , χ
〉
+
〈
b(v + u0ζ, v + u0ζ, ϕ), χ
〉
+
∫ T
0
∫
Ω
3∑
i, j=1
σi j
∂ϕi
∂x j
χ dxdt
=
〈
( f , ϕ), χ
〉
− 〈ζ′ (u0, ϕ) , χ〉
(39)
and thus∣∣∣∣∣∣
∫ T
0
∫
Ω
σi j
∂ϕi
∂x j
χ dxdt
∣∣∣∣∣∣
≤
(∥∥∥∥∥∂v∂t
∥∥∥∥∥
L∞(0,T ;L2(Ω))
+ ‖ f ‖L∞(0,T ;L2(Ω)) + ‖u0‖L2(Ω)
∥∥∥ζ′∥∥∥C([0,T ])
)
‖ϕχ‖L1(0,T ;L2(Ω))
+K‖v + u0ζ‖2L∞(0,T ;H1(Ω))‖ϕχ‖L1(0,T ;L4(Ω))
≤
(
|Ω| 14
(∥∥∥∥∥∂v∂t
∥∥∥∥∥
L∞(0,T ;L2(Ω))
+ ‖ f ‖L∞(0,T ;L2(Ω)) + ‖u0‖L2(Ω)
∥∥∥ζ′∥∥∥C([0,T ])
)
+K
(
α
3K2
+ ‖u0‖H1(Ω)‖ζ‖C([0,T ])
)2)
‖ϕχ‖L1(0,T ;L4(Ω)).
Hence div(σ) ∈
(
L1
(
0,T ; L4(Ω)
))′
= L∞
(
0,T ; L 43 (Ω)
)
and
∥∥∥div(σ)∥∥∥
L∞(0,T ;L
4
3 (Ω)
≤ |Ω| 14
(∥∥∥∥∥∂v∂t
∥∥∥∥∥
L∞(0,T ;L2(Ω))
+ ‖ f ‖L∞(0,T ;L2(Ω)) + ‖u0‖L2(Ω)
∥∥∥ζ′∥∥∥C([0,T ])
)
+K
(
α
3K2
+ ‖u0‖H1(Ω)‖ζ‖C([0,T ])
)2
.
Then with (28) we may conclude with
Cdata = 2 max
(
C̃data,Cdata
)
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where
C̃data =
(
‖P‖L(L2
0
(Ω),H1
0
(Ω)) + |Ω|
1
4
) √7γ(Ω)√
α
exp(A3T ),
Cdata =
(
‖P‖L(L2
0
(Ω),H1
0
(Ω)) + |Ω|
1
4
) (√
A′4 exp(A3T )
+(K + K2)
(
α
3K2
+ ‖u0‖H1(Ω)‖ζ‖C([0,T ])
)2
+ ‖ f ‖L∞(0,T ;L2(Ω)) + ‖u0‖L2(Ω)‖ζ′‖C([0,T ])
)
+μ∗
(
‖P‖L(L2
0
(Ω),H1
0
(Ω)) + 1
) ( α
3K2
+ ‖u0‖H1(Ω)‖ζ‖C([0,T ])
)

Remark 3.2. With (39) we get∫ T
0
〈
div(σ), ϕ
〉
(D′(Ω))3,(D(Ω))3χ dt =
∫ T
0
〈
div(σ), ϕ
〉
L4/3(Ω),L4(Ω)
χ dt
=
〈(
∂v
∂t
, ϕ
)
, χ
〉
+
〈
b(v + u0ζ, v + u0ζ, ϕ), χ
〉
−
〈
( f , ϕ), χ
〉
+
〈
ζ′ (u0, ϕ) , χ
〉 ∀ϕ ∈ (D(Ω))3, ∀χ ∈ D(0,T )
and by density of
(
D(Ω)
)3
into L4(Ω), the same equality holds for all ϕ ∈ L4(Ω) and for all
χ ∈ D(0,T ). Hence, for all ϕ ∈ L4(Ω), we have〈
div(σ), ϕ
〉
L4/3(Ω),L4(Ω)
=
(
∂v
∂t
, ϕ
)
+ b(v + u0ζ, v + u0ζ, ϕ) − ( f , ϕ) + ζ′ (u0, ϕ) in L∞(0,T ).
4. Existence for Coulomb’s problem (P)
In order to prove the existence of a solution to problem (P) we will apply now a successive
approximation technique with respect to the friction threshold.
First we observe that, for any σ ∈ L∞
(
0,T ; F(Ω)
)
we may define F (·, ·, σn). Indeed,
Proposition 4.1. The set
(
D(Ω)
)3×3
is dense in F(Ω) and there exists a linear continuous oper-
ator γn ∈ L(F(Ω),H−1/2(∂Ω)) such that
γn(σ̃) = σ̃ · n on ∂Ω for any σ̃ ∈ (D(Ω))3×3.
Moreover the following Stokes formula remains true for all σ̃ ∈ F(Ω) and w ∈ H1(Ω)
(σ̃, grad w)(L2(Ω))3×3 + 〈div(σ̃) , w〉L4/3(Ω),L4(Ω) = 〈γn(σ̃),w〉H−1/2(∂Ω),H1/2(∂Ω) (40)
where (·, ·)(L2(Ω))3×3 denotes the inner product in (L2(Ω))3×3.
Proof. We apply the same arguments as in the proof of Theorem 1.1 in [30] and Theorem 1.2.5
in [16]. 
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For the sake of notational simplicity we will denote simply σ̃n instead of γn(σ̃) for any
σ̃ ∈ F(Ω). Then, following [10, 11, 8] we introduce a regularization operator R by using a
convolution technique which fits the mechanical meaning of the normal component of the stress
tensor that is defined as the ratio of a force by a surface. More precisely, for any σ̃ ∈ F(Ω) we
define R(σ̃n) ∈ C(Γ0) by
R(σ̃n)(x′) =
〈
σ̃n, ϕ̃x′
〉
H−1/2(∂Ω),H1/2(∂Ω)
∀x′ ∈ Γ0, (41)
where ϕ̃ is a function belonging to D(Γ0 × R3;R3) and ϕ̃x′ : Ω → R3 is defined by ϕ̃x′(x) =
ϕ̃(x′, x′ − x) for all x ∈ Ω and for all x′ ∈ Γ0. It follows that R ∈ Lc
(
F(Ω);C(Γ0)
)
and we have:
Proposition 4.2. Let σ ∈ L∞
(
0,T ; F(Ω)
)
. Let us recall (see (9) and (13)) that
F (t, x′, σn) = k(t)
∫ t
0
S (t − s)∣∣∣R(σn(s, ·))(x′)∣∣∣ ds ∀x′ ∈ Γ0, ∀t ∈ [0,T ]
where S ∈ C1(R+;R+) and k ∈ W1,∞(0,T ;R+). Then F (·, ·, σn) ∈ W1,∞
(
0,T ; L2(Γ0)
)
and there
exists a positive constant C′data, depending only on ‖R‖Lc(F(Ω);C(Γ0)) and on the data S and k, such
that ∥∥∥F (·, ·, σn)∥∥∥W1,∞(0,T ;L2(Γ0)) ≤ C′data‖σ‖L∞(0,T ;F(Ω)).
Proof. Since R(σn) ∈ L∞
(
0,T ;C(Γ0)
)
, it is straighforward that F (·, ·, σn) ∈ W1,∞
(
0,T ; L2(Γ0)
)
and
‖F (·, ·, σn)‖L∞(0,T ;L2(Γ0))
≤ T‖k‖L∞(0,T )‖S ‖C([0,T ])‖R‖Lc(F(Ω);C(Γ0))|Γ0|1/2‖σ‖L∞(0,T ;F(Ω)). (42)
Moreover
∂(F (·, ·, σn))
∂t
(t, ·) = k′(t)
∫ t
0
S (t − s)∣∣∣R(σn(s, ·))(·)∣∣∣ ds + k(t)S (0)∣∣∣R(σn(t, ·))(·)∣∣∣
+k(t)
∫ t
0
S ′(t − s)∣∣∣R(σn(s, ·))(·)∣∣∣ ds ∀ a.e. t ∈ [0,T ].
Then ∥∥∥∥∥∂(F (·, ·, σn))∂t (t, ·)
∥∥∥∥∥
L2(Γ0)
≤ ∣∣∣k′(t)∣∣∣ ∫ t
0
∣∣∣S (t − s)∣∣∣∥∥∥R(σn(s, ·))∥∥∥L2(Γ0) ds
+
∣∣∣k(t)∣∣∣∣∣∣S (0)∣∣∣∥∥∥R(σn(t, ·))∥∥∥L2(Γ0) + ∣∣∣k(t)∣∣∣
∫ t
0
∣∣∣S ′(t − s)∣∣∣∥∥∥R(σn(s, ·))∥∥∥L2(Γ0) ds
≤
(
T‖k′‖L∞(0,T )‖S ‖C([0,T ]) + T‖k‖L∞(0,T )‖S ′‖C([0,T ]) + ‖k‖L∞(0,T )‖S ‖C([0,T ])
)
×‖R‖Lc(F(Ω);C(Γ0))|Γ0|1/2‖σ‖L∞(0,T ;F(Ω)) ∀ a.e. t ∈ [0,T ]
(43)
and we may conclude with
C′data = max(T, 1)
(
‖k′‖L∞(0,T )‖S ‖C([0,T ]) + ‖k‖L∞(0,T )‖S ′‖C([0,T ]) + ‖k‖L∞(0,T )‖S ‖C([0,T ])
)
×‖R‖Lc(F(Ω);C(Γ0))|Γ0|1/2

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Now let τ∗ ∈ [0,T ), τ ∈ (τ∗,T ] and ∗ ∈ H1
(
0, τ∗; L2+(Γ0)
)
. Possibly modifying ∗ on a
negligible subset of [0, τ∗] we may assume without loss of generality that ∗ ∈ C
(
[0, τ∗]; L2+(Γ0)
)
.
For any L ∈ L2
(
τ∗, τ; L2+(Γ0)
)
we define  ∈ H1
(
0,T ; L2+(Γ0)
)
by
(t, ·) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∗(t, ·) on Γ0 × [0, τ∗],
∗(τ∗, ·) +
∫ t
τ∗
L(s, ·) ds on Γ0 × [τ∗, τ],
∗(τ∗, ·) +
∫ τ
τ∗
L(s, ·) ds on Γ0 × [τ,T ].
(44)
The corresponding Tresca’s problem admits a unique regular solution on [0,T ], denoted as
(v, p), if condition (26) holds. Let us define
D′0 = D0 +
(
A20 + 2
∥∥∥∥∥∂ f∂t
∥∥∥∥∥2
L2(0,T ;L2(Ω))
+ 2A1T + 2A2C21
)
exp(2A3T )
where D0 and Ai for i ∈ {0, . . . , 3} are defined as in Section 3. Then D′0 is a positive constant
depending only on the data μ, ζ, f , θ and u0, and condition (26) is obviously satisfied if
D′0 +
7γ(Ω)2
α
(∥∥∥∥∥∂∗∂t
∥∥∥∥∥2
L2(0,τ∗;L2(Γ0))
+
∥∥∥∥∥∂∂t
∥∥∥∥∥2
L2(τ∗,τ;L2(Γ0))
)
exp(2A3T ) <
α3
9K4
.
We will assume that
D′0 +
7γ(Ω)2
α
∥∥∥∥∥∂∗∂t
∥∥∥∥∥2
L2(0,τ∗;L2(Γ0))
exp(2A3T ) <
α3
9K4
. (45)
Then, for any L ∈ L2
(
τ∗, τ; L2+(Γ0)
)
such that
7γ(Ω)2
α
‖L‖2L2(τ∗,τ;L2(Γ0)) exp(2A3T )
≤ α
3
9K4
−
(
D′0 +
7γ(Ω)2
α
∥∥∥∥∥∂∗∂t
∥∥∥∥∥2
L2(0,τ∗;L2(Γ0))
exp(2A3T )
) (46)
we may define ̃ ∈ W1,∞
(
0,T ; L2+(Γ0)
)
by
̃(t, x′) = F (t, x′, σn) = k(t)
∫ t
0
S (t − s)∣∣∣R(σn(s, ·))(x′)∣∣∣ ds ∀x′ ∈ Γ0, ∀t ∈ [0,T ], (47)
with σ = −pI + 2μ(θ)D(v + u0ζ) and we let Σ(L) be the restriction of ∂̃
∂t
to the time interval
[τ∗, τ].
By using Proposition 3.4 and Proposition 4.2 we get
‖̃‖W1,∞(0,T ;L2(Γ0)) ≤ C′dataCdata
(
1 +
∥∥∥∥∥∂∂t
∥∥∥∥∥
L2(0,T ;L2(Γ0))
)
≤ C′dataCdata
⎛⎜⎜⎜⎜⎜⎝1 +
(∥∥∥∥∥∂∗∂t
∥∥∥∥∥2
L2(0,τ∗;L2(Γ0))
+ ‖L‖2L2(τ∗,τ;L2(Γ0))
)1/2⎞⎟⎟⎟⎟⎟⎠
≤ C′dataCdata
⎛⎜⎜⎜⎜⎜⎝1 +
√
α exp(−A3T )√
7γ(Ω)
(
α3
9K4
−D′0
)1/2⎞⎟⎟⎟⎟⎟⎠ .
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Hence
‖Σ(L)‖L2(τ∗,τ;L2(Γ0)) ≤ C′dataCdata
√
τ − τ∗
⎛⎜⎜⎜⎜⎜⎝1 +
√
α exp(−A3T )√
7γ(Ω)
(
α3
9K4
−D′0
)1/2⎞⎟⎟⎟⎟⎟⎠
and there exists ρ > 0 such that, for any τ ∈ (τ∗, τ∗ + ρ), Σ(L) satisfies (46) i.e.
7γ(Ω)2
α
‖Σ(L)‖2L2(τ∗,τ;L2(Γ0)) exp(2A3T )
≤ α
3
9K4
−
(
D′0 +
7γ(Ω)2
α
∥∥∥∥∥∂∗∂t
∥∥∥∥∥2
L2(0,τ∗;L2(Γ0))
exp(2A3T )
)
.
Thus, for any τ ∈ (τ∗, τ∗ + ρ), Σ maps B =
{
L ∈ L2
(
τ∗, τ; L2+(Γ0)
)
satisfying (46)
}
into itself.
So, starting from any L0 ∈ B, we may construct by induction a bounded sequence (Lm)m≥0 of
B such that Lm+1 = Σ(Lm) for all m ≥ 0. For all m ≥ 0, we let
m(t, ·) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∗(t, ·) on Γ0 × [0, τ∗],
∗(τ∗, ·) +
∫ t
τ∗
Lm(s, ·)ds on Γ0 × [τ∗, τ],
∗(τ∗, ·) +
∫ τ
τ∗
Lm(s, ·) ds on Γ0 × [τ,T ],
(48)
we denote as (vm , pm ) the unique regular solution for the corresponding Tresca’s problem and
̃m(t, x′) = F (t, x′, σmn )
= k(t)
∫ t
0
S (t − s)∣∣∣R(σmn (·, s))(x′)∣∣∣ ds ∀x′ ∈ Γ0, ∀t ∈ [0,T ], (49)
with σm = −pm I + 2μ(θ)D(vm + u0ζ).
Since ̃m ∈ W1,∞
(
0,T ; L2+(Γ0)
)
, we may assume without loss of generality (possibly modi-
fying ̃m on a negligible subset of [0, T ]) that ̃m ∈ C
(
[0,T ]; L2+(Γ0)
)
and with (44) and (48) we
get
m+1(t, ·) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∗(t, ·) on Γ0 × [0, τ∗],
∗(τ∗, ·) +
∫ t
τ∗
Lm+1(s, ·) ds = ∗(τ∗, ·) +
∫ t
τ∗
∂̃m
∂s
(s, ·) ds on Γ0 × [τ∗, τ],
∗(τ∗, ·) +
∫ τ
τ∗
Lm+1(s, ·) ds = ∗(τ∗, ·) +
∫ τ
τ∗
∂̃m
∂s
(s, ·) ds on Γ0 × [τ,T ],
i.e.
m+1(t, ·) = ∗(τ∗, ·) +
(
̃m(t, ·) − ̃m(τ∗, ·)
)
on Γ0 × [τ∗, τ]
for all m ≥ 0.
With the estimates obtained in Theorem 3.2, Proposition 3.3 and Proposition 3.4 we in-
fer that vm ,
∂2vm
∂t2
, pm and σm are uniformly bounded in W1,∞
(
0,T ; L2(Ω)
)
∩ H1(0,T ;V0div),
L2
(
0,T ;
(
H1
0div(Ω)
)′)
, L∞
(
0,T ; L2
0(Ω)
)
, L∞
(
0,T ; F(Ω)
)
respectively and since ΣmapsB into itself
we have also Lm uniformly bounded in L2
(
τ∗, τ; L2(Γ0)
)
.
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Hence, possibly modifying vm and
∂vm
∂t
on a negligible subset of [0,T ], we have vm ∈
C0
(
[0,T ];V0div
)
and
∂vm
∂t
∈ C0
(
[0,T ];
(
H10div(Ω)
)′)
. Moreover, possibly extracting a subse-
quence, we have
vm ,
∂vm
∂t
⇀ v,
∂v
∂t
weakly star in L∞
(
0,T ; L2(Ω)
)
and weakly in L2(0,T ;V0div),
∂2vm
∂t2
⇀
∂2v
∂t2
weakly in L2
(
0,T ;
(
H1
0div(Ω)
)′)
,
pm ⇀ p weakly star in L∞
(
0,T ; L20(Ω)
)
,
Lm ⇀ L weakly in L2
(
τ∗, τ; L2+(Γ0)
)
,
and, for all t ∈ [0,T ]
m(t, ·)→ (t, ·) = ∗(t, ·) strongly in L2(Γ0), if t ∈ [0, τ∗],
m(t, ·)→ (t, ·) = ∗(τ∗, ·) +
∫ t
τ∗
L(s, ·) ds weakly in L2(Γ0), if t ∈ [τ∗, τ],
m(t, ·)→ (t, ·) = ∗(τ∗, ·) +
∫ τ
τ∗
L(s, ·) ds weakly in L2(Γ0), if t ∈ [τ,T ].
By using Aubin’s and Simon’s lemmas, and possibly extracting another subsequence, we
have also
∂vm
∂t
→ ∂v
∂t
strongly in L2
(
0,T ; L2(Ω)
)
, (50)
and
vm → v strongly in C0
(
[0,T ]; L4(Ω)
)
. (51)
Moreover, by using again Aubin’s lemma (see Theorem 2.1 page 271 in [30] with X0 = V0,
X1 = L2(Ω) and X = Hs(Ω) with
1
2
< s < 1) we have also
vm → v strongly in L2
(
0,T ; Hs(Ω)
)
,
and with the trace theorem we infer
vm → v strongly in L2
(
0,T ; L2(Γ0)
)
.
Possibly modifying v and
∂v
∂t
on a negligible subset of [0, T ], we have v ∈ C
(
[0,T ];V0div
)
and
∂v
∂t
∈ C
(
[0,T ];
(
H10div(Ω)
)′)
. Similarly recalling that f ∈ H1
(
0,T ; L2(Ω)
)
, possibly modifying f
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on a negligible subset of [0,T ], we have f ∈ C
(
[0,T ]; L2(Ω)
)
. By passing to the limit as m
tends to +∞ in the corresponding Tresca’s problem we obtain that (v, p) is the unique regular
solution on [0,T ] of Tresca’s problem corresponding to a friction threshold given by . Since
 ∈ H1
(
0,T ; L2+(Γ0)
)
we infer that σ = σ = −pId+2μ(θ)D(v+u0ζ) satisfies σ ∈ L∞
(
0,T ; F(Ω)
)
.
With the previous convergence properties it is obvious that
σm ⇀ σ = σ weakly in L2
(
0,T ;
(
L2(Ω)
)3×3)
.
But, this weak convergence does not allow us to pass to the limit in the nonlinear relation (49).
Nevertheless, by using compactness arguments based on Helly’s theorem we may obtain:
Proposition 4.3. Let us assume that (10), (13)-(17) and (45) hold. Then
̃m(t, x′)→ ̃(t, x′) = k(t)
∫ t
0
S (t − s)∣∣∣R(σn(s, ·))(x′)∣∣∣ ds ∀x′ ∈ Γ0, ∀t ∈ [0,T ].
and
̃m → ̃ strongly in L2
(
(0,T ) × Γ0
)
.
Proof. Since
(
∂vm
∂t
)
m≥0
converges strongly in L2
(
0,T ; L2(Ω)
)
to
∂v
∂t
, we infer that
∥∥∥∥∥∥∂v
m
∂t
− ∂v
∂t
∥∥∥∥∥∥
L2(Ω)
→ 0 strongly in L2(0,T ),
and, possibly extracting a subsequence still denoted (vm , pm )m≥0, there exists a negligible subset
A of (0, T ) such that
∂vm
∂t
(t, ·)→ ∂v
∂t
(t, ·) strongly in L2(Ω), for all t ∈ (0,T ) \ A. (52)
On the other hand, the sequence (vm )m≥0 is bounded in H1(0,T ;V0div) ⊂ H1
(
0,T ; H1(Ω)
)
, so
it is bounded in C0
(
[0,T ]; H1(Ω)
)
and, for all t ∈ [0,T ], there exists another subsequence of
(vm )m≥0 such that
(
vm (t, ·)
)
m≥0 converges weakly in H
1(Ω) but this subsequence depends on t. In
order to avoid this difficulty we observe that (vm )m≥0 is bounded both in C0
(
[0,T ]; H1(Ω)
)
and
in BV
(
0,T ; H1(Ω)
)
. So we may apply compactness results for functions of bounded variations,
namely Helly’s theorem (see Theorem 2.1 page 10 in [22] for instance): from any sequence of
functions from [0,T ] with values in a Hilbert space X which is uniformly bounded in norm and
in variation, we can extract a subsequence which converges pointwise weakly in X to some func-
tion of BV(0,T ; X). Thus we obtain that, possibly extracting another subsequence, still denoted
(vm , pm )m≥0, we have the following pointwise (this is the key point) convergence property:
vm (t, ·)⇀ Λ(t, ·) weakly in H1(Ω), for all t ∈ [0,T ] (53)
with Λ ∈ BV
(
0,T ; H1(Ω)
)
. Then, for all ϕ ∈ H1(Ω) and for all χ ∈ D(0,T ) we have(
vm (t, ·), ϕ
)
H1(Ω)
χ(t)→
(
Λ(t, ·), ϕ
)
H1(Ω)
χ(t) for all t ∈ [0,T ]
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where (·, ·)H1(Ω) denotes the inner product of H1(Ω) and∣∣∣(vm (t, ·), ϕ)
H1(Ω)
χ(t)
∣∣∣ ≤ ‖χ‖C([0,T ])‖ϕ‖H1(Ω)‖vm‖L∞(0,T ;H1(Ω)) for all t ∈ [0,T ].
We may apply Lebesgue’s dominated convergence theorem and we get∫ T
0
(
vm (t, ·), ϕ
)
H1(Ω)
χ(t) dt →
∫ T
0
(
Λ(t, ·), ϕ
)
H1(Ω)
χ(t) dt.
Owing that (vm )m≥0 converges weakly to v in L2(0,T ;V0div), we infer thatΛ = v in L2
(
0,T ; H1(Ω)
)
,
i.e. ∫ T
0
∥∥∥Λ(t, ·) − v(t, ·)∥∥∥2H1(Ω) dt = 0.
It follows that there exists another negligible subset A′ of (0,T ) such that
Λ(t, ·) = v(t, ·) in H1(Ω), for all t ∈ (0,T ) \ A′ (54)
and with (53) we obtain
vm (t, ·)⇀ Λ(t, ·) = v(t, ·) weakly in H1(Ω), for all t ∈ (0,T ) \ A′. (55)
Recalling that,
∂vm
∂t
belongs to C
(
[0,T ],
(
H1
0div(Ω)
)′) ∩ L∞(0,T,L2(Ω)) for all m ≥ 0, we infer
that
∂vm
∂t
is weakly continuous with values in L2(Ω) on [0,T ] and∥∥∥∥∥∥∂v
m
∂t
(t, ·)
∥∥∥∥∥∥
L2(Ω)
≤
∥∥∥∥∥∥∂v
m
∂t
∥∥∥∥∥∥
L∞(0,T ;L2(Ω))
for all t ∈ [0,T ]
(see Lemma 1.4 page 263 in [30]). Now, let m ≥ 0. For all t ∈ [0,T ] we define fm(t, ·) ∈ H−1(Ω)
by
〈
fm(t, ·), ϕ
〉
H−1(Ω),H1
0
(Ω)
= −
(
∂vm
∂t
(t, ·) + u0ζ′(t), ϕ
)
− a
(
θ; vm (t, ·) + u0ζ(t), ϕ
)
−b
(
vm (t, ·) + u0ζ(t), vm (t, ·) + u0ζ(t), ϕ
)
+
(
f (t, ·), ϕ
)
∀ϕ ∈ H10(Ω).
Then, consider now ϕ ∈ H1
0div(Ω). With (22), we obtain that∫ T
0
〈
fm(t, ·), ϕ
〉
H−1(Ω),H1
0
(Ω)
χ(t) dt = 0 ∀χ ∈ D(0,T ).
So 〈
fm(t, ·), ϕ
〉
H−1(Ω),H1
0
(Ω)
= 0 a.e. in (0,T )
and, using the continuity of the mapping t →
〈
fm(t, ·), ϕ
〉
H−1(Ω),H1
0
(Ω)
on [0, T ], we infer that the
previous equality is valid for all t ∈ [0,T ]. It follows that there exists a mapping p̃m : [0,T ] →
L20(Ω) such that, for all t ∈ [0,T ]〈
fm(t, ·), ϕ
〉
H−1(Ω),H1
0
(Ω)
=
〈
∇p̃m (t, ·), ϕ
〉
D′(Ω),D(Ω) ∀ϕ ∈ D(Ω).
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But, for all t ∈ [0,T ], we have p̃m (t, ·) ∈ L20(Ω) and thus〈
∇p̃m (t, ·), ϕ
〉
D′(Ω),D(Ω) = −
〈
p̃m (t, ·), div(ϕ)
〉
D′(Ω),D(Ω)
= −
(
p̃m (t, ·), div(ϕ)
)
∀ϕ ∈ D(Ω).
It follows that, for all t ∈ [0,T ],
(
p̃m (t, ·), div(ϕ)
)
=
(
∂vm
∂t
(t, ·) + u0ζ′(t), ϕ
)
+ a
(
θ; vm (t, ·) + u0ζ(t), ϕ)
+b
(
vm (t, ·) + u0ζ(t), vm (t, ·) + u0ζ(t), ϕ
)
−
(
f (t, ·), ϕ
)
∀ϕ ∈ D(Ω)
and by density of D(Ω) into H10(Ω), the same equality is valid for all ϕ ∈ H10(Ω). With the same
arguments as in Proposition 3.3, we obtain also that p̃m ∈ L∞
(
0,T ; L20(Ω)
)
and pm = p̃m in
L∞
(
0,T ; L20(Ω)
)
. Thus possibly modifying pm on a negligible subset of (0,T ) we have
(
pm (t, ·), div(ϕ)
)
=
(
∂vm
∂t
(t, ·) + u0ζ′(t), ϕ
)
+ a
(
θ; vm (t, ·) + u0ζ(t), ϕ
)
+b
(
vm (t, ·) + u0ζ(t), vm (t, ·) + u0ζ(t), ϕ
)
−
(
f (t, ·), ϕ
)
∀ϕ ∈ H10(Ω), ∀t ∈ [0,T ].
(56)
Similarly, possibly modifying p on a negligible subset of (0,T ), we have
(
p(t, ·), div(ϕ)
)
=
(
∂v
∂t
(t, ·) + u0ζ′(t), ϕ
)
+ a
(
θ; v(t, ·) + u0ζ(t), ϕ
)
+b
(
v(t, ·) + u0ζ(t), v(t, ·) + u0ζ(t), ϕ
)
−
(
f (t, ·), ϕ
)
∀ϕ ∈ H10(Ω), ∀t ∈ [0,T ].
(57)
Now let w̃ ∈ L2(Ω) and w ∈ L20(Ω) be given by
w = w̃ − 1|Ω|
∫
Ω
w̃ dx.
For all m ≥ 0 and for all t ∈ [0,T ] we have(
pm (t, ·) − p(t, ·), w̃
)
=
(
pm (t, ·) − p(t, ·),w
)
=
(
∂vm
∂t
(t, ·) − ∂v
∂t
(t, ·), P(w)
)
+ a
(
θ; vm (t, ·) − v(t, ·), P(w)
)
+b
(
vm (t, ·) − v(t, ·), vm (t, ·) + u0ζ(t), P(w)
)
+ b
(
v(t, ·) + u0ζ(t), vm (t, ·) − v(t, ·), P(w)
)
where P is the linear continuous operator from L20(Ω) into H
1
0(Ω) such that div
(
P(w)
)
= w for all
w ∈ L20(Ω). With (51), (52) and (55) we get(
pm (t, ·) − p(t, ·), w̃
)
→ 0 for all w̃ ∈ L2(Ω), for all t ∈ (0,T ) \ (A ∪ A′). (58)
By using the definition of F we obtain
∣∣∣F (t, x′, σmn ) − F (t, x′, σn)∣∣∣ = k(t)
∣∣∣∣∣∣
∫ t
0
S (t − s)
(∣∣∣R(σmn (s, ·))(x′)∣∣∣ − ∣∣∣R(σn(s, ·))(x′)∣∣∣) ds
∣∣∣∣∣∣
≤ k(t)
∫ t
0
S (t − s)∣∣∣R(σmn (s, ·) − σn(s, ·))(x′)∣∣∣ ds ∀x′ ∈ Γ0, ∀t ∈ [0,T ].
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Thus, with the definition of R and Stokes formula (40), we have∣∣∣F (t, x′, σmn ) − F (t, x′, σn)∣∣∣
≤ k(t)
∫ t
0
S (t − s)
∣∣∣∣(σm (s, ·) − σ(s, ·), grad ϕ̃x′)
(L2(Ω))3×3
∣∣∣∣ ds
+k(t)
∫ t
0
S (t − s)
∣∣∣∣〈div(σm (s, ·) − σ(s, ·)), ϕ̃x′〉L4/3(Ω),L4(Ω)
∣∣∣∣ ds
and with Remark 3.2∣∣∣F (t, x′, σmn ) − F (t, x′, σn)∣∣∣
≤ ‖k‖L∞(0,T )‖S ‖C([0,T ])
∫ t
0
(∣∣∣(p(s, ·) − pm (s, ·), div(ϕ̃x′ ))∣∣∣ + ∣∣∣a(θ; vm (s, ·) − v(s, ·), ϕ̃x′ )∣∣∣) ds
+‖k‖L∞(0,T )‖S ‖C([0,T ])
∫ t
0
∣∣∣∣∣∣
(
∂vm
∂t
(s, ·) − ∂v
∂t
(s, ·), ϕ̃x′
)∣∣∣∣∣∣ ds
+‖k‖L∞(0,T )‖S ‖C([0,T ])
∫ t
0
∣∣∣b(vm (s, ·) − v(s, ·), vm (s, ·) + u0ζ(s), ϕ̃x′)∣∣∣ ds
+‖k‖L∞(0,T )‖S ‖C([0,T ])
∫ t
0
∣∣∣b(v(s, ·) + u0ζ(s), vm (s, ·) − v(s, ·), ϕ̃x′)∣∣∣ ds ∀x′ ∈ Γ0, ∀t ∈ [0,T ].
With the previous convergences results (51), (52), (55) and (58), we infer that, for all x′ ∈ Γ0:(
p(s, ·) − pm (s, ·), div(ϕ̃x′ )
)
→ 0 ∀s ∈ [0,T ] \ (A ∪ A′),
a(θ; vm (s, ·) − v(s, ·), ϕ̃x′ )→ 0 ∀s ∈ [0,T ] \ A′,
(
∂vm
∂t
(s, ·) − ∂v
∂t
(s, ·), ϕ̃x′
)
→ 0 ∀s ∈ [0,T ] \ A,
b
(
vm (s, ·) − v(s, ·), vm (s, ·) + u0ζ(s), ϕ̃x′
)
→ 0 ∀s ∈ [0,T ] \ A′,
and
b
(
v(s, ·) + u0ζ(s), vm (s, ·) − v(s, ·), ϕ̃x′
)
→ 0 ∀s ∈ [0,T ] \ A′.
Owing that vm ,
vm
∂t
and pm are uniformly bounded in L∞
(
0,T ; H1(Ω)
)
, L∞
(
0,T ; L2(Ω)
)
and
L∞
(
0,T ; L20(Ω)
)
respectively, we may apply Lebesgue’s dominated convergence theorem and we
conclude that
F (t, x′, σmn
)
→ F (t, x′, σn
)
∀x′ ∈ Γ0, ∀t ∈ [0,T ].
Moreover, recalling that R ∈ Lc
(
F(Ω);C(Γ0)
)
, we get
∣∣∣F (t, x′, σmn )∣∣∣
≤ T‖k‖L∞(0,T )‖S ‖C([0,T ])‖R‖Lc(F(Ω);C(Γ0))‖σm‖L∞(0,T ;F(Ω)) ∀x′ ∈ Γ0, ∀t ∈ [0,T ]
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and with Proposition 3.4∣∣∣F (t, x′, σmn )∣∣∣
≤ T‖k‖L∞(0,T )‖S ‖C([0,T ])‖R‖Lc(F(Ω);C(Γ0))Cdata
(
1 +
∥∥∥∥∥∂m∂t
∥∥∥∥∥
L2(0,T ;L2(Γ0))
)
≤ T‖k‖L∞(0,T )‖S ‖C([0,T ])‖R‖Lc(F(Ω);C(Γ0))Cdata
×
⎛⎜⎜⎜⎜⎜⎝1 +
(∥∥∥∥∥∂∗∂t
∥∥∥∥∥2
L2(0,τ∗;L2(Γ0))
+ ‖Lm‖2L2(τ∗,τ;L2(Γ0))
)1/2⎞⎟⎟⎟⎟⎟⎠
≤ T‖k‖L∞(0,T )‖S ‖C([0,T ])‖R‖Lc(F(Ω);C(Γ0))Cdata
×
⎛⎜⎜⎜⎜⎜⎝1 +
√
α exp(−A3T )√
7γ(Ω)
(
α3
9K4
−D′0
)1/2⎞⎟⎟⎟⎟⎟⎠ ∀x′ ∈ Γ0, ∀t ∈ [0,T ].
Hence, by using again Lebesgue’s dominated convergence theorem, we infer
̃m = F (·, ·, σmn )→ F (·, ·, σn) strongly in L2
(
(0,T ) × Γ0
)
.

Let us consider now τ∗ = 0 and ∗ ≡ 0. Then there exists ρ > 0, depending only on the data,
such that for any τ ∈ (0, ρ), all the previous results hold. In particular, m+1(t, ·) = ̃m(t, ·) for all
m ≥ 0 and for all t ∈ (0, τ), which yields at the limit  = ̃. Hence (v, p) is a solution of Tresca’s
problem (22)-(24) with a shear stress threshold  = F (·, ·, σn) i.e. (v, p) is a solution of problem
(19)-(21) on [0, τ] and we may conclude
Theorem 4.4. (Existence for Coulomb’s problem in the 3D case) Let us assume that (10) and
(13)-(17) hold. Assume moreover that
D′0 = D0 +
(
A20 + 2
∥∥∥∥∥∂ f∂t
∥∥∥∥∥2
L2(0,T ;L2(Ω))
+ 2A1T + 2A2C21
)
exp(2A3T ) <
α3
9K4
whereD0 and Ai for i ∈ {0, . . . , 3} are defined as in Section 3. Then there exists ρ > 0, depending
only on the data, such that for any τ ∈ (0, ρ), problem (P) admits at least a solution (v, p)
on [0, τ] satisfying v ∈ W1,∞
(
0, τ; L2(Ω)
)
∩ H1(0, τ;V0div), ∂
2v
∂t2
∈ L2
(
0, τ;
(
H10div(Ω)
)′)
, p ∈
L∞
(
0, τ; L20(Ω)
)
, σ = −pI+2μ(θ)D(v+u0ζ) ∈ L∞
(
0, τ; F(Ω)
)
and F (·, ·, σn) ∈ W1,∞
(
0, τ; L2(Γ0)
)
.
Moreover, if
7γ(Ω)2
α
(
C′dataCdata
)2 ⎛⎜⎜⎜⎜⎜⎝1 +
√
α exp(−A3T )√
7γ(Ω)
(
α3
9K4
−D′0
)1/2⎞⎟⎟⎟⎟⎟⎠
2
T exp(2A3T )
≤ α
3
9K4
−D′0
then ρ = T and we get a solution of problem (P) on [0,T ].
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Remark 4.1. Let us observe that we do not obtain here a solution (v, p) to Coulomb’s friction
problem (19)-(21) by using a fixed point theorem with respect to (Lm)m≥0 but by using a successive
approximation technique with respect to the shear stress threshold i.e. by studying a limit process
for the sequence shear stress thresholds (m)m≥0 and the corresponding solutions (vm , pm )m≥0 of
Tresca’s problem (22)-(24).
Remark 4.2. Let us consider the 2D case and assume that (10) and (13)-(17) hold. Then con-
dition (26) can be avoided and, for any  ∈ H1
(
0,T ; L2+(Γ0)
)
, Tresca’s problem admits a unique
solution (v, p) such that v ∈ W1,∞
(
0,T ; L2(Ω)
)
∩ H1(0,T ;V0div) and p ∈ L2(0,T ; L20(Ω)) (see
[2]). Thus with the same computations as in Proposition 3.3 and Proposition 3.4 we may still
prove that
∂2v
∂t2
∈ L2
(
0,T ;
(
H10div(Ω)
)′)
, p ∈ L∞
(
0,T ; L20(Ω)
)
and
σ = −pI + 2μ(θ)D(v + u0ζ) ∈ L∞
(
0,T ; F(Ω)
)
.
But without condition (26) we loose the uniform estimate (29). Nevertheless by using the classical
Sobolev’s inequality
‖u‖L4(Ω) ≤ C(Ω)‖u‖1/2L2(Ω)‖u‖1/2H1(Ω) ∀u ∈ H1(Ω)
we get∣∣∣〈b(v + u0ζ, v + u0ζ, ϕ), χ〉∣∣∣
≤ C(Ω)‖v + u0ζ‖1/2L∞(0,T ;L2(Ω))‖v + u0ζ‖L∞(0,T ;H1(Ω))‖v + u0ζ‖1/2L2(0,T ;H1(Ω))‖ϕχ‖L4/3(0,T ;L4(Ω))
for all ϕ ∈ V0 and for all χ ∈ D(0,T ). Moreover (35) is replaced by (see Proposition 4.1 in [2])∥∥∥∥∥∥∂v
δ
εm
∂t
(s)
∥∥∥∥∥∥
2
L2(Ω)
+
2
δ
∫ s
0
∥∥∥∥∥∥div
(
∂vδεm
∂t
)∥∥∥∥∥∥
2
L2(Ω)
dt + α
∫ s
0
∥∥∥∥∥∥∂v
δ
εm
∂t
∥∥∥∥∥∥
2
H1(Ω)
dt
≤ A4 exp
(
2A3s +
3773
28α4
C(Ω)8(C′1)
2 exp(2C′′1 s)
)
∀s ∈ [0,T ].
Hence estimate (37) is replaced by
‖σ‖L4(0,T ;F(Ω)) ≤ Cdata
(
1 +
∥∥∥∥∥∂∂t
∥∥∥∥∥
L2(0,T ;L2(Γ0))
)
with a positive constant Cdata depending only on the data μ, ζ, f , u0 and θ. By a straightforward
adaptation of Proposition 4.2 we get F (·, ·, σn) ∈ W1,4
(
0,T ; L2(Γ0)
)
with∥∥∥F (·, ·, σn)∥∥∥W1,4(0,T ;L2(Γ0)) ≤ C′data‖σ‖L4(0,T ;F(Ω))
with a positive constant C′data depending only on ‖R‖Lc(F(Ω);C(Γ0)) and on the data S and k.
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Then we may construct in the same way the mapping Σ and, using the same notations as
previously,∥∥∥Σ(L)∥∥∥L2(τ∗,τ;L2(Γ0)) ≤ (τ − τ∗)1/4∥∥∥Σ(L)∥∥∥L4(τ∗,τ;L2(Γ0)) ≤ (τ − τ∗)1/4‖̃∥∥∥W1,4(0,T ;L2(Γ0))
≤ C′dataCdata(τ − τ∗)1/4
(
1 +
∥∥∥∥∥∂∂t
∥∥∥∥∥
L2(0,T ;L2(Γ0))
)
≤ C′dataCdata(τ − τ∗)1/4
⎛⎜⎜⎜⎜⎜⎝1 +
(∥∥∥∥∥∂∗∂t
∥∥∥∥∥2
L2(0,τ∗;L2(Γ0))
+ ‖L‖2L2(τ∗,τ;L2(Γ0))
)1/2⎞⎟⎟⎟⎟⎟⎠
≤ C′dataCdata(τ − τ∗)1/4
(
1 +
∥∥∥∥∥∂∗∂t
∥∥∥∥∥
L2(0,τ∗;L2(Γ0))
+ ‖L‖L2(τ∗,τ;L2(Γ0))
)
Let ρ ∈
(
0,
1
(C′dataCdata)4
)
. Then for any τ ∈ (τ∗, τ∗ + ρ) and for any R > 0 such that
C′dataCdata(τ − τ∗)1/4
1 −C′dataCdata(τ − τ∗)1/4
(
1 +
∥∥∥∥∥∂∗∂t
∥∥∥∥∥
L2(0,τ∗;L2(Γ0))
)
< R
Σ maps the ball BL2(τ∗,τ;L2(Γ0))(0,R) into itself and we may apply the successive approximation
technique described previouly, leading first to a solution (v, p) of problem (P) on [0, τ] for any
τ ∈ (0, ρ). By choosing then τ∗ ∈ (0, ρ) and ∗ as the restriction of F (·, ·, σn) to [0, τ∗], with
σ = pI + 2μ(θ)D(v + u0ζ), we can build with the same technique, for any τ ∈ (τ∗, τ∗ + ρ), an
extension of (v, p) to [0, τ] which is a solution of problem (P) on [0, τ]. Since ρ is independent of
τ∗ and ∗ we may conclude with a finite induction that
Theorem 4.5. (Existence for Coulomb’s problem in the 2D case) Let us assume that (10) and
(13)-(17) hold. Then problem (P) admits at least a solution (v, p) on [0,T ] satisfying v ∈
W1,∞
(
0,T ; L2(Ω)
)
∩ H1(0,T ;V0div), ∂
2v
∂t2
∈ L2
(
0,T ;
(
H10div(Ω)
)′)
, p ∈ L∞
(
0,T ; L20(Ω)
)
, σ ∈
L∞
(
0,T ; F(Ω)
)
and F (·, ·, σn) ∈ W1,∞
(
0,T ; L2(Γ0)
)
.
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