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1. INTRODUCYTION 
The usual way to introduce the real number system is to start from 
the positive integers with Peano’s axioms, then develop addition and 
multiplication in the integers, next proceed to the rationals a8 ratios of 
pairs of integers, and finally introduce the reals by some process that 
uses infinite sets or infinite sequences of rational8 (such as Dedekind cuts 
or fundamental sequences). For a very precise presentation of such a 
procedure we refer to E. Landau [3] (where positive integers, positive 
rationals and positive reals by Dedekind cuts are treated before the 
negative numbers). 
The whole process of introducing reals by means of rationals is quite 
complex. The objects one finally defines are by no means easily explained 
in terms of the structure one starts from (the positive integers). It involves 
various cases of defkition by abstraction, i.e. situations where new objects 
are defined in terms of equivalence classes of old objects. At each stage 
the set of objects has to be provided with a structure (addition, multi- 
plication and order), and this structure has to be used for obtaining the 
structure in the next stage. 
There is a simple way to define the reals in a single step, m infinite 
decimal fractions. (We use the word “decimal” also for the case where 
the base is not ten but any positive integer 13.) This gives the objects 
of the real number system at once ; the question is whether it can also 
be used for a direct construction of the structure. The author wants to 
show in this paper that it can be done indeed and that it leads to a 
relatively simple theory of the real numbers as far as addition and ine- 
quality are concerned. It seems to be sufficiently simple to be taken into 
consideration for actual classroom use. Multiplication might be postponed 
until after some basic properties of the real number system have been 
established (e.g. the existence of inf and sup, the convergence of funda- 
mental sequences, possibly even continuity of functions and the inverse 
function theorem). 
In a previous note [l] the theory was based on addition as a basic 
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operation, and the non-trivial problem that had to be solved was the 
proof of the associative law. In the present paper we start with subtraction 
instead (there are two advantages : (i) it reduces duplication : if one starts 
with addition one has to dig into the decimals a second time for showing 
that addition has an inverse operation; (ii) subtraction is directly con- 
nected with order). If one has to base the structure of an additive group 
on subtraction, it suffices to show that f - 0 =f, f-f= 0, f- (g-h) = 
=h-(g-f) for all f, g, h, and to define f+g as /-(O-g). 
The natural scope of addition and subtraction seems to be the set of 
all formal series roe abt (with at E (0, 1, . . . . b - I}) where we exclude 
those sequences {a} for which there is an is such that ac=b - 1 for all 
i>io. (We exclude them in order to avoid ambiguous representations; 
the alternative procedure of “identifying” two sequences which are going 
to represent the same number is less attractive). The group we get has 
as subgroups the group of real numbers as well aa the group of Hensel’s 
b-adic numbers (see B. L. van der Waerden [S]). One gets the b-adic 
numbers by requiring that there is an io such that ai = 0 for all i >io, 
the non-negative reals by requiring that io exists such that m=O for all 
i < io, and the negative reals by requiring that io exists such&hat ai = b - 1 
for all i<io (this seems strange at first, but we get this if we apply the 
subtraction algorithm to the subtraction of a positive number from 
another one which is smaller). 
Our idea is to develop the reals without doing addition and multipli- 
cation in the positive integers. Admittedly, we do seem to use some of it, 
but this is all in a limited range and can easily be expressed combinatorially 
if b is a given number (e.g. b= 2). We did not try to stress this point in 
the paper since at various stages it is easier to think in terms of con- 
ventional arithmetic. 
For classroom purposes one might of course cut off the Hensel numbers 
entirely. This would be a conceptual simplification, not a technical one. 
The problem of direct introduction of reals by means of binary strings 
was very recently attacked by N. Metropolis and Gian-Carlo Rota [4] 
and by N. Metropolis, Gian-Carlo Rota and S. Tanny [5]. Their work 
has not yet been published entirely, and is definitely more complex than 
the present paper. In those papers both addition and multiplication are 
tackled by means of their algorithms, and for multiplication this can 
never be very easy. No claim is made in [4] and [5] to be useful for class- 
room purposes. 
In a very recent paper by F. Faltin, N. Metropolis, B. Ross and G.-C. 
Rota [2] the real numbers are defined as equivalence classes of integer 
strings {cc~}%~z (a, E Z for all n) with a certain boundedness condition. 
The sequence {a,} is intended to represent the real number Zu,2+. The 
authors use the properties of addition, multiplication and inequality in Z, 
applied to the handling of finite sums. It has the conceptual disadvantage 
that real numbers are introduced as equivalence classes. On the other 
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hand, the ease by which multiplication and division are treated in [2] 
is very attractive, and therefore [2] seems to have a good chance to get 
general acceptance as a fast way to the real number field. 
In the first nine sections of this paper we shall give a meticulous presen- 
tation of the additive ordered group of reals. After that, it is a matter 
of taste how to go on. This will be discussed in the remaining sections. 
Apart from sections 13, 14, 15 it would not matter to replace b by 
an integer-valued function on Z with b(z) > 1 for all z. Z would become 
the set of all functions in Zz with 0 <f(z) <b(z) for all z E Z. And we would 
have to write b(z) in formulas like (3.2), (4.2), (4.4). All this would make 
no difference to the theory of addition and inequality. For multiplication, 
however, we would have to make essential alterations in sections 13, 
14, 15. 
The system Z, of all integers will be a basis for the paper. We can 
characterize it by saying that it is a non-empty totally ordered set without 
maximal and without minimal element, where every non-empty subset 
which is bounded above (below) has a maximum (minimum). This implies 
that every element z has a unique successor and a unique predecessor. 
We indicate these by z+ 1 and z- 1 (this is merely a matter of suggestive 
notation: it does not mean that we have to develop addition in Z). 
As equality between functions on Z we use no other notion then the 
extensional equality : f =g if f(z) =g(z) f or all z. No other equality will be 
introduced by means of identification, and therefore we need not bother 
to write statements like “if f>g and g=h then f>h”. 
2. NOTATION 
Z is the set of all integers ; b is a fixed integer > 1. If u E Z then (?&),a I, 
denotes the integer v with 0~ w <b and V-U E 0 (mod b). 
If P and Q are sets then QP is the set of all mappings of P into Q. 
Z is the set of all f E (0, 1, . . . . b-ljZ with the following property : for 
every z E Z there exists and 2 E Z with CC>Z and f(x) c b - 1. 
Apart from denoting the zero element of Z, the symbol 0 is also used 
for the zero function on Z,, so 0 E .Z. 
For f, g E Z the notations f-g and f +g will be taken in the sense of 
difference and sum of decimal fractions (see sections 3 and 5), and not 
in the sense of function subtraction and function addition. 
For the following notations see the following sections : difcar : section 3 ; 
E$: section 7 ; H, Ho, Z* : section 8; f >g: section 7. 
3. SUBTRACTION 
If f, g E (0, 1, . . . . b- ljz we shall define an element p E (0, l}” as 
difcar (f, g) (this notation indicates “difference carry”), and an element 
f-gE{O, 1, . ..) b-l}? 
If z E Z we define p(z) = 1 if there is an z E Z with z > z, f(x) <g(x), and 
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such that f(y) <g(y) for all y E Z in the range z < y <x. Otherwise we 
define p(z) = 0. Next we define f-g by its values: 
(3-I) (f - dtx) = (ftx) - dx) -P(X))mod b cx E z)* 
THEOREM 3.1. If p=difcar (f, g), E=f-g, z E Z then we have 
(3.2) W=f(4-g(4-P(4+bP(z-l). 
PROOF. Since k(z) = f(z) -g(z) -p(z) (mod b), 0~ k(z) <b, it suffices to 
show that 
(3.3) 0 <f(z) -g(z) -p(z)+bp(z- 1) <b. 
Iff(z)>g(z) thenp(z- l)=O by definition, and since O<p(z)g 1, O</(z) - 
-g(z)<b we have (3.3). 
If f(z)<g(z) then p(z- 1) = 1 by definition, and (3.3) follows. 
If f(z) =g(x) the definition of p leads to p(z- 1) =p(z), whence f(z) - 
-g(z)-p(z)+bp(z-1) equals 0 or b-l. 
THEOREM 3.2. If feZ then f-gE.Z. 
PROOF. We put difcar (f, g)=p, f-g-k. Suppose k $ .E Then there 
is an XE Z such that k(z)=b-1 for all z>z. 
We show the existence of w with w > x, p(w) = 0. If p(x) = 0 we can take 
w =x. If p(x) = 1 then the definition of dif’car shows the existence of y 
with y>x, f(y)<g(y). Using k(y) =b- 1 we derive from (3.2) that p(y)# 1, 
and we can take w =y. 
If z satisfies z>x, p(z- 1) = 0, then we can derive from (3.2), using 
k(z) = b - 1, that f(z) = b - 1, g(z) = 0, p(z) = 0. By induction it follows that 
p(z)=O, f(z)=b-1 f or all z> w. This is false since f E Z. 
THEOREM 3.3. If f E 2 we have 
(3.4) f-O=f, f-f=O. 
PROOF. Follows from (3.1), since the difference carry is zero in both 
cases. 
4. BASIC PROPERTY OF DIFFERENCES 
THEOREM 4.1. If f, g, h E .Z then 
(4.1) f-(g-JO=h-(f-g). 
PROOF. We put p=difcar (g, h), s=g-h, t=f-s, q=difcar (f, s), and 
we define r by T(Z) “p(z)-q(z). By (3.2) we have, if z E 5$, 
(4.2) 
44 =g(z) -44 -p(4 +Wx- 11, 
t(z)=f(z)--s(z)-q(Z)+bq(Z-l), 
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whence 
(4.3) qz)=f(z)+h(z)-g(z)+r(z)-br(z-1). 
We next interchange the rdles of f and h, we write p*=difcar (g, f), 
s*=g-f, t*=h--s*, g*=difcar (h, s*), and we define r* by r*(z)=p*(z)- 
-q*(z). Taking the analog of (4.3) and subtracting, we get 
(4.4) t(z) -t*(z) = r(z) -~*(Z)-b(r(z-1)-r*(z-l)). 
Since p and q have values 0 or 1 only, we have IT(Z) -r*(z)1 < 2 for all 
z E 2. Since t and t* are in Z we have It(z) --t*(z)1 <b. From (4.3) we now 
infer that I+- 1) -r*(x- 1)j 6 1 for all z. 
Let z be such that r(z- 1)--r*(z-l)=l. Using r(z)--*(z)<l, t(z)- 
--t*(z)> -b we derive from (4.4) that t*(z)=b-1 and r(z)--*(z)=l. By 
induction we conclude that t*(y) = b- 1 for all y>z, which contradicts 
t* E z. 
Similarly we can prove that r*(z) -r(z) can never have the value 1. 
So r*(z) =r(z) for all z, and (4.4) shows that t=t*. 
5. GROUP STRUCTURE OF z 
If f,gEZ we define f+g by 
(5.1) f+g=f-(0-g). 
THEOREM 5.1. (Z, +) is a commutative group with neutral element 0. 
If f, g E Z then h = f -g is the solution of the equation g + h= f. 
PROOF. f, g, h represent arbitrary elements of 2:. After equality signs, 
references to formulas indicate motivation for the equality. 
(i) f+O=(&l)f-(0-0)=(3.4)f-0=(3.4)f. 
(ii) f+g=(5.l)f-(0-g)=(4.1)g-(0-f)=(5.l)g+f. 
(iii) f+(g+h)=(ii)f+(h+g)=(5.l)f-(0-(h-(0-g)))=(4.1) 
f-((0-g)-(h-0))=(3.4)f-((0-g)-h). By (4.1) we notice that this 
is symmetric with respect to f and h. Hence 
f+(g+h)=h+(g+f)=(ii)(f+g)+h. 
(iv) g+(f-g)=(5.l)g-P-(f-g))=(4J)g-(g-(f--0))=W) 
g-(g-f)=(4.l)f-(g-g)=(3.4)f-0=(3.4)f. Hence 
g+(f-g)=f* 
6. POSITIVE AND NEGATIVE ELEMENTS 
An f E Z is called positive if f # 0 and if an x E Z exists such that f(y) = 0 
for all y <x. It is called negative if an x E Z exists such that f(y) = b - 1 
for all y < CC. The three possibilities zero, positive, negative, exclude each 
other (but not every f E Z falls into one of these categories). 
105 
THEOREM 6.1. 
(i) If f is positive or zero and g is negative then f-g is positive. 
(ii) If f is negative or zero and g is positive then f-g is negative. 
(iii) If f and g have the same sign (i.e. both positive or both negative) 
and f f g, then either f-g is positive and there exists an ~0 with 
f(xo) > g(xd and such that f(y) =g(y) for all y < xc, or f -g is negative 
and no such xc exists. 
PROOF. As in section 3 we put p = difcar (f, g), k= f -9. Assuming f 
and g to be zero, positive or negative, we can find y E (0, b - l}, 6 E (0, b - l}, 
x E Z such that f(z) = y, g(z) = 6 for all z 6x. 
(i) If y=O, 6=~-1 then ~p(z)=l, k(z)=0 for all z<x. This means 
that k is positive (k =0 would imply g+ k=g, whence f=g). 
(ii) If ~=b-1, 6=0 then p(x)=O, k(z)=b-1 for all Z<Z, and k is 
negative. The case that f = 0 and g positive will be covered under (iii). 
(iii) Let y=8, f#g. We have f(z)=g(z) (z<x). Since f#g there is a 
least x0 such that f&a) #g(a). Since y = 6 we have x (~0. By the definition 
of difcar we have ~$2) = 1 for all xc Q if f(xs) <g(m), and p(z) = 0 for all 
Z<Q if /(xc) >g(xo). In the first case (3.1) gives k(z) = b - 1 for all Z<Z, 
in the second case k(z)=0 for all z<z. This means that f-g is negative 
in the first case, positive in the second case (as under (i), f-g= 0 would 
imply f =g). We Anally have to remark that if /(xc) <g(xs) there does not 
exist an xi such that f(9) > g(xi) and f(z) =g(z) for all x <xl. 
7. THE QROUP OB REALS 
An f E Z is called real if it is either negative or zero or positive (see 
section 6). The set of all reals is denoted by ‘R. If f and g are reals, we 
say that f > g if f-g is positive. 
THEOREM 7.1. ('13, +) is a subgroup of (2, + ), 
PROOF. It suffices to show that if f and g are real, then f-g is real. 
This is covered by Theorem 6.1 and (3.4). 
THEOREM 7.2. If f, g, h E& we have 
(i) Exactly one of the relations f > g, f =g, g > f holds. 
(ii) If f>g, g>h then f>n. 
(iii) If f>g then f+h>g+h. 
(iv) f is positive if and only if f > 0, and negative if and only if O> f. 
PROOF. (i) f-g is either positive or zero or negative, and the three 
possibilities exclude each other. If f-g is positive then f >g, if f-g = 0 
then f =g, if j-g is negative then 0 - (f -9) is positive (Theorem 6.1 (i)). 
Since 0-(f-g)=g-(f-O)=g-f by (4.1) and (3.4), we conclude that g-f 
is positive, whence g> f. 
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(ii) If f>g and g>h then f-g and g-h are positive, now h-g is 
negative (see part (i) of this proof), and (f-g)- (h-g) is positive (Theorem 
6.1 (i)). So f-h is positive. 
(iii) Prom the group properties it follows that (f +h) - (g+ h) = f -9. 
(iv) Since f = f - 0, f is positive if and only if f ~0. If f is negative 
then O-f is positive by Theorem 6.1 (i), so O>f. If O>f then O-f is 
positive, so by Theorem 6.1 (ii) 0 - (O-f) is negative. 
8. THE GROUP OF HENSEL NUMBERS AND INTEGRAL ELEMENTS OF n 
An element f E .Z is called a Hensel number (or b-adic number) if there 
is an z E Z such that f(z) = 0 for all z > x. It is called a Hensel integer if 
f(x) = 0 for all z > 0. The sets of all Hensel numbers is denoted by H, the 
one of all Hensel integers by HO. We denote Eio n Y3 by Z*. 
THEOREM 8.1. (HO, +) and (H, +) are subgroups of (Z, +); (Z*, +) 
and (H n Y& + ) are subgroups of (B, + ). 
PROOF. It follows from (3.1) that for f, g E &J we have f-g E HO, and 
that for f,gEH we have f-gEH. 
THEOREM 8.2. Iff,gEY&f>gthenthereisanhEHnnwithf>h>g. 
PROOF. Put k = f - g. Since k is positive there is an z E Z with k(z) > 0, 
and such that k(y) = 0 for all y <x. We take h= f -p, where p is defined by 
P,(Y)=0 (Y649 P(Y)=1 (Y=x+l), P(Y)=f(Y) (Y>x+l)* 
Obviously p is positive, whence f > f -p, and f-p E H n ‘Q. We have 
k(y)=p(y) (y<x) and k(z)>p(x), so by Theorem 6.1 (iii) we conclude 
k>p. Consequently k+(g-p)>p+(g-p), i.e. f-p>g. 
THEOREM 8.3. If f E Y#j then there is an h E Z* with h> f. 
PROOF. Define q by 
q(x)=b-1 @<Oh q(x)=f@) (z>O). 
Now f-q E Z, and since q is negative we have 0 > q whence f-q> f. 
9. WHAT NEXT? 
Thus far multiplication and division are lacking; we did not even do 
multiplication in the positive integers. The prospects of introducing 
multiplication and division by their algorithms do not seem to be very 
good at this point. It seems much better to acquire some knowledge on 
continuity and convergence first, and when we have it it is not quite 
sure that the best way to do multiplication is by its decimal algorithm. 
Even the algorithm for long division seems a bit nicer than the multi- 
plication algorithm. 
In the next sections we give a rough sketch of how one might proceed. 
Our suggestions are a matter of taste, of course. Others might prefer, 
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e.g., to start constructing rationals as periodic decimal fractions, or might 
prefer Dedekind cuts over fundamental sequences. 
10. INFIMUM OF A SET 
As an auxiliary function we define cutoff (f, z) for all f E 2, z E Z: it is 
the g E 2 with g(z) = f(x) (zgz) and g(x) = 0 (x> z). If S is a subset of n 
which is non-empty and bounded below, we consider, for every z E !&, 
the set 8, = {cutoff ( , 4lf E S}, 
and we define W as the set of all z E Z for which S, has a minimal element. 
By induction we can show that W =Z. Now define p E ‘E$ by p(x) =g&) 
(for all x E Z,), where g, is the minimal element of Sz. Defining inf (S) =p, 
we notice that s>p for all s E S, and that for every q E lj with q>p 
there is an SE&’ with q>s>p. 
Next, if S is bounded above we define sup (S) by means of 
-inf (-sjs ES}. 
11. COMPLETENESS OF n 
If an E $ for every positive integer rll, and if the sequence {an} is a 
fundamental sequence, we can put 
I= ,“;; ( kE “k) 
and show that a, converges to 1. 
12. PROPERTIES OF z* 
Using section 10 we can show that Z* (see section 8) has the same 
properties concerning maximal and minimal elements as stated for Z at 
the end of section 1. It follows that Z and Z* are isomorphic with respect 
to >. We can use this for introducing the additive group structure in Z, 
but it might be wiser to ignore Z completely after it has served for defining 
functions on, and to refer to Z* as the set of integers. Then we do not 
have to bother about embedding the integers into the reals. 
13. INDUCTION IN H fl@ 
In the set H r\ ‘4 (see section 8 ; one might think of its elements as 
integers divided by powers of b) we use the operation “half” (the name 
is suggestive only if b= 2, the operation mimics division by b). If f E @ 
then half (f) is the function g with g(x) =f(x- 1) for all z E Z. We also 
use the operations that send f into f + 1 and f - 1: here the 1 stands for 
the element h of n defined by h(z) = 1 if z= 0, h(x) = 0 if z # 0. 
With these notions one can formulate the following induction principle : 
If SCHnl$ if OES, and if for all fES we have f+lES, f-lES, 
half (f) E S, then S = H n ‘k\. 
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14. MULTIPLIUATION IN H n n 
We consider homomorphisms T of H n 8: i.e. mappings of H n Yj 
into itself that satisfy T(f +g) = Tf + Tg for all f, g E H n $. By induction 
in H n Y$ with respect to the variable h it can be shown that for every 
h E H n ‘k\ there is exactly one homomorphism !& with Th(l) =A. By 
induction with respect to h we can also show that Th(Tk(l))=Tk(Th(l)). 
Since ThTk is a homomorphism it has the form T, with m = Th(Tb( 1)). 
We now define m to be the product of h and k. The associative and 
distributive laws easily follow from the standard rules for composition 
of homomorphisms. 
15. RINO STRUUTURE IN fi 
Since H n ‘El is dense in ‘l3 (Theorem 8.2) we can write every real 
number as the limit of a sequence in H n R. If fn --f f, g,, + g then the 
products fngn form a fundamental sequence. Its limit (cf. section 11) can 
be taken as definition for the product fg. It is a continuous function of 
f and g. 
16. DMSION IN n 
If f is a positive real then the set of products nf (where n E Z*, n> 0) 
is not bounded above, and therefore the set {g E @lg> 0, gf > 1) is non- 
empty and bounded below. Its inflmum h satisfies hf = 1, since gf depends 
continuously on g. This existence shows that the ring ‘9 is a field. 
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