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I. INTRODUCTION
A SSUMING a communication service, device fingerprinting aims to determine exactly the device version or the protocol stack implemented by a piece of equipment implementing the service. It is a challenging task which has impact on both security assessment and network management especially inventory management. Identifying the devices helps to get a detailed view of alive equipments on a network for planning future actions when needed. For example, if a new security flaw is discovered for some device types, patching them has to be fast due to zero-day attacks, but locating them is not always obvious. Besides, the fingerprinting tools can help to discover abnormal devices on a network as for instance a rogue equipment which has to be disconnected. Since device fingerprinting determines the software versions, tracking copyright infringements is another application of such techniques. Furthermore, some authentication systems check the device type like for example allowing only some specific hardphones on a VoIP (Voice over IP) network. Classical management solutions like SNMP [1] are not always applicable since some machines are often not owned by the operating company (personal or partner company devices)
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H. Abdelnur or their software does not provide SNMP support. Finally, fingerprinting its customers can be valuable for a company. For instance, a VoIP operator can offer additional services to its customer by sending customized advertisement based on the brand and the version of their smartphone. Most of the current approaches for device identification are based on looking at some specific field value of the tracked protocol grammar. For instance, the SIP [2] protocol includes the device identity in the User-Agent field which can be easily omitted or modified by an attacker. Hence, new generic techniques considering the whole message are required. In this paper, every message is concerned in full and represented as a syntactic tree (section V-B) close to those which can be generated by a standard syntax analyzer. Relying on underlying differences in the content and structure of such trees, the two main contributions of this paper are :
• a new supervised syntactic fingerprinting technique which aims to precisely identify equipment (device type) (Problem 1), • a novel unsupervised syntactic fingerprinting technique looking for the number of distinct device types running a given protocol and its distribution (Problem 2)
The second method gives general indications about the device type distribution for a given protocol and can exhibit heterogeneity or homogeneity. For instance, when a new service is deployed, proposing a support service is a real benefit for helping the users (company networks) or for doing business (operator). Hence, unsupervised fingerprinting helps to assess the complexity and the feasibility of the support service (number of distinct device versions to support). Generally, few software are supported or proposed as it is easier to provide patches and help to the users. However, many of them install other ones with additional functionalities or just because they prefer the interface for example. The number of device types used and their distribution is a good hint to evaluate the security risk because the higher the number of non supported versions, the higher becomes the risk. Moreover, these techniques are passive i.e., without any interaction with the fingerprinted equipment which avoids both to be detected and an unnecessary overloading of the network and fingerprinted devices. Assuming that the majority of messages are not faked, unsupervised fingerprinting can be the foundation of the supervised system since a user can manually identify some components of the discovered clusters. Finally, the observation of the evolution of the unsupervised classification could highlight emergence or disappearing of devices. The efficiency of these applications is directly correlated to the precision of the fingerprinting techniques. Hence, accurate classification techniques have to be employed as for example machine learning methods. Our supervised fingerprinting is built on support vectors machine technique whereas the unsupervised one is based on a new adaptation of the ROCK and QROCK algorithm. Since the device representation is based on syntactic trees, the first objective is to define metrics for comparing such structures whereas classification algorithms are usually based on real values. This paper provides a study about the impact of different parameters in order to exhibit the best configurations for a real application.
The next section details some applications of device fingerprinting and the general operation of our approach. Section III formally describes the two problems. Section IV gives the details of the classification methods before introducing the device representation in section V. Section VI is dedicated to the presentation of extensive results. Related work is given in section VII before the conclusion and directions for future work.
II. FINGERPRINTING FRAMEWORK

A. Applications
This section highlights some applications that can be supported by fingerprinting techniques. Figure 1 is related to security issues since the goal is to detect rogue devices which spoof the user agent field in the messages. This field is present in many protocol messages and indicates the device type. However, it can be very easily spoofed. Since an attacker uses dedicated tools for performing an attack, the user agent should not be an usual one i.e. of the same type as normal users. Hence, a spoofing technique is generally employed. In figure 1 , the fingerprinting tool captures the traffic between the devices and the server or between two clients as for instance in P2P networks. Considering the first communication, the fingerprinting result indicates the same type of device as the announced one. So, no counter-measure is applied. The second case shows an attacker spoofing the user agent field. By comparing this user-agent information with the automatic identification resulting from fingerprinting, the tool is able to detect the spoof and can decide to launch a countermeasure which can vary from simple logging of the event to deny access to the rogue device through interactive firewall configuration.
The fingerprinting technique has to be resistant to user agent spoofing. In this case, it can be used for various applications as for example in figure 2. In this case, network traces are frequently collected (1) for doing fingerprinting and updating a database of devices (1'). When a new patch is available for a certain device type (for example to counter a new attack or to add/correct some functionalities), the database gives recent information about the localization of devices i.e., their IP addresses.
B. SIP overview
The evaluation of our fingerprinting framework is based on SIP [2] since this signaling protocol is gaining large support and the number of compliant devices is skyrocketing. SIP is a text protocol with several primitives (INVITE, NOTIFY, REGISTER, ACK, CANCEL...) and response codes (three digits number). The SIP specifications describe many functionalities which can be exploited by attackers as for example in [3] which highlights an authentication flaw where an attacker is able to gather the credential of a user for making phone calls. Because the attacker tool for performing the attack does not generally use the same protocol stack as the normal device, it can be detected by the fingerprinting service as explained in the previous section. This example emphasizes that a reinforced fingerprinting-based authentication SIP mechanism is possible.
C. Architecture
The architecture is depicted in figure 3 . Messages are collected through SIP proxies. For each of them, the syntactic tree is constructed based on the protocol grammar. This tree represents its signature. In the case of supervised fingerprinting, two stages are needed:
• the training stage (1) : the signatures are collected and stored in a database and used for computing a classifier; • the testing phase (2) : each new generated signature is taken as an input to the classifier to assign a specific label device type to the message. Assuming the unsupervised case, these trees are directly grouped by computing a classifier.
Because a fingerprint of a device type is its general characterization, the proposed scheme implies the following definition : a fingerprint of a device type is the set of signatures belonging to this type in the training set. For the supervised fingerprinting, a device fingerprint is equivalent to all trees of the same device type in the training set. Then, each tree to test is a fingerprint of a device to identify. For the unsupervised technique, the fingerprint of a type is the entire corresponding cluster obtained after the classification.
Since a normal connection follows a standard sequence of messages, applying fingerprinting on the first message of each sequence should be sufficient. However, an attacker can also insert crafted packets inside a session to perform a man in the middle attack. So, our proposed architecture targets to fingerprint all messages.
III. PROBLEM DEFINITION
Because we focus on fingerprinting, this section describes the two general problems outlined in the introduction. The If the training stage exists (supervised fingerprinting), messages are collected (independently from ) and labeled correctly. So, we assume the existence of the labeled training
)} where ∈ and represents the label of the message . Thus, each is unique.
For describing the problem objectives, we suppose the existence of the function ( ) : → returning the real identifier (device type or implementation stack). Obviously, this function is not provided in reality for any message in . So this function can be regarded as an oracle for the set used only for describing the objectives of the following problems.
A. Problem 1: Supervised fingerprinting
The first problem aims to identify the exact types of devices which generate the messages from . To perform this task, the system has to be trained with the training set . So, the goal is to compute the classifier Ω : ∪ → assigning the right device identity to each ( , ) ∈ × i.e., Ω ( ) = . The same function is then applied to each ∈ and is expected to return ( ), i.e., being able to correctly identify the type of the device which sent the message .
B. Problem 2: Unsupervised fingerprinting
In this scenario, no labeled messages are available and thus training is impossible. The messages have to be directly divided into groups by a classifier Ψ : → ℕ. Because no labels can be derived from a training process, the goal is to find the number of device types, i.e., , and create consistent groups containing in the optimal case only messages of a single device type. Thus, the targeted result is :
IV. FINGERPRINTING APPROACHES
As previously introduced, fingerprinting is strongly correlated to classification methods which are detailed in this section. Assuming that each device to classify is represented by a syntactic tree (details in section V), the goal is to resolve the problem defined in the previous section.
A. Supervised classification, problem 1
Supervised learning techniques are potential solutions for resolving Problem 1 since training samples are available. We chose to carry out the recent support vector machines (SVM) technique because it outperforms the classification accuracy in many domains with limited overhead [4] . SVM were already successfully used in network security monitoring and intrusion detection [5] [6] . However, none of the approaches combines SVM and syntactic trees. Basically designed for two classes classification, SVM techniques were rapidly extended to multiclass problems like Problem 1. One-against-one classification [7] is known for providing a good accuracy with a low computational time [8] .
The method strives to find a hyperplane to highly separate the data points (trees) of different classes (device types), i.e., the hyperplane is as far away as possible from the data points. For the one-against-one method, an hyperplane is constructed for each pair of distinct classes as illustrated by the simple example on figure 4 where − is the hyperplane separating points of class and . Then, when the new point $ has to be assigned to a class, its side-position from each hyperplane is computed to judge the more suitable class. Considering the example, the following results are obtained for each hyperplane : In most cases, the data points are not linearly separable, so they are casted in a high dimensional feature space using a mapping function . This function projects each initial data point into a higher dimensional space with a scalar product function defined. The main motivation is that the more dimensions are added, the more probably the data will be separable. Since the goal is to find an hyperplane, this feature space is characterized by real valued dimensions. In brief, the mapping function is formally defined as: : ∪ → ( ) ( and are the testing and training sets).
The exact definition of and the mathematical definition are dependent on the context but generally hard to determine. To counter this problem, a so called kernel trick is used. It will be detailed later.
Determining the hyperplanes is the main task. Assuming the notations introduced in previous sections, for each pair of device types < , >, the corresponding hyperplane is specified by the vector and a scalar . It has to separate and be as far away as possible from the trees belonging to and denoted as :
Hence, the resulting problem constraints is defined as :
where are slacks variables allowing some misplaced points when a total separation is not possible. For example, on figure  4 , if a point is in the surrounding of points , it is impossible to really separate them.
The optimization problem implies that the points have to be as far away as possible from the hyperplane :
where C is a constant representing the trade-off between the minimum classification errors and maximal margins. The function is essential but defining it is often hard. That is why the kernel trick is usually exploited by defining a kernel function ( , ) [9] directly computable between two trees and also equals to ⟨ ( ). ( ) ⟩. Then, the optimization problem is turned into its dual by introducing the Lagrangian for computing the vector :
subject to:
with :
The scalar is calculated thanks to the support vector trees ( ) which corresponds to the points on the border of each group mathematically defined as the trees such that ∕ = 0 :
Once the training phase has solved this optimization problem, each tested tree ∈ is given as the input of the decision function :
Then, the sign of the result indicates if belongs to or . Since, only one hyperplane is defined for each pair of class, these functions are symmetrical = − . So only ( − 1) 2 hyperplanes and functions have to be found out. Finally, the classifier Ω formally defined in Problem 1 represents the voting scheme. Each decision function chooses a class among two and the classifier Ω returns the most chosen class. Assuming the distribution (
, the identification result of the tree corresponds to Ω ( ) arg max ( = ).
B. Unsupervised classification, problem 2 1) ROCK and QROCK:
Whereas our device representation is based on syntactic trees which can be viewed as categorical data, most well known techniques such as K-means, Kmedoids or density based algorithms are suited for numerical values [10] . Therefore, new kind of unsupervised approaches dedicated to categorical data can be found in the literature as for instance the ROCK algorithm [11] . This algorithm is based on a graph representation where two nodes are linked if they share at least one common neighbor. Two points are neighbors if their inter-distance is less than a threshold (the distance between two trees is defined in section V). It is an agglomerative clustering technique and so each unique point is a cluster at the beginning. Then, the clusters are grouped together based on a score measure which measures the linkage degree (the number of shared neighbors) comparing with the estimation of the maximal number of possible shared neighbors. Figure 5 highlights the results of main types of clustering. Figure 5 points out the bad accuracy of medoid clustering methods which group points around another one. The main disadvantage is that these techniques assume similar points distributed within a common shape (spherical most of the time) close to a medoid. Other well-known techniques consider each point individually. For example, the nearest neighbors technique results is plotted in figure 5 : the clusters of the pair of closest points are merged until the corresponding minimal distance is higher than a threshold. The main advantage is the discovery of irregular shapes of clusters. For example, in figure 5 , the distinct shapes of clusters "t", "u" and "x" are easily distinguished because their closest nodes are well separated. However for "x" and "o", the boundary points are very close and a classic approach merges them. The ROCK algorithm looks for points sharing common neighbors which is not the case for these points as shown on figure 6. However in this case, the points A and B should be linked because they share a common neighbor. That is why a score measure is introduced to join two clusters with the maximum number of neighbors. Here, the algorithm prefers to join C and D rather than A and B. Hence, the ROCK algorithm is capable to discover the right clusters. Other such methods exist like CURE for example where each cluster is fixed by a limited number of points, so it is a tradeoff between one center and all points. Density based clustering techniques such as DBScan are close to ROCK which is well suited for categorical data like trees. We refer to [10] for a good overview of these algorithms and their use cases.
However, ROCK is heavy computational and a derived version, QROCK, was proposed in [12] . The authors of QROCK observed that in many cases, the computed clusters are equivalent to compute the connected components of the created graph. Thus, QROCK considers that each connected component is a single cluster. Hence, the algorithm becomes very simple and is executed very fast. The main disadvantage is that the points A and B in figure 6 will be joined due to their unique common neighbor. In fact, QROCK does not take in account the neighborhood density measured by the score measure.
2) Compromise: The limitations of ROCK and QROCK logically imply to choose a fair trade-off between them with following ambitions :
• keep the advantage of the neighborhood density (ROCK),
• avoid too much computational metric (QROCK). The first idea is to choose a simple score measure. The most simple should be to sum all links between each pair of clusters but the authors of ROCK advice against it. In fact, it often entails the creation of a single or few big clusters because the bigger a cluster is, the more neighbors it has. We present a new simple metric for evaluating the score measure between two clusters: the maximal number of shared neighbors between any pair of two nodes from each cluster. Assuming, two clusters and , the score measure between the clusters is:
where # ℎ ( , ) returns the total number of shared neighbors between and . This metric is very simple to compute because the distance between two points does not vary whereas the original goodness of ROCK is updated during the clusters merging since the metric is based on all shared neighbors between all points of two clusters. Moreover, estimating the total number of possible neighbors for normalizing this value against the size of the cluster is unnecessary with the new metric.
The clusters are merged until this new score reaches a threshold . Thus, the clustering has to join two points 1 , 2 for which
Theorem 1:
The results of the ROCK algorithm based on the score measure defined in equation (9) is independent from the order of merging points.
The proof is direct as the definition of is only dependent on the points themselves and not on the clusters, i.e., other points. This theorem is very important as there is no need to order points following the decreasing value of the goodness measure like in ROCK. Thus, the overall complexity is significantly reduced. Besides, it corresponds to the QROCK algorithm with one additional constraint. In fact, the graph links are weighted by the number of shared neighbors and the objective is to determine the connected components of vertices with weighted links equal to at least to keep the neighborhood density as a valuable information. Hence, the algorithm design is straightforward and split into two main functions :
• the graph construction based on the neighborhood computation;
• the computation of connected components.
The first step is executed by algorithm 1 where (the adjacency matrix) is the number of shared neighbors between and . In fact this algorithm iterates over all pairs of points (trees in our case). When two of them are neighbors, the algorithm considers one as the shared neighbors and looks for its other neighbors to update the weighted adjacency matrix (loop of the line 4).
Algorithm 1 Link initialization
= { 1 , . . . , } a set of trees is the distance between the tree and the maximal distance between two neighbor trees the number of neighbors between the tree and initialized to 0 1: for ← 1 to do 2: for ← 1 to do 3: if < then 4: for ← 1 to do 5: if < then 6:
end if 8: end for 9: end if 10: end for 11: end for Then, algorithm 2 computes the connected components having links with at least a weight of neighbors. At the beginning, each tree is associated to a label set to FALSE indicating that the tree is not in a cluster yet. The algorithm iterates over all trees searching non visited ones and creates a new cluster. Then, the recursive clustering function is applied on the trees that share the minimum number of neighbors with the initial tree in order to add them and so on.
Assuming the additional function ( ) returning the index of the cluster containing the tree , the classifier of the problem 2 is defined by Ψ ( ) = ( ).
3) Appearing or disappearing devices:
A special kind of application of our approach is the detection of abnormal equipments as for example rogue equipment. However, detecting that main devices of a certain type disappear is also important since it can be caused by a dedicated attack against this type. Assuming an initial set of messages which can be viewed as a kind of "training set" without labels and containing all possible types, the clusters obtained are denoted by the function Ψ 0 with Ψ representing the clusters composition at time . Theorem 1 indicates also that the assignment of messages is independent from all others. Hence, Ψ is constructed from Ψ 0 by adding syntactic tree of messages arriving between time zero and . Concerning a long period of time, a type disappearance is detected if no new messages are assigned to a cluster and the identification of rogue equipment is pointed out by the creation of new clusters. This task can be done with any classification algorithm but the proposed algorithm is able to achieve it incrementally without reconstructing all the clusters at each time .
Algorithm 2 clustering
= { 1 , . . . , } a set of tree the number of neighbors between the tree and ( ) creates a cluster with only the tree t (assign an index to the cluster) . ( ) add the tree to cluster indicates if is already assigned to a cluster and is initialized to 0 1: for ← 1 to do 2: if not then 3:
for ← 1 to do 6: if ∕ = and > and = then 7: clustering(j,c) if ∕ = and > and = then 17: clustering(j,c) 18: end if 19 : end for V. ATTRIBUTED TREES Problems of section III are resolved thanks to methods of section IV. This section details the syntactic representation of devices and how to compute the similarity or distance between two devices in order to apply these methods.
A. Distances
Our techniques use the metrics defined in [13] . This section gives an overview of the theory. An attributed graph is defined by the tuple = ( , , ) where are the different nodes, the different edges and is a function such that ( ) gives some characteristics about the node . A tree is a special graph without cycle. Two trees 1 and 2 are considered isomorphic if there exists a bijection mapping every node in 1 to every node in 2 while keeping the same structure (the nodes are connected in the same way). In fact, the nodes are generally labeled or defined by some characteristics but a node can be mapped to a node with a different label. The trees have a subtree isomorphism if there exists two subtrees which are isomorphic. Their similarity is measured as :
where is the comparison function between the characteristics ( function) of two nodes defined by the user. Furthermore, the goal is to determine ( 12 ) which is the maximum similarity among all pairs of isomorphic trees of 1 and 2 : where is the set of all possible isomorphisms and the corresponding subtrees.
Although classical techniques compute the similarity between two trees by counting the number of transformations (delete, add or substitute) required to transform the trees into isomorphic ones, the authors of [13] emphasize that resolving this problem is NP-complete unless adding some specific constraint (nodes ordering for instance) to get a polynomialtime complexity. Hence, they propose to define four novel distance metrics (two normalized and two non-normalized) between trees leading also to a polynomial complexity. The normalized metric are advantageous because they can be interpreted in an equivalent way even if the context is not the same (different devices, other protocol) whereas the nonnormalized metric will exhibit great different values. However, it is impossible to know a priori which kind of distance is better in terms of accuracy. Thus, one distance metric of each type is kept for supervised and unsupervised fingerprinting. After preliminary evaluations, three of them appear to be suitable:
where | | is the number of nodes of the tree .
B. Syntactic trees
A syntactic tree is an attributed tree built from a message sent by a device and the Augmented Backus-Naur Form (ABNF) [14] protocol grammar. The figure 7 shows a partial grammar of a simple protocol (far from SIP). The non-terminal elements are those which can be derived into other ones (Message, Request) contrary to terminals representing a fixed sequence of or a range of possible characters (terminal values are real values in the message). The elements prefixed by "*" are repeated whereas those separated by "/" are alternatives. Otherwise, the different elements form a sequence.
Thus, each message is mapped to a syntactic tree like in figure 9 . A node is created from each terminal value and linked to a parent node representing the sequence, the repetition or the non-terminal from which it is derived. Figure 9 shows two partial syntactic trees.
The syntactic trees are rooted. Thus, two trees are isomorphic if the relationship between parent and child nodes is also kept. Furthermore, terminal values are not taken into account because the containing information is highly dependent of a specific session (call-id, date...).
Some potentially large structure can be derived for many grammar rules as for example the construction of a character sequence built by the expression * Alpha. Thus, two subtrees with different Request or Header branches can contain such a structure whereas their meaning is probably different. Hence, these relatively large structures could bias the similarity measure. The solution is to consider the path of a node to evaluate their similarity. The path is all the nodes between the root node and the considered node. Therefore, the characteristics of a node defined by ( ) is the tuple < , ℎ > with ℎ the path. The name of a node is its non-terminal name or "?" otherwise (sequence or repetition). We propose a binary similarity ( ) between two nodes imposing that two similar nodes have to share similar ancestor nodes, i.e., the same path, and the same name. Assuming that returns the parent node of and the common root of the trees, the similarity between two nodes and can be totally defined as:
If messages can be derived from different first rules, adding a generic root node is feasible but leading to a similarity equal to zero. Three subtree isomorphisms are represented in figure 9 . The subtrees associated to the first ones contain exactly the same nodes and so Φ1 = 4. Because sequence and repetition are equivalent in the ancestors path (question mark), the second isomorphism generates two trees sharing one similar node. However, 2 = 0 due to different ancestors path. Finally, ( 3 ) = 8 because the subtrees are the same except for two nodes (Accept and user-Agent). The Call-Id match because there is no order on the nodes.
Though, the first isomorphism is clearly suboptimal as the subtrees are not rooted on the global root node while the pair of nodes share the same ancestors. Hence, finding the isomorphism candidates has to consider the paths of all nodes of a tree as illustrated in figure 8 . The creation of the lists containing these paths can be done easily during the creation of the trees. The optimal isomorphic subtree is built from all shared paths by the messages. Thus, the subtrees are the intersection ∩ ℎ of similar paths calculated by the algorithm 3 whose design is straightforward. Indeed, one iteration loops over all paths of the first tree 1 and looks for the same path in the second one 2 . Line 10 is extremely important for avoiding to take in account the same path twice. For instance, inverting the messages in figure 8 implies three paths Message.?.?.header without this line. Since this algorithm iterates over each path of 2 for each path of 1 , the complexity is in ( 1 2 ) Because all paths are rooted on the same node, the prefix of each path (all nodes except the last one) always equals another one. Hence, the similarity is exactly the number of elements in the intersection 1 : | ∩ ℎ |. Thus, the similarity between the example messages is eight.
Since the fingerprinting is based on structural differences between syntactic trees, it is suited for protocols whose specification allows some freedom about the message construction (optional fields, order of fields...). Since the user-agent field or the flat content (characters) of the messages can be easily altered, the syntactic structure included cannot. Considering the toy example of figure 9 , the fingerprinting techniques are usually based on some fields values as for example [15] which analyzes the bad randomness of the call-id field of certain devices. Therefore, an attacker can easily modify this field ← + 1
13:
end while 14: end for by replacing the value directly in the message in order to counter the fingerprinting technique. However, the syntactic tree structure is not altered and so the syntactic fingerprinting techniques are still able to identify the attacker device.
C. Adapation for fingerprinting
The distance adaptation for SVM based fingerprinting (problem 1) is compulsory because the kernel function is a similarity measure. For the normalized metric, the definition is straightforward as the similitude is equivalent to one minus the distance. For the non-normalized metric, we derived a kernel with a form close to the Gaussian one. Hence, two kernels functions are defined:
For the unsupervised fingerprinting, the two metrics chosen for testing this new algorithm are 1 and 2 . The latter one is directly applied but we do a simple transformation on 1 for having a normalized value between 0 and 1:
The coefficient of 0.01 for ′ 1 and 1 was tuned thanks to our first experiments. This manual normalization helps to interpret identically this metric and so to not reconfigure our fingerprinting algorithms each time. However it introduces this new parameter which can limit the usage of the nonnormalized metric.
The next section about experimentations is based on these adaptations of distance metrics but they will be mentioned as their original notation ( 1 , 2 and 3 ) for improving the readability and the comparison between results.
VI. EXPERIMENTATIONS A. General description
The following experiments aims to evaluate our fingerprinting scheme. Hence, the types assigned automatically to the devices will be checked in order to compute several metrics for evaluating the performance (the next section describes the different metrics used). The first part of the experiments is based on a small dataset in order to test our system with many distinct configurations. Thus, the impact of the different parameters can be studied in order to determine the best ones for performing the fingerprinting with a real operator in a second step including only section VI-F.
This includes two kinds of parameters:
• those which can be changed easily when applied to a real dataset: algorithm parameters or distance used; • those which are constrained by the real environment.
In fact, this includes only one parameter, the training percentage, which reflects the amount of available data. Hence the goal of the corresponding experiments is not to find out the best value to set for this parameter but to indicate the minimum training percentage which is needed for guarantying a minimal quality results.
In brief, the experiments of the first part aim to determine which distance is the best suited for fingerprinting, what is the impact of the training percentage, what is the impact of ROCK/QROCK adapted algorithms on the performance in order to determine the best configurations. Since the unsupervised fingerprinting does not provide convincing results, we propose two improvements.
We also provide a short experiment to show the benefits of the syntactic structure for improving the classification.
B. Metrics
Standard metrics for classification assessment presented in [16] are adapted to our terminology introduced in section III ( is the total number of messages which are classified and is the number of distinct device types). Assuming , the number of trees corresponding to a particular device type ∈ , the number of trees classified as , 2 1 the number of trees of types 2 which were classified as 1 , the sensitivity evaluates the number of trees of a given type which were assigned to the right cluster:
The specificity of a device type measures the proportion of trees of this type in the corresponding cluster:
The overall metric name accuracy is the proportion of trees which are assigned to the correct type:
Furthermore, the average sensitivity and specificity value is easier understandable than multiple values: Assuming the following distributions X = / , Y = / , Z = / , the mutual information coefficient (IC) is an entropy based measure defined as :
where is the entropy function. This ratio varies between 0 and 1 (perfect classification) and is a good complementary metric from the overall accuracy because it indicates if the accuracy value is not only due to one or few over-represented classes. For example, assigning all messages to one class can allow to reach 80% of accuracy if 80% of data points are of the same type. However, this case implies = 0. Hence, this coefficient reflects the sensitivity and the specificity and is even more severe than them.
Although the supervised classification creates one labeled cluster per device type which contains testing trees, the unsupervised classification can create an arbitrary number of clusters. Even if labeling unsupervised cluster is not done in reality, the classification assessment process begins by labeling each cluster with the most represented device version in the cluster. Then, only the largest cluster of each type is kept and the rest of the trees are assigned to an artificial garbage cluster. However, evaluation of the mutual information coefficient with a garbage cluster is meaningless. So, the F-score is another overall possible metric from the information retrieval domain [17] :
Like the mutual information coefficient, F-score is a combined measure from sensitivity and specificity but does not reflect the messages distribution. However, if all messages are affected to few classes, this score will be very low too.
C. Dataset
The main dataset having characteristics summarized in table I was generated from our testbed with 6 device types (softphones, hardphones and proxy) with a total number of 2091 messages. The syntactic trees are very big, their heights are close to 30 and the minimal number of nodes in a tree is more than 800. This is due to a huge specification as the ABNF grammar [14] contains around 500 rules. Therefore providing a real tree in the paper is impossible. The following message is a real SIP message generated on our testbed and emphasizes the huge size difference with a toy example such as messages from figure 9: 
D. Supervised classification 1) Training percentage:
The first experiment evaluates the efficiency of our supervising method in parallel with the proportion of extracted trees for the training process (training percentage). In fact, the messages are randomly selected and each experiment is run ten times to improve the fairness of our results. Considering distance 1 , the figure 10 plots the accuracy metrics using a quartile representation. The extrema values are plotted and the box delimits 50% the observations with the median value as the horizontal bar. The rest of the observations are outside the box (25% below, 25% above). The overall accuracy shown in figure 10(a) highlights that our approach is very effective because with only 10% of training, the accuracy is concentrated around 90%. Obviously, increasing the number of training sample messages improves the accuracy and with 20% the limited range of quartiles indicates stable results. So, expecting an accuracy of 95% is really viable. The average sensitivity illustrated in 10(b) means that the good accuracy is not only due to some well classified classes since this value reaches 90% with a training percentage of 20% or more.
The specificity is high also meaning that the misclassified messages are scattered among the different device types. The figure 10(d) summarizes the previous observations by amplifying the lowest specificity and sensitivity value. Hence, this figure confirms that the information coefficient is clearly more severe than other metrics. That is why the next experiments do not detail sensitivity and specificity values.
2) Distances:
The distance 3 is normalized contrary to 1 . Such a distance is generally easier to use since many techniques like SVM can be directly applied without considerable tunable transformation. The efficiency of the identification is clearly improved and outperforms the previous ones. With only 20% of messages used for the training, the accuracy is close to 99% in most cases. The specificity and sensitivity are also very high and illustrated here through the mutual information coefficient in figure 11(b) . In fact, obtaining similar results with the previous distance needs to raise the training percentage. For instance, a percentage of 80% with 1 is equivalent to 20% with 2 . To summarize, SVM-based supervised fingerprinting is very effective with the normalized distance 3 . Figure 12 is the intensity coded distance matrix for 3 . Devices are grouped by types represented by black lines on the axis (they are in the same order than in table I). Distance between messages and is represented by the intensity of the color of the cell ( , ). The darker the cell is, the lower the distance is. Hence, 3 is clearly able to detect group of messages especially for the first one which is well distinguished. Other black block structures are highlighted but messages from the same device type are clearly not always in such blocks. Even 3 is able to construct group of messages, applying an efficient classification technique is also necessary for taking benefit from that as for example SVM.
3) Advantage of the syntactic structure: This short experiment highlights the benefit from the syntax structure compared with the flat content. A common metric for measuring the similarity between two messages is the Levenshtein distance [18] . It is also known as the edit distance because it computes the number of needed transformations (insertion, deletion or substitution) for transforming the first text message into the second one. Figure 13 reports the same results as figure  11(a) and shows also the accuracy of the application of the Levenshtein distance. Using the syntactic representation of messages, the accuracy improvement increases between 30 and 50% which clearly emphasizes the relevance of the syntactic tree representation.
E. Unsupervised classification
Applying unsupervised classification on individual messages was not successful (about 60%). This is mainly due to notable differences between messages targeting different goals (with different types) even emitted from the same kind of device. Hence a message for making a phone call or registering are highly dissimilar. With supervised classification, the training process capturing different kinds of messages for the same device type counters this problem.
Thus, we propose two methods for improving the classification accuracy :
• identifying the kind of a device based on only one type of messages (e.g. INVITE),
• creating small clusters of messages sharing the same source IP address and source port within a small interval of time (few seconds). This assumption is realistic as these characteristics will not change frequently for a piece of equipment.
1) Grouping messages:
In the first experiment, is set to 5 seconds and the goal is to determine what are the best parameters of the new version of the ROCK algorithm :
• : the maximal distance between two neighbors,
• the minimum number of shared neighbors between to messages for merging them. With = 5, an average of 2.8 messages are grouped in the same cluster beforehand. Except in four cases highlighted by boxed values in table II, all the different kinds of devices are discovered. The shading key helps to rapidly discard bad configurations like the pale column ( = 0.01, 0.15, 0.2) highlighting the great impact of . Thus, the accuracy is not a monotonic function of . In the same way, it is not a monotonic function of and 87% of messages are correctly classified by using a neighbored distance of 0.1 and a minimal of ten shared neighbors for grouping two messages. Moreover, it is ten points better than the best result of the first row which is equivalent to the QROCK algorithm (one shared neighbor only). The corresponding high value of the F-score in table III indicates that this result is not only due to few device types rightly identified but also to most of devices correctly identified. However, the best configuration seems to fix = 15 and = 0.1 with a slightly lower accuracy and a higher Fscore. We will consider this configuration for the remaining experiments, otherwise it is mentioned. Tables IV and V give the number of clusters and their sizes from this configuration to another by varying these two parameters. When increases, more trees are merged and so less larger clusters are built contrary to forcing trees to have more common neighbors for being linked when it increases. Some very small clusters are constructed with only one tree (outlier) since the minimum size is still zero. Furthermore, the original QROCK algorithm corresponding to = 1 is clearly unable to discover as many clusters as for = 15. Figure 14 shows the evolution of the accuracy depending on the parameter grouping the message arrived in the same interval of time. First, increasing greater than five has no positive impact. Assuming a same device type for messages from the same IP address and port within 5 seconds seems reasonable. Second, the normalized distance ( 2 for unsupervised fingerprinting) is better than the non-normalized one. It strengthen the usage of the normalized metric which does not need to be parameterized.
2) Message type: Only the most represented message types are considered : 100, 200, 401, OPTIONS, REGISTER, NOTIFY, INVITE and ACK. The figure 15 plots the overall accuracy and the F-Score of the classification results depending the type considered. Once again, best results are obtained with the normalized distance. Moreover, this graph points out that some types contain more valuable information than others. In order to reinforce the authentication mechanism, the REGISTER messages have to be considered. Despite the fact that accuracy is not high enough (70%) for discriminating intruders, imposing a stronger authentication to some users can rely on the fingerprinting results. Besides, OPTIONS message includes equipment capabilities which is highly dependent on the device type contrary to the response 200 which is only a kind of acknowledgment. However, this experiment shows that such messages also contain specific device information even if their semantic is not strongly related to the device type. Monitoring the right messages like OPTIONS or NOTIFY is very efficient because more than 90% of the messages are well classified with a similar F-score. Furthermore, this study is helpful for determining the strategy of packet sampling if needed. In our case (Intel Core 2 Duo 3GHz), comparing two syntactic trees requires 4.9ms and so selecting messages to classify can reduce the overall complexity.
F. Real VoIP operator network dataset
This section addresses brief results obtained from the network traces of a real VoIP operator. This network contains 40 types of devices but the identification based on the SIP User-Agent returned sometimes an unknown type. Some types of devices are too much under-represented (less than 20 messages) while others generate 10.000 of the total of 96.000 messages from about 700 distinct devices. Hence, we discard four device types and keep at most 100 messages for each of them. The results are lower than for the testbed dataset. Indeed, the supervised fingerprinting technique is able to correctly identify 70% of the equipment. Assuming a classification per type of message, the unsupervised technique groups correctly 90% of OPTIONS message. The accuracy reaches 75% when messages within the same time interval are grouped beforehand. The first conclusion is that the OPTIONS message is a very valuable one. By investigating the reason of the relatively limited accuracy in the other cases, we found 
VII. RELATED WORK
Network and service fingerprinting tools are widely used by attackers for designing customized attacks or by network administrators to have a precise view of their network. The first work in this domain [19] highlights that unclear or permissive specification entails implementation variations due to specific choices or misunderstanding of the developers. Two classes of methods exist. The first one is qualified as passive since it only monitors the traffic without interacting with the fingerprinted machines. For instance, [20] is based on rules associating specific values in TCP fields to an operating system (OS). Active techniques send specific requests to a machine in order to get discriminative responses. This scheme is implemented by NMAP [21] for determining the OS. The accuracy of these techniques relies on the good definition of messages to send, which is basically done manually. Therefore, [22] describes a mechanism to learn them. Fingerprinting is not limited to OS identification and several works target to correctly distinguish the different kind of network traffic with different granularity levels. For instance, [23] gives a good overview of techniques used for determining the different classes of traffic (Web, P2P, Chat..) whereas [24] and [25] try to automatically identify a specific protocol. Our work is different and complementary since its goal is to determine precisely which implementation of a protocol is used. This kind of methods was explored in [26] for determining the HTTP [27] web server by observing the value or the order of some headers. Determining the version of a SIP equipment could be based on the bad randomness value of the Call-id field [15] . As argued in the introduction, changing these fields is very easy in order to counter fingerprinting. Our technique does not consider the value itself or the flat structure of the message but all its hierarchical syntactic structure related to the protocol grammar which contains more valuable information and which is more difficult to fake while keeping a valid message with the same meaning. SIP fingerprinting is also addressed in [28] with other protocol fields and an active probing technique contrary to the one presented in this paper which does not need any interaction with the devices. Our previous work [29] relies only on multiple sessions of messages without syntactic knowledge and is well designed for protocols with partially or unavailable specification and grammar. In addition, the fingerprinting process is longer because a minimal set of interactions is needed and the accuracy was lower with the same datasets (between 70 and 80%). We also introduced the use of syntactic information in [30] to create one generic global tree per device type. Even if the classification times are equivalent and it exhibits a very good accuracy (99% with 12% of messages used for training), the training process is very long and needs a grid of 10 computers during two days (with 2600 messages) contrary to the approach presented in this paper where the training process is very fast (few minutes). Thus, updating the system frequently is possible which is primordial with dynamic technologies like VoIP with many new devices appearing rapidly. Furthermore, our previous work did not deal with unsupervised fingerprinting. A syntax representation for applying support vectors machine techniques was also proposed in [31] by dividing a message into a pairs of attributed tokens. The objective there is different since the goal is to perform anomaly detection by detecting the deviation whereas we perform multi-class classification. Besides, the syntax structure proposed in [31] is composed of a sequence of attributed tokens whereas the approaches described in this paper rely on the syntactic tree. Dedicated kernel functions were proposed recently and [32] gives a good overview of the existing ones as for example the convolution kernels [33] and proposes other ones. A tree kernel function is basically defined by the number of subtrees shared between two trees with some variations. Our method can be regarded also as a variation since the isomorphism can be considered as shared subtrees. The main differences are that the nodes composing these subtrees are not to be exactly the same.
We defined an equivalence function that considers sequence and repetition nodes to be semantically equivalent. Whereas usual tree kernel considers all shared subtrees, the method we propose needs only the subtrees rooted in the original root due to our specific context (section V-B).
VIII. CONCLUSION
This paper proposes novel supervised and unsupervised device fingerprinting techniques which leverage the advantages of the SVM paradigm and the ROCK classification. A new version of ROCK was introduced taking advantage of different pre-existing versions. The provided results show the viability of such fingerprinting schemes when used with syntactic trees which reflect both the content of messages and their hierarchical structures. Our future work will study the fingerprinting of other protocols with a focus on wireless protocols because their nature implies security problems like rogue machines intruding the network. We also plan to study the complexity of the approaches. Other directions include the automated monitoring of stack protocol implementation evolution of a device series.
