The alignment of more than two biological sequences is a widely used technique in a number of areas of computational biology. However, finding an optimal alignment has been shown to be an NP-complete optimization problem. Furthermore, Multiple Sequence Alignment (MSA) can be formulated according to more than one score function, leading to multi-objective formulations of this problem. Due to these reasons, metaheuristics have been proposed to deal with MSA problems. In this paper, we present jMetalMSA, an Open Source software tool for solving MSA problems with multi-objective metaheuristics. Our motivation here is to offer to the scientific community in computational biology, a platform including state-of-the-art optimization algorithms aimed at solving different formulations of the MSA. We describe the main features of jMetalMSA, including the metaheuristics and scores that are currently available. In addition, we show a working example for illustration purposes.
Introduction
A Multiple Sequence Alignment (MSA) is an alignment of three or more biological sequences (ADN, ARN, protein) with the goal of identifying regions of similarity that may be a consequence of functional, structural, or evolution relationships among the sequences. MSA has many applications in field of computational biology, such as phylogenetic tree estimation, secondary structure prediction, and critical residue identification.
Finding an MSA can be defined as an optimization problem where a scoring function is to be maximized (or minimized). MSA is an NP-complete optimization problem [1] , where the time complexity of finding an optimal alignment raises c Springer International Publishing AG 2017 I. Rojas and F. Ortuño (Eds.): IWBBIO 2017, Part II, LNBI 10209, pp. 245-256, 2017. DOI: 10.1007/978-3-319-56154- 7 23 exponentially along with the number of sequences and their lengths. Additionally, there is not a unique way to assess the quality of an MSA, so the problem can have a multi-objective formulation when the goal is to find solutions according to two or more scoring functions. These reasons have led researchers to investigate on the adoption of multi-objective metaheuristics to deal with them [2, 3] .
Metaheuristics [4] are a family of non-exact, stochastic optimization techniques that have proven to be very effective in finding high quality solutions (optimal or quasi-optimal) in many fields. When they are used to solve a multiobjective problem, instead of searching for a unique solution, the goal is to find the set of optimal solutions, known as the Pareto optimal set (its representation in the objective space is known as the Pareto front), which fulfills the property that there is not any other possible solution improving any of those in the set in all the objectives. The output of a multi-objective algorithm is an approximation to the Pareto optimal set. Popular multi-objective metaheuristic algorithms include evolutionary algorithms, particle swarm optimization, ant colony optimization, artificial immune systems, and many others [5, 6] . Most of proposals of multi-objective metaheuristics applied to MSA are based on evolutionary algorithms [2, 3, [7] [8] [9] , but other techniques have been also applied, including artificial bee colony [10] and bacterial foraging optimization [11] .
The motivation of our work is that, with a few exceptions (e.g., [3] ), the source code of these works is not publicly available, thus hindering interested researchers to apply the proposed algorithms to solve their problems. Our goal is to fill this gap by offering an Open Source software framework, called jMetalMSA, aimed at multi-objective optimization with metaheuristics. jMetalMSA is implemented in Java and includes a number of multi-objective algorithms that are representative of the state-of-the-art, several MSA scores, and specific crossover and mutation operators. The project is publicly available in GitHub 1 . In this paper, we describe the architecture of jMetalMSA and its main features, including a practical use case for validation.
The remaining of this paper is structured as follows. Section 2 describes the architecture of jMetalMSA and its main components. The scores included in the framework are detailed in Sect. 3. Section 4 includes a complete case of use for practical validation. The conclusions and future work are outlined in Sect. 5.
Architecture of jMetalMSA
jMetalMSA is based on the jMetal multi-objective optimization framework [12, 13] , from which it takes most of the core classes. The object-oriented architecture of jMetalMSA is shown in Fig. 1 , where we can observe that it is composed of four core classes (Java interfaces). Three of them (MSAProblem, MSAAlgorithm, and MSASolution) inherits from their counterparts in jMetal (the inheritance relationships are omitted in the diagram), and there is a class Score to represent a given MSA scoring function. Many proposals for solving MSA with metaheuristics include an initialization method based on taking as input a set of pre-computed alignments obtained with other non-metaheuristic methods (such as Clustal-W, MAFFT, MUSCLE, etc.), so the MSAProblem class includes a createInitialPopulationMethod() that can be used to incorporate these kinds of strategies.
An important issue in current MSA studies is that there is not a consensus about which scoring functions are more adequate to assess the quality of alignments. Multi-objective approaches in jMetalMSA try to overcome this matter to some extent by selecting more than one score, but a review of the existing proposals reveals that most of them use different problem formulations. To provide a high flexibility degree in defining an MSA problem with the particular objective functions, our approach is to have a Score class that represents individual MSA evaluation functions, so that a concrete MSA problem formulation is composed of a number of scores, which can be easily set when configuring the algorithms.
When a variation operator is applied to an MSA, there is the chance of getting columns full of gaps. These columns are useless and typically they are removed, but finding them is a time consuming process. Crossover and mutation are typically consecutive operations, and there also exists the possibility of applying more than one mutation operation, so removing gaps at the end of each operator can be very inefficient. The crossover and mutation operators in jMetalMSA are endowed with a method to indicate whether the removing must be carried out after the operators or not.
Algorithms
As jMetalMSA is based on jMetal, most of algorithms included in the latter can be used in the former. The codification of an MSA (see next section) is based on representing gap information, so continuous optimization algorithms such as particle swarm optimization and differential evolution cannot be used in their classical versions.
The list of metaheuristics currently available in jMetalMSA include the evolutionary algorithms NSGA-II [14] , NSGA-III [15] , SMS-EMOA [16] , SPEA2 [17] , PAES [18] , MOEA/D [19] , MOCell [20] , and GWASF-GA [21] .
MSA Codification
The choice of the scheme to represent problem solutions is an important aspect when working with metaheuristics, because it largely influences the variation operators, typically crossover and mutation, that can be applied to create and manipulate the tentative solutions that are managed by the algorithms.
We have included in the framework a codification of the alignments based on groups of gaps, similar to the one proposed in [10] . This MSA representation only stores the positions (begin, end) of the groups of gaps into the sequences, as illustrated in Fig. 2 . This codification reduces the time of execution of both genetic crossover and mutation operators, since manipulating gap group lists is more efficient than working with large sequences of characters.
Evolutionary Operators
As commented in the previous section, many metaheuristics (particularly evolutionary algorithms) rely on crossover and mutation operators to search for the problem solutions. Most of presented techniques for MSA use a single-point Fig. 4 . List of mutation operators that are available in jMetalMSA crossover (e.g., [3] ), which is illustrated in Fig. 3 . The list of mutation operators included in jMetalMSA are: -Shift-closed gaps: Closed gaps are randomly chosen and shifted to another position (see Fig. 4a ). -Non-gap group splitting: a non-gap group is selected randomly, and it is split into two groups (see Fig. 4b ).
-One gap insertion: Inserts a gap in a random position for each sequence (see Fig. 4c ). -Two adjacent gap groups merging: Selects a random group of gaps and merge with its nearest group of gaps (see Fig. 4d ). -Multiple mutation: Combination of the rest of operators into a single one.
Formulation of the MSA Scores
In this section, we define the scores that are currently available in jMetalMSA, all of them are intended to be maximized. For the formulation of theses scores, we have considered the alignment to evaluate S, as a set of k aligned sequences represented as S = {s 1 , s 2 , ..., s k } all of them with the same length L. 
where ScoringM atrix represents the matrix that determines the cost of substituting a residue for another, and also a gap penalty value to determine the cost of aligning a residue with a gap. This penalty is only employed when aligning a residue with a gap. The alignment of two or more gaps is not penalized. jMetalMSA includes two substitution matrices widely used in the literature: BLOSUM62 [22] and PAM250 [23] .
(2) Weighted Sum of Pairs with Affine Gaps. The weighted sum of pairs with affine gaps (wSOP), is the difference between the sum-of-pairs with weights score (SP) and the affine gap penalty score (AGP). It is defined in Eq. 2:
where SP (l) is the sum-of-pair score of the l column as defined in Eq. 3:
In Eq. 3, δ represents the substitution matrix used, and W i,j is the sequence weight between two unaligned sequences s i and s j , as follows:
where LD represents the Levenshtein distance between two unaligned sequences s i and s j (the minimum number of insertions, deletions or substitutions required to change one sequence into the other). Finally, in the Eq. 2, AGP (s i ) represents the affine gap penalty score of the sequence s i , which is defined as follows:
where g open and g extend are user-defined and represent the weight to open and the weight to extend the gap with one or more spaces, respectively. In jMetalMSA, the default values of theses parameters are: g o = 6 y g e = 0.85.
(3) Single sTRucture Induced Evaluation (STRIKE). Strike [24] is a metric to evaluate the accuracy of an alignment based on structural information of, at least, one sequence of the alignment. This structural information is commonly retrieved from the Protein Data Bank (PDB) [25] . Using the structural information as a source for amino acid frequencies and contacts, a log-odds contact matrix is estimated by measuring the ratio between the frequency of each possible contact and its expectation, given the background frequency of each single amino acid. Given any pair of amino acids i and j, the score for their contacts can be estimated as follows (Eq. 6):
where f ij is the frequency of contacts involving i and j across all observed residue − residue contacts, f i and f j are the single residue frequencies in the dataset considered. For the remaining sequences, the pairs of amino acids aligned in the same positions as the previously estimated contacts are retrieved. Such pairs of amino acids are then scored according to a novel scoring matrix. If there are several structures, the final STRIKE score is the average of all the Strike core of each structure.
(4) Percentage of Totally Conserved Columns. The percentage of Totally Conserved Columns (TC) takes into account the number of columns that are fully aligned with exactly the same compound. Maximizing this score ensures more conserved or special regions within the alignment. It can be defined as follows (Eq. 7):
where S l is the lth column of S, such that S l = s il ∀i = 1, ..., k, and the function totalColumn(S l ) is defined as follows (Eq. 8):
(5) Percentage of Non-gaps. The percentage of non-gaps measures the number of residues with respect to the number of gaps into the alignment, as defined in Eq. 9:
where s ij represents the symbol in the j-th position of the i-th sequence in the alignment S. The function isN otGap for a general residue in the alignment is defined as follows (Eq. 10):
Examples of Use with 2 and 3-Objectives Formulation
To illustrate the use of jMetalMSA, we describe in this section two cases of use in which three multi-objective algorithms are applied to deal with MSA problems of the BAliBASE 3.0 dataset [26] . First, we used MOCell, a multi-objective cellular evolutionary algorithm [20] , to solve the BB11001 instance, with the goal of optimizing three objectives: sum of pairs (SOP), TC, and percentage of non-gaps. Once the algorithm has been configured and executed, two files containing the solutions found in terms of approximations to the Pareto optimal set and the Pareto front are generated, so that the first one contains the alignments (in FASTA format) and the second one stores the corresponding score values. Figure 5 shows the Pareto front points that have been obtained when plotting the second file. The biologist then has the choice of selecting her/his preferred alignment. In this regard, Fig. 6 shows the alignments corresponding to the three extreme solutions (the best one per objective). We can observe that the alignment with the best TC score contains the higher number of totally aligned columns, whereas the alignment with the best NonGaps score contains a minor number of gaps into the sequences than the others. The second example consists of applying the algorithms GWASF-GA [21] and NSGA-II [14] to align the BB12001 problem, but using a two-objective formulation: SOP and TC. Figure 7 shows the Pareto front approximations that have been obtained. We can observe that NSGA-II provides a most populated and diverse front of solutions, but GWASF-GA produces a solution with a low SOP value. More detailed algorithmic comparisons with jMetalMSA and the BAliBASE 3.0 dataset can be found in [27, 28] . 
Conclusions
We have presented a software framework called jMetalMSA for solving Multiple Sequence Alignment (MSA) problems with multi-objective metaheuristics. Particularly, we have described the architecture and the core classes composing jMetalMSA, including the algorithms and genetic operators that are incorporated. The scores that are available to assess the quality of an MSA have also been detailed. Furthermore, we have shown two examples of solving an MSA with two and three objectives, including the obtained Pareto front approximations and three selected alignments. jMetalMSA is an Open Source project hosted in GitHub that is freely available to interested users, which can not only download the software package, but also to contribute with new operators and algorithms. As future work, our plan is to extend jMetalMSA including other features, such as new metaheuristics incorporating preference articulation, so that the biologist can indicate some goals (desired properties) of the alignments a-priori. A study with extensive comparatives and using different combinations of scores is also an ongoing work.
