Moderate or Intense Low oxygen Dilution (MILD) combustion has been established as a combustion regime with improved thermal efficiency and decreased pollutant emissions, including NO x and soot. MILD combustion has been the subject of numerous experimental studies, and presents a challenge for computational modelling due to the strong turbulence- 
Introduction
The Moderate or Intense Low oxygen Dilution (MILD) combustion regime offers improved thermal efficiency and reduction of nitrogen oxides (NO x ) pollutants and soot, facilitating lower fuel consumption and cleaner exhaust gases (Cavaliere & de Joannon, 2004) . A characteristic of the MILD regime is a distributed, homogeneous reaction zone, without flame temperature peaks and reduced pressure variations. Under these conditions, the Damköhler number (Da) is near unity in the reaction region (Galletti et al., 2007) , indicating that both chemical and turbulence time scales are important in describing the MILD regime. A number of experimental studies into the mechanics of the MILD combustion regime have been performed using simplified jet flames in low oxygen, heated coflows. The Jet in Hot Coflow (JHC) burner, shown in Figure 1 and described by Medwell et al. (2007) , consists of a central jet emanating into a coflow of combustion products. The 4.6 mm diameter central jet of the JHC burner, issues into an 82 mm diameter concentric coflow of combustion products from an up-stream secondary burner. The JHC burner has been used to provide experimental data for numerous fuel and Reynolds number combinations (Dally et al., 2002; Medwell et al., 2007 Medwell et al., , 2008 Medwell & Dally, 2012; Oldenhof et al., 2010 Oldenhof et al., , 2011 Oldenhof et al., , 2012 , as has the similarly configured Vitiated Coflow Burner (VCB) (Cabra et al., 2002 (Cabra et al., , 2005 Gordon et al., 2008) .
Numerous computational studies of the JHC burner have been made using Reynolds averaged Navier-Stokes (RANS) modelling (Christo & Dally, 2005; Frassoldati et al., 2010; De et al., 2011; Aminian et al., 2011 Aminian et al., , 2012 Mar-dani et al., 2011 Mar-dani et al., , 2013 Gao et al., 2013; Wang et al., 2013 ) and large-eddy simulations (LES) (Ihme & See, 2011; Ihme et al., 2012; Afarin & Tabe- 
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A c c e p t e d M a n u s c r i p t 4 jamaat, 2013; Kulkarni & Polifke, 2013) , focussing on CH 4 /H 2 fuel cases. Subsequent findings of these studies have been extended by recent modelling efforts of the more complex C 2 H 4 -based fuel experiments (Shabanian et al., 2013) . This work, trialling a number of different turbulence and combustion models, found best agreement with the experimental results of Medwell et al. (2008) using the modified standard k -ε (SKE) turbulence model of Dally et al.
(1998) and a modified eddy dissipation concept (EDC) finite-rate reaction model with the parameter C τ increased from the default 0.4082 to 3 (Shaba-nian et al., 2013) . The modified SKE and modified EDC model combination generally agreed well with the experimental data however, in most cases, the temperature distributions modelled downstream of the jet were in excess of those measured and the radial peaks in minor species distributions were not accurately predicted (Shabanian et al., 2013) . These simulations also did not exhibit any lifted behaviour, in contrast to the C 2 H 4 -based flames measured by Medwell et al. (2008) . The particle density function (PDF) modelling approach of Shabanian et al. (2013) was, however, in good agreement with this apparent lift-off phenomenon not captured by the computationally cheaper EDC model, especially in the C 2 H 4 /N 2 fuel case. The good agreement of PDF models with experimental measurements from the JHC is consistent with RANS modelling efforts of the VCB (Masri et al., 2003; Cabra et al., 2005; Cao et al., 2005; Gkagkas & Lindstedt, 2007; Gordon et al., 2007; Ren & Pope, 2009; Najafizadeh et al., 2013) . In light of the limited success of the RANS-EDC models, the objective of this paper is to systematically determine an approach for improving the performance of CFD modelling to capture lifted jet flame behaviour in a heated coflow using the ANSYS FLUENT 14.0 software package. The commercial FLUENT 14.0 code was adopted in the absence of any suitable alternative research code with similar capabilities, appropriate for A c c e p t e d M a n u s c r i p t 5 modelling turbulent flames in the MILD regime without requiring excessive customisation. The desire to develop the capabilities of RANS-EDC modelling of these flames is driven by the desire for reduced computational cost.
Flames in the transition to MILD combustion have been reported as appearing visually lifted in the JHC burner for ethylene (C 2 H 4 ) based fuel streams (Medwell et al., 2008) . Long exposure images of such flames, shown in Figure 2 , demonstrate the apparent, visual lift-off of these transitional flames in comparison to MILD flames. Despite visually resembling lifted flames, laser diagnostic imaging has revealed the occurrence of reactions upstream of the apparent liftoff height, as evident by measurements of formaldehyde (CH 2 O) and the hydroxyl radical (OH) (Medwell et al., 2008) . This is the case for C 2 H 4 , C 2 H 4 /air and C 2 H 4 /N 2 fuelled jet flames with jet Re 10, 000 = in a 1100 K, 9% O 2 mol/mol coflow. Simplified one-dimensional modelling of these flames indicates that, despite the depleted oxygen concentration in the oxidant stream, under these conditions O 2 penetrates across the reaction zone to the fuel-rich side, which facilitates a radical pool build-up (Medwell et al., 2009 ). This observation is consistent with previous observations in similar lifted flames in a hot and vitiated coflow (Gordon et al., 2008) .
These flames present a particularly interesting test-case for investigating the finite-rate chemistry effects under depleted oxygen conditions. Such effects have been modelled using 2D PDF models (Masri et al., 2003; Cabra et al., 2005; Cao et al., 2005; Gkagkas & Lindstedt, 2007; Gordon et al., 2007; Ren & Pope, 2009; Najafizadeh et al., 2013) and 3D direct numerical simulations (DNS) (Yoo et al., 2011; Luo et al., 2012; Kerkemeier et al., 2013) . The aim of this paper A c c e p t e d M a n u s c r i p t 6 is to improve the performance of the computationally cheaper RANS-EDC models for lifted flames in a heated and depleted oxygen environment.
Model Development

Domain and Boundary Conditions
The computational domain for the JHC burner was chosen to be a two-dimensional rectangular region downstream of the jet plane exit. The geometry for this study was based on computational domains previously employed in similar studies of the JHC burner (Frassoldati et al., 2010; Shabanian et al., 2013) . The study of MILD combustion using the JHC burner is only valid where the fuel jet is entrained by the controlled coflow, up to ~100 mm (or ~22 jet diameters) Although the radiation model has previously been shown to have negligible effect on these essentially soot-free flames (Frassoldati et al., 2010; Mardani et al., 2010; Aminian et al., 2011; Shabanian et al., 2013) , the 'P1' radiation model was implemented to retain accuracy at a minimal computational cost. The simplest implementation of the 'P1' model assumes a basic grey-band model for gases with constant absorption and scattering coefficients. Previous attempts to model combustion in JHC burners have used experimentally measured inlet profiles (De et al., 2011) , assumed constant velocity across the domain inlet (Frassoldati et al., 2010; Aminian et al., 2012; Sha-banian et al., 2013) or modelled the jet and coflow exit profiles (Christo & Dally, 2005; Mardani et al., 2011) . Previous modelling of the C 2 H 4 -based JHC flames made the assumption of constant velocity profiles, although did not investigate any sensitivity to inlet boundary conditions (Shabanian et al., 2013) . For this study the fuel pipe geometry was computationally modelled separately as a constant 4.6 mm diameter tube, 100 diameters in length, in order to ensure fully developed flow in the pipe. This was modified to 4.25 mm for the Dally et al. (2002) simulated cases. To determine the coflow velocity profile, an additional model of the secondary burner and outer annulus was generated, with the flow emanating with a uniform velocity of combustion products at the perforated plate 160 mm upstream of the coflow exit plane.
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Turbulence and Turbulence-Chemistry Interaction Models
The modified k -ε turbulence model is adjusted from the standard k -ε model by changing the common default value of 1 C ε from 1.44 to 1.6, as recommended and verified for 2D axisymmetric flows (Dally et al., 1998) (Frassoldati et al., 2010) and C 2 H 4 -based fuels (Shabanian et al., 2013) .
Analysis of excited, chemiluminescent species and the effect of minor species in the coflow required the use of additional kinetic mechanisms. Additional reactions for the excited species mechanism was implemented using a combination of kinetics rates and reactions (Hidaka et al., 1985; Tamura et al., 1998; Petersen et al., 2003; Hall & Petersen, 2006; Elsamra et al., 2005 ) and a 50 species modified GRI-Mech 3.0 mechanism was used for the inclusion of minor species in the coflow. CH* and OH* denote excited OH and CH molecules respectively, and emit light in A c c e p t e d M a n u s c r i p t 9 the blue and ultraviolet regions of the light spectrum upon de-excitation to their ground states.
Concentrations of the excited CH* species therefore indicates a blue coloured flame and the lack of CH* in regions with OH species concentration may be interpreted as evidence of MILD (flameless) combustion. The distributions of these excited species were evaluated in postprocessing using a combination of OH* excitation reactions by Petersen et al. (2003) and Hall & Petersen (2006) , and CH* reactions by Elsamra et al. (2005) and quenching rates by Hidaka et al.
( 1985) and Tamura et al. (1998) . The combined mechanism consisted of an additional 21 reactions which were chosen to be evaluated in post-processing rather than incorporated into the existing modified GRI-Mech 3.0 in the interest of brevity. Kinetics post-processing was employed with the expectation that the populations of OH and CH species would contain only a negligible fraction of excited molecules, which would therefore have little impact on the combustion chemistry. This assumption was later confirmed through inspection of the results.
The effects of minor species were additionally investigated by adding equilibrium concentrations of OH and NO to the coflow composition, both separately and in simultaneously, using a further modified 50 species GRI-Mech 3.0 mechanism which included N-O reactions whilst excluding argon and C 3 H x species. The addition of 0.001% mol/mol OH and 0.03% mol/mol NO in the coflow, separately and simultaneously, were investigated for change of peak temperature and apparent lift-off height. The effects of a 1% concentration of OH in the coflow on the same parameters was similarly considered following recent work on the effect of minor species in reducing ignition delay (Medwell et al., 2014) .
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The mean reaction rate in the EDC combustion model, i R , of species i is assumed to occur only within small turbulent structures, as described by Eq. 1 (Magnussen, 1981) . Both the mean residence time (τ*) spent within fine structures with length fraction (ξ*), are scaled by C τ and C ξ , with default values originally derived from an extensive control volume analysis of isotropic turbulent structures (Magnussen, 1981) . The equations defining τ* and ξ* are shown in Eq.s 2 and 3 respectively.
where ρ is density, i Y the mass fraction of species i in a computational cell, i Y * within fine scales,
where C τ = 0.4082 (default), ν is the kinematic viscosity, ε the turbulent dissipation rate,
where 2.1377 C ξ = (default) and k is the turbulent kinetic energy. Finally, combining these equations, the mean reaction rate may be rewritten as:
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Recent studies (Aminian et al., 2012; Shabanian et al., 2013) , based on an earlier investigation on the Delft-Jet-in-Hot-Coflow burner (De et al., 2011) , found that increasing C τ in the EDC model to 1.5 (Aminian et al., 2012) or 3 (Aminian et al., 2012; Shabanian et al., 2013) provided better agreement to measurements from the JHC burner.
The results of the Delft-Jet-in-Hot-Coflow modelling (De et al., 2011) indicate that these variations of the standard EDC model act to improve the predictions of lift-off, although this was not particularly apparent by setting 3 C τ = for ethylene fuels in the JHC burner (Shabanian et al., 2013) . This is in agreement with the observation that in the MILD combustion regime there is a decrease in chemical reaction rates (Galletti et al., 2007; Ihme & See, 2011) . The modification of C τ (inversely proportional to R i , from Eq. 4) has been further justified by stating that the homogeneity of the MILD reaction region invalidates the assumption that species do not react beyond the confines of fine structures, and that increasing residence times acts to compensate for this (Aminian et al., 2012) .
This highlights the complex interplay between i R , C ξ and the ratio 2 / k νε . In comparison, Eq. 6
shows the comparatively simple coupling between C τ and the rate of change of i R where:
It is hypothesised that decreasing i R would result in a more accurate model, thus a parametric study using the combinations of C ξ and C τ summarised in Table 1, 
Results and Discussion
Results of the parametric study into the effects of With apparent lift-off height an interest for investigation of flame stability and autoignition, the CH* distribution was compared to visual measurements by Medwell et al. (2008) . The initial downstream formation locations of CH* then subsequently used to define the visible flame base for further analysis and comparison with experimental cases (Medwell et al., 2008) . The combi- (2012) found an 'optimal' value of 1.5 C ξ = resulting in relative errors in peak temperatures (with respect to the experimental peak) of 2.0 and 3.7% for the CH 4 /H 2 fuel flames in 9 and 3% O 2 coflows respectively (Aminian et al., 2012) . In comparison, the new EDC parameter set offers an improved overall agreement with the two of these peak temperatures with relative errors of 2.7 and 1.7% for the same CH 4 /H 2 fuel flames in 9 and 3% O 2 coflows respectively.
These errors are shown, alongside other fuel cases, in Table 3 which shows significantly better A possible explanation for the improvement of both modified EDC models may be due to the decreased fine structure sizes, for 1 C ξ = , and increased residence times more appropriately emulating the conditions of transitional jet flames in the JHC burner. This is consistent with reduced temperatures observed in MILD combustion (Cavaliere & de Joannon, 2004) , which are indicative of reduced reaction rates resulting from the low oxygen dilution in the reaction zone. streams may result in limited interaction regions between the fuel and oxidiser, reducing the boundaries for interactions between species whilst simultaneously increasing the time a fluid particle is encapsulated within a fine structure. Such viscous fluid effects may not be captured accurately by the EDC model due its assumption of isotropic Reynolds averaging (Magnussen, 2005) , and numerical unreliability at low turbulence (De et al., 2011) . Turbulent fine scales within the flow therefore need to be adjusted, through the parameters C τ and C ξ , in order to account for these viscous effects to better predict the mixing and chemical interactions between species in this region. A c c e p t e d M a n u s c r i p t A c c e p t e d M a n u s c r i p t Aminian et al. (2012) , otherwise Shabanian et al. (2013) . showing modified EDC models with 3 C τ = and 1 C ξ = (lines), and experimental measurements (markers) for 3% and 9% mass O 2 coflows (experimental data from Dally et al., 2002) .
