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1 INTRODUCTION 
1.1 Modeling Dependence in Spatial Data 
It seems that the origins of all modem statistical techniques can be traced back to 
R. A. Fisher. In a 1921 paper Fisher wrote, "For example, in the yields of dressed grains 
from the dunged plot, 2b, of Broadbsilk, neighbouring values are evidently associated... 
Evidently neighbouring values tend to be alike" (Fisher, 1921, p. 125). The intriguing 
aspect of this quote is that Fisher is speaking of values that are neighboring in time not in 
space. Nothing in the article directly relates to spatial correlation between neighboring 
plots. Fisher comes closer to explicitly calling for the use of data collected from spatially 
nearby locations to improve prediction in a paper co-authored with W. A. MacKenzie 
the following year. The first words of the paper are: 
During deliberations of the Committee appointed by the Ministry of Agricul­
ture and Fisheries in 1920 to report on the uses being made of meteorological 
data in connection with the agriculturzil and fishing industries, the question 
arose: To what extent can simultaneous observations of weather and crops, 
carried on in the same season in different parts of the country, replace ob­
servations taken at the same location for many consecutive seasons. (Fisher 
and MacKenzie, 1922, p. 234) 
The original impetus that eventually led to optimal spatial prediction can be traced 
at least as far back as Sir Francis Galton, who is given credit for coining the use of 
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the term "correlation" in a statistical context (David, 1995). His seminal work on 
regression bridged the gap between causation and correlation in a context of parent-child 
intelligence, and laid the groimdwork for those who would follow to utilize correlation 
between observations to improve predictions. 
Much of what is termed spatial statistics has analogues in time series analysis. For 
example, the underlying notions of stationarity, which are so often advanced in spatizil 
statistics, have their brethren in the time series literature. Kolmogorov (1941) writes 
of  "assumed loca l  i so t ropy"  and  d is t r ibut ion  laws  " independent  f rom x i ,x2 ,x3 ,and 
Yaglom (1962) mentions that the "correlation function depends only on t-s." So, for time 
series, the distance between observations is of major interest. In spatial statistics, the 
assumption of invariance to shifts in time is replaced with an assumption of invariance 
to shifts in space. 
The analysis of spatially dependent data has progressed rapidly in the past 40 years, 
with the advent of optimal spatial prediction known throughout the geostatistics lit­
erature as "kriging." It is an anglification of "krigeage", a French term promoted by 
G. Matheron to honor the contributions to spatial prediction of D. G. Krige (Cressie, 
1990). Note that while kriging was being developed in the mining industry, similar 
techniques were being explored in several other disciplines. In fact, L. S. Gandin was 
developing nearly identical techniques in meteorology. He spoke of a homogeneous struc­
ture function rather than a variogram, optimal interpolation rather than simple kriging, 
and optimal interpolation with normalization of weighting factors rather than ordinary 
kriging. The reader is referred to Cressie (1990) for a more complete history of the 
origins of kriging. 
Cressie (1990) lists three key components that were necessary to the development 
of ordinary kriging (i.e., optimal spatial prediction under the assumption of a constant 
mean /z over the spatial domain); (i) use of covariances (or of variograms) to weight 
observations, (ii) use of the best linear unbiased estimator (BLUE) for the unknown 
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meaji fi, ajid (iii) use of spatial locations to define coveiriances (or variograms). The 
covariance of the random process Z(') between any two spatial locations Si and Sj is 
given by 
C(Si,S2) = CCw(Z(Si),^(S2)): VSi,S2€l>. (1.1) 
Assuming stationarity (discussed at length in Section 3.1), we can write the covari-
ogram as 
C(si - S j )  =  c o v  ( Z  ( s i ) ,  Z  ( 8 2 ) ) ;  V Si,S2 € D .  (1.2) 
The vaxiogram between two spatial locations Si and S2 is defined as 
27(81 -  S2) =  v a r ( Z ( s i )  -  Z ( s 2 ) ) ;  V Si,S2 € D .  (1.3) 
If one puts h = Si — S2 and s = S2, equations (1.2) and (1.3) become 
C(h) = c o v { Z { s  +  h ) , Z { s ) )  
and 
27(h) = i;ar(Z(s + h) — Z(s)). 
As pointed out in component (iii) above, the advent of kriging is linked directly 
to the use of spatial locational information in the calculation of weights for optimal 
prediction. Thus, accurate locational information is of parcunount importance to the 
kriging practitioner. 
In geostatistics, the distance in space between points is of great import. Joumel 
and Huijbregts (1978) state the need for the assumption that distance is a defining 
characteristic of the correlation structure: 
It appears from the definitions that the covariance and variogram functions 
depend simultaneously on the two support points xi and X2. If this is indeed 
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the case, then many realizations of the pair of r.v.'s {Z (x i ) ,  Z  (X2)}  must  be  
available for any statistical analysis. On the other heind, if these functions 
depend only on the distance between the two support points (i.e., on the 
vector h = Xi — X2 separating Xi and Xj), then statistical inference becomes 
possible... (Joumel ajid Huijbregts, 1978, p. 32) 
The central role played by the spatial lag, h, has been recognized for quite some 
time; however, very little attention has been paid to the effect of location^ uncertainty 
on optimal spatial prediction. Almost without fail, texts and articles that discuss krig-
ing assume known spatial locations in the definition of the variogram or covariogram. 
While adjustments have been made for attribute error (namely, variability in Z{s)), lit­
tle hais been done to adjust for locational error (najnely, variability in s). Adjusting for 
locational error will be the central theme of this dissertation. 
1.2 Dissertation Organization 
We begin our investigation of locational error with an overview of the problem in 
Chapter 2. In Section 2.1, we discuss the general issue of locational error in geostatis-
tics. In Section 2.2, we review some modeling approaches for incorporating locational 
uncertainty into spatial data analysis. We discuss the origination of locational error in 
spatial data in Sections 2.3.1 and 2.3.2. In Section 2.3.3, we lay out the issues involved in 
optimal spatial prediction in the presence of locational error. We discuss what problems 
we shall solve and which remain to be addressed. 
In Chapter 3, we introduce our model for locational error. We describe the model 
in Section 3.1, discuss estimation of the locational error variance in Section 3.2, and 
investigate the distribution of the spatial lag in Section 3.3. 
In Chapter 4, we present results that allow us to perform second-moment linear 
prediction adjusted for locationzJ error. We review kriging results without locational 
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error (traditioneil kriging) in Section 4.1. We discuss adjusting the first two moments of 
a spatial process to include locational error in Section 4.2. These adjusted moments are 
used in Section 4.3 to perform kriging adjusted for locational error. Estimation of the 
variogram and the covariance function are covered in Section 4.4. Finally, we describe 
an alternative method for kriging in the presence of locational error in Section 4.5. 
In Chapter 5, we approach the problem of spatial prediction in the presence of loca­
tional error from a Bayesian perspective. In Section 5.1, we show that empirical Bayesian 
kriging adjusted for locational error reduces to kriging adjusted for locational error un­
der a suitable choice of priors. We present the fully hierarchical Bayesiaji modeling 
approach without locational error in Section 5.2.1. We present the fully hierarchical 
Bayesian modeling approach incorporating locational error in Section 5.2.2. 
In Chapter 6, we apply the techniques developed in Chapters 4 and 5. In Section 
6.1, we analyze a topographical data set from Davis (1973) using traditional kriging, 
kriging adjusted for locational error, hierairchical Bayesian kriging without locational 
error, and hierarchical Bayesian kriging incorporating locational error. In Section 6.2, 
we investigate the methods developed throughout the dissertation through a simulation 
study. 
Finally, we close with a simimary of results in Chapter 7. We offer suggestions 
for the practical implementation of the methods discussed throughout the dissertation. 
Additionally, we present areas of potentially important future research. 
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2 LOCATIONAL ERROR 
2.1 The Problem of Locational Error in Spatial Data 
Data are considered spatial if they contain locational information. Typicedly, there 
is also attribute information available, whose distribution depends on its location. At­
tribute data consists of the measured response data, which can be either discrete or 
continuous. Error in locational information leads to another component of error in at­
tribute information, which is ultimately reflected in the inference drawn from the data. 
While the practice of using locational information to improve estimation and prediction 
for attribute data hzis been recognized and exploited for quite some time, the incorpo­
ration of uncertainty in the locational information has received scant attention. 
One discipline that hzis focused considerable energy on accounting for positional 
uncertainty is geography. When creating maps, pinpointing star locations, navigating a 
ship, and so forth, location is the quantity of paramount interest. At the other extreme, 
many statistical analysis problems are void of locational information. In these cases, it 
is conmion to model data as being statistically independent. Somewhere in the middle 
lies geostatistics. Geostatisticians typically use locational information to model the 
correlation between attribute values over a geographic region. However, they usually 
ignore the effect locational uncertainty has on spatial data analysis. 
The advent and then ubiqmty of Geographic Information Systems (GIS) has led to 
em explosion in spatial database information. Unfortimately, the easy storage and qiiick 
retrieval possible within a GIS has not been matched by the incorporation of spatial 
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statistical methodology. Locational error information is not hcindied at all by a GIS. 
Incorporation of attribute error analysis is being handled through geostatistics, but there 
is an urgent need for both theoretical and software developments to deal with the more 
realistic situation of both locational error and attribute error. 
The approaches taken by geographers and other users of GIS to model the effects of 
locational error in spatial data generally zissume that the attribute vcdue is discrete (often 
gray-scale values) and the spatial domain is composed of a fixed grid of pixels. The effect 
of locational error in the generic geostatistics problem of a response variable distributed 
continuously over space remains unsolved. In Section 2.2, we begin with a brief review of 
some modeling approaches that have been used to account for locational error in spatial 
data. We discuss the sources of locational error in spatial data in Sections 2.3.1 and 
2.3.2. In Section 2.3.3, we lay out the issues that need to be addressed to extend spatial 
data analysis to include locational error. 
2.2 Models for Locational Uncertainty in Spatial Databases 
2.2.1 The "Corruption-Model" 
Geman and Geman (1984) introduce a model for the Bayesian restoration of images. 
Let the original image be denoted by V = {Z,L), where Z is a matrix of observable 
intensities and L is a matrix of unobservable edge elements. The degraded image G 
has the form <f>{H{Z)) Q N-, where H is a. blurring matrix, N is independent noise, and 
0 is ajiy suitable invertible operation such as addition or multiplication. Geman and 
Geman choose ^ to be a convolution over a small window to insiire locality of Z. Using 
a process czdled simulated annealing, they generate a sequence of images that converge 
to the maximum a -posteriori image. The images evolve by allowing changes in gray-level 
intensities and locations of boundary elements. 
Researchers working with Geographic Information Systems (GIS) have adapted Ge-
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man and Geman's model to investigate how errors in source maps propagate through a 
GIS to output maps (see, e.g., Arbia et aJ., 1998; Raining and Arbia, 1993; «ind Good-
child, 1989). Often the output map results from overlay operations that combine two or 
more source maps at potentially different scales of spatial resolution. 
Following Arbia et al. (1998), we call the model the corruption model. Let T be the 
true source map. (Geographers sometimes speak of this map as ground truth.) Suppose 
that T is an n X m matrix of gray-scale values. The gray-scale value for the (i,i)"' 
element of T (i.e., the (i,i)"' pixel) is denoted by T,j. Similarly, is the gray-scale 
value for the (i,i)"' element of the observable map Z. Let {g,h) be a shift in the 
location of pixel (t,i), g units in the i"' co-ordinate and h units in the j"* co-ordinate 
{g,h = ... , —1,0,1,...). That is, we attempt to view pixel (i,i), but we actually view 
pixel (i + g,j + h). The corruption model is 
~ ^ ^ ^ ^ ^) '^i+gj+h. + (2.1) 
3 
where 
= 1 
9 
cind 
>  0  :  i  =  1 , . . .  ,n ;  j  =  1, . . .  ,m;  g , h  =  . . .  , -1 ,0 ,1 , . . .} .  (2 .2)  
The probability that we view pixel (i +  g , j  -I- h )  instead of the intended pixel (z,j) 
is Wij{g,h). The attribute error associated with pixel {i,j) is Uij. If we assume that 
the locational error is independent of (i,i), then Wij{g,h) is independent of {i,j) and 
equation (2.2) can be replaced by the blurring matrix W. In that case, equation (2.1) 
becomes 
Z = WT + U. 
To proceed with an error propagation analysis we specify W and a distribution for 
U. In many GIS applications, W is specified using a neighborhood structure. Arbia et 
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al. (1998) study the output error from four overlay operations acting on two source maps. 
They use Monte Carlo simulation to assess the influence of locational error on output 
maps. With W fixed and given a knovm distribution for U, they generate realizations 
of the true map T. For k output maps Zi, Zj,... , Zk, pixel (i,j) has observed attribute 
values Ziji, Zij2,... ,Zijk. Arbia et al. assess the effect of error (both attribute and 
locational) by comparing the observed attribute value Zij to the true attribute value Tij 
for the k realizations. 
Attempts to extend error propagation analysis to continuous source maps have in­
cluded attribute error but not locational error. Following Heuvelink (1996), let V be the 
output of a GIS operation g(-) on m error-corrupted source maps Zj, Z2,... , Zm- The 
model is 
y = ^(Zi ,Z2, . . . ,Z^) .  (2.3) 
The goal is to find the error in Y given g(-) and the uncertainty in Zi,Z2,... ,Zm. 
The errors in Zi, Z2,... ,Zm are taken to be the kriging prediction error, which is not 
adjusted for locational error. 
2.2.2 Uncertainty Analysis 
Uncertainty analysis investigates complex computer code output when the true values 
of input parameters are unknown. The code is treated as a blackbox. O'Hagan et 
al. (1998) describe a Bayesian approach to uncertainty analysis. (Heuvelink (1998) 
and other GIS researchers use the term uncertciinty analysis eis a synonym for error 
propagation analysis.) O'Hagan et al. (1998) place a distribution on the inputs to the 
computer code. 
Following O'Hagan et al., let f(x) be the k x 1 output vector generated by the 
computer code for the input vector x = (11,3:2,... ,Xm)'- O'Hagan et al. treat the 
computer code output f(>) as imknown. (It is unknown in the sense that before the 
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computer code is run for input vector x, we do not know the output vector f(x).) The 
distribution of the computer code output (i.e., the data distribution) is modeled as 
f(.) - (2.4) 
where the A: x 1 vector and the k x k  covariance matrix To are functions of the input 
vector. O'Hagan et al. use the hierarchical formulation 
= h(x)'/3 
and the (iji)"* element of To is 
T o  ( i ,  j )  =  < T ^ V { X i , X j ) ; i J = l , . . . , k ,  
where h(*) is a (q + 1) x /: known vector-valued function, is a (9 + 1) x 1 vector of 
unknown regression coefficients, <7^ is the variance, and V(-,-) is a known correlation 
function. They use the prior 
p{0,(7^) oc (7-2 
to signify weak prior information. 
For a fixed input vector there is no uncertainty in the output of the computer code. 
However, the true value of the input vector is subject to uncertainty, thus we can model 
the resultant imcertainty in the output vector. The prior is updated using data generated 
by runs of the computer code for selected input vectors. Bayes' rule is used to find the 
posterior distribution of the output given the data. In an example, Haylock and O'Hagan 
(1996) show that the Bayesian approach, with 10 well-selected input vectors, provides 
more accurate inference on the posterior mean than does a Monte Carlo simulation based 
on 1000 runs. 
For the problem of incorporating locational error into geostatistics, the inputs in­
clude mean-function parameters, covariance-model paxjimeters, and realized locations. 
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Potential diflScnities with applying uncertainty analysis to the problem of locational er­
ror in geostatistics include choice of the input vector x and the accuracy of the output 
from only a few runs at selected input vectors. Consider a sample of 50 locations in 
3?^. There are 100 realized site co-ordinates that would be part of the computer code. 
It is difficult to see how we can adequately Jissess the output using only a few selected 
realized site locations. Uncertainty analysis is most useful in approximating the output 
of computer code that takes days or weeks to run. The code we develop, while not 
trivial, is not prohibitively computationally expensive. Therefore, it is unnecessary to 
treat the output from only a small number of runs as data to be used in updating our 
prior opinions. In Section 5.2.2, we use the same basic Bayesian machinery as used in 
uncertainty analysis to develop a fully hierarchical Bayesian modeling approach for the 
incorporation of locational error in spatial data ancdysis. 
2.2.3 Morphometries 
The science of Morphology studies the geometrical form zmd eirrangement of orgem-
isms. Morphologiccd data sets usually include information on Icindmarks (Bookstein, 
1986). Landmarks are points whose relative positions are correspondent from organism 
to organism within a species (or perhaps between species). For instance, the tip of the 
nose and the point of the chin are often used £is landmarks in Homo sapiens. 
When landmark locations are measured with error, relationships between landmarks 
provides us with information on possible error-free locations. The morphologist uses 
correlation between landmark locations to reconstruct images that axe corrupted by 
error. The geostatistician uses locational information to assess covariation in a random 
field. Generally, the attribute value of the random field is the goal of a geostatisticiJ 
analysis, not the true location of a sample site. Morphometries does not provide us 
with an immediate solution to the geostatistical prediction problem in the presence of 
locational error. 
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However, we do utilize locational error distribution models commonly employed by 
morphologists. For example, Bookstein (1986) describes a null model for the analysis 
of configurations. A list of K landmarks Zi, Z2,... , Eire distributed about their 
centroids Wi, W2, •.. , Wk according to a circular normzJ model (i.e., a bivariate normal 
distribution with covaritince matrix equal to a multiple of the identity matrix). This is 
one of two locational error distribution models we use throughout the dissertation. For 
spatially correlated landmarks, locational error distribution models can become much 
more complicated. 
2.3 Locational Error and Geostatistics 
Locational error occurs for a variety of reasons. For instance, global positioning 
systems (GPS) are often used in regional planning, precision agriculture, and so forth to 
locate topographical features of the terrain or to position sampling sites. A GPS has an 
inherent level of accuracy beyond which the device is unreliable. Also, the use of paper 
maps leads to distortions of «in object's position because of the wear and tear that a map 
undergoes with aging. Further discussion of positioning-instrument locational error is 
given in Section 2.3.1. 
In certain situations, a locational error is knowingly introduced, either to expedite 
data analysis or to allow for the incorporation of meaningful explanatory variables or 
covariates. Often this is done to generate replication so that we can estimate process 
parameters. Issues related to knowingly introducing locational error are discussed in 
Section 2.3.2. 
There are many issues that need to be addressed to successfully incorporate locational 
error into geostatistics. We discuss these issues, the progress we shall maJce in the 
dissertation, and the work that is left to be done in Section 2.3.3. 
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2.3.1 Positioning-Instrument Locational Error 
One way that positioning-instrument locational error can occur is when we attempt 
to match the locations of a predetermined sampling plan. The researcher determines a 
collection of sites to sample a priori. These sites may or may not constitute a regular 
grid (i.e., a regular lattice). Often sites are on a regular grid because, without any prior 
information about the underlying covariance structure of the random field, a regular 
grid is a good sampling plan (see, e.g., Cressie, 1993, Section 5.6). (With a spatially 
dependent random field it is often wise to collect data at a scale finer than the grid in 
order to get information on the dependence at short distances.) Dependence is usually 
modeled through the variogram (equation (1.3)) or the covariance function (equation 
(1.2)). If we have prior knowledge of the spatially dependent covariance structure of 
the underlying rcindom field, then Stevens (1997) points out that, given a fixed sample 
size, designs that have a high correlation between the inclusion probability Emd the 
response will yield a continuous Horvitz-Thompson estimator with smaller variance than 
samples whose inclusion probabilities are independent of the response. The inclusion 
probability is the probability that a pajrticuleir label (i.e., spatial location) will be in 
the sample. Cordy (1993) extends the Horvitz-Thompson estimator to spatial sampling 
from a continuous domain. Stevens notes that often the correlative nature of a possible 
sampling design ajid the response sure unknown or speculative, thus, when there axe no 
constreiints on the sampling design, a constant inclusion probability is best. Aid worth 
and Cressie (1999) remind us that the optimal sampling plan depends on the objectives 
of the study (point kriging, block kriging, ajid so forth), as well as the criteria chosen 
to measure the optimality of the design. They enumerate three sampling design criteria 
as given in Cox et al. (1997), namely, the Integrated Mean Square Error criterion, the 
Maximum Mean Square Error criterion, and the Entropy Criterion. 
Let us eissimie that a collection of n intended sample sites S = {si, Sj,... , s„} have 
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been chosen a priori by the researcher. That is, we assxime a design has already been 
chosen. Using a map of the spatial domain of interest D, the researcher intends to take 
data at the locations in S. In Figure 2.1, the solid ellipses represent the intended loca­
tions as geo-refcienced using a mathematical co-ordinate system. Suppose, for example, 
that the researcher is collecting soil samples for laboratory analysis. Armed with a guid­
ance system, for example, a paper map and a compziss or a global positioning system, 
the researcher attempts to go to the sites in S. However, her guidance system is not 
infinitely accurate and so, instead of ending up at the intended sites, she ends up at the 
realized sites R = {ri,r2,... ,r„}, removed from those in S. That is, she intends to 
talce soil samples at S but, in fact, she takes soil samples at R. In Figure 2.1, the open 
ellipses represent the realized sites. The realized sites are removed from the intended 
sites by a set of distances that depend upon the accuracy of the guidance system and 
the expertise of the researcher (or her graduate student!). 
The locational error enters through the inability to match a predetermined collection 
of sites. This scenario, which we call Model I sampling, captures the most common 
source of locational error in geostatistics, where a set of sampling sites is chosen a priori 
(see, e.g., Krumbein zuid Graybill, 1965, Chapter 7, where core samples in mining axe 
taken). The intended sample sites are predetermined and sampling involves going to 
given mathematical geographic co-ordinates, here S. The inability to match exactly the 
sites in 5 has been recognized, though largely ignored, in the geostatistics literature (see, 
e.g., Clark, 1979, p. 119, for a brief discussion). 
Under this Model I sampling scenario, an appropriate model relates the realized sites 
to the intended sites; for example, 
i2|5~(5,Ep). (2.5) 
The realized sites R are distributed about the intended sites S according to some proba­
bility distribution with mean S and covariance matrix Sp. The model is unbiased in the 
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Figure 2.1 The solid ellipses represent the intended sampling 
locations S. The open ellipses represent the realized 
locations R. 
sense that the expected realized locations are S. Theoretically, if we repeatedly attempt 
to siunple the spatial domain by going to the intended sites 5, thereby collecting realized 
m 
E 'ik 
locational data Rk = {rit,... , k = 1,... ,m, then — converges almost surely 
to  Sj  as  m —>• oo ,  V i  =  1 , . . .  ,  n .  
Typically the data provide no information on /2|5. If only one scimple is taken 
with a single positioning instrument, then there is no way to estimate the locations 
comprising R, unless we have some prior knowledge of the accuracy of the positioning 
instnmient. Referring to Figure 2.1, we intend to collect data at the solid ellipses, and 
we have no information as to the whereabouts of the open ellipses, unless certain further 
measurements are taken. 
In a typical sampling situation, we can estimate <7^, the measurement-error com­
ponent of the attribute error variance, by taking replicate assays. We collect a large 
homogeneous sample at each site and then divide each large sample into smaller units 
for measurement. Since we have made only one visit to each site, differences in attribute 
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values between small xmits within a large homogeneous unit are due solely to attribute 
error. (Notice that we have assumed the measurement error variance is independent of 
location and attribute value; hence, we need only consider one site to get an estimate of 
the attribute error variance). 
We could estimate the locational error vzuriance by taking locational information 
with both a crude guidance system, yielding S, and a highly accurate guidance system, 
yielding R. We obtain reliable information on R\S, assuming that the highly accurate 
guidance system is subject to negligible locational error. Using this information, we can 
estimate the locational error introduced by the cruder guidance system. The estimation 
of the locational error variance is discussed in Section 3.2. Generally, we use prior opinion 
to guide us as to a reasonable distribution for R\S. 
While Model I is assumed eilmost universally in this dissertation, we now give a 
brief discussion of an edtemative model for spatiaJ locational error. Another way that 
positioning error can occur is when protocol other than a set of mathematical geographic 
co-ordinates determine where we sample. The resource to be sampled (e.g., a collection 
of trees) determines the set of mathematiceil geographic co-ordinates (i.e., locations) 
to be sampled. Now, the resource may have well-determined locations (for example, a 
tree is where it is and it is not going to move around), however we do not know the 
mathematical geographic co-ordinates of these locations a priori. Instead, we begin with 
a protocol on how to sample that determines where we go. 
As an example, let us assume that the resource is discrete. By discrete, we mean that 
the resource under study occurs in identifiable individual units, such as trees, cinimals, 
stars, and so forth. Consider locating redwood trees in a forest. Assume that we have 
a known forest extent (i.e., the spatial domain D is known). Our goal is to catalog 
the location of redwood trees within D. We do not know a priori where the trees are 
going to be. Armed with a guidance system, the field-worker methodically traverses 
D. He moves from tree to tree, recording its location relative to the mathematical 
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geographic co-ordinate system. However, the guidance system is not infinitely accurate, 
thus the location returned by the guidance system is not the true location of the tree. 
Let B = {bi,b2,... ,bn} be the locations returned by the gxiidance system. Lei A = 
{ai,a2,... ,an} be the actual locations. Under this scenario, we think of the actual 
locations cis fixed but unknown. The actual locations are knowable in the sense that we 
could find a tree's (almost) exact location, if we had an extremely accurate guidance 
system. We quantify our uncertainty about the actual locations through a distribution. 
Under this (Model II) sampling scenario, an appropriate model relates the observed 
(reported) tree locations to the actual (unknown) tree locations; for example, 
5| / l~(A,rp) .  (2 .6)  
The observed sites are distributed about the actual sites according to a probability dis­
tribution with mean A and covariance matrix Fp. The model specification in equation 
(2.6) is unbiased in the sense that the expected observed locations are the actual loca­
tions. The unbiasedness aurgiiment for this Model II sampling is similar to that given for 
Model I sampling. 
An interesting question that arises is: What do we mean by the location of a tree? 
Since a tree, or any resource we might be studying, does not have point support, then 
what are we modeling when we write B\A1 The convention we employ is that location 
is determined by the centroid of the resource, which is then projected onto the spatial 
domain of interest. For a tree, we can approximate this location using a visual estimate 
of the centroid of the base of the tree. 
Under Model II, the locational error does not stem from the inability to match a 
predetermined set of mathematical geographic co-ordinates, but rather from the inability 
to report a resource's location infinitely accurately. In a sense, the difference resides in 
how we choose to label a location. Under Model I, the sampling plan labels the intended 
locations with a predetermined set of mathematical geographic co-ordinates, while imder 
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Model II, the sampling plan labels the observed locations by a protocol. At first glance, 
this appears to be mere hair splitting. We argue that there are both qualitative and 
quantitative differences. There is a difference between doing your best to go to specific 
mathematical geographic co-ordinates (Model I sampling) as opposed to following a 
sampling protocol (Model II sampling). 
For illustrative purposes, consider an example comparing Model I sampling to Model 
II sampling. Suppose you manufacture hoods of automobiles and you desire to measure 
the thickness at various points. Model I sampling corresponds to the operator using 
a co-ordinate measuring machine (CMM) to go to specified mathematical co-ordinates 
and then taking thickness measurements. Of course, the machine does not go to the 
intended set of mathematical co-ordinates S, but rather to some nearby set of realized 
mathematical co-ordinates R. Alternatively, suppose the operator uses the CMM to 
return the mathematical co-ordinates where certain welds are located. This falls under 
Model II sampling because the resource (i.e., the welds) determine where we go within 
the spatial domain (i.e., the hood). The accuracy of the measuring device, the expertise 
of the user, and the actual locations. A, determine the reported locations, B. Some 
statistical issues related to CMMs are discussed in Dowling et al. (1997). 
Like for Model I sampling, under Model II sampling the data will typically provide 
no information on B\A. We can use both a crude guidance system and a highly accurate 
guidance system to measure locations. The highly accurate guidance system readings 
are A and the crude readings are B. 
In what will follow, we assiime that the accuracy of measuring an object's location is 
independent of the object's actual location. One can envision a situation where locational 
measurements in certain regions of D (such cis ein open field) are more accurate than 
readings in other regions of D (such as an area replete with cliffs). In this case, the 
locational error depends on the location. This necessitates a change in the locational 
error distribution. 
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2.3.2 Introduced Locational Error 
At times locational error is knowingly introduced into a statistical analysis. Suppose 
a datum occurs at r,- but it is reported as having occurred at s,-. Even assuming that 
we can measure locations without error, we still have locational error introduced by 
basing einalysis on the known incorrect sites, s,-; z = 1,... , n. Quditatively, this differs 
from positioning-instrument locational error because the locational error does not stem 
from our inability to precisely locate a site, but rather from our knowingly introducing 
a locational shift to simplify aniilysis. Though the locational error is not random, we 
can treat it as if it were random in order to make eflScient predictions, and hence the 
technical developments under Model I are immediately useful. 
For introduced locational errors, we could imagine performing a low-level analysis, 
a mid-level analysis, or a high-level analysis. A low-level eincilysis ignores the locational 
error entirely. This is typically what is done. A mid-level analysis uses statistical 
techniques to improve the low-level analysis. A distribution is placed on the locational 
uncertainty and the statisticcil einalysis is based on S ajid R\S. A high-level analysis uses 
the actual locations of the data rather than the shifted locations. I offer three examples 
as illustration. 
Satellite measurements - The Multi-amgle Imaging Spectro-Radiometer (MISR) 
instnmient is one of five instruments to be onboard the Earth Observing System (EOS) 
AM-1 satellite that is scheduled for a simimer launch in 1999. The MISR instnmient 
consists of nine pushbroom cameras and is capable of global coverage every nine days 
(Diner et al., 1997). The instrument generates a stream of data that goes through 
processing to yield Level 2 data. Level 2 data are temporally and spatially irregular 
in that they occur throughout a temporal period and are dispersed over the globe. 
Algorithms are used to convert irregular Level 2 data to regular Level 3 data. Level 3 
data are binned over a temporal period and placed on a 1° by 1° latitude-longitude grid. 
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The support of a Level 2 datum does not match the support of the Level 3 grid cells. 
A known locational error is introduced because a Level 2 datum may occur anywhere 
within a Level 3 grid cell; however, when producing Level 3 data, the Level 2 datum is 
treated as if it is centered within the Level 3 grid cell. 
The low-level analysis ignores the locational shift and treats the location of each 
Level 2 datum that falls within a given Level 3 grid cell as the centroid of the 1® x 1° 
Level 3 grid cell. Level 2 data occurring within a Level 3 grid cell over a temporal 
binning period aie treated as replicates of the reindom field. By ignoring the locational 
shift of each Level 2 datum, one is led to the use of a simple mesm or median as a 
summary statistic for the expectation of the random field within the Level 3 grid cell. 
The low-level analysis implicitly assumes a constant mean over the Level 3 grid cell. 
Since an equatorial Level 3 grid cell measures 12,544 km^, the assumption of a constant 
mean appears unwise. 
The mid-level analysis uses statistical methodology to improve on the low-level anal­
ysis without reaching the high-level analysis. A possible mid-level analysis is based on 
placing a distribution on the actual locations of the Level 2 data. Locational error dis­
tribution information is combined with distributional information on the random field 
to generate a distribution adjusted for locational error over the Level 3 grid cell. This 
obviates the need for a constant mean assumption. Many other mid-level analyses are 
possible. 
The high-level analysis uses the actual locations of the Level 2 data. There are many 
possible approaches to performing a high-level analysis. One approach is to retain the 
assumption of a constant mean within the Level 3 grid cell, but to use a spatially weighted 
average of the Level 2 observations rather than a simple average. One choice for the 
spatied weights is where 1 is the n x 1 vector of ones and S is an n x n correlation 
matrix. The correlation between two Level 2 data could be modeled as the proportion 
of the axeal support that overlaps. (A Level 2 datum does not have point-support, hence 
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it maJ^es sense to talk about axeal overlap.) 
A second approach is to introduce a random field over the Level 3 grid cell. The 
Level 2 data are used to estimate the salient features of the random field, such as trend 
coefficients and covariance-model parameters. The analysis produces a random field over 
the Level 3 grid cell rather than a single summary value. Since the MISR instrument 
will generate upwards of 80 gigabytes per day of raw data (Kahn, 1995), the high-level 
analysis is computationally infeasible. 
There are a wide variety of possible analytical approaches that fall on a continuum 
from a very simple low-level analysis (ignoring introduced locational error and taking 
a simple mean or median) to a very high-level analysis (using precise locations and so­
phisticated statistical techniques for modeling the covariance structure of the underlying 
random field within and possibly between Level 3 grid cells). The choice of analyticzJ 
technique depends on the computational resources available and the time allotted to the 
project. 
County seats - A second example of introducing a known locational error is foimd 
in Cressie (1993). He performs a spatial analysis of sudden infant death syndrome 
(SIDS) in North Carolina. Though the deaths occur at homes throughout the state (a 
roughly continuous spatial domain), data are indexed by the county seat in which death 
occurred. Since there are 100 counties in North Carolina, all of the data are treated 
as if they occurred at these 100 county seats. Spatial analysis proceeds based on data 
occurring on an irregular lattice composed of the 100 county seats. 
Weather stations - In a recent paper, Opsomer et ed. (1998) introduce a locational 
error into their cuialysis of the environmental impacts of federal and state agricultural 
policies in the midwest and northern plains of the United States. They use a subset of 
11,403 sites from the 128,591 sites in the National Resources Inventory (NRI). Covariate 
information exists at 329 weather stations. Instead of using the actual locations of the 
11,403 sites, they geo-reference the sites to the nearest weather station and incorporate 
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the covariate information. 
In these three examples, researchers have knowingly introduced a locational error 
into their ajialysis either to meike the cinalysis computationally feasible (MISR), mean­
ingful (SIDS), or to preserve confidentiality (NRI). There is certainly nothing inherently 
wrong in doing this; however, it is important to determine its effect on estimation and 
prediction. 
2.3.3 Incorporating Locational Error into Geostatistics 
The goal of this dissertation is to model the effect of locational uncertainty in geo­
statistics, particularly optimal spatifd prediction (kriging). Standard kriging method­
ology is well established, thus any attempt to incorporate locational error into kriging 
should build on these techniques. To solve the locational error problem we need to ad­
dress the effect of locational error on the first and second moments, kriging methodology, 
and estimation. 
The spatial lag between two intended sites, Si and S2, is hi2 = S2 — Si. Assuming 
stationarity (discussed in Section 3.1), the correlation between two sites is a function 
of the spatial lag. In the presence of locational error, hi2 is a random variable with a 
probability distribution. We discuss the effect of locational error on the distribution of 
the spatial lag, assuming independent and identically distributed [iid) locational error 
in Section 3.3. The problem of the effect of spatially dependent locationad error on the 
spatial lag, variogram estimation, and kriging remains open. 
In order to adjust kriging to include locational error, we adjust the first two moments 
of the spatial random field. Adjusting the mean to include locational error is fziirly 
straightforward. We discuss this in Section 4.2.1. Adjusting the covciriance function (or 
variogram) to include locationcJ error is more difficult. Much work has been done in 
geostatistics to develop valid covariance models in one, two, zmd three dimensions. In 
theory, a covariance model adjusted for locational error exists for any valid covariance 
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model. In practice, only a select few valid covariance models have anedytically tractable 
covariance models adjusted for locational error. We investigate a few of these covariance 
models in Section 4.2.2. Where an analytically tractable covariance model adjusted for 
locational error does not exist, we can still incorporate locational error through numerical 
integration techniques. Though simple in theory, it is clumsy in practice. Two of the 
most appealing features of kriging are its familiarity and its ease of use. To insist 
that practitioners incorporate numerical integration into a kriging analysis is probably 
unreasonable. Work needs to be done to develop new covariance models adjusted for 
locational error in 3?^ 3?^, and 5?^ that are easy to use in kriging. 
The bzisic methodology of kriging is unchanged by adjusting for locational error. The 
kriging predictor still depends on the correlation between locations. What changes are 
the values of expleinatory variables and the correlations between sites. This is discussed 
in Section 4.3. 
Once the first two moments of the random field have been adjusted for locational 
error, we must estimate their pttrameters from the data. Least squares estimation and 
maximum likelihood estimation are two possible techniques. Since the adjusted co-
variance models are based on the intended locations, we can use standard estimation 
techniques when finding model parameters. Implementation and issues related to least 
squares estimation cind maximum likelihood estimation of the covariance function (and 
the variogram) are discussed in Section 4.4. Since the basic kriging methodology is left 
unchanged, we can make prediction once we have estimated the adjusted moments of 
the spatial random process. 
An alternative approach to kriging uses Bayesian methodology to generate a poste­
rior predictive distribution that accoimts for uncertainty in mean-function parameters, 
covariance-model parameters, and locations. The Bayesian approach utilizes many re­
alizations of the actual sites R in obtaining a predictive distribution at the prediction 
site So- Once realizations of R have been generated they are known, and we can specify 
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covariances in the Bayesian model without locationcd error. This obviates the need to 
find covaxiance models adjusted for locationjd error or to consider the distribution of the 
spatiai lag. Implementation of the Bayesian model is done using Markov chciin Monte 
Carlo (MCMC). We discuss MCMC and the Bayesian approach in detail in Chapter 5. 
A Bayesian analysis incorporating locational error takes hours to complete instead of 
the minutes it takes a non-Bayesian approach. Work remains to be done on optimizing 
computer code to allow for Bayesian kriging to be done in a more timely fashion. But, 
even after optimizing the code, Bayesian kriging will take considerably more time than 
second-moment linear prediction. 
We advocate the incorporation of locational error into kriging. The practiced geo-
statistician may well ask, "Why bother?" This question addresses a fundamental issue. 
Under what conditions is it important to include locational error in a kriging analysis? 
If we can identify when locational error plays an important role in kriging, then we will 
provide guidances as to when it is worth the extra effort to adjust kriging for locational 
error either through a second-moment analysis (Section 4.3) or through a Bayesian anal­
ysis (Section 5.2.2). We address this issue in the simulation study of Section 6.2. For 
data occurring in 3fi^, we compare traditional kriging (without locational error) to krig­
ing adjusted for locational error. We ran a 2® factorial design where the six factors at 
two levels each are the trend (strong and none), the locational error variance (high and 
low), the range of spatial dependence (large and small), the measurement error vari­
ance (large and none), the sample size (n = 20 cuid n = 40), and the prediction site 
(near the middle of the spatial domain and near the boundziry of the spatial domain). 
In Section 6.2.3, we make an extension to 92^ based on the knowledge we have gained 
from the simulation study in 3fi^. To get a better understanding of the usefxilness of our 
techniques for incorporating locational error, we need a more complete simulation study 
that addresses the interplay between locational error and estimation more fully. 
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3 POSITIONING-INSTRUMENT MODEL (MODEL I) FOR 
LOCATIONAL ERROR 
The remainder of the dissertation focuses on the explanation, interpretation zmd 
ajiaJysis of Model I sampling (equation (2.5)). We begin with a general overview of 
the model in Section 3.1. In Section 3.2, we discuss estimation of the locationai error 
variance. In Section 3.3, we take a detailed look at the impact of locationai error on the 
spatial lag separating two intended sample locations. 
3.1 Model I Description 
Under Model I sampling, locationai error occurs because of our inability to sample 
a collection of predetermined sites exactly. A pictorial display of the situation in 3?^ is 
given in Figxire 3.1. The locationai error displaces the intended site s, to the realized 
site r,- = s,- + p (s,). The resulting statistical model (Model I) is 
Z(8) = r(r) + e(r), 
r  =  s  + p(s);s€Z?.  (3.1)  
The first equation of the model states that the observed attribute value at the in­
tended location is equad to the error-free attribute value at the realized location plus 
attribute error associated with the realized location. The second equation of the model 
states that the realized location is equal to the intended location plus locationai error. 
26 
Figiire 3.1 The intended location is represented by s,-. The 
realized location is r,- = s,- + p(s,), where p(s,) is 
the locational error vector. 
The observed attribute values Z = {Z (si),... , Z (s„)} axe the data. The intended 
locations 5 = {si,... ,s„} are a collection of known parameters. 
Three types of stationaxity are of interest in geostatistics, neimely strict stationarity, 
second-order stationaxity, and intrinsic stationaxity. A random process Y{-) is strictly 
stationary if and only if 
(y(ri) , . . .  ,K(r„))  =  (y(ri+ h) , . . .  ,K(r„ + h));  for any n, {r ,} ,h.  (3.2)  
For strict stationarity, the distribution of the random process must be invariant to 
locational shifts. 
For a random process K(-) to be second-order stationary, the following must hold 
true: 
Fewer processes are strictly stationary than are second-order stationary because strict 
stationarity requires the distribution, and thus all of its moments, to be invariant to 
spatial shifts, while second-order stationcirity requires only the first two moments to be 
( i )  uar(V(r))  <  go; 
( « )  E [ Y i T ) ] = f s ;  
VreZ?,  
V r €  D ,  (3.3) 
( m )  c t n ; ( y ( r i ) , y ( r 2 ) )  =  C ( r i - r 2 ) ;  V r i , r 2  6 D .  
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invariant to spatial shifts. If the process is Gaussian, then second-order stationarity is 
equivalent to strict stationeirity, because the first two moments completely determine a 
Gaussian distribution. 
For a random process y(-) to be intrinsically stationary, the following must hold 
true: 
(i) uar(V(r))  < oo; V r € Z), 
(li) £;[y(r)]=^; VreZ), (3.4) 
(m)  uar(Z(r i ) -Z(r2))  =  27(r i - r2) ;  Vri , r2€D.  
Intrinsic stationarity is less restrictive than second-order stationarity, since intrinsic 
stationarity only requires assumptions about the distribution of the first differences of 
Y{') rather than assumptions about the distribution of y'(-). This means that there 
are occasions where the variogram (equation (1.3)) exists but the covariogram (equation 
(1.2)) does not. Under an assumption of second-order stationeirity, we can equate the 
variogram and the covariogram using 
27(h) = 2C(0)-2C(h). (3.5) 
3.2 Estimation of the Locational Error Variance 
Assimie that the locational error covariance matrix can be specified by the scalar 
locational error variance cr^. In Section 2.3.1, we discussed how locational error can be 
introduced into spatial data collection. Under Model I, we can get information on the 
locational error through the differences in locations measured by a crude GPS and an 
exact GPS. We asstime that the exact GPS measures location without error. 
Let the crude GPS return the intended site measurements S = {si,s2,.. • ,Sn}. Let 
the exact GPS return the realized site measurements R = {ri,r2,... ,r„}. Then the 
locational error in ^ is given by p (s,-) = r, — s,; i = 1,... , n. We make one of the 
following assimiptions for the distribution of the locational error: 
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Al. vecR — vecS\vecS ~ AT(0,o-p/d„), where vecR = (r'^r^,... ,r(,)',r,- € 3?^; i = 
1,... , n and vecS is defined similaxly. 
A2. {r,-,} - {5,j} I {5,j} ~ Unif (-v^<Tp, VZop); i = 1,... , n; j = 1,... , rf, where d is 
the dimension of the spatial domain. 
Proposition 3.1 Assume that n sites have been measured with both a crude position-
measuring instrument (yielding S) and a highly accurate position-measuring instrument 
(yielding R). Assume that the locational error, p(-), is as given by Model I in equation 
(3.1). In addition, assume normal errors Al for the locational error distribution. Then, 
the maximum likelihood estimate of the locational error variance is 
E (*"«• - s.)' (r,- - S i )  
« 2 _ «=1 
" dn 
Proof: Let L be the likelihood function and /(p(s,);<7p) be the marginal proba­
bility density function (pdf) for p(s,) = r,- — s,-, where r,- = (r,i,r,-2, • •. ,r,d)' euid s,- is 
defined similarly. Then, the likelihood can be written as 
=  / (P(s i ) ;<7j)  • / (p(s2) ;o-p)-" / (p(s„) ;a2)  
rfn f 1 
= {2n)~^ exp j ^ ^  [{r,-i - suf + (r.a - saf + ... 
I " p .=1 
+ (n<f — |. 
We find the MLE by differentiating with respect to cr^, equating to 0, and solving for 
Straightforward calculations yield 
^ [(^1 — 511)^ + . • • + {rid — 
;t.2 _ 
P dn 
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Proposition 3.2 Under the same assumptions as in Proposition 3.1 except that uni­
form errors A2 are assumed for the locational error distribution, the maximum likelihood 
estimate of the locational error variance is 
^ l - \  h i  -  •  
Proof: In a similar mzinner to the proof of Proposition 3.1, the likelihood can be written 
els 
2 ^  \ dn n d 
(3-6) 
A necessary condition for majdmizing the likelihood is that all of the indicator functions 
axe 1. This is achieved if and only if 
y/Sa-p > maxdrij-Sijl : i = 1,... ,n; j = 1,... ,d} . (3.7) 
In (3.6), the factor 
fe)* 
is mcLximized at the smallest possible value of Cp, under the constraint imposed by 
(3.7). Thus, the MLE of \/3o-p is max {|r,j - s,j| : i = 1,... , n; j = 1,... , . By the 
invaxiance property of the MLE under treinsformation, 
=  ^(maxlr i j -Si j i f .  
• 
Under the assxmiptions of Proposition 3.1, the MLE for <7^ is unbiased. Under the 
asstmiptions of Proposition 3.2, it can be shown (see, e.g., David, 1970, p. 27) that the 
maximum order statistic for 
1 •  ^  I j  •  -  •  )  ^5  J  — 1 , . .  •  J  d j  
has expectation 
dny/^CTp 
dn + l ' 
i W )  =  (  
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Therefore, an unbiased estimator of <Tp, based on the MLE, is 
dn +1 , , 
3.3 Distribution of the Spatial Lag 
The spatitd lag between two intended locations, s,- and Sj, is defined as h,-j = sj — 
Sj. We often model the spatial dependence between attribute values as a function of 
the spatial lag. In standard geostatistics there is no uncertciinty associated with h,j. 
However, in the presence of locational error, there is imcertainty as to the actual spatial 
lag, denoted by i/,j. We quantify our uncertainty through a probability distribution that 
depends on the locational error distribution. 
Proposition 3.3 Assume that the locational error, p(-), is as given by Model / in equa­
tion (3.1). In addition, assume that p(s) ~ (O, Cp/d); s € D, where d is the dimension 
of the spatial domain. Let the (intended) spatial lag between s,- and Sj 6e h = Sj — s,-
and the (actual) spatial lag between r,- and rj be u = rj — r,-. Then, E[u] = h. and 
v a r { u )  =  U -
Proof: Let p (St) = u and p (sj) = v. Then, 
E [ u \  =  E [ T j - r i ]  
= £; [(Sj + v) - (si + u)] 
= Sj-Sf  
= h. 
Also, 
v a r  ( t / )  =  v a r { T j - T i )  
= uar((sy+ v) - (s,• +u)) 
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= uar(v)-I-uar (u) — 2cou (u, v) 
_ 0^2 
3.3.1 The Spatial Lag in 
Consider data that occurs in Figure 3.2 shows one-dimensional data assuming 
iid normal locational error. The actual spatial lag (dashed line) is not the same as 
the intended spatial lag (solid line). We only see the intended spatial lag, but we eire 
interested in the actual spatial lag. The form chosen for the locationzd error distribution 
should reflect characteristics of the data-collection process. We will consider two cases 
in corresponding to iid normal locational error and iid uniform locational error. 
The variogram (covariogram) is invariant to the order of the sites. Thus, in our 
interest is in the absolute distance between r,- and ry, which we denote as We 
can triinsform the distribution of Uij into a distribution for by defining 
^0- = 
Uij . if Uij > 0 (3.8) 
-Uij , if Uij < 0, 
which clearly is not a 1-to-l function over 3?^. 
For ease of notation, we drop the subscript i j ,  when there is no cimbiguity. Let B  
denote the a-algebra generated by Then for fi € 6, standard transformationjd results 
(see, e.g., Hogg and Craig, 1978, p. 151) yield 
Pr(f€B) = |[/(« +/(-Ol'if. (3.9) 
B 
where /(•) is the pdf of u. 
Case 1. Normal iid locational errors - Assume that the locational error, p('), is as 
given by Model I in equation (3.1) with distribution p(s) ~ N (O, a?) ; s € D C By 
32 
Figure 3.2 The intended locations are marked by aji x. The ac­
tual locations, assimiing iid normal locational error, 
axe marked by an o. The solid line represents the 
intended spatied lag h. The dashed line represents 
the actual spatizd lag i/. 
Proposition 3.3, and the fact that a linear combination of normal random variables is a 
n o r m a l  r a n d o m  v a r i a b l e ,  w e  k n o w  t h a t  i ^ i j  ~  N  ( k i j , 2 a p ) .  
Assuming normedity, the distribution given by equation (3.9) is termed the folded 
Normal distribution (Patel and Read, 1982, pp. 33-34). We can write the pdf of ^ as 
[exp{- i^}- t -exp{- i^}]  ,  ^>0 
0  ,  e < o .  
9 i ^ )  = (3.10) 
Theorem 3.4 Assume that the locational error, p{-), is as given by Model I in equation 
(3.1). In addition, assume that p(s) ~ N ; s e D Let the intended spatial 
lag between Si and sj be h = Sj—Si, the actual spatial lag between r,- and rj be u = rj—ri, 
and the absolute spatial lag between ri and rj be ^ = \u\. Then 
{i|}+^ [* - * (^), 
Proof: The density of ^ is given by (3.10). Then 
1 E[^] = f ^ n—^exp 
(3.11) 
33 
Let 2i = and Z2 = Then, the right hand side of (3.11) is equivalent to 
<jpZiy/2 + h 
(3.12) 
The first term of (3.12) becomes 
(3.13) 
where $(•) denotes the standeird normal cumulative distribution function (cdf). Simi­
larly, the second term of (3.12) is 
Curve A in Figure 3.3 shows E[f] as a function of h, for fixed <7^ = 100, assuming iid 
normal locational error in 92^. As h increases the effect of the locational error diminishes. 
In the limit, as h approaches oo, E[^] = h. Intuitively, the reason for this is that as h 
incretises the probability that the order of r,- and rj on the transect is a flip of the order 
of Si and Sj decreases. Therefore, Pr (^,-j = —f.j) approaches 0 and so, in probability, 
^ij converges to i/ij ~ N [hij, 2(7^). For small h, E[^] > h. For example, a.t h = a-p, we 
have E[^] = L4<Tp. Therefore, iid normal locational error has a measurable effect on the 
expectation of the spatial lag only for small h. Atkinson (1997) reports the results of a 
Finally, substituting (3.13) and (3.14) into (3.12), we obtain 
(3.15) 
• 
34 
o . 
CM 
O . 
o 
0 10 20 30 40 
intended spatial lag 
Figure 3.3 The effect of iid normeil locational error in J?' on the expectation 
and standard deviation of the absolute spatial lag The intended 
spatial lag \s h = Sj — s,-. Curve A shows E[^] as a function of h. 
Curve B shows (t(^) as a function of h. Dashed line C is y = v^Cp 
and dashed line D is y = /i. 
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simulation study on the effect of locational error on the variogram. He concludes that 
locational error results in aji increase in the variogram only at small lags. 
Theorem 3.5 Under the same assumptions as in Theorem 3.4, 
(^)] "*•''' [* ~ * 
Proof: Under the model given above, 
Using the same substitution as in the proof of Theorem 3.4, we obtain 
Expanding the first term on the right hand side of (3.16), we obtain 
9pV2 
We consider each term in (3.17) separately. For the first term on the right hand side, 
—xf 
use integration by paxts with u = zi and dv = z\e 2 dzi to obtain 
v2 
(3.16) 
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V p y / i  ^  
For the second term on the right hand side of (3.17), use the substitution u = zf to 
obtain 
For the third term on the right hand side of (3.17), integrate directly to obtain 
apV3 
Substituting (3.18), (3.19), and (3.20) into (3.17), we obtain 
^ exp . 2.? - (^) . (^) . ,3.21, 
Similarly, the second term on the right hand side of (3.16) is given by 
{^} + 2.? - 2.14> (^) + k' - hH (^) . (3.22) 
Combining (3.21) and (3.22), we obtain 
= 2al + h^. (3.23) 
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Finally, (3.23) and (3.15) gives 
• 
Curve B in Figure 3.3 shows the standard deviation of the absolute spatial lag, 
(t(^) = (uar(^))», as a function of /i, for fixed = 100, assuming iid normal locational 
error in For /i = 0, ct{^) = .852<Tp. Recall that as h increases without bound, 
converges in probability to N [hij,2ap). Therefore, the standard deviation approaches 
the asymptotic value v/^Cp, given by the dashed line C in Figure 3.3. 
Case 2. Uniform iid locational errors - Assume that the locational error, p(-), is as 
g i v e n  b y  M o d e l  I  i n  e q u a t i o n  ( 3 . 1 )  w i t h  d i s t r i b u t i o n  p { s )  ~  U n i f  ( — \ / 3 ( 7 p ,  y / Z c p ) ;  5  €  
D C R ^ .  
Proposition 3.6 Assume that the locational error, p{-), is as given by Model I in equa­
tion (3.1). In addition, assume that pfsj ~ Unif {—\/Zap,\/3<Tp); 5 € Z? C 5?^. Let 
the intended spatial lag between s, and sj be h = Sj — Si, the actual spatial lag between 
ri and rj beu — rj — r,-, and the absolute spatial lag between ri and rj be ^ = \u\. Then, 
the density of g{^), is given by 
[e -  Sj + Si + 2>/3<7p] 
[ -  (f -  Sj + Si) + 2\/3<rp] 
~ •®i + + Sv^fp] ^-{6(5_,-j._2>/5crp,«_,-j<) 
[~ ~ 2V^<Tp] ^_{6(j^_a^,a^_4<+2v/3ffp)-
Proof: Under the model given above, —r,- ~ U n i f  (—s, — >/3<Jp, —s, + y/3<Tp). We can 
use the convolution formula to obtain the pdf of u (see, e.g.. Bain and Engelhardt, 
1992, p. 210). The region of integration, ABCD, is shown in Figure 3.4. Under the 
9 i 0  = - ^  I2<ri  
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K . • I' •• - . —. -I-™ 
A 
-r_i 
rj 
Figure 3.4 Region of integration for the pdf of u = rj — r,-. The limits 
of integration for rj axe sj—y/Zap and Sj+y/Zcp. The limits 
of integration for —r,- are —5,- — \/3(Tp and —s,- + y/ZCp. 
transformation t  = ( — r i ) , i /  = r j  + (—r,) the region of integration, shown in Figure 3.5, 
is 
|(i/,i) : k — 2y/3(Tp < t + sj — y/Scp < i/ < t + sj + \f%ap < h + 2\/^<7p|. (3.25) 
We apply the convolution formula over the two triangulzir regions in Figure 3.5. Over 
AEFH, we have 
= / (ii) dt 
—Si —>/3ffp 
^ ~ 
Over AFGH, we have 
—Ji ^y/^Cp 
= / (?^ ) dt 
V — S j  —v/SlTp 
(3.26) 
(3.27) 
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H 
Figure 3.5 Region of integration for the pdf of t/ = rj — ri, using the 
trajisformation t = —r,-, u = rj— ri. Integration is over the 
Borel set given by equation (3.25). 
I 
Therefore, the pdf of u is 
[u - Sj + Si + 2\/3<rp] ; h - 2y/3ap < i/ < h, 
12^ [- (i' - Sj + Si) + 2y/3ap] ; h < u < h + 2\/3o-p, (3.28) 
0 ; otherwise. 
Using the result given in equation (3.9) eind the pdf of the actual spatial lag, given in 
equation (3.28), the pdf of ^ is 
~ ^^e{s}-3i-2y/30p,s,-3,) 
~ 2V^0"p] ^^e{a}~Si,Sj-si+2V3cp) 
[ -? -  Sj + 5.- + 2v/3crp] 
[ -  ( -^ -  Sj + Si) +  2y/Z<Tp] 
9i0 12c' (3.29) 
Theorem 3.7 Make the same assumptions as in Theorem 3.5. Without loss of gener­
ality, choose Si and Sj such that h = Sj — Si > 0. Then, 
^ [-^h^ + 2^/^aph^ + Sy/Zal] ; if h < 2y/3<Tp, 
h ; otherwise. 
E[fl = 
40 
Proof: From Theorem 3.5, we can evaluate 
1 
E [ f ]  =  f  ^  -  - S j  +  +  2 v/ 3 ctp]  
} 
+ y f [- (^ - -Sj + 5.) + 2\/3(7p] I^q(^s,-s„s,-s.+2V3^^) 
0 
oo 
+ / f [ -e-Sj  + »i  +  2V5<r,  
0 
oo 
+  J  e [ - ( - ^ - 5 i  +  5 . ) + 2 V 3 .  
0 
We consider each term inside the braces in (3.30) separately. The first term becomes 
00 
y C [^ - •Sj + Si + 2V3a-p 
^-C€(4j-J,,J,-».+2\/3trp) (3.30) 
Jj —»l 
I (l' - + ^ Si + e 2^^ap) 
majc(o,aj-j,-2v/5<Tp) 
= + e^\/3<Tp^ (3.31) 
3J-3, 
m3«X^0| ^ Ji ^ 
To simplify (3.31) consider two separate cases. Under case 1, max (0,sj — sj — 2y/zffp) — 
0 and (3.31) becomes 
J (5j  -  5.)^ + {Sj -  S.)^ +  ^ Sf +  v/3<Tp^ 
= (sj - 5.)^ + (sj - Si)^ \/3<rp. 
Under case 2, max (O, Sj — s, — 2y/Zap) = sj — 5, — 2-\/3<Tp and (3.31) becomes 
~  ~  ~  [ I  ( ^ • '  ~ ~  2 V ^ ( T p )  
(sj-5.-2\/3frp) 5j + I (sj - s. - 2v^<Tp) s, 
+ ^sy - Si — 2y/Z<T^ y/Z<Tp 
(3.32) 
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= { S j  - S i f  + (Sj - S i f  \/3o-p - ^ { S j  -  S i f  + 2\/3(Tp (5j - S i f  
- 1 2 a l  { s j  -  s ; )  +  S n /S^J +  ^  ( s j  -  S i ) ^  s j  -  2 \ / 3 < T p  { s j  -  S i )  s j  
+6(Tp5j - ^ {Sj - Sif Si + 2v/3<Tp {Sj - S,) Si - 6(TpSi - (Sj - Sif \/3<Tp 
+12o-p (sj - Si) - 12\/3<7p 
= 6<TJ (sj - Si) - 4\/3<T^. (3.33) 
The second term of (3.30) is 
00 
J ^  [- (f — •Sy + St) + 2\/3(Tp •(f6(»;-4i,«j-»,+2>/3<rp) 
0 
Sj—3i+2'>/3ap 
1 (-e' + Ui - fSi + e 2v^<r,) d? 
Sj~St 
/ i l l  \  Sj—3i'^2y/3a^p 
= |(sj - S i ) ^  + 6v/3<Tp (5j - s,)^ + 36<tJ { s j  -  S i )  +  24\/3(tJ|  
{(sj - •Sff + 4>/3o-p {sj - Si)^ + I2al (sj - s,)| 
+V3crp |(sj - s,)^ + 4v/3<Tp (sj - 5,) + 12<Tp| 
-  S i f  -  V^<7"p (sj - S i f  
= 6<7p {sj - Si) + 4v^crJ. (3.34) 
The third term of (3.30) is 0 when max (0, Sj — s,- — 2\/3<Tp) = sj — Si — 2\/3crp (case 2). 
When max (O, Sj — s,- — 2\/3ap) = 0 (case 1), we obtain 
00 
/? [ -«-  "i + S, + 2^/3<T,] 
0 
»i—5^+2\/3ffp 
I {-e -^sj + ^ Si + ^ 2V3<Tp) 
42 
=  ( S j  -  S i f  +  6V3<rp { s j  -  S i f  -  3 6 < t I  { s j  -  5.) + 24v^cr3} 
+\/3<Tp |(sj - 5,)^ - 4\/3o'p (Sj - 5.) + 12o-p J 
= (5i - Sif + y/3<Tj, {sj - Sif - 6a} (sj - s.) + 4y/3cT^. (3.35) 
The fourth term of (3.30) is 0. So, when max (O, sj — s, — 2\/3a-p) = 0, we substitute 
(3.32), (3.34), (3.35), and 0 into (3.30) to obtain 
^ ~ ~^ ~ ~ - -s.) + 4>/3aJ 
(sj - Sif + \/3<7p ( s j  - Sif - 6a} (Sj - s.) + 4\/3<tJ| 
= j~|-^/i' + 2y3crp/i2 + 8V3aj|, (3.36) 
where h — 2\/3<Tp < 0. When max (O, Sj — s,- — 2\/3o'p) = Sj — Si — 2-\/3ap, we substitute 
(3.33), (3.34), 0, and 0 into (3.30) to obtain 
= ^{6(7j(5j-s.)-4\/3aJ + 6<rJ(sj-5.) + 4v/3<rj} 
= h, (3.37) 
where h — 2\/3ap >0. • 
Curve A in Figure 3.6 shows E[^] as a function of h, for fixed a} = 100, assimiing iid 
xmiform locational error in 3?^. Ash increases the effect of the locational error diminishes 
until E[f] = h', h > 2\/3o'p, because Pr (uij = —^ij) = 0 for /i > 2\/3<Tp. That is, the 
order of r,- and rj on the transect must be the same eis the order of s,- and sy. Therefore, 
iid uniform locational error affects the variogram (covariogram) only for h < 2-\/3ap. 
There is very little difference in curve A between iid normed locational error (Figure 
3.3) and iid uniform locational error (Figure 3.6). This suggests that the distributional 
choice for the locational error is relatively unimportant. 
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Figure 3.6 The effect of iid uniform locational error in 3?^ on the expectation 
and standard deviation of the absolute spatial lag The intended 
spatizJ lag is h = sj — 5,-. Curve A shows E[^] as a function of h. 
Curve B shows <t(^) as a function of h. Dashed line C is j/ = y/2(Tp 
and dashed line D is y — h. 
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Theorem 3.8 Under the same assumptions as in Theorem 3,7, 
var [^] = * 
2al ; otherwise. 
Proof: Under the model given above, 
1 
m = 12<72 J ^ - 3 j + S i  + 2y/3(Tp ^«e(,,-,._2v/3<rp,5,-,.)^^ 
0 
+ J [-(^-5j+S.)+2\/3(Tp 
0 
oo 
+ / [~^ ~ + 2v/3<Tp] /{6(,._,^.,,_,,+2n/3<TP) 
0 
+ /f= [-(-<-s, + Si)+ 2v^<r,] . (3.38) 
We consider each term inside the braces in (3.38) separately. The first term of (3.38) 
becomes 
00 
y [f - Sj + 5i + 2v^<7p] 
a  J - S i  
j  [ f  -  e s j  + f s i  + e  2 \ / 3 < r , ' j  d i  
max(0,4> -Si -2\/3<rp ) 
Sj-Si 
(3.39) 
To simplify (3.39) consider two separate cases. Under case 1, m£ix (O, Sj — s,- — 2y/Z(Tp) = 
0 and (3.39) becomes 
1 / A"* ^ _i_ I 
_ 1 X n4 , 2\/3 , -3 
~ 12 ^t) + 2 ^p\^i ^«) • (3.40) 
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Under case 2, max (O, sj — s,- — 2-\/3ap) = sj — s,- — 2y/3(Tp and (3.39) becomes 
\ (^i - -Si - 2v/3<7p) 
1 / 2v/3 / /~ \' 
~ 3  V • '  ~ ~  ~  ~  2 V 3 < T p j  
1 / \4 , 2\/3 . .3 
"12 (^i --s.) -
= 6(7^ {Sj -  Sif -  8V^<7? (Sj - Si) + l2(Tp. 
The second term of (3.38) becomes 
00 
J [- (f - -Sj + Si) + 2V3<Tj, j  
0 
a]~ai+2\/3ap 
I (-«' + f 2v/3cr,) d( 
Sj —5| 
Sj —Si 4*2^^<Tp 
S j - S i  
= (s j -s .  +  2\ /3ap^ +  ^  ^ Sj  -  s.  +  2v '3(Tp)  ( s j  - s . )  
(sj - Si + 2v^o-p) 
' 3 
= 6<Tp (5j - Sif + 8\/3o-p (sj - Sj) + 12<r, 
1 / \4 1 / \4 2^3 , 
- j { S j - S i )  + - ^ { S j - S i )  + —<Tp(Sj -s,) 
(3.41) 
(3.42) 
The third term of (3.38) is 0 when max (0, sj — s, — 2\/3<Tp) = sj — s, — 2\/3a-p (case 2). 
When max (O, sy — s,- — 2y/Z(Tp) = 0 (case 1), we obtain 
00 
f  [ ~ ^  ~  2 v ^ < T p  / ^ 6 ( , , . _ , ^ , , . _ , ^ + 2 > / 3 < r p )  
5i —SJ +2^3irp 
J {-e - + ^ Si + e 2v/3tTp) 
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= (5. - Sj + 2\/3o-p^ - i - Sj + 2y/3(Tp^ (sj - s,) 
+^^o-p ( s i  -  Sj  +  2\ /Za^  
= i («i - •s.)^ - {sj - Sif + 6(TJ (sj - Sif - 8\/3ct? (SJ - 5,) 
12 
+12aJ. (3.43) 
The fourth term of (3.38) is 0. So, when max(0,Sj — 5,-— 2\/3<Tp) = 0 (case 1), we 
substitute (3.40), (3.42), (3.43), and 0 into (3.38) to obtain 
1 
E [ e ]  =  
120-2 
- ^  (^j - •Si)'' + -^'^P (^i ~ + 8\/3aJ (sj - 5,) 
1 , ^4 2V3 
+12<rJ + — (sj - Si) - —(sj - Si) + 6<T; (SJ - s.) 
-8\/3o-J (sj - Si) + 12(T* 
= { s j  -  s.y + 2o-p. (3.44) 
Finally, (3.44) and (3.36) gives 
uar(0 = {sj -  S i ) ^  + 2<72 - -i (sy - 3,)^ + 2\/3<7p (sy - 5.)^ + 8>/3<T^ ^ 
_  2_2  1  I  x6  .  .  ^5  1  ^ ^4  
" 3 "  1 2 9 6 < T 4 ^  - '  1 0 8 ( ^  1 2 t r 2 ^ ^ ^ '  
•v/3 1 
27^ ~ 3 ~' (3.45) 
where sj — s,- — 2-\/3<Tp < 0. When max (0, Sj — s,- — 2\/3<7p) = s, — s,- — 2\/3<Tp (case 2), 
we substitute (3.41), (3.42), 0, tind 0 into (3.38) to obtain 
^  ~  ~  ( s j  -  s . )  +  V 2 . < T \  +  6 < T J  ( s j  -  s . - ) ^  
+8\/3(rp (sj - 5,-) + 12orj 
= (si - Sif + 2a\. (3.46) 
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Finally, (3.46) and (3.37) gives 
var{^)  =  {Sj  -  Si f  +  2cr^  -  (s j  -  Si f  
= (3.47) 
where Sj — 5, — 2\/3(Tp >0. • 
Curve B in Figure 3.6 shows the standeird deviation of the absolute spatial lag, 
(t(^) = (i;ar(^))5, as a function of h, for fixed = 100, assuming iid uniform locational 
error in For h = 0, <t(^) = .816o'p. As h increases, the effect of locational error 
diminishes until <r(^) = y/2<Tp] h > 2y/3<Tp (dashed line C in Figure 3.6). The difference 
in curve B between iid normal locational error (Figure 3.3) and iid uniform locational 
error (Figure 3.6) is small. 
3.3.2 The Spatial Lag in and Beyond 
Consider data that occurs in 3?^. Assume that the locational error vector, p(-), is 
as given by Model I in equation (3.1). Let the intended spatial lag between the two 
intended sites s,- and Sj be h,j = Sj — s,- and the actual spatial lag be i/,j = — r,-. 
Let p(s,) = u and p(Sj) = v. It is cleax from Figure 3.7 that i/,j = h,j + v — u in 
this formulation. Assxmiing isotropy (i.e., the correlation between two sites is a function 
of only the magnitude of the vector separating the sites), our interest is limited to the 
length of the lag vector i/,j, denoted by ^ = Iji'fjll. 
Definition 3.9 Assume that the locational error vector, p(-), is as given by Model I in 
equat ion  (3 .1) .  Le t  S t  — (<Stx i^ ty )  ~  (s jn5jy)>rt  — (^ tn^ ty) )^^  — (^ in^ iy)  ~  
(/lijx? ^ ijy) — (tiy, tty) ,v — and ^ij ~ ^ijy)• Then ^ Can be "wrxtten as, 
^ ~ Y ((^jx 4" ^x) ("Six + ^i)) "t" ((^iy "1" ^y) (^»y '^y)) • (3.48) 
If we assume that p(s) ~ N (0,0-^/2); s € Z? C 3?^, then — r,x ~ N (/i{ jx ,2<r^), 
rjy — r,y ~ N {hijy, 2<Tp) , and cov (ry^ — r^x, rjy — r,y) = 0. In Lemma 3.10, we show that 
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s_J 
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Figxire 3.7 The intended locations are s,- and Sj. The real­
ized locations are r,- and Tj. The intended spatial 
lag is hij = Sj — Si and the actual spatial lag is 
I/,J = h.j + V - u. 
can be written as a quadratic form. In Lemma 3.11, we show that with a proper 
scaling of the mathematical geographic co-ordinate system the product of the matrix 
in the quadratic form of Lemma 3.10 and the covarieince matrix of the realized sites is 
idempotent. In Proposition 3.12, we use these two results to establish that has a 
distribution with two degrees of freedom. 
Lemma 3.10 Assume that the locational error, p(-), is as given by Model / in equation 
(3.1). Furthermore, let the spatial domain D C 3*?^. Define the magnitude of the actual 
spatial lag as in Definition 3.9. Then, can be written as the quadratic form 
t;ec(rj,r.)'A uec(rj,r.), 
/ 
where uec(rj,r,)' = (ryj;,ryy,r,j:,r,-j,) and A = 
1 0 -1 0 
0 1 0 -1 
-1 0 1 0 
0 -1 0 1 
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Proof: Expajiding vec  {r j ,  r,)' A vec  ( r j ,  r,), we obtain 
(^ jx  ^lar) + i ^ jy  ^ iy )  
= 
Lemma 3.11 Let A be the matrix of the quadratic form in Lemma 3.10 and ^ I4 be the 
covariance matrix of (rjar,rjy,r,j;,r,y)'. Then A^U is idempotent. 
Proof: By direct calculation. • 
Proposition 3.12 Assume that the locational error, p(-), is as given by Model I in 
equation (3.1) with distribution p(s) ~ N ; s € Z) C In addition, suppose 
that the mathematical geographic co-ordinate system is scaled so that cr^ = 0.5. (This 
is done by dividing each co-ordinate by \/2ap.) With a slight abuse of notation, let 
{s,-: I = 1,2,... , n} be the scaled intended sites so that 
v e c { r j , r i )  ~  N  
/ 
S j x  
^ j y  
^ix 
\ \ / 
Define the magnitude of the actual spatial lag, as in Definition 3.9. Then, 
~  ^ 2  [(^ ix  -  Sfx)^  +  {Sjy  -  ,  (3.49) 
where xiC^) ^ -distribution with two degrees of freedom and noncentrality param­
eter  ^  ~  2 [(^ jar  4"  i ^ jy  ^«y)  ]  •  
Proof: The result is easily shown using standard results for the distribution of quadratic 
forms (see, e.g., Seaxle, 1971, p. 57). • 
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The distribution has been studied in some detail. Applying the formula for 
the cdf of a random variable (Patel and Read, 1982, p. 300), we have 
P r ( ^ ^ < r )  =  ( 2 7 r ) " ' y ^ e x p  I +  I  r f y d x ,  ( 3 . 5 0 )  
where F = |(x,y): (x — n/A)^ + = 7^| and X and Y are standard normal random 
variables. Equation (3.50) corresponds to the probability that a point {x,y) lies in a 
circle of radius 7 with center ^\/A,0^. Tables in Owen (1962, pp. 172-180) cein be used 
to find the probability in equation (3.50). 
Example: Let s,- = (4,6), Sj = (6,10), ajid <Tp = 2 in the original co-ordinate system. 
Then, in the scaled co-ordinate system, sf = (2,3), s* = (3,5), and (Cp)' = 0.5. Let 
||hfj || = ||s* — sfll be the Euclidean distance between the intended sites in the scaled 
co-ordinate system, Ah' = 0.5 be the bandwidth in the scaled co-ordinate system, and 
be as defined in equation (3.48) using the scaled co-ordinates. Substituting sf and s' 
into equation (3.49), we have (^^)* ~ X2(2'5). We wish to find the probability that the 
actual sites r* and rj are between j' = y/5 — .5 and 7! = \/5 -I- .5 units apart. Using 
equation (3.50), we can write 
^  (7^ ,72))  =  (2^) ' ^  J  expj^-^(x l  +  y l ) j  dysdxi  
-(27r)"^/y exp|-^ (xj-t-i/J)| dyidxi, 
where 
T i  =  | (x i , y i )  :  (x i  -  V^)^  -hy j  =  ^ \ / 5  -  .5^  |  
aind 
^2 = |(a:2, ^ 2) : (2:2 - = (v^ + .5^ |. 
Using the notation of Owen (1962), D = y/TE and rd — D = — y/^. Using linpar 
interpolation between the tabulated values, we obtain 
Pr{ee{ftn2)) = .1164. 
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Scaling the mathematical co-ordinate system to yield <Tp = | may seem odd, but 
it should not cause any concern. Any mathematical co-ordinate system is chosen for 
convenience. The mathematical geographic co-ordinate system was scaled so that 
would have a distribution. This allows us to find probabilities associated with the 
spatizil lag between two sites. In the original co-ordinate system we have 
P r { ^ e { j u l 2 ) )  = 
where 7,- = f = 1,2.  
We can extend the results given for to d-dimensions. Let s,- = (s,i,s,2,... , 
and let sj, r,-, Tj, h,j, u, v, and i/,y be defined similarly. The <f-dimensionaI analogue to 
equation (3.48) is 
^ — y/{{sji -t- Ui) — (5,1 + ui))' -I-... -I- {{sjd 4- Vd) — {sid -h . 
If we assume that the locational error vector p(s) ~ N  (O, Cp I d ) ,  then we can write 
f^ as a quadratic form as in Lemma 3.10 except that the matrix A is a. 2d x 2d matrix, 
where the (i, j)"' element of ^4, denoted by Aij, is 
An = < 
1 for i= j, 
—1 for j = i + d and j = i — d, 
0 otherwise. 
If we scale the mathematical geographic co-ordinate system so that <Tp = 0.5, then 
Lemma 3.11 holds except that I4 is replaced by l2d- Similarly, Proposition 3.12 holds 
except that the noncentrality pareimeter is 
^  — n  [("Sii ~ + ... + {s jd  — 
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4 KRIGING 
Kriging finds the predicted value of a spatizd random process at a prediction location 
by taking a weighted average of the data. The choice of weights is a function of the 
distance between sites through either the vzuriogram (equation (1.3)) or the covariance 
function (equation (1.2)). Thus, kriging depends on the first two moments of the spatial 
random field. The next section states some clzissical kriging results in the absence of 
locational error. In Section 4.2, we investigate the effect of locational error on the first 
two moments of a Gaussian spatiaJ process. In Section 4.3, we adjust traditional kriging 
(i.e., kriging without locational error) to include locational uncertainty. We show that 
locational error does not change basic kriging methodology. In Section 4.4, we discuss 
estimation of the variogram and the covariance function in the presence of locational 
error. In Section 4.5, we present an alternative method for kriging in the presence of 
locational error. 
4.1 Kriging without Locational Error 
Throughout Section 4.1, assimie that there is no locationed error and no measurement 
error. In the absence of measurement error, kriging is an exact interpolator. That is, the 
kriging predictor at a sampled location is the sample data value (see Cressie, 1993, p. 379, 
for a brief discussion). The two processes y(-) and Z(') are equivalent and Model I, given 
in equation (3.1), reduces to Z(s) = ^(r). Thus, inference on {V'(r) :T € D C 3?^} is 
equivalent to inference on {Z(s) : s 6 D C 3?^}. 
53 
Throughout this section, we make the following assumptions: 
Bl. Let Y { - )  be a spatieil reindom process with E[V(r)] = f(r)'/3; r  €  D ,  where f(-) is a 
(9 +1) X 1 known vector-valued function and is a (9+1) x 1 vector of unknown 
regression coefficients. 
B2. Let C (ri — r2) = (ri — r2), where is the process variance, Kq {-) is a valid 
parametric class of correlation models, tf€0isanmxl vector of correlation-
model parzuneters, and 6 is an open set in 92"^. 
We focus on prediction of the random process at an unsampled location, which is 
A 
denoted So- The kriging predictor, denoted as V (So), is the spatial best linear unbiased 
predictor (spatial BLUP) given the data. The kriging predictor satisfies the following 
conditions; 
n 
(i) A'Y = ^  AfV (r,), where A = {Ai,... , A„} is the n x 1 kriging weight vector and 
1=1 
the data vector is Y = {F(ri),Y(r2),... (r„)}, 
(ii) E[A'Y]=f(s,)'/3, 
(iii) E (y ( s , ) -y ( s„ ) ) '  is minimized over {Ai, A2,... , A„} subject to the constraint 
\'F = f (So)', where F is the n x (9-I-1) matrix of explanatory variables evaluated 
at iZ = {r,-: f = 1,... , n}. 
Proposition 4.1 Assume Bl and B2 from above. Then the kriging weight vector A is 
given by 
A' = b' F'K-^ + k'A'"' 
and the vector of Lagrange multipliers m is given by 
m' = (f (So) - F'K-^k)' (f' f)~' , 
where b = f (So) — F'K~^k., K is the n xn correlation matrix between the sample sites, 
and k. is the n X 1 correlation vector between the prediction site and the sample sites. 
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Proof: See Cressie, 1993, Section 3.4, for a discussion and sketch of the proof. • 
Proposition 4.2 Assume Bl and B2 from above. Then the universal kriging (predic­
tion) variance, <t\ (Sg) = (so) — Y (So)^ j , is given by 
al (So) = 0-2 |l - k'A'-^k + b' b} , 
where b = f (So) — F'K'^k, K is the n x n correlation matrix between the sample sites, 
and k is the n x I correlation vector between the prediction site and the sample sites. 
Proof: See Cressie, 1993, Section 3.4. • 
If we assume that V(-) is Gaussian, then a nominal 95% confidence interval for V (So) 
is 
(y(So)-1.96<rit(So),V'(So) +1.96<Tfc(So)) . (4.1) 
Implicit in Propositions 4.1 and 4.2 and equation (4.1) is the assumption that j3 is 
known. In practice, the regression coefficients are unknown and must be estimated from 
the data. Optimal estimation of the regression coe£5cients is straightforward. Since the 
data satisfy the linear model with £?[Y] = F/3 and uar(Y) = o-^A', then the generalized 
leaist squares estimator for /3 is 
^ = {F'K-'F)~^ F'K-^Y, (4.2) 
where F, K, and Y are as defined in Proposition 4.1. 
Notice that to estimate the mezui parameters optimally we need to know the correla­
tion matrix. We have implicitly assumed that the covariance function is fully specified. 
Actually the covariance fimction is unknown and must be estimated from the data. We 
ctssume a known parametric form for the covariance model and use the data to estimate 
the process variance and the correlation-model pareimeters 0. 
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Cressie (1993, p. 165) provides a nice explanation of the problem inherent in using 
the data to estimate trend parzuneters, then using the resiductls to estimate covariance-
model parameters. In the presence of unaccoimted for trend, bias is introduced into 
covjiriance function (variogram) estimation. 
Consider maximum likelihood estimation of /9, and 0. Assume further that Y{-) 
is Gaussian; then the log-likelihood is given by 
L = -\log\a^K\ - i{Y - F^j'A- (Y - F0), (4,3) 
where F  and K  are as defined in Proposition 4.1. 
Mardia and Marshall (1984) show that the first derivative of the log-likelihood func­
tion can be written as L'^ , where = —F'K~^Ffi -|- F'K~^Y, the i"' 
element of Lg is (ij). = -lir + 1 (Y - F/5)' (Y - Fl3], and (r 
is the trace. The second derivative can be written as 
^(2) _ 
Lgg 
where = — F ' K F ,  the j"* column of L p g  is given by 
F'K- '^K- 'Ff> -  F'K- '  I^A-'Y; i = 1,1, 
and L g g  hzis (i,i)''' element 
-I {"-'Mrr H; • 
Mardia and Marshall (1984) describe a scoring procedure for maximizing equation 
(4.3). Alternatively, one could maximize equation (4.3) using a Newton-Raphson (NR) 
algorithm. The NR algorithm is an iterative technique based on a quadratic Taylor series 
approximation (Gelman et al., 1995). Let <j> = be the vector of parameters. 
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The NR algorithm proceeds as follows: 
(i) Choose a starting value {(a) compute ' (6) set <i>' = - [1(2) L^i) . 
{ H i )  Iterate until convergence of each parameter and the log-likelihood. 
The algorithm is not guaranteed to converge to a global maximum. If the NR al­
gorithm is run from several starting values dispersed throughout the parameter space 
and all of the starting values converge to the same value, then we are confident that the 
global maximum has been reached. Then, for kriging, covariance-model parameters are 
set at the MLE. 
These results form the basis of traditional kriging methodology. Since covariance-
model parameters are treated as fixed and known, the kriging variance does not account 
for uncertainty in This can lead to unwarranted faith in kriging predictions. 
4.2 Adjusting Moments for Locational Error 
Kriging provides the spatial BLUP under a known covariance model. The implicit 
assumption is that locations are known without error. In reality, this is not true. Our 
goal is to develop methodology for kriging adjusted for locational error (KALE). Since 
kriging depends on the first two moments, we begin by adjusting the first two moments 
of a Gaussian spatial process to include locational error. Throughout Section 4.2, assimie 
Model I for locational error as given in equation (3.1). 
4.2.1 The First Moment Adjusted for Locational Error 
To perform KALE we need the first two moments of the Z(-) process adjusted for 
locational error; in this subsection we obtain the first moment. Intuitively, the expec­
tation of the Z{') process can be foimd by averaging over the expectation of the ¥{-) 
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process at the locations that are realizable under the locationaJ error distribution. 
Proposition 4.3 In addition to Model I for locational error as given in equation (3.1), 
assume that the measurement error component of the attribute error, c('), is such that 
£|e(r)] = 0; r E D C where d is the dimension of the spatial domain D, and that 
the locational error vector, p(-), has pdf g{-). Let u = p(s). Then, 
E[Z{s)]  = J f i {s  +  u)^(u) dxi, 
where fi{') = £[>'(•)] = E\Z{-)]. 
Proof: Under the model given above, 
E[Z{s)]  = £;[K(s + u) + e(s + u)] 
= £;[£;[y(s + u) + e(s + u)|u]] 
= E[n{s  +  u)]  
= J + u)g{u)  du .  (4.4) 
• 
Corollary 4.3.1 In addition to the assumptions of Proposition 4-3, suppose £J[y"(r)] = 
fi-, T € D. Then, £[Z(s)] = /x; s € P. 
Proof: The result follows directly from Proposition 4.3. • 
For ordinary kriging (i.e., the mean is constant over D), the locational error does not 
affect the expectation. However, since explanatory variables usually depend on location, 
locational uncertainty usually affects the mean function. That is, locational uncertainty 
will affect universal kriging. 
Corollary 4.3.2 In addition to the assumptions of Proposition 4-3, suppose £?[K(r)] = 
9+1 
^  fj- i{T) /3 j - i ;  r  €  D,  where  f(-) is a (7+ 1) x 1 known vector-valued function and /3 
i=i 
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t s a ( 9 + l ) x l  v e c t o r  o f  u n k n o w n  r e g r e s s i o n  c o e f f i c i e n t s .  T h e n ,  
9+1 
B[ZW\ =  Y .  
J=1 
Proof: The result follows directly from Proposition 4.3. • 
Table 4.1 shows the bias introduced into the expectation by ignoring iid locational 
error under two mean functions in and two mean functions in 3?^. The locational 
error only affects the expected value if the mean function has one or more terms with 
degree not equal to 0 or 1. When the mean function includes explanatory variables 
that axe not simple functions of location co-ordinates (such as Xr and j/r in Table 4.1), 
we must assume a functional form relating the value of the explainatory Veiriable at the 
realized site to its Vcdue at the intended site and the locational error. This is what we 
do in footnotes c and d to Table 4.1. 
4.2.2 The Covariance Adjusted for Locational Error 
Intuitively, the covariance of the Z(-) process can be found by integrating over the 
covariance of the K(*) process at the locations that eire realizable imder the locational 
error distribution. From this we obtain the covariance adjusted for locational error. 
Theorem 4.4 In addition to Model I for locational error as given in equation (3.1), 
assume that the measurement-error component of the attribute error, e(-), is such that 
e(r) ~ T E D C 3?'', where d is the dimension of the spatial domain D, K(*) 
is second-order stationary as defined in equation (3.3) with covariogram C(-), and the 
locational error vector p(-) has pdf g{-). Let s and s + h 6e two intended sites with 
locational errors u = p(s) and v = p(s+h). Then, the covariance adjusted for locational 
error, Cp(h), is 
Cp(h) = c(w (Z(s),Z(s + h)) = f f C{h. + v— u)g{u)g{v)dudv. 
(s + u)5(u) du s€ D. (4.5) 
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Table 4.1 The effect of iid locational error on the expectation under Proposition 4.3. 
d" Mean Structure Bias' 
1 /5o + /3ir + (32r^ 02(^1 
2 /3o + /3irx + fS2ry + (/53 + /?4)^p' 
1 = /?o + /?iXp + /SjZpyr (32arQy(Tl 
2 '' /3o + /?lZr + ^ Xryr  02 {aiQ3 +02014) crl 
° The dimension of the spatial domain is d. In 3?^, let r = (rx,ry). 
^ The bias is introduced by ignoring locational error. 
The two explanatory variables Xp and yr at location r satisfy Xr = x, + OxU and 
J/r = J/j + otyU, where p(s) = u. 
The two explanatory variables Xr and yr at location r = {rx . ry)  satisfy Zr = a:, + 
QiUi + a2Uy 8uid t/p = y, + aau^ + Q4U„, where p(s) = u = (u^, Uy) .  
Proof: Under the model given above, 
cov (2(s), Z{s + h)) 
= E [cov (y(s + p(s)) + e(s + p(s)), y(s + h + p(s + h)) + e(s + h + p(s + h))) 
|p(s), p(s + h)] + cov {E [r(s + p(s)) + e(s + p(s))|p(s)], 
E [y(s + h + p(s + h)) + c(s + h + p(s + h))|p(s + h)]). (4.6) 
The second term of (4.6) becomes 
cov {E [y(s + p(s))|p(s)], £; [y(s + h + p(s + h))|p(s + h)]) 
= cot;(/i(s + p(s)),/i(s + h + p(s + h))) 
= 0, 
since p(s) and p(s + h) are independent. The first term of (4.6) becomes 
E [cou(K(s + p(s)), y(s + h + p(s + h))|p(s), p(s + h))] 
= E[C((s + h + p(s + h))-(s + p(s)))] 
- j JC ( h  +  v  ~ u ) g { v L ) g { v ) d u d v .  (4.7) 
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• 
Corollary 4.4.1 Consider the cast d = \. In addition to the assumptions of Theorem 
4.4, suppose that p{s) ~ Unif (—y/Sap, •s/Scp); s € D and the covariance is given 
by the isotropic exponential covariance function 
C{h)  =  a^exp  (4.8) 
where is the process variance, h is the intended spatial lag, and 6 is the range param­
eter. Then, 
CM = 
9 
12<ri [- 2e 'exp{- l}  + e 'exp{=^i±^}  
+e^exp[=^i=^} ], if h> 2v/3<Tp 
^ [4V3<7p5 - 2he - 2e^exp{-^} 
+0^exp {}  + e^exp  {  I  ] ,  i7 / i<2v /3 (Tp  
(4.9) 
e J ' ^ I B 
Proof: Without loss of generality, assume /i > 0, then 
cov  {Z{s) ,  Z{s  +  h))  
= 11 dud.. 
—Vsiap -")/3cp 
(4.10) 
The double integrcil in (4.10) can be found by splitting it into two terms corresponding 
to h > 2\/3<Tp and h < 2y/3ap. Then, (4.10) becomes 
i/3ap y/Sop 
— — V S f f p  
•</5irp y/%Tp 
~^/3iTp 
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The first term in (4.11) becomes 
n/3<Tp 
12(t2 
-y /^p  
.2 
J top I I - top I I' 
^ ^ \/3<yp ^ ^ O^exp  ^ ^ ~ V^o'p ^ 
/ h + \/Z<Tp + y/Zffp \ 2 f + \/3(Tp 1 
\ e / 9 / 
—0^exp 
+6 exp  
12(r2 
d^exp  
—26^exp + 
j-^^}j 
where h > 2y/3crp. The second term in (4.11) can be solved by splitting it into two terms 
corresponding to h + v — u>0 and /i + u — u < 0. The second term in (4.11) becomes 
\/3<rp y/^p 
/ / exp I /[/,+„_u>o] du dv 
nai 
y/Sffp ^30"p 
(4.12) +  /  /  6 X p  ^  ^ ^ -^[A+v—u<0] du dv 
The first term in (4.12) must be solved by integrating over two regions. The first term 
in (4.12) becomes 
y /^p—h h+v y /3ap VSf fp  
J  J  —^|du<f t ;+ J  J  exp |  ~ ^  ^  ^ d u d v . { 4 . 1 Z )  
—\/%ap —\/Zap y/3ap—h —v/3ap 
Integrating the first term in (4.13), we obtain 
y/3<rp-k 
0 
->/3<rp 
T - . 
J 1 — exp < -
h + v + y/ZcTp 
6 11 dv 
=  1\/ZapB — h9 + O^exp ^  |  _  Q'^^^p ^ |  • (4.14) 
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Integrating the second term in (4.13), we obtain 
\/3ap 
e J 
h + V — \/Z(Tp ^ J h + v + \/3<T] 
0 
y/StTp—h 
=  —d^exp 
J ( )j dv 
1-^) + + d^exp  15) 
Integrating the second term in (4.12), we obtain 
j J exp{i±^} dudv  
-Vsop '»+«' 
\/3ffp—h - . . . 
- -
-^ap ^ ^ 
— + O'^exp 
dv 
2s/%a„e - he. (4.16) 
Combining (4.14), (4.15), and (4.16), we obtain 
12^72 Ay/Z(Tp9 — 2hd — 26^ exp 
,2 f / i -2V3<Tpl  ,  ,2 f - h - 2 y / 3 a p \ '  
'  exp  < ^  ^  +  d 'exp  (  ^  V 
d J • —^ Q 
where h < 2v/3<Tp. • 
We can take the limit of (4.9) as Cp goes to 0 by applying I'Hopital's Rule twice. 
When h < 2y/3ap, we obtain, for <Tp small, <7^, because h is also forced to 0. When 
k > 2%/3<Tp, we obtain, for o-p small, 
^2 + 12eip{=i=i!^^}) 
24 ' 
which goes to the exponenticil covariajice model without locational error, (T^exp{=p}. 
This resxilt is totally expected. 
Figure 4.1 shows the effect in 3ff^ of iid uniform locational error on the exponential 
covaxiance function. The following parameters axe fixed; = 1000, <Tp = 100, and 
6 = 100. For each intended spatial lag /i = 0,1,... ,25, we proceed as follows: 
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Figiire 4.1 The covariance is plotted against the intended spatial lag for 
(T^ = 1000, Cp = 100, and 6 = 100, assuming the exponential 
covariance function and iid uniform locational error in 3?^. Curve 
A shows the covariance adjusted for locational error (equation 
(4.9)). Curve B shows the covariance without locational error 
(equation (4.8)), using the intended spatial leig h. 
(i) Calculate the exponential covariance adjusted for locational error (equation (4.9)). 
Call it w. 
(ii) Cedculate the exponential covariance without locational error (equation (4.8)), 
using the intended spatial lag h. Czill it z. 
In Figure 4.1, curve A is a plot of w against h and curve B is a plot of x against 
h. The effect of locational error on the covariance is most pronounced for small spatial 
lags. For example, a.t h = 0 the covariance without locational error (curve B) is 1000 
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cind the covaiiaace adjusted for locationaJ error (curve A) is 893.9. As h increases the 
effect of locational error on the covariance diminishes and curves A and B converge. 
Table 4.2 displays results of a Monte Carlo simulation study of the effect in 3?^ of iid 
uniform locational error on the exponential covarizmce function. Case I shows the effect 
of locational error when the locational error variance is smail (Cp = 10); case II shows 
the effect of locational error when the locational error variance is moderate = 100); 
and case III shows the effect of locational error when the locational error variance is large 
((Tp = 1000). Within each case, we consider several intended spatial lags {h = 0,25,100) 
and severed values of the range parameter {6 = 50,100,500). The process v^iance is 
fixed at = 1000. (The relative effect of locational error is not a function of the process 
var ia j ice . )  For  each combinat ion of  a^ ,  9 ,  and h the  Monte  Car lo  s imulat ion proceeds  as  
follows: 
(i) Generate 1000 simulations of the locational errors u and v according to the iid 
uniform distribution on the interval —\/3<Tp to y/Zap. 
(ii) Calculate the exponential covariance adjusted for locational error (equation (4.9)). 
Call it w. 
(iii) Calculate the exponential covariance without locational error (equation (4.8)), 
using the intended spatial lag h. Call it x. 
(iv) Calculate the exponential covariance without locational error (equation (4.8)), 
using the realized spatial lag h + v — u. Call it y. 
The expected mean square error (expected MSE) was calculated for both the covari­
ance adjusted for locational error (MSE*^) and the covariance without locations^ error 
(MSE'') using 
1000 
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Table 4.2 Monte Carlo simulation results of the effect of iid uniform locational error 
on the exponential covariance fimction in for fixed = 1000. 
Case Gov" Gov" MSE-^ MSE'' % Ghange' 
^ = 50, /i = 0 930.80 1000.00 2294 7207 -68.17 
0 = 50, /i = 25 608.97 606.53 3016 3020 -0.13 
e = 50, h = 100 135.88 135.34 150 150 0.00 
e = 100, /i = 0 964.46 1000.00 626 1964 -68.13 
e = 100, = 25 779.58 778.80 120 120 0.00 
e = 100, h = 100 368.24 367.88 283 283 0.00 
e  = 500, h = 0  992.74 1000.00 26 78 -66.67 
e = 500, h = 2b 951.27 951.23 71 71 0.00 
e = 500, h = 100 818.76 818.73 53 53 0.00 
5 = 50, h = Q 804.09 1000.00 15973 55285 -71.11 
0 = 50, h = 2b 626.20 606.53 29530 29752 -0.75 
0 = 50, /i = 100 140.84 135.34 1631 1662 -1.87 
e = 100, h = o 893.88 1000.00 5178 16937 -69.43 
e = 100, = 25 784.13 778.80 11621 11603 0.16 
e = 100, h = 100 371.57 367.88 2863 2862 0.04 
9 = 500, h = Q 977.30 1000.00 250 749 -66.62 
e = 500, /i = 25 951.11 951.23 664 665 -0.15 
6 = 500, h = 100 819.06 818.73 521 520 0.19 
0 = 50, /i = 0 542.79 1000.00 57562 266352 -78.39 
0 = 50, /i = 25 504.35 606.53 62384 73492 -15.11 
II Oi
 
o
 
II o
 
o
 
198.43 135.43 32337 35474 -8.84 
e = 100, /i = 0 716.39 1000.00 29402 104112 -71.76 
e = 100, /i = 25 685.90 778.80 33989 41240 -17.58 
d = 100, h = 100 405.93 367.88 31515 32706 -3.64 
9 = 500, h = 0 930.80 1000.00 2247 7039 -68.08 
9 = 500, h = 25 921.42 951.23 2961 3889 -23.86 
9 = 500, h = 100 821.96 818.73 5367 5364 0.06 
II 
III 
Covariance adjusted for locational error (equation (4.9)). 
^ Covariance without locational error (equation (4.8)), using the intended spatial lag. 
The expected MSE for the covariance adjusted for locational error. 
The expected MSE for the covariance without locational error. 
® Relative change in the expected MSE, found as (MSE'^-MSE'')/MSE''xlOO. 
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and 
. xuw 
1=1 
1000
The covaxiance adjusted for locational error had a smaller expected MSE than the covaxi-
ance without locational error for all combinations of Cp, and h, where the difference 
was noteworthy. Using the results of Figure 4.1 and Table 4.2, we make the following 
recommendations: 
(i) Use the most accurate positioning device possible. It is clear that as <7^ decreases 
so does the effect of locational error. For small <7^, the importance of the locational 
error is negligible, except at very small spatial lags. 
(ii) The effect of locational error is relatively insensitive to the range parameter 6 .  It is 
very sensitive to the intended spatial lag. We recommend adjusting the covariance 
at spatial lag /i if ^ > |. 
These guidelines cire manifestations of one very important observation. If the loca­
tional error is large enough that the correlation between the actual sites is appreciably 
different than the correlation between the intended sites, then it is necessary to adjust 
for locational error. 
Corollary 4.4.2 Consider the case d = I. In addition to the assumptions of Theorem 
4.4, suppose that p{s) ~ iV(0,<7p)s E D C and the covariance is modeled by the 
isotropic Gaussian covariance function 
C{h)  =  < 7 ^ e x p { — ,  (4.17) 
where <J^ is the process variance, h is the intended spatial lag, and a is the range param­
eter. Then, 
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Proof: Under the model given above, 
j v{Z{s) ,Z{s  +  h))  
= " 'J  J  ^ V{-Ah + .  -  U)^} ^  
—00 —00 
dudv  
oo 
= cr^exp{—a^/ i^}  J  exp{—a^{v^  +  2hv)}—^—eip|— 
—oo ^ ^ 
r 00 
J  exp{-a \u^-2{h  + v)u)}  
—oo ^ ^ 
The integral inside the square brackets in (4.18) becomes 
00 
J  exp{—a^{u^-2{h  + v)u)}- j=—expi^—^u^^  du 
—OO ^ ^ 
OO 
dv .  (4 
SM
" / I 2<tI • 
—OO 
J 2a| r 2<r2a^  + l " j / 
—OO 
y \/^<Tp 1 20-2 \ 2cr^a^ +1 / J 
—00 ^ •' 
11 —2^ (2apa^u^ + — Aa^a^hu — Aaj^a^vu •)} du 
du 
-0
(2 ,Ty{h+v) ' \  
"^"1  2ay  + l  J  
J \plnap V 
—oo ^ 
(2(Ty{h+vy\  1 
2o-2a2 + l J y/2aja^ + 1 
(2cT^a \h+v)^ \  1  
\ 2aja^ + 1 J y/2a^a''^ + 1' 
Substitute (4.19) into (4.18) to obtain 
a2   
A , , , , f 2<r2a2 + l/^ 2(72a2(/i + u)>^^) 
+ 1 exp| — - Ly + i ) ] 
'{h + v)^  
(4 
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^2^y + i I  - 2'''kv}cxp[-^v'] 
—OO 
\2<Ty{h  + v f \  
•''"I 2.y + i }'"' 
_ cr'ezp{-a'h'} ( 2<rla*h' 1  F f 1  r_^2„2  _  
y/2;^^Ti '^Wy + il y v^<T, ' 'pW  A ^ " J J V '*Vp 
^—00 
f Aa^a'^hv + 2a^a*v^ f 1  , )  f- . —„-  -  ,  
The integral inside of the square brackets in (4.20) becomes 
7 1 ( ( -a '^v^  -  2a^hv)  (2< t ^ (2cr^a^ + l)) - v''(2a^a^ + 1) 
J 2^1 {2,Ty +1) 
' 1  
f 1 r —4(Tpa'*u^ — 2<Tpa^u^ — 8(T*a*hv — Aaia^hv — 2(Tla}v^ ~ 1 
= J 2<Tj {2ay + 1) / 
—OO 
f 8<7pa'*/iu + Aa^a^v^ \ 
•-'[ 2.|(2.|a^ + l) T" 
f 1 f (-2a-pa^ - 2cr^a' -l)v^- (Ao-^a^h) v ] 
" J 2<r| (2a|a2 + l) / 
—OO 
OO 
= / 1 lAcrla^ + 1 
— -exp  < 
V^o-p V 2(7^0^ + 1 
{Aala^ +1)  
2(T2 (2<T2a2 +1) 
dv 
2crla^h 
V 
-  {Aala} +1)  
21 
> dv 
2a^a^ + 1 
exp  
I Aa'^ a? +1 
\2(Tla? +1 
f 2ala*h} 1 
I {2<Tja^ + 1) {Aaja^ + l) J 
r 2<Tla*h'^ 1 
\ {2^y + 1) (4<r|a2 + 1) / ' 
Finally, substitute (4.21) into (4.20) to obtain 
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cov{Z{s) ,  Z{s  +  h))  
(2(r2a2 + 1) {4(7+ l) 
2a^a*h} 1 
V'4^5nrr"''t4<7|a=+1/' (4.22) 
• 
Figure 4.2 shows the effect in 3?^ of iid normal locationed error on the Gaussian 
covaxiance function. The following parameters are fixed; = 1000, o-p = 100, and 
a = .01. For each intended spatial lag /i = 0,1,... ,25, we proceed as follows: 
(i) Calculate the Gaussian covariance adjusted for locational error (equation (4.22)). 
Call it w. 
(ii) Calculate the Gaussian covariance without locational error (equation (4.17)), using 
the intended spatial lag h. Call it x. 
In Figure 4.2, curves A and B are as in Figure 4.1, except that we use the Gaussian 
covariance function and iid normzd locational error. The covaricmce adjusted for loca­
tional error (curve A) is appreciably different from the covariance without locational error 
(curve B). In contrast to the exponential coveiriance function and iid uniform locational 
error (Figure 4.1), the effect of locational error on the covariance is still non-negligible 
at lag h = 25. 
Table 4.3 displays restilts of a Monte Carlo simidation study of the effect in of 
iid normal locational error on the Gaussian covariance function. For cases 1, II, and 
III the locational error variance is set at 10, 100, and 1000, respectively. We consider 
lags h =0,25,100 for range parameters a = .02, .01, .005 within each case. The process 
variance is fixed at = 1000. The Monte Carlo simulation proceeds similar to the 
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Figiire 4.2 The covaxiance is plotted against the intended spatial lag for 
<7^ = 1000, <Tp = 100, and a = .01, assuming the GaussiEin co-
variance function and iid normal locational error in Curve 
A shows the covariance adjusted for locational error (equation 
(4.22)). Curve B shows the covariance without locational error 
(equation (4.17)), using the intended spatial lag h. 
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Table 4.3 Monte Carlo simulation results of the effect of iid normal locational error 
on the Gaussian covariance function in for fixed = 1000. 
Gov" Gov" MSE' MSE" % Ghange*^ 
e .02, h = 0 992.09 1000.00 125 185 -32.43 
e .02, h = 25 775.69 778.80 4598 4609 -0.24 
e .02, h = 100 19.35 18.32 47 48 -2.08 
e .01, h = 0 998.01 1000.00 7 11 -36.36 
6 = .01, h = 25 937.77 939.41 438 441 -0.68 
e .01, h = 100 368.62 367.88 1077 1078 -0.09 
e = .005, h = = 0 999.50 1000.00 1 1 0.00 
d = .005, h = = 25 984.02 984.50 32 33 -3.03 
d = .005, h = = 100 778.61 778.80 325 326 -0.31 
e .02, h = 0 928.48 1000.00 8380 13852 -39.50 
e =r .02, h = 25 748.47 778.80 35737 36540 -2.20 
6 = .02, h = 100 29.53 18.32 1323 1477 -10.43 
9 = .01, h = 0 980.58 1000.00 703 1003 -36.26 
e = .01, h = 25 923.39 939.41 4430 4713 -6.00 
e = .01, h = 100 374.88 367.88 10897 10943 -0.42 
9 .005, h = = 0 995.04 1000.00 42 65 -35.38 
9 = .005, h = = 25 979.76 984.50 322 343 -6.12 
9 = .005, h = = 100 776.86 778.80 2886 2889 -0.10 
9 .02, h = 0 620.17 1000.00 99816 239458 -58.32 
9 = .02, h = 25 563.32 778.80 117787 169130 -30.36 
9 = .02, h = 100 133.16 18.32 46493 55574 -16.34 
9 = .01, h = 0 845.15 1000.00 30355 52617 -42.31 
9 = .01, h = 25 808.25 939.41 42576 59995 -29.03 
9 = .01, h = 100 413.74 367.88 70056 71040 -1.39 
9 = .005, h = = 0 953.46 1000.00 3153 4944 -36.23 
9 = .005, h = = 25 940.01 984.50 4796 6467 -25.84 
9 = .005, h = = 100 759.63 778.80 22490 22835 -1.51 
" Covariance adjusted for locational error (equation (4.22)). 
'' Covariance without locational error (equation (4.17)), using the intended spatial lag. 
The expected MSE for the covsiriance adjusted for locational error. 
The expected MSE for the covariance without locational error. 
' Relative change in the expected MSE, found as (MSE'^-MSE'')/MSE''xlOO. 
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description following Corollary 4.4.1, except that we use iid normal locationad error and 
the Gaussian covariance fimction. 
The conclusions that we draw from Figure 4.2 and Table 4.3 are similar to those for iid 
uniform locationai error and the exponential covariance function. The difference between 
the covariance adjusted for locationai error and the covariance without locationai error 
is more prominent at larger spatial lags for iid normal locationeJ error and the Gaussian 
covariance function, than for iid uniform locationai error and the exponential covariance 
function. We recommend adjusting for locationai error if ^ > |. The locationai error 
effect is relatively insensitive to the range parameter a. 
Corollary 4.4.3 Consider the case d = 2. In addition to the assumptions of Theorem 
4.4, suppose that p(s) ~ N (O, (Tp /j); s € Z) C 3?^ and the covariance is modeled by the 
isotropic Gatissian covariance function 
C(h) = a^exp{—a^||h||^} , (4.23) 
where tj^ is the process variance, h is the intended spatial lag, and a is the range param­
eter. Then, 
r ( h \  -  - (  +1)  INI '  ]  
^ + 1 I {2a^(Tj + l) {Aa^aj + l) J 
Proof: Let h = { h x ,  h y ) ,  u = { u x ,  Uy), and v = { v x ,  V y ) .  Then, 
cov{Z{8) ,  Z{s  + h)) 
00 00 00 00 ^ 
= /  y /  j  <^'^^xp{-a '^[{hx-^Vx-Uxf+ {hy  +  Vy-Uyf] ) (^ - j=^  
—00 —00 —00 —00 ** 
•exp I - ^  {ul + uj + + vl) I dux duy dvx dvy. (4.24) 
Notice that the double integral with respect to Ux and Vx is separable from the double 
integral with respect to Uy and Vy. We begin by integrating (4.24) with respect to Ux to 
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obtain 
o o o o  1  J j exp  { -a^  {h^  +  Ux -  «x)^}  \  ~J^ j  
—oo —oo ^ 
OO p oo 
^ / / (:;;;^7) «®p{ ~ ^ + 2a^'^P^r + 2aVJu2 + 
-00 ^oo ^ 
- Aa^alv^Ur + u^] } rfuj ^-^=—exp |-^i7^|^ dv^ 
l\K-^)"{-^. "•••••"' I-- * '""'it;'"""' 
—oo OO  ^
Ux I dw^exp |-^ [2a^trJ/i^ + 2aVpUj + 4aVp/irUx] | 
/ [/ (^) 
p  { - ^  + 4aVjA. . J  }  
\2a?al + l f2a'^(TlK + 2a'^alvx\^\ ( 1 [ 1 jlA j 
—OO 
 t^ OO 
"2  + 2<.VJv=  Xo  I _^_ 
.e„ I ' p V;fe.  V;„.\' 1 _}_ (_ 
2cr= I, 2<.VJ + 1 J '^l 2a-|"^ 
OO 
/ {"^ (2aV2/i2 + 2aVJu2 + 4aVJ/i^i,,)| ^ ^ 
—OO 
f(2<.v;A,+2av;.,.)') /'_J_ r_J_ ^ 
'^"1 2^? (2-^1 + 1) /IvSfa/"'''! 
integrate (4.25) with respect to Ui to obtain 
^ <r2( aV2 l J Vv/2 
Now 
OO 
/ {"^ [2aVJ/i2 + 2aV2u2 + 4aVJ/i,t;J j 
—OO P P P 
(4.25) 
 2«^<  
—OO 
f Aa*(r*hl + 8a*<T*hj:Vj; + Aa'^a^vl 1 1 , 
2<r2(2aV2 + l) J ,/2a^aj + 1 
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r 
= f —= ^ -fi-rpJ —T— ^  [ ( 2 a ^ < T p  +  1  +  40"*(Tp + 2a^<Tp 
y y/^a,y/2a^al +1 2(7^ (2a2(T2 +1) p P P 
—00 
-4a*(Tp) v\ + {Sa'^eXph^c + 4a?clhx - %a*<7*hx) + Aa'^a^hl + 2a}<Tlhl 
-Aa^tr^h'^^ | dv^ 
_ J y/4a^<Tj +  1  _  f  Aa'al + 1  /  /  X ^ l  
" _l v^,7,v^?5?+T j 2<7j(2<.V| + l) V4<.V| + lJj / 
/ 1 / 2a'g^/ix f ^a^alhl \ 1 
12(r2 (2a2(T2 + 1) \^4a2a2 + 1/ j | 2aj (2aV2 + l) J y/Aa^aj + 1 
J 4aV^/t| 1 __ f 2a'^<Tlhl \ 
\  2aj (2a2<72 + l) {Aa^a^ + l) J \/4a^<T2 + 1 | 2<T2 (2a2£r2 + 1) j 
f a'hl{2a^c7l + l) \ 1 
I (2a2o-2 + 1) (4a2<T2 + l) J yjAa^a^ + 1" 
•exp 
= exp 
= exp 
Similarly, we can integrate the double integral from (4.24) with respect to Uj, and Vy. 
This also yields (4.26) with hy replacing hx. Therefore, the original quadruple integral 
in (4.24) becomes 
cou(Z(s), Z(s + h))  
{2a^(Tj + 1) {Aa^aj + 1) J Aa^a^ + 1 
• 
As the locationai error goes to 0 (i.e., as —> 0), equation (4.27) converges to 
a^exp{-a^ \ \h \ \^] ,  
which is the isotropic Gaussian covariance model without locationai error. 
Figure 4.3 and Table 4.4 show the results of the effect in of iid normzd locationai 
error on the Gaussian covariance function. The following parameters aire fixed; = 
1000, o-p = 100, and a = .01. The Monte Carlo simulation that produced Table 4.4 
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Figure 4.3 The covaxiance is plotted against the intended spatial lag for 
= 1000, <7p = 100, and a = .01, tissuming the Gaussian co-
variance function and iid normal locational error in 3?^. Curve 
A shows the covaxiance adjusted for locational error (equation 
(4.27)). Curve B shows the covariance without locational error 
(equation (4.23)), using the intended spatial lag h. 
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Table 4.4 Monte Carlo simulation results of the effect of iid nonnal locational error 
on the Gaussian covariance function in 3?^, for fixed = 1000. 
Cov° Gov" MSE^ MSE" % Change' 
e  =  
.02, h =  0  984.25 1000.00 232 474 -51.05 
e  =  
.02, h =  25  769.56 778.80 4280 4299 -0.44 
e  =  
.02, h = 100 19.20 18.32 46 47 -2.13 
6  =  
.01, h =  0  996.02 1000.00 16 32 -50.00 
e  =  
.01, h =  25  935.90 939.41 440 452 -2.65 
e  =  
.01, h =  100 367.88 367.88 1034 1034 0.00 
e  =  
.005, h = 0  999.00 1000.00 1 2 -50.00 
e  =  
.005, h = 25 983.53 984.50 32 32 0.00 
9  =  
.005, h = 100 778.22 778.80 309 309 0.00 
6  =  
.02, h = 0  862.07 1000.00 13774 32567 -57.71 
9  =  
.02, h = 25 694.94 778.80 36474 46516 -21.59 
9  =  
.02, h = 100 27.41 18.32 952 991 -3.94 
9 = 
.01, h = 0 961.54 1000.00 1421 2958 -51.96 
9 = 
.01, /i = 25 905.46 939.41 4682 5947 -21.27 
9  =  
.01, h = 100 367.60 367.88 10164 10165 -0.01 
9 = 
.005, h = 0 990.10 1000.00 100 199 -49.75 
9 = 
.005, h = 25 974.90 984.50 378 466 -18.88 
9  =  
.005, k  = 100 773.00 778.80 3001 3025 -0.79 
9 = 
.02, h =  0  384.62 1000.00 87494 474053 -81.54 
9  =  
.02, h = 25 349.36 778.80 92349 279979 -57.71 
9  =  
.02, h = 100 82.58 18.32 27361 31216 -12.35 
9  =  
.01, h = 0  714.29 1000.00 51023 139518 -63.43 
9 = 
.01, h = 25 683.10 939.41 58076 129898 -55.27 
9 = 
.01, h = 100 349.67 367.88 61375 61923 -0.88 
9 = 
.005, h = 0  909.09 1000.00 7295 15966 -54.31 
9  =  
.005, h = 25 896.27 984.50 9311 17662 -45.75 
9 = 
.005, h =  100 724.28 778.80 25945 29435 -11.86 
" Covariance adjusted for locational error (equation (4.23)). 
'' Covariance without locational error (equation (4.27)), using the intended spatial lag. 
The expected MSE for the covariance adjusted for locational error. 
The expected MSE for the covariance without locational error. 
' Relative change in the expected MSE, found as (MSE'^-MSE'^)/MSE''xlOO. 
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proceeds for eaxrh intended spatial lag /i = 0,1,... ,25, similar to the discussion following 
Corollary 4.4.1. We use equation (4.27) to find the covariance adjusted for locational 
error. We use equation (4.23) to find the covariance without locational error for the 
intended spatial lag h. 
In Figure 4.3, curves A zuid B are as in Figure 4.2, except that we use the two-
dimensional Gaussian covariaince model and two-dimensional iid normal locational error. 
Once again the covariance adjusted for locational error (curve A) is appreciably different 
than the covariance without locational error (curve B) for small spatial lags. There is 
greater uncertainty in h, since it can move about a region in 3?^, rather than just aJong 
a one-dimensional transect; therefore, the difference between curves A and B is more 
pronounced in 3?^ than in 3?^. Based on Figure 4.3 and Table 4.4, we recommend 
adjusting for locational error if assuming iid Gaussian locational error and the 
Gaussian covariance function in 
In 3?^, the exponential covariance function adjusted for locational error is analytically 
intractable. Numerical integration (e.g., Monte Carlo integration) must be used to solve 
for the covariance adjusted for locational error. The same is true for many other valid 
covariance models in 3?^. However, we can find an analytical solution to the covariance 
adjusted for locational error for certain separable models in 3fi^. 
Corollary 4.4.4 Consider the case d = 2. In addition to the assumptions of Theorem 
44, suppose that p{sj) ~ Unif ; j = x,y; s = (Si,Sy) ,s £ D and 
the covariance is modeled by the separable covariance function 
C(h) = (T^exp{-9 i \hr \° ' -02\hy \°^};O <aj  <2J  = 1,2 ,  
where the intended spatial lag h = {hj;,hy), is the process variance, di and 62 are 
range parameters, and ai and 02 are smoothness parameters. If Oi = a2 = 1, then we 
have 
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Cp(h) ^ 
+ ^exp  {^1 ( -hx  + 2y/3<rp)  }  
+^exp{Oi (-hx -2\/3<Tp)}J  ^ -^exp{-hy02}  
- t^exp  {^2 (~^y + 2-\/3<rp)} 
+^exp-[02 (~f^v  ~  2\ /3<Tp)}^ j  ,  i f  hx ,hy  >  2y/3(Tp 
144<ri 
= 
+^exp {6\  (hx  -  2y/Zap)}  
+^exp {6i  ( -hx  - 2\/Z(Tp)}) 
^ - ^eip{-/ij,02} 
+^ezp {02 ( / ly  - 2v^o-p) } 
+^eip{02 (—/ ly  -  2\/3<Tp)}^j ,  i f  hx ihy  <  2\/3<7p 
[(-^e^P{-M.} + ^exp{«,- (-/ij + 2y/Zap)]  
+j iexp{e i  ( -h j  -  2y/Z(Tp)}^  
(4n^ _ ^ 
+^ezp  {0fc  (h i  -  2\/3<7p)  }  
+;^ezp{dfc (—hi  — 2\/3<rp)}^j ,  i f  case 3, 
where, for case 3, if hx > 2\/3crp and hy < 2v/3o'p, then i = 1, j = x, k = 2, I = 
y and if hx < 2\/3<Tp and hy > 2y/3<Tp, then i = 2, j = y, k = 1, I = x. 
Proof: Let u = (ue, U y )  and v be defined sinfiilarly. Then, 
cou(Z(s),Z(s + h)) 
VSffp y/^p •\/3i»-p \/^p 
I I I I 
cr2 
144(7* 
—\/3<Tp —y/Zap —y/Sap —V3<rp 
•exp{—02 \hy  +  Vy — Uyl"'} duxduy  dvxdvy .  (4.28) 
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= (4.29) 
The double integral in (4.28) with respect to and is separable from the double 
integral with respect to Uy and Vy. If oi = 1, the double integral in (4.28) with respect 
to Ux and Vx reduces to (4.10). Therefore, we can apply (4.9) to the double integral in 
(4.28) and we obtain 
T k l  I  exp{—di  \hx  +Vc — Ux\}  duxdvx  
(—/ix + 2\/3ap)} 
->rjiexp{6i [-hx - 2\/3<rp)}j ,i/ kg > 2\/3o-p 
12^  ~  ^  ~ +  ^ exp{di  {hx  -  2y/Zap)]  
•\-jiexp {01 {-hx - 2v/3<rp)}j , if hx < 2y/Z(Tp. 
Similarly, if Q2 = 1 then the double integral in (4.28) with respect to Uy and Vy becomes 
>/3<rp i/Sffp 
/  /  exp {—62 \hy  +  Uy — Wy 1}  dUy dVy 
[-^exp{-/ij,52} + ^ exp {^2 {-hy  + 2y/Z(Tp)}  
+^exp {^2 {-h.y - 2\/3o-p)}] , if hy > 2y/Zcrp 
' r /- (4.30) 
+ jtexp  {62  {hy  -  2\/3<Tp)} 
+^exp {^2 {-hy  -  2y/%ap)} j , if hy < 2y/3<Tp. 
Combining (4.29) and (4.30), (4.28) yields the result stated in the corollary. • 
Corollary 4.4.5 Consider the case d = 2. In addition to the assumptions of Theorem 
4.4) suppose that p(s) ~ N (0,(Tp /2) ;s € -D C and the covariance is modeled by the 
separable covariance function 
C{h)  =  <T'exp{-0 i \hxr-e2\hy \ ' ' ^} - ,O<aj<2J = l ,2 ,  
where the intended spatial lag h = {hx,hy), <7^ is the process variance, di and O2 are 
range parameters, and ai and Q2 are smoothness parameters. If ai = 02 = 2, then 
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Cp(h) 
r  .  l2 .  .21 r  1  r  4^202^2 ^  
Proof: The proof follows straightforwardly from (4.22) and the separability of the co-
variance function. • 
The covzuriance adjusted for locational error must be non-negative definite to be valid. 
That is, the covariance adjusted for locational error, Cp(h), must satisfy 
m m 
-®») ^0, 
.=1 j=i 
for any finite collection of intended sampling sites {s, : i  =  1 , . . .  ,m}  and real numbers 
. 2 1, . a . , TTX^ . 
Proposition 4.5 /n addition to Model I for locational error as given in equation (3.1), 
assume that Y{-) is a second-order stationary random process as defined by equation 
(3.3) with mean fi and covariogram C(-). Let {s,-: i = 1,... ,m} be any finite collection 
of intended sampling sites and {a,-: z = 1,... ,m} be real numbers. Then, the covariance 
adjusted for locational error, Cp(*), is non-negative definite. 
Proof: We need to show that 
m m 
^ aidjCp {Sj - Si) > 0. 
1=1 i=i 
We know that 
mm / *" \ ^  EE a,ajZ (s,) Z (Sj) — I ^ ^ a,Z (s,) j . (4.31) 
«=i i=i \i=i / 
Taking expectations of both sides of (4.31), we obtain 
m m 
52 {cov {Z (s.), Z (sy)) -t- /x^) 
1=1 i=i 
= var (s.)^ + 
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Therefore, 
\iZ (s.) I > 0. 
• 
In addition to adjusting the covariance between intended sites to include locational 
error, we must also adjust the covariance between an intended site and the prediction 
site (which is measured without locational error) to include locational error. 
Proposition 4.6 In addition to Model I for locational error as given in equation (3.1), 
assume that the measurement-error component of the attribute error, c(*), is such that 
e ( r )  ~  ( 0 ,  r  E  D  C  w h e r e  d  i s  t h e  d i m e n s i o n  o f  t h e  s p a t i a l  d o m a i n  D ,  Y [ - )  
is second-order stationary as defined in equation (3.3) with covariogram C{-), and the 
locational error vector p(') has pdf g{-). Let s be an intended site with locational error 
u = p(s) and Sg be the prediction site (measured without locational error). Then, 
Corollary 4.6.1 Consider the case d = 1. In addition to the assumptions of Proposition 
where is the process variance, h is the intended spatial lag between s and So, and 0 is 
the range parameter. Then, 
cou(Z(s),Z(So)) = / C(h + u)^(u)rfu, 
where h = s — So. 
Proof: The result follows straightforwardly from Theorem 4.4. • 
4.6, suppose p{s) ~ Unif (—n/Sctp, \/3o"p); s € Z? C 3?^ and the covariance is modeled 
by the isotropic exponential covariance function 
cov{Z{s) ,Z{so))  
Oexp {  -  6exp[  ;  i f  h> 
26 -  -  5exp ;  i f  h  <  
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Proof: Without loss of generality, assume that h = s — So > 0. Then, 
cov{Z{s) ,Z{so))  
V3<'p 
2 f / |/l + u|\ 1 
= <7 / -'{-^1 •du  
= a 
e j 2n/3<Tp 
-V^p 
•\/3fp 
\/3ffp 
-\/3cp 
The first term in (4.32) becomes 
>/3ap 
lap •">/3^^p
The second term in (4.32) must be written as two integrals 
•Scf 
-y/3<rp 
—\/3<Tp 
The first term in (4.34) becomes 
V5ffp 
2\/3<r, 
(4.33) 
(4.34) 
(4.35) 
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The second term in (4.34) becomes 
-h 
^2 
( h — >/3q-p 1 
I ^ /. 
->/^p 
1 — exp  
2\/Z<Tp 
Combining (4.33), (4.35), and (4.36), we obtain 
cov{Z{s) ,Z{so))  
(4.36) 
2\/Zop if h > \/3crp, 
20 -  dexp _ eexp { ;  if h < y/3ap (4.37) 
Corollary 4.6.2 Consider the case d = \. In addition to the assumptions of Proposition 
4.6, suppose p{s) ~ N (0,<Tp); s € Z) C 3?^ and the covariance is modeled by the isotropic 
Gaussian covariance function 
C { h )  =  ( T ^ e x p  { — ,  
where is the process variance, h is the intended spatial lag between s and So, and a is 
the range parameter. Then, 
Proof: Without loss of genercility, assume that h = s — Sg > 0. Then, 
cov{Z{s) ,Z{so))  
00 
= a '  I  c^p{-aHh + u ) ' }^^xp[-^A du 
= <t2 f V2aV2 + l r 2aV2 + l/ 2a^alh \^\ 
J sPBa, '"""I 2<r| (" + 2<.V| + lj/ 
• 00 ' 
20^2 + 1®"^^ I 
4a'^<T*h^ 1 . -
• > e x p { — a h } d u  
2aj {2a^<Tj + l) 
r -a^h^ 
V2aV| + l'^''t2a><T| + r l - (4.38) 
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• 
Corollary 4.6.3 Consider the case d = 2. In addition to the assumptions of Proposition 
4-6, suppose p(s) ~ Ar(0, <Tp/2); s € Z) C 3?^ and the covariance is modeled by the 
isotropic Gaussian covariance function 
C(h) = o-^expl-a^llhll^}, 
where is the process variance, h is the intended spatial lag between s and So, and a is 
the range parameter. Then, 
c<,v(Z(s),Z(sJ) = ^^.xp{-^;|JL}. 
Proof: Let h = {hx^hy)  and u = (ui, Uy). Then, 
cou(Z(s),Z(So)) 
00 00 2 
= y y «T^exp {-a^ [ (h^  +  Uxf + [hy + u,,)^] } ) 
—00 —00 ^ 
•exp  ("x + "?) I (4.39) 
We caji separate integration with respect to Ux and Uy. Integrating with respect to Ux, 
we obtain 
—oo 
00 
~ / v^ a + 1) «r + (4aV2/ix) Ux + 2aV2/i2] | dux 
—oo ^ ^ 
f 2a'<Tl + l\f 2a^alhx\']\ , 
'  I  2al 2aV2 + lj J/''"' 
^  -P  \  exp I  1 V2aV^ + l 2(72 xj ''|2<T2(2a2(r2 + l)J 
1 r o.^hl 1 
v/2aV2 + l^'^^( 2a2<r2 + lj* 
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Similarly, integrating with respect to Uy, we obtain (4.40) with replaced by h^. There­
fore (4.39) becomes 
Similarly, we can adjust cov  {Z{8) ,  Z  {So))  for the separable models in 3?^ described 
in Corollaries 4.4.4 and 4.4.5. 
One can think of the locational error effect on the covariance as a perturbation of the 
covariance function. Wames (1986) studied the effect on kriging of minor perturbations 
in the covariance function. Similar to Wames, we can treat the covariance adjusted for 
locational error as a perturbed version of the covariance without locational error. Write 
the perturbed covariances as 
where K, is the correlation matrix between the intended sites 5, k, is the correlation 
vector between S and the prediction site So, SKf is the perturbation of A,, and <Jks is 
the perturbation of kj. 
One can find expressions for the regression coefficients, the small-scale variability, 
and the process expectation via Propositions 1, 2, and 3 in Wames (1986). The ap­
proach is well-suited to a sensitivity analysis of kriging results when covaxicince-model 
parameters are subjected to small changes. Wames does such a sensitivity analysis on a 
topographical data set of 52 points first discussed in Davis (1973). We shall have more to 
say about this in Section 6.1. The utility of the perturbation technique for determining 
the effect of locational error is less evident. In the presence of locational error, we axe 
ignorant of the true parameter values and the rezdized locations. Perturbing covariance-
model parameters incorporates locational uncertJiinty only indirectly. Our approach of 
modeling the realized locations gets to the root of the problem. 
(4.41) 
• 
Kr = K,  + 5Ks,  
kr = kg -t- (Jks, 
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4.2.3 The Variogram Adjusted for Locational Error 
In the previous section, we discussed the effect of locational error on the covariance 
function. In Theorem 4.4, we found an expression for the covariance function adjusted 
for locational error. In this section, we discuss the effect of locational error on the 
variogram. We begin with the analogue of Theorem 4.4 for the variogram adjusted for 
locational error. 
Theorem 4.7 In addition to Model I for locational error as given by equation (3.1), 
a s s u m e  t h a t  t h e  m e a s u r e m e n t - e r r o r  c o m p o n e n t  o f  t h e  a t t r i b u t e  e r r o r  i s  n e g l i g i b l e ,  K ( ' )  
is intrinsically stationary as defined in equation (3.4) with variogram 27('), and the 
locational error vector p(-) has pdf g{-). Let s and s + h 6e two intended sites with 
locational errors u = p(s) and v = p(s + h). Then, the variogram adjusted for locational 
error ,  27p(- ) ,  i s  
var(Z{s  + h) — Z(s)) 
= E [var (F(s + h + p(s + h)) - r(s + p(s))|p(s + h), p(s))] 
+uar (E [y(s + h + p(s + h)) - y(s + p(s))|p(s + h), p(s)]). (4.43) 
The second term in (4.43) is 0. Thus, (4.43) becomes 
E [27(h + V — u) IV, u] = I 1 27(h + v — u) ^ (u) ^ (v) du dv. 
Similax to Section 4.2.2, we can use equation (4.42) to adjust standard variogranns 
to include locational error. The mechanics of this work is left undone. 
27(h + V — u)y(u)y(v) du d\. (4.42) 
Proof: Under the model given above, we can write 
• 
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The vaiiogram adjusted for locational error must be conditionally negative-definite. 
That is, the variogram adjusted for locational error, 27p(-), must satisfy 
m m 
^ ^  aiaj27p (Sj - s.) < 0, 
1=1 t=i 
for any finite collection of intended sampling sites {s,- : i = 1,... ,m} and real numbers 
m 
{a,- : 1 = 1,..., m} that satisfy ^ ai = 0. 
«=i 
Proposition 4.8 In addition to Model I for locational error as given in equation (3.1), 
assume that Y{-) is an intrinsically stationary random process as defined by equation 
(3-4) with variogram Let {s,- : i = 1,... ,m} be any finite collection of intended 
m 
sampling sites and {a,- : i = 1,... ,m} be real numbers satisfying ^ a,- = 0. Then, the 
«=i 
variogram adjusted for locational error, 2fp{-), is conditionally negative-definite. 
Proof: We need to show that 
m m 
^ ^  a.aj27p (Sj - s.) < 0. 
t=l «=1 
m 
Using an algebraic result given in Cressie (1993, p. 87), since ^ a,- = 0 we know 
1=1 
171 ^ /  m m \  
^a.Z(sOj = (4.44) 
Taking the expectation of both sides of (4.44) and using the intrinsic hypothesis, we 
obtcdn 
- m m  /  \  
~9 (Sj) - Z (s.)) = war I ^ a.Z (s.) 1 . 
«=i i=i \j=i / 
Therefore, 
^ atay27p (s_, - s,) = -2 var I ^ a,-Z (s.) j < 0. 
•=i i=i \i=i 
• 
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4.3 Kriging Adjusted for Locational Error 
Now that we have the expectation adjusted for locational error (Section 4.2.1) and 
the covariance adjusted for locational error (Section 4.2.2), we can proceed with kriging 
adjusted for locational error (KALE). Without locational error, the n x (g + 1) matrix 
of explanatory variables F is 
^/o(si) /i(si) ... /,(si) ^ 
F = /o(S2) /l (S2) ... fqiSi) (4.45) 
^ /o (Sn) /l (Sn) ••• /?(Sn) y 
where {s,- : i = 1,... , n} are the intended sites, {/;(•): i = 0,1,.., , q} are known func­
tions, and the set of realized sites R is equivalent to the set of intended sites S. With 
locational error, the n x (9 + 1) matrix of explanatory variables Fr is 
F r  =  
( f  fo i s i+u)g{u)du . . .  J  fg{s i+\ i )g{u)du  
f  fo{s2  +  n)g{u)du  . . .  f  fg  {s^  +  u)  g{u)  du  
\ 
(4.46) 
\ //o(s„ + u)5(u)<fu ... //,(Sn+u)5(u)</u y 
The KALE predictor is a linear combination of the attribute data, A'Z, where A is 
an n x 1 vector of kriging weights. In the case of ordinary kriging the unbiasedness 
n 
constraint reduces to ^ A,- = 1 with or without locational error. Recall assumptions Bl 
t=i 
and B2: 
Bl. Let y(-) be a spatial random process with E[y(r)] = f(r)'^; r € D, where f(-) is a 
(g + 1) x 1 known vector-valued function and ^ is a (g -I- 1) x 1 vector of unknown 
regression coefficients. 
B2. Let C (ri — r2) = (ri — rj), where is the process variance, A'^(-) is a valid 
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parametric class of correlation models, tf€0isanmxl vector of correlation-
model parameters, and 0 is an open set in I?". 
In this section, we prove results for kriging adjusted for locational error that ore 
similar to results stated in Section 4.1, for kriging without locational error. The difference 
is that the matrix of explanatory variables, the correlation matrix between the sites in 5, 
and the correlation vector between the sites in S and the prediction site Sq axe adjusted 
for locational error. 
Proposition 4.9 In addition to Model I for locational error as given in equation (3.1), 
assume B1 and BS from above. Then the kriging weight vector A is given by 
X'  =  b' {F^K- 'Fr) ' '  F lK;^  + 
and the vector of Lagrange multipliers m is given by 
m' = a^f{So)-F^K-'kry{F:.Kr'Fr)-\ 
where b = f (Sq) — F^K'^kr, Fr is the n x {q + I) matrix of explanatory variables as 
defined in equation {4-46)> w the nxn correlation matrix based on Theorem 4-4> ^.nd 
kr is the n x 1 correlation vector based on Proposition 4'6. 
Proof: Using the technique of Lagrange multipliers, write the constrained optimization 
problem as the minimization of 
J /j.,(Sj + u)j(u)<iu-/(.i(so)|, (4.47) 
with respect to Ai,... ,A„,mo,mi,... ,m,. Write K(r) = f(r)'/3 + 5(r), where the large-
scale trend is captured by f(r)'/3 and the spatially-dependent small scale-variability is 
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captured by the random process (J(-). Then, 
\ 2 
= f f (s„)' + (S (s„) - A'F,;9 - 5;^ (Si) 
1=1 
- (  S i S o ) - ^ X i S { S i )  +  X J { 8 o )  L«=i  + A„<J(s,) . (4.48) 
Let Ao = — 1. Then, ^ A,- = 0. Using an algebraic result given in Cressie (1993, p. 87), 
«=o 
we obtain 
EA,i(8,) 
j=o 
1 
2 Y, E ^ (='))' - 2 E ^ L.=i i=i t=i 
Substitute (4.49) into (4.48). Then, substitute this into (4.47) to obtain 
-i£ E E (i (Si) - i (Si))= - 2 E A.- (i (S,) - i (Si))= 
L.=i j=i i=l 
-2 ^  rrij.i IS ~ /'-I I 
-  n  n  
= "9 SS - s.) + (Sj - Si) - 2 C  (s.- - Sj)] 
t=i j=i 
n 
+ Af [ C  (so - 80) + C (s,- - s.) - 2 C  (So - s.))] 
i=l 
-2 ^  mj_i IS J fj-i (s. + u) ff(u) rfu - /,_! (So) I 
n n n  
= c(o)+E E (Si - Si) - 2 E i=° - =•) 
«=i j=i «=i 
-2 mj.i IS J fj-i (s. + u) 5r(u) </u -  /,_! (So) I 
(4.49) 
(4.50) 
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Now, differentiate (4.50) with respect to A i , . . .  ,  A „ ,  m o ,  m i , . . .  ,  m ,  and equate the re­
sults to zero to obtain 
n 9+1 
^\ iC(s, - Sj) - C(So -Sf) - ^ mj_i / f j - i  (s.- + u)^(u)du = 0; i  = 1, . . .  ,n ,  
i=i j=i 
^ Aj / /fc_i (Sj + u) 5(u) du - fk-i (So) = 0; fc = 1,... , 9 + 1. 
i=i 
Let Cu = (C (Sfl Sx) 1 « 5 0 (So Sn)) fo (®o) 5/i (®o) 1 •  •  •  )  yij (So)) md 
Su = < 
C(s, -sj) , i = 1,... ,n,j = 1,... ,n, 
//j-n(s. + u)p(u) du , i = 1,... ,n,i = n + l,... ,n + g + l, 
//.•-n(Sj+u)^(u) du , 1 = 71 + 1,... ,n + g+l,j = L... ,n, 
0 , otherwise. 
Then (Ai,... ,A„,—mo,... ni,)' = Sjj'^Cu. Using standard results concerning parti­
tioned matrices (see, e.g., Searle, 1971, p. 27), we obtain 
A' = b'(F;A'-'F,)"'fX-'+k;A;-" (4.51) 
Similarly, the vector of Lagrange multipliers is 
m' = <T'{{{so)-F^K-'kry{F^K-'Fr)'' 
Proposition 4.10 In addition to Model I for locational error as given in equation (3.1), 
assume Bl and B2 from above. Then the universal kriging (prediction) variance is given 
by 
4 (s,) = {l - l<Jfr'k, + b' (fX-'Fr)"' b} , 
where b = f (So) — Fr is the n x (g -|-1) matrix of explanatory variables as 
defined in equation (4'4^), Kr w the n x n correlation matrix based on Theorem 4-4) 
kr is the n X 1 correlation vector based on Proposition 4-6. 
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Proof: Using (4.49) and the unbiasedness constraint, we have 
n n  n  
(So) = C(0) + -2 A.C (So - 8.) + x; E 
t=i t=i j=i 
The second term in (4.52) becomes 
n 
-2^A.C(so-s.) = -2X'kr  
i=l 
= -2h '  (F^K- 'Fr) ' '  F;K- 'kr -2KK- '^r .  (4.53) 
The third term in (4.52) becomes 
^ KXiC (Si - s,) 
.=1 j=l 
=  X'KrX 
= 2b' {F^K-'Fry' F^K-'kr + b' {F^R-'Fr)'' b + k;A7^k.. (4.54) 
Substituting (4.53) and (4.54) into (4.52), we obtain 
aliso) = (T2{l-k;ArX + b'(F;A7»F,)-'b}. (4.55) 
• 
The results of this section provide us with a road map of how to incorporate locationai 
error into kriging - simply adjust the component parts of the kriging equations and then 
proceed as in kriging without locationai error. In Section 4.4, we discuss estimation of 
the variogram adjusted for locationai error and the covariance adjusted for locationai 
error. 
4.4 Estimation in Kriging Adjusted for Locationai Error 
4.4.1 Estimation of the Variogram Adjusted for Locationai Error 
In Section 4.2.3, we found the variogram adjusted for locationai error (Theorem 4.7). 
Furthermore, we showed that the variogram adjusted for locationai error is conditionally 
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negative-definite provided that the variogram without locational error is conditionally 
negative-definite (Proposition 4.8). The variogram adjusted for locational error can be 
estimated using the classical variogram estimator. The classical variogram estimator is 
27(h) = i^53(^(s,•)-Z(s^))^ (4.56) 
' ^ iV(h) 
where ^(h) = {{ i , j )  •  s j  — s,- = h} and |^(h)| is the number of pairs of sites separated 
by h. In practice, we let A'^(h) = {(i, j): Sj — s,- € (h — Ah, h -|- Ah)} for the bandwidth 
Ah. 
Since we have adjusted the variogram to include locational error, there is no need to 
adjust estimation. That is, the vaxiogram adjusted for locational error is a function of 
the intended sites and, thus, of the intended spatiai lag h. In Section 3.3, we discussed 
the distribution of the intended spatial lag. The variogram adjusted for locational error 
implicitly uses the distribution of the spatial lag through the distribution of the locational 
error vector in Theorem 4.4, Proposition 4.6, and equation (4.46). There is an analogue 
to equation (4.56) that can be used in veiriogrcun estimation for an alternative method 
of kriging in the presence of locational error. We describe this technique in Section 4.5. 
The estimator 27(-) (equation (4.56)) may not be conditionally negative-definite; 
therefore, we need to fit a valid variogram model to the estimate. People have estimated 
the parameters of the variogram model using a fit-by-eye procedure, least squaxes, or 
maximum likelihood. Fitting-by-eye is obviously unsatisfactory because of its subjec­
tive nature. If one is willing to make em a priori Gaussian assumption on the data, 
maximum likelihood estimation yields parameter estimates that aire eisymptotically ef­
ficient. However, msiximum likelihood estimation has several potenticil problems of its 
own; first, maximum likelihood estimators of variogram model parameters cLre often bi­
ased (Cressie, 1993); second, the likelihood surface may be mrdtimoded particularly for 
small samples (Mardia and Watkins, 1989); and third, the maximum likelihood estimate 
may not correspond to sensible values of the parameters (Wames and Ripley, 1987). We 
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use maximum likelihood estimation, implemented through the NR algorithm, to perform 
kriging adjusted for locationcd error in Chapter 6. The likelihood equation is as given 
in equation (4.3), except that F and K are replaced by Fr (equation (4.46)) ajid A'r 
(Theorem 4.4). 
Many kriging analyses are done by estimating the variograxn through a least squares 
procedure, such as ordinary least squares (OLS), weighted least squares (WLS), or gener­
alized least squares (GLS). We defer discussion of least squares estimation until Section 
4.5. The use of least squares to estimate parameters of the variogram adjusted for lo-
cational error follows the discussion in Cressie (1993, p. 91). Since the estimator of 
the variogram adjusted for location2d error (equation (4.56)) is the classical variogrcmi 
estimator employed by geostatisticians for the no-locational error case, there is no need 
to adjust estimation for locational error. 
4.4.2 Estimation of the Covariance Adjusted for Locational Error 
In Section 4.2.2, we found the covariance adjusted for locational error (Theorem 
4.4). Furthermore, we showed that the covariance adjusted for locational error is non-
negative definite provided that the covariance without locational error is non-negative 
definite (Proposition 4.5). The covariance adjusted for locational error can be estimated 
using a method-of-moments estimator. The estimator is 
=  ] lv (h) [E(2W-Z)(Z(s , ) -Z) ,  (4 .57)  
where N{h)  = {(i,i) : Sy — s,- = h}, |iV(h)| is the number of pairs of sites separated 
by h,  and Z = Z {Si ) .  In  pract ice ,  we choose  a  bandwidth  Ah and le t  N{h)  =  
{(i,i) : Sj - s," 6 (h - Ah, h + Ah)}. 
Similar to the discussion in Section 4.4.1, there is no need to adjust estimation for lo­
cational error. The estimator given by equation (4.57) may not be non-negative definite; 
thus, similar to the discussion of variogram estimation, we must fit a valid covariance 
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model adjusted for locational error to the method-of-moments estimate. Estimation of 
the parameters of the covariance model adjusted for locational error proceeds similar to 
estimation of the variogram model adjusted for locational error. We refer the reader to 
the previous section for details. 
4.5 An Alternative Method of Adjusting Kriging for Loca­
tional Error 
Throughout Chapter 4, we developed methodology to perform kriging adjusted for 
locational error. The technique is based on adjusting the second moment of the spatial 
process to incorporate locational uncertainty. Whenever we perform or discuss kriging 
adjusted for locational error in Chapters 5 cind 6, we use the method of adjusting the 
second moment. In this section, we present an alternative method (Method 2) based on 
adjusting estimation of the covariance function (or variogram). 
Recall from Section 3.3 that the intended spatial lag has a distribution in the presence 
of locational error. We use the distribution of the spatial lag to adjust the estimators of 
the variogram (equation (4.56)) eind the covariance function (equation (4.57)). Since we 
adjust estimation, there is no need to adjust the variogram or the covariance function. 
For Method 2, we estimate the variogrzim (equation (1.3)) by an tinzdogue to the classical 
variogram estimator (equation (4.56)). 
Definition 4.11 Assume Model I for locational error as given in equation (3.1). Let 
Si and Sj be intended sites with locational error vectors u = p(s,) and v = p(Sj). The 
Method 2 estimator of the variogram is 
2ip(b) = 2 (Z(Si) - Z(8,)f Wiy(h), (4.58) 
where 
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t. Pr(», +v-«,-u6(h-fh.lH-ih)) 
|«h|-»0 
W{h)  = {(i,i): WA,(h)>0)}, 
\Wm = E 
W(h) 
In practice, we define a bandwidth Ah eind let 
W'ij(h) = Pr {Sj  - Sj + V — u 6 (h — Ah, h + Ah)). 
That is, we weight the contribution each pair of intended sites makes to the variogram 
adjusted for locational error at lag h by the probability that the actual spatial lag is 
within Ah of h. 
Proposition 4.12 In addition to Model I for locational error as given in equation (3.1), 
assume that F(-) is intrinsically stationary as given by equation (3.4) with variogram 
27(- ) .  Then,  
£:[27p(h)l = 27(h), 
where 2%{h) is defined as in equation (4-58) and h = Sj — s,-. 
Proof: Under the model given above, we have 
£:[2>(h)l = E  Y ,  (2(s.) -  Z M f  
M'(h) 
= 27(h). 
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The estimator 27p(-) may not be conditionaily negative-definite; therefore, we need 
to fit a valid variogram model to the estimate. As in the no-locational error case, possible 
estimation procedures include fitting-by-eye, least squares, or majcimum likelihood. We 
describe how to fit a valid variogram model to the Method 2 estimator, given by equation 
(4.58), using least squares. Similar to the discussion in Cressie (1993, p. 91), let 
P = {27:27(- )  =  27(- ;<^);<^€#} ,  
where 27(-; <t>) is a conditionally negative-definite, parametric class of variogieim models, 
with parameter vector <f>. 
In least squares estimation, we find the variogram parzimeters by minimizing 
{2ip-2-|'}V-'{27p-27}, (4.59) 
where 27, = {27p(hy)): j = 1,... ,i} and 27 = {27(h(j)) : j = 1,... ,£}. Under 
OLS estimation, we choose V = I. As Cressie (1985) points out, the OLS procedure 
is over-simplistic since it does not take into consideration unequal var Clearly, 
var (27p) is not a multiple of the identity, because sites are used in more than one lag. 
Also, lags with Icirger weight, |PV(h(j))|, are estimated with greater accuracy thain lags 
for which |W(h(j))| is small; therefore, we should not weight lags equally, which the 
OLS estimator does. 
Under GLS estimation, we choose V = var (27p), which uses the complete covariance 
information of the estimator. Unfortunately, var (27p) can be quite difficult to obtain. 
Cressie (1985) provides correlation formulas for Gaussian data occurring equally spaced 
on a one-dimensional transect, and even here the correlation formulas are complicated. 
In WLS estimation, we choose the covariance matrix 
V = diag {uar (27p(h(l))),... , var{2ip{h{L)))} . 
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That is, we eidjust for the variance in the estimator at each lag, but we do not consider 
between lag correlation. Often WLS is chosen as a compromise between OLS and GLS. 
Lemma 4.13 The Method 2 estimator of the variogram (equation (4-58)) can be written 
as a quadratic form in the data vector Z, where Z = {Z (sj), Z (82),... ,Z (s„)}. 
Proof: For notational convenience, we drop dependence on h, by writing W = H^(h) 
and Wij = IVij(h). (Note that Wij = Wji). We can write equation (4.58) as 
27p(h)  =  Z 'A, {h )Z ,  
where v4p(h) 
and 
^ i = 1,... ,1 + (n-2); j = 1; A: = j + 1,... ,j + (n - 1), 
z = (1 + n — 2) + 1,... , (1 + n — 2 + 1) + (72 — 3); 7 = 2; 
, • . • ) 
k = j  +  l , . . .  ,j + (n-2), 
i = (l + Ti — 2 + 1 + 71 — 3) + l,...,(l+n — 2 + 1 + ri — 3 
+1) + (n - 4); i = 3; k = j + I,... ,j + {n - 3), 
-y/^j ; i = 2,... ,n; i = i-l; A: = 1, 
J = 3,... , n; 2 = n + (7 - 3); fc = 2, 
J = 4,... , n; i = n + (j — 3) + (n - 3); fc = 3, 
i = 5,... , n; I = n + (j - 3) + (n - 3) + (n - 4); k = 4, 
j = 6,... , n; I = n + (j - 3) + (n - 3) + (n — 4) + (n — 5); 
k — 5, 
otherwise. 
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Let s,- and sy be two intended locations. Consider the term of the summation in (4.58) 
that uses s,- and sj. Without loss of generality, assume that i < j. There is a row of 
Qp(h) such that all of the elements are 0 except for the i"' colunm which is y/Wij and 
the j"* colimin which is —y/Wij. Thus, in Z'Qp{h)\ we get the term yJWijZ (s;) — 
y/WijZ (sj). We get the same term in Qp{h)Z. The product of these terms yields 
W , i  { Z  { S i ) •  
Lemma 4.14 For i4p(h), as defined in the proof of Lemma 4-13, the n x I vector of 
ones, 1 = (1... 1)', is an eigenvector of Ap(h). 
Proof: Since the sum of the elements in any row or any column of ^p(h) equals 0, 1 is 
an eigenvector and 0 is its corresponding eigenvalue. • 
Proposition 4.15 In addition to Model I for locational error as given in equation (3.1), 
assume B1 and B2 from Section 4-3 and that y(*) is intrinsically stationary as defined in 
equation (3.4). Let var{Z) = Sp, where Sp is a valid covariance adjusted for locational 
error matrix and the attribute data vector is Z = {Z (si), Z (sj),... ^ Z (s„)}. Then, 
2ip(h) = EAi(h)x;,i, 
i=l 
where {xi,,-: i = 1 , . . .  ,n} are independent chi-squared random variables. 
Proof: By Lemma 4.13, 
2%{h) = Z'Ap(h)Z 
= Z's;^SpMp(h)E|Sp^Z 
= (E;^z)'s|Ap(h)s| (sj'z) 
= W'Bp(h)W, 
where W ~ N{0,  / ) ,  Bp{h)  — PAP' ,  and A is a diagonal matrix with diagonal elements 
equal to the eigenvalues of Sp ^p(h)Sp. Thus, 
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2%{h) = W'PAP'W 
= {P'W) 'AP'W.  
In this expression, P'W ~ ^(0, /). Thus, 
27,(h) = 
1=1 
where {A,- : z = 1,... , n} is the i"' diagonal element of A. • 
Corollary 4.15.1 Assume the conditions of Proposition 4-15. Then, 
t;ar(27p(h)) = 2ir {/ip(h)Ep>lp(h)Sp}. 
Proof: The result follows immediately from Proposition 4.15. • 
Cressie (1985) shows that a good approximation to WLS in the no-locational error 
case is given by minimizing 
where {|A/^(h(j))| : j = 1, ...,£} is the number of pairs of sites in lag j and <f> is the 
vector of variogram parameters. Similarly, we approximate WLS in the locational error 
case with 
(««) 
where {|VV(h(j))| : j = 1,... , Z} is the sum of the weights of the pairs of sites in lag j. 
Following a suggestion by Cressie (1985), we could use equation (4.60) as the starting 
point in an iterative algorithm that proceeds in three steps; (1) use equation (4.60) to 
• * * * 
obtain (2) find Sp, as defined in Proposition 4.15, by substituting tff into the expression 
obtained from Corollary 4.15.1; (3) minimize equation (4.59) to obtain a new 0; and (4) 
repeat this process until convergence. 
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Similarly, we can estimate the covariogram (equation (1.2)) by an analogue to the 
method-of-moments estimator given in equation (4.57). 
Definition 4.16 Assume Model I for locational error as given in equation (3.1). Let 
Sj and Sj be intended sites with locational error vectors u = p(s,) and v = p(Sj). The 
Method 2 estimator of the covariogram is 
c,(h) = £ (Z(s,) - Z) (Z(s,) - Z) Wi,(h), (4.61) 
'  ^ ' '  W(h) 
where 
^ (h) ^ lijn Pr(.,+v-,,-u6(h-fh.h.H5h)) 
H/(h) 2 { ( i j ) :  > 0)} , 
IWCh)! = E tVii(h). 
wm 
n y — i 
i=l 
In practice, we define a bandwidth Ah and let 
Wij{h)  =  Pr  (sj — Sf + V — u 6 (h — Ah, h + Ah)). 
The Method 2 estimator of the covariance may not be non-negative definite; therefore, 
we need to fit a valid covariance function to the estimate. The procedure to find estimates 
of the covariance-model parameters is analogous to the procedure used to fit a valid 
variogr<Lm model. 
There is a tradeoff between the two methods of performing kriging in the presence 
of locational error. The first method (which we call kriging adjusted for locational er­
ror) emphasizes adjusting the covariance function (or the variogram). Once we have 
the covariance adjusted for locational error, we can use standard estimation techniques 
to fit a valid covariance model to the usual method-of-moments estimate employed by 
geostatisticizins. There is no need to adjust estimation procedures. Unfortunately, vzilid 
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covariance models adjusted for locational error cire often anaJytically intractable. The 
second method of kriging in the presence of locationaJ error (which we call Method 
2) emphasizes adjusting estimation techniques. We can use the models commonly em­
ployed by geostatisticians. Unfortunately, estimation of the covariaace function involves 
weighting the contribution each pair of sites makes to lag h. The weights are difficult 
to obtain. We choose to pursue kriging adjusted for locational error throughout the 
dissertation. 
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5 BAYESIAN KRIGING 
The goal of incorporating uncertainty in covariance-model paxameters into spatial 
data ajialysis has led to the application of Bayesiein methods to kriging. Eaxly papers 
that discuss applying Bayesian methodology to kriging include Kitanidis (1986), Omre 
(1987), Omre and Halvorsen (1989), and Woodbury (1989). These early efforts focus 
mainly on developing the connection between traditional kriging aiid what came to be 
known as Bayesian kriging. Later efforts extend Bayesian kriging to include hierarchical 
Bayesian modeling. Handcock and Stein (1993) present some theoretical results behind 
both hierarchical Bayesian kriging (HBK) and empirical Bayesian kriging (EBK). 
In Section 5.1, we discuss empirical Bayesiein kriging. We investigate the connec­
tion between EBK and non-Bayesian kriging (both with and without locational error). 
Section 5.2.1 incorporates uncertainty in the covariance-model parameters into a hierar­
chical Bayesian analysis of spatial data. Section 5.2.2 incorporates uncertainty in both 
covariance-model parameters and sample locations into a hierarchical Bayesian ainalysis 
of spatial data. 
5.1 Empirical Bayesian Kriging 
For this section, we assimie little prior knowledge of the regression coeflBcients. Hand­
cock and Stein (1993) show that empirical Bayesijm kriging reduces to traditional kriging 
for Gaussian spatial processes, under a vague prior distribution for the regression coeffi­
cients. The next set of results show that for Gaussian spatial processes, imder a suitable 
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choice of priors, EBK with iocationai error reduces to kriging adjusted for Iocationai 
error (KALE), as described in Section 4.3. 
In EBK with Iocationai error, we treat the realized locations and the regression 
coefficients as random variables. We treat the covariance adjusted for Iocationai error as 
fixed and known. (That is, we estimate the parameters of the covariance model adjusted 
for Iocationai error and treat the covariance function as known at the estimate.) We 
want the posterior distribution of the true attribute values, the realized locations, and 
the regression coefficients given the data. The posterior distribution can be written as 
<x p (Z|Y, fi, ;3, S, «, S„ a?) p{Y ,R ,0 \ sy ,« ,  £„  
oc p{Z|Y,ff?)p(Y|«,/3,,7=,«)p(fi|5,S,)p(/3), (5.1) 
where Z = {Z (si), Z (S2),... , Z (s„)}' are the observed attribute values, Y = {F (ri), 
Y ( r2 ) , . . .  ,Y  ( r„ )} '  are  the  t rue  a t t r ibute  values ,  R i s  the  col lec t ion of  rea l ized s i tes ,  S 
is the collection of intended sites, /3 is the (9 + 1) x 1 vector of regression coefficients, 
is the process variance, Sp is the Iocationai error covariance matrix, is an m x 1 
vector of correlation-model parameters, and is the measurement error variaince. 
In obtaining equation (5.1), we assume that the attribute values are independent of 
the Iocationai error. The vector of realized locations can be written as 
VSC R — ( I ' l l ,  ^125  •  •  •  1 ' ' id )  ' '2 I )  •  •  •  1  •  •  •  5 ^7id) > 
where d is the dimension of the spatial domain. Throughout this section, we make the 
following distributional assumptions: 
Cl. Let be degenerate at Y. That is, crj = 0. 
C2. Let Y\R,^ ,  a^ ,  0  N {Frl3 ,  f f ^Kr) , where Fr is the n x (g -1-1) matrix of explana­
tory variables given by equation (4.46) and Kr is the n x n correlation matrix 
based on Theorem 4.4. 
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C3. Let 13 be locally uniform over a finite length interval. 
C4. Let the realized locations be distributed as vec R\vec N (uec 5, cr^ /j„) (case 
I) or {r,i} I {s.j} ~ C/m/(s,y - VSo-pjS.y + \/3o-p) : i =  1 , . . .  ,n;i =  
(case II). 
We assxmie that the distribution for Z is degenerate at Y (i.e., there is no mea­
surement error), so that we caji compare empirical Bayesian kriging in the presence of 
locationai error to the results attained for kriging adjusted for locationed error in Section 
4.3. 
Proposition 5.1 In addition to Model I for locationai error given in equation (3.1), 
assume Cl - C4 from above. Then the posterior distribution for the regression coefficients 
is 
where 3 is defined as in equation (4-2). 
Proof: Integrating out R in equation (5.1), we obtain 
pWY,sy ,e ,cr l )  
= f  p( f l , /3 |Y ,S , ,T^« ,<TJ)  dR 
« (/J - {KK-'Fr)-' nK-'Y)'{KK-'Fr) 
(/3 - (/V'AT'F,)-' r,K-'Y') } . 
• 
In the proof of Proposition 5.1, Fr and Kr do not change with each possible realization 
of R because they are integrated over R before calculation of the posterior distribution. 
Note that in hierarchical Bayesian kriging the explanatory variables change with every 
realization of R; for further details see Section 5.2.2. 
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Proposition 5.2 Fn addition to Model I for locational error given in equation (3.1), 
assume Cl - C4 from above and that the posterior distribution is given by equation 
(5.1). Let So be a prediction site that is measured without locational error. The posterior 
predictive distribution at So is 
~ Ar(k;K'-'Y + b';8,ff2(l-k;iir-'k, + b'(fX-'n)*'b)), (5.2) 
A 
where b = f (So) — FI.K~^kr and /3 is defined as in equation (4-2). 
Proof: We can write 
p{Y{s,)\Y,S,^\e,<rl) 
=  /  f  p { Y { s , ) , R , 0 \ Y , s y , e , a i )  d R d l 3  
(X 
Assuming Gaussianity, we know that 
/ 
Y 
Y { S o )  
R,^,a\9,cTl ~ N 
FrP 
f M i s  
,0-
Kr kr 
We can apply conditional normal distribution results to obtain 
Y M Y , R , < T \ $ , P , a l  ~  N ( t M P + K K ; ' ^ Y - F r |}),<r^ l - K K ;'kr)) 
= iV(b';9 + k;iir-'Y,''Ml-kX''kr))-
Applying Proposition 5.1, we have 
h'l3 + k',K-'Y\Y,R,(T\e,al ~ AT (b'3 + k^-^Y,bV b) . 
Finidly, using standard Bayesian results (Gelman et al., 1995, p. 44), we obtiiin 
~ iv(b'^+k;iirr'Y,,T»(b'(FX"'fr)"'b + i-k;A--'k,)). (5.3) 
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• 
Proposition 5.2 shows that, under a suitable choice of priors, empirical Bayesian 
kriging with locational error reduces to kriging adjusted for locational error. The mean 
and variance of the posterior predictive distribution for Y (so) (equation (5.2)) match 
the kriging adjusted for locational error predictor, A'Z, where A is given by equation 
(4.51), and the kriging adjusted for locational error prediction variance, al (So), given by 
equation (4.55). We can incorporate additional information in the regression coefficients 
by using a more informative prior distribution. In that case, EBK with locational error 
will not reduce to KALE. 
5.2 Hierarchical Bayesian Kriging 
The major advantage Bayesizin kriging offers over traditional kriging is the ability 
to account for uncertainty in the covariance model. Empirical Bayesiem kriging fails 
to do this because the posterior distribution is found conditional on an estimate of 
the covariance. Hierarchical Bayesian kriging models uncertainty in the covariance by 
placing prior distributions on the covariance-model parameters. Thus, uncertainty in 
the covariance-model parameters is reflected in the posterior predictive distribution. 
Section 5.2.1 looks at hierarchical Bayesizin modeling of Gaussian spatial processes in 
the absence of locational error. Section 5.2.2 extends hierarchical Bayesian modeling 
of Gaussian spatial processes to include locational error. Throughout Section 5.2, we 
assume a known parametric class of covariance functions. We could extend the anzJysis 
by placing a hyperprior on the peirametric class of covariance models. 
5.2.1 Hierarchical Bayesian Kriging without Locational Error 
Several authors use hierarchic£d Bayesian modeling of spatial data to account for 
uncertainty in the covariance function (Le and Zidek, 1992; Handcock zuid Stein, 1993; 
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Handcock and Wiallis, 1994; and, Diggle, Tawn, and Moyeed, 1998). Le and Zidek 
(1992) discuss an alternative to traditional kriging that permits temporal and spatial 
modeling. They do not restrict the covariogram to a knovm parametric class, but instead 
cissume that the covariance matrix has an inverted Wishart distribution. Handcock and 
Stein (1993) present the main results for hierarchical Bayesian kriging in geostatistics. 
They restrict the covariance model to a knowm parametric class and place priors on the 
covariance-model parameters. Handcock and Wallis (1994) extend the ideas in Handcock 
and Stein to include temporal modeling. Diggle, Tawn, and Moyeed (1998) extend the 
discussion to non-Gaussiein spatial random fields. 
We discuss some of the important results of hierarchiczd Bayesian modeling of Gaus­
sian spatial processes without locational error. The posterior distribution of interest can 
be written eis 
p i Y , 0 y , e \ Z , S , < r l )  < x  p(Z|Y,Op(V|5,^,^',«)p{/J,cr=,»), (5.4) 
where Z = {Z (si), Z (S2),... ,Z (s„)}' is the vector of observed attribute values, Y = 
{Y (si), y (S2),... ,Y (s„)}' is the vector of true attribute values, S is the collection of 
intended sites (euid realized sites, since there is no locational error), /3 is the (9 + 1) x 1 
vector of regression coeflBcients, is the process variance, 0 is the m x 1 vector of 
correlation-model parameters, and aj is the measurement error variance. 
Throughout this section, we make the following distributional assumptions; 
Dl. Let Z\Y,(t^ ~ N /„), where <7^ is the measurement error variance. 
D2. Let Y|5, ^ 3,0^,6 N {F/3, where F is the n x (9-I-1) matrix of explanatory 
variables as defined in equation (4.45) and K is the n x n correlation matrix. 
D3. Let 13, <T^,0 (X p{0)/(T^. 
Under Dl - D3, equation (5.4) becomes 
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p(Y,/3,<T^»|Z,5,a?) 
oc |^=^r|-iexp|-^(Z-Y)'(Z-Y)| 
•exp{-^(Y - FfiYK-'iY - F/3)} lp(e) (5.5) 
Since the posterior is relatively complex, we use Markov chain Monte Carlo (MCMC) 
to draw from it. Where possible, we use Gibbs sampling to draw from the full conditional 
distribution for each random variable in the posterior. The Gibbs sampler allows us to 
treat each factor in the posterior that does not include the random variable of interest 
as constant. We use the shorthand notation p(a|-) to designate the full conditional 
distribution for the random variable a. The full conditionzds can be found from equation 
(i) Full conditional for 
cx exp { - ^  (/3 - F ' K - ^ y y  F ' K - ^ F  
therefore, we draw /3 from 
(5.6) 
where ^ is defined as in equation (4.2). 
(ii) Full conditional for <r^. 
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therefore, we draw from 
10 i (Y - F0Y A— (Y - F0)^ , (5.7) 
where IG stands for the inverse gamma distribution. 
(iii) Full conditional for Y. 
p(Y|5,«,»=,^,Z,,7?,<S) 
oc Mp|-i(Z-Y)'{^?/,)-'(Z-Y)| 
•exp {"5 (Y - F^)' {a'K)-' (Y - f^)| 
« "p| - - ((ff?/,)"'+ (<''«•)"') ' 
• ((.7f/„)-' Z + {A'K)-' F0) }' ({»=/„)-' + (TR 'A-)-') 
• {Y - {["lUy' + {"'K)-')" Z + (cr^A')-' f/j)}] |i 
therefore, we draw Y from 
N (((t-f/n)" + (<^K)-')" ((<7f/„)-' Z + (a-'K)-' F?) , 
(W^n)"' + . (5.8) 
The posterior mean of Y is a precision weighted average of the prior mean and the 
data. The posterior precision is the simi of the prior precision and the data precision. 
(iv) Full conditional for B. 
p(»|-) CC |iifrieip|-5^(Y-F,9)'A'-'(Y-F^)|p(«); (5.9) 
therefore, the full conditional for 0 is not of an easily recognizable form; hence, to draw 
from 0, we use a Metropolis-Hastings (MH) step. We proceed in the following manner: 
• Choose a starting point, 0°, for the MH algorithm. 
• For < = 1,2,... 
Ill 
- Sample a candidate point, 0 ' ,  from a jumping distribution, 
J t { 0 ' \ 0 ' - ' ) ^ N { 0 ' - \ V ) ,  
where V is chosen so that the accept<ince rate is between .25 and .75, 
- Calculate the ratio of densities 
- Set 
0' , with probability min{r, I), 
= < 
0*~^ , otherwise. 
If 0^ = 0^~^ (i.e., the jump is not accepted) this still counts as aji iteration in the 
algorithm. If the acceptance rate is too low, it will taJce a long time for the Markov 
chain to reach its equilibrium distribution. If the variance of the jumping distribution 
is too low, then we may get stuck in one region of the parameter space. 
Whenever we use MCMC to sample from a posterior distribution, we run several 
chains from different starting points. Using multiple chains allows us to assess conver­
gence with standard convergence diagnostics. Each chain is nm for a large number of 
iterations, say 10,000. Following the convention employed by Gelman et al. (1995), we 
discard the first half of each chain and, if the chains have converged, we treat the second 
half as random draws from the stationary distribution. 
We assess convergence using the potentijJ scale reduction quantity described in Gel-
man et al. (1995). Consider one of the parameters or random variables that we wish 
to predict; call it tfj, eind label the m draws from J independent Markov chains as 
{0,j : t = 1,... , m; J = 1,... , J}. (Here, m is the length of the second half of each 
chain.) We assess convergence by computing the between chain variance, B, and the 
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within chain variance, W. We have 
j=i 
_ m _ J 
where ^ = 7 H and 
t=i i=i 
1 J 
W = -r£s?, (5.10) 
J=1 
m - 2 
where Sj = ^ (^,j — 0.j) . We use the following weighted average of these quanti-
«=i 
ties to estimate the variance of the predictand, 
uar'*"(0|Y) = ~—-W + —B. (5-11) 
n n 
The estimator given by equation (5.11) overestimates the posterior variance of the 
predictand in finite samples, but in the limit, as each chain's length goes to 00, it 
approaches the posterior variance, uar(^|Y). 
The within variance W given by equation (5.10) underestimates the variance of the 
predictand in finite length chains, but it approaches uar(^|Y) in the limit. Thus, the 
ratio of the two quantities approaches 1 as the chains converge. The potential scale 
reduction quantity, 
is used to assess convergence. Gelman et al. (1995) recommend the potential scale 
reduction be monitored for each parameter or random variable on which we wish to 
maice inference. They suggest that y/R <1.2 implies that the chains have converged. 
The predictive density at the vmsampled location So can be written as 
p(V'(So)|Z) 
=  / / / J p { Y i S o ) \ ^ , a \ e , Y , Z ) p { Y , ^ , ( T ^ , e \ Z )  d Y d / 3 d a ' d 0 .  (5.12) 
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We have draws from |Z) from the MCMC algorithm; hence, we just need 
to draw from p(y' (So) Y, Z). This is easily done for a Gaussian spatial process 
using equation (5.3). 
5.2.2 Hierarchical Bayesian Kriging Incorporating Locational Error 
None of the Bayesian spatial einaiyses mentioned in Section 5.2.1 incorporate loca­
tional uncertainty. In this section, we extend hieraxchical Bayesian modeling of Gaussian 
spatial processes to include locational error. Throughout this section, we make the fol­
lowing distributional assumptions: 
El. Let Z|<Tj, Y ~ A/'(Y,where is the mezisurement error vziriance. 
E2. Let Y|ii, /3, 0 N {F/3, where F is the n x (g+1) matrix of explanatory 
variables as defined in equation (4.45) with the realized sites R in place of the 
intended sites S, and K is the n x n correlation matrix between the sites in R. 
E3. Let the realized locations be distributed as vec R\vec5, Cp ~ iV (uecS, Idn) (case 
I )  o r  ~  U n i f  { s i j  -  y / 3 a p , S i j  +  y / 3 < 7 p )  :  i  =  1 , . . .  , n ; j  =  
(caise II). 
E4. Let 13, <r^, 0 a p{0)/a^. 
Proposition 5.3 In addition to Model I for locational error as given in equation (3.1), 
assume El - E4 from above. Then the posterior distribution is given by 
'=^''{-2^(2 - Y)'(Z - Y)} - F^)'A— (Y - f/3)| 
Proof: Under the model given above, 
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p(Y,B,«,<7^,9|Z,2p,<T,^S) 
oc p (Z|<rf, S„ S, Y, fl,«, <T=, /J) p (Y, R, 0, £p, S) 
= p(Z|(T,^Y)p(Y|J^,«,a^A<^,^E„S)p(i^,«,<r^^|(r,^S,,5) 
= p (Zlcr?, Y) p (Ylfl,«, ;9) p(B|S„ 5) p («, .T^ 0 }  
<x «ip |-^(Z - Y)'(Z - Y)} yK\-' exp | - ( Y  -  A -  ( Y  -  F / 3 ) |  
(5.13) 
• 
In the absence of locational error, equation (5.13) reduces to the posterior distri­
bution given by equation (5.5). To draw from equation (5.13) we use MCMC. Where 
possible, Gibbs sampling is used to draw from the full conditional distributions. Use 
the shorthand notation p(a|-) for the full conditional distribution of the random variable 
a. The distributional forms of the full conditionals for 0, and Y depend on the 
locational error only through F and K. This is not so for the full conditional for R. 
(i) Full conditional for (3. 
(5.14) 
therefore, we draw from 
(F'AT-'F)"') , 
where 3 is defined as in equation (4.2). 
(ii) Full conditional for <T^. 
(5.15) 
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therefore, we draw from 
where IG stands for the inverse geunma distribution. 
(iii) Full conditional for 9. 
m-) « |ATieip|-^{Y-F/J)'/ir-'(Y-F3)}p(«); (5.16) 
therefore, we draw 0 using the same MH step as in Section 5.2.1. 
(iv) Full conditional for Y. 
p(Y|-) « eip|-i[|Y-((crf/„)-' + (<T'if)-')" 
• ((c^/n)-' Z + {A'K)-' F0) }' ((<r?/„)-' + (T'K)-') 
• |Y - ((.TF/„)-' + (A=A-)-')"' (KV„)-' Z + (A^A-)-' FI3) |] |; 
therefore, we draw Y from 
^ [{{"U")" + {{"V")" Z + ("'K)-' FIS) , 
j. (5.17) 
(v) Full conditional for R. 
Let r,- = (r,i, ri2,, r,rf)', where d is the dimension of the spatial domain. 
Case I. iid normed locational error as defined in case I of E3. Equation (5.13) 
becomes 
p(Y,i^,«,,7^/3|Z,»,^,T^S) 
«p |-^(Z - Y)'(Z - Y)'| yK\-' ("2^ (Y - m' K-' (Y - f/3)| 
• |<7p/Ai|~^ [vecR — vecS)' (vecR — ucc5)| p(tf) 
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Consider the full conditional for the realized site co-ordinates, {r,j : i = 1 , . . .  ,n; 
j = 1,... ,d}. Using the shorthand notation p({r,j} |-) for p ({r,j} \0,<T^,/3,Y,(7p,S), 
we have 
p({ry}|0 ot |ATi«p|-^(Y-F^)'A—(Y-F3)} 
•exp|—( v e c R  —  v e c S ) '  ( v e c H  —  ucc5) j . (5-18) 
Note that 
n d 
( v e c  R  —  v e c  S ) '  { v e c  R  —  v e c  S )  = EE (5-19) 
<=1 J=1 
We can isolate the term from the double summation of (5.19) corresponding to r,j. Thus, 
(5.18) becomes 
oc I A-r^ eip {-^ (Y - F0)' A- (Y - ' 
Since this distribution is not of a recognizable form, we use a MH step to draw from 
it. The ratio, r, in the MH algorithm (see Section 5.2.1) is 
|A-|-i exp{-^(Y - f ^ )'(A'T' (Y - F - 0 ) }  e x p { - ^  K 
lA-'-'l-iexpl-j^CY - f-'3)'(Ar'-')-' (Y - F-i^jjexpj-j^ (r|-' -
In the numerator, each realized site co-ordinate is set at its most recent iterate, except 
for r,y, which is set at r'j. So, K' is the nxn correlation matrix and F* is the n x {q+1) 
matrix of explanatory variables with r,j = r'j. Similarly, for the denominator, except 
that we set r,j at Unlike empirical Bayesian kriging, we do not average out the 
effect of locational error on the explanatory variables; instead, we adjust F at each 
iteration of the Markov chain and for each MH step within each iteration of the Markov 
chain. 
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Case II. iid uniform iocational errors as defined in case II of E3. Equation (5.13) 
becomes 
OC £XP |-^(Z - Y)'(Z - Y)| MP (Y - F0)' A- (Y 
^ n d J 
• nn ^h6(.o-v5<.p,,o+v/5<Tp)]p(®) 
.=1 i=i 
The full conditional for {r,j} is 
P({ni} I-) 
e, lK\-i exp (Y - f^)' K'' (Y - F^)} (5-21) 
The ratio, r, in the MH aigorithm is 
|A-|-^ exp{-s^ (Y - F-/3)- (AT-)-' (Y - F'^)] 
where K', and F'"' are defined as in case I. 
Since Bayesiaji modeling generates a posterior distribution, we can make inference 
on any function of the rzindom variables; we axe not limited to kriging. We discuss a few 
potential inferences of interest to the applied geostatistician. 
Extreme-value inference. In environmental applications, the overriding concern is 
often the identification of hot spots corresponding to extreme pollution levels. We could 
make direct inference on extreme values using our draws from the posterior distribution 
and the squared-error loss function. Stem and Cressie (1999) discuss cdtemative loss 
functions for extreme-value inference in disease mapping. They argue that reliance 
on quadratic loss fxmctions may be inappropriate because of their tendency to shrink 
inference towards the center of the distribution. 
Prediction over an unobserved region. In many geostatistical problems, we are 
interested in prediction over an unobserved block-support region, not a point-support 
-F^)| 
(5.20) 
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location. Interest lies in finding the posterior predictive distribution for a region that is 
measured without locational error. 
Let Y b  be the true block average over the region B .  Assume that the data, (Z, S ) ,  
occurs at a support other than the support of B. (Often data has point support.) The 
change-of-support problem is common in the geostatistical literature. Formulas for ad­
justing point-support vaxiograms to derive block-support vaxiograms can be found in 
most standard geostatistics texts (e.g., Cressie, 1993, p. 66). Heuvelink (1998) sum­
marizes the issues involved in the change-of-support problem. Our goal is to find the 
posterior predictive distribution, 
The second factor on the right hand side of equation (5.22) does not depend on 
B] so, we draw from this distribution as previously discussed. Then, we draw from 
p (ysl^fl, Y, R, 0, (7^). Assimiing Gaussianity, 
•p(Y,ii,d,<r2,y91Z,(Tf,Sp,5) dYdRdeda^d/i. (5.22) 
/ 
Y 
\ Yb 
where 
f(t) is the (g + 1) X 1 vector of expleinatory variables at t 6 B, 
^  K  i C { B )  ^  
K { B )  =  :  
^C(5)' i C{ B , B )  ^  
119 
and 
^ S c ^ ( Y { r , ) , Y { w ) ) d «  
C ( B )  =  
B 
r ^ J c o v i Y i r 2 ) , Y { v r ) ) d v ^  
B 
. ]ii/cot'(K(r„),r(w))dw 
\ B 
C { B , B )  
- f |fl|2 / / 
\ B B 
cou(K(w), K(x)) dw dx ) 
Given B is a bounded integrable subset of 'R,'^  such that |B| = J dvr > 0, then the 
B 
integrals axe the limit in quadratic mean of approximating Riemann sums (Yaglom, 1962, 
p. 23). 
Using conditional normal distribution results 
Yb\Y,R,^,0,ct' ~ A^(/is,SB), (5.23) 
where 
and 
B 
S b  =  C { B , B ) - C { B y K - ' C { B ) .  
Because the block value is an average, the block variance is less than the variance of 
the point-support process. Drawing from equation (5.23), after drawing from the second 
factor in equation (5.22), allows us to draw from p(Vb|Z,5, Sp,(Tj), and hence to make 
inference on Yb through, for example, E (VfllZ, 5, Sp, al). 
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6 DATA ANALYSIS AND SIMULATION RESULTS 
6.1 Analysis of the Topographical Data of Davis (1973) 
Davis (1973) introduces a topographical data set consisting of 52 elevation measure­
ments taken over an approximately 350 feet by 350 feet region. The co-ordinates are 
scaled so that one map unit equals 50 feet. Site co-ordinates are me<isured to two signif­
icant digits (i.e., to the nearest five feet) and elevations are recorded to three significant 
digits (i.e., to the nearest foot). The data are given in Table 6.1. 
The accuracy of the data collection techniques allow us to assume that the mezisure-
ment error is minimal and the locationai error is the co-ordinate round-off error. The 
east-west and north-south co-ordinates given in Table 6.1 constitute the intended site co­
ordinates. A realized site co-ordinate is equally likely to occur anywhere within 2.5 feet 
of an intended site co-ordinate. We use the topographiczil data to compeire traditionzJ 
kriging (Section 6.1.1), kriging adjusted for locationai error (Section 6.1.2), hierarchical 
Bayesiaji kriging (Section 6.1.3), and hierarchical Bayesian kriging incorporating loca­
tionai error (Section 6.1.4). We assume that the data is trend-free, Gaussian, and that 
the correlation between any two sites depends only on the Euclidecin distajice between 
the sites. 
6.1.1 Kriging Analysis 
The topographical data of Davis (1973) has become a standcird data set used in the 
Bayesian kriging literature. Davis (1973 and 1986) uses the data set to illustrate various 
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Table 6.1 Topographical data of Davis (1973). Geographic co-ordinates are ex­
pressed in 50-ft units from the southwest comer of the spatial domain. 
Elevations axe in feet above sea level. 
E-W N-S' Elevation E-W N-S Elevation 
0.3 6.1 870 1.4 6.2 793 
2.4 6.1 755 3.6 6.2 690 
5.7 6.2 800 1.6 5.2 800 
2.9 5.1 730 3.4 5.3 728 
3.4 5.7 710 4.8 5.6 780 
5.3 5.0 804 6.2 5.2 855 
0.2 4.3 830 0.9 4.2 813 
2.3 4.8 762 2.5 4.5 765 
3.0 4.5 740 3.5 4.5 765 
4.1 4.6 760 4.9 4.2 790 
6.3 4.3 820 0.9 3.2 855 
1.7 3.8 812 2.4 3.8 773 
3.7 3.5 812 4.5 3.2 827 
5.2 3.2 805 6.2 3.4 840 
0.3 2.4 890 2.0 2.7 820 
3.8 2.3 873 6.3 2.2 875 
0.6 1.7 873 1.5 1.8 865 
2.1 1.8 841 2.1 1.1 862 
3.1 1.1 908 4.5 1.8 855 
5.5 1.7 850 5.7 1.0 882 
6.2 1.0 910 0.4 0.5 940 
1.4 0.6 915 1.4 0.1 890 
2.1 0.7 880 2.3 0.3 870 
3.1 0.0 880 4.1 0.8 960 
5.4 0.4 890 6.0 0.1 860 
5.7 3.0 830 3.6 6.0 705 
Taken from Davis, J. C. (1986). Statistics and Data Analysis in Geology, second edition. 
©1986, John Wiley & Sons, Inc. Reprinted by permission of John Wiley & Sons, Inc. 
° E-W is the east-west site co-ordinate. 
' N-S is the north-south site co-ordinate. 
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contouring schemes. Ripley (1981) analyzes the data based on weighting an observation 
by and where d is the Euclidean distance between the sample site and 
the prediction site. He also performs a kriging analysis of the data, fiUing-by-eyt the 
exponential covariance function 
where is the process variance, h is the intended spatial lag, and 6 is the range 
parameter. His estimates are 6 = 100 and = 4225. Wames and Ripley (1987) and 
Ripley (1988) also use an exponential model to analyze the data. In Wames and Ripley, 
the focus is on maximum likelihood estimation of the covariance-model parameters. For 
simulated data, they find that there can be multiple modes or a single mode that is far 
from a reasonable value. They use the topographical data as an example of a multimodal 
data set. However, Mardia and Watkins (1989) use the exponential covariance model 
to 8uialyze the topographical data and find it to be unimodal. We show the profile 
likelihood as a function of 6 and in Figure 6.1. The surface is quite flat and there is 
no indication of multimodality. 
Throughout this section, we assimie a constant mean (3 over the spatial domain. 
We use the Newton-Raphson (NR) algorithm to find the maximum likelihood estimates 
(MLE). Assimniing the exponential covariance model given by equation (6.1), the MLE 
of (/3,<t2,0) is = 863.7, = 4089.4, and 0 = 305.8. The log-likelihood at the MLE 
is -196.814. These results agree with those given in Mardia and Watkins, where they 
have found the MLE of the range parameter to be 6.12 in the original map units. An 
interesting point discussed by Ripley (1988) is that the MLE is not consistent with 
a Jit-by-eye. Wames and Ripley suggest that the covariance is attempting to explain 
basin-shaped features of the surface. While trend may accoimt for some of the disparity, 
Ripley (1988) shows that after detrending, the MLE still tends to overestimate the rcinge. 
Table 6.2 shows kriging results at the prediction site So = (150,150). Results for 
cov(Z{8),Z{8 + h)) (6.1) 
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Figure 6.1 The profile log-likellhood for the topographical data, assuming an 
exponential covariance model and a constant mean. 
different covariance models and various kriging methods are displayed. For non-Bayesicin 
methods, the mean is the spatial best linear unbiased predictor (spatied BLUP) and the 
95% credible set is a 95% prediction interval. For Bayesian methods, the mean is the 
posterior predictive mean and the standard deviation is the posterior predictive stcuidard 
deviation. Assimaing an exponential covariance model with parameters set at the fit-
by-eye values in Ripley (1981), we obtain a predictive distribution that is Gaussian, 
centered at 820, and with a standard deviation of 39.5 (also in Handcock and Stein, 
1993). Assuming an exponential covariance model with parameters set at the MLE, the 
predictive density is Gaussian, centered at 819, and with a standard deviation of 22.6. 
Using the fit-by-eye estimates, the nominal 95% prediction interval is (742.6,897.4). 
Using the MLE, the nomincd 95% prediction intervzd is (774.9,863.6). 
Handcock (1989) did eoi analysis of the topographical data using the Matem cleiss of 
covariance models. Handcock and Stein (1993) and Handcock and Wallis (1994) argue 
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« 
Table 6.2 Results for the topographical data, sissiiining different covariance models 
and using various kriging methods. 
Model Method Mean Std Deviation 95% Credible Set 
Exponential 
"kriging fit-by-eye 820 39.5 (742, 897) 
''kriging MLE 819 22.6 (775, 864) 
^HBK w/o LE 819 23.3 (773, 866) 
"^HBK w/ LE 820 23.3 (773, 865) 
Gaussian 
kriging MLE 791 33.2 (726, 857) 
'KALE 789 24.9 (740, 838) 
HBK w/o LE 791 34.6 (723, 860) 
HBK w/ LE 788 29.1 (732, 848) 
Matem 
kriging MLE 817 20.1 (777, 857) 
HBK w/o LE 817 26.9 (765, 876) 
HBK w/ LE 820 32.3 (759, 884) 
'Traditional kriging without locational error with parameters set at the fit-by-eye 
estimates. 
''Traditional kriging without locational error with parameters set at the maximum 
likelihood estimates. 
'^Hierarchical Bayesian kriging without locational error. 
''Hiersirchical Bayesian kriging incorporating locational error. 
'Kriging adjusted for locational error with parameters set at the maximum likelihood 
estimates. 
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that the Matem class can account for most dependence structures. The parameters of 
the MatOT class of covariance models are given by ajid B = {61,62)-, where > 0 
is a range of spatial dependence parameter tind ^2 > 0 is a smoothness parameter. The 
Matem class of isotropic covziriance models is given by 
(«-2) 
where r(-)  is the gamma function, 6'i = and Kg^ is the modified Bessel function of 
the third kind with order 62 (Abramowitz and Stegun, 1965, Section 9). In his discussion 
of the Handcock and Wallis paper, Guttorp (1994) points out that the Matem class 
cannot account for negative correlations, which one might expect to see if topographical 
features change abmptly within D. Thiebaux (1976) introduces a parametric class of 
covariance functions that can handle negative correlations. 
Handcock and Stein note that as the mean function becomes more sophisticated the 
estimated covariance structures become smoother and of shorter range. Assuming the 
Matem covariance model and a constant mean, the MLE is cr"^ = 3901.8, 9i = 191.5, 
A 
and 62 = 0.97. In Figure 6.2, the range is held constcint at its MLE and the profile 
log-likelihood is plotted for the smoothness and varizince parameters. The profile log-
likelihood takes values between -194.61 and -194.7 over a large portion of the parameter 
space. Similar results are obtained when holding either the smoothness or the variance 
parameter constant at its MLE and plotting the profile log-likelihood for the other two 
parameters of the Matem covarizmce model. All of the profile log-likelihood surfaces 
are unimodal suggesting that the likelihood surface is imimodal. Table 6.2 shows that 
the predictive density based on the Mat^ covariance model at the MLE is Gaussian, 
centered at 817, and with a standard deviation of 20.1. These match results given in 
Handcock euid Stein (1993). 
The MLE, assuming the Gaussian covariance model 
cou(Z(s),Z(s-|-h)) = <T^exp{-a^l|hlp}, (6.3) 
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Figure 6.2 The profile log-likelihood for the smoothness eind varizmce param­
eters for the topographiccd data, assuming the Matem covariance 
model and a constant mean. The range parameter is fixed at its 
MLE. 
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where cr^ is the process variance, h is the intended spatial lag, and a is the range 
parameter is = 2551.3, /? = 836.0, £uid d = .020. The log-likelihood at the MLE 
is -210.039. The predictive density is Gaussian, centered at 791, and with a standard 
deviation of 33.2. Residts using the Gaussian covariance model differ markedly from 
either the exponential or Matern covariance models. 
Wames (1986) uses the topographical data to illustrate the effect on kriging of per­
turbing covariance-model parameters. He investigates the exponential covariance model 
and the Gaussian covariance model, perturbing the range parameter. Assuming the 
exponential model, a 50% change in the range parameter causes no more than a 5% 
chemge in the fitted surface. Assuming the Gaussian model, a 10% change in the range 
paxameter results in laige changes in elevation in the Northeast comer of the spatial 
domain. Negative elevations that sire inconsistent with topographical features of the 
spatial domsdn eire predicted. 
6.1.2 Kriging Adjusted for Locationai Error Analysis 
In 9?^, assuming iid Gaussian locationai error, the isotropic Gaussian covariance 
model is andytically tractable. Since the covariance adjusted for locationai error appears 
to be relatively insensitive to the choice of locationai error distribution, we csoi assimie 
normal locationai error for the topographical data even though uniform locationai error 
is probably more appropriate. The imiform distribution covers the interval from -2.5 
ft. to 2.5 ft., reflecting roimding in the locationai data. This corresponds to —\/3<Tp to 
y/Zap, which implies that 
where (t^ is the locationai error variance. The corresponding normal distribution for the 
locationai error is iid with mean 0 and variance 25/12. 
Using the NR algorithm, we fit the Gaussian covariance adjusted for locationai error. 
128 
as given in equation (4.27), to the topographical data. The MLE is /3 = 836.3, = 
3181.7, and a = .017. The log-likelihood at the MLE is -205.66. The mean estimate is 
largely unaffected by locational error (836.0 without locational error compared to 836.3 
with locational error). The covariance-model parameters are more sensitive to locational 
error. The MLE of the process vaxiance goes from 2551.3 without locational error to 
3181.7 with locational error. The MLE of the range parameter goes from .020 without 
locational error to .017 with locational error. 
To perform kriging adjusted for locational error (KALE), we find the correlation 
between sites in S, using equation (4.27), and the correlation between sites in S and the 
prediction site So = (150,150), using equation (4.41). A map of the spatial domain is 
given in Figure 6.3. The solid points are the intended sample locations 5. The star is 
the prediction location Sq. Notice that there are several streams running through the 
region. Handcock and Stein (1993) suggest that distance to necirest stream may be an 
important explamatory variable for trend removal. 
KALE of the topographical data, assuming the Gaussiein covciriance model, yields 
a predictive density that is Gaussian, centered at 789, and with a standard deviation 
of 24.9. While the locational error heis a minimal effect on the predicted value (791 
without locational error compared to 789 with locational error), it hzis a large effect 
on the prediction standard deviation (33.2 without locationai error compared to 24.9 
with locational error). The small effect on the predicted Vcdue may be a consequence 
of the constant mean asstmiption. The substzuitial decrease in the prediction standard 
deviation, when adjusting for locational error, appears to be a byproduct of the Gaussian 
covariance function. Recall that the likelihood siirface is nearly flat; thus, small changes 
in locations can lead to l£u:ge chcinges in parameter estimates. 
Figure 6.4 shows the fit of various covariance fimctions to the topographical data. 
The method-of-moments estimator of the covariance, denoted by the unconnected circles 
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Figure 6.3 Map of the intended sample sites, denoted by the solid points, zind 
the prediction site, denoted by the star, for the topographical data 
of Davis (1973). The values given correspond to elevations. Taken 
from Davis, J. C. (1986). Statistics and Data Analysis in Geology, 
second edition. (c)1986, John Wiley Sons, Inc. Reprinted by 
permission of John Wiley &; Sons, Inc. 
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Figure 6.4 The empirical covariance, denoted by the unconnected circles, is 
plotted as a function of the spatial lag for the topographical data. 
Five valid covciriance models are plotted as connected symbols; 
(1)0= exponential model at fit-by-eye parameter estimates, (2) 
A = exponential model at the MLE, (3) + = Matem model at 
the MLE, (4) • = Gaussian model at the MLE, and (5) x = 
Gaussian model adjusted for locational error at the MLE. 
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in Figure 6.4, is calculated using 
co»(Z(s),Z(s + h)) = -^J^(Z(s,.)-Z)(Z(s,)-Z), 
'  ^  ' '  N { b )  
where iV(h) = : Sj — s,- 6 (h — Ah, h + Ah)}, |iV(h)| is the cardinality of A^(h), 
_ n 
and Z = ^ ^ (s,). Five valid covariance models are plotted; (1) the exponential 
" 1=1 
covariance without locational error, using the fit-by-eye parameter estimates = 4225 
and 9 = 100, is denoted by the connected circles, (2) the exponential covariance without 
locational error, using the maximum likelihood parameter estimates = 4089.4 and 
0 = 305.8, is denoted by the connected triangles, (3) the Matem covariance without 
locational error, using the maximum likelihood parameter estimates = 3901.8, 6i = 
191.5, and 62 = 0.97, is denoted by the connected plus signs, (4) the Gaussian covariance 
without locational error using the maximum likelihood parameter estimates <7^ = 2551.3 
and a = .020, is denoted by the connected squares, and (5) the Gaussian covariance 
adjusted for locational error, using the maximum likelihood parameter estimates = 
3181.7 and = .017, is denoted by the connected times signs. 
We draw the following conclusions from Figure 6.4; first, the adjustment for loca­
tional error improves the fit of the Gaussian covariance model to the data; second, the 
maximum likelihood estimates for the exponential covaxieince model and the Gaussian 
covariance models do not appear to provide reasonable values for covariance-model pa­
rameters; and third, the Matem covciriance at the MLE appears to fit the data better 
thaji either the exponential covariance at the MLE or the Gaussian covariance at the 
MLE. We discussed the diflBctJties associated with maximum likelihood estimation of 
spatial processes in Section 4.2.3. It appears that the MatCTn covariance is best suited 
to the topographical data. 
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6.1.3 Hierarchical Bayesian Kriging without Locational Error 
In Section 5.2.1, we stated results for hierarchical Bayesian modeling of Gaussian 
spatial processes without locational error. Handcock and Stein perform a hierarchical 
Bayesian analysis of the topographical data using both the exponential covariance model 
and the Matem covciriance model, assuming no measurement error and no locational 
error. We review their analysis and present some new results. Furthermore, we include 
a hierarchical Bayesian analysis using the Gaussian covariance model. In Section 6.1.3, 
we assume that there is no locational error and no measurement error. In Section 6.1.4, 
we incorporate locational error and assxime no measurement error. 
Ripley (1988) warns that a flat likelihood surface can cause problems for Bayesian 
estimation under a diffuse prior, since the posterior may have mass concentrated at 
unrealistic values. The likelihood surface for the topographical data is quite flat. We 
employ vague priors that are largely non-informative, but not so diffuse as to yield 
nonsensical results. 
Throughout this section, we make the following distributional assumptions: 
Fl. Let Z|Y, be degenerate at Y. That is, the measurement error variance <7^ is 
assimied to be 0. 
F2. Let Y\S,(3,(t'^,9 ~ N {Ffi,(T^K), where F is the n x 1 vector of ones, (3 is the 
scalar mean parameter, and K is the n x n correlation matrix between the sample 
sites. The choice of spatial correlation models that define K cire: 
(i) the exponential model, 
(ii) the Gaussian model. 
coi;(Z(s),Z(s + h)) = (T^expj-a^llhlP}; 
133 
(iii) the Matem model, 
<j>"(Z(s),z(s + h)) 2«i-'r(«j) V «; ) V j • 
F3. Let (3,(7^,9 oc p{6)fff^, where p { 6 )  depends on the covariance model in F2 eis 
follows: 
(i) for the exponential model 
P(^) = 5^ ^ [fl6(0,500)], 
where 6 is the range of spatial dependence; 
(ii) for the Gaussian model 
P(a) = ^ /[a6(0,5)], 
where a is a range parameter; 
(iii) for the Matem model 
p{0i,92) = /[9,6(0,5000)] • g /[ffj6(0,5)], 
where 9i is a range parEuneter and 02 is a smoothness parameter. 
The posterior distribution is a simplification of equation (5.5), eliminating the factor 
involving <Tj , and the full conditionals for /3, and 0 are given in equations (5.6), (5.7), 
and (5.9). Let the prediction site be So = (150,150). 
Consider Bayesian estimation assuming Fl, F2(i), ajid F3(i). We use Markov chain 
Monte Carlo (MCMC) to make inference on 0, and Y (So). We monitor these 
four quzoitities, using the potential scale reduction V^, described in Section 5.2.1, to 
assess convergence. Table 6.3 shows the potentisJ scale reduction for the four posterior 
quantities of interest. All values are close to 1, implying that the chains have converged. 
Table 6.4 shows the posterior mean, posterior standard deviation, and 95% central 
credible set for 6, and Y (So). The posterior predictive results for Y (Sq) are similar 
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Table 6.3 Potenticil sccile reduction for the topographical data, assuming the expo­
nential covariance model. 
Quantity y/k 97.5% Upper Bound for y/R 
ft 1.0001 1.0004 
1.0012 1.0029 
e 1.0020 1.0046 
Y{so) 1.0001 1.0004 
Table 6.4 Posterior results for the topographical data, assuming the exponential 
covariance model. 
Quantity Posterior Mean Standard Deviation 95% Credible Set 
ft 865 51.4 (763, 970) 
4873 1650 (2155, 8490) 
e 346 98.3 (154, 493) 
Y{so) 819 23.3 (773, 866) 
to those for traditional kriging (see Table 6.2), which does not account for uncertainty 
in the covajiance-model paxajneters. The posterior predictive mean is 819 and the pos­
terior predictive standard deviation is 23.3. The posterior predictive distribution is not 
necessarily Gaussian, even though the data distribution is Gaussian (Kitanidis, 1986). 
Figure 6.5 is a histogram of the draws of V (Sg), assuming the exponential covariance 
model. 
Results for Bayesian estimation assuming Fl, F2(ii), and F3(ii) are given in Table 
6.5 and Figure 6.6. The convergence criterion were met (not shown). The hierarchical 
Bayesian results for the Gaussian covariance model are very similar to the traditional 
kriging results. The posterior predictive mean is 791 and the posterior predictive stan-
dcird deviation is 34.6. 
Results for Bayesicin estimation assimiing Fl, F2(iii), and F3(iii) are given in Table 
6.6 and Figure 6.7. The hierarchical Bayesian results for the Matem covariance model 
are very similar to the traditional kriging results (see Table 6.2). The posterior predictive 
mean is 817 and the posterior predictive stjindard deviation is 26.9. 
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Figure 6.5 Histogram of posterior predictive draws for the topographical data 
for K (So), eissuming the exponential covari<ince model. 
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Figure 6.6 Histogram of posterior predictive draws for the topographical data 
for Y (So), assimiing the Gaussian covariance model. 
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Table 6.5 Posterior results for the topographical data, assuming the Gaussian co-
variance model. 
Quantity Posterior Mean Standard Deviation 95% Credible Set 
13 836 12.6 (810, 862) 
<t2 2763 689.4 (1744,4378) 
a .0200 .00129 (.0177, .0225) 
y(So) 791 34^6 (723, 860) 
Table 6.6 Posterior results for the topographical data, assuming the Matern covaxi-
ance model. 
Quantity Posterior Mean Standard Deviation 95% Credible Set 
849 44.7 (755,951) 
5405 4215 (1334,15214) 
6i 1.08 128.4 (40,479) 
02 817 0.64 (0.18,2.36) 
r(So) 817 20 (765,877) 
...•iilll lllllii... 
500 600 700 800 goo 1000 
Figure 6.7 Histogram of posterior predictive draws for the topographical data 
for Y (So), assimaing the Mat^ covariance model. 
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Investigation of Table 6.2 reveals that, for the exponential covaxiance model, kriging 
without locational error at the MLE and hiercirchical Bayesian kriging without locational 
error provide similar prediction means (819 in both cases) and prediction standard de­
viations (22.6 for traditional kriging and 23.3 for hierarchical Bayesian kriging). 
For the Matern covariaace function, kriging without locational error at the MLE and 
hierarchical Bayesian kriging without locational error provide similar prediction means 
(817 in both ceises), but dissimilzu: prediction standard deviations (20.1 for traditional 
kriging versus 26.9 for hierarchical Bayesian kriging). 
For the Gaussian covaxiance function, traditional kriging without locationeil error 
at the MLE and hierarchical Bayesian kriging without locational error yield similar 
results for the meein (both are 791) and the prediction standard deviation (33.2 for 
traditional kriging and 34.6 for hierarchical Bayesiem kriging). However, kriging adjusted 
for locational error at the MLE has a much smaller prediction standard deviation of 24.9. 
The kriging adjusted for locational error prediction standard deviation is more in line 
with the traditional kriging standard deviation for both the exponential covaxiance at 
the MLE and the Matem covaxiance at the MLE. Figure 6.4 shows that although the 
adjustment for locational error brings the Gaussizm covaxiance model closer to the data, 
it is still a poor fit. 
6.1.4 Hierarchical Bayesian Kriging Incorporating Locational Error 
In Section 5.2.2, we foimd distributional results for hierarchical Bayesian modeling of 
Gaussian spatial processes incorporating locational error. We now apply these results to 
the topographical data using the exponential, Gaussian, eind Matem covaxiance models. 
Throughout this section, we make the following distributional assumptions: 
Gl. Let Z|Y, (tj be degenerate at Y. That is, the measurement error variance <7^ is 
assumed to be 0. 
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G2. Let Y \ R , ( 3 ^ ( 7 ^ , 9  ~ N  ( F f i , < T ^ K ) ,  where F  is the n x 1 vector of ones, is the 
scalar mean pzirameter, and K is the n x n correlation matrix between the sites in 
R. The choice of spatial correlation models that define K are: 
(i) the exponential model, 
c o v { Z { s ) , Z { s  +  h ) )  =  ;  
(ii) the Gaussian model, 
cou(Z(s),Z(s + h)) = a2ea:p{-a2||h||2}; 
(iii) the Matem model, 
co.(z(,),z(s+h)) = 
G3. Let {r.j} | ~ U n i f  (s,j - •v/3o-p,s,j + y / 3 < T p )  : i = 1,... ,n;i = 1,... ,(i. 
G4. Let oc p { 0 ) / ( T ^ ,  where p { 0 )  depends on the covariance model as follows: 
(i) for the exponential model 
p(^) = 500 
where 6 is the range of spatial dependence; 
(ii) for the Gaussian model, 
p { a )  =  ^ / [ a e ( o , 5 ) ] ,  
where a is a range parameter; 
(iii) for the Matem model, 
P {61,62)  = g^/[fli6(0.5000)] • 5^[fla€(0.5)], 
where di  is a range parameter and 62 is a smoothness parameter. 
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The posterior distribution is a simplification of equation (5.20), eliminating the factor 
involving , and the full conditionals for /?, <7^, , and {r,j} are given by equations (5.14), 
(5.15), (5.16), and (5.21). We are interested in making posterior inference on (3, 9, 
and Y (So), where So = (150,150). Along with these four quantities, we monitor the 
east-west co-ordinates of sites 1 and 32 (denoted as rlx and r32x) and the north-south 
co-ordinate of site 17 (denoted as rl7y) to assess convergence of the Markov chain. Table 
6.7 shows the potential sccde reduction for the seven quantities, assuming the exponential 
covariance model. All values are close to 1, implying that the chains have converged. 
Table 6.2 shows the posterior mean, posterior standard deviation, amd 95% credible 
set for Y (So), assuming the exponential, Gaussian, and Matem covariance models, us­
ing hierarchical Bayesian kriging incorporating locational error. The posterior mean is 
comparable to hierarchical Bayesian kriging without locational error regardless of the 
covariance model chosen. However, there are large differences in the standard deviation 
assuming the Gaussian covariance model (34.6 without locational error compared to 29.1 
with locational error) and the Matern model (26.9 without locational error compzired to 
32.3 with locational error). 
Tables 6.8, 6.9, and 6.10 show the posterior predictive mean, the posterior predic­
tive standard deviation, and the 95% credible set for the posterior quantities of interest 
for the exponential covariance, the Gaussian covariance, and the Matem covariance, 
incorporating locational error. In a hierarchical Bayesian kriging analysis of the topo­
graphical data, incorporating locational error has little effect on prediction, aissuming 
the exponential covariance model. The posterior mean, posterior standard deviation, 
and 95% credible set Me very similar to traditioncil kriging at the MLE and hierarchical 
Bayesicin kriging without locational error. 
For the Gaussian covariance model, the incorporation of locationcd error reduces the 
prediction variance both for traditional kriging and hierarchical Bayesian kriging. This 
seems coimter-intuitive until we recall how poorly the Gaussian model fits the data (see 
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Table 6.7 Potential scale reduction for the topographical data, assuming the expo­
nential covariance model adjusted for locational error. 
Quantity y/R 97.5% Upper Bound for y/k 
0 1.000 1.000 
1.006 1.015 
e 1.008 1.020 
yiso) 1.000 1.001 
tlx 1.003 1.007 
r32x 1.002 1.005 
rl7y 1.002 1.006 
Table 6.8 Posterior results for the topographical data, assuming the exponential 
covariance model adjusted for locational error. 
Quantity Posterior Mean Standard Deviation 95% Credible Set 
864 52.2 (760,970) 
4910 1678 (2054,8510) 
9 349 100.0 (149,493) 
V(So) 820 23.3 (773,865) 
Table 6.9 Posterior results for the topographical data, assuming the Gaussian co-
variance model adjusted for locational error. 
Quantity Posterior Mean Standard Deviation 95% Credible Set 
0 836 13.6 (809,864) 
2780 740.7 (1722,4568) 
6 .018 .0013 (.015,.021) 
V(So) 788 29.1 (732,848) 
Table 6.10 Posterior results for the topographical data, assimiing the Matan co-
Vciriance model adjusted for locational error. 
Quantity Posterior Mean Standard Deviation 95% Credible Set 
a 850 42.5 (765,949) 
5125 4211 (1317,15176) 
9i 219 129.3 (42,480) 
92 1.01 0.63 (.098,2.36) 
Y { s o )  820 32.3 (759,884) 
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Figure 6.4). 
We provided some justification in Section 6.1.2 for using the MatOT covaxiance fimc-
tion for the topographical data. For the Matem covaxiance model, incorporating loca-
tional uncertainty into a hierarchical Bayesian kriging analysis of the topographical data 
increases the uncertainty in the prediction, while not affecting the posterior predictive 
mean very much. In Table 6.2, the results for the Matem covariance show the logical 
progression of increasing prediction uncertainty as we incorporate first covariance-model 
parameter uncertainty and then locational uncertsiinty. 
The new feature of our Bayesian analysis is the inclusion of positional uncertainty in 
the sampling locations. Though our main focus has been on attribute value inference at 
a prediction location, we can also make inference on the actual locations of the sample 
sites. Figure 6.8 is a histogram of the posterior draws of the north-south co-ordinate 
for sampling site 17 under the Mat^ covariance model. The intended north-south co­
ordinate is 225 feet. The prior distribution is uniform on the interval 222.5 feet to 227.5 
feet. The posterior distribution for the north-south co-ordinate of sampling site 17 places 
greater probability on smaller co-ordinate values than would be expected if the posterior 
distribution was uniform. The effect of the data on the north-south co-ordinate of site 
17, while not dreistic, does reflect an updating of our prior opinion. Interestingly, the 
posterior standard deviation is 1.449, which is very close to the prior standard deviation 
of 1.443. 
We mentioned extreme-value inference in Section 5.2.2. For the topographical data, 
inference made on extreme values is heavily influenced by the choice of covariamce func­
tion. Table 6.11 shows results for Pr{Y (So) > 900) for various covariance functions, 
both with and without locational error. For the exponential covariance without lo­
cational error, Pr {Y (So) > 900) = .00037, while for the Matem covariance without 
locational error, Pr {Y (So) > 900) = .0061. For the Matem covariance model incorpo­
rating locational error, Pr {Y (s,,) > 900) = .013, which is more than twice as likely as 
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Figme 6.8 Histogram of the posterior draws for the north-south co-ordinate 
of sampling site 17 for the topographical data, assuming the 
Matem covariance model. 
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Table 6.11 Posterior extreme-value probabilities for the topographical data, assum­
ing various covariance models. 
Covariance Model P r { Y  (Sp) > 900) 
Exponential without locational error .00037 
Exponential with locational error .00033 
Gaussian without locational error .00193 
Gaussian with locational error .00040 
Matem without locational error .00610 
MatOT with locational error .01300 
the Matem covariance model without locational error and more than 35 times as likely 
as the exponential covariance model without locational error. This is evidence of the 
sensitivity of extreme values to distributional assumptions. 
6.2 Simulation Study 
In Section 6.1, we investigated the effect of locational error on kriging for a two-
dimensional topographical data set. We compared results obtained from kriging without 
locational error, kriging adjusted for locationeil error, hierzirchical Bayesian kriging with­
out locational error, and hierarchical Bayesian kriging incorporating locational error. 
In Section 6.2, we systematically study the effect of locational error on kriging. In 
Section 6.2.1, we describe a 2® factorial design for the study of locational error in JiS 
where the factors are the trend, the locational error variance, the range of spatial depen­
dence, the measiirement error Veiriance, the sample size, cind the prediction location. We 
discuss resiilts and draw conclusions in Section 6.2.2. We extend the simulation study 
to in Section 6.2.3. 
6.2.1 Description of Simulation Study in 
The spatial domain D  is the one-dimensional subset of the real line covering 100 
to 200. Assuming tm exponential covariance function, we investigate six factors at two 
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levels each, using a 2® factorial design. The six factors and their levels are given in 
Table 6.12. For n = 20, the intended sites are S = {100,105,... ,195}. For n = 40, 
the intended sites are S = {100,102.5,... ,197.5}. The data are generated according 
to Model I for locational error as given in equation (3.1), assuming the locational error 
vec tor  p ( - )  ~  U n i f  ( — \ / 3< T p ,  .  
For all 2® = 64 combinations of the experimental factors, we performed a Monte 
Carlo simulation study as follows: 
(1) For each of 500 realizations, generate the realized sites R  by adding i i d  uniform 
locat iona l  error  on  the  in terv id  (—\ /3 < 7 p ,  y / Z a ^ )  to  the  in tended  s i t e s  S .  
(2) For each realization, generate a Gaussian spatial random field, according to the 
exponential covariance function (equation (6.1)), using the realized sites R and the 
prediction site So to yield Y and V(5o). 
(3) For each realization, add i i d  normal measurement error to the true attribute values 
Y to obtain the observed attribute values Z. 
(4) For each realization, find the kriging predicted value at So, using (a) the intended 
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sites and the exponenticd covEu:i<ince without locationed error, and (b) the intended 
sites and the exponential covariance adjusted for locational error. 
Let P  (y (5o); Z, S )  be a predictor of the spatial process at So given Z and S .  We 
are interested in the bias and the mean-squared error of the predictor; 
B i a s { P { Y { s o ) - , Z , S ) )  =  E [ P { Y { s o ) ' , Z , S ) - Y { s , ) \ ,  
MSB{P{YM-,Z,S)) m E [(^(y (a.) ;Z,S) - K W)=] . 
We estimate these quantities using 
 ^ 500 
Sia^(/'(y(5j;E,S)) = 55j53[/'(yW;Z,5)<"-y'K)'''], (6.4) 
t=i 
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Table 6.12 Factors for the simulation study in 3?^, assuming iid uniform locational 
error and the exponential covariance model. 
factor Low Level High Level 
prediction site So = 155 So = 200 
measurement error variance <7^ = 10 crl = 10,000 
range parameter 6 = 5 0 = 50 
locational error variance fp = 1 o-p = 64 
sample size n = 20 n = 40 
trend "no trend ^strong trend 
" No trend corresponds to the constant mean n ( r )  =  1000, where r is the realized 
location. 
' Strong trend corresponds to the mezin function f i { r )  =  1000 + r — .Olr^, where r is the 
realized location. 
 ^ 500 r 
M S E ( P ( Y i s . ) - , Z , S ) )  = { P { y { s , ) ; 2 . S f ^  - Y { s , f y  , (6.5) 500 ^ , t=l 
where the index i  denotes the i"' realization. 
Before discussing results of the simulation study, we note its simplifications. We 
have assumed that y(") is a second-order stationary random process with known form 
for the meaji function and the covaxiance function. By isolating the locational error 
effect on kriging, we lose the ability to investigate relationships between mean-function 
estimation, covariogram estimation, and kriging. 
6.2.2 Results of the Simulation Study in 92^ 
Table 6.13 displays the results of the Monte Carlo simulation study for the 64 com­
binations of the six factors delineated in Table 6.12. A 0 represents the low level of the 
factor and a 1 represents the high level of the factor. Table 6.14 displays an analysis 
of variance (ANOVA) of the difference in the bias between kriging without locational 
error and kriging adjusted for locational error (KALE). The ANOVA is a partition of 
the simis of squares. The corresponding variance ratio (VR) for each combination of 
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Table 6.13 Results for the simulation study in 3?^, assuniing iid uniform locationad 
error and the exponential covaxiance model. 
Site d trend n "Bias in S MSE in S ^Bias Adj. MSE Adj. 
0 0 0 0 0 0 -1.52 281 -1.52 283 
1 0 0 0 0 0 -1.94 845 -1.93 844 
0 1 0 0 0 0 -3.62 9749 -3.63 9882 
1 I 0 0 0 0 -1.99 2667 -1.94 2752 
0 0 1 0 0 0 -0.49 40 -0.49 40 
1 0 1 0 0 0 -0.86 180 -0.85 180 
0 1 1 0 0 0 -2.60 9530 -2.60 9564 
1 1 1 0 0 0 -0.08 8834 -0.07 8870 
0 0 0 1 0 0 -3.21 1334 -2.66 1251 
1 0 0 1 0 0 -0.73 823 -0.83 795 
0 1 0 1 0 0 -5.31 10538 -3.29 10250 
1 1 0 1 0 0 -0.78 2633 -0.37 2360 
0 0 1 1 0 0 -0.94 269 -0.57 212 
1 0 1 1 0 0 0.13 244 -0.12 201 
0 1 1 1 0 0 -3.04 9630 -1.25 7761 
1 1 1 1 0 0 0.91 8977 1.28 5113 
0 0 0 0 1 0 -3.19 2017 -3.18 2017 
1 0 0 0 1 0 -3.42 2556 -3.39 2553 
0 1 0 0 1 0 -5.23 11490 -5.22 11491 
1 1 0 0 1 0 -3.86 10380 -3.75 10584 
0 0 1 0 1 0 -2.21 1864 -2.20 1864 
1 0 1 0 1 0 -2.49 1619 -2.40 1619 
0 1 1 0 1 0 -4.25 11361 -4.24 11362 
1 1 1 0 1 0 -1.14 16346 -1.12 16386 
0 0 0 1 1 0 -3.99 3272 -3.37 3282 
1 0 0 1 1 0 -2.73 2926 -2.75 2770 
0 1 0 1 1 0 -6.04 12408 -5.46 12495 
1 1 0 1 1 0 -3.17 10630 -2.70 8771 
0 0 1 1 1 0 -1.72 2215 -1.10 2218 
1 0 1 1 1 0 -1.21 2408 -1.82 1948 
0 1 1 1 1 0 -3.76 11509 -3.21 11559 
1 1 1 1 1 0 0.05 17060 -0.17 9879 
"Bias in S 
(4.8)) and 
and MSE in S are 
the intended sites. 
foimd using the exponential covaxiance fimction (equation 
''Bias Adj. and MSE Adj. 2u:e found using the exponential covaxiance fvmction adjusted 
for locational error (equation (4.9)) and the intended sites. 
s 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
Adj. 
394 
629 
10611 
5325 
51 
104 
9717 
9845 
1318 
743 
10819 
2629 
217 
144 
7367 
3893 
5282 
4338 
15507 
12046 
5095 
3806 
15185 
16123 
8796 
6106 
19115 
9469 
7761 
5760 
17799 
10208 
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Table 6.13 (Continued) 
9 trend n Bias in S MSE in S Bias Adj. 
0 0 0 1 0.41 387 0.41 
0 0 0 1 0.75 630 0.70 
0 0 0 1 -3.01 10280 -3.13 
0 0 0 1 -5.34 4995 -5.61 
1 0 0 1 0.14 51 0.14 
1 0 0 1 0.14 104 0.14 
1 0 0 1 -3.25 9830 -3.22 
1 0 0 1 -8.60 9861 -8.60 
0 1 0 1 -2.03 1417 -1.56 
0 1 0 1 3.05 895 3.96 
0 1 0 1 -5.89 11780 -4.97 
0 1 0 1 -3.00 5170 2.51 
1 1 0 1 -1.04 283 -0.75 
1 1 0 1 0.96 230 1.81 
1 1 0 1 -4.63 10328 -3.76 
1 1 0 1 -8.43 9962 -0.80 
0 0 1 1 -5.41 5282 -5.40 
0 0 1 1 -4.53 4337 -4.58 
0 0 1 1 -10.27 15506 -10.26 
0 0 1 1 -11.73 11640 -11.96 
1 0 1 1 -5.67 5095 -5.66 
1 0 1 1 -4.90 3806 -4.88 
1 0 1 1 -10.52 15185 -10.51 
1 0 1 1 -14.26 16267 -14.21 
0 1 1 1 -10.47 8801 -9.83 
0 1 1 1 -5.00 6579 -4.02 
0 1 1 1 -15.79 19098 -15.15 
0 1 1 1 -12.70 13851 -8.04 
1 1 1 1 -10.06 7766 -9.40 
1 1 1 1 -6.99 6332 -6.17 
1 1 1 1 -15.38 17786 -14.70 
1 1 1 1 -17.11 18751 -11.21 
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Table 6.14 ANOVA for the difference in bias in 3fi*, assuming iid uniform locationzil 
error and the exponential covariance model. 
Factor Df Sum of Squares Mean Square Variance Ratio 
So 1 3.45031 3.45031 9.091 
1 10.20803 10.20803 26.898 
d 1 0.05176 0.05176 0.136 
< 1^ 1 24.75062 24.75062 65.217 
trend 1 0.41926 0.41926 1.105 
n 1 9.25681 9.25681 24.391 
1 5.11891 5.11891 13.488 
so*e 1 0.11560 0.11560 0.305 
So*0-p 1 3.61951 3.61951 9.537 
So*trend 1 0.01440 0.01440 0.038 
So*n 1 12.56703 12.56703 33.114 
ai*e 1 0.25756 0.25756 0.679 
1 10.89000 10.89000 28.695 
<T(*trend 1 0.70981 0.70981 1.870 
a(*n 1 3.95016 3.95016 10.409 
e*(Ti 1 0.00141 0.00141 0.004 
0*trend 1 0.03610 0.03610 0.095 
e*n 1 0.51840 0.51840 1.366 
<Tp *trend 1 0.58141 0.58141 1.532 
crl*n 1 10.74201 10.74201 28.305 
trend*n 1 0.00810 0.00810 0.021 
SO*(TI*6 1 0.20250 0.20250 0.534 
o 
(/) 1 5.37081 5.37081 14.152 
So*<7j*trend 1 0.01823 0.01823 0.048 
So*o-^*n 1 5.95360 5.95360 15.688 
So*e*cxl 1 0.05290 0.05290 0.139 
So*0*trend 1 0.10081 0.10081 0.266 
So*0*n 1 0.38131 0.38131 1.005 
So*o'p*trend 1 0.02103 0.02103 0.055 
SoV2»n 1 13.98760 13.98760 36.857 
So*trend*n 1 0.28891 0.28891 0.761 
1 0.16606 0.16606 0.438 
<rj*^*trend 1 0.02890 0.02890 0.076 
<Tl*0*n 1 0.32490 0.32490 0.856 
^2*^2»^rend 1 0.77001 0.77001 2.029 
1 4.46266 4.46266 11.759 
<Tj*trend*n 1 0.00062 0.00062 0.002 
0*0-2 *trend 1 0.02560 0.02560 0.067 
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Table 6.14 (Continued) 
Factor Df Sum of Squares Mean Square Variance Ratio 
&*<Tp*n 1 0.25000 0.25000 0.659 
5*trend*n 1 0.00016 0.00016 0 
<Tp*trend*n 1 0.00723 0.00723 0.019 
Residuals 22 8.34925 0.37951 
factors is calculated as 
_ Mean square treatment 
Mean square residual 
No distributional assumptions, necessary for strict statistical inference, are made. Table 
6.15 displays an ANOVA of the difference in the mean-squared error (MSE) between 
kriging without locational error and KALE. The names of the factors in Tables 6.14 and 
6.15 are given in Table 6.12. Large VR imply that the factor influences the difference 
between kriging without locational error and KALE. We pool all combinations of factors 
of degree four or greater to get the residual sum of squares. In an initial run of the full 
model (i.e., all factor combinations), terms of degree four or higher were found to have 
small VR. 
We draw the following conclusions from investigation of the tables: 
(1) The prediction site plays an important role in both the bias and the MSE. As 
expected the site near the middle of the spatial domain is predicted with more 
accuracy than the site ne<ir the boundary of the spatial domain. 
(2) The measurement error vzuriance and the locational error variance both play im­
portant roles in the bias and the MSE. For the high level of the measurement error 
vaxiance, the kriging without locational error predictor and the KALE predictor 
both have larger bias and larger MSE than for the low level of the measurement 
error variiince. In general, when the locational error vziriance is low, the bias and 
MSE of kriging without locational error and KALE are quite similax, regardless 
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Table 6.15 ANOVA for the difference in MSE in assuming iid uniform locational 
error aad the exponential covariance model. 
Factor Df Sum of Squares Mean Square Variance Ratio 
So 1 13995081 13995081 38.775 
1 21423012 21423012 59.354 
e 1 7688143 7688143 21.301 
<rl 1 30567077 30567077 84.689 
trend 1 293764 293764 0.814 
n 1 1756950 1756950 4.868 
1 11027381 11027381 30.552 
so*e 1 3034564 3034564 8.408 
So*0'l 1 15023376 15023376 41.623 
So*trend 1 4337848 4337848 12.018 
5o*n 1 738311 738311 2.046 
<7l*e 1 7271112 7271112 20.145 
">1 1 24596640 24596640 68.147 
<7j*trend 1 77702 77702 0.215 
<Tj*n 1 1361306 1361306 3.772 
1 5561343 5561343 15.408 
0*trend 1 12321 12321 0.034 
5*n 1 156 156 0 
<Tp*trend 1 213444 213444 0.591 
"I'n 1 1940449 1940449 5.376 
trend*n 1 48290 48290 0.134 
1 2703558 2703558 7.490 
1 11987175 11987175 33.211 
so*o"e*trend 1 2788900 2788900 7.727 
5o*0'^*n 1 521284 521284 1.444 
So*9*al 1 2572816 2572816 7.128 
so*0*trend 1 801473 801473 2.221 
So*9*n 1 37346 37346 0.103 
so*<tp*trend 1 4832303 4832303 13.388 
So*<T2*n 1 808651 808651 2.240 
So *trend*n 1 32761 32761 0.091 
1 5218940 5218940 14.460 
(T^*0*trend 1 57002 57002 0.158 
(Tl*d*n 1 3630 3630 0.010 
<Tf*(tp*trend 1 41311 41311 0.114 
1 1512285 1512285 4.190 
<rj*trend*n 1 81225 81225 0.225 
^*<tp*trend 1 2809 2809 0.008 
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Table 6.15 (Continued) 
Factor Df Sum of Squares Mean Square Variance Ratio 
6*<T^*n 
d*trend*n 
1 
1 
1 
22 
73984 
58202 
76591 
7940566 
73984 
58202 
76591 
360935 
0.205 
0.161 
0.212 o'p*trend*n 
Residuals 
of the levels of the other factors. When <x^ is high, the bias tends to be 15% to 
50% higher for kriging without locational error. The MSE tends to be 10% to 30% 
higher. 
(3) As the sample size increjises so does the accuracy of our prediction, regardless of 
the level of locational error. 
(4) The range of spatial dependence does not strongly influence the bias, but it does 
aifect the MSE. The MSE effect appears to hold only for the high level of the 
locational error variajice. For example, when all factors except 6 are low the MSE 
is 49.40, whether or not we adjust for locational error; however, when both and 
6 are high, the MSE is 269 for kriging without locational error and 212 for kriging 
adjusted for locational error. 
(5) Somewhat siuT)risingly, the trend appears to have little affect on the bias or the 
MSE. It is difficult to determine whether this result is case specific or whether it 
is a general result. 
(6) Many higher degree terms have large vairiance ratios suggesting complex interac­
tions among the factors. 
Results of the simulation study in 3?^ reiterate our belief that it is important for any­
one performing a spatial data analysis to use the most accurate positioning instrument 
possible. For small levels of locational imcertainty, kriging is not significantly adversely 
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affected by locational error. As the level of locational uncertainty increases, so does 
the effect on kriging. The effect of locationaJ uncertainty on kriging depends on many 
factors interacting in a complex feishion. In the presence of a large level of locationai 
uncertainty, kriging adjusted for locational error performs markedly better than does 
kriging without locational error as regards the bias and mean square error of the kriging 
predictor. 
6.2.3 Simulation Study in 
The spatial domain D  is the rectangular region with vertices (100,100), (100,200), 
(200,200), and (200,100). Assuming a Gaussian covariance model, we use a 2® factorial 
design to compare kriging without locational error and kriging adjusted for locational 
error (KALE). The five factors and their levels are given in Table 6.16. The n = 25 sites 
are 5 = {(110,110), (110,130),... ,(110,190),(130,110),... ,(190,190)}. The data are 
generated according to Model I for locational error as given in equation (3.1), assuming 
the  loca t iona l  error  vec tor ,  p ( - ) ,  has  d i s t r ibut ion  p ( s )  ~  N  (O ,  <Tp / 2 ) ;  s  €  D .  
For all 2® = 32 combinations of the experimental factors, we performed a Monte 
Carlo simulation study similar to that discussed in Section 6.2.1, except that we used 
the Gaussian covariance function (equation (6.3)) and the iid normal locational error 
distribution. We used the same estimators of the bias and the MSE as defined in 
equations (6.4) and (6.5). The same simplifications as for the simulation study in 3?^ 
apply. 
Table 6.17 displays results of the Monte Carlo simulation study for the 32 factor 
combinations. Tables 6.18 and 6.19 display ANOVA tables of the difference between 
kriging without locational error and KALE for the bias cind MSE, respectively. As for 
the simulation study in we use the variance ratio as an indicator of the influence of 
a combination of treatment factors. 
Many of the same conclusions we reached in Section 6.2.2 apply to the simiilation 
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Table 6.16 Factors for the simulation study in 3?^, assximing iid normal locational 
error and the Gaussiein covariancfi model. 
Factor Low Level High Level 
prediction site So = =(155,155) = (200,200) 
measurement error variance < 1^--= 10 
o
 
o
 
o
 
o
 II b 
range parameter a = .02 II to o
 
locational error variance II = 1 0-p = 64 
trend "no trend ''strong trend 
° No trend corresponds to the constant mecin /z(r) = 1000, where r = (r^., r,,) is the 
realized location. 
Strong trend corresponds to the mean function /i(r) = 1000 + + r,, — .Olr^ — .Olr^, 
where r = (r^, r^) is the realized location. 
study in 3?^. We note a couple of dissimilarities: 
(1) The locational error variance does not appear to have a Icirge influence on either 
the difference in the bias or the difference in the MSE. This is quite surprising. It 
is difficult to assess whether this is a function of the levels chosen for the vaxious 
factors or a more general result. 
(2) The trend plays tin important role in the difference in the MSE. For strong trend, 
the KALE predictor tends to perform drastically better than the kriging predictor 
without locational error. Part of this is due to the tendency for the Gaussizin 
covariance model to yield unrezisonable predictions. (We saw an example of this 
at the end of Section 6.1.1 in our analysis of the two-dimensional topographical 
data set.) It appears that adjusting for locational error mitigates against the 
chance of getting an unreasonable prediction. 
The simulation studies in and 3?^ provide evidence of the gjiins made by kriging 
adjusted for locational error. At small levels of locational imcertainty, kriging without 
locationaJ error and kriging adjusted for locational error are nearly indistingmshable. 
As the level of locationai uncertainty increases, kriging adjusted for locational error 
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Table 6.17 Results for the sirnvdation study in 3?^, assuming iid normal locational 
error and the Gaussian covariance model. 
Site e 4 trend ''Bias in S MSE in S 'Bias Adj. MSE Adj. 
0 0 0 0 0 -0.34 30 -0.42 25 
1 0 0 0 0 0.35 1022 -0.27 262 
0 1 0 0 0 -4.57 9570 -5.64 7790 
1 1 0 0 0 -21.85 304893 -11.20 30409 
0 0 1 0 0 -0.23 364 -0.25 363 
1 0 1 0 0 1.07 1037 1.08 1038 
0 1 1 0 0 -4.46 9980 -4.38 10044 
1 1 1 0 0 0.29 1558 0.25 1562 
0 0 0 1 0 -0.92 708 -1.04 619 
1 0 0 1 0 -3.55 14892 -1.60 624 
0 1 0 1 0 -5.15 10301 -5.34 9045 
1 1 0 1 0 -25.76 323313 -3.82 4519 
0 0 1 1 0 -3.22 1695 -3.09 1694 
1 0 1 1 0 -0.47 1004 -0.25 979 
0 1 1 1 0 -7.45 11778 -7.57 11766 
1 1 1 1 0 -1.25 1554 -1.48 1779 
0 0 0 0 1 -0.24 35 -0.33 30 
1 0 0 0 1 0.89 1591 0.06 423 
0 1 0 0 1 -4.47 9567 -5.54 7796 
1 1 0 0 1 -25.20 430032 -12.91 46741 
0 0 1 0 1 -0.13 375 -0.16 375 
1 0 1 0 1 2.21 1564 2.22 1564 
0 1 1 0 1 -4.36 9982 -4.29 10087 
1 1 1 0 1 0.52 6965 0.47 6963 
0 0 0 1 1 -2.56 2809 -2.12 2674 
1 0 0 1 1 -4.43 43242 -2.35 2556 
0 1 0 1 1 -6.87 12370 -6.54 11095 
1 1 0 1 1 -31.44 462690 -4.93 11153 
0 0 1 1 1 -4.86 3804 -4.13 3817 
1 0 1 1 1 -0.99 2917 -0.36 2882 
0 1 1 1 1 -9.17 13858 -8.68 13930 
1 1 1 1 1 -2.61 8224 -2.29 8230 
"Bias in S £ind MSE in S axe foimd using the Gaussian covariance function (equation 
(4.23)) and the intended sites. 
'Bias Adj. and MSE Adj. are found using the Gaussian covariance function adjusted 
for locational error (equation (4.27)) cind the intended sites. 
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Table 6.18 ANOVA for the difference in bias in assuming iid normal locational 
error and the Gaussian covariance model. 
Factor Df Sum of Squares Mean Square Variance Ratio 
To i 177.4728 177.4728 86.206 
al 1 134.0703 134.0703 65.124 
6 1 152.7752 152.7752 74.210 
<tI 1 40.2753 40.2753 19.563 
trend 1 2.7261 2.7261 1.324 
So*<TI 1 154.7920 154.7920 75.189 
1 181.8324 181.8324 88.324 
1 24.6753 24.6753 11.986 
So*trend 1 0.7260 0.7260 0.353 
<7^*9 1 143.7360 143.7360 69.819 
<Tl*al 1 13.1072 13.1072 6.367 
o-2»trend 1 1.2800 1.2800 0.622 
e*<Tl 1 31.2445 31.2445 15.177 
^nrend 1 0.8001 0.8001 0.389 
CT^^trend 1 1.3448 1.3448 0.653 
So*<Tl*e 1 159.9366 159.9366 77.688 
So*(tI*<tI 1 10.4424 10.4424 5.072 
So*<72*trend 1 1.2960 1.2960 0.630 
So*e*(jl 1 25.0986 25.0986 12.191 
So*e*tTend 1 0.8778 0.8778 0.426 
So*<72*trend 1 0.1152 0.1152 0.056 
(Tl*e*al 1 16.7620 16.7620 8.142 
a2*0*trend 1 1.1704 1.1704 0.569 
o-2*i^*trend 1 0.2278 0.2278 0.111 
0*<rj*trend 1 0.1458 0.1458 0.071 
Residuals 6 12.3524 2.0587 
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Table 6.19 ANOVA for the difference in MSE in 31?^, eissuming iid normal locational 
error and the Gaussian covariance model. 
Factor Df Sum of Squares Mean Square Variance Ratio 
"i; i 68333314770 68333314770 251.348 
0-2 1 59216341870 59216341870 217.813 
d 1 69538205985 69538205985 255.780 
gI 1 847731488 847731488 3.118 
trend 1 2253352712 2253352712 8.288 
1 58251548475 58251548475 214.264 
So*6 1 68321115726 68321115726 251.303 
s*(TI 1 862411981 862411981 3.172 
So*trend 1 2256173138 2256173138 8.299 
(Tl*e 1 59304130210 59304130210 218.136 
(Tl*al 1 105589512 105589512 0.388 
(T^^trend 1 1441737602 1441737602 5.303 
6*al 1 849214472 849214472 3.124 
fl*trend 1 2250131528 2250131528 8.277 
a^^trend 1 78707331 78707331 0.290 
So*<jl*e 1 58264178203 58264178203 214.311 
1 113823872 113823872 0.419 
s<,*<72*trend 1 1445660220 1445660220 5.318 
s*e*al 1 867902784 867902784 3.192 
So*0*trend 1 2243562098 2243562098 8.252 
8o*<rl*tTend 1 78594453 78594453 0.289 
1 106813728 106813728 0.393 
(T^*e*tiend 1 1438946658 1438946658 5.293 
<T2*(T2»trend 1 114960 114960 0 
fl*<rj*trend 1 77669416 77669416 0.286 
Residuals 6 1631205139 271867523 
157 
performs better than kriging without locational error as regards the prediction bias 
and the prediction mean square error. This is especially true in the presence of strong 
trend in the spatial domciin. Throughout Section 6.2, we assumed that the form of 
the mean function and the covariance function were known. To get a more complete 
picture of the effect of locational error on kriging, we need to investigate the interplay 
between trend estimation, covariance function (variogram) estimation, and kriging in 
the presence of locational error. Furthermore, it would be worthwhile to compare the 
posterior predictive mean from hierarchical Bayesian kriging incorporating locational 
error to both the kriging adjusted for locational error predictor and the kriging without 
locational error predictor. 
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7 CONCLUSIONS 
In this dissertation, we investigated the effect of locational error on optimal spatial 
prediction (aica, kriging). Locational error occurs during the collection of spatial data 
for a variety of reasons that we categorize as either positioning-instrument locational 
error or introduced locational error. Positioning-instrument locationaJ error occurs as a 
result of inaccuracies in the locational measuring process. Introduced locational error 
occurs when a reseajcher knowingly introduces a locational shift. Within positioning-
instrument locational error we have described two sampling scenarios for locational error; 
Model I sampling, where the researcher determines a collection of intended sample sites 
a priori and Model II sampling, where a sampling protocol, other than a set of mathe­
matical geographic co-ordinates, determines the intended sample sites. Throughout this 
dissertation, we have assumed Model I sampling. We call the proposed statistical model 
for locational error Model I. 
Assuming Model I for locational error, we have developed expressions for the spatial 
lag, the mean function, the covariance function, and the variogram adjusted for locational 
error. We have used these resxxlts to develop kriging adjusted for locational error. We 
have shown that kriging adjusted for locational error, using the mean function adjusted 
for locational error and the covariance function (variogrzun) adjusted for locational error, 
follows the basic methodology of kriging without locational error. That is, the form of 
the kriging weight vector and the prediction variance axe unchanged by incorporating 
locational error. What changes are the values of the mean function and the correlations 
between sites. In Chapter 4, we provided recommendations for when it is necessary to 
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adjust kriging to include locationai error. 
A second approach to incorporating locationai error in kriging is to apply Bayesian 
methodology. We developed a hierarchical Bayesian modeling approach to incorporate 
locationai error in spatial data analysis. The Bayesian approach offers us three advan­
tages over kriging adjusted for locationai error; (1) we can use the common covariajice 
(variogram) models employed by geostatisticians, rather than the oft times analytically 
intractable covariance (variogram) models adjusted for locationai error, (2) the Bayesian 
approach incorporates uncertainty in covariance-model parameters into the posterior pre­
dictive distribution, and (3) the Bayesian approach generates an entire distribution of 
predicted values, rather tham just one predicted value and the corresponding prediction 
variance. By properly accounting for sources of variability, the hierarchical Bayesian 
modeling approach helps us guard against placing undo trust in predictions. 
We closed the dissertation by comparing the performance of the new statistical 
methodology for incorporating locationai error in kriging against kriging without lo­
cationai error. First, we analyzed a topographical data set from Davis (1973) and com­
pared our results incorporating locationai error with results that did not incorporate 
locationai error. Second, we investigated our methodology via Monte Carlo simulation. 
We proffered guidelines as to when the added diflBculty of incorporating locationai error 
into spatial data analysis is worth the effort. As a general rule, whenever the locationai 
error is large enough to make the correlation between realized locations appreciably 
different than the correlation between intended locations, it is necessary to adjust for 
locationai error. 
160 
BIBLIOGRAPHY 
Abramowitz, M. and Stegun, I. A. (1965). Handbook of Mathematical Functions with 
Formulas, Graphs, and Mathematical Tables. Dover, New York. 
Aldworth, J. and Cressie, N. (1999). Sampling designs and prediction methods for 
Gaussian spatial processes. In Multivariate Analysis, Design of Experiments and 
Survey Sampling, S. Ghosh (Ed.), Marcel Dekker, New York, 1-54. 
Arbia, G., Griffith, D., and Haining, R. (1998). Error propagation modelling in raster 
GIS: overlay operations. International Journal of Geographic Information Science, 
12, 145-167. 
Atkinson, P. M. (1997). Simulating locational error in field-based measurements of 
reflectance. In geoEnv I - Geostatistics for Environmental Applications, A. Soares, 
J. Gomez-Hernandez, and R. Froidevaux (Eds.), Kluwer Academic Publishers, 
Dordrecht, 297-308. 
Bain, L. J. and Engelhardt, M. (1992). Introduction to Probability and Mathematical 
Statistics, second edition. PWS-Kent Publishing Co., Boston. 
Bookstein, F. L. (1986). Size and shape spaces for landmark data in two dimensions. 
Statistical Science, 1, 181-242. 
Clark, I. (1979). Practical Geostatistics. Applied Science Publishers LTD, London. 
Cordy, C. B. (1993). An extension of the Horvitz-Thompson theorem to point 
sampling from a continuous universe. Statistics & Probability Letters, 18, 353-362. 
Cox, D. D., Cox, L. H., auid Ensor, K. B. (1997). Spatial sampling and the 
environment: some issues and directions. Environmental and Ecological Statistics, 
4, 219-233. 
Cressie, N. (1985). Fitting variogram models by weighted least squares. Mathematical 
Geology, 17, 563-586. 
161 
Cressie, N. (1990). The origins of kriging. Mathematical Geology, 22, 239-252. 
Cressie, N. (1993). Statistics for Spatial Data, revised edition. John Wiley &c Sons, 
Inc., New York. 
David, H. A. (1970). Order Statistics. John Wiley & Sons, Inc., New York. 
David, H. A. (1995). First (?) occurrence of common terms in mathematical statistics. 
The American Statistician, 49, 121-133. 
Davis, J. C. (1973). Statistics and Data Analysis in Geology. John Wiley & Sons, Inc., 
New York. 
Davis, J. C. (1986). Statistics and Data Analysis in Geology, second edition. John 
Wiley & Sons, Inc., New York. 
Diggle, P. J., Tawn, J. A., and Moyeed, R. A. (1998). Model-based geostatistics. 
JRSSC: Applied Statistics, 47, 299-350. 
Diner, D. D., Davies, R., Di Giorlamo, L., Horvath, A., Moroney, C., Muller, J. -P., 
Paradise, S. R., Wenkert, D., and Zong, J. (1997). MISR: Multi-angle Imaging 
Spectro'Radiometer. Level 2 Cloud Detection and Classification Algorithm 
Theoretical Basis. Technical Report #JPL D-11399, Rev. C, Jet Propulsion 
Laboratory, California Institute of Technology, Pasadena, CA. 
Dowling, M. M., GriflSn, P. M., Tsui, K.-L., and Zhou, C. (1997). Statistical issues in 
geometric feature inspection using coordinate measuring machines. 
Technometrics, 39, 3-17. 
Fisher, R. A. (1921). Studies in crop variation. I. An examination of the yield of 
dressed grain from Broadbalk. Journal of Agricultural Science, 11, 107-135. 
Fisher, R. A. and MacKenzie, W. A. (1922). The correlation of weekly rainfall. 
Quarterly Journal of the Royal Meteorological Society, 48, 234-242. 
Gelman, A., Carlin, J. B., Stem, H. S., and Rubin, D. B. (1995). Bayesian Data 
Analysis. Chapman & Hall, London. 
Geman, A. and Geman, D. (1984). Stochastic relaxation, Gibbs distributions, and the 
Bayesian restoration of images. IEEE Transactions on Pattern Analysis and 
Machine Intelligence, PAMI-6, 721-741. 
Goodchild, M. (1989). Modeling error in objects tind fields. In The Accuracy of Spatial 
Databases, M. Goodchild and S. Gopal, (Eds.), Taylor Frcincis, London, 107-113. 
162 
Guttorp, P. (1994). Comment on "An approach to statistical spatial-temporal 
modeling of meteorological fields." By Handcock, M. S. and Wallis, J. R., Journal 
of the American Statistical Association, 89, 382-384. 
Raining, R. and Arbia, G. (1993). Error propagation through map operations. 
Technometrics, 35, 293-305. 
Handcock, M. S. (1989). Inference for spatial Gaussian random fields when the 
objective is prediction. Unpublished Ph.D. thesis. University of Chicago, 
Department of Statistics. 
Handcock, M. S. and Stein, M. L. (1993). A Bayesian analysis of kriging. 
Technometrics, 35, 403-410. 
Handcock, M. S. and Wallis, J. R. (1994). An approach to statistical spatial-temporal 
modeling of meteorological fields. Journal of the American Statistical Association, 
89, 368-390. 
Haylock, R. and O'Hagan, A. (1996). On inference for outputs of computationally 
expensive algorithms with uncertainty on the inputs. In Bayesian Statistics 5, 
J. M. Bernardo, J. 0. Berger, A. P. Dawid, and A. F. M. Smith (Eds.), Oxford 
University Press, 629-637. 
Heuvelink, G. B. M. (1996). Identification of field attribute error under different 
models of spatial variation. International Journal of Geographic Information 
Systems, 10, 921-935. 
Heuvelink, G. B. M. (1998). Uncertainty analysis in environmental modeling under a 
change of spatial scale. Nutrient Cycling in Agroecosystems, 50, 255-264. 
Hogg, R. V. and Craig, A. T. (1978). Introduction to Mathematical Statistics, fourth 
edition. Macmillan Publishing Co., Inc., New York. 
Joumel, A. G. and Huijbregts, C. J. (1978). Mining Geostatistics. Academic Press, 
London. 
Kahn, R. (1995). What shall we do with the data we are expecting in 1998? 
Proceedings of the Massive Data Sets Workshop, July 7 8, 1995, Nationeil 
Academy of Sciences, Washington, D.C. 
Kitanidis, P. K. (1986). Parameter uncertainty in estimation of spatial fxmctions: 
Bayesian analysis. Water Resources Research, 22, 499-507. 
163 
Kolmogorov, A. N. (1941). The local structure of turbulence in cin incompressible fluid 
at very large Reynolds numbers. Doklady Akademii Nauk SSR, 30, 301-305 
(reprinted in Turbulence: classic papers of statistical theory, S. K. Friedlzmder and 
L. Topping (Eds.): International Science Publishers, New York, 1961, 151-155). 
Krumbein, W. C. and Graybill, F. A. (1965). An Introduction to Statistical Modeis in 
Geology. McGraw-Hill, New York. 
Le, N. D. and Zidek, J. V. (1992). Interpolation with uncertain spatial covariances: a 
Bayesian alternative to kriging. Journal of Multivariate Analysis, 43, 351-374. 
Mardia, K. V. and Marshall, R. J. (1984). Maximum likelihood estimation of models 
for residual covariance in spatial regression. Biometrika, 71, 135-146. 
Mardia, K. V. and Watkins, A. J. (1989). On multimodality of the likelihood in the 
spatial linear model. Biometrika, 76, 289-295. 
O'Hagan, A., Kennedy, M. C., and Oakley, J. E. (1998). Uncertainty analysis and 
other inference tools for complex computer codes. In Bayesian Statistics 6, 
J. M. Bernardo, J. 0. Berger, A. P. Dawid, and A. F. M. Smith (Eds.), Oxford 
University Press, 311-329. 
Omre, H. (1987). Bayesian kriging - merging observations and qualified guesses in 
kriging. Mathematical Geology, 19, 25-39. 
Omre, H. and Halvorsen, K. B. (1989). The Bayesicin bridge between simple and 
universal kriging. Mathematical Geology, 21, 767-786. 
Opsomer, J. D., Ruppert, D., Wand, M. P., Hoist, U., and Hossjer, O. (1998). Kriging 
with nonparametric variance function estimation. Working Paper 98-WP 188, 
Center for Agricultural and Rural Development, Iowa State University, Ames, lA. 
To appear in Biometrics. 
Owen, D. B. (1962). Handbook of Statistical Tables. Addison-Wesley Publishing 
Company, Inc., Reading, MA. 
Patel, J. K. aJid Read, C. B. (1982). Handbook of the Normal Distribution. Maxcel 
Dekker, Inc., New York. 
Ripley, B. D. (1981). Spatial Statistics. John Wiley Sons, Inc., New York. 
Ripley, B. D. (1988). Statistical Inference for Spatial Processes. Cambridge University 
Press, Cambridge, MA. 
Searle, S. R. (1971). Linear Models. John Wiley & Sons, Inc., New York. 
164 
Stern, H. and Cressie, N. (1999). Inference for extremes in disease mapping. In Disease 
Mapping and Risk Assessment for Public Health, A. Lawson, et al. (Eds.), John 
Wiley & Sons, Inc., Chichester, 63-84. 
Stevens, D. L., Jr. (1997). Variable density grid-based sampling designs for continuous 
spatial populations. Enmronmetrics, 8, 167-195. 
Thiebaux, H. J., (1976). Anisotropic correlation functions for objective analysis. 
Monthly Weather Review, 104, 994-1002. 
Warnes, J. J. (1986). A sensitivity analysis for universal kriging. Mathematical 
Geology, 18, 653-676. 
Wames, J. J. and Ripley, B. D. (1987). Problems with likelihood estimation of 
covarizmce functions of spatial Gaussian processes. Biometrika, 74, 640-642. 
Woodbury, A. D. (1989). Bayesian updating revisited. Mathematical Geology, 21, 
285-308. 
Yaglom, A. M. (1962). An Introduction to the Theory of Stationary Random 
Functions. Prentice-Hall (as of 1973, published by Dover, New York). 
165 
ACKNOWLEDGMENTS 
I am indebted to my major professor, Noel Cressie, for his stewardship of my research. 
I am thankful for his comments, recommendations, ajid words of advice. 
My thanks to the members of my committee; Soimiendra Lahiri, Jennifer Davidson, 
Stephen Vaxdeman, and Michael Daniels for many helpful suggestions and thought-
provoking questions. 
I thank the administrative and support staff of the Department of Statistics for 
making my life much easier and far more enjoyable these past four years. 
I also offer heartfelt thanks to my classmates for many stimulating discussions and 
memorable times. Special thanks to Michael Schuckers and Deanne Reber for the help 
they have given me throughout my time in Ames. 
And, most importantly, I would like to thzmk my family for their unconditional love 
and generous support. Without the encouragement of my parents, Joseph and Ann, my 
brother, Joe, my sister-in-law, Jenna, my nieces, Gabrielle eind Madison, and my sister, 
Anita, I could not have completed this work. 
This research was supported in part by the United States Environmental Protection 
Agency imder Assistance Agreement Number CR 822919-01-1. 
