The existing maximum likelihood theory and its computer software in structural equation modeling are established on the basis of linear relationships among latent variables with fully observed data. However, in social and behavioral sciences, nonlinear relationships among the latent variables are important for establishing more meaningful models and it is very common to encounter missing data. In this article, an EM type algorithm is developed for maximum likelihood estimation of a general nonlinear structural equation model with ignorable missing data which are missing at random with an ignorable mechanism. To avoid computation of the complicated multiple integrals involved in the conditional expectations, the E-step is completed by a hybrid algorithm that combines the Gibbs sampler and the MetropolisHastings algorithm; while the M-step is completed efficiently by conditional maximization.
Introduction
Structural equation models (SEMs) such as those in the well known packages like LISREL (Jöreskog & Sörbom, 1996) , EQS (Bentler, 1992) , and others are widely used in social and psychological research for assessing relationships among latent variables. While the statistical theory upon which these software packages are based involves linear structure equations, researchers now recognize that allowing nonlinear relations among latent variables leads to models that more accurately represent reality, see for example Ajzen and Fishbein (1980) , Bagozzi, Baumgartner and Yi (1992) and articles in Schumacker and Marcoulides (1998) , among others. Hence, a lot of attention has been focused on developing methods for analyzing nonlinear SEMs. Historically, nonlinear factor analysis was explored by McDonald (1962, 1979) , and then followed by Etezadi-Amoli and McDonald (1983) , and Zhu and Lee (1998) , among others. Recently, a number of extensions of Kenny and Judd's (1984) approach have been proposed, see for example Jaccard and Wan (1995) , Jöreskog and Yang (1996) , Ping (1996) , Bollen and Paxton (1998) . Except Bollen and Paxton (1998) , the basic approach of these extensions is to add artificial products of manifest variables in the analysis to account for the nonlinear relationships among the latent variables. Then, the estimates are obtained via the LISREL (Jöreskog & Sörbom, 1996) program, using its option relating to the maximum likelihood (ML) estimation with nonlinear constraints. However, as this relatively simple approach is different from the true ML approach, it may not be statistically sound. For example, as the distribution of the products of indicators is non-normal, results obtained via the usual ML theory are unreliable. To overcome the shortcomings of the above approach, Arminger and Muthen (1998) , and Lee and Zhu (2002) respectively developed the Bayesian and ML approaches for a nonlinear SEM with continuous data. The Bayesian approach was extend by Lee and Zhu (2000) to handle mixed continuous and polytomous data.
In this article, we will focus on the ML analysis of a general nonlinear SEM with missing data. The ML approach is an important statistical procedure which has many optimal properties such as consistency, efficiency, etc. Moreover, it is also the foundation of many important statistical methods, for example, the likelihood ratio test, the Bayes factor (see Berger & Perrrichi, 1996; Kass & Raftery, 1995) and statistical diagnostics such as the Cook's distance (Cook, 1977) and local influence analysis (Cook, 1986) , among others. Furthermore, since it is very common to encounter missing data in practice, we will develop our ML method in the presence of missing data that are missing at random (MAR), see Little and Rubin (1987) . Analyzing of missing data has been a focus of attention in statistics, and it is still an extremely active area of research, see for example Little and Rubin (1987) , Efron (1994) , among many others. However, according to our knowledge, there are no existing methods for analyzing nonlinear SEMs with missing data. In fact, even for linear SEMs, contributions to the missing data problem are relatively limited. Lee (1986) and Allison (1987) formulated SEMs with missing data as a multi-sample model by treating observations with the same missing pattern as a group and then imposing equality restrictions on the parameters across groups in the estimation. If the sample sizes in some missing patterns are small, the corresponding sample covariance matrices are singular and the iterative procedure may fail to converge. Jamshidian and Bentler (1999) proposed the well-known EM algorithm (Dempster, et al., 1977) for ML estimation of mean and covariance structures with missing data. They utilized the modules already available in a standard complete data program for computing the gradient vector and the information matrix of their complete-data log-likelihood in the M-step. As conditional expectations with respect to the second moments of the random observations were taken in the E-step, the problem due to small sample sizes in some missing patterns vanished. However, the above cited methods cannot be applied to nonlinear SEMs. For example, in Jamshidian and Bentler's approach, owing to the complex distributions induced by the nonlinear latent variables, it is very difficult to derive and evaluate the conditional expectations and the information matrix of their complete-data log-likelihood.
The present work is motivated by the 'Accelerated Schools for Quality Education (ASQE) Project' in Hong Kong, which was conducted by the Faculty of Education and Hong Kong Institute of Educational Research, The Chinese University of Hong Kong. This project is an adaption of the 'Accelerated Schools Projects' initiated by H.M. Levin (see, e.g. Levin, 1998) in the United States, with focus on a process of helping schools achieve an internal cultural change in order to be self-reliant in attaining school-based goals in self-improvement. Among the large number of objectives of this huge project (see ASQE Project, Final Report, 2002) , one particular issue is related with the 'job satisfaction' of the teachers and (i) their 'empowerment' to identify and solve the school's problems, and (ii) the 'school values inventory'.
These latent variables are important in the cultivation of their own and their peers' skills in improving their teaching skills and practice. As pointed out by Lee (2001) , the building of teacher capacity is a key to accelerating the learning of students. The primary goal of our analysis to apply a nonlinear structural equation model to assess the relationships of the above mentioned latent variables. As a large number of missing entries are found in the manifest variables that were used as indicators for the latent variables, development of the ML analysis with missing data is required.
For the proposed nonlinear SEM with missing data, owing to the nonlinear relations among the latent variables and the presence of the missing data, the joint distribution of the observed-data is complicated. Hence, the observed-data log-likelihood function is intractable, and obtaining the ML estimates by direct maximization of this function is extremely difficult.
In this article, we will apply the well-known EM algorithm (Demspter, Laird & Rubin, 1977 ) to obtain the ML estimate. In our approach, in addition to the real missing data, we will treat the latent variables as hypothetical missing data. Still, due to the complexities associated with the missing data structure and the nonlinearity of the model, the E-step of the algorithm, which involves the computation of high-dimensional complicated integrals induced by the conditional expectations, is intractable. To solve this difficulty, we propose to approximate the conditional expectations by sample means of observations simulated from the appropriate conditional distributions. We will develop a hybrid algorithm that combines two advanced computational tools in statistics, namely the Gibbs sampler (Geman & Geman, 1984) and the Metropolis-Hastings (MH) algorithm (Metropolis et al., 1953; Hastings 1970) for simulating the observations. The Gibbs sampler and the MH algorithm are useful Markov chain Monte Carlo (MCMC) methods that have been applied successfully to a lot of complicated statistical problems. The M-step also does not have a closed form solution. In this paper, we use the conditional maximization (Meng & Rubin, 1993) to complete this step. Hence, the proposed algorithm is a Monte Carlo EM (MCEM) type algorithm (see, Wei & Tanner, 1990) and is quite different from the EM algorithm developed in Jamshidian and Bentler (1999) . The bridge sampling (Meng & Wong, 1996) is used to monitor the convergence of the algorithm.
The description of the nonlinear SEM with ignorable missing data is given in Section 2, together with a brief discussion of the ML estimation. The development of the MCEM algorithm is presented in Section 3. In order to illustrate the proposed methodology and its empirical performance, results obtained from a simulation study and analysis of a real example in relation with the ASQE project are presented in Section 4. A discussion is given in Section 5 and some technical details are given in the Appendix.
A Nonlinear SEM with Ignorable Missing Data
Consider a model with p × 1 random vectors that satisfy the following measurement model:
where µ is a p × 1 mean vector, Λ is a p × q matrix, ω i is q × 1 latent vector, and i is a p × 1 random vector of error measurements with distribution
is assumed that ω i and i are independent. Suppose the latent vector ω i is partitioned into
where η i is a q 1 × 1 vector, ξ i is a q 2 × 1 vector and q 1 + q 2 = q. Moreover, suppose that the partitioned latent vectors satisfy the following nonlinear structural equation:
where
T is a r × 1 non-zero vector-valued function with non-zero, linearly independent differentiable functions f 1 , · · · , f r and usually r ≥ q 2 , and B and Γ are q 1 × q 1 and q 1 × r matrices of unknown parameters, Moreover, it is assumed that B 0 = I − B is nonsingular and |B 0 | is a constant, ξ i and δ i are independently distributed as N (0, Φ) and
the nonlinear structural equation (2) can be written as
The nonlinear SEM defined by (1) and (2) (or (3)) is rather general. Let
be appropriate partitions that corresponding to the partition of ω, then the measurement equations in (1) are equivalent to x = µ x + Λ x η + x , and y = µ y + Λ y ξ + y ;
which are the measurement equations of a LISREL (Jöreskog & Sörbom, 1996) 
The proposed nonlinear model is not identified without appropriate identification conditions. As an example of the indeterminacy, we note that an equivalent form of model (1) is u = µ + Λ * ω * + , where Λ * = ΛR and ω * = R −1 ω for any nonsingular matrix R. Similar to linear SEMs, it is rather difficult to derive necessary and sufficiently conditions for achieving an identified model. However, methods for solving the identification problem do exist. One common and simple method is to fix appropriate parameters at preassigned known values.
For the above mentioned indeterminacy relating to our model, it can be handled by fixing appropriate elements of Λ at some known values so that the only possible choice of R is the identity matrix. Similarly, appropriate elements in B and Γ may also be fixed at known values if necessary. These fixed known values are not treated as unknown parameters. Let θ be the parameter vector that includes all unknown structural parameters in µ, Λ, Ψ , B, Γ, Ψ δ and Φ. In the following analysis, we will assume that the model defined by these unknown parameters is identified.
To deal with the missing data problem, let u i = {u i,obs , u i,mis }, where u i,obs represents the observed entries, while u i,mis represents the missing entries. We assume that the missing data are missing at random (MAR) with an ignorable mechanism (see, Little & Rubin, 1987) .
For a fully observed data point u i , u i,obs and u i,mis is not relevant. This kind of missing data is rather common in behavioral and educational research; for example, data with missing entries in classroom surveys and/or longitudinal studies. Let U obs = {u i,obs ; i = 1, · · · , n} and U mis = {u i,mis ; i = 1, · · · , n}, and U = (U obs , U mis ). Since for each i = 1, · · · , n, the number of missing entries and their positions in u i can be varied, there may be a lot of missing patterns in U obs ; moreover, the sample sizes in the patterns can be very small and very different. Most existing methods for analyzing SEMs with missing data may encounter computational or theoretical difficulty when dealing with this general kind of missing data.
The main objective of this paper is to obtain the ML estimate of θ and standard errors on the basis of the observed-data U obs .
The log-likelihood function L o (U obs |θ) = log p(U obs |θ) based on the observed data can be written as
Owing to the nonlinearity of G(ω), the multiple integral involved in this log-likelihood function does not have an explicit form and its dimension is very large. This function is further complicated due to the existence of missing data. Hence, it is very difficult to obtain ML estimate by direct maximization of L o (U obs |θ).
Inspired by the key idea of the EM algorithm, we will augment U obs with U mis in the ML estimation. But still, the resulting log-likelihood function is intractable owing to the nonlinearity of G(ω). To handle this difficulty, a further data augmentation scheme (Tanner & Wong, 1987 ) is adopted. Let Z = (ω 1 , · · · , ω n ) be the matrix of latent variables. We will treat Z as hypothetical missing data, and further augment (U obs , U mis ) with Z. It turns out that ML estimation on the basis of the complete-data set (U obs , U mis , Z) = (U, Z) is comparatively easier to deal with. This useful strategy has been widely applied to solve many statistical problems (see, e.g. Meng & van Dyk, 1997 and reference therein); and in particular, see Rubin and Thayer (1982) , Liu and Rubin (1998) , and Lee and Tsang (1999) for applications to single-level and multi-level linear factor analysis models.
From (1) and (2), it can be shown that
Now, the ω i in (5) are considered as missing data. It can be seen that L c (X|θ) given in (5) is much simpler than L o (U obs |θ) given in (4). The ML estimate of θ will be obtained by solving the missing data problem associated with L c (X|θ) via the MCEM algorithm to be developed in the next section.
A MCEM Algorithm
The EM algorithm (Dempster et al. 1977 ) is well recognized as the most important method for solving ML problems with missing data. In our application, it is implemented as follows: At the rth iteration with a current value θ (r) ,
where the expectation is taken with respect to the joint conditional distribution of (U mis , Z)
given U obs and θ (r) .
Due to the complexity of G(ω i ) and the existence of the real missing data, it is difficult to evaluate directly the conditional expectations involved in the E-step. Inspired by the idea given in Wei and Tanner (1990) , the E-step is approximated by a sufficiently large number of observations simulated from the conditional distribution of (U mis , Z) given U obs and θ (r) .
A hybrid algorithm that combines the Gibbs sampler and the MH algorithm is developed for this purpose. Since the M-step also does not have a closed form solution, θ (r+1) will be obtained via a sequence of conditional maximization steps (see Meng and Rubin, 1993) .
Thus the proposed EM algorithm can be regarded as a Monte Carlo EM algorithm (Wei & Tanner, 1990) . As we will see, the computational burden of the MCEM algorithm in solving our problem is not heavy.
Execution of the E-step via the Hybrid Algorithm
Let h(U mis , Z) be a general function of U mis and Z that involved in Q(θ|θ (r) ), its conditional expectation given U obs and θ is approximated bŷ
} is a sufficiently large sample simulated from the joint conditional distribution p(U mis , Z|U obs , θ). See more concrete examples given in (10) below.
The following Gibbs sampler (Geman & Geman, 1984 ) is used to sample these observations.
At the kth iteration with current values U (k) mis and Z (k) ,
Step I: Generate U (k+1) mis from p(U mis |U obs , θ, Z (k) ), and
Step II: Generate Z (k+1) from p(Z|U obs , θ, U
mis ).
For i = 1, · · · , n, since u i are mutually independent, u i,mis are also mutually independent.
Since Ψ is diagonal, u i,mis is conditionally independent with u i,obs given ω i . Hence, it follows from (1) that
p(u i,mis |θ, ω i ), and
where µ i,mis is a p i × 1 subvector of µ and Λ i,mis is a p i × q submatrix of Λ with rows corresponding to observed components deleted, and Ψ i,mis is a p i × p i submatrix of Ψ with the appropriate rows and columns deleted. In general, the structure of U mis may be very complicated with a large number of missing patterns having different positions of missing entries, however, the corresponding conditional distribution only involves a product of very simple normal distributions. The computational burden for simulating U mis is light.
Given the matrices of latent variables Z and missing data U mis , the complicated nonlinear SEM as defined by (1) and (2) reduces to the more familiar simultaneous equation model.
Hence, the complexity induced by the nonlinearity of random latent variables and missing entries is greatly alleviated. For a ω i in Z, it can be shown on the basis of the definition of the model and its assumptions that p(ω i |U obs , θ, U mis ) = p(ω i |U, θ) = p(ω i |u i , θ) and it is proportional to exp{ 1 2 ξ
The associated distribution is nonstandard and rather complex. Thus, we have to use the MH algorithm (Metropolis et al., 1953; Hastings, 1970) for simulating observations efficiently from it. The MH algorithm is a well-known MCMC method that has been widely used for simulating observations from a target density via the help of a proposal distribution from which it is easy to sample. Here p(ω i |u i , θ) is taken as the target density. Based on the suggestion given in Roberts (1996) , it is natural to choose N [·, σ 2 Ω] as the proposal distribution, where σ 2 is a chosen value, and
where ∆ = ∂F (ξ)/∂ξ T | ξ=0 . The MH algorithm is implemented as follows: At the kth iteration with a current value ω
2 Ω], and accepting this new candidate ω * i as ω
with the probability
where p(ω i |u i , θ) is obtained via (8). The quantity σ 2 can be chosen such that the average acceptance rate is approximately 0.25 or more, see Gelman, et al. (1995) . According to our empirical experience, the MH algorithm is efficient for our problem. Other alternative such as the 'Independence sampler' or 'Langevin-Hastings' algorithms may also be considered. Conditional expectations of the complete-data sufficient statistics required to evaluate the Estep can be approximated via these random observations as follows: Let u
, and E(ω i u
Maximization Step
At the M-step, we need to maximize Q(θ|θ (r) ) with respect to θ. This is equivalent to solve the following system of equations:
For k = 1, · · · , p; j = 1, · · · , q 1 , let u i(k) be the kth entry of u i , η i(j) be the jth entry of η i , and Λ k and Π j be the kth and the jth rows of Λ and Π, respectively. It can be shown that
These simultaneous equations cannot be solved in closed form. Based on the idea given in Meng and Rubin (1993) , the solution required in the M-step can be obtained by several computationally simpler conditional maximizations. Conditional on the other parameters, the solution of the individual equation given in (12) can be obtained as follows:
The M-step of the MCEM algorithm is completed by substituting the conditional expectations given in (10) to (13).
Another simpler method to complete the M-step is based on the idea of a Stochastic EM algorithm as below.
i,mis be estimates of ω i and u i,mis via the simulated observations obtained from the E-step. Givenω i = (η i ,ξ i ), and u i = (û i,mis , u obs ), i = 1, · · · , n and consider these as observed data, the models defined by
(1) and (2) becomeŝ
Hence, the unknown parameters can be obtained by solving the above simultaneous regression model. However, as pointed out by Marschner (2001) , the estimates obtained by this method is less optimal than the estimates obtained by solving (11). Moreover, since the conditional maximization approach gives a closed form solution, see (13), the saving in computing time by the simpler Stochastic EM method is not significant. As a result, the Stochastic EM is not used in this paper.
Monitor Convergence of MCEM via Bridge Sampling
In the context of our nonlinear SEM model with missing data, determining the convergence of the MCEM algorithm is not straightforward. As pointed out by Meng and Schilling (1996) , owing to the variability introduced by simulation at the E-step, the log-likelihood function can still 'zigzag' along its iterates even without implementation or numerical errors. Moreover, some numerical method has to be used because we cannot evaluate the observed-data log-likelihood analytically. If we cannot accurately compute the observeddata log-likelihood values, then we will not be able to judge whether any large fluctuation is due to the implementation errors, to the numerical errors in computing the log-likelihood values, or to nonconvergence of the MCEM algorithm. According to the recommendation of Meng and Schilling (1996) , the following bridge sampling will be used to solve the above problems.
First note that in monitoring the convergence of a likelihood, only the changes in likelihood values are of interest, and these changes can be revealed via the logarithm of the ratio of two consecutive likelihood values. For our situation, this ratio is given by
.
Owing to the complexity of p(U obs |θ), see (4), exact value of R(θ (r+1) , θ (r) ) is difficult to obtain. However, based on the reasons given in Meng and Schilling (1996) , it can be approx-
where U r,(m) mis and Z r,(m) , m = 1, · · · , M are random observations generated from p(U mis , Z| U obs , θ (r) ) by the hybrid algorithm. In determining the convergence of the MCEM algorithm, we plotR[θ (r+1) , θ (r) ] against r, the index of iteration. Approximate convergence is claimed to be achieved if the plot shows a curve converging to zero.
Standard Error Estimates
Standard error estimates of the ML estimates can be obtained by inverting either the Hessian matrix or the information matrix of the log-likelihood function based on observed data U obs . As expected, these matrices are again not in closed from. Hence, we use an identity of Louis (1982) and random samples generated from p(U mis , Z|U obs ,θ) via the MH algorithm to obtain standard error estimates. It follows from Louis (1982) that
where expectations involved in the first and second terms on the right hand side are taken with respect to the conditional distribution of (U mis , Z) given U obs and θ, and the whole expression is evaluated atθ. Again, these expectations are difficult to evaluate analytically; but they can be approximated respectively by the sample mean and the sample covariance matrix of the random sample {(U
mis , Z (m) ); m = 1, · · · , M 1 } generated from p(U mis , Z|U obs ,θ) using the hybrid algorithm. Thus,
Detailed expressions for these derivatives are given in Appendix I. Finally, the standard errors are obtained from the diagonal elements of −∂ 2 L c (U obs |θ)/∂θ∂θ T , evaluated atθ.
Simulation Study and A Real Example

Simulation Study
Results obtained from a simulation study are presented here to illustrate the empirical accuracy of the ML approach as its associated MCEM algorithm on the basis of the fully observed data, and the data with missing entries together with the fully observed data. A data set U was generated from the model defined in (1) and (2), where
the latent vector ω is equal to (η, ξ 1 , ξ 2 ) T , and η = γ 1 ξ 1 + γ 2 ξ 2 + γ 3 ξ 1 ξ 2 + γ 4 ξ 2 1 + γ 5 ξ 2 2 + δ.
The structure and the true values of the population parameters in the model are given by parameters with asterisk are treated as fixed and will not be estimated. Two sample sizes n = 300, n = 800 and a total of 100 replications were considered. For each replication with n = 300, the MAR missing data were created via the following steps: (i) 150 fully observed data points were randomly selected; the sample means,ū j , j = 1, · · · , 6, were computed on the basis of observations from this random sample. (ii) In each and every element u (1) , · · · , u (6) of the remaining 150 observations, we generated randomly an observation v from N [0, 1] to decide whether that element is missing or not. More specifically, for each and every u i , we generate randomly six independent observations v i(j) , j = 1, · · · , 6 from N [0, 1], then u i(1) was deleted only if v i(1) >ū 1 , u i(2) was deleted only if v i(2) >ū (2) , u i(3) was deleted only if v i(3) <ū (3) − 0.5, u i(4) was deleted only if v i(4) >v (4) + 0.5, u i(5) was deleted only if v i(5) <ū (5) − 1.0, and u i(6) was deleted only if v i(6) <ū (6) − 1.0. Hence, the probability of non-response depends on the fully observed data points and the missing data are MAR.
Since there exists a small number of the remaining observations that have no entries deleted, the number of fully observed data points is larger than 150. We observe that the average number of fully observed data points over the 100 replications is about 173. We use the same method to create MAR missing data for each replication for n=300 with 50 fully observed data in the initial sample at step (i); and n=800 with 300 and 100 fully observed data in the initial sample at step (i). The average numbers of fully observed data points over the 100 replications are about 85, 372 and 199, respectively.
The total number of unknown parameters in this simulation study is 24. ML estimates were obtained using: (A) only the fully observed data points (FO Data), and (B) fully observed data and data with missing entries (ALL Data). The proposed MCEM algorithm was used to produce the ML estimates and standard errors estimates in 100 replications in each of the cases (A) and (B). In the MH algorithm of the E-step, we set σ 2 = 2.0 for all iterations in the proposal distribution to give an approximate acceptance rate 0.30. The number of observations generated from the conditional distribution p(U mis , Z|U obs , θ) via the hybrid algorithm for completing the E-step at the rth iteration of the MCEM algorithm was 30 + 10r. Hence, this number was increased with the EM iteration and was larger near convergence where parameters values in the conditional distribution are closer to the ML estimates. Starting values for diagonal elements in Ψ and Ψ δ were all set to 1.0 and starting values for the remaining unknown parameters were equal to 0.0. We initially conducted a few test runs of the algorithm to decide the number of iterations required for convergence, and observed that the ratio R k of the bridge sampling is sufficiently small in within 50
iterations. See Figure 1 for a summary of convergence in a randomly selected test run. To be conservative, we took the parameters values at the 100th iteration as the ML estimates in all the replications of the simulation study. Finally, the standard error estimates were obtained via (16) Table 2 , we are confident that the computation method gives reliable results even on the basis of modest sample sizes with a pretty large fraction of missing information. Using a SUN Enterprise 4500 Server, the average computing times required for one replication with n=300 and n=800 are roughly 6 minutes and 20 minutes, respectively.
An Illustrative Example
A small portion of the data set collected in the ASQE project is analyzed in this example. Although other structures for the loading matrix can be considered in the formulation of the model, we choose the structure that gives non-overlapping latent factors for clear interpretation. The following structure for the factor loading matrix is used:
As an illustration, the following nonlinear structural equation is considered to assess the linear effects of ξ 1 and ξ 2 , and quadratic effect of ξ 2 : η = γ 1 ξ 1 + γ 2 ξ 2 + γ 3 ξ 2 2 + δ. At the rth iteration of the MCEM algorithm, 30 + 2r observations were generated from the conditional distribution p(U mis , Z|U obs , θ) via the hybrid algorithm for completing the E-step. In all iterations of the MH algorithm, we set σ 2 = 1.0 in the proposal distribution to give an approximate acceptance rate 0.41. Starting value for µ was set equal to the sample mean vector obtained on the basis of the fully observed data points, starting values for the diagonal elements in Ψ and Ψ δ were equal to 1.0, and starting values for the remaining parameters were equal to 0.0. The first ratioR(θ (2) , θ (1) ) is equal to 1147.83, it decreases quickly to 457.60 at the next iteration. Convergence summary after the 6th iteration is presented in Figure 2 . We take the parameters values at the 200th iteration as their ML estimates.
Since there are many missing entries and the missing patterns are rather complicated, we take 20,000 additional observations from p(U mis , Z|U obs , θ) with 400 burn-in iterations in the computation of standard errors estimates. Results are reported under the columns 'ALL Data' in Table 5 . On the basis ofγ 3 and its standard error estimate, we see that the quadratic effect of ξ 2 is significant. For the sake of comparison, ML estimates are also obtained on the basis of the fully observed data; they are presented under the 'FO Data' columns in Table   5 . Clearly, there are substantial differences between these two type of estimates. Moreover, most of the standard error estimates associated with the ML estimates obtained by using the fully and partially observed data are smaller than those obtained by just using the fully observed data.
To summarize, we have establish a nonlinear SEM with three non-overlapping factors:
'job satisfaction, η', 'school value inventory, ξ 1 ' and 'teachers empowerment, ξ 2 '. ML estimates obtained from all the data suggest the following nonlinear structural equation for the relationships of the latent variables:
The interpretation is that teachers' empowerment not only has a linear effect but also a quadratic effect on their job satisfaction. This finding may have a strong impact to the administrators on deciding their school policy and their relation with their teachers. On the other hand, ML estimates obtained from the fully observed data suggest the following relationships:
Comparing (18) and (17), we see that based on the inferior estimates, the causal effect of 'school value inventory' to 'job satisfaction' is increased, whilst the causal effect of 'teachers empowerment' is decreased significantly. Other straightforward interpretations on the factor loadings, correlations, etc. are not reported to save space.
Discussion
Owing to the nonlinear relationships among the latent variables in the structural equation and the nature of the tedious missing patterns, analysis of nonlinear SEMs with missing data is highly non-trivial. In this article, we have demonstrated how some powerful computation tools in statistics, namely the EM algorithm, the Gibbs sampler, the MH algorithm, the conditional maximization, and the bridge sampling, can be applied with the data augmentation idea for fitting this complicated model. Standard errors of the estimates are computed via Louis (1982) formulae. An important feature in the development is to approximate the complicated conditional expectations involved, which are intractable multiple integrals, via sufficiently large samples simulated from the appropriate conditional distributions. Thanks to the efficient methods for simulating observations from conditional distributions, the underlying computing burden is acceptable. The efficiency of the proposed MCEM algorithm may be improved by a more subtle scheme in selecting the number of Gibbs draws M at the E-step, see for example the suggestions in Booth and Hobert (1999) in the context of generalized linear mixed models. However, this kind of modification has to be approached on a problem-by-problem basis.
The proposed method can be applied to assess very general relationships among the latent
variables as well as to analyze missing data with general missing patterns and small sample sizes within the patterns. However, there are some basic assumptions. For example, although the distribution of the manifest random vector u is not necessarily normal, distributions of the latent random vector ξ and error measurements and δ are assumed to be normal. Since the proposed MCEM algorithm produces a sample of ξ, its normality assumption can be assessed by investigation of this generated sample via standard method in data analysis.
The normality assumption of and δ can be assessed via the following estimates of residuals:
Moreover, based on the ML estimates, local influence analysis (see Lee & Wang, 1996) on the minor perturbations of this complicated model for identifying influential features in es-timation and potential outliers can be investigated by the approach of Zhu and Lee (2001) .
Furthermore, developing efficient statistical procedure for model comparison is clearly useful.
For instance, in our illustrative example, it is interesting to compare the models with structural equations (17) and (18); and model with quadratic effect to models with interaction effect and/or with both interaction and quadratic effects. Finally, it is important to develop statistical method for two-level nonlinear SEMs so that the possible cluster nature can be taken into account. To keep this article at a reasonable length, detailed developments of methods for the above issues have to be reported in subsequent papers.
Appendix
The second partial derivatives of the complete-data log-likelihood L c (X|θ) with respect to parameters can be obtained by using some basic matrix derivatives. Let δ st be the Kronecker delta and φ k be the kth element of Φ. For s, t = 1, · · · , p; k = 1, . . . , q 1 , the explicit expressions of the second partial derivatives are listed as follows: 
