DA-VLAD: Discriminative action vector of locally aggregated descriptors for action recognition by Murtaza, Fiza et al.
This is a postprint version of the following published document:
Murtaza, F., Yousaf, M.H. y Velastin, S.A. (2018). DA-VLAD: 
Discriminative Action Vector Of Locally Aggregated Descriptors 
for Action Recognition. In 2018 25th IEEE International 
Conference on Image Processing (ICIP).
DOI: https://doi.org/10.1109/ICIP.2018.8451255
© 2018 IEEE. Personal use of this material is permitted. Permission from IEEE 
must be obtained for all other uses, in any current or future media, including 
reprinting/republishing this material for advertising or promotional purposes, 
creating new collective works, for resale or redistribution to servers or lists, or 
reuse of any copyrighted component of this work in other works. 
DA-VLAD: DISCRIMINATIVE ACTION VECTOR OF LOCALLY AGGREGATED
DESCRIPTORS FOR ACTION RECOGNITION
Fiza Murtaza? Muhammad Haroon Yousaf? Sergio A. Velastin SMIEEEy
? Department of Computer Engineering, University of Engineering and Technology Taxila, Pakistan
yUniversity Carlos III Madrid, Spain and Queen Mary University of London, UK
ABSTRACT
In this paper, we propose a novel encoding method for the repre-
sentation of human action videos, that we call Discriminative Ac-
tion Vector of Locally Aggregated Descriptors (DA-VLAD). DA-
VLAD is motivated by the fact that there are many unnecessary and
overlapping frames that cause non-discriminative codewords during
the training process. DA-VLAD deals with this issue by extracting
class-specific clusters and learning the discriminative power of these
codewords in the form of informative weights. We use these discrim-
inative action weights with standard VLAD encoding as a contribu-
tion of each codeword. DA-VLAD reduces the inter-class similarity
efficiently by diminishing the effect of common codewords among
multiple action classes during the encoding process. We present the
effectiveness of DA-VLAD on two challenging action recognition
datasets: UCF101 and HMDB51, improving the state-of-the-art with
accuracies of 95.1% and 80.1% respectively.
Index Terms— Human action recognition, VLAD, feature en-
coding, codewords, improved dense trajectories (iDT)
1. INTRODUCTION
Human action recognition has received significant attention from the
computer vision community due to its large pool of applications in-
cluding surveillance, automation, entertainment and several others.
Action recognition is still a challenging task because of inconsis-
tency in the temporal scale and periodicity in the human actions, the
complex nature of motion, the exponential nature of all possible ac-
tion categories and the dynamic background. The pipeline of human
action recognition can be divided into three major steps: extraction
of features from raw videos, encoding of the extracted features for
proper video representation and the classification of this video rep-
resentation into one of the predefined classes. Existing classification
techniques are more developed, but feature extraction and encod-
ing methods need improvements. In the literature there exist two
types of feature extraction methods: hand-crafted and Convolutional
Neural networks (CNNs) based features. Histograms-of-Oriented-
Gradients (HOG) [1], Histograms-of-Optical-Flow (HOF) [2] and
Motion-Boundary-Histograms (MBH) [3] are considered as the most
popular hand-crafted feature descriptors. Different sampling tech-
niques exist in the literature to extract regions of interest, on which
these descriptors are applied, such as dense sampling [4] and motion
trajectories [5, 6] etc. Recently, CNN-based representation shows
impressive results for image classification [7]. For video classifica-
tion, CNN-based representations [8–10] have not yet achieved sig-
nificant success compared to the best hand-crafted feature descrip-
tors [6]. One reason for this is that the current video datasets [11,12]
are rather small and contain only few thousands videos with few
hundred action classes.
Fig. 1. Discriminative power of the frames taken from the HMDB51
dataset for action Hit (top) and Punch (bottom). The bar in the
bottom shows the weights estimated during our proposed weighting
scheme.
Similar to feature extraction, feature aggregation/encoding is an
important task in a human action recognition framework. Differ-
ent encoding methods such as improved Fisher Vectors (iFV) [13],
VLAD [14], Spatio-Temporal Vector of Locally Max Pooled Fea-
tures (ST-VLMPF) [15], Spatio-temporal VLAD (ST-VLAD) [16],
ActionVLAD [17], AdaScan [18], MoFAP [19], Generalized rank
pooling (GRP) [20], Modified-VLAD [21] have shown state-of-the-
art performance in action recognition [22,23]. Similarly, Dual Adap-
tive VLAD (DuA-VLAD) is proposed in [24] which adopt the new
cluster centers for the task of image retrieval. Another modified ver-
sion of VLAD is Vectors of locally aggregated tensors (VLAT) [25]
which sums the tensor product of the descriptors for the task of im-
age classification. Both of these methods (DuA-VLAD and VLAT)
are not tested for the task of human action recognition. These en-
coding methods have a few shortcomings that affect overall classi-
fication accuracy. First, they are built upon global clustering there-
fore they have no information about the class they belong to, hence
how distinctive these codewords in the specific class are is unknown.
Second, globally extracted codewords cannot model the inter-class
variation effectively because features from different classes are most
likely to be assigned to the same codeword during the encoding pro-
cess.
As a solution to the aforementioned issue, we propose a novel
encoding approach which generates more informative video repre-
sentation. We propose a class-specific clustering approach for code-
book creation by utilizing the available video-level class labels of
the training data. We assign the weights to the codewords, based on
their ability to discriminate among different action classes, i.e. high
weights are assigned to the codewords that are best matched with
the features of their own action classes. This issue is challenging be-
cause videos contain many frames that are common to other action
classes, e.g. similar poses in hit and punch classes (as shown in Fig.
1
Fig. 2. Framework of the proposed approach
1) and also some background frames are common to multiple action
classes.
The contributions of our proposed work are threefold: (1) First,
we propose a novel codeword weighting scheme for ranking the rel-
ative importance of the codewords according to their discriminative
power among different action classes. (ii) Second, we efficiently in-
tegrate the discriminative power of the codewords in the encoding
process by taking into account the weights of the codewords (iii) Fi-
nally, we show that DA-VLAD outperforms other encoding schemes
on two diverse action recognition datasets.
The rest of the paper is organized as follows: Section 2 formu-
lates our encoding method. The experimental settings, results and
comparisons are provided in Section 3. Finally, the conclusions are
given in Section 4.
2. PROPOSED DA-VLAD ENCODING SCHEME
DA-VLAD seeks to model the inter-class variation efficiently to dis-
criminate among different action categories. We present our pro-
posed action recognition framework in Fig. 2. First, we extract
and sample features from the videos of training data, and build a
codebook of Discriminative action codewords by learning weights
of each codeword (Section 2.1). These discriminative codewords are
used to aggregate features from the training and testing videos into a
fixed-length feature vector per video (Section 2.2). This representa-
tion will serve as an input to the classifier for the final classification
task.
2.1. Learning Discriminative Action Codewords
To determine the Discriminative action codewords from the training
data, we perform two successive steps. First, we obtain the code-
words for each action class by performing clustering on the fea-
tures set belonging to the corresponding action class, and we call
it class-specific clustering. We prefer class-specific clustering over
global clustering because we suppose that the features within a spe-
cific action class would not be independent but instead they share
commonalities with the features of other classes. Therefore, fea-
tures from different action classes are most likely to be assigned
to the same codeword during the encoding process. We represent
each video as a set of D-dimensional feature descriptors xf 2 RD ,
which are concatenated in matrix form as Vm = [x1jx2j    jxdm ]
with dm equal to the total number of feature descriptors extracted
from the mth video. From the training set of r action classes A =
fa1; a2;    ; arg, we compile all features of action ai into a feature
matrix Xi 2 RDni with ni equal to the total number of features
in the training set of action ai. To perform class-specific clustering,
we divide the feature matrix Xi into K action codewords using K-
means clustering with Euclidean distance. In this way, for a total of
r action classes we obtain r K action codewords Cij , where Cij
represents the jth codeword of the action ai.
Second, we compute the relative importance of the action code-
words by obtaining their weights wij according to their ability to
differentiate between different action classes. From training, feature
descriptors fx1;    ; xng (with n = nir), each feature descriptor
xf (line 4 of Algorithm 1) is assigned to the nearest action codeword
Cij such that jjxf   Cij jj is minimum. For each action codeword
Cij , we record the within-class qij and out-of-class q0ij assignments
(lines 5-9 of Algorithm 1) of the action codeword Cij which corre-
sponds to the correct and false assignments to Cij respectively. For
each action codeword Cij we find its weight wij given by:
wij =
qij
qij + q0ij
8 i 2 [1 : r] and j 2 [1 : K] (1)
From the viewpoint of action codewords; if an action codeword
is common to many action classes it will have lower weight which
will decrease its importance. From the viewpoint of action classes,
action words which are assigned only to the feature descriptors of
their corresponding action classes are discriminative therefore they
have high weights. This procedure will also suppress the effect of
those action codewords which correspond to the background regions
of the frames of videos because these regions are common to most
of the action classes.
2.2. DA-VLAD encoding
After calculating the action codewords Cij and their correspond-
ing weights wij , each video descriptor xf from the set Vm =
2
Algorithm 1 Finding the number of within-class qij and out-of-class
q0ij assignments for Cij ; 8i 2 [1 : r] and j 2 [1 : K]
Input: Feature descriptors fx1;    ; xng and codewords Cij
Output: qij and q0ij
1: qij = 0 , q0ij = 0
2: for all actions ai 2 A do
3: for all features xf 2 ai do
4: Assign xf to Cij such that jjxf   Cij jj is minimum and
find qij and q0ij
5: if Cij 2 ai then
6: qij = qij + 1
7: else
8: q0ij = q
0
ij + 1
9: end if
10: end for
11: end for
[x1jx2j    jxdm ] is then assigned to its nearest action codeword.
For densely sampled features, VLAD encoding performs better than
iFV as the second-order statistics do not aid in obtaining higher
accuracy, but add computational cost [15]. Similar to the standard
VLAD, a residual vector jjxf   Cij jj (which finds the difference
between the feature descriptor and the assigned codeword) is com-
puted for train and test videos. For each action codeword, we do the
weighted average pooling over the residual vectors as:
vij = wij  1
Nij
NijX
f=1
(xf   Cij) (2)
where Nij represents the total number of feature descriptors as-
signed to the action codewordCij . The multiplication bywij results
in discriminative representation therefore we call it as Discriminative
Action VLAD (DA-VLAD) encoding. This multiplication with the
corresponding weights will dominate or highlight the importance of
the action codewords according to their capability to discriminate
among different action classes. For the specific action video, all re-
sulted vectors vij are concatenated into a single DA-VLAD encoded
vector of size r  K  D. In Section 3.4, we discuss the effect of
using only highly discriminating action codewords, from a total of
r K action codewords, in the encoding process.
3. EXPERIMENTAL RESULTS
3.1. Datasets
We evaluate our proposed encoding scheme on two challenging
action recognition benchmarks: HMDB51 [26] and UCF101 [12].
HMDB51 is comprised of 6,766 realistic action videos from 51
action classes. For evaluation, we use the available three train-test
splits [26]. We perform performance evaluation using the average
accuracy over these three train-test splits. UCF101 is a commonly
used action recognition benchmark, comprised of 13,320 realistic
video clips from 101 action classes. For evaluation purpose, we
follow the provided three train-test splits and perform performance
evaluation using the average accuracy on these splits.
3.2. Feature extraction
For feature extraction, we employ the Improved Dense Trajecto-
ries (iDT) based approach [6] to extract Histograms of HOG, HOF,
MBHx and MBHy descriptors using the source code provided by
the authors [6] with the default parameters. These descriptors are
computed over the extracted trajectories and have dimensionality of
108 for HOF and 96 for HOG, MBHx and MBHy. iDT is the most
popular state-of-the-art feature extraction approach, and it removes
the invalid trajectories generated due to camera motion. Therefore,
it is known as the improved version of [5]. We emphasise that our
proposed DA-VLAD encoding can be used with any hand-crafted
feature as well as with CNN based features.
3.3. Implementation details
For generating the action codewords from each class, we perform
a class-specific k-means clustering (with K = 256) on 500K ran-
domly selected feature descriptors (similar to [15]) from the train-
ing data. We choose K = 256 as it is standard codebook size for
VLAD [14] and it is also considered as a best trade-off between com-
putational complexity and accuracy [15]. Before applying the pro-
posed feature encoding scheme, we first reduce the dimensionality of
all of the four extracted features in half using Principal Component
Analysis. In this way, the sizes of the feature descriptor become
54 for HOF and 48 for HOG, MBHx and MBHy. We apply the
proposed DA-VLAD based encoding scheme to these four different
feature descriptors separately, and we apply Power Normalization
(PN) as done in [15]. Normalization is an essential step as we used
different feature descriptors so as not to decrease the performance
of the classification process negatively. For classification, we use
a linear Support Vector Machine (SVM) in one-vs-all fashion with
Cost=100.
3.4. Codewords ranking quality
In this experiment, we measure the quality of the proposed DA-
VLAD encoding by seeing the effect of the discriminative impor-
tance of the action codewords. We measure the accuracy of the
proposed DA-VLAD encoding on split 1 of the HMDB51 dataset
by using the weights of the action codewords. We select the action
codewords by ranking them depending upon their discriminative im-
portance (i.e. their weights) using different threshold values . Fig.
3 shows the behavior of the action codewords by increasing the value
of  from 0 to 1. In Fig. 3,   0 on the x-axis indicates that all
action codewords are used in (2), similarly   0:1 indicates that
only action codewords with weights  0:1 are used.
From the results (Fig. 3), we observe a continuous boost in ac-
curacy for all features and their combination by increasing  from
0 to 1. The combination of four iDT features (HOG, HOF, MBHx
and MBHy) is formed using early-fusion [18], i.e. by concatenating
the DA-VLAD representations of all four features before classifica-
tion. Using the combination of iDT features, action codewords with
a weight equal to 1 ( = 1) resulted in higher accuracy. From a
total of r K action codewords, we only select highly discrimina-
tive action codewords for DA-VLAD representation for all features
which result in low dimensional representation of videos. From Fig.
4 it can be seen that a small portion of the action codewords are
left using  = 1 which reduces the corresponding DA-VLAD fea-
ture vector to 6%, 4%, 11% and 12% of the original r  K  D
length of HOG, HOF, MBHx and MBHy respectively. This anal-
ysis shows that using action codewords with weight equal to 1 are
enough to represent a video efficiently. Therefore, we compute the
average accuracy on three splits of the UCF101 and HMDB51 using
the action codewords with weight equal to 1 with the early fusion
of iDT features. As shown in Table 1, DA-VLAD achieves average
accuracies of 95.1% and 80.1% on UCF101 and HMDB51 respec-
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Fig. 3. Evaluation of action codeword ranking over split 1 of
HMDB51 dataset.
tively. Results (Table 1) show that DA-VLAD with weights equal to
1 provides more accuracy as compared to traditional VLAD when
used with iDT features.
3.5. Comparison against state-of-the-art
Table 1 presents comparisons results of our proposal against the
state-of-the-art approaches using average accuracy on the three splits
of UCF101 and HMDB51 datasets. For this experiment, we use an
early fusion of iDT features, and we select the action codewords with
weights equal to 1 for DA-VLAD encoding. Results show that our
encoding scheme achieves improved accuracies compared with the
state-of-the-art approaches by a fairly large margin. In these exper-
iments the increases are 7.0% on the HMDB51, and 0.8% on the
UCF101 compared to the leading approach [15] which uses deep
features in combination with iDT and Histograms of motion gra-
dients (HMG) [27]. One can observe more improvement in accu-
racy for HMDB51 than UCF101 dataset. This is because UCF101 is
more complex with a large number of action classes than HMDB51
dataset. DA-VLAD encoding, using simple iDT features, outper-
forms other methods (Long-term temporal convolutions (LTC) [9],
[8, 10, 17–20]) which reported their results using iDT features in
combination with CNN features. Our method got about 21% in-
crease in accuracy as compared to Modified VLAD [21] that uses
hand-crafted features (HOF descriptor).
4. CONCLUSION
We have proposed a novel encoding scheme based on the discrimina-
tive power of action codewords, called DA-VLAD, for recognizing
human actions in videos. DA-VLAD is formulated on the observa-
tion that the human action videos contain a large number of non-
informative and overlapping feature points which are common in
different action classes resulting in a poorer representation of videos.
DA-VLAD exploited the discriminative power of action codewords
in the form of weights which define the contribution of the action
codewords in the encoding process. Through experiments, we con-
cluded that using only action codewords with weight equal to 1 have
resulted in higher accuracy rate than using all action codewords. DA-
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Fig. 4. Effect of ranking parameter  on the number of action code-
words for HMDB51 dataset
Table 1. Comparison of DA-VLAD with different encoding meth-
ods on UCF101 and HMDB51 averaged over 3 splits
Methods UCF101 HMDB51
iDT+VLAD [28] 73.1 52.1
HOF+Modified VLAD [21] 74.1 -
DT+MVSV [23] 83.5 55.9
iDT+iFV [6] 85.9 57.2
iDT+Hybrid [22] 87.9 61.1
iDT+MoFAP [19] 88.3 61.7
iDT+C3D [10] 90.4 -
iDT+C3D AdaScan [18] 93.2 66.9
iDT+GRP [20] 92.3 67
iDT+LTC [9] 92.7 67.2
iDT+ST-VLAD [16] 91.5 67.6
iDT+Two-Stream Fusion [8] 93.5 69.2
iDT+ActionVLAD(VGG-16) [17] 93.6 69.8
iDT+ST-VLMPF [15] 94.3 73.1
Our: iDT+DA-VLAD 95.1 80.1
VLAD outperformed the state-of-the-art approaches using iDT fea-
tures on HMDB51 and UCF101. In future, we can use DA-VLAD
with CNN features, and we can also test our proposed weighted ac-
tion codeword scheme with iFV and other encoding schemes.
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