Abstract: Extreme weather and climate change can have a significant impact on all types of infrastructure and assets, regardless of location, with the potential for human casualties, physical damage to assets, disruption of operations, economic and community distress, and environmental degradation. This paper describes a methodology for using extreme weather and climate data to identify climate-related risks and to quantify the potential impact of extreme weather events on certain types of transportation infrastructure as part of a vulnerability screening assessment. This screening assessment can be especially useful when a large number of assets or large geographical areas are being studied, with the results enabling planners and asset managers to undertake a more detailed assessment of vulnerability on a more targeted number of assets or locations. The methodology combines climate, weather, and impact data to identify vulnerabilities to a range of weather and climate related risks over a multi-decadal planning period. The paper applies the methodology to perform an extreme weather and climate change vulnerability screening assessment on transportation infrastructure assets for the State of Tennessee. This paper represents the results of one of the first efforts at spatial vulnerability assessments of transportation infrastructure and provides important insights for any organization considering the impact of climate and weather events on transportation or other critical infrastructure systems.
Introduction
Growing attention is being devoted to improving our understanding of the vulnerability of critical infrastructure to extreme weather events and climate change (Pollard, 2015 [1]; Schulz, 2007 [2] ). In the case of transportation, extreme weather can physically damage infrastructure and disrupt travel mobility, resulting in public health, economic, social and ecological impacts whose consequences can seriously threaten the viability of individual communities or entire regions (Savonis et al., 2008 [3] ; TRB, 2008 [4] )). Because a functional infrastructure system involves an integrated and substantial network of different components across a widespread area, many organizations are taking a regional perspective when assessing extreme weather and climate vulnerability. Regional approaches face significant challenges, however, because most regions are characterized by a varying topography that leads to diverse climate conditions, various forms of extreme weather, and differing stressors and impacts on infrastructure.
Given this nascent field and the challenges in assessing impacts from climate change in localized areas, in 2014, the Transportation Research Board (TRB) issued a practitioner's guide and report aimed at assisting state Departments of Transportation (DOTs) incorporate climate change and extreme weather adaptation measures to the highway system in planning efforts, which included a multi-step framework for undertaking an adaptation assessment (TRB NCHRP, 2014 [5] ). Obtaining climate data and assessing vulnerabilities were two steps in this framework, but the report noted that as recently as 2014 "the research team could find no state transportation agency that has undertaken all of the steps of the diagnostic framework-or for that matter adaptation planning in general (at least in an organized and systematic way)" (TRB NCHRP, 2014, p. 14 [5] ).
To begin to address this problem in the transportation context, the U.S. Department of Transportation, Federal Highway Administration (FHWA) funded a pilot program involving five state DOTs or Metropolitan Planning Organizations (MPOs) from 2010 to 2011 to test a conceptual model for conducting climate change vulnerability assessments (FHWA, 2016 [6] ). This work culminated in a refinement of the model and the publication of a Climate Change and Extreme Weather Vulnerability Assessment Framework that another 19 state DOTs and MPOs were selected to implement in a pilot study (FHWA, 2012 [7] ). Tennessee was one state selected and serves as the case study for application of the methodology presented in this paper.
Defining and assessing vulnerability in a variety of contexts not solely related to climate change has been studied extensively in the transportation context. Recent efforts have focused on methods and criteria for identifying vulnerable links at the network level (Knoop, 2012 [8] ; Taylor 2007 [9] ; Erath, 2010 [10] ), for estimating the impacts of road or link closures within networks (Jenelius, 2007 [11] ; Knoop, 2008 [12] ), understanding vulnerability in the context of socio-economic impacts from a loss of critical transportation assets within a network (Taylor, 2006 [13] ), and defining vulnerability in the context of vulnerability assessments for specific systems, such as maritime transportation (Berle, 2011 [14] ). Jenelius et al. have noted that the term "vulnerability" has multiple definitions and the meaning may depend on the context and goals of the study (Jenelius, 2006 [15] ).
Much of FHWA's work to develop a vulnerability assessment framework emanated from a major study to understand climate risk at coastal ports in the Gulf of Mexico, with a focus on Mobile, Alabama (known as the Gulf Coast Studies) (FHWA 2016 [16] ). In 2015, FHWA published the Mobile, Alabama case study implementing the framework for evaluating the vulnerability of transportation assets to climate change stressors (FHWA, 2015 [17] ). In these studies, FHWA defined vulnerability as a function of three indicators: (1) exposure to climate events, such as sea level or temperature rise; (2) the sensitivity of the asset or system when it is exposed to the climate impact; and (3) the adaptive capacity of the system or asset (e.g., the ability to cope or adjust in response to an impact) (FHWA, 2015 [17] ). This definition and approach to vulnerability analyses with a focus on exposure, sensitivity, and adaptive capacity is consistent with the treatment of vulnerability in the literature, especially in the context of climate change (Smit and Wandel, 2006 [18] ; Kelley & Adger, 2000 [19] ; Xenairos, et al., 2016 [20] ; Füssel, 2009 [21] ; IPCC, 2007 [22] ).
The screening tool set forth in this paper builds on the FHWA's vulnerability concepts with a definition of vulnerability appropriate for use in a screening assessment. Using climate data and impact analysis, we define the term "vulnerability" to be a function of the historic frequency of an extreme weather event or climate condition, the projected change in those frequencies or conditions over the forecast period, and the potential impact of those events or conditions on selected assets or areas. Using this methodology, we derived future vulnerability scores where the data was sufficient to reasonably extrapolate potential future conditions; and where the data was not sufficient to project future conditions, we calculated current vulnerability scores. Accordingly, the "vulnerability" identified through this screening assessment does not take into consideration specific characteristics of a single asset or location that may make the asset more or less vulnerable; rather, the approach and methods are beneficial for screening a broad range of assets and locations to determine what types or categories of assets in particular areas may be more or less vulnerable to climate change and certain types of extreme weather events. This vulnerability screening assessment then enables planners and asset managers to more efficiently target scarce resources on assets or areas of most concern, and to conduct a more detailed vulnerability assessment (one that can take into account the sensitivities of individual assets) on a subset of selected assets.
As recognized in both TRB's and FHWA's work, one of the first steps in any effort to inform climate change adaptation and planning is a vulnerability assessment aimed at identifying where assets or communities may be most at risk in a changing world. However, obtaining and using climate and weather data in a meaningful way at localized scales to support vulnerability assessments has been a significant challenge to many planners and policy makers attempting to better understand the vulnerabilities of their infrastructure (transportation or otherwise) and direct limited resources (USAID, 2014 [23] ). Accordingly, this paper focuses on the development of a methodology to assess future extreme weather events and climate conditions to which critical infrastructure may be exposed, to quantify the severity of impacts from extreme weather events, and to combine this information in order to identify vulnerabilities to transportation systems over multi-decadal planning periods.
The methods regarding climate and weather data discussed in this paper were applied to a set of transportation assets that were determined to be "critical" assets in the State of Tennessee using an approach described by Abkowitz, et al., 2016 [24] . Assets were determined to be "critical" if they met certain performance criteria (such as average daily traffic, volume of freight, or alternative route availability), were important to the functioning of a regional network, or were identified through a multi-stakeholder input process. This approach to defining critical assets was appropriate for the statewide breadth of the study, but also remained in keeping with the literature on criticality (Knoop, et al., 2012 [8] ; Taylor, 2007 [9] ; Jenelius, 2006 [15] ; Kim & Lee, 2006 [25] ; Schulz, 2007 [2] ). The selection of assets to which the vulnerability screening assessment can be applied will vary depending on the planning context and goals.
Climate change vulnerability assessments are an emerging practice, so new that there "is as yet no consensus on what constitutes "best practices" in spatial (vulnerability assessments)" (USAID, 2014 [23] ; Mitsakis, et al., 2013 [26] ). This paper represents the results of one of the first efforts at spatial vulnerability assessments of transportation infrastructure and provides important insights for organizations considering the impact of climate and weather events. Although the methods discussed here are illustrated using the State of Tennessee as a case study, they are applicable beyond the region and beyond the transportation sector to any assets that could be impacted by extreme weather or climate change. Application of the methods to other areas (such as low income areas) warrants further exploration.
Materials and Methods

Obtaining and Understanding Extreme Weather and Climate Data for Use in Vulnerability Assessments
The American Society of Civil Engineers (ASCE) has recognized that designing long-lived infrastructure today presents a significant problem when there is substantial uncertainty regarding the weather and climate to which that infrastructure will be exposed in the future (ASCE, 2015 [27] ). Applying engineering and design standards that were created for a climate that may not be relevant for a substantial portion of the design life of a piece of infrastructure presents particular challenges. (Meyer, 2006 [28] ). Notably, there is an important difference between climate and weather. Weather is generally difficult to predict very far in advance and is subject to rapid changes. Climate, in contrast, is more predictable because it represents a type of averaging of weather events over longer time periods. In short, "weather is chaotic, but climate generally is not" (Archer, 2011 [29] ).
Most transportation vulnerability assessments to date have been performed in coastal areas and have focused on storm surge and sea level rise (FHWA, 2009 [30] ; FHWA, 2015 [17] ), events that are not a concern for inland states such as Tennessee. In contrast, thunderstorms and rockslides represent some of the most significant threats to transportation assets in Tennessee and other mountainous inland areas. The wind, rain, and hail of a specific thunderstorm are discrete weather events, whereas overall precipitation an area can expect over a period of time is generally considered a climate variable, and is arguably the single largest predictor of the occurrence of rockslides (Chernicoff, 2007 [31] ). Many modeling tools have been developed to assist with projections of sea level rise (NOAA, 2015 [32] ), yet few exist to project specific storm or extreme weather events with reasonable accuracy or at reasonable cost (TRB NCHRP, 2014 [5] ). Even with respect to climate, uncertainty in the global climate models increases as one reduces the geographic scale to regional and local areas, and these uncertainties are only compounded when attempting to project extreme weather events (ASCE, 2015 [27] ).
Global climate models (GCMs) divide the world into large grid cells that are typically 100-300 km squares. This coarse resolution is less useful for regional or local planners and policy makers who need to make decisions and estimate impacts on much smaller scales (Wall, et al., 2014 [33] ). Climate at the regional level is also impacted by local topography (such as mountains or lakes) that are not well accounted for in the GCMs. A technique known as "downscaling" provides this finer resolution data from the coarser global climate models that is more useful at a local or regional scale.
There are two types of downscaling, statistical and dynamical. Dynamical downscaling combines the conditions specified by a GCM with high resolution regional climate models (RCMs) which can often include observed data to produce much finer resolution data, often at grid sizes of 20-60 km. Statistical downscaling uses regression analyses that are designed to link the climate drivers of the GCMs with local climates, and can be quite complex (Climate Decisions, 2008 [34] ). Statistical downscaling can be beneficial because a number of model outputs, rather than just one, are utilized, correcting for biases that may be present in any one model. Statistical downscaling also does not take the tremendous computing power that is required of dynamical downscaling, and is therefore frequently used in research, including both sources of the CMIP data utilized in this paper. However, one limitation with statistical downscaling is that it assumes a certain statistical relationship between the global climate drivers and local climate conditions; if that relationship shifts because of climate change, the projections may not be accurate (IPCC, 2013 [35] ).
Projecting future extreme weather events presents additional uncertainties, primarily because of non-stationarity present in weather and climate data. However, there is much ongoing work in this field, and the application of non-stationary generalized extreme value (GEV) distribution can be used to allow a climate model to vary certain parameters over time. Condon has used this approach to estimate future flood risk for the Upper Truckee River Basin (Condon, et al., 2015 [36] ). In the context of a network-level risk analysis, Wall et al. have applied GEV distribution to obtain insight into future exposure of drainage infrastructure (culverts) to extreme precipitation events in Washington State (Wall, et al., 2014 [33] ).
Similarly, although historic extreme weather data can more easily be obtained at localized scales and is independent of model uncertainties, the data can be limited, and may vary over time in response to population shifts, improved weather monitoring technologies, and recordkeeping methods. Projecting future events based on trends of past weather events can be useful, but must be predicated on an understanding of the limits of this data (FHWA, 2011 [37] ). Nevertheless, TRB has suggested including a focus on areas "where experience with extreme weather suggests future problems will exist..." (TRB, NCHRP, 2014, p. 15 [5] ). As discussed below, historic extreme weather data is used in the developed methodology to allow planners to quickly assess where extreme weather has been a problem in the past, and can provide insight into areas where future problems may continue. Moreover, the methodology presented is meant to be useful to planners now, despite the continued uncertainly, especially with respect to changes in frequency or severity of extreme weather events. This methodology can be augmented and refined as developments in the climate science allow for increased certainty with respect to projections of changes in extreme weather events.
Working within the limitations of available historical extreme weather data and climate projections, the Tennessee project developed a screening tool, easily transferable to other applications, for identifying where transportation infrastructure might be most vulnerable to extreme weather in the future. This screening-level assessment can identify assets or areas where it may be advisable to focus limited resources for a more comprehensive assessment using existing TRB or FHWA frameworks for assessing vulnerability or undertaking adaptation initiatives (TRB NHCRP, 2014 [5] ; FHWA, 2015 [17] ). Most transportation vulnerability assessments have primarily utilized climate projections to try to understand changes in climate and the potential for extreme weather (Washington State Department of Transportation, 2011 [38] ; TRB NCHRP, 2014 [5] ). Notably, the Tennessee project went further, and included historic data on specific extreme weather events, as well as historic climate data where it was available and where it could reasonably provide for inferences about future exposure. This hybridized approach provides a better understanding of both climate projections in the region and the range of plausible extreme weather events, as well as insight into how these two considerations might interact in the future. Thus, both historic weather and climate data, as well as future climate projections, were crucial to the study.
Data for Historic Extreme Weather Events
The National Weather Service (NWS) has long been interested in tracking extreme weather events, beginning in the 1950s with the establishment of an information system to define extreme weather and to characterize such occurrences in the U.S. (NWS, 2007 [39] ). Referred to as the Storm Events Database (NOAA, 2015 [40] ), it contains the records of storms and other weather phenomena having sufficient intensity to cause loss of life, injuries, significant property damage, and/or disruption to commerce. Indeed, the NWS is the primary and only source of long term records that exist of domestic flood damages (Downton, 2005 [41] ).
The Storm Events Database establishes certain thresholds of impact and weather characteristics (such as wind speed, inches of ice, etc.) that must be present in order for the event to meet a particular definition of extreme weather. The Storm Events Database also includes entries for other important meteorological events, such as record maximum or minimum temperatures, or precipitation that occurs in connection with another event.
The database contains records beginning in January 1950, catalogued according to the county where the extreme weather event was observed. Changes have occurred in the data collection protocol over time as new event types have been added and more sophisticated weather monitoring and recording methods evolved. Beginning in 1950 through 1954, only tornado events were recorded. From 1955 through 1995, in addition to tornadoes, thunderstorm wind and hail events were also included. Since 1996, 45 additional extreme weather event types have been added, bringing the total number of event types to 48. As new extreme weather event types have been included, attributes describing geographic location, event impacts, and other event specific information have remained consistent. For analysis purposes, this provides an opportunity to perform comparisons between event types over space and time, subject to normalizing the frequency of occurrence by the number of years for which the particular event type has been recorded.
One notable caveat is the intensity threshold that NWS uses for an event to be considered for database inclusion (i.e., loss of life, injuries, significant property damage, crop damage, and/or disruption to commerce). The use of a threshold based on damages implies that extreme weather events with similar characteristics are more likely to meet the intensity threshold in densely populated areas where more people and infrastructure are potentially exposed. This may result in a larger number of observations in the database from urbanized areas in comparison to rural areas. This damage and loss bias towards areas with higher wealth and population is well understood (Gall, et al., 2009 [42] ).
As noted earlier, downscaled climate forecast models have been developed for projecting future temperature and precipitation conditions. However, performing a similar exercise involving other forms of extreme weather that may be particularly disastrous to certain infrastructure or assets, such as high speed winds, is more challenging. More recently, available climate data does contain variables related to surface wind speed, but these data are only beginning to be explored to identify trends in wind speed resulting from climate change (Kulkarni, 2014 [43] ), and have not been downscaled sufficiently to support a project focused on a single state such as Tennessee. Accordingly, the NWS Storm Events Database was an important source of data to increase the utility of the study's analysis and results.
Projected Climate Data from Climate Modeling
A statewide vulnerability assessment presents unique challenges in projecting future climate conditions involving temperature and precipitation. Although researchers are actively engaged in developing climate models to aid this process, making such projections involves an understanding of many complex weather and climate related variables and interactions. As a result, the confidence one can have in the predictive results diminishes when downscaling global climate models from a regional to a more local level (ASCE, 2015 [27] ).
The TRB NCHRP report identified a variety of sources for climate projection data, noting that some are difficult to obtain, complex, or expensive (TRB NCHRP, 2014) [5] . In keeping with the study's scope, we sought climate data that was reputable with respect to accuracy and could easily be obtained and utilized by planners with limited resources. Of particular interest was the work of the World Climate Research Programme (WCRP, 2015 [44] ), which established the Coupled Model Intercomparison Project (CMIP) to develop climate models and improve the accuracy of their projections. CMIP has proceeded in four sequential phases, CMIP1 through CMIP5 (there is no CMIP4), involving various methods of data collection, analysis, simulations, control runs, and input variability. CMIP data comes from virtually every global climate modeling group in the world and are used to inform the formal reports of the Intergovernmental Panel on Climate Change (IPCC), the leading international organization for assessing climate change established by the United Nations Environmental Programme and the World Meteorological Organization.
We relied on two sources of climate data for this study, statistically downscaled monthly averages of CMIP3 data by county and statistically downscaled daily values of CMIP5 data by 12 kmˆ12 km grid cell. Both of these sources of climate data ultimately come from raw 1/8 degree downscaled CMIP climate projection data (WCRP, 2015 [44] ). CMIP5 climate projections are recognized as the state of the art and most advanced projections available. However, because at the time of the study much research around the world had been initiated with CMIP3 data and it has been well tested the FHWA has recommended that CMIP5 data not be used to replace CMIP3 data, but rather to supplement it (FHWA, 2014 [45] ). Accordingly, the Tennessee study made use of CMIP3 data to generate vulnerability scores and used CMIP5 data to validate the results of climate analyses for the state's most populous areas and to provide additional, more refined climate information for those areas.
The CMIP3 data utilized in this study was compiled by researchers at the University of Georgia, who generated statistically downscaled monthly averages of both precipitation and temperature for every county in the Southeastern United States for each year through 2060 (Maurer, 2007 [46] ). Given the statewide scope of the Tennessee study, the project focused on the Tennessee data generated by the University of Georgia work, which provided monthly, county-level projected climate data through the year 2060. These county-level data can be particularly useful to planners attempting to project climate variables across areas too large to make the FHWA tool practical. (The State of Tennessee covers 109,247 square kilometers, which would require over 9000 grids to be separately selected and analyzed, and would result in a minimum of approximately 2275 sets of data output to be analyzed, assuming four grid cells are analyzed together.) Accordingly, the CMIP3 data was the primary source of climate projections used in our study, and was incorporated into the spatial analysis of trends and the final vulnerability scores.
While downscaled CMIP climate projections represent some of the best science available, the data can be cumbersome to access and analyze. Accordingly, as part of its Climate Change Vulnerability Assessment Framework, FHWA published a CMIP Climate Data Processing Tool (ICF, 2015 [47] ). The tool consists of an Excel spreadsheet that processes raw CMIP data into information that is easily understandable. Although it was developed with transportation planners in mind, the outputs would be useful to any assessment of the impacts of climate and weather on a broad range of assets. The tool allows users to apply downscaled CMIP3 or CMIP5 data to analyze a small geographical area (i.e., a maximum of four, 12 kmˆ12 km grid cells) for projected precipitation and temperature values. While the FHWA tool greatly improves the accessibility of climate data for practitioners, the small spatial extent of the output from the FHWA climate data processing tool made its application to the entire state of Tennessee impractical. Therefore, for this study we utilized the tool only to obtain CMIP5 climate projections for the major cities in the state.
Assessing Historic Extreme Weather Event Frequency and Trends
An assessment of historic extreme weather events in Tennessee was conducted to generate annual frequencies by county for each type of extreme weather event. These frequencies provide a baseline for profiling the extent to which Tennessee is exposed to extreme weather according to location and specific event types. Because the ultimate goal of this work is to understand what might occur over a 25-year planning horizon, this information needs to be considered in concert with what might be anticipated in the future. Therefore, the study evaluated trends in event frequencies.
Since the inception of the NWS Storm Events Database, 23 of the 48 extreme weather event types have been observed in Tennessee with some degree of regularity. These event types are listed in Table 1 , with their corresponding definitions provided in Table 2 . (Tropical depressions, tropical storms and wildfires have also been observed in Tennessee, but so rarely recorded in the Storm Events Database that these event types were removed from consideration.) Collectively, there have been over 27,000 recorded events in the state since the Storm Events Database was established (NOAA, 2015 [40] ). From an analytical perspective, it is important to note that many of these event types categorized by NWS do not represent discrete, stand-alone weather conditions, but rather gradations of the severity of certain weather forms. For example, "excessive cold/wind chill" represents conditions that are more severe than "cold/wind chill". Another example is the relationship between "funnel cloud", "dust devil", and "tornado", all of which are characterized by circular wind rotation. Because of these relationships, and to reduce event types to a more manageable number for analysis, the aforementioned 23 event types were aggregated into nine extreme weather event categories. The weather event category, the NWS events contained within those categories, and the specific definition of those NWS extreme weather events are displayed in Table 2 . Hot Heat A period of heat resulting from the combination of high temperatures (above normal) and relative humidity. A Heat event occurs and is recorded whenever heat index values meet or exceed locally/regionally established advisory thresholds. Fatalities or major impacts on human health occurring when ambient weather conditions meet heat advisory criteria are reported using the Heat category. If the ambient weather conditions are below heat advisory criteria, a Heat event entry is permissible only if a directly-related fatality occurred due to unseasonably warm weather, and not man-made environments.
Excessive heat
This results from a combination of high temperatures (well above normal) and high humidity. An Excessive Heat event is reported in the database whenever heat index values meet or exceed locally/regionally established excessive heat warning thresholds, on a widespread or localized basis. Fatalities (directly-related) or major impacts to human health occurring during excessive heat warning conditions are reported using this event category. Fatalities or impacts to human health occurring when conditions meet locally/regionally defined heat advisory criteria are reported within the Heat event category instead.
Wind Strong wind
Non-convective winds gusting less than 50 knots (58 mph), or sustained winds less than 35 knots (40 mph), resulting in a fatality, injury, or damage. Inland counties which experience strong winds/damage associated with tropical cyclones are recorded under the Tropical Depression or Tropical Storm category, as appropriate, rather than as a Strong Wind event.
High wind Sustained non-convective winds of 35 knots (40 mph) or greater lasting for one hour or longer or winds (sustained or gusts) of 50 knots (58 mph) for any duration (or otherwise locally/regionally defined), on a widespread or localized basis. In some mountainous areas, the above numerical values are 43 knots (50 mph) and 65 knots (75 mph), respectively. The High Wind event name is not used for severe local storms, tropical cyclones, or winter storm events. Events with winds less than the High Wind event threshold numbers, resulting in fatalities, injuries, or significant property damage, are encoded as a Strong Wind event.
Thunderstorm wind
Winds arising from convection (occurring within 30 min of lightning being observed or detected), with speeds of at least 50 knots (58 mph), or winds of any speed (non-severe thunderstorm winds below 50 knots) producing a fatality, injury, or damage. Maximum sustained winds or wind gusts (measured or estimated) equal to or greater than 50 knots (58 mph) are always entered. Events with maximum sustained winds or wind gusts less than 50 knots (58 mph) are entered only if they result in fatalities, injuries, or serious property damage. A rotating, visible extension of a cloud pendant from a convective cloud with circulation not reaching the ground. This would include cold-air funnels which typically form in a shallow, cool air mass behind a cold front. The funnel cloud should be large, noteworthy, or create strong public interest to be included in the database.
Dust devil
A ground-based, rotating column of air, not in contact with a cloud base, usually of short duration, rendered visible by dust, sand, or other debris picked up from the ground, resulting in a fatality, injury, or damage. Dust devils usually result from intense, localized heating interacting with the micro-scale wind field. Dust devils that do not produce a fatality, injury, or significant damage are also entered as an event if they are unusually large, noteworthy, or create strong public interest Tornado A violently rotating column of air, extending to or from a cumuliform cloud or underneath a cumuliform cloud, to the ground, and often (but not always) visible as a condensation funnel. In order for a vortex to be classified as a tornado, it must be in contact with the ground and extend to/from the cloud base, and there should be some semblance of ground-based visual effects such as dust/dirt rotational markings/swirls, or structural or vegetative damage or disturbance. An Enhanced Fujita (EF) or Fujita (F) Damage Scale value is entered, depending on the year of occurrence.
Hydrologic Heavy rain
An unusually large amount of rain which does not cause a Flash Flood or Flood, but causes damage or other human/economic impact. Heavy rain situations, resulting in urban and/or small stream flooding, are classified as a Heavy Rain event or another suitable event that occurred at the same time.
Flash flood
A rapid and extreme flow of high water into a normally dry area, or a rapid water level rise in a stream or creek above a predetermined flood level, beginning within six hours of the causative event (e.g., intense rainfall, dam failure, ice jam-related), on a widespread or localized basis. Ongoing flooding can intensify to flash flooding in cases where intense rainfall results in a rapid surge of rising flood waters.
Flood
Any high flow, overflow, or inundation by water which causes or threatens damage. In general, this would mean the inundation of a normally dry area caused by an increased water level in an established watercourse, or ponding of water, generally occurring more than six hours after the causative event, and posing a threat to life or property. This can be on a widespread or localized basis. River flooding may be included in the Flood category. However, such entries should be confined only to the effects of the river flooding, such as roads and bridges washed out, homes and businesses damaged, and the dollar estimates of such damage Lightning Lightning A sudden electrical discharge from a thunderstorm, resulting in a fatality, injury, and/or damage directly related to the lightning strike. Anyone seeking or receiving medical attention following a lightning incident is counted as a lightning injury. Anyone reporting numbness, a tingling sensation, a headache, or other pain following a lightning incident, whether or not they receive treatment, is also counted as an injury.
Hail Hail Frozen precipitation in the form of balls or irregular lumps of ice. Hail 3/4 of an inch or larger in diameter will be entered. Hail accumulations of smaller size which cause property and/or crop damage, or casualties, are also recorded.
Drought Drought
A deficiency of moisture that results in adverse impacts on people, animals, or vegetation over a sizeable area. Conceptually, drought is a protracted period of deficient precipitation resulting in extensive damage to crops, resulting in loss of yield. There are different kinds of drought: meteorological, agricultural, hydrological, and social-economic. Droughts are rated as D0, D1, D2, D3, or D4 based on the intensity of the moisture deficiency and other factors. A drought event is included in the database when the drought is rated as a D2 classification, or higher. In some heavy snow events, structural damage, due to the excessive weight of snow accumulations, may occur in the few days following the meteorological end of the event.
Winter storm A winter weather event which has more than one significant hazard (i.e., heavy snow and blowing snow; snow and ice; snow and sleet; sleet and ice; or snow, sleet and ice) and meets or exceeds locally/regionally defined 12 and/or 24 h warning criteria for at least one of the precipitation elements, on a widespread or localized basis. Normally, a Winter Storm would pose a threat to life or property.
Ice storm
Ice accretion meeting or exceeding locally/regionally defined warning criteria (typical value is 1/4 or 1/2 inch or more), on a widespread or localized basis. This event is also recorded for a fatality/injury that results from hypothermia in a power loss situation due to an ice storm.
For each of the nine extreme weather event categories, the average annual number of recorded events was compiled for each of the state's 95 counties. Figure 1 shows an example of one of these calculations-for wind events-by county (see Figure 1) . Displaying the data in this way quickly conveys that counties with major urban areas experience higher frequencies of damage-inducing extreme wind events (Figure 1) . Analysis of the frequency of different wind event types indicates that straight-line winds and wind funnels have been a frequent occurrence in Tennessee. Considering the particularly destructive nature of these wind events to the transportation system, understanding the current frequencies of such events in a spatially defined manner provides value to infrastructure managers (Camp et al., 2016 [48] For each of the nine extreme weather event categories, the average annual number of recorded events was compiled for each of the state's 95 counties. Figure 1 shows an example of one of these calculations-for wind events-by county (see Figure 1) . Displaying the data in this way quickly conveys that counties with major urban areas experience higher frequencies of damage-inducing extreme wind events (Figure 1) . Analysis of the frequency of different wind event types indicates that straight-line winds and wind funnels have been a frequent occurrence in Tennessee. Considering the particularly destructive nature of these wind events to the transportation system, understanding the current frequencies of such events in a spatially defined manner provides value to infrastructure managers (Camp et al., 2016 [48] ). 
Assessing Future Projected Climate
The CMIP3 county data for the period of 2035-2045 (the end of the long range planning horizon for the Tennessee Department of Transportation) was taken as the basis for projecting future precipitation and temperature conditions. For comparison with the recent past, historical (observed) data from the same dataset were utilized to obtain monthly precipitation and temperature data for each county in Tennessee for the period of 2000-2010 (most recent complete decade). In both cases, this provided 120 observations (10 years times 12 data points per year) of average daily precipitation by month and average daily temperature by month for each county for each analysis period.
From these data points, the top 90th percentile and the bottom 10th percentile values were selected from each county in order to establish the wettest/driest and hottest/coldest data points (for both average daily precipitation by month and average daily temperature by month) that have been observed (during 2000-2010) and that are projected for the future (2035-2045). This approach provided insight into the net change in temperature and precipitation highs and lows that each county might experience in the future as compared to what is being observed now. As two examples, the results of this approach with respect to projected low temperature changes and projected high precipitation changes are shown in Figures 2 and 3 . The percentage change between observed and future projected precipitation and temperature was then used in calculating the vulnerability scores, as described in Section 3.5. Understanding that the hottest or wettest days that planners must address in the future may be significantly hotter or wetter than anything they have had to address in the past can be vital information in many ways, such as evaluating drainage capacity or making maintenance or materials decisions. 
Results
Analyzing Climate Projections and Extreme Weather Patterns
Section 2 of this paper described the selection of the climate and extreme weather data and how they were initially compiled to gain an understanding of extreme weather events of interest in the study area (Tennessee), the event frequencies, and to identify counties that may experience significant changes in critical climate variables in the future. The following discussion describes the analysis of those data, including the identification of extreme weather event trends and the most significant areas of projected climate changes involving precipitation and temperature variables.
Patterns of Extreme Weather Event Frequency
Observation of county-level historic extreme weather event frequencies, as described earlier, provided insight into how often a specific event has occurred in a particular area. It was recognized that cold weather (italicized words refer to definitons listed in Table 2 ) has been a rare event, not recorded in many counties. By contrast, with the exception of east Tennessee, the remaining portions of the state have experienced drought conditions on several occasions, with the most prevalent areas located in the western part of the state and across a north-south swath in middle Tennessee. These 
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Patterns of Extreme Weather Event Frequency
Observation of county-level historic extreme weather event frequencies, as described earlier, provided insight into how often a specific event has occurred in a particular area. It was recognized that cold weather (italicized words refer to definitons listed in Table 2 ) has been a rare event, not recorded in many counties. By contrast, with the exception of east Tennessee, the remaining portions of the state have experienced drought conditions on several occasions, with the most prevalent areas located in the western part of the state and across a north-south swath in middle Tennessee. These droughts are rated D2 (severe drought) or higher, and represent incidences of extreme weather according to the NWS definitions. Historically, damaging hail and lightning, although frequently observed, follow a somewhat random geographical pattern in terms of the frequency of such events. Hot temperature events reflect a pattern that would be considered intuitive for Tennessee given its varied topography, with a higher reported frequency for the middle and western portions of the state than in the more mountainous east. Twister events have been experienced in every county in the state, with more of these occurrences having been reported for middle and west Tennessee, where temperatures are generally warmer and the topography more conducive to tornado destruction. Winter extreme weather events have been most prevalent in the Smoky Mountain region of east Tennessee and along portions of the Cumberland Plateau in the eastern part of middle Tennessee.
The most frequently occurring extreme weather types in Tennessee have been hydrologic, wind, and winter events, with an example of event frequencies for hydrologic events in Figure 4 . Heavy precipitation and various forms of flooding have been experienced more than a dozen times in nearly every Tennessee county. Areas where such events have been most commonly observed (i.e., multiple times annually) are a region comprised of counties located in middle Tennessee and select other counties within the state, particularly Shelby County in the south-western part of the state. Various forms of damaging straight-line winds have posed a significant hazard to all counties within the state. The east and middle Tennessee regions, along with Shelby County, are most heavily represented in this regard. Although all counties in the state experience a winter event on average at least once a year, the dominant area of occurrence, as expected, is in the mountainous topograpy of east Tennessee. By aggregating across all extreme weather categories, one can generate the average number of annual extreme weather events by county, as shown in Figure 5 . Typically, storm events entered in the NWS Storm database are categorized by a single event name/type that "most accurately describes the meterological event" (National Weather Service, 2007 [39] ). However, although unusual, it is possible for a single meterological event to be recorded more than once in the database under different event type names (e.g., Tornado AND Heavy Rain). This implies that some double-counting of event occurrences is possible during aggregation. While recognizing the potential for introduction of double-counting errors produced by aggregation, this problem was deemed to be minor in comparison to the value that aggregation provides in recognizing counties with moderate frequencies of multiple event types.
The results of aggregating the average annual events across all extreme weather categories as shown in Figure 5 support the obvious conclusion that every county in Tennessee experiences several extreme weather events in a typical year, a clear indication that no location in the state is immune from the hazards associated with extreme weather. However, two counties, Davidson and Shelby counties, stand out in terms of the expected number of such events. The high reported By aggregating across all extreme weather categories, one can generate the average number of annual extreme weather events by county, as shown in Figure 5 . Typically, storm events entered in the NWS Storm database are categorized by a single event name/type that "most accurately describes the meterological event" (National Weather Service, 2007 [39] ). However, although unusual, it is possible for a single meterological event to be recorded more than once in the database under different event type names (e.g., Tornado AND Heavy Rain). This implies that some double-counting of event occurrences is possible during aggregation. While recognizing the potential for introduction of double-counting errors produced by aggregation, this problem was deemed to be minor in comparison to the value that aggregation provides in recognizing counties with moderate frequencies of multiple event types.
The results of aggregating the average annual events across all extreme weather categories as shown in Figure 5 support the obvious conclusion that every county in Tennessee experiences several extreme weather events in a typical year, a clear indication that no location in the state is immune from the hazards associated with extreme weather. However, two counties, Davidson and Shelby counties, stand out in terms of the expected number of such events. The high reported frequency of extreme weather events in these locationss are likely a reflection of the high populations and concentrations of infrastructure in these counties, which are home to the large metropolitan areas of Nashville and Memphis.
Depending on the goals of the particular screening assessment, attempts to normalize NWS event reports by population should be carefully considered before implementation, as the use of thresholds in NWS reporting implies that the relationship between population and event reporting is non-linear. In addition, in rural areas with high levels of agricultural production, a relatively high number of events, with respect to population, may also be recorded in the NWS database due to crop damages incurred. These characteristics of NWS extreme weather event data suggest that use of a simple normalization by population scheme will not correct reporting biases, but will skew results towards rural areas with high levels of agricultural production, hence no better reflecting the underlying weather event patterns than the raw NWS event data. Accordingly, we did not normalize for population in this study. frequency of extreme weather events in these locationss are likely a reflection of the high populations and concentrations of infrastructure in these counties, which are home to the large metropolitan areas of Nashville and Memphis. Depending on the goals of the particular screening assessment, attempts to normalize NWS event reports by population should be carefully considered before implementation, as the use of thresholds in NWS reporting implies that the relationship between population and event reporting is non-linear. In addition, in rural areas with high levels of agricultural production, a relatively high number of events, with respect to population, may also be recorded in the NWS database due to crop damages incurred. These characteristics of NWS extreme weather event data suggest that use of a simple normalization by population scheme will not correct reporting biases, but will skew results towards rural areas with high levels of agricultural production, hence no better reflecting the underlying weather event patterns than the raw NWS event data. Accordingly, we did not normalize for population in this study. 
Example of Trend Analysis: Statewide Wind Event
The analysis of trends in reported extreme weather events in Tennessee provides an understanding of how the number of damaging events has changed over time and may provide insight into future trends not readily available in the CMIP climate models. The purpose of this trend analysis is to identify any potential increases or decreases in annual event frequency rate. For the Tennessee case study, trend analysis was conducted only for tornado and thunderstorm wind events due to lack of sufficient data (more than 40 years) for other extreme weather events in the NWS database. For thunderstorm winds and tornados, the annual number of reported events was plotted by year for the period ranging from 1950 through 2014. Figure 6 shows the annual number of reported tornados in Tennessee. In both cases (thunderstorm winds [not shown in Figure 6 ] and tornados), plots of the raw data revealed that there has been a pronounced increase in annual event frequency, particularly over the past couple of decades.
Some of these increases in reported thunderstorm wind and tornado events may be attributed to non-climate and weather related variables, such as more rigorous monitoring/recording practices (e.g., advances in recording technologies) and expansion of populous areas (increasing the number of events that trigger the NWS damage reporting threshold). While the impact of these confounding factors on climate and weather trend analyses cannot be entirely accounted for, the most significant effects attributable to changes in monitoring technologies were taken into consideration in the time series analysis. Due to non-stationarity in the datasets (the mean and the variance of the series is not stable over time), transformation of the data was necessary to reconcile data occurring before and after significant change points. Before conducting a trend analysis, non-stationarity change-points in the data were identified using a beta version of the now available US Army Corps of Engineers Nonstationarity Detection Tool with default sensitivity parameter values (U.S. Army Corps of Engineers, 2016 [49] ). Three change point statistics (Bayesian Change Point (BCP), Change Point 
Some of these increases in reported thunderstorm wind and tornado events may be attributed to non-climate and weather related variables, such as more rigorous monitoring/recording practices (e.g., advances in recording technologies) and expansion of populous areas (increasing the number of events that trigger the NWS damage reporting threshold). While the impact of these confounding factors on climate and weather trend analyses cannot be entirely accounted for, the most significant effects attributable to changes in monitoring technologies were taken into consideration in the time series analysis. Due to non-stationarity in the datasets (the mean and the variance of the series is not stable over time), transformation of the data was necessary to reconcile data occurring before and after significant change points. Before conducting a trend analysis, non-stationarity change-points in the data were identified using a beta version of the now available US Army Corps of Engineers Nonstationarity Detection Tool with default sensitivity parameter values (U.S. Army Corps of Engineers, 2016 [49] ). Three change point statistics (Bayesian Change Point (BCP), Change Point Model (CPM), and Energy Based Divisive Method (ECP)) were used to identify points in the time series where a significant shift in the mean, variance, or distribution of the data occurred (U.S. Army Corps of Engineers, 2016 [49] ). One significant change point, which is most likely related to the expansion of Doppler radar-based storm detection, was identified in the data between the years 1993 and 1995 using all three methods (US Department of Commerce, 2016 [50] ). The time series were then separated into two subsets at the change point (1994) and data were transformed by multiplying original values by the ratio of the means of the two subsets. The normalized time series was then checked for significant autocorrelation and partial autocorrelation to ensure that a linear least squares regression model was appropriate. The time series exhibited a weak autocorrelation structure; however, examination of the partial autocorrelation structure indicated that an autoregressive model was not appropriate, as lags greater than zero were non-significant (Natrella, 2010 [51] ). Therefore, a linear regression (normalized annual reported tornados as the dependent variable and year as the independent variable) was conducted to examine the temporal trends in reported wind events, shown in Figure 7 . For the purposes of screening assessments, the slope of the trend line calculated using this relatively simple method can then be used as a multiplier in calculating future vulnerability scores (Guan, 2009 [52] ). Where the trend line is statistically insignificant, or the planning horizon is of a significantly long time frame, extrapolation of trends from historical data may not be representative of future trends. In these cases, historical data should be used to arrive at only current, rather than future, vulnerability scores.
While this analysis was conducted at the state rather than county level (due to lack of consistent records at county level across time), and therefore does not provide county level differentiation, in the context of a screening level vulnerability assessment, a state wide trend analysis can still provide differentiation between extreme weather event types by offering insight into whether wind events are trending towards being more or less of a problem in the future. For example, in Tennessee wind events associated with storms, including tornados, are some of the most destructive forces for the transportation system (Camp et al., 2016 [48] ). As the trend analysis indicates that the positive trend in tornado events for Tennessee is not significant, planners may decide to prioritize analysis of different extreme weather events that are anticipated to change significantly in the future (e.g., extreme high temperatures). Model (CPM), and Energy Based Divisive Method (ECP)) were used to identify points in the time series where a significant shift in the mean, variance, or distribution of the data occurred (U.S. Army Corps of Engineers, 2016 [49] ). One significant change point, which is most likely related to the expansion of Doppler radar-based storm detection, was identified in the data between the years 1993 and 1995 using all three methods (US Department of Commerce, 2016 [50]). The time series were then separated into two subsets at the change point (1994) and data were transformed by multiplying original values by the ratio of the means of the two subsets. The normalized time series was then checked for significant autocorrelation and partial autocorrelation to ensure that a linear least squares regression model was appropriate. The time series exhibited a weak autocorrelation structure; however, examination of the partial autocorrelation structure indicated that an autoregressive model was not appropriate, as lags greater than zero were non-significant (Natrella, 2010 [51] ). Therefore, a linear regression (normalized annual reported tornados as the dependent variable and year as the independent variable) was conducted to examine the temporal trends in reported wind events, shown in Figure 7 . For the purposes of screening assessments, the slope of the trend line calculated using this relatively simple method can then be used as a multiplier in calculating future vulnerability scores (Guan, 2009 [52] ). Where the trend line is statistically insignificant, or the planning horizon is of a significantly long time frame, extrapolation of trends from historical data may not be representative of future trends. In these cases, historical data should be used to arrive at only current, rather than future, vulnerability scores. While this analysis was conducted at the state rather than county level (due to lack of consistent records at county level across time), and therefore does not provide county level differentiation, in the context of a screening level vulnerability assessment, a state wide trend analysis can still provide differentiation between extreme weather event types by offering insight into whether wind events are trending towards being more or less of a problem in the future. For example, in Tennessee wind events associated with storms, including tornados, are some of the most destructive forces for the transportation system (Camp et al., 2016 [48] ). As the trend analysis indicates that the positive trend in tornado events for Tennessee is not significant, planners may decide to prioritize analysis of different extreme weather events that are anticipated to change significantly in the future (e.g., extreme high temperatures). 
Future Climate Projections
The available climate models described earlier provide projections for precipitation and temperature. Examination of the net change in these climate variables that each county could be expected to experience in the future provides insight into how extreme weather event frequencies and/or severity are likely to change over time. For example, the frequency and/or severity of hydrologic events such as flooding might be expected to increase between the present and the planning period horizon in counties in which precipitation extremes are predicted to increase. The southern portions of Tennessee and much of the Cumberland Plateau are expected to see low precipitation periods that are even drier than today, suggesting a growing concern of future drought in these areas. Interestingly, many of these same locations are also expected to experience high precipitation periods that are wetter than today (see Figure 3 ). This suggests that these areas may see more short duration, intense heavy precipitation events with longer periods of dryness in between, which is consistent with observed trends across the nation (U.S. Global Change Research Program, 2014 [53] ).
This combination of long dry periods interspersed with intense heavy precipitation can be particularly troublesome in terms of the ability of the ground to absorb water. During periods of drought, soils tend to dry out and harden, reducing the infiltration rate of water from the surface to the soil subsurface, and leading to increased runoff volume during precipitation events (Morin, 1977 [54] ). Therefore, when heavy precipitation events follow drought conditions, flooding and flash flooding can more readily ensue, exacerbating conditions that encourage rockslides. This drought-induced reduction in the ability of the soil to quickly absorb excess water is of particular concern where soil is compacted, as compaction also reduces the capacity of the soil to absorb water. This is a concern for any infrastructure, including transportation, because compacting the soil to stabilize foundations is a common practice.
Regarding future temperature conditions, Figure 2 provides a profile of dramatic warming expected to occur across the entire state, such that the coldest periods may be much warmer than they are now. The most significant warming is expected to occur in northeastern Tennessee, which has experienced the most frequent winter weather events. This may result in less concern for winter weather vulnerability in that region. In addition, some warming will also occur throughout the state for the hottest periods of the year. 
Regarding future temperature conditions, Figure 2 provides a profile of dramatic warming expected to occur across the entire state, such that the coldest periods may be much warmer than they are now. The most significant warming is expected to occur in northeastern Tennessee, which has experienced the most frequent winter weather events. This may result in less concern for winter weather vulnerability in that region. In addition, some warming will also occur throughout the state for the hottest periods of the year.
Recognizing that most critical transportation assets are located in or near highly-urbanized areas in Tennessee, the FHWA Climate Data Processing Tool was utilized to provide a more detailed assessment of future precipitation and temperature extremes in the state's four major cities: Chattanooga (Hamilton County), Knoxville (Knox County), Memphis (Shelby County), and Nashville (Davidson County) (see Figure 1 for locations). CMIP5 data from the FHWA tool was used to run projections for these cities. All 20 available climate models in the FHWA tool were considered in obtaining the most robust current data available, and to reduce biases that may be present in any one model. Consistent with the more general county-level data, downscaled projections for these urban areas showed significant increases in temperature and precipitation. One example of an excerpt from the CMIP5 output data generated from the FHWA tool is shown in Figure 8 , which displays temperature projections for the Memphis area through the middle of the century. The tool also displays end of century results, and additional data points not shown in Figure 9 such as extreme cold, including lowest 4-day average winter temperatures and information regarding the freeze-thaw cycle, which can be especially important with respect to pavement conditions.
One of the advantages of the FHWA tool output is the easily made comparisons between current observed data, mid-century, and end of century projections. These comparisons can provide important insight into not only what planners should expect in the future, but how far those conditions may vary from the current environment planners are more experienced with addressing. This type of detailed analysis facilitated by the FHWA tool can also be used to obtain a robust analysis of climate projections on a more refined scale in areas that may appear vulnerable after undertaking the screening level assessment approach.
Given the local nature of the climate projections from the FHWA tool, these results may be used by regional and local planners to further understand projected precipitation and temperature extremes on a scale not available in a statewide approach. Again, however, design or development of adaptation measures for transportation infrastructure should not rely solely on such downscaled data because of the uncertainty in its reliability at such a fine resolution. Localized high resolution climate projections obtained using the FHWA tool may contain localized errors and should be compared for consistency with coarser resolution averages of downscaled climate projections, such as the county-level dataset used in this study.
Although the climate models are consistently projecting average increases in temperature, much of the middle and eastern portion of the United States has recently experienced some of the coldest temperatures on record. Tennessee also has experienced some record breaking cold temperatures and winter weather events, leading to substantial road damage from potholes in the winter of 2015 and major water line breaks in January 2010. It has been conjectured that anthropogenic-induced warming in the Arctic and loss of sea ice may cause a shift in the jet-stream that brings colder temperatures and more extreme weather generally to the middle latitudes including the eastern and southeastern U.S. (Tang, 2013 [55] and Screen, 2015 [56] ). However, this area of research is in its infancy and there is currently no scientific consensus regarding the validity of this hypothesis (Barnes, 2015 [57] ). Developments in this field should continue to be watched and project results modified if consensus develops in the scientific community around these considerations. 
Utilizing the Results
The approach described in this paper provides planners and infrastructure managers with a method by which to better understand what types of extreme weather events an area may experience in the future, trends associated with these events, and what climatic changes are projected with respect to precipitation and temperature. Overlaying the location of critical assets on 
The approach described in this paper provides planners and infrastructure managers with a method by which to better understand what types of extreme weather events an area may experience in the future, trends associated with these events, and what climatic changes are projected with respect to precipitation and temperature. Overlaying the location of critical assets on maps displaying areas that currently experience more frequent extreme weather events and that are likely to see a significant shift in climate variables such as precipitation or temperature in the future can convey to planners the areas that may warrant a more detailed analysis. However, assessing the impact these weather events and climate changes may have on particular assets in order to better quantify vulnerability and risk is a more comprehensive task.
Assessing impacts can be one of the most difficult aspects to understanding vulnerabilities and ultimately to choosing effective and economical adaptation measures. With respect to natural disasters, it can often be difficult determine which type is the most harmful-and if so how harmful-to a particular asset or network (Sohn, 2006 [58] ). If the study area is large geographically, such as an entire state, assessing impacts can be even more difficult where characteristics of individual assets (such as pavement binder used in the case of roads, historical response to hazards, or bridge elevation) cannot realistically be taken into account initially. To assess impacts at this scale, the project designed and administered a comprehensive online survey in which a broad range of transportation experts, geographically spread across the state, were enlisted to complete (Camp et al., 2016 [48] ). For each asset type selected, the survey presented a series of extreme weather scenarios adapted from the National Weather Service definitions. For example, one weather event scenario included "sustained winds ě40 mph for ě1 h or ě58 mph for any duration."
The transportation experts were then asked to evaluate the impacts (the level of asset damage or system disruption caused by the selected weather event) according to a four-point qualitative scale (nominal, moderate, significant, or catastrophic). The qualitative damage/disruption rankings were then converted into a numerical score by assigning values as follows: nominal = 1, moderate = 2, significant = 3 and catastrophic = 4. The response values were aggregated into the extreme weather event categories as defined in Table 2 such that all the survey response values for multiple weather scenarios within one weather category (e.g., both sustained winds over 40 mph and sustained winds 25-39 mph with larger gusts would be aggregated to produce a single impact score for wind), and an average impact score was then generated for each asset type and weather event combination based on the number of responses that were completed (Camp et al., 2016 [48] ).
Developing a method to combine the results of the impact survey with the county-level climate and weather data resulted in overall vulnerability scores that provide a valuable vulnerability screening assessment tool to determine what assets or areas to review more closely for potential vulnerability or adaptation initiatives.
Vulnerability scores were calculated on a county basis. Multiplying the impact score (for each asset/event combination) by a county's annual event frequency for that event results in a current vulnerability score. Multiplying the current vulnerability score by the slope of the line generated by the trend analysis (for extreme weather events) or by the percent increase/decrease (for projected climate variables), depending on the relevancy of the factor to the weather event type, provides future vulnerability scores. For example, if future vulnerability scores are being calculated for hydrologic events, the current vulnerability scores should be multiplied by the percent increase in the 90th percentile (high) precipitation values.
In applying this method, a vulnerability score by asset/weather event combination for each county was derived. An additional vulnerability score was generated as the sum of vulnerability scores taken across all weather/climate events. This added step provides an opportunity to identify those counties that may not have high vulnerability for any one asset/event combination, but may be vulnerable across a wide range of weather event/asset combinations, potentially warranting a more detailed examination. A more detailed summary of the methodology utilized to calculate vulnerability scores appears in Table 3 . Table 3 . Summary of methodology for calculating county level vulnerability scores derived from impact scores, weather event frequencies, and climate/weather data trends.
1
Obtain "impact value" for each infrastructure/weather event combination. For each infrastructure type, average the survey results regarding impact (range from 1-4) for that particular hazard (weather event) and infrastructure type (e.g., locks). This produces a numerical value-the "impact value" for each hazard/asset type combination indicating the impact to each infrastructure type when exposed to the particular weather event type (column two from Table 2 ).
2
Obtain current vulnerability scores (impact value x frequency). For each county, multiply the average annual frequency of each aggregated weather event (column one from Table 2 ) times the aggregated weather event impact score for that infrastructure/weather event combination.
3
Obtain future vulnerability scores. Take the current vulnerability scores and apply percent increase/decrease for precipitation and temperature, and/or regression slope for future straight-line wind and tornado frequencies where these factors are relevant to the weather event type.
4
Rank counties by future vulnerability scores. Assign each spatial unit (e.g., county) a vulnerability score ranking by asset/weather event combination based on the value of a units vulnerability score relative to other units. Add an additional category ranking the sum of future vulnerability scores across all aggregate extreme weather event types to account for those counties that may not have high vulnerability rankings in any one infrastructure/weather event combination, but where infrastructure is likely to be exposed and damaged from a significant number of different weather events.
The process outlined in Table 3 results in vulnerability scores with a county-based spatial resolution for each unique weather/asset combination. Once the vulnerability information is spatially displayed, overlaying the locations of the assets of concern will identify where these assets may have the greatest potential vulnerability. Unlike a more detailed approach to obtaining vulnerability scores that is often described in the literature (Smit & Wandel, 2006 [18] ), this approach is a screening tool, enabling planners to identify where it might be appropriate to undertake a more comprehensive analysis. Those more refined vulnerability assessments are often better suited to understanding the vulnerabilities of a few select assets because they can include very specific information about the asset that may make it more or less vulnerable to a chosen impact (such as pavement binder, age, current condition, elevation, etc.), and include sophisticated analyses in which different aspects related to vulnerability may be weighted to produce vulnerability scores and rankings within a group of selected assets (such as road segments or bridges). The FHWA Vulnerability Assessment Scoring Tool (VAST) is one such tool that could be used to more precisely score and rank vulnerability information about assets that show potential vulnerability through the screening approach discussed herein (FHWA, 2015) [59] ). The promise of the method described in this paper is that planners responsible for a large number of assets can readily locate the assets that may warrant a more detailed study.
As an example, Figure 9 displays a map showing the vulnerability scores by county for locks exposed to an extreme hydrologic event-the counties in red are those with the highest vulnerability scores. Adding the actual location of the critical lock assets to this map quickly conveys important information regarding vulnerabilities-only the counties in red (which indicate an area of potential exposure and high impact) that actually have locks within their boundaries may warrant a further assessment of vulnerabilities. Depending on resources and goals, the locks appearing in counties in orange may also be targeted for further analysis. The same approach can be taken for each asset and weather event combination, communicating visually which assets may warrant a more detailed review.
Conclusions
The methods for applying climate and weather data to vulnerability screening assessments developed in this study are easily transferable to other organizations that are interested in understanding the potential impact of extreme weather and climate change on assets over the course of the next two decades. The NWS historic weather data is available for locations across the country and can be used to better understand historic weather patterns, often going back 65 years. Although the downscaled CMIP3 climate projections compiled by the University of Georgia researchers are only available for counties in the southeastern United States, some agencies may not want county level data and there are other available approaches to obtaining downscaled climate data. For example, the FHWA CMIP Climate Data Processing Tool was developed with transportation planners in mind but provides meaningful and easily understandable data likely to be useful well beyond the transportation context and also may be valuable for work done on a smaller scale than a statewide study. The tool includes the raw daily CMIP data (both observed and projections) for the location analyzed which can be manipulated to support the goals of the particular study (e.g., if the identification of certain trends, such as percentage increase or decrease, are desired). Additionally, because counties in some areas, especially in the Western United States, may be too large to obtain data that can be compared at the county level, the North American Regional Climate Change Assessment Program (NARCCAP) provides downscaled data at 50 kilometer resolution, a size conducive for use with the screening approach presented in this paper (NARCCAP, 2016 [60] ). Finally, the National Center for Atmospheric Research (NCAR) and others are currently developing tools to better assist decision makers in understanding the climate risks they may face (NCAR, 2016 [61] ). For example, the Global Risk, Resilience, and Impacts Toolbox (GRITT) is currently under development at NCAR to assist extreme weather and climate change risk management and adaptation decision making, and is intended to be useful across a variety of sectors. Also, Schweikert has detailed the benefits of the Infrastructure Planning Support System (IPSS) that can be used to help quantify the climate change impacts to specific roads using input by local planners and improve adaptation decisions (Schweikert, 2014 [62] ).
These tools and approaches are particularly important as vulnerability assessments are in their infancy and many planners have found it difficult to obtain and use climate data in a meaningful way when attempting to understand impacts. As planners are faced with the need to address more severe, and ever increasing, climate and weather-related risks to public and private assets, techniques such as the one described herein can help facilitate the optimal allocation of limited resources to mitigate risks.
