From 1920, when Lukasiewicz established the 3-valued logic, many other versions have been made, with the purpose of improving or generalizing the precedent system. Fuzzy Logic departs from the multi-valued logic point of view, with real truth values in the closed unit interval.
Introduction
From 1920, when Lukasiewicz introduced his 3-valued logic, many other versions have been developed, aiming to improve or generalize the precedent system. Among them, the best known is the logic system of Kleene. It consists of a special case in the logic system of Lukasiewicz. And in line with this, the Fuzzy Logic departs from the multi-valued logic point of view, with real truth values into the closed unit interval.
So, in a previous step (Classical Logic) we have two truth values: 0 and 1. In the subsequent step (Lukasiewicz), we dispose of three truth values: 0, 1/2 and 1.
In an intermediate step, when it is the n-valued logic, we will have n possible truth values: 0, 1/n-1, 2/n-1, . . ., (n-1)/n-1 = 1, n rational numbers in the closed unit interval.
And the final step will be all the closed unit interval as range of truth values. Therefore, the Fuzzy system is an infinite-valued logic.
On Fuzziness
It is possible to introduce new generalized versions of Classical Logic. That is the case with the Modus Ponens Generalized, or the Modus Tollens Generalized, or the Hypothetic Syllogism.
To each Fuzzy Predicate, we will associate a Fuzzy Set: the one defined by such property, that is, composed by the elements of the Universe such that totally or partially verify that condition.
So, we can prove that the class of fuzzy sets with the usual operations of union, intersection and path to the complementary does not constitute a Boolean Algebra, because neither the Contradiction Law nor the Third Excluded Principle work in it. Geometrical and algebraic proofs are easy, by a counterexample: it suffices to take an element with membership degree that belongs to the open unit interval: 0 < μ (x) < 1.
Summing up the aforementioned concepts, we will formulate this result:
Theorem 2.1 There exists an isomorphism between the infinite-valued logic and the Fuzzy Set Theory.
Suppose a fuzzy or vague predicate, P , in the infinite-valued logic. As you know, the truth value set in this case will be: T ∞ = [0, 1] . Then, P (x) or equivalently x ∈ P will be identified as its membership degree, that is, the intensity of x in the accomplishment of the corresponding property, described by P.
And reciprocally, if we depart from the number μ P (x) in the closed unit interval, named membership degree of x to P , then it will be interpreted as the truth value of x ∈ P, in our infinite-valued logic.
This implies, obviously, that in the same way that Fuzzy Logic is an extension of Classical Logic, Fuzzy Set Theory is a generalization of Classical Set Theory.
Furthermore, we would introduce all the linguistic modifiers and with them, the structure and derived problems of natural language. So appears the Approximate Reasoning.
On Roughness
The concept of Rough Set was introduced by the polish mathematician Zdzislaw Pawlak in 1982. Taking objects, attributes or decision values, we will create rules for them: upper and lower approximations and boundary approximation. Each object is classified in one of these regions. For each rough set, A ⊂ U, we dispose of:
-Lower Approximation of A: collection of objects which can be classified with full certainty as members of A.
-Upper Approximation of A: collection of objects which may possibly be classified as members of A.
Obviously, this class is wider than the aforementioned, containing "between both" the Rough set.
The process will be articulated in three steps:
First
Step: We depart from a relational database, composed by a table of objects with their attributes and the corresponding values.
Second
Step: We put together such objects according to their attributes and the corresponding values of such attributes on each class. So, we obtain a classification. In mathematical terms, a partition in equivalence classes.
Third
Step: It is possible to form the Indiscernibility Matrix, showing the equivalence classes and the attribute values on each class.
The relation between Knowledge Theory and Rough Sets will be in different forms. For instance, in Approximate Reasoning, Pattern Recognition, Machine Intelligence and so on.
But not every attribute is needed to characterize each class. We will define the Relative Reduction concept. It contains enough information to distinguish between the different classes.
Rough Set Theory is a model of Approximate Reasoning. According to it we will interpret knowledge as a way to classify objects.
We say that an object, or category, is R-rough, if it is not R-exact.
For each R-rough set, Y ⊂ U, we define two associate R-exact sets:
-the R-lower approximation of Y: 
As model of proof, we show this: Let x be an element of the universe, U, such that:
We omit the subsequent detailed proofs, because they require very similar reasoning.
Pr. 2:
Given a Knowledge Base: K ≡ (U, R), we will take the collection of classes:
that is closed with respect to usual set operations: ∪, ∩andc. It verifies the known properties of a Boolean Algebra. More concretely, we can say a Field of Sets.
But it is not the case when we deal with R-rough sets. Because, for instance, the union of two R-rough sets can be a R-exact set. For this reason, we represent the Rough set as a pair (A, B) , where A and B are two exact sets such that:
Many algebraic structures can be applied to the representation of Rough Sets. For instance: the Nelson Algebra, the Post Algebra, the Lukasiewicz Algebra and so on. The immanent character of these ideas in ML is shown in this form: Let Y be a Rough Set and B a collection of attributes. When we say:
x ∈B Y it means that x belongs necessarily to Y .
Whereas when we say:
we are saying that x belongs possibly to Y. Let U be a universe, X a set of objects in U and B a set of attributes. Then, we proceed to introduce the Rough Membership Function:
by the assignation, for each x, to its membership degree:
Obviously:
Pr. 11:
that is, it coincides with its characteristic function. Therefore, the coincidence of this Theory with the Classical Theory of Sets occurs when we only work with R-exact sets.
Nowadays the principal trends in Rough Set research are:
-To reach the Robustness of Decision Rules. Therefore, we attempt to obtain the stability with respect to small changes in the information set of objects.
-To reach noise-resistance. That is, the preservation of the way of classification when the noise is present. In subsequent papers, we will analyze the mutual relationship between both theories and the mutual support in the advances through different fields.
