, which is applied to the SP-induced equivalent magnetic surface currents on the interface that establish the TD reflected/transmitted fields. We show that, for well-collimated truncated SP incident fields, the PO-PB synthesis of the reflected/transmitted fields yields an approximate explicit physically appealing, numerically efficient asymptotic algorithm, with well-defined domains of validity based on the problem parameters. An extensive series of numerical experiments verifies the accuracy of our method by comparison with a rigorously-based numerical reference solution, and assesses its computational utility. The algorithm is intended for use as a rapid forward solver in SP-TD inverse scattering and imaging scenarios in the presence of moderately rough dielectric interfaces.
fields from SP planar 1-D truncated aperture distributions. Restricting the analysis to the high-frequency range, a physical optics (PO) approach [3] is used to compute the TD reflected and transmitted fields. Specifically, an E formulation of PO is used [3] , which is based on an equivalent magnetic surface current (EMSC), and renders the reflection and transmission problem equivalent to radiation from a locally varying time-delayed SP aperture field distribution along the interface profile. This SP-PO EMSC distribution is parameterized in terms of Gabor-based narrow-waisted ray-like discretized Gaussian initial fields on the interface, which generate reflected/transmitted pulsed beam (PB) propagators. The field at the observer in either half-space is established by summation over the SP-PO basis beams.
The problem strategy outlined above implements a further step in our planned sequential approach toward a robust physically incisive, accurate, and numerically efficient high-frequency asymptotic algorithm that quantifies SP scattering of three-dimensional (3-D) vector fields by 2-D moderately rough interface profiles between free space and slightly lossy-dielectric media. The intended application is as a rapid forward solver in SP-TD inverse scattering and imaging scenarios where a dielectric rough interface plays a critical role [our approach differs from several numerical/statistical approaches that have been explored in the past (see, e.g., [4] [5] [6] and the references therein)]. The general problem of SP-TD fields excited by 1-D planar-aperture distributions parameterized in terms of SP Gaussian beams (GBs) has already been addressed in one of our previous investigations [2] . The new step in the present problem is the inversion to the SP-TD of the scattered fields, in our previous study that deals with the same complete 2-D problem geometry, but is excited by time-harmonic high-frequency illumination; here the discretized Gabor basis for the 1-D planar truncated aperture distribution involves ray-like frequency domain GB propagators [1] . The coordination of [2] with the SP-TD inversion of the reflected/transmitted fields in [1] occupies the remainder of this paper. After the problem statement in Section II, we reexamine in Section III the high-frequency solution in [1] , and modify it by introducing the PO approximation for the induced surface fields on the interface in order to facilitate explicit analytic inversion to the SP-TD later on; the corresponding PO-modified asymptotic GB propagators excited by illumination from a quasi-linearly phased, truncated-aperture distribution are developed here. The inversion to the SP-TD is treated in Section IV, with preliminary frequency-domain approximations for slightly-lossy An aperture-generated TM-polarized pulsed field impinges from free space onto a dielectric half-space with relative permittivity and conductivity , bounded by a moderately rough interface z = h(x). (b) Wide-waisted Gaussian beam excitation in (2) , to be approximated as in (3) .
dielectrics as well as certain basis-beam parameters that adapt the inversion to the SP-TD aperture field parameterization in [2] . The numerical experiments in Section V, performed for a variety of different problem parameters, assess, and quantify the accuracy, range of validity, and computational utility of the algorithm in Section IV through comparisons with a rigorously-based numerical reference solution. Conclusions are briefly stated in Section VI.
II. STATEMENT OF THE PROBLEM
The problem geometry is sketched in Fig. 1 . All fields and geometries are 2-D in the independent space. A transverse magnetic (TM) polarized pulsed electromagnetic (EM) field is assumed to impinge from free space onto a homogeneous, slightly lossy, dielectric half-space bounded by an irregular interface described by a continuous function [ Fig. 1(a) ].
A. Incident Field
We restrict our attention to the directed electric field from which all other field quantities of interest can be computed via Maxwell's equations. The directed incident field is generated by a large truncated 1-D aperture of width at , with an assigned space-time electric field distribution ,
where is a spatial shift which can be used to adjust the illumination. In what follows, we shall be concerned with pulsed well-collimated Gaussian beams (GBs) generated by the separable linear-delay space-time field distributions (2) In (2), is a Gaussian taper function and is the free-space wavespeed, with , denoting the free-space permittivity and permeability, respectively. Moreover, is a short pulse of length , and denotes the tilt angle of the radiated beam relative to the axis [ Fig. 1(b) ]. The variance of and the spatial shift are chosen so that tapers to zero for , as shown in Fig. 1(b) . The linear-delay aperture field distribution in (2) generates a wide-waisted tilted GB which, in the collimation zone of the aperture, can be approximated by a pulsed tapered plane wave 
The reference solutions employed later on are based on the incident field generated by numerical evaluation of the rigorous Kirchhoff aperture (line source Green's function) integration using (1) and (2) [with (10) ], whereas all subsequent beam-derived results rely on the planewave approximation in (3).
B. Reflected and Transmitted Fields
The irradiated half-space is assumed to be nonmagnetic, i.e., with relative permeability and characterized by the constant relative permittivity and electric conductivity , both being frequency independent. The interface profile is assumed to be moderately rough (both in height and slope) with respect to the pulse length , i.e., the undulations in are assumed to be on the order of . The reflected and transmitted fields are modeled via the Gabor-based narrow-waisted discretized pulsed beam (PB) algorithm in [2] , to which we shall refer frequently throughout the paper.
III. FREQUENCY-DOMAIN FORMULATION
A Gabor-based, narrow-waisted GB approach for time-harmonic scattering by, and transmission through, moderately rough interfaces has been introduced in [1] , extending the results in [7] and [8] , and yielding a robust and efficient numerical algorithm. Although an extension of this approach to pulsed excitation, via analytic Fourier inversion, is possible in principle, its implementation is indirect and cumbersome. In particular, multiple interactions, which can be treated conveniently in the frequency domain (FD) (see [1, App. A]), would involve substantial preliminary algebra in the TD. Accordingly, we pursue here a simplified approach based on the FD Kirchhoff PO approximation which, via the algorithm in [2] , can be more easily inverted to the TD. In this section, we briefly review the FD PO formulation and its Gabor-based narrow-waisted beam discretization. Capital letters identify FD field quantities.
A. PO Approximation
The Kirchhoff PO approximation has been used extensively for scattering from smooth, gently-curved structures which are large on the wavelength scale [9] . Although, most applications have been carried out for impenetrable structures, penetrable objects can be handled as well (see, e.g., [3] ). Applications to conducting rough surface scattering have also received much attention (see, e.g., [10] [11] [12] [13] ). For penetrable rough interfaces, we return to the geometry in Fig. 1(a) , subject to the pulsed tapered plane-wave illumination in (3), with FD spectrum (5) Here, are the beam coordinates defined in (4), is the free-space wavenumber, is the freespace wavelength, and is the spectrum of the pulse
The directed FD PO reflected field in the half-space can be expressed as ( formulation [3] )
where extends over the illuminated portion of the 1-D surface , is the incremental arc-length measured along the surface tangent (8) and denotes the normal derivative ( 
As stated previously, the incident field tapering is chosen so that the illuminated portion of the interface, , is essentially confined to the interval [see Fig. 1(b) ]. In (7), is the FD line-source Green's function (10) with denoting the zeroth-order Hankel function of the first kind. The PO EMSC density is given by twice the tangential reflected electric field at the interface, obtained from the canonical solution of infinite plane-wave scattering by a plane-dielectric boundary locally tangent to the rough surface profile ( Fig. 2 ) (11) In (11), denotes the local TM plane-wave Fresnel reflection coefficient (12) where (13) is the effective complex relative permittivity, and is the local incidence angle relative to the surface normal, which can be expressed in terms of the incident beam-tilt angle and the local slope as (see Fig. 2 ) (14) The same considerations applied to the field transmitted into the half-space yield (15) where and the PO EMSC density is given by (16) The limitations of the Kirchhoff PO approximation have been thoroughly investigated in the past and are well documented in the technical literature (for the case of conducting rough surface scattering see, e.g., [10] ). In general, this approximation works well for large, smooth scatterers, and for observation directions not far from backscatter. The formulations in (7) and (15) neglect multiple interactions, which can be incorporated in principle through higher order models (see, e.g., [13] ). Here, we restrict the range of validity to moderate roughness (both in height and slope) and incidence directions far from grazing, thereby, avoiding multiple scattering. While the FD results in this Section are not restricted with respect to dielectric losses, our subsequent TD applications are subject to the "slight loss" assumption which is exploited in Section IV-A to symplify analytic inversion to the TD.
B. Gabor-Based Narrow-Waisted Gaussian Beam Discretization
The FD PO integrals in (7) and (15) are formally analogous to the FD Kirchhoff aperture radiation integrals in [2, Sec. II], [2, eq. (2)]. The only difference is that the line integration in (7) and (15) is performed along the 1-D rough surface profile instead of a 1-D planar aperture as in [2, Sec. II]. In [2] , the assigned FD planar aperture field distribution is parameterized in terms of domain discretized indexed Gabor basis functions with narrow width , centered on the Gabor lattice points on the aperture; these initial conditions generate narrow-waisted, quasi-ray GBs, which can be approximated efficiently in terms of complex source point (CSP) propagators (see [2, eq . (14)]). Nontilted beams, launched from the Gabor lattice points and propagating along the direction normal to the aperture plane, are superposed to synthesize the radiated field (see [2, eq. (13) (22)]). For plane dielectric interfaces, the plane-wave-excited PO EMSC would be exactly linearly phased; and therefore, the tilted beam discretization in [2, eqs. (18)- (22)] could be applied straightforwardly and as shown in [2, Sec. II-C], would be considerably more efficient than the nontilted beam algorithm in [2, eqs. (13)- (16)]. For moderately rough interfaces, the phasing in the PO EMSC is no longer globally linear. However, for narrow-waisted beams, one can still exploit the locally linear behavior. To this end, it is expedient to rewrite the PO EMSC by separating out the locally linear-phase term that the incident plane wave would induce on the locally tangent plane, i.e., generalizing [2, eq. (17)] or (17) with and defined in (14) . Here and henceforth, the dependence is omitted for simplicity of notation. The weakly phased reduced PO EMSC or (18) can thus be parameterized approximately as (cf. [2, eqs.
or (19) where the subscript tags the th GB in the discretization and represents the normalized Gaussian window in [2, eq. (6)] (20) with the Gabor coefficients given approximately by
The sum in (19) extends up to because the PO EMSC (subject to verification) are assumed to be negligible for , outside the illumination window [see Fig. 1(b) ]. By combining (7) and (15) with (17) and (19), the reflected and transmitted fields can be discretized as (see also [2, eq. (18)]) or (22) where the beam propagators , are given by
For narrow Gaussian windows, i.e., , and moderate surface roughness, the paraxial far zone approximation in [7] can be applied to (23) and (24) . For the reflected field, one obtains the following complex source point (CSP) approximation which applies [2, eq. (20) ] locally (see Appendix I for details) (25) where (see Fig. 3 ) ,
Furthermore (27) is the complex distance, in the beam coordinates of Fig. 3 , between the observation point (28) and the CSP , with the complex displacement parameter given by (generalizing [2, eq. (22)]) (29) In (25), and henceforth, the tilde identifies dependence on analytically continued spatial source coordinates. The beam discretization in (22) with the CSP GB propagator in (25) is physically appealing because it represents a superposition of GBs launched from points on the illuminated portion of the interface along the reflection directions (see Fig. 3 ), which are locally matched to the surface EMSC. Similarly, for the transmitted GB propagator one obtains (30) Like the reflected field, the transmitted field is synthesized via (22) and (30) with EMSC-matched CSP GBs propagating along the local refraction direction (see Fig. 4 ). Since the dielectric half-space is assumed to be lossy, ,
, and are complex.
IV. TD FORMULATION

A. Preliminary Considerations
The FD beam propagators in (25) and (30) are nearly identical with that in [22, eq. (20) ]. Therefore, extension to the TD for pulsed excitation can be pursued by following the procedure in [2, Sec. III-A]. However, the TD inversion is now complicated by the dispersive (ohmic) properties of the dielectric half-space [cf. (13)]. Although, analytic approaches to PB propagation in ohmic-dispersive media are available [14] , here we use a simpler approach, restricted to slightly lossy materials, i.e., (35) with denoting the effective bandwidth of the pulse . This condition is fulfilled for a class of actual ground penetrating radar (GPR) applications which is a topic of interest to us (see, e.g., the discussion in [15] ), and which allows the complex wavenumber to be written as [15] (36)
i.e., with a frequency-independent (nondispersive) imaginary part. For example, a GPR system with 2 GHz center frequency and 1-GHz bandwidth, for a typical class of clay-loam soils ( , S/m) [16] , would have in (35) in the worst-case scenario. The nondispersive approximation considerably simplifies the TD inversion. In what follows, we shall be using (36) for calculating the transmitted field. Moreover, we approximate the frequency-dependent reflection coefficient in (12) by its (real, frequency independent) value at (37) As in [2] , we assume a frequency-independent Gabor lattice parameter in order to conveniently estimate the TD Gabor coefficients by aperture sampling (see the discussion in [2, Sec. III-A]). Anticipating Fourier inversion, recalling (5), (11) , (16) , (18) , and (37), the FD Gabor coefficients in (21) where is a normalization constant, and the variance is chosen so that the pulse width of is . We now generalize the TD results in [2, Sec. III-A], starting with the reflected field.
B. Reflected Field
As in [2] , in order to evaluate the integral in (46) with (25) and (49), we first approximate the complex distance in (27), which is frequency dependent via (29). Assuming (and therefore ) sufficiently small in the amplitude factor of (25) we let [2, eq. (39)] (50) where is real and frequency-independent, with and defined in (26) and (28), respectively. In the phase factor, instead of the paraxial approximation in [2, eq. (40) 27) and (29)] (51) which was found to give better results. Using (50) and (51), the beam propagator in (25) can be rewritten as (52) where
Substituting (49) and (52) into (46), one obtains a canonical integral [18] (55)
where is the gamma function [19] , and
with denoting the Kummer confluent hypergeometric function [19] . The reflected analytic PB propagator can be thus written as (57) where (58) Equation (57) generalizes [2, eq. (44)] to arbitrary order of the derivative in (48). The functions can be efficiently computed using the rapidly converging expansions in Appendix II.
C. Transmitted Field
The transmitted PB propagator can be obtained similarly. The only slight difference is due to the complex wavenumber and the complex parameters and in ( 
D. Limitations
The limitations of the proposed approach can be divided into two categories. The first category includes the model constraints, i.e., the underlying PO approximation and all other simplifying assumptions. These constraints are known a priori, and can be summarized as follows: 1) moderately rough interfaces (both in height and slope) with local curvature radii large compared to the pulse length ; 2) plane-wave excitation [cf. (3)] with incidence direction far from grazing; 3) slightly lossy dielectrics [cf. (35)]. Strong roughness and/or near-grazing incidence would require more sophisticated models than the simple PO approximation in Section III-A. More general (e.g., focused) excitations would require a two-step procedure: first discretizing the aperture field distribution in terms of narrow-waisted GBs as in [2] and subsequently applying the PO algorithm to each incident beam. Concerning more sophisticated loss/dispersion models in the TD, one possibility is the inclusion of ohmic dispersion, which can be accommodated within the analytic framework of Gaussian PBs [14] .
The second type of constraint is related to the adequacy of the narrow-waisted PB discretization in Section IV-B and C, in terms of the number of beams required to guarantee stability of the outcome. We have referred to this as the scrambling criterion, i.e., the insensitivity of the result with respect to different combinations of the beam/lattice configuration. Overall reliability requires that both the model constraints and the scrambling criterion are satisfied.
V. NUMERICAL RESULTS
A. Reference Solution
The PB syntheses presented in Section IV have been validated and calibrated against an independent reference solution based on the time-harmonic multifilament current method in [20] , and adapted to moderately rough interfaces (cf. [1, App. B]). The frequency spectra of the reflected and transmitted fields were obtained by solving the FD problem at 100 different frequencies within the pulse bandwidth. The incident FD field was computed via numerical integration of the rigorous Kirchhoff aperture distribution [the spectrum of (2)], without resorting to the plane wave approximation, and with use of the full dispersive permittivity model in (13) for the dielectric half-space. The resulting frequency samples were smoothed through local Padé approximation [21] and filtered by the pulse spectrum in (49). The TD solution was then obtained via standard inverse FFT routines [21] .
B. Simulation Parameters
The numerical simulations that follow are based on the pulsed aperture field distribution in (2) with the Gaussian taper (65) . The aperture height was chosen so as to place the rough dielectric interface within the collimation zone of the aperture, thereby justifying the plane-wave incidence approximation in (3); depending on the tilt angle , the spatial shift was adjusted so that the illuminated region was confined in the interval [see Fig. 1(b) ]. In each of the examples below, it was verified that the illumination at the edges was at least 30 dB below the maximum strength so that numerical artifacts due to edge effects were negligible. The rough surface profile was generated via the quartic spline model in [1] . For the GPR applications of interest in our studies, the dielectric half-space parameters were chosen so as to simulate a class of realistic soils (Puerto Rican clay loam [16] ), with the frequency range chosen to satisfy (35). 
C. Results
We begin with the problem geometry in Fig. 6 , with the relevant parameters specified in the figure caption. For this configuration, the roughness is moderate both in height and slope , and the average radius of curvature is large with respect to the pulse length . The incident field direction is vertical , and the constitutive parameters , satisfy (35). The previously stated conditions for validity of the proposed PB synthesis in (47) should be thus satisfied, and good accuracy should be expected with an "adequate" number of beams. The reflected and transmitted fields have been computed via (47) with (57) and (60), respectively, at nine observation points (three different horizontal positions, spanning the illuminated region, on three observation planes). The reflected/transmitted temporal waveforms obtained Very good agreement is observed. At certain observation points, especially at smaller observation distance [cf. Fig. 7(a) , (c), and (f)], the dominant contributions turn out to be well separated and replicate the incident waveform (inverted due to reflection). This is not the case in the central region , where the almost simultaneous arrivals from the surface do not allow their separate resolution for the specified input pulse width, thereby resulting in the chirped oscillations in Fig. 7(b) , (e), and (h). Separate (noninverted) arrivals are also visible in the transmitted field [cf. Fig. 8(i)] ; at smaller observation distance [e.g., Fig. 8(a) and (c)], however, the transmitted field waveforms coalesce into a close replication of the incident pulse. In all examples, the PB syntheses and the numerical reference solutions are in close agreement, thereby, demonstrating the high-resolution capabilities of the PB algorithm under controlled conditions.
The number of beams in these examples were arrived at using the pragmatic stability criterion discussed in Section IV-D. In order to better quantify the accuracy, and address convergence issues, we have computed the rms (energy) errors in (66), shown at the bottom of the page, where the subscript denotes the reference solution and denotes the PB synthesis. The rms errors for Figs. 7 and 8 are 25 dB. The convergence of the algorithm in Figs. 7 and 8 is illustrated in Fig. 9 , where the rms errors for both reflected and transmitted fields are plotted versus the number of beams . The various curves pertain to different observation points. It is noted that beyond a critical threshold, the error becomes practically insensitive to a further increase in the number of beams, indicating that convergence has been achieved. "Convergence" here implies that the PO integral is adequately beam-discretized but, as noted in Section IV-D, this does not necessarily imply that the overall solution is accurate; good overall accuracy requires that the model constraints are likewise satisfied. The test configuration was chosen deliberately so that this is the case. In this example, the convergence turns out to be weakly dependent on the observation point, and a robust threshold for uniformly good accuracy dB can be set around . If the model constraints in Section IV-D were violated, the PB synthesis, although stabilized, could be inaccurate. For illustration, we strained the algorithm by selecting simulation parameters near the limit of their range of validity. The results in Fig. 10 pertain to the profile in Fig. 6 , conformally scaled so as to increase the roughness up to a maximum height and a maximum slope , with an average curvature radius . The number of beams was chosen to satisfy the stability criterion. Remarkably, the PB synthesis still performs well, but now one observes discrepancies with respect to the reference solution [particularly in one late-time peak in Fig. 10(a) ] which cannot be repaired by increasing the number of beams. Note that the increased roughness admits multiple reflections which are accounted for in the reference solution but ignored in the PO algorithm. This may contribute to the diminished accuracy, which now yields rms errors dB, dB. The deterioration is aggravated further for oblique incidence, where multiple interactions are more pronounced, as seen in Fig. 11 , where the profile of Fig. 10 is illuminated by a tilted beam with . For this example, dB and dB. We also investigated the accuracy degradation in the "low-frequency" (i.e., long pulse) limit. As an illustration, the reflected and transmitted waveforms at various observation points in Fig. 12 pertain to the geometry in Fig. 6 , but using a ten-times longer excitation pulse . For this configuration, and ; the or (66) reduced radius of curvature stretches the validity of the asymptotics in the PO model and in the CSP approximations (25) and (30). First, one notes from Fig. 12 that the reflected/transmitted waveforms contain less structure than those in Figs. 7, 8,10 , and 11, since the surface is now flatter on the pulse length scale ( ). Second, due to the lower-frequency content of the pulse, recalling (29) and (51), a larger Gabor lattice period (i.e., fewer beams) should be adequate to stabilize the beam synthesis. This was confirmed in numerical simulations, where the beam syntheses were found to stabilize around . As seen from Fig. 12 , the beam syntheses, though reasonably good, are no longer highly accurate, but have rms errors ranging from 25 dB to 5 dB. As in Figs. 10 and 11 , the accuracy cannot be improved by increasing the number of beams, indicating that the limit in range of validity of the PO/CSP asymptotics has been reached. The results above highlight the GPR tradeoff between resolution (achievable by shortening the pulse) and adequate soil penetration (achievable with lower-frequency excitation). Specific numerical values are application-dependent, and are discussed in [22] and [23] in connection with imaging of shallowly buried low-contrast plastic landmines. We found that for practical ultrawide-band applications, the nondispersive approximation in (35) and (36) works reasonably well. From a practical viewpoint, we have found fairly accurate predictions dB for roughness with maximum height , (average) curvature radii , maximum slopes , for nearly-vertical incidence , and for dielectrics with . For the examples in Figs. 7, 8, 10 , and 11, 150-200 beams were usually found to be sufficient to reach convergence, resulting in negligible memory requirements and an average computing time of ms per field time sample (at a fixed observation point) on a 700-MHz PC. Note that the computing time scales linearly with the number of beams; accordingly, for the examples in Fig. 12 (i.e., 30 beams) we found ms. These computational features look quite attractive when compared with those of typical full-wave solvers. A rough estimate of the average computing time for our reference solution as described in Section V-A (which, however, was not fully optimized) is on the order of 2 s per space-time sample, with memory requirements on the order of 10 MB.
VI. CONCLUSION
A Gabor-based quasi-ray PB algorithm has been presented for a short-pulse 2-D reflection by, and transmission through, a 1-D moderately rough interface separating free space from a slightly-lossy dielectric half-space. The approach is based on the Kirchhoff PO approximation and the PB 1-D aperture field discretization in [2] , and has been validated and calibrated against an independently generated reference solution. Numerical simulations show that the proposed algorithm yields robust and accurate predictions in a calibrated range of parameters, and is fairly attractive in terms of computational features when compared with full-wave rigorous solvers. Extensions to more general dispersion/loss models and to noncollimated aperture excitations remain to be investigated (for one possibility, see [14] ). Extension to 2-D surfaces, and 3-D field scattering, based on 2-D aperture PB discretization [24] , is currently under consideration. The algorithm has already been applied to inverse scattering scenarios involving moderately rough surface-profile estimation [22] for enhanced subsurface-target imaging. Preliminary results for imaging of shallowly buried low-contrast plastic targets look encouraging [23] .
APPENDIX I DETAILS PERTAINING TO (25)
For narrow Gaussian windows, with , the integrand in (23) is strongly localized around . Thus, for moderate roughness, the integration path near can be approximated by the local tangent plane, and the phase function can be assumed to be linear. Accordingly, in the coor-dinate system of Fig. 3 (67) the reflected-beam integral in (23) can be approximated as (68) where is the Gaussian window in (20) projected onto the local tangent plane ( axis in Fig. 3) (69)
The integral in (68) has the same form as [2, eq. (9)]. Therefore, straightforward application of the paraxial far zone approximation detailed in [7, Appendix] yields the result in (25). Similar considerations applied to the transmitted beams in (24) yield (30) (see Fig. 4 ).
APPENDIX II RAPIDLY CONVERGING EXPANSIONS FOR
As in [2, Appendix C], using the Kummer transformation and the truncated Taylor series for the confluent hypergeometric function , one obtains [19] (70)
with denoting the Pochammer symbol [19] (72)
As shown in [2, Fig. 5 ], the expansions in (70) and (71) 
