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Abstract
Floods are the most recurrent, widespread and damaging natural disasters, and are expected to become further devastating because of global warming. Blockage of crossdrainage hydraulic structures (e.g., culverts, bridges) by flood-borne debris is an influential factor which usually results in reducing hydraulic capacity, diverting the flows, damaging structures and downstream scouring. Australia is among the countries adversely
impacted by blockage issues (e.g., 1998 floods in Wollongong, 2007 floods in Newcastle). In this context, Wollongong City Council (WCC), under the Australian Rainfall and
Runoff (ARR), investigated the impact of blockage on floods and proposed guidelines to
consider blockage in the design process for the first time. However, existing WCC guidelines are based on various assumptions (i.e., visual inspections as representative of hydraulic behaviour, post-flood blockage as representative of peak floods, blockage remains
constant during the whole flooding event), that are not supported by scientific research
while also being criticised by hydraulic design engineers. This suggests the need to perform detailed investigations of blockage from both visual and hydraulic perspectives, in
order to develop quantifiable relationships and incorporate blockage into design guidelines of hydraulic structures. However, because of the complex nature of blockage as a
process and the lack of blockage-related data from actual floods, conventional numerical
modelling-based approaches have not achieved much success.
The research in this thesis applies artificial intelligence (AI) approaches to assess the
blockage at cross-drainage hydraulic structures, motivated by recent success achieved by
AI in addressing complex real-world problems (e.g., scour depth estimation and flood
inundation monitoring). The research has been carried out in three phases: (a) literature review, (b) hydraulic blockage assessment, and (c) visual blockage assessment. The
first phase investigates the use of computer vision in the flood management domain and
provides context for blockage. The second phase investigates hydraulic blockage using
lab scale experiments and the implementation of multiple machine learning approaches
on datasets collected from lab experiments (i.e., Hydraulics-Lab Dataset (HD), Visual
Hydraulics-Lab Dataset (VHD)). The artificial neural network (ANN) and end-to-end
deep learning approaches reported top performers among the implemented approaches
and demonstrated the potential of learning-based approaches in addressing blockage issues. The third phase assesses visual blockage at culverts using deep learning classification, detection and segmentation approaches for two types of visual assessments (i.e.,
blockage status classification, percentage visual blockage estimation). Firstly, a range
of existing convolutional neural network (CNN) image classification models are implemented and compared using visual datasets (i.e., Images of Culvert Openings and Blockage (ICOB), VHD, Synthetic Images of Culverts (SIC)), with the aim to automate the
process of manual visual blockage classification of culverts. The Neural Architecture
iv

v
Search Network (NASNet) model achieved best classification results among those implemented. Furthermore, the study identified background noise and simplified labelling
criteria as two contributing factors in degraded performance of existing CNN models for
blockage classification. To address the background clutter issue, a detection-classification
pipeline is proposed and achieved improved visual blockage classification performance.
The proposed pipeline has been deployed using edge computing hardware for blockage
monitoring of actual culverts. The role of synthetic data (i.e., SIC) on the performance of
culvert opening detection is also investigated. Secondly, an automated segmentationclassification deep learning pipeline is proposed to estimate the percentage of visual
blockage at circular culverts to better prioritise culvert maintenance. The AI solutions
proposed in this thesis are integrated into a blockage assessment framework, designed
to be deployed through edge computing to monitor, record and assess blockage at crossdrainage hydraulic structures.
Keywords: flood management; cross-drainage hydraulic structures; hydraulic blockage;
visual blockage; scaled physical models; artificial intelligence; computer vision; machine
learning; deep learning; convolutional neural networks; artificial neural networks; synthetic data
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Natural disasters (e.g., earthquake, flood, landslide, drought) are events with the potential to cause catastrophic damage and significant socioeconomic loss to a community. A
gradual increase in the occurrence and intensity of natural disasters has been noted over
the past few decades. According to Guha-Sapir [1], a percentage of the increase in occurrence is because of advances in reporting, communication and detection technologies.
However, the increase in hydro-meteorological disasters, including floods and droughts,
is actual, which is believed to result from climate change and unplanned urbanisation in
disaster-prone regions [2, 3]. Increased intensity and urbanisation has made natural disasters more damaging in terms of deaths and effect on people. From 2010 till 2021, a
total of 4384 natural disasters were recorded, which resulted in 0.5 million deaths, 1886
million affected and USD$1.89 billion damages [1]. The proportion of affected people
is highest in underdeveloped countries, mainly because of lack of resources to deal with
natural disasters [3]. These horrifying disaster statistics raised concerns in the community, forcing the development of innovative solutions and extension of existing methods
to reduce the impact of disasters toward proactively protecting the community [4].
Floods are one of the most frequent, widespread and costly natural disasters in the
world [5–14]. According to the United Nations (UN), floods result in the highest number
of casualties compared to any other disaster [1, 7]. It is expected that floods will become
even more frequent and devastating because of global warming [5, 15]. Regarding Australia specifically, the Brisbane flooding of 2011 stands out, having caused 35 deaths and
approximately AUD$6.64 billion damages [16]. Furthermore, the August 1998 Wollongong flooding and 2007 Newcastle flooding are other examples of floods in Australia,
1
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all of which resulted in flooded homes and transport delays for several days [17]. Flood
events can be categorised into three groups: (a) flash floods, usually occurring within six
hours of heavy rainfall; (b) river plain inundations, caused by sustained precipitation over
large catchment areas; and (c) coastal floods, caused by coastal storms or cyclones, often
reinforced by tidal cycles [10].
Modern flood management process follows a four-step cycle (i.e., prevention, preparedness, response, recovery), with the aim to reduce the impact of flood events on local communities and infrastructure assets [13, 18]. Structural and non-structural measures are
two categories of flood management approaches. Structural measures aim to create artificial structures such as dams, water diversions, embankments and channel improvements,
while non-structural measures include flood plain zoning, early warning systems, flood
proofing and evacuation plans [18, 19]. However, there is scope for exploring latest technologies, such as artificial intelligence (AI), to improve the flood management practices.
AI is a field of computer science which aims to develop intelligent systems with the ability to mimic human-like intelligence. This technology is becoming increasingly useful
for addressing different flood management activities, including land use classification for
flood risk assessment [20,21], real-time flood monitoring [11,22–25], flood surface water
velocity measurement [26–41], flood modelling [42, 43], flood detection and inundation
mapping [12, 44–55, 55, 56], flood debris management [57–59], and post-flood damage
assessments [60]. Despite these successful efforts, progress in using AI to its full strength
is relatively slow compared to its other domains of application. Thus, it is particularly
relevant to analyse the potential advantages of AI over conventional approaches in order
to establish the proper use for flood management.
Cross-drainage hydraulic structures are defined as the structures to provide passage for
water from one end of a crossing transport infrastructure (e.g., road, railway line) to the
other end [61]. They are susceptible to becoming blocked by debris material, which results in a reduction of their hydraulic capacity [62–64]. Readily available urban debris
is easily transported by the stormwater network [62, 65] and causes an increase in peak
flood levels by blocking drainage structures [66, 67]. This condition may adversely influence flood outcomes in ways both simplistic (e.g., afflux in the upstream vicinity of the
blockage) and complex (e.g., early loss of storage in floodplains or basins, diversion of
flows away from flood mitigation infrastructure or toward areas of higher vulnerability)
[63, 68–70]. In the literature, there are mainly two schools of thought, based on the approach they use to interpret and investigate blockage issue. To represent each group, in
this thesis, hydraulic blockage and visual blockage are introduced as two separate terms.
• Hydraulic blockage is defined as the reduction in the hydraulic capacity of hydraulic structures due to the presence of debris material [62]. Quantification of
hydraulic blockage at a given structure is highly variable and almost impossible to
achieve. Hydraulic blockage investigation mainly aims to study the impact of block-
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age on the peak flood levels at certain cross-drainage structures. Study of hydraulic
blockage is significant in order to integrate the blockage into design guidelines of
hydraulic structures. Currently, due to lack of real-floods hydraulic data or visual
data, understanding of the impact of blockage on floods is deficient and hence no
adaptive design guidelines exist.
• Visual blockage is defined as the percentage occlusion of hydraulic structures by
debris, assessed from images and/or personal observations. Visual blockage information of structures is considered significant in maintaining the structures to avoid
the flooding event. It is not necessary for a structure with high visual blockage to be
hydraulically blocked as well (e.g., culvert blocked with porous vegetative debris
has high visual blockage but may have insignificant effect on hydraulic capacity
of culvert). However, having known the information about the blockage status,
percentage visual blockage and type of blockage can play significant roles in prioritising maintenance operations. Furthermore, visual data of blockage at culverts
can help in better understanding the behaviour of debris accumulation at culverts.

1.1

Problem Statement and Research Questions

Blockage of cross-drainage hydraulic structures by flood-borne debris is an influential
factor during the flooding event and causes reduction of hydraulic capacity, diversion of
flow, overtopping of flow, damage to structures, downstream scouring and failure of structures. A proportion of hydraulic design engineers consider blockage a “non-issue” (i.e.,
not significant and frequent enough), however, this argument is not supported by any published scientific research. For cases with lower extent of blockage and low debris supply,
the non-issue argument may be valid because low blockage offers no or slight hydraulic
impact. However, in cases where a high supply of debris is available (e.g., sites in the
United Kingdom and Australia), mainly because of anthropogenic factors (e.g., development of land and infrastructure) and topographical context (e.g., catchment topography,
geological regimes, vegetation regimes), blockage of hydraulic structures plays a pivotal role. Major flooding events in Wollongong, Australia [66, 70–72] and Newcastle,
Australia [66, 73] are the highlighted examples where blockage of culverts is reported as
one of the main contributors. To investigate the detailed impacts of blockage, Australian
Rainfall and Runoff (ARR) [74] initiated “Project 11: Blockage of Hydraulic Structures”
[62] under which Wollongong City Council (WCC) introduced guidelines to incorporate
blockage into design and modelling of hydraulic structures [68, 75–77]. However, these
guidelines were derived from post-flood visual inspections and were based on the concept
that blockage remains constant throughout the flooding event. WCC blockage policy was
criticised by hydraulic experts because of its dependence on visual assessments (i.e., vi-
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sual blockage) rather than hydraulic assessments (i.e., hydraulic blockage). Furthermore,
it is argued that the “degree of blockage” in WCC policy was assessed from post-flood
visual inspections which cannot be considered as true representations of blockage during peak floods [78]. Therefore, it is suggested that unless visual blockage is translated
into hydraulic blockage, the WCC policy cannot be considered reliable for including into
design guidelines. Currently, there is no quantifiable relation reported between visual
blockage and hydraulic blockage mainly because blockage is a highly non-linear and
complex phenomenon. The complex nature of blockage and lack of blockage-related data
from actual flood events are the reasons hindering the success of conventional numerical
modelling-based approaches. In the literature, AI approaches are reported as efficient in
addressing complex flood management problems (e.g., land use classification [21], flood
forecasting [79,80] and flood depth estimations [81,82]), highlighting the scope in dealing
with blockage issues. This research proposes the use of AI approaches toward assessing
blockage at cross-drainage hydraulic structures from both hydraulic and visual perspectives. As a summary of problem statement, the following points highlight the scope for
potential innovation in blockage assessment of cross-drainage hydraulic structures.
• There is no literature available in regard to use of AI as a solution toward assessment
of blockage at cross-drainage hydraulic structures.
• There is no benchmark dataset(s) available for assessment of hydraulic and visual
blockage at cross-drainage hydraulic structures.
• There is scope for applying AI-based operational solutions, using edge computing,
to predict and estimate blockage at cross-drainage hydraulic structures.
The research question to be explored in regard to blockage of cross-drainage hydraulic
structures is “In which way AI approaches can be applied in flood management process
for assessment of blockage at cross-drainage hydraulic structures? The proposed research
question is explored from both perspectives (hydraulic and visual) and hence investigated
in two phases.
• RQ1: To what extent can machine learning approaches predict hydraulic blockage
at cross-drainage hydraulic structures?
• RQ2: In which way(s) can computer vision automate the assessment of visual
blockage at cross-drainage hydraulic structures?
To address the formulated research questions, this thesis will use the following approaches:
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• A systematic review will be performed to explore the potential of computer vision
approaches in facilitating the flood management process. The intuition of performing this review is to bridge computer vision technologies with flood management
activities by using a novel process-driven and need-oriented framework.
• A detailed in-lab study using scaled physical models of culverts will be performed
to investigate the behaviour of hydraulic blockage and to collect relevant hydraulic
and visual data. The experiments are aimed to study the realistic behaviour of
blockage for the first time by simulating the flood hydrograph and placing the debris
based on theoretical mobilisation.
• Multiple types of novel hydraulic and visual datasets will be developed to facilitate
the application of AI in assessing blockage at culverts.
• Machine learning regression approaches (i.e., random forest (RF), k-nearest neighbour (k-NN), artificial neural network (ANN), decision trees (DT), extreme gradient boosting (XGBoost), Gaussian process regression (GPR), light gradient boosting machine (LightGBM), support vector regression (SVR)) and end-to-end deep
learning will be applied to predict hydraulic blockage at culverts. This will be the
first initiative where a detailed comparative study of AI models will be performed
to explore the potential of AI in assessing the hydraulic blockage at culverts using
hydraulic and visual features.
• A detailed comparative study of convolutional neural network (CNN) models will
be performed for the first time to explore the potential of existing deep learning
models in automating the visual blockage classification of culverts.
• Novel computer vision classification, detection and segmentation based automated
pipelines will be developed to assess visual blockage at culverts.

1.2

The SMART Stormwater Management Project

The presented research in this thesis is performed as part of a broader research and development (R& D) initiative, the “SMART Stormwater Management” project, which is a collaboration between city councils in the Illawarra (i.e., Wollongong, Shellharbour, Kiama)
and Shoalhaven regions, Lendlease and the University of Wollongong’s SMART Infrastructure Facility. This project is funded by the Australian Government under the Smart
Cities and Suburbs Program (SCS69244). It aims to utilize Internet of Things (IoT), AI,
environmental sensors and data analytics for better management of stormwater. “Stop
Block” is one of the five major components of the SMART Stormwater Management
project, with the others being Flood Aware, Go Flow, Quality Watch and Pollution Stop.
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Stop Block aims to assess blockage at cross-drainage hydraulic structures using state-ofthe-art sensors, AI and data analytics, with specific emphasis on computer vision-based
solutions. Part of the research performed under this thesis was deployed in real-world
settings using edge computing to monitor potential visual blockage at culverts within the
Illawarra region.

1.3

Thesis Organisation

The remainder of this thesis is organised as follows:
Chapter 2 presents a systematic review exploring the potential of computer vision technologies in facilitating the activities within the flood management domain. A common
taxonomy is proposed to map flood management-related activities as one of the computer
vision problems. Furthermore, a novel comprehensive need-oriented analysis of the literature is presented to highlight important trends and potential future research directions.
Chapter 3 presents background information about blockage of cross-drainage hydraulic
structures. The chapter highlights existing blockage policies, blockage management practices and a summary of state-of-the-art research in the blockage management domain.
Chapter 4 presents the details of hydraulics lab experiments performed to investigate
hydraulic blockage at cross-drainage hydraulic structures. A series of experiments are
reported where scaled physical models of culverts are used and blockage is studied under varied simulated flooding conditions. Corresponding insights from the experiments
are presented and data is collected (i.e., hydraulic, visual) for future technology-oriented
blockage assessments. The realistic behaviour of hydraulic blockage by composite debris
is studied for the first time by simulating the flood hydrograph and placing the debris
according to theoretical considerations.
Chapter 5 provides details about all the novel hydraulic and visual datasets used in
this thesis for assessment of blockage at cross-drainage hydraulic structures using AI.
Information about collection and annotation of each dataset is presented in detail. In the
context of blockage assessment at culverts, these datasets will serve as the benchmark for
any future AI-related analysis of the blockage.
Chapter 6 presents the experimental investigation where machine learning regression
approaches are implemented to predict hydraulic blockage at culverts. The chapter also
presents the end-to-end deep learning approach for prediction of hydraulic blockage from
visual features of culvert (i.e., images). The potential of multiple AI models in predicting
the hydraulic blockage at culverts using hydraulic and visual features has been explored
for the first time and will serve as a base study for any future research in this domain.
Chapter 7 presents a comprehensive comparative investigation to study the potential
of existing CNN models towards automating the visual blockage classification process
of culverts. Important insights from the study are presented to highlight the challenges
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involved in this process. The research reported in this chapter is the leading initiative
where the blockage has been addressed from the visual perspective for the first time using
the CNN models.
Chapter 8 proposes a novel detection-classification automated pipeline for efficient
classification of culverts into visual blockage classes. The proposed pipeline has been
deployed using edge computers for real culvert sites to predict the visual blockage. The
chapter also explores the impact of using Synthetic Images of Culverts (SIC) data on the
performance of culvert opening detector.
Chapter 9 presents the details of the proposed novel deep learning segmentationclassification pipeline for estimation of percentage visual blockage at circular culverts to
facilitate the maintenance process of culverts. The proposed segmentation-classification
pipeline is one of its kind in the context of estimating the percentage of visual blockage
at culverts. Important insights, performances and limitations of used models are reported.
Chapter 10 concludes the thesis by summarising the achievements, outcomes, insights,
interpretations, limitations and performances of applied AI approaches in studying blockage at cross-drainage hydraulic structures. The chapter includes potential future research
directions from the research presented in this thesis.

Part I
Literature Review
This part of the thesis presents the literature review and background related
to use of AI within the flood management domain, specifically for blockage
assessment. First, a systematic review is reported to highlight the scope of
computer vision in facilitating the flood management activities. Secondly,
a detailed background to blockage at cross-drainage hydraulic structures is
presented in terms of existing blockage management policies, blockage management practices and state of the art research in blockage management.
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Better prediction and monitoring of flood events are key factors contributing to the
reduction of their impact on local communities and infrastructure assets. Flood mana Contents

of this chapter have been published in the following journal:
Umair Iqbal, Wanqing Li, Pascal Perez and Johan Barthelemy. “How Computer Vision can Facilitate Flood
Management Process: A Systematic Review” in International Journal of Disaster Risk Reduction, 2021.
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agement involves successive phases characterised by specific types of assessments and
interventions. Due to technological advances, computer vision plays an increasing role in
flood monitoring, modelling and awareness. However, there is a lack of systemic analysis of computer vision’s relative adequacy to specific needs associated with successive
flood management phases. This chapter presents a systematic review of relevant literature
and proposes a process-driven and need-oriented evaluation of these use-cases. Finally,
chapter highlights future areas of research in this domain.

2.1

Introduction

Conventional flood monitoring uses point source and mono-dimensional data, such as
rainfall and water level measurements, to calibrate and validate hydrological models.
However, conventional synoptic networks are often costly to install and maintain [11].
Non-intrusive camera-based monitoring (e.g., gauge-cams) of river flow for possible flood
detection and water-related measurements is one of the common approaches used in flood
management. Gauge-cams are permanently installed overhead cameras used to record
the river flow using computer vision algorithms [26, 30]. One application of gaugecams is to measure the surface water velocity using computer vision and image analytic
[29, 31, 33, 83]. The non-intrusive nature of gauge-cams make them a suitable option during extreme flood conditions compared to conventional measurement approaches [27,30].
Satellite imagery has provided crucial spatially explicit visual information to analyse
interactions between land use, run-off and inundation. Amongst emerging technologies,
satellite microwave remote sensing is a promising solution for mapping hydrodynamic
ecosystems. In particular, synthetic aperture radar (SAR) can cope with challenging environments such as urban areas and dense vegetation covers [11]. However, given the
limited orbital frequencies and inter-track spacing, satellite imagery and remote sensing
are of limited use for real-time monitoring applications [11].
To overcome these limitations, airborne remote sensing has benefited from the rapid
technological advances of civilian unmanned aerial vehicle (UAV)s. UAVs can be deployed on-demand and under heavy cloud cover, with low operational costs [84,85]. They
have demonstrated their value for high resolution and rapid mapping of inundations, especially in urban landscapes [6]. Ground cameras are also used in critical locations where
people’s safety (visual detection of endangered individuals during a flood) or security of
infrastructure (visual detection of submersion or structural damage) are at risk [24, 86].
Although computer vision-based solutions can monitor larger areas and collect multidimensional information associated with inundations [86], examples of fully integrated
applications are still rare. FloodX is an example of such an integrated monitoring system
for urban flash flood [87].
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Recent technological advances in mobile devices and access to crowdsourced data have
made it possible to engage the community in explicitly collecting data for flood risk management and raising awareness [88–90]. Citizen science is the process of engaging the
community in a collaborative effort to track, monitor and respond to common community issues [91, 92]. Crowdsourcing or citizen science is actively used for facilitating
during flood events (e.g., street flooding detection using social media, web and mobile
applications for flood reporting) and post flood events (e.g., damage assessments) [93].
CrowdWater [94, 95], CrowdHydrology [96], CityHyd [97], WeSenseIt [98], PetaJakarta
[99], SCENT [100], Smartphones4Water [101], mPING [102] and GroundTruth2.0 [103]
are few highlighted initiatives which used citizen science for flood detection, modelling
and mapping by making use of mobile and web-based applications. From computer vision
perspective, research in this domain can be categorised into (a) mobile and web applications where visual data is used for flood monitoring, modelling and mapping [104–108]
(b) social media visual big data for flood-related measurements and detection (e.g., flood
detection, water depth estimation) [109–120].
Despite an increasing number of scientific articles describing the use of various computer vision technologies in specific contexts [121, 122], there is a need for a comprehensive review of these technologies, using a flood management perspective. Presented
systematic review aims to create a common taxonomy linking assessment requirements
for flood management and capabilities offered by various computer vision technologies.
Followings are the main contributions of the presented review:
(a) Chapter highlights the lack of systematic analysis of various computer vision technologies specific to needs associated with successive flood management phases and
proposes a common taxonomy to establish the link.
(b) Chapter presents a comprehensive process-driven and need-oriented analysis of literature. Furthermore, it highlights future directions with potential computer vision
technologies as a possible solution and corresponding challenges.

2.1.1

Review Methodology

This systematic review is performed using the Preferred Reporting Items for Systematic
Reviews and Meta-Analyses (PRISMA) [123], and guidelines reported by Kitchenham
et al. [124, 125] and Kankanamge et al. [126]. Review protocol included formulation of
research questions, selection of pertinent keywords, selection of search databases, the definition of exclusion/inclusion criteria, descriptive analysis of selected literature, detailed
review of the literature and need-oriented analysis.
A set of research questions were formulated to perform the systematic review with the
aim to explore the state of the art computer vision technologies in flood management.
Listed are three main research questions explored in the presented systematic review:
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(a) What is the current status of computer vision technologies in the flood management
domain?
(b) What are various computer vision technologies used to address flood management
requirements/problems?
(c) What is the future scope of computer vision in flood management?

Inclusion/Exclusion Criteria

Duplicates Removal

Eligibility

Included

(Manual Screening)

Identification

A list of relevant keywords was composed to extract the literature related to formulated research questions from academic databases. Search keywords included “computer
vision” AND “flood”, “drone” AND “flood”, “UAV” and “flood”, “optical remote sensing” AND “flood”, “visual sensing” AND “flood”, “deep learning” AND “flood”, “CNN”
AND “flood”, “citizen science” AND “flood”, “crowdsourcing” AND “flood” and “image
processing” AND “flood”. Three academic databases (ScienceDirect, IEEE Xplore, Scopus) were searched against the defined keywords and pertinent literature was acquired. In
total, 8174 articles were obtained from all three databases with the individual distribution
of 6403 from ScienceDirect, 680 from IEEE Xplore and 1091 from Scopus.
Extracted literature was refined and filtered based on defined inclusion/exclusion criteria. Presented systematic review only included journal articles, conference articles, technical reports, thesis and books published in the English language between 1998 and 2020.
Furthermore, duplicate entries among the three databases were removed. Literature filtered through initial inclusion/exclusion criteria was further screened at three stages (a)
title screening (b) abstract screening (c) full-text assessment. As a result, 103 unique entries were finalised and included in the presented review. The PRISMA flow diagram for
the systematic literature review is shown in Figure 2.1.
Science Direct
1998 – 2020
6403 Articles

IEEE Xplore
1998 – 2020
680 Articles

Scopus
1998 – 2020
1091 Articles

# of articles after removal of duplications and inclusion/exclusion criteria
(n=4421)
# of articles after Title screening
(n=343)

# of articles excluded
(n=4078)

# of articles after Abstract screening
(n=124)

# of articles excluded
(n=219)

# of articles after full text assessment
(n=103)

# of articles excluded
(n=21)

# of articles included in the study
(n=103)

Figure 2.1: PRISMA flow diagram for presented systematic review on use of computer
vision in flood management.
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The selected use cases were subjected to exploratory analysis for highlighting the trends
in distribution across various categories. Year-wise distribution of the selected literature
is shown in Figure 2.2(a). It is evident from the bar graph that the volume of research in
flood management using computer vision technologies has increased notably from 2015
onward. A pie-chart highlighting proportions of published research using different visual
sensing technologies is shown in Figure 2.2(b). From the pie-chart, it can be noticed that
fixed ground camera-based solutions were examined the most. In contrast, the potential
of hybrid approaches has not been investigated in detail. Distribution of the literature
across different flood management phases is shown in Figure 2.2(c). From the pie-chart,
it is apparent that computer vision technologies were predominantly used at the response
phase in comparison to other phases. In contrast, to the best of authors knowledge, no
published evidence was found for the use of computer vision at the recovery phase. Finally, Distribution across different types of literature presented in the systematic review
is shown in Figure 2.2(d). Of the total literature, 91.1% was collectively from journals
and conferences, 3.9% was from arXiv repository for unpublished research and 5% from
other sources (theses, technical reports, letters). Literature was not assessed for quality
because of a relatively small number of records, therefore, all relevant published writings
were included in the review.
22
Number of Articles

20

Ground Camera

22
17

19

15
47.5%
10
6 6
5
1 1 1

2

3

1

6.7%

23.4%

2

Hybrid
22.4%

199
2008
2002
2006
2008
2019
2010
2013
2015
2016
2017
2018
202 9
0*

0
Airborne

Spaceborne

Year

(a) Year-Wise Distribution

(b) Distribution across sensor type
Journal Articles

Preparedness

24.3%
Prevention

61%

7.7%
68%

Response

5%
3.9%
30.1%

Others
arXiv

Conference Articles

(c) Distribution across flood phase (d) Distribution across type of literature

Figure 2.2: Exploratory analysis of selected literature for inclusion in presented systematic review on use of computer vision in flood management.
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Table 2.1: List of different functionalities involved in flood management-related assessments.

Flood Management-Related Assessments

Functionalities
Socio-Economic
Assessment

land cover classification

classification of human
related activities

land use classification

Baseline Data
Collection

visual data collection

questionnaires and
surveys

interviews

Flood Monitoring and
Early Warning System

water level
measurement

surface water detection/
surface water velocity

forecasting and prediction
of future floods

Flood modelling

hydrological flow
behviours estimation

hydrological structures
design and modelling

–

Flood Inundation
Mapping

surface water detection

water depth estimations

–

Flood Debris
Management

debris flow estimation

debris recognition

debris blockage
detection

Post Flood
Damage Assessment

detection of damaged
infrastructures

total flood damage
estimations

structural health
monitoring

Search and Rescue

victim identification

crowd detection

–

–

–

Reconstruction and Debris
change detection in
Removal Monitoring
infrastructures development

2.1.2

Review Taxonomy

This section proposes and defines a detailed taxonomy based on: (1) specific needs associated with each phase of a flood management process; and (2) capabilities offered by
various computer vision technologies. In the following section, defined taxonomy is used
to review selected articles. A broader objective for defined taxonomy is to serve as a
foundation to an analytical framework for readers to review future scientific articles on
the topic or for authors to categorize their research clearly.
Each phase of a flood management process includes a series of assessment activities
characterized by their intended functionality. For example, during the ‘prevention’ phase,
the ‘flood risk estimation’ activity often uses a ‘land use management’ assessment, which
intended functionalities include a land cover and human activity mapping of the target
area. Functionalities associated with the most common assessment techniques used at
each phase of the flood management process are presented in Table 2.1.
Capabilities associated with computer vision technologies fall into four categories:
classification, detection, tracking and forecasting. Thus, our next step is to map the aforementioned required functionalities over these technological capabilities. For example,
computer vision capabilities needed by a ‘land use management’ assessment will broadly
fall into a ‘classification’ category. How already identified functionalities (see Table 2.1)
can be associated with specific computer vision capabilities is presented in Table 2.2.
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Table 2.2: Categorization of flood management-related functionalities as standard computer vision problem.

Functionalities

Standard Computer Vision Problem
Classification

Detection/Segmentation

Tracking

Forecasting

classification of
land cover

debris recognition

hydrological flow
behaviour estimation

forecasting and prediction
of future floods

classification of human
related activities

debris blockage
detection

debris flow behaviour

hydrological flow
behaviour estimation

flood detection

total flood damage
estimation

change detection in
infrastructure development

total flood damage
estimation

surface water detection

victim identification

water level variation

future blockage
risk estimation

victim identification

classification of
land cover

surface water velocity

surface water velocity

Debris blockage
detection

water level detection

–

–

detection of damaged
infrastructures

water depth estimation

–

–

crowd detection

–

–

–

Table 2.3: Flood management-related requirements corresponding to each assessment.

Assessments in Flood Management

Flood Management-Related Requirements

Land use management
Baseline data collection

Coverage Area

Visual Precision

Real-Time Response

Large/Global

Low

No

Both Local and Global Moderate to High

No

Flood monitoring and
early warning

Local

High

Yes

Flood inundation mapping

Large/Global

Low

No

Flood forecasting

Local

High

No

Flood debris management

Local

Moderate to High

Yes

Post flood damage

Both Local and Global

Moderate to High

No

Search and rescue

Local

High

Yes

Finally, there is a need to evaluate capabilities offered by computer vision sensing technologies (satellite imagery sensing, airborne remote sensing and ground cameras) against
requirements associated with specific assessment activities. We have limited these requirements to three broad categories: coverage area, visual precision and real-time response. A list of the most common flood-related assessments and their particular requirements is presented in Table 2.3. Based on these assumptions, the suitability of computer
vision sensing technologies for these flood-related assessments is presented in Table 2.4.
For example, ‘land use management’ assessment requires large area coverage at a low
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resolution without the need for real-time response. Satellite imagery is the most suitable
solution for this use-case.
Table 2.4: Relation between computer vision sensing technologies and flood
management-related assessments based on requirements.
Ground Camera Airborne
Land use management
Baseline data collection
Flood monitoring and early warning
Flood inundation mapping
Flood forecasting
Flood debris management
Post flood damage assessment
Search and rescue

2.2

⇥
X
X
⇥
X
X
⇥
⇥

X
X
X
⇥
X
X
X
X

Spaceborne
X
X
⇥
X
⇥
⇥
X
X

Ground Camera Approaches

Fixed ground camera sensors equipped with edge-computing hardware and computer vision algorithms are used for facilitating flood management processes in the local scope.
An abridgment of selected use-cases from literature where ground camera sensors are
used for flood management is presented. This section is categorised to present conventional and deep learning-based approaches separately.

2.2.1

Conventional Approaches

In 1998, Fujita et al. [38] proposed large-scale particle image velocimetry (LSPIV) as an
extension to the PIV approach for measuring surface water velocity. The LSPIV approach
was improved in comparison to conventional PIV for illumination conditions, seeding
procedures and pre-processing. The proposed LSPIV approach was based on computing
the cross co-relation of features between two consecutive frames and calculating the flow
vectors to determine the flow characteristics. The evaluation was performed for three
different flow cases and a mean error of 3%-5% was reported for surface water velocity
measurements. In 2008, Udomsiri and Iwahashi [22] developed a computer vision-based
water level detection system using a horizontal edge detector and finite impulse response
(FIR) filter. Conventional edge detection and the FIR filter were used to identify the
water-ground boundary and enhance performance in assorted lighting conditions, respectively. The proposed approach was validated for a custom collected dataset of 15 video
sequences with encouraging results. No comparison with existing literature was made to
highlight the scope of the study. Later on, Yu and Hahn [127] adopted a similar approach
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to using conventional image processing techniques to detect the water level. The proposed algorithm used image subtraction, image registration, reference marking and edge
detection techniques. Furthermore, to compensate for the camera viewpoint variations, a
camera calibration approach was used. Results of the proposed method were compared
with ultrasonic water level measurements and were found relatively close indicating the
high accuracy of the computer vision approach. Park et al. [23] proposed a solution for
flood water depth detection at the response phase by using a fixed camera. The water
level was determined by identifying the level at the reference measuring scale using an
accumulated histogram and bandpass filter approaches. The developed solution was not
validated for generalised data and results were not compared with existing literature to
determine the scope.
In 2010, Rankin and Mathies [45] used the saturation-to-brightness ratio as a key factor
for semantic segmentation of the water body from other terrain types. Colour, saturation
and texture information of water was efficiently used in the designed approach. However,
no validation metric was defined to evaluate the performance of the developed algorithm.
Three years later, Kao et al. [58] introduced a real-time computer vision-based debris
flow monitoring system using background subtraction and spatial filtering techniques.
The developed algorithm was validated comprehensively for three datasets, however, no
comparison to existing literature was made to highlight the scope of the study. In 2013,
Li et al. [39] implemented a multi-channel large-scale particle velocimetry (LSPTV) approach to measure the surface velocity for unsteady flow conditions. Most critical issues
of flow seeding, illumination, tracer identification and particle matching were addressed.
The approach was evaluated for a test case and encouraging results were reported. In
2015, Lo et al. [11] addressed the early flood warning problem at the preparedness stage
by proposing a closed-circuit television (CCTV) camera-based solution. The water body
from images was extracted using computer vision techniques and a virtual marker was
used to determine the water level. A continuous water elevation was plotted and a threshold on water elevation was set to issue flood warnings. The designed method was extensively assessed for its real-time functionality. However, no proper evaluation metric was
defined to measure its generalised performance.
In 2016, San Miguel et al. [44] used conventional image processing techniques including background subtraction, histogram equalization and object detection to extract surface
water bodies from the video feed. Extensive testing of the developed method for a diverse
dataset was not reported. The same year, Hiroi and Kawaguchi [128] used conventional
image processing techniques to detect the water level in rivers for early flood warning.
Accurate water level measurements were reported for use-case, however, the generalised
performance was not investigated. In 2016, Tauro et al. [27] emphasised the need for
a non-intrusive fully autonomous mechanism to measure surface water velocity during
extreme flood conditions. The LSPIV approach was used to measure the velocity for a
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case study on the Tiber River flood event. The performance was assessed for challenging environmental conditions (e.g., peak flood, variable illumination, variable weather).
The use of the LSPIV approach for extreme flood conditions was suggested because of
its non-intrusive nature and comparable accuracy to conventional approaches. However,
a possible degraded performance may exist under reduced visibility conditions (e.g., extreme rain, bad lighting, fog).
In 2017, Tauro et al. [33] compared the performance of LSPIV and PTV image velocimetry approaches for custom collected videos of high flows. Dataset consisted of
12 videos with artificial seeds distributed homogeneously to improve the measurement
accuracy. From the experimental results, the modified PTV approach was found in close
agreement with ground truth, while the LSPIV approach underestimated the velocity measurements. Harjoko et al. [57] investigated computer vision-based detection technique for
debris flow rate estimation for a use-case. The optical flow approach and Lucas-Kanade
algorithm were used to detect the motion of flood debris and to estimate the speed, respectively. The proposed algorithm was validated only for limited scope and no quantifiable
results were reported. Yang and Ng [104] proposed the use of crowdsourcing approach
as an alternative to conventional sensors towards monitoring urban rainfall. Smartphones,
surveillance cameras and other mobile devices were proposed to be used as precipitation
sensors. From the series of simulation-based experiments, it was reported that rainfall
data generated through crowdsourcing lead to better stormwater flow modelling in comparison to conventional rain gauge data. However, all the data used in the simulations was
generated statistically based on assumptions and challenges in the development of rainfall
reporting/monitoring tools for mobile devices were not addressed.
In 2018, Strobl et al. [105] assessed the accuracy of crowdsourced streamflow observations towards using citizen science in water management. Observations from approximately 500 citizens were taken using field surveys and virtual-gauge functionality
of the CrowdWater mobile application for ten streams in Switzerland. From the results,
it has been reported that stream level observations were more accurate in comparison to
streamflow estimates. Later, Krohnert and Eltner [115] proposed a low-cost camera-based
system for hydrological measurements. Smartphones were highlighted as the main source
of data to be processed for hydrology-related measurements and observations. Androidbased application called “Open Water Levels” was used to collect the water level information from smartphones. Encouraging results were reported, however, a detailed investigation was not performed. In 2018, Tauro et al. [40] proposed optical tracking velocimetry
(OTV) approach to measure the surface water velocity. The proposed approach enabled
automatic detection of features, tracking in Lucas–Kanade algorithm and region of interest (ROI) filtering to discard the un-realistic trajectories. The OTV approach was validated
for varied flow conditions and was found insensitive to image resolution. Furthermore,
the OTV was reported to be less sensitive to noise and surface seeding in comparison to
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other cross co-relation-based velocimetry approaches. A significant impact of acquisition
frequency was reported for the values lower than 7 Hz. Furthermore, the performance
of multiple feature detectors was compared and the features from accelerated segment
test (FAST) algorithm was reported best among studied. In the same year, Leitao et al.
[36] used the surface structure image velocimetry (SSIV) approach for runoff velocity
measurements using consumer-grade surveillance cameras. The proposed SSIV approach
was based on the conventional LSPIV with improvements for (a) glare and shadows on
water surface (b) lack of traceable feature. Among other contributions, investigation of
the proposed approach for variable illumination conditions was most critical from image
processing perspective. From the results, it was reported that the proposed approach accurately measured surface water velocity as low as 0.1 m s 1 in the day while 0.5 m s 1 at
the night. Lin et al. [24] developed a single camera-based system for detecting water level
at a reservoir. Conventional image processing techniques including line detection, camera
transformation and camera calibration were used to identify the water level from a water
gauge. Although the proposed algorithm efficiently compensated for camera movement,
camera tilt and noise issues, however, it was not assessed for comprehensive visual data
for generalised performance.
In 2019, Zhang et al. [129] proposed a novel approach to detect the water level under
complex illumination conditions using image processing techniques. The water line was
detected using the position of maximum mean difference (MMD) of horizontal projections. The proposed method was evaluated for two sites under a variety of natural and
artificial illumination conditions with encouraging results. In the same year, Etter et al.
[107] proposed the use of crowdsourced water level class observations towards calibrating the hydrological model. A Bucket-Type runoff model (HBV) was calibrated for four
catchments in Switzerland using crowdsourced water level values collected via virtual
gauge functionality of CrowdWater mobile application. Effects of temporal resolution
and magnitudes of errors in the crowdsourced water level observations were studied on
the validation performance of the hydrological model. From the results, it was reported
that one observation per week for one year could significantly improve the performance
of the hydrological model. Furthermore, a minimal effect of typical citizen science-based
errors was observed on the performance of the hydrological model. In the same year,
Seibert et al. [106] proposed the use of virtual staff gauge under the CrowdWater mobile
application platform towards collecting accurate crowdsourced stream water levels. Virtual staff gauge allowed to avoid the installation of physical gauges and enabled citizens
to easily capture the water level data. Although the idea was encouraged by the community, however, problems in placement, virtual gauge size and unsuited location were
highlighted to be improved.
In a recent research, Tosi et al. [28] developed a low-power edge computing hardware
for streamflow velocity measurement in Situ River. The OTV approach based on the
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FAST features detection and Lucas-Kanade algorithm was used to measure surface water
velocity. For the deployment on edge computing hardware (Raspberry PI 3B), baseline
OTV was optimised for search area, pyramid levels, number of tracked features, frame
rate and image resolution. From the analysis, improved performance for the optimised
OTV approach was reported, however, dependence on visual quality degrading factors
(e.g., lighting conditions, extreme weather, lower image resolution) was not addressed.
Most recently, Etter et al. [108] assessed the quality of water level class observations
collected using the virtual staff gauge functionality of CrowdWater mobile application.
Crowdsourced observations were compared with real surveyed values for 12 different
locations under different flow conditions. From the results, crowdsourced observations
were reported better in comparison to the real observations. The use of virtual staff gauge
and interactive mobile application to record hydrology-related data was encouraged.

2.2.2

Deep Learning Approaches

In 2016, Yeum [130] proposed the use of CNN-based object classification and detection
algorithms for steel and concrete structural damage assessments. The proposed method
was validated on custom collected data from a use-case and admissible results were reported. In 2017, Lopez-Fuentes et al. [46] used existing CNN-based semantic segmentation algorithms to extract water from images. High segmentation precision was achieved,
however, the dataset was relatively small from deep learning perspective to generalise
the performance. Teng et al. [131] proposed a novel approach of using semantics and
CNN-based multi-label classification to detect flooding event from images. A three-stage
pipeline comprising of the semantic model, classification model and event discrimination
model was used to classify an image as flooded or non-flooded. The proposed method
was assessed for a custom collected dataset and compared with other CNN models with
improved performance. In 2017, Wang et al. [109] proposed the use of computer vision technologies for collecting hyper-resolution data to support urban flooding. MyCoast crowdsourcing platform was used to collect flooding images from social media. A
CNN-based image classification algorithm was used to detect the flood in a given image.
Although promising results were achieved, but the investigation of more state of the art
computer vision techniques was not done. In the same year, Alam et al. [110] proposed
an end-to-end system called Image4Act to process social media images for disaster response. The system mainly consisted of image collector, image filtering, image denoising
and finally, image classification. VGG16 deep architecture was used to classify the collected image into one of the defined flood response classes. Encouraging results were
reported, however, a detailed investigation of the proposed system was not performed.
Later, Geetha et al. [111] proposed a computer vision-based approach to automatically
estimate the flooding extent from random crowdsourced images. Colour-based segmenta-
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tion of the water body from the image was used as the main idea in the proposed algorithm.
The Flood level in the image was estimated by segmenting the human body (e.g., face and
body regions) and determining the average relative height. A reasonable performance was
achieved for the concept, however, investigation of the state of the art algorithms was not
performed.
In 2018, Lohumi and Roy [132] introduced a deep learning-based approach to estimate flood severity from the video. gated recurrent unit (GRU) with VGGNet was used
to classify the video sequence. The proposed system was tested on a custom collected
dataset with considerable accuracy. Layek et al. [133] proposed a CNN-based approach
to detect flood images from social media. CNN classification model and colour-based filtering were used to detect the flooded and non-flooded images. Encouraging results were
reported when validated for a custom collected dataset. In the same year, Giannakeris et
al. [112] proposed a warning system to detect the vehicles and people in danger during a
disaster from crowdsourced images. The proposed system consisted of image classification (if there is an emergency situation in the image), emergency localization (identify the
region of emergency), object detection (detect person and vehicles) and severity level estimation. VGG16 was used for classification, DeepLab for localization and Faster R-CNN
for object segmentation. Encouraging results were reported to demonstrate the scope of
the proposed approach. Witherow et al. [113] proposed an image processing pipeline
to detect the extent of floodwater on roads from the crowdsourced collected images (images from mobile devices). A custom collected dataset from the actual flooding event
was used to demonstrate functionality of the proposed system. Edge detection, R-CNN,
image inpainting and contract correction methods were used towards extracting the flood
extent information from the crowdsourced images. Encouraging results were reported,
however, challenges regarding the variation of data in terms of image resolution, lighting condition and environmental conditions were also highlighted. Feng and Sester [114]
proposed a deep learning-based approach to extract flood-related volunteered geographic
information (VGI) from social media texts and photos. A dataset of 7600 images was
used for the classifier training in the pipeline. Logistic regression, RF, multilayer perceptron (MLP), gradient boosted trees and XGBoost classifiers were trained and compared
for their performance. From the analysis, XGBoost was reported best in terms of classification accuracy.
In 2019, Pouyanfar et al. [134] used an adversarial data augmentation approach to address the problem of real-world weather conditions in flood detection. CycleGAN data
augmentation approach with the ResNet50 CNN model for classification was used to categorise social media collected images into flooded and non-flooded. A custom dataset of
approximately 10000 images was developed and the performance of different algorithm
configurations was compared to highlight the advantage of the proposed algorithm. Later
on, Rubio et al. [135] introduced deep learning for accurate state estimation of infras-
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tructure damage. Semantic segmentation was used to extract the delamination and rebar
damage for a custom dataset of approximately 700 images. Dataset was relatively small
from deep learning perspective to address generalization. Ackere et al. [136] emphasised on inclusion of flood-prone buildings into socio-economic impact assessment and
proposed the idea of using computer vision technologies as a potential solution. Location and dimension of doors, windows and basement ventilation holes were proposed to
be detected using some image segmentation algorithms towards generating information
useful for flood risk management. More recently, Meng et al. [137] developed computer vision algorithms-based pipeline to estimate the flood depth from web images. The
Mask R-CNN model was used for the semantic segmentation of humans from web image and extraction of body key points. Face++ Application Programming Interface (API)
was used to determine the sex, age and ethnicity information. The proposed approach
was assessed for a relatively small dataset of only 155 web images. In 2020, Mishra
et al. [138, 139] developed a deep learning-based pipeline to classify the drains as different blockage classes. Semantic segmentation and VGG16 classification models were
used in the pipeline to focus on the drain and classify it into one of the defined blockage
classes. The proposed methodology was evaluated for a custom dataset and admissible
results were reported. Huang et al. [140] introduced a novel image segmentation-based
approach to estimate the flood water depth from images. The tyre of the vehicle was
used as a reference object and was segmented from the image using the Mask R-CNN
model for estimation of water depth. Admissible results were reported for the proposed
approach when validated against a custom collected dataset. Liang et al. [141] developed a novel WaterNet CNN model for segmenting the water body from a given image.
The volatile and dynamic appearance of water was used as a key feature in the developed
CNN model. A dataset of 2388 images and 20 videos with segmentation labelling named
“WaterDataset” was developed. A proper evaluation metric was defined and the results of
the proposed algorithm were compared with existing algorithms in the literature for the
introduced dataset.
In one of the most recent publications, Feng et al. [117] proposed a three-stage pipeline
for mapping flood severity using VGI, also referred to as social media information. Floodrelated images from social media were extracted at the first stage, interpreted for flood
severity at the second stage and a flood severity map was generated based on social media
post location at the final stage. Mask R-CNN, OpenPose and DeepLabv3+ models were
used for human detection, body keypoint detection and semantic segmentation, respectively, at the second stage. A comprehensive analysis of the performance of the proposed
method was made for a selected use-case. Muhadi et al. [142] performed a comparative study of different image segmentation approaches to extract water body from a given
image to determine the flooding. Image segmentation approaches were compared qualitatively and quantitatively for a custom test case. The hybrid approach was reported as
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the best in comparison to region growing and threshold-based approaches. Evaluation for
a more generalised dataset was not addressed and state of the art semantic segmentation
algorithms (e.g., Mask R-CNN) were not included in the comparative study. Pereira et al.
[118] used flood-related social media images dataset to identify the flood and determine
its severity. A custom dataset was developed taking images from European Flood 2013
dataset and the Multimedia Satellite Task from MediaEval. DenseNet and EfficientNet
CNN models were used with reasonable accuracy to demonstrate the potential of using
deep learning techniques for flood event detection. However, limitations of an extensive
dataset and generalised performance were not discussed. Quan et al. [119] used human
pose information from social media images to determine the flood extent. Pipeline included classification of flood-related images, detection of humans in the image, detection
of body key points and determination of flood severity based on the extracted information.
The proposed approach was validated on the MediaEval19 challenge public dataset and
was ranked first in the competition. Chaudhary et al. [120] proposed a multi-task deep
learning approach to estimate water depth from the social media images for flood mapping. The idea of training the model for a small set of annotated water levels (regression
task) and a larger set of weak annotated dataset (ranking task) was used effectively towards saving annotation effort. An annotated dataset named “DeepFlood” was introduced
with 8145 images. The water level with less than 11 cm root mean squared error (RMSE)
was estimated using a multi-task approach with the VGG16 CNN model. In 2020, Ning
et al. [116] proposed a screening system based on deep learning algorithms to identify
floods-related images. The proposed system mainly consisted of image downloading from
social media, detecting flooding in images and finally a web-based application for human
verification. A custom collected dataset of 4800 images was used to train the CNN’s and
classification accuracy of 93% was reported for VGG16 among others.

2.2.3

Summary

Fixed ground camera-based approaches were reported to be used across a variety of flood
management-related activities including water level detection, surface water detection,
surface water velocity measurement, flood severity determination, socio-economic impact
assessment, flood early warning systems and flood debris detection. Implementation of
computer vision technologies evolved over the years from conventional image processing
techniques (e.g., line detection, edge detection, transformations, filters, colour transforms,
LSPIV, LSPTV, SSIV, OTV) towards CNN-based approaches (e.g., ResNet50, CycleGAN, WaterNet, Mask R-CNN, DenseNet, EfficientNet, VGG16). However, the limitation of not having comprehensive visual annotated datasets was consistently observed in
the presented literature. Furthermore, crowdsourcing or citizen science has shown significant potential in flood management-related activities. All the reported solutions were
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proposed for a specific local utility under the limited scope and no generalised performance was addressed mainly because of the unavailability of standard visual datasets.
Furthermore, except for a few use-cases, there was no comparison between the proposed
approach and existing algorithms made to highlight the scope of the study. Some studies
were not performed in the direct scope of flood management, such as Rubio et al. [135],
however, included in the review because similar approaches can potentially be used for
flood management in the future.

2.3

Spaceborne Optical Imagery Approaches

Spaceborne or satellite images interpreted using computer vision algorithms are used in
the global scope for flood management. A summary of selected use-cases where satellite
optical images are used to address flood management activities is presented. This section
is categorised to present conventional and deep learning-based approaches separately.

2.3.1

Conventional Approaches

In 2006, Ip et al. [49] introduced an autonomous spacecraft using autonomous sciencecraft experiment (ASE) software for flood monitoring. On-board capabilities of spacecraft
were used to automatically detect and react to a flooding event without human intervention. A reduced react time of 6 hours was achieved from preliminary tests. In 2017,
Liu et al. [47] proposed a novel spatiotemporal context learning method with a modest
AdaBoost classifier to automatically generate the flood inundation maps. The proposed
method was validated on two different flood cases with admissible results.

2.3.2

Deep Learning Approaches

In 2015, Castelluccio et al. [20] performed CNN-based classification on satellite captured
images dataset called “UC Merced Land Use Dataset” to identify the land use based on
visual features. GoogleNet and CaffeNet CNN models were validated for the UC Merced
dataset with 97% and 95% classification accuracy, respectively. Isikdogan et al. [48] developed a novel DeepWaterMap CNN model to specifically classify water bodies from
satellite images. High accuracy was achieved for custom Landsat images, however, integration of other sources of information to compensate revisit limitations of the satellite
was not addressed. Later that year, Helber et al. [21] proposed a comprehensive novel
land use classification dataset called “EuroSAT”. GoogleNet and ResNet50 CNN models were implemented for classification and achieved over 98% accuracy. In an effort to
address flood management using state of the art computer vision approaches, MediaEval
introduced a challenge in 2017 called “Multimedia Satellite Task: Emergency Response
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for Flooding” to detect the flood from the social media textual and satellite visual information [143]. Teams from academic institutions around the world were invited to propose
corresponding solutions. Few highlighted solutions [50–55, 55, 56] are presented in this
review where CNNs, RF classifier and regression approaches were used. Teams were provided with the dataset, and results of the challenge indicated that visual information could
be efficiently used for flood detection. Although the state of the art vision algorithms were
deployed over a relatively small but standard satellite images dataset, however, proposed
solutions were not comprehensively explored for their real-time implementation and were
not tested in real-world events for more challenging conditions.
In 2018, Weng et al. [144, 145] proposed the combination of CNN and constrained
extreme learning machine (CELM) for land use classification. Features were extracted
using a pre-trained CNN model, while classification at the fully connected layer was done
using the CELM classifier to improve the performance. The proposed algorithm demonstrated improved performance in comparison to literature when applied to standard UC
Merced and AID datasets. Yang et al. [146] developed CNN models SegNet and LiteNet
for the land cover and land use classification, respectively. Different variants of CNN
models were used for custom-defined satellite dataset and accuracy of around 80% was
achieved. However, a more generalised performance of the proposed algorithm was not
addressed. Nogueira et al. [12] proposed a computer vision-based solution for threshold
and atmospheric variations in reflectance-based surface water mapping. Existing CNN
models were used to classify satellite images as flooded or non-flooded. High accuracy
was achieved over a custom dataset, however, the generalised performance was not investigated. Zhang et al. [147] developed novel multi-scale deep learning models, named
ASPP-Unet and ResASPP-Unet for urban land cover classification. ASPP-Unet model
was introduced to extract high-level features while ResASPP-Unet to improve the model
architecture by replacing layers with residual links. In comparison to existing literature,
proposed models were reported better when applied on a custom dataset collected from a
use-case.
In 2019, Potnis et al. [148] proposed a novel efficient residual factorized convnet
(ERFNet) deep learning model to segment the flooded regions in the satellite images.
The markGT annotation tool was developed to facilitate the end-to-end annotation of the
custom satellite image dataset. The proposed algorithm demonstrated acceptable performance for the custom dataset highlighting the future potential of deep learning for such
applications. In 2020, Weber and Kan [149] developed a deep learning-based damage detection pipeline for xBD satellite dataset [150]. ResNet50 model was used as a backbone,
while Mask R-CNN semantic segmentation was used at the final step to visualise the
damage map of a given region. The improved performance was reported when compared
with the base model proposed in the literature. Gupta and Shah [151] proposed a novel
RescueNet CNN model for building damage assessment from satellite images. Local-
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ization aware loss function comprising of binary classification loss for building detection
while categorical cross-entropy loss for damage detection was used to achieve improved
results. The proposed algorithm was compared with existing literature for a standardised
xBD satellite dataset [150] and improved results were reported. More recently, Shao et al.
[152] developed a novel building damage detection network (BDD-Net) to map the post
disaster structural damage from satellite images. The proposed end-to-end pixel classification model was used to classify each pixel of satellite image as damaged, undamaged,
or other background class. Encouraging results were reported for the proposed model
when validated on a custom dataset.

2.3.3

Summary

Spaceborne optical images were reported to be used for flood management activities including flood inundation mapping, land use classification, land cover classification, and
structural damage assessment. Computer vision technologies have emerged from the use
of existing pre-trained CNN models (e.g., GoogleNet, CaffeNet, ResNet) towards the
development of problem-specific CNN models (e.g., DeepWaterMap, SegNet, LiteNet,
ASPP-Unet, ResASPP-Unet, ERFNet, RescueNet, BDD-Net) for achieving better performance. For land use classification, land cover classification and flood detection, standard visual dataset have been developed over the years including UC Merced Land Use
Dataset, EuroSAT and MediaEval. However, there is potential of incorporating UAV captured data for on-demand and quick land use classification. Although water mapping and
flood inundation mapping using the reflectance information from the satellites is a more
accessible and accurate approach in comparison to vision-based mapping [153–155],
however, comes with the limitation of cost.

2.4

Airborne Optical Imagery Approaches

Airborne images usually captured by UAVs equipped with edge-computing hardware are
used for addressing flood management activities. Generally, UAVs-based setup provides
the functionality of on-demand analysis and discusses the gaps between the satellite imaging and ground imaging by providing better spatial resolution and temporal coverage
[25, 156]. A summary of selected use-cases where airborne optical approaches are used
for flood management is presented. This section is categorised to present conventional
and deep learning-based approaches separately.
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Conventional Approaches

In 2008, Lewis and Rhoads [32] proposed the use of the LSPIV approach with unmanned
aerial system (UAS) for measuring flow patterns in rivers. The performance was assessed by comparing the LSPIV-UAS results with LSPIV-Stationary and conventionally
measured velocity values for two case sites. From the results, UAS mounted LSPIV
was reported more accurate in comparison to LSPIV-Stationary and conventional measurements. In 2009, Robertson and Chan [157] used a colour-based image segmentation
approach for flood risk analysis from aerial images. Image classification via entropy and
image gradients were used to differentiate between different land use classes. Admissible
accuracy for the proposed approach was reported on a custom dataset. In 2015, Sumalan
et al. [158] proposed the use of a computer vision approach to detect the surface water
from UAV captured images. local binary patterns (LBP) were used to detect the water
in images based on colour variations. A comprehensive evaluation of the proposed algorithm in terms of generalization and scope was not presented. In 2015, Tauro et al. [41]
proposed the use of the LSPIV velocimetry approach for UAVs in an effort to increase the
measurement area and access to locations. Video sequences were captured using a custom developed quadcopter. Captured videos were processed using the LSPIV approach
to measure the surface water velocity. Gimbal setup was used to prevent the image orthorectification. The proposed approach was validated for lab scenarios and real-world
sites with encouraging results for velocity measurements.
In 2015, Feng et al. [6] proposed a vision-based algorithm to identify flooded areas
from airborne images captured using a mini UAV. Grey level derived texture features were
extracted from aerial images and were classified as flooded or non-flooded using RF classifier. High classification accuracy was achieved for a custom and relatively small dataset,
however, the generalised performance was not addressed. Sullivan et al. [59] developed a
novel approach to detect the cross drainage structures more vulnerable to debris blockage
from UAV captured images. The proposed idea was to automate the process of detecting
the large woody piles and classifying into one of three defined categories; small pile (1-2
trees), medium pile (3-6 trees), and large pile (more than 6 trees). No computer vision
algorithm was developed or implemented for the detection and classification of debris;
instead, a manual survey-based approach was used to identify the risk. In 2016, Perks
et al. [159] developed a computer vision-based approach to track flood-related features
and determine surface water velocity from UAV captured images. Transformations were
used to compensate for the camera orientations and Kande-Lucas-Tomasi (KLT) algorithm was implemented for water surface features tracking. Furthermore, velocity vectors
were achieved using a vector correction method. In the same year, Tauro et al. [37]
proposed the use of recreational drone and LSPIV approach to precisely measure surface water velocities. Natural and artificial tracers were used to enhance the performance
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of the image velocimetry approach. From the results, it was reported that the deployed
quadcopter platform was able to capture stable videos and there was no significant effect on velocity measurements. Although encouraging results were reported, however,
generalised performance and dependence on lighting conditions were not investigated.
In 2017, Zhu et al. [160] investigated the significance of data collection using UAVs to
better monitor and mitigate flood events. It was reported that UAV data, in combination
with Geographical Information System (GIS), provides more accurate and quick information about flood events in comparison to conventional approaches. In 2018, Ridolfi
[25] used the idea of detecting water level in the reservoir from UAV captured images.
The conventional edge detection approach was used and implemented on use-case with
an error of only 0.02 m. However, no discussion on compensating camera viewpoints,
vibrations and noise was included. Furthermore, the generalised performance was not
addressed since the visual dataset was relatively small. Gao et al. [161] proposed computer vision-based water level detection from UAV captured images. Conventional image
processing techniques were used to draw a water line in the image and fluctuations were
measured using a parametric approach. A correction factor was used to compensate for
the UAV drift factor and favorable results were achieved from preliminary tests for a
use-case. In 2019, Koutalakis et al. [31] performed a comparative study to investigate
the performance of three commonly used image velocimetry approaches (i.e., PIVlab,
PTVlab, KU-STIV) on drone captured videos of Aggitis River. Comparable results were
reported for all three approaches with the capability of measuring surface water velocity
within the 0.02-3.99 m s 1 range. However, performance for diverse flow conditions and
variable lighting conditions was not studied.
In a recent publication, Pearce et al. [29] performed comparative sensitivity analysis
for five common image velocimetry approaches on UAS captured videos of Kolubara
River under low river flow conditions. Artificial seeding material was distributed homogeneously across the river to improve the performance of image velocimetry approaches.
Sensitivity analyses were performed mainly for particle identification area and feature
extraction rate parameters. From the analysis, it was observed that KLT and SSIV approaches were sensitive to change in feature extraction rate while the change in particle
identification area had a negligible impact. Converse behaviour was observed for the OTV
and LSPTV approaches. LSPIV approach was reported sensitive to change in any of both
features. From the results, it was reported that optical image velocimetry approaches were
able to measure surface water velocity of as low as 0.12 m s 1 . However, dependence on
lighting conditions and flow variations was not comprehensively investigated.
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Deep Learning Approaches

In 2018, Rahnemoonfar et al. [162] introduced the use of densely connected CNN and recurrent neural network (RNN) models to accurately segment out the flood-related regions
from aerial images. A custom collected dataset from Houston, Texas use-case was used to
assess the performance and over 90% accuracy was reported for the proposed approach.
However, details about the dataset were not comprehensively presented and generalised
performance was not addressed. Kamilaris and Prenafeta-Boldu [15] proposed a deep
learning-based algorithm to classify the small dataset of airborne images into disaster
and non-disaster categories and identified the type of disaster. The proposed approach
was validated for a custom collected small dataset and admissible performance was reported, however, the generalised performance was not discussed. In 2019, Kyrkou and
Theocharides [163] used multiple CNN models on a custom developed dataset to classify
disaster from aerial images. Aerial Image Database for Emergency Response (AIDER)
containing around 300 flood-related images was developed and classified using CNN algorithms including MobileNet, ResNet50, VGG16 and SCNet. Gebrehiwot et al. [164]
introduced the use of the VGG-based CNN model to extract the flooded regions from a
UAV captured image. A custom dataset of only 100 images was used to train the CNN
model and highlighted as an advantage of the proposed approach, however, justification
of the claim was not provided. The proposed algorithm might drastically fail for more
generalised datasets as the learning curve indicated the overfitting.
In 2019, Yang and Cervone [165] developed a deep learning and machine learningbased pipeline to automatically classify a given aerial image as flooded or non-flooded.
For training the CNN model, manually annotated 1000 images were used. A max voting
classifier was used to classify the extracted features and performance of approximately
90% accurate classification was reported. However, the potential of more advanced CNN
models with generalised performance was not explored. Stulic et al. [166] proposed a
novel visual attention-based approach to detect a person from aerial images. The idea of
reducing the search space by training a CNN-based visual attention algorithm was used.
A database of around 70000 images called “HERIDAL” was used and the accuracy of
88.9% was achieved for the proposed algorithm. Reported results were compared with
the existing literature and found improved in terms of performance. Lygouras et al. [167]
used an unsupervised deep learning-based human detection algorithm to facilitate the
search and rescue operations. A CNN model pre-trained on the COCO dataset was finetuned and transfer learned using a custom swimmers dataset. The proposed algorithm was
also implemented on hardware and admissible accuracy was achieved from preliminary
tests. Ichim and Popescu [168] developed a UAV to map the flooded region by using
the CNN model. The idea of splitting the images into small patches and classifying each
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patch as flooded or non-flooded was used for flood mapping. The proposed approach was
tested on a custom dataset and admissible results were achieved.
In 2019, Pi et al. [169] proposed the use of CNN algorithms on images captured by
UAV for identifying flood-related damages. you only look once (YOLO) object detection
model-based algorithms were used for the detection of damage in the images. A detailed
comparison of different models was carried out for a custom annotated dataset. In 2020,
Mishra et al. [170] introduced a visual dataset for search and rescue purposes to facilitate the implementation of deep learning-based algorithms. The proposed detection and
action recognition dataset consisted of around 2000 images with 30000 human instances
of different actions. A deep CNN model was proposed for detection purposes and performance was compared with R-CNN and R-FCN models from literature to demonstrate the
advantage. More recently, Fung et al. [171] used a deep learning-based object detection
and segmentation approach to detect the disaster victims in a cluttered urban environment.

2.4.3

Summary

Airborne optical images captured using UAV and interpreted by computer vision algorithms were reported in the literature to address flood management activities including
flood detection, water level detection, surface water velocity measurement, baseline data
collection, flood debris detection, flood damage assessment and search and rescue missions. Computer vision technologies in this domain have emerged over the years from
conventional techniques (e.g., LBP, RF classifier, KLT, image transformations, line detection, LSPIV, LSPTV, SSIV, OTV) towards deep learning-based techniques (e.g., densely
connected CNN and RNN, VGG-based CNN, max voting classifier, YOLO). Although
the magnitude of research has been observed as increased after 2015, however, lack of
comprehensive datasets, investigation of generalised performance and comparison with
existing literature were found consistent limitations of presented literature. Studies performed by Stulic et al. [166], Mishra et al. [170] and Fung et al. [171] were not in the
direct scope of floods, however, a similar approach can be used for flood management
using UAVs in future.

2.5

Hybrid Approaches

Hybrid approaches (i.e., a combination of two or more visual sensing techniques) were
used to compensate for the limitations of a single visual platform. A summary of selected
use-cases where a hybrid approach was used to address flood management is presented as
follows.
In 2002, Zhang et al. [172] highlighted the use of both spaceborne and airborne sensing to monitor floods in China. A system called “NPOIS” was proposed to effectively
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monitor and evaluate the flooding events in China. Although the system is claimed to be
already functional, however, no information about the evaluation metric or performance
of the proposed system was presented. In 2015, Balkaya et al. [60] proposed an open
access vision tool-based analysis of the spaceborne optical image to detect the damages
caused by the floods. To overcome the limitation of the only top view, a multiview camera was integrated along with the satellite captured images. In 2017, Popescu et al. [173]
developed a flood estimation system using a combination of ground visual sensors and
UAV captured airborne images. Deep neural networks were used for feature extraction
and identification of flooded regions. High classification accuracy was achieved for the
proposed algorithm, however, the generalised performance was not studied. In 2019,
Munawar et al. [174] proposed a machine learning and image processing-based flood
detection pipeline to classify a given image as flooded or non-flooded. Conventional image processing approaches including edge detection, image transformations and landmark
detection were used as pre-processing before training a support vector machine (SVM)
classifier. Both satellite and aerial visual data were used to train the classifier. Accuracy
of 90% was achieved for the proposed approach, however, there was no standard dataset
used to assess the generalised performance.
In 2019, Bhola et al. [175] introduced the idea of using visual data as validation for the
inundation maps. Determination of water levels using state of the art image processing
algorithms can provide a forecast for flood inundation. In 2020, Lin et al. [176] proposed
the idea of using VGI for flood detection. Image processing and photogrammetric method
were used collectively for water level determination. RF classification and Canny edge
detector were used for flood level detection from images. The proposed algorithm was
applied on a use-case and admissible results were reported. In 2020, Jimenez-Jimenez
et al. [177] proposed the use of satellite images and aerial images along with digital
elevation model (DEM) and object-based image analysis to determine the damage caused
to structures by the floods. Image segmentation analysis was used to classify houses from
satellite images while vegetation and houses from UAV images. The difference between
house objects detected from satellite images and aerial images was used to determine the
washed away houses by floods. In general, satellite images were used as ground truth or
reference. No comprehensive analysis and details on the detection of houses using UAV
and dealing with challenges related to UAV data were addressed.
Hybrid approaches were reported to be used for addressing flood management-related
activities including flood monitoring, flood damage assessments, flood inundation mapping and water level detection. Although the trend of incorporating UAV images into
ground and satellite images is increasing, however, a more comprehensive investigation
is found consistently missing in the reported literature.
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Process-Driven and Need-Oriented Analysis

Process-driven and need-oriented analysis of the literature is propounded to highlight the
contributions in the flood management domain from the slant of a solution provider. As
proposed by Iqbal et al. [121], a process-driven and need-oriented analysis of literature
renders an intact picture regarding technologies being used for specific assessments at
each phase of flood management. Moreover, it underlines the trends and distribution
of efforts being made for certain assessments. The proposed process-driven and needoriented framework is designed to orient the literature in a two-dimensional structure to
better align it against the respective phase of disaster management and corresponding assessment it aims to address. The horizontal axis of the framework represents different
phases of disaster management progressing from prevention towards recovery. On the
other hand, the vertical axis lists the needs/tasks involved at each phase, respective assessments/activities performed to address the needs and common technologies used to
assist the assessments in addressing the disaster needs. In addition, the presented literature is subjectively assessed for consideration of flood management-related requirements
as proposed by Iqbal et al. [121]. Each flood management phase and assessment involves
a number of constraints and a set of requirements to be addressed for providing effective
solutions. Presented literature is evaluated for comprehensiveness to which common flood
management-related requirements (accuracy, responsiveness, generalization) are considered. Assessment criteria is defined as follows:
• Accuracy determines the extent of precision to which the proposed method addressed one of the flood management-related problems. For this review, the following scoring criteria was used to assess the accuracy:
– (+) if the authors minimally evaluated the proposed method for accuracy by
using at least one standard measure.
– (++) if the authors extensively evaluated the proposed method for accuracy
by using multiple measures.
– (+ + +) if the authors extensively evaluated the proposed method and compared it with existing literature to highlight the scope.
• Responsiveness determines the response times of the proposed approach to address
one of flood management-related problems. The following criteria is used in this
review score to the literature:
– (+) if the authors minimally evaluated the proposed method for response time
and processing speed using at least one standard measure.
– (++) if the authors extensively investigated the proposed approach for responsiveness using more than one standard measure.
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– (+ + +) if the authors extensively evaluated the proposed method and compared it with existing literature to highlight the scope.
• Generalization determines the extent of variability to which the proposed approach
is assessed to address one of the flood management-related problems. Following
scoring criteria is used for this review to evaluate literature:
– (+) if the authors validated the proposed method for a relatively small dataset
collected from at least two different sites.
– (++) if the authors validated the proposed method for a comprehensive and
diverse custom collected dataset.
– (+ + +) if the authors validated the proposed method for a benchmark dataset
and compared it with existing literature.
Table 2.5 - Table 2.9 provide the need-based analysis of literature for ground camera,
airborne, spaceborne and hybrid approaches, respectively. From the analysis, the following important observations can be evidently reported:
(1) Assessments at the response phase of flood management are targeted the most while
the recovery phase is completely neglected. Most aided assessments reported include water level detection, surface water detection, structural damage assessment
and flood depth estimation.
(2) Use of computer vision technologies has emerged from conventional techniques
(line detection, edge detection, filtering, transformations, LSPIV, LSPTV, SSIV,
OTV) to existing CNN models (ResNet50, VGG16, GoogleNet, CaffeNet, Faster
R-CNN, Mask R-CNN) to assessment specific designed CNN models (RescueNet,
DeepWaterMap, WaterNet, SegNet, BDD-Net).
(3) Availability of benchmark visual datasets is found lacking and mostly case-based
solutions are provided. For the same reason, the generalised performance of proposed approaches is not addressed comprehensively.
(4) Flood management-related requirements are found not to be comprehensively addressed in most of the presented literature. This might be because of a lack of
proper requirement formulation and lack of collaboration among the flood management officials and technology providers.

Article

Phase

Assessment

Fujita et al. [38]

Preparedness

Surface Water Velocity

Proposed Technology

LSPIV
horizontal edge detector
Udomsiri and Iwahashi [22] Preparedness Water Level Detection
and FIR filter
image subtraction, registration
Yu and Hahn [127]
Preparedness Water Level Detection
and edge detection
accumulated histogram and
Park et al. [23]
Response
Water Depth Detection
bandpass filter
saturation-to-brightness and
Rankin and Mathies [45]
Response
Surface Water Detection
colour information
background subtraction and
Kao et al. [58]
Response
Flood Debris Detection
spatial filtering
Li et al. [39]
Preparedness Surface Water Velocity
multi-channel LSPTV
conventional image
Lo et al. [11]
Preparedness Water Level Detection
segmentation
background subtraction and
San Miguel et al. [44]
Response
Surface Water Detection
histogram equalization
Hiroi and Kawaguchi [128] Preparedness Water Level Measurement
conventional image processing
CNN-based classification and
Yeum [130]
Response
Structural Damage Assessment
detection algorithms
Tauro et al. [27]
Preparedness Surface Water Velocity
LSPIV
Tauro et al. [33]
Preparedness Surface Water Velocity
LSPIV, PTV
CNN-based semantic
Lopez-Fuentes et al. [46]
Response
Surface Water Detection
segmentation algorithms
optical flow and
Harjoko et al. [57]
Response
Flood Debris Detection
edge detection
semantic mode, multilabel classification
Teng et al. [131]
Response
Flood Detection
and discrimination model
Wang et al. [109]
Response
Flood Monitoring
MyCoast, CNN
Alam et al [110]
Response
Flood Detection
VGG16
colour segmentation
Geetha et al. [111]
Response
Flood Detection
and face detection
Yang and Ng [104]
Preparedness Rainfall Monitoring
crowdsourced data
Strobl et al. [105]
Preparedness Streamflow Monitoring
crowdsourced Observations
VGG16, DeepLab
Giannakeris et al. [112]
Response
Flood Detection
and Faster R-CNN

Addressed Requirements
Accuracy

Responsiveness

Generalization

+

Not Addressed

+

In-Lab Experiment ++

Not Addressed

Not Addressed

Real-World

+

Not Addressed

In-Lab Experiment Not Addressed

Not Addressed

Not Addressed

Real-World

++

+

Not Addressed

Real-World

++

++

+

Real-World

+

Not Addressed

+

Real-World

Not Addressed ++

Not Addressed

Real-World

Not Addressed Not Addressed

Not Addressed

Real-World

+

Not Addressed

Not Addressed

Real-World

++

+

++

Real-World
Real-World

++
+++

Not Addressed
Not Addressed

+
++

Real-World

++

Not Addressed

+

Real-World

Not Addressed Not Addressed

Real-World

++

Not Addressed

Real-World

++

Not Addressed

++

Real-World
Real-World

++
+

Not Addressed
Not Addressed

+
+

Real-World

+

Not Addressed

+

Real-World
Real-World

++
++

Not Addressed
Not Addressed

+
++

Real-World

+++

Not Addressed

+
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(+) = Minimally Addressed, (++) = Moderately Addressed, (+ + +) = Comprehensively Addressed

Scope
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Table 2.5: Need-based analysis of literature for ground camera approaches in flood management – Part A.

Article

Phase

Assessment

Proposed Technology

R-CNN, image inpainting
Witherow et al. [113]
Response
Flood Detection
and contrast correction
Feng and Sester [114]
Response
Flood Information Extraction XGBoost
Krohnert and Eltner [115] Preparedness Hydrological Measurements crowdsourcing
Tauro et al. [40]
Preparedness Surface Water Velocity
OTV
Leitao et al. [36]
Preparedness Surface Water Velocity
SSIV
line detection and
Lin et al. [24]
Prevention
Water Level Detection
image transformation
Lohumi and Roy [132]
Response
Flood Severity Estimation
GRU and VGGNet
Layek et al. [133]
Response
Flood Detection
CNN model and colour filtering
CycleGAN and
Pouyanfar et al. [134]
Response
Flood Detection
ResNet50 CNN
VGG16-based
Rubio et al. [135]
Response
Structural Damage Detection
FCN model
segmentation and
Ackere et al. [136]
Prevention
Flood Impact Assessment
detection algorithms
Zhang et al. [129]
Preparedness Water Level Detection
maximum mean difference (MMD)
Etter et al. [107]
Preparedness Water Level Detection
crowdsourcing
Seibert et al. [106]
Preparedness Water Level Detection
virtual staff gauge
Mask R-CNN and
Meng et al. [137]
Response
Flood Depth Estimation
Fcae++ API
Mishra et al. [138, 139]
Response
Drain Blockage Detection
segmentation and VGG16
Huang et al. [140]
Response
Water Depth Estimation
MasK R-CNN
Liang et al. [141]
Response
Surface Water Detection
WaterNet CNN
Mask R-CNN, OpenPose
Feng et al. [117]
Response
Flood Severity Estimation
and DeepLabv3+
Muhadi et al. [142]
Response
Surface Water Detection
region growing and threshold
Pereira et al. [118]
Response
Flood Severity Estimation
DenseNet and EfficientNet
Mask R-CNN, OpenPose
Quan et al. [119]
Response
Flood Severity Estimation
Resnet50 and Faster R-CNN
Chaudhary et al. [120]
Response
Flood Mapping
VGG16 CNN
Tosi et al. [28]
Preparedness Surface Water Velocity
optimised OTV
Etter et al. [108]
Preparedness Water Level Detection
virtual staff gauge
Ning et al. [116]
Response
Flood Detection
VGG16, CNN

Scope

Addressed Requirements
Accuracy

Responsiveness

Generalization

Real-World

++

Not Addressed

++

Real-World
Real-World
Real-World
In-Lab Experiment

++
+
+++
++

+
Not Addressed
++
Not Addressed

++
+
++
++

In-Lab Experiment +

Not Addressed

Not Addressed

Real-World
Real-World

++
++

Not Addressed
Not Addressed

++
++

Real-World

+++

Not Addressed

++

Real-World

++

Not Addressed

++

Real-World

Not Addressed

Not Addressed

Not Addressed

Real-World
Real-World
Real-World

++
++
Not Adressed

Not Addressed
Not Addressed
Not Addressed

++
++
++

Real-World

+

Not Addressed

Not Addressed

Real-World
Real-World
Real-World

++
++
+++

Not Addressed
Not Addressed
Not Addressed

++
++
++

Real-World

+++

Not Addressed

+++

Real-World
Real-World

+
++

Not Addressed
Not Addressed

Not Addressed
+++

Real-World

+++

Not Addressed

++

Real-World
Real-World
Real-World
Real-World

++
++
++
++

Not Addressed
++
Not Addressed
Not Addressed

++
+
++
++
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Table 2.6: Need-based analysis of literature for ground camera approaches in flood management – Part B.

(+) = Minimally Addressed, (++) = Moderately Addressed, (+ + +) = Comprehensively Addressed
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Article

Phase

Assessment

Lewis and Rhoads [32]
Robertson and Chan [157]

Preparedness
Prevention

Surface Water Velocity
Flood Risk Analysis

Sumalan et al. [158]

Response

Tauro et al. [41]

Preparedness

Feng et al. [6]

Response

Sullivan et al. [59]

Response

Perks et al. [159]

Response

Tauro et al. [37]
Preparedness
Zhu et al. [160]
Prevention
Rahnemoonfar et al. [162]
Response
Kamilaris and Prenafeta-Boldu [15] Response
Ridolfi [25]
Response
Kyrkou and Theocharides [163]

Response

Gao et al. [161]

Preparedness

Gebrehiwot et al. [164]

Response

Yang and Cervone [165]

Response

Stulic et al. [166]

Response

Lygouras et al. [167]
Ichim and Popescu [168]
Pi et al. [169]

Response
Response
Response

Koutalakis et al. [31]

Preparedness

Mishra et al. [170]
Fung et al. [171]

Response
Response

Pearce et al. [29]

Preparedness

Proposed Technology

LSPIV
colour-based segmentation
local binary patterns (LBP)
Surface Water Detection
and colour variations
Surface Water Velocity
LSPIV
grey level texture features
Flood Detection
and random forest classifier
Flood Debris Detection
manual Surveys
image transformations and
Flood Detection
Kande-Lucas-Tomasi (KLT)
Surface Water Velocity
LSPIV
Baseline Data Collection UAV equipped with camera
Surface Water Detection densely connected CNN and RNN
Flood Detection
VGG CNN model
Water Level Detection
edge detection
MobileNet, ResNet50, VGG16
Flood Detection
and SCNet CNN models
line detection and
Water Level Detection
parametric approach
Surface Water Detection VGG-based CNN model
CNN and max voting
Flood Detection
classifier
CNN-based visual
Search and Rescue
attention algorithm
Search and Rescue
DarkNet and SSDMobileNet
Flood Mapping
CNN model
Flood Damage Detection DarkNet,YOLO
PIVlab, PTVlab
Surface Water Velocity
KU-STIV
Search and Rescue
SSD-based CNN model
Search and Rescue
detection and segmentation CNN
LSPIV, LSPTV, OTV
Surface Water Velocity
KLT, SSIV

Scope

Addressed Requirements
Accuracy

Responsiveness

Generalization

+++
+

Not Addressed
Not Addressed

+
+

Real-World +

Not Addressed

Not Addressed

Real-World

Real-World
Real-World

++

Not Addressed

++

Real-World ++

Not Addressed

+

Real-World

Not Addressed

Not Addressed

Real-World ++

Not Addressed

Not Addressed

Real-World + + +
Real-World Not Addressed
Real-World +
Real-World +
Real-World +

Not Addressed
Not Addressed
Not Addressed
Not Addressed
Not Addressed

+
Not Addressed
Not Addressed
+
Not Addressed

Real-World + + +

+++

+++

Real-World ++

Not Addressed

Not Addressed

Real-World

Not Addressed

Not Addressed

+

Real-World ++

+

++

Real-World + + +

+

++

Real-World
Real-World
Real-World

+
Not Addressed
+

++
Not Addressed
+++

Real-World +

Not Addressed

+

Real-World
Real-World

Not Addressed
Not Addressed

++
++

+

+

++

++
+
++

+++
+++

Real-World + + +
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Table 2.7: Need-based analysis of literature for airborne approaches in flood management.

(+) = Minimally Addressed, (++) = Moderately Addressed, (+ + +) = Comprehensively Addressed
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Assessment

Proposed Technology

Addressed Requirements

Article

Phase

Scope

Responsiveness

Generalization

Ip et al. [49]
Castelluccio et al. [20]

Preparedness Flood Monitoring
Prevention
Land Use Classification

Not Addressed
Not Addressed

+
+++

Liu et al. [47]

Response

Not Addressed

++

Isikdogan et al. [48]
Helber at al. [21]
MediaEval [50–55, 55, 56, 143]
Weng et al. [144, 145]
Yang et al. [146]
Nogueira et al. [12]
Zhang et al. [147]
Potnis et al. [148]
Weber and Kan [149]
Gupta and Shah [151]
Shao et al. [152]

Response
Prevention
Response
Prevention
Prevention
Response
Prevention
Response
Response
Response
Response

+
Not Addressed
Not Addressed
+
Not Addressed
Not Addressed
Not Addressed
+
Not Addressed
Not Addressed
Not Addressed

++
+++
+++
+++
++
++
++
++
+++
+++
++

Accuracy

comparative analysis
Real-World ++
GoogleNet and CaffeNet
Real-World + + +
spatiotemporal context learning
Flood Inundation Mapping
Real-World ++
with AdaBoost classifier
Surface Water Detection
DeepWaterMap
Real-World ++
Land Use Classification
GoogleNet and ResNet50
Real-World ++
Flood Detection
CNN models and classifiers
Real-World + + +
Land Use Classification
CNN model and CELM classifier Real-World + + +
Land Use Classification
SegNet and LiteNet
Real-World ++
Surface Water Detection
ConvNets
Real-World + + +
Land Cover Classification
CASPP-Unet and ResASPP-Unet Real-World + + +
Surface Water Detection
ERFNet and markGT
Real-World +
Structural Damage Detection ResNet50 and Mask R-CNN
Real-World ++
Structural Damage Detection RescueNet
Real-World + + +
Structural Damage Mapping BDD-Net
Real-World ++

(+) = Minimally Addressed, (++) = Moderately Addressed, (+ + +) = Comprehensively Addressed

Table 2.9: Need-based analysis of literature for hybrid approaches in flood management.
Article

Phase

Assessment

Zhang et al. [172]
Balkaya et al. [60]
Popescu et al. [173]

Response Flood Detection
Response Flood Detection
Response Flood Detection

Proposed Technology

conventional visual analysis
conventional visual analysis
deep CNN models
edge detection, transformations
Munawar et al. [174]
Response Flood Detection
and SVM classifier
Bhola et al. [175]
Response Flood Inundation Map
conventional visual analysis
Canny edge detector and
Lin et al. [176]
Response Water Level Detection
random forest classifier
image segmentation and
Jimenez-Jimenez et al. [177] Response Structural Damage Assessment
detection analysis

Addressed Requirements
Accuracy

Responsiveness

Generalization

Real-World Not Addressed Not Addressed
Real-World Not Addressed Not Addressed
Real-World ++
Not Addressed

Not Addressed
Not Addressed
+

Real-World +

Not Addressed

++

Real-World

++

Not Addressed

++

Real-World ++

Not Addressed

+

Real-World ++

Not Addressed

++
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(+) = Minimally Addressed, (++) = Moderately Addressed, (+ + +) = Comprehensively Addressed

Scope
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Table 2.8: Need-based analysis of literature for spaceborne approaches in flood management.
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Future Applications and Challenges

The presented systematic review demonstrates the potential of visual information and
computer vision technologies within the flood management domain. Our critical analysis of literature reported various limitations of existing approaches and highlighted the
future scope of computer vision technologies. A brief summary of future applications
of computer vision technologies and corresponding challenges in flood management is
presented.
Lack of proper requirement formulation and unavailability of comprehensive visual
datasets are major limitations observed universally from reported computer vision-based
solutions. For land use classification task at the prevention stage of flood management,
computer vision approaches using CNN have already achieved success at satellite images
dataset [20, 21]. To achieve real-time on-demand classification maps for local regions,
UAVs can be utilised, however, edge computing, image stitching and camera viewpoints
are the challenging factors. Monitoring the performance of flood prevention structures
(e.g., dams) can utilise computer vision technologies in damage detection and water level
measurement [25] activities. A combination of classical image processing techniques
(e.g., edge detection) and learning-based approaches (e.g., deep learning) can prove helpful. Howbeit, dealing with variable lighting conditions, on-board processing and generalization are the possible research domains.
In early flood warning systems, conventionally, water level measurements from multiple gauge stations are used as core information. But, water level sensors are expensive to
install and maintain. Water level measurement using computer vision approaches is propounded as a potential solution to this shortcoming [11, 22–24], however, a comprehensive and accurate solution is yet to be developed. Variable lighting conditions, time-series
monitoring and on-board processing are some strenuous tasks to be addressed. Image velocimetry approaches to measure surface water velocity have already demonstrated their
ability to precisely measure the velocity in real-world scenarios. However, it is still an
active area of research where the potential of machine learning, advanced computer vision and AI algorithms is yet to be explored. In flood forecasting, neural networks-based
learning algorithms are already used to interpret the time-series rainfall data to predict
future floods. Howbeit, the idea of using visual data for forecasting future floods and correcting the existing numerical models is yet to be explored. Collection of extensive visual
data from floods and incorporation of self-correcting functionality in existing flood forecasting models are the capable future areas for research. Gaming technology and gaming
physics engines (e.g., Unity, Unreal Engine, Voxel) are interesting areas to explore as a
potential tool in investigating flood dynamics (modelling, monitoring and mapping) given
the implementation of precise physics-based water simulations [178–180]. Furthermore,
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customised and realistic 3D applications can be developed to generate synthetic visual
(image and video) datasets for flood-related assessments [181].
Flood inundation mapping at the early response phase predominantly comprises the
detection of water flooded areas and depth of water. The use of computer vision to detect
water bodies from satellite images has already been promulgated with admissible accuracy [12, 47–55, 55, 56]. Having said that, the use of the airborne platform for real-time
and on-demand inundation maps for local regions is not comprehensively investigated.
Segmentation of water bodies from aerial images and the distinction between normal and
flooded water are demanding tasks. Furthermore, the capacity of a hybrid model including
spaceborne, airborne and ground sensors is not scrutinised. Victim identification during
the search and rescue phase can be addressed using a UAV equipped with state of the
art object detection algorithm. However, detecting victims under shelters from the air is
a challenging task from computer vision perspective. Structural damage assessment at
the late response phase is an encyclopedic procedure and involves enormous technical resources. Computer vision technologies can be efficiently used to accommodate experts in
remotely accessing hazardous regions and explicate damage of structures. But, the collaboration between damage assessment experts and computer vision technology developers
is lacking. The blockage of cross drainage structures by debris is customary in urban areas
and originates flooding in the region. Real-time monitoring of hydraulic structures and
interpretation of blockage is a potential future computer vision utility. Having said that,
the unforeseeable and erratic nature of debris accumulation at hydraulic structures makes
it an arduous task to accurately interpret the blockage of hydraulic structures. Finally, at
the recovery phase, computer vision technologies can be used for reconstruction monitoring, debris removal monitoring, historic structures restoration monitoring and vegetation
growth monitoring in the same scope as for structural damage assessment at the response
phase.
Based on observation (4) in the need-based analysis section (Section 2.6), a detailed
qualitative case study can be planned to bring the opinion of flood management officials
into the loop and highlight what is essential from the flood management perspective.

2.8

Summary

Presented systematic review highlighted the use of various computer vision technologies
across variety of flood management-related activities including land use classification,
water level measurement, surface water detection, water depth estimation, victim identification, structural damage assessment and early flood warning system. Review in this
chapter established the link between flood management and computer vision by proposing
a common taxonomy for mapping flood management activities as computer vision problem in a systematic way. A novel process-driven and need-oriented framework was pro-
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posed and applied to evaluate the literature from a flood management perspective against
the corresponding needs at each phase. Furthermore, a list of disaster management-related
requirements was proposed to assess the literature comprehensiveness in addressing the
certain need of flood management. The process-driven and need-oriented analysis of
selected literature underlined some important trends. The use of computer vision technologies has evolved from conventional techniques towards CNN-based approaches significantly from 2015 onward. However, the availability of benchmark visual datasets
have been consistently found lacking. In addition, selected literature failed to comprehensively formulate and address flood management-related requirements while proposing
solutions, which suggests a lack of collaboration among flood management officials and
technology providers. Finally, future applications of computer vision technologies across
different phases of flood management and corresponding real-world challenges have been
presented in detail. Debris management, citizen science, synthetic data generation, search
and rescue, and reconstruction monitoring are some highlighted flood management assessments where computer vision technologies can efficiently be used in the future.
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Blockage of a cross-drainage hydraulic structure is defined as the process of accumulation of debris which obstructs the flow capacity of that hydraulic structure. The blockage
reduces the flow capacity of the drainage system and may result in its partial or complete
failure [66]. In the process of designing and managing drainage systems, blockage is considered a significant issue [62,77]. Urbanisation of the regions has forced the construction
of cross-drainage hydraulic structures in the catchments. In the case of storms or floods,
debris from the catchment gets mobilised and transported through the catchment. This debris, when interacting with hydraulic structures, results in partial or complete blockage of
structures, which mainly affects floods in two ways: increasing the upstream flood level
(overtopping) and diversion of flow into adjacent streams. Blockage is a dynamic process and can vary significantly based on local conditions and extent of the event [62, 77].
Typical instances of blocked cross-drainage hydraulic structures are shown in Figure 3.1.
There are two main types of debris (floating and non-floating), which may cause the
blockage of certain cross-drainage hydraulic structures. Floating debris is categorised
into small, medium and large, depending on the size. Small floating debris refers to small
trees, leaves and small branches which are usually no larger than 150 mm. Small floating
debris is likely to be available in both urban and rural catchments. Medium floating debris
is comprised of such things as tree limbs and twigs, and is usually of the size >150 mm<3
41
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Figure 3.1: Typical examples of blockage at cross-drainage hydraulic structures [62, 68,
77].

m. Finally, large floating debris is comprised of tree logs, cars and other urban debris of
a size greater than 3 m [62, 65, 69, 77]. In contrast, non-floating debris mainly consists
of sediment and gravel, and is further divided into three categories, dependent on its size:
fine sediment (0.004 mm – 8 mm); gravel/cobbles (4.75 mm – 300 mm) and boulders
(>300 mm).
The potential occurrence of blockage of cross-drainage hydraulic structures depends
on: debris availability within the catchment; the process by which debris is mobilised (i.e.,
storms, winds); the process by which the debris is transported; and finally, the interaction
with the hydraulic structure. It is the combination of these factors which decides the actual
blockage condition of hydraulic structures. For example, the presence of high vegetation
within the catchment does not mean the hydraulic structure will be blocked unless there
is some event triggering mobilisation of that vegetation [70, 77]. In general, impacts
and consequences of blocked hydraulic structures during urban flooding events include:
increased damage to adjacent infrastructure because of overtopping and flow diversions;
safety risks in post-flood culvert maintenance procedures; and increased post-flood debris
removal cost [70].
The way debris interacts with a cross-drainage hydraulic structure is a very important
aspect of estimating the blockage. Large urban debris is less likely to be mobilised, however, it usually happens at peak flood time and results in a critical blockage. On the other
hand, small to medium-sized debris is more likely to be mobilised in every flood event,
however, accumulation occurs during the receding arm of flood hydrograph. In the case
of blockage during low-energy flood flows, post-flood images are most likely to convey
incorrect information since most of the debris that caused the blockage would have been
most likely flushed towards the receding arm of the flood hydrograph. Similarly, in case
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of sediment blockage, bed levels may be high after the flooding event, however, at peak
floods, sediment would have been flushed [77].
The unavailability of data related to blockage of cross-drainage hydraulic structures is
the main hindrance in the quantitative estimation of flood risk because of blockage. The
argument that blockage of hydraulic structures impacts the hydraulic behaviour of floods
is not supported by any quantitative data. Ideally, blockage data should be collected
during the flooding event by observing the hydraulic structure, however, this is rarely
practised because of many practical limitations, including low visibility conditions, safety
concerns and the immediacy with which flood events occur. Therefore, in most cases,
post-flood data has been used to estimate peak flood blockage levels. However, post-flood
data does not convey information about what actually happened during the flooding event.
For example, during a flooding event, floating debris accumulates in a top-down manner,
thus effecting blockage of the hydraulic structure, however, as soon as the water level
starts dropping, the debris falls down to bed and may be flushed through the hydraulic
structure.
The Queensland drainage manual generally addresses blockage, however, it is not consistent and not validated by data. Conventionally, in flood modelling, it is assumed that
all the hydraulic structures are clear (no blockage). ARR was the first to take the initiative
in introducing detailed blockage guidelines [75]. Preliminary tests using the proposed
guidelines were found reasonable. Inclusion of blockage policies within the floodplain
management framework is a relatively complex and challenging task [62]. The main
challenges in dealing with blockage include: the problem of real-time monitoring and observation of hydraulic structures to determine the degree of blockage; and the complexity
of physical flow and turbulence behaviour around culverts. Blockage is a dynamic phenomenon in nature and adds even more complexities, which makes it almost impossible
to mathematically model the behaviour and include it in floodplain management.

3.1

Hydraulic and Visual Blockage

Blockage of cross-drainage hydraulic structures is considered a “non-issue” by hydraulic
design engineers worldwide, in most cases mainly because of its insignificant effect on
flooding. This treatment is evident from the lack of consideration given by researchers
either in standard textbooks or in any published scientific research. Hydraulic design engineers worldwide believe this is because the blockage is neither a significant nor a frequent
issue globally. However, this may be attributed to typical cases where low debris supply
is available upstream. However, in specific geographic locations such as some sites in the
United Kingdom and Australia, where high debris supply is available upstream, the blockage has been evidently reported as a significant factor in originating floods. Blockage of
cross-drainage hydraulic structures is reported as a very complex phenomenon mainly
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because of the non-linearity and uncertainty involved in the process of accumulation of
debris at the hydraulic structure. Researchers propose that assessment of blockage based
only on upstream and downstream water levels is an oversimplification of the complex
phenomenon. Furthermore, because of its non-linear nature, traditional numerical modelling methodologies are unable to provide any adaptive solution. It has been suggested
that upstream water level, downstream water level, debris supply, channel characteristics,
debris transport mechanisms, upstream channel slope, upstream discharge, flow velocity
and rainfall intensity could be significant factors in studying the behaviour of blockage at
cross-drainage hydraulic structures [62, 63, 67, 69, 70, 77]. However, due to the paucity of
supporting data from real-world flood disasters involving blockage, accurate knowledge
of blockage behaviour is lacking. This suggests a need for detailed investigation of this
problem to establish the impact of blockage on flooding and the interaction of debris with
hydraulic structures.
In the context of investigating blockage of cross-drainage hydraulic structures, there
are two schools of thought identified from literature based on how the blockage problem is interpreted. The first school believes in the need of studying the hydraulic impact
of blockage on flooding so that it can be modelled and incorporated into design guidelines. However, this group considers blockage a local problem specific to some regions of
the world where the topographic location of structures and debris supply make blockage
a significant issue. Otherwise, globally, they believe in the “non-existence of blockage
problem”. They believe that blockage of hydraulic structures should not be a concern
provided that the flood water remains contained within the watercourse banks. Engineers
and society should only be concerned when floods exceed watercourse capacity and cause
damage. An engineer should be asking how much extra the blockage of structures causes
damage and injuries. To answer this question and incorporate blockage into design considerations, the hydraulic effects of blockage need to be quantified for magnitude. Scaled
in-lab hydraulic experiments have been conducted in this setting by a few researchers
[61, 64, 182, 183], however, most studies are performed with limited scope and require
comprehensive analysis to understand the blockage behaviour. For clarity, interpretation
of blockage by this group is referred to as “hydraulic blockage” in this thesis.
The second school of thought defined blockage as the function of percentage obstruction of hydraulic structure opening and believe that the presence of debris at the hydraulic
structures reduces the hydraulic capacity of that structure. Consequently, this may cause
overtopping, diversion of flow, damage to structure and failure of the structure. This argument is based primarily on post-flood visual examinations of hydraulic infrastructure
in the Illawarra, New South Wales, Australia region in 1998, where a substantial amount
of debris was discovered at the hydraulic structures. Proponents of this school believe
that if structures are maintained and cleaned on a regular basis, based on visual inspections, floods will be less likely to occur. However, similar to the first school, apart from
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post-flood visual data, there is no recorded data or enquiry to support their argument in
the literature. Interpretation of blockage by this group is referred to as “visual blockage”
for this thesis.
In conclusion, both hydraulic and visual blockage are distinct entities that should be
treated independently. Visual blockage information is critical for maintaining structures
in order to minimise flooding events. In contrast, hydraulic blockage study is critical for
incorporating the blockage into design guidelines for hydraulic structures.

3.2

Existing Blockage Policies

In Australia, most of the city councils and disaster management agencies have some codes
defined to deal with blockage but there has not been any mechanism introduced in regard
to dealing with the broader impact of blockage on flooding and flow conditions. There
is limited data available to support the argument that blockage is important and, therefore, there is no concrete mechanism available through which this information can be
incorporated within flood modelling or structural designing processes.
The 1986 New South Wales (NSW) flood development manual did not present blockage as a major concern while modelling for floods and assumed that all cross-drainage
hydraulic structures are clear. However, in the 2005 iteration of the NSW flood management manual, blockage was introduced as a factor in flood modelling. Similarly, the
Queensland urban drainage manual also emphasised the inclusion of hydraulic blockage
in modelling and designing, however, failed to provide any concrete guidelines in this regard. WCC stands alone in terms of introducing the “Conduit Blockage Policy” in 2002,
following the 1998 flood event. The policy states that all cross-drainage hydraulic structures with an opening of less than 6 m will be considered 100% blocked, while structures
with an opening of more than 6 m will be considered 25% bottom-up blocked. Furthermore, 100% blockage will be considered if handrails over the structures are covered
during the overtopping [62, 66, 67].
Jones et al. [77] reviewed the existing WCC Conduit Blockage Policy and performed
probabilistic analysis on historical records to revise the policy. They performed stochastic
modelling for 20 selected locations in the Wollongong, NSW, Australia area and investigated the joint probability of rainfall annual exceedance probability (AEP) and likelihood of blockage. From the analysis, Jones et al. [77] observed that for some locations
the blockage was overestimated. Furthermore, it was emphasised that for smaller AEP
events, there is most likely to be no blockage since debris material will not be mobilised
for smaller AEP events. They were unable to conclude any concrete relationship between
hydraulic blockage and other relevant factors (e.g., location, debris type, debris mobility,
land use, debris availability), mainly because of limited data available to assess. However, Jones et al. [77] found some instances that were highly prone to blockage because
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Table 3.1: Classification of cross-drainage hydraulic structures (i.e., culverts) based on
opening sizes [77].

Pipe Culvert
(Internal Diameter)

Boxed Culvert
(Diagonal Opening)

 1.2 m
> 1.2 m
–
–

< 1.5 m
> 1.5 m and < 3 m
> 3 m and < 6 m
6m

Class 1
Class 2
Class 3
Class 4

Table 3.2: Revised blockage policy proposed by Jones et al. [77].

Design AEP
20% or more frequent
Rarer than 20% and frequent than 2%
2% or greater

Percentage Blockage
Class 1

Class 2

Class 3

Class 4

35%
50%
70%

25%
40%
50%

15%
30%
40%

0%
5%
10%

of smaller openings, vegetation debris availability upstream and steeper upstream flow.
Classification data of culverts based on opening size is provided in Table 3.1.
Although, these analyses improved the blockage policy, however, limitations were still
evident in the data due to non-existence concrete relationships for blockage behaviour
understanding. The revised blockage policy based on the probabilistic results is presented
in Table 3.2. The current ARR blockage guidelines are not adaptive but, rather, based on
a constant opening size of the hydraulic structures. However,given the highly complex
and non-linear nature of hydraulic blockage, it is anticipated that blockage management
guidelines should be adaptive in nature. This aspect needs detailed exploration through
lab-scale investigations and monitoring of structures during real-world flood events.

3.3

Current Blockage Management Practices

Management of debris is an imperative towards achieving efficient operation of crossdrainage hydraulic structures. There are two approaches commonly followed in managing
blockage: reactive measures and proactive measures. The most conventional approach to
dealing with debris is to clean the hydraulic structures before and after potential flooding
events in order to avoid blockage. In this approach, a register is usually maintained where
records of all the sites within the local region are kept. Furthermore, sites are categorised
into classes depending on the perceived risk or vulnerability of blockage. High-risk sites
are cleaned regularly every month, and also before or after potential flooding events. This
is the least that can be done to manage debris, however, given the importance of blockage
and awareness of community, this approach is heavily criticised by local community.
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In a proactive approach, debris control structures are built to manage flood debris based
on the available data and established best knowledge. Some commonly used debris control structures for culverts include debris deflectors, debris risers, debris fins and debris
racks. Debris deflectors are the “V” shaped structures built at the opening of culverts to
deflect incoming debris away from the opening of the culvert. As a standard, the apex
angle should be between 15 and 25 degrees. Furthermore, it is recommended that the area
of both sides of culvert be at least 10 times the area of the culvert opening. Furthermore,
horizontal and vertical members can be placed to allow smaller sized debris through and
deflect larger debris, which has more potential to block the opening [184]. Debris racks
are the control structures built across the stream channel aiming to collect the debris material before it reaches the culvert opening. Usually, debris racks are vertical shapes placed
at right angles to collect the material. They can also be placed at the entrance of a culvert
to trap debris material. Spacing between the racks can be customised depending on the
opening size of the culvert, since spacing serves as a function of filter (allows debris of
smaller than specified size). However, as a standard, the spacing is set at 6 inches in order
to prevent children from going into culvert [184]. Debris risers are the control structures
which are usually placed over the culvert and aim to trap the debris material before it
reaches the inlet. They provide a secondary path to flow in case culvert is blocked [184].
Debris fins are the extended walls from the culvert interior with the aim of re-aligning the
incoming debris so that it can pass through the culvert opening. These walls are built with
a slope and are recommended for relatively larger culverts (opening greater than 4 feet)
[184].

3.4

State of the Art in Blockage Management Research

Blockage of cross-drainage hydraulic structures and its impact on floods is rarely addressed in the literature in regard to innovative solutions, mainly because of limited data
available for the interpretation of debris behaviour during flooding events. However, there
were a few instances found where an effort was made by researchers to study the hydraulic
blockage issue in a scientific way. This section presents the review of most relevant studies in chronological order to demonstrate the advances made over the time in context of
studying blockage at cross-drainage hydraulic structures.
In year 2010, Balkham et al. [185] addressed the blockage of culverts and bridges issue comprehensively for United Kingdom by using a risk-based approach. The authors
provided relevant design guidance and procedures to deal with the blockage problem,
however, were limited to only local hydraulic structures. In 2013, Blanc [64] studied the
impact of the trash screen design on the inlet blockage of culverts by performing labscale experiments using a Froude-scaled physical model of the culvert. Although trash
screens are placed with the intention of keeping blockage from entering the culvert in-
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let and reducing the risk of flooding, when trapped by debris material, these screens can
significantly increase flood risk. Experiments were performed within a 22 m long, 0.75
m wide and 0.5 m deep flume. Debris was represented by straight wooden dowels of
different lengths, selected based on field observations, to simplify the experiments. From
the lab experiments, it was reported that the potential of the trash screen being blocked
increased with an increase in the debris length to the trash screen bar spacing. Furthermore, the position of the trash screen relative to the flow zone was also highlighted as
the main factor in blockage of the trash screen. Based on the statistical analysis and relationships developed from experiments, a culvert screen blockage estimator was proposed.
Although interesting findings were reported from the lab-scale experiments, the impact
of blockage on the upstream water levels and, ultimately, the peak flood levels were not
investigated. Furthermore, only a single circular culvert configuration was investigated in
the study, and the impact of different culvert configurations was not studied. Blockage
was defined as the percentage of the number of debris pieces stuck at the trash screen
while, in practice, this definition of blockage is not valid. Rather, blockage is considered
a very complex entity to measure in the field and is dependent on multiple factors.
In 2015, Manning-Dickfos [182] investigated the validity of the implication of the current blockage design guidelines within the Sunshine Coast (Queensland) region using a
Froude-scaled physical model of a real-world culvert site. In the study, it was highlighted
that blockage-related research has been limited and detailed investigation of different factors affecting blockage at culverts needs to be investigated, which is currently hindered
by the unavailability of relevant data. A unique aspect of the scaled model used in this research was that it was designed as an open channel rather than a conventional flume-based
study. Therefore, the channel characteristics, availability of debris in the channel and flow
directions were implemented more realistically at scale. Different flooding scenarios were
simulated at scale based on the historical data of floods at the culvert. The percentage of
blocked culverts was simulated by controlling the culvert flow capacity using a gate-type
mechanism. Scaled floating debris was used in the tests. From the experimental investigations, it was reported that at lower flow rates (e.g., 10-year average recurrence interval
(ARI)), a higher percentage of debris reached the culvert in comparison to higher flow
rates (e.g., 100-year ARI). Ultimately, based on observations from experiments, a 40%
design blockage factor was proposed for the typical events, while a 20% design blockage factor was proposed for extreme events. Although insightful conclusions were made
based on the experimental investigations, research was more focused on the volume of
debris reaching the culvert during different flooding conditions rather than investigating
the impact of the reached debris at flood levels and the accumulation behaviour of debris
at the culvert. Furthermore, the study was performed within a limited scope whereby only
the rectangular culvert configuration for a specific channel was studied.

CHAPTER 3. BLOCKAGE OF HYDRAULIC STRUCTURES

49

Kramer et al. [183] in 2015, performed a scaled laboratory investigation to study the
impact of debris blockage on hydraulic flow of culvert. They introduced and defined
the term “hydraulic blockage” and provided clear differentiation from “visual blockage”.
Kramer et al. [183] reported that hydraulic blockage is more complex and challenging
to assess in comparison to visual blockage, and is what is needed in order to incorporate blockage into flood modelling procedures. From the tests, it was reported that debris
material tends to align across its long axis and parallel to the flow. Furthermore, highly
variable results were achieved for different debris alignments and test case scenarios, indicating the highly dynamic nature of debris accumulation. Kramer et al. [183] were
unable to find any concrete relationship between visual blockage and hydraulic blockage for given test case scenarios. Scaling problems are commonly encountered when
physical models are used to study blockage behaviour, especially for sediment and flow
behaviours. Later in 2016, Sullivan et al. [59] proposed the use of remotely collected
data using a UAV towards identification of culverts and bridges susceptible to issue of
blockage during flooding events. For the first time, they introduced the idea of using different types of information toward addressing blockage issues. They also proposed the
idea of automating the process of detecting large woody piles and classifying them into
one of three defined categories: small pile (1-2 trees), medium pile (3-6 trees), and large
pile (more than 6 trees). However, Sullivan et al. [59] did not develop any vision-based
algorithm for automatic feature extraction. Instead they used a manual review-based approach to identify the risk and developed a web-based map for pilot sites as a result of
manual mapping. They emphasised the importance of remote sensing data in debris material detection, however, it is a challenging task in computer vision to deal with such
a classification task, which involves noise and no clear differentiation between classes.
Furthermore, Sullivan et al. [59] did not provide any evidence of developing computer
vision-based algorithm for automatic detection and classification of debris pile.
More recently, in 2020, Brooks [61] investigated the problem of culvert blockage by
boulders by performing a lab-scale study integrated with field research. A scaled physical
model (Froude scale of 1:16) of a rectangular culvert in the mountainous stream of the
Western Cape, South Africa was developed in the 12 m wide flume to study blockage
by boulders. The scaled model was developed based on field surveys of sites and their
respective measurements. From the field surveys and laboratory experiments, the culvert
inlet was identified as the major location for the deposition of boulders. Based on the
experimental investigations, multiple culvert inlet designs (i.e., tapered model (T-model),
compound tapered model (CT-model)) were proposed to mitigate the boulder blockage
and were tested in the lab to demonstrate their efficiency. The CT-model was reported as
the optimal inlet model and was able to successfully mitigate boulder blockage either by
settling out the boulders far upstream or by transporting them through the culvert. Based
on insights from the experiments, detailed guidelines were developed to be integrated
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into culvert design to mitigate the blockage caused by boulders. Although important
and interesting outcomes were reported from the experiments, the impact of boulders on
the blockage itself (e.g., the impact of blockage by boulders on peak flood levels) and
the hydraulic performance of the structure was not investigated. Rather, more focus was
placed on the design of culverts to avoid the deposition of boulders near or inside the
culvert. Furthermore, the study was performed within a local scope, and the proposed
guidelines might not be valid globally.

3.5

Summary

Blockage of cross-drainage hydraulic structures is reported as a highly non-linear and
complex phenomenon, mainly because of the uncertain behaviour of debris interaction
and accumulation at hydraulic structures. Two schools of thought have emerged from
the literature, based on the way each interprets the blockage problem. The first school
emphasises hydraulic investigation of blockage during peak floods to study the impact of
blockage on upstream water levels and, ultimately, on floods themselves. On the other
hand, the second school suggests using post-flood visual information as a source to assess blockage at cross-drainage hydraulic structures. However, visual interpretation has
not been encouraged by hydraulic design engineers, mainly because of contradictory assumptions. The approach of using scaled physical models of cross-drainage hydraulic
structures is adopted in the literature to investigate different aspects of blockages, however, these are limited by numbers and comprehensiveness.

Part II
Physical Model Experiments and Data
Collection
This part of the thesis reports the details of hydraulics lab experiments performed using scaled physical models of culverts to understand the behaviour
of blockage. A series of experiments are detailed where multiple blockage
scenarios are replicated under variable simulated flooding conditions to investigate the impact on hydraulic blockage. In addition, it presents the details
of multiple numerical and visual datasets developed from the lab experiments
and WCC records to facilitate the implementation of AI approaches in assessing blockage at cross-drainage hydraulic structures.
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This chapter proposes a lab-scale simulation using scaled physical models of culverts to
study the behaviour and effects of urban and vegetative debris. The investigation includes
a study of the interaction between specific debris types with culvert inlet geometries and
the relationship between the observed visual blockage and hydraulic blockage. Further,
this chapter presents the idea of simulating a flood hydrograph in the laboratory to study
complex relationships between flow and debris behaviour including debris mobilisation,
interactions between debris items and the effect of debris interactions on the likelihood
and severity of culvert inlet blockage. It is hoped that the principles, formulae, and methods developed during this research will serve as a benchmark towards investigating more
a Contents
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realistic behaviour of debris and the risk of hydraulic blockage of structures during flooding.

4.1

Introduction

Cross-drainage hydraulic structures such as culverts and bridges are susceptible to becoming blocked by debris material which results in the reduction of their hydraulic capacity [62–64]. Readily available urban debris is easily transported by the stormwater
network [62, 65] and causes an increase in peak flood levels by blocking drainage structures [66, 67]. This condition may adversely influence flood outcomes in both simplistic
(e.g., afflux in the upstream vicinity of the blockage) and complex (e.g., early loss of storage in floodplains or basins, diversion of flows away from flood mitigation infrastructure
or toward areas of higher vulnerability) ways [63, 68–70]. Anthropogenic factors (e.g.,
development of land and infrastructure) and topographical context (e.g., catchment topography, geological regimes, vegetation regimes) of Wollongong city exacerbate both
the susceptibility of drainage structures to debris blockage and population/infrastructure
vulnerability to hydraulic impacts of the same [65, 67, 77]. In the same context, culvert
blockage by debris material has been reported as having significantly affected flooding
outcomes during major flash flooding events in Wollongong [66, 70–72] and Newcastle [66, 73]. Conclusions were made based on post-flood surveys, visual assessments of
blockage and sensitivity testing within hydraulic models.
ARR [74] provide the framework and guidelines for studying floods in Australia.
Project 11: Blockage of Hydraulic Structures [62] was initiated under the ARR framework to study blockage behaviour. Under this project, WCC introduced guidelines for the
consideration of blockage during design and flood modelling [68, 75–77]. These guidelines were the first of their kind where the degree of hydraulic blockage is primarily a
function of hydraulic structure opening size. Under the original WCC Conduit Blockage
Policy, any culvert with an opening of less than 6 m diagonal was considered completely
blocked for the entire duration of the modelled storm. The WCC Conduit Blockage Policy
was revised and updated in 2016. The revision process did not comprehensively explore
potentially significant economic and hydraulic impacts of the policy (i.e., realised through
practices such as installing higher capacity hydraulic structures or setting land use controls to cater for assumed blockages). Further, it is recognised that degrees of hydraulic
blockage can change over time and that a high degree of constant blockage applied early
in modelled storm events can produce hydraulic outcomes which do not well represent
real-world flooding.
Initially, culvert blockage was defined by [62] as the visual obstruction of the culvert
opening and did not explicitly express the influential factors (i.e., duration and timing of
blockage, orientation and interaction of debris, type of debris, the position of blockage,
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rate and order of debris supply). Further, to derive information which can be useful in
the context of managing risks associated with debris blockage, the visual blockage must
be related to hydraulic blockage so that the effect of visually observed blockage on flood
outcomes can be better understood [78]. Defining an association between the impacts of
hydraulic blockages on peak flood levels and visual blockages derived from post-flood
images remains uncertain until there is data available to support a quantifiable relationship. Similarly, with currently available data, it is difficult to define a relationship between
structure properties, the context within a catchment and vulnerability to debris blockages
as well as specific vulnerability to different debris types and blockage patterns.
Attempts have been made to manage blockage risks by localised engineering interventions, specifically the installation of different types of debris control structures (e.g.
fences, dry basins, diversion structures) [64, 186], however, again due to difficulties in
obtaining observations describing the performance of these structures during floods, there
is a minimal theoretical basis for designing such structures. To date, such structures are
designed primarily using assumptions and inferences based on observations taken after
flood events.
Blanc [64] and Blanc et al. [187] highlighted the use of scaled physical models as a
means of better understanding the hydraulic performance of debris control structures. A
physical model is a scaled representation of an actual prototype configured in such a way
that dominant forces act in the correct proportion as they would in a full-scale structure.
Scaled physical models help in understanding the subjected process by studying it in a
controlled environment. However, there are some inherent limitations to scale modelling,
including oversimplification and abstraction from reality.
In an effort to study the behaviour of large urban debris on culvert blockages, Kramer
et al. [183] performed a lab-scale study using a scaled physical model of a box culvert. In
this context, the hydraulic blockage was defined mathematically for the first time as the
function of upstream water levels for blocked and unblocked conditions. The following
equation (4.1) presents the mathematical expression for percentage hydraulic blockage,
as defined by Kramer et al. [183].
Percentage Hydraulic Blockage =

WLblocked WLunblocked
⇥ 100
WLblocked

(4.1)

where WLblocked and WLunblocked denote the upstream water level for blocked conditions
and unblocked conditions, respectively. Kramer et al. [183] performed a series of stochastic and hydraulic tests using scaled urban debris to investigate the orientation of debris and
the corresponding hydraulic blockage offered by them. It was reported that floating debris
aligned itself to culvert openings and impacted the culvert wall during the stochastic tests.
However, Kramer et al. [183] failed to draw any significant conclusion from the hydraulic
testing. A major limitation of the Kramer et al. [183] proposed blockage definition was
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that hydraulic blockage cannot be measured in the field because at the peak flood instant,
only one of the blocked or unblocked hydraulic blockages can be measured.
For ARR guidelines to be implemented, hydraulic and visual data from live flood events
is needed to study the blockage behaviour. This led to the subjected lab-scale study, which
broadly aimed to collect both hydraulic and visual data by performing two sets of experiments towards better understanding the behaviour of blockage. Experiment one is the
extension of the Kramer et al. [183] study to comprehensively investigate the individual
and combined impact of vegetative and urban debris on culvert hydraulic blockage. Experiment two employed an iterative selection process to identify scale composite debris
items which interacted in realistic ways. Composite blockage results from the staged formation of debris rafts comprised of a range of debris types delivered at different times
during a flood. Furthermore, a simulated flood hydrograph was applied in the flume to
study mobilisation and transport mechanisms as well as interactions between items of debris. In addition, the mechanics and hydraulic effect of blockage formation were studied
where debris of different types have been physically and temporally sorted by mobilisation and transport mechanisms. Specifically, the aims of the experiments reported in this
chapter were:
1. To extend the Kramer et al. [183] study with a more comprehensive analysis around
the individual and combined hydraulic effect of vegetative and urban debris using
single and double circular culvert scaled physical models – Experiment One.
2. To explore and document complex relationships between theoretical influences of
culvert geometry, debris properties, debris timing, flow conditions and interaction
between debris – Experiment Two.
3. To collect hydraulic data (i.e., upstream water levels, downstream water levels, inlet discharge, velocity) and visual data (i.e., images, videos) for future assessment
of blockage at cross-drainage structures using AI, machine learning and computer
vision technologies – Experiment One and Experiment Two.

4.2

Factors Influencing Blockage

The degree to which a structure is vulnerable to a blockage is thought to depend upon a
range of factors (e.g., debris supply, debris transport, interaction of debris with the subject
structure) [62, 77].
Debris supply is a function of hydraulic conditions, the land extent from which debris can be sourced during an event and the volume of the debris available per unit area
of that land. Debris supply per unit area is influenced by catchment properties such as
land use, geology, vegetation regime and topology. Furthermore, from field observations, it has been reported that debris supply throughout the catchment is not consistent.
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This inconsistency can be attributed to antecedent events such as strong winds, prolonged
landslides, development activities, human activities, relocation of materials and duration
between events. Debris mobilisation within the catchment is a non-linear and complex
phenomena. It has been observed during the multi-peak floods that debris from previous
events may still be present in the catchment for future mobilisation. This partial transport
of debris significantly affects the future mobilisation of debris .
Debris transport is a function of how long debris remains entrained in floodwaters and
how far it is transported. It has been proposed that debris transport is primarily influenced
by hydraulic conditions which are in turn a product of catchment and rainfall properties.
Transport of debris in separate and entrained forms offer different hydraulic behaviours.
Following concepts can help in understanding the interaction of debris within a catchment.
• Structural connectivity – describes a mechanism whereby multiple items of debris
become entangled/connected/compacted/enmeshed by hydraulic and inertial forces
and thereafter exhibit different behaviours in relation to hydraulic conditions or
structure inlet geometries.
• Co-Mobilisation – describes a mechanism whereby structural connectivity of debris
items can modify the potential for mobilisation of that debris or other debris it
interacts with. Additionally, mobile high-inertia objects can cause physical damage
to flow environments which generate more debris. In contrast, deposition of debris
on top of other debris can reduce its subsequent propensity to mobilise.
• Debris size distribution – describes an apparent relationship between size, robustness, the density of a debris object, probability of its mobilisation and transport to
the culvert.
• Tractive potential of fluid – describes the positive effect of entrained debris on the
likelihood of debris mobilisation. Observations suggest that the more debris water
is carrying, the greater its power to mobilise additional debris up to a point where
debris burden adversely affects hydraulic efficiency.
• Inertial potential of fluid – describes the negative effect of entrained debris on hydraulic efficiency. Observations suggest that flow efficiency typically declines as
entrained debris load increases, which can influence both mobilisation and deposition of debris.
Interaction of debris with structures has been described as being a function of structure properties, debris properties, and hydraulic conditions. Whilst both debris and flow
are generally understood as variables, properties of a structure have been previously
treated as a constant. The authors hypothesise that geometric and hydraulic properties
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of structures are variables which change over time due to interaction with debris. Considering the intersection of this hypothesis with the hypothesis of the debris size distribution
(the smaller an item of debris is, the more likely it is to arrive at the subject culvert), the
authors assert that changes in the geometry of an inlet as a result of debris accumulation will generally increase the likelihood that the structure will accumulate more debris
(blockage attracts blockage).

(a) Single Circular

(b) Double Circular

Figure 4.1: Dimensions (mm) of scaled physical models of culvert configurations.

4.3

Physical Model Design and Experimental Settings

This section provides details about the experimental setup in terms of the equipment used,
and the protocols followed for the experiments. All the experimental investigations were
performed in a ⇡12 m long and ⇡0.2 m wide flume at the Fluids Laboratory, University of Wollongong, Australia. Scaled physical models for the two culvert configurations
were fabricated and studied under the experiments; single circular and double circular.
Fabrication of scaled physical models were done using transparent acrylic sheets. The
dimensions of both culvert configurations are shown in Figure 4.1 (see computer-aided
design (CAD) drawings of culvert configurations in Appendix B). For this investigation,
an absolute scaling approach was not used. Rather, a relative scaling between culvert
opening and debris sizes was adopted to study the complex relationships between influential blockage-related factors. Laminar flow with minimum upstream interference was
established in a fixed width (200 mm) flume. The culvert model was placed at ⇡5.3
m from the upstream tank (to allow flow to stabilise before it approaches the culvert)
and ⇡6.5 m from the downstream tank. Downstream flow was observed as super-critical
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throughout the experiments and had minimal effect on upstream water levels. The flume
was ideally flat with zero slope, and the headwalls of the culvert were selected to be less
than 1.1 times the culvert opening to suit the flume limitations. Upstream and downstream water levels were measured using a point gauge with an accuracy of ±0.1 mm at
approximately 1 m (approximately 10 times culvert opening) from the culvert. Velocity
was measured using a Nixon Streamflo 430 with ±1.5% accuracy. Instead of a smooth
channel, for this research, an erodible bed was established using average 4 mm and 17.5
mm diameter pebbles. Pebbles were placed in a layer of approximately 16 mm and were
pressed to get a smooth surface. A two-dimensional (2D) schematic diagram of the flume
setup is shown in Figure 4.2.
Camera
Point Gauge

Point Gauge

Upstream Water Tank

Downstream Water Tank

Culvert Scaled Model
Streamflow Meter

Initial Flow Direction

1m

1m

Pump Controller
Inlet Valve

Pump

Figure 4.2: Two-dimensional schematic of experimental flume setup for in-lab blockage
investigation.

As mentioned in the introduction, in this research, two sets of experiments have been
performed. Followings are the details of procedures, methods and protocols adopted under each experiment.
Table 4.1: Information about debris material used in experiment one of hydraulic blockage investigation.
Debris Type

Urban

Vegetative

Scale of longest axis
Scale of longest axis
relative to single circular relative to double circular

Dimensions (mm)

Toy Car

1.8 times

2.3 times

170 ⇥ 80 ⇥ 55

Shopping Cart

1.27 times

1.62 times

120 ⇥ 90 ⇥ 110

Simple Bin

0.85 times

1.1 times

50 ⇥ 50 ⇥ 80

Wheelie Bin

1.5 times

1.9 times

70 ⇥ 75 ⇥ 145

Grass

0.63 - 1.7 times

0.81 - 2.16 times

60 - 160 mm length

Tree Logs

1.27 - 1.91 times

1.62 - 2.4 times

120 - 180 mm length
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Experiment One – Hydraulic Blockage for Urban and Vegetative Debris

Experiment one aimed to study the individual and combined impact of urban and vegetative debris on hydraulic blockage of single circular and double circular culverts by
comprehensively extending experiments performed by Kramer et al. [183]. Information
about debris material, in terms of different types and relative scaled sizes, is presented in
Table 4.1.
Taking Kramer et al. [183] stochastic experiments as a benchmark, in this study, similar
debris types and orientations were used for the hydraulic blockage investigation. Effects
of following debris have been studied in this investigation: (a) Toy Carb (b) Shopping
Cartc (c) Simple Bind (d) Wheelie Bine (e) Vegetativef (f) Mixed vegetative debris in
combination with all configurations of shopping cart and Bins. Pictures of different vegetative and urban debris used in this investigation are shown in Figure 4.3.

Figure 4.3: Pictures of vegetative and urban debris used in lab experiments.

Four different inlet discharge levels controlled through a discharge valve were used for
this experiment to simulate different flooding conditions taking Blanc [64] and Blanc et
al. [187] as a reference where three different inlet discharge levels were used to simulate
different flooding. Table 4.2 presents the hydraulic details for each selected level in unblocked conditions for both culvert configurations. From the Froude number, it can be
observed that sub-critical flow (Fr<1) has been maintained for all discharge levels. The
Froude# and Reynold’s# mathematically depend on the upstream water depths and the
upstream surface velocity. For level 4 at the double circular culvert, an unusual trend was
observed where upstream surface velocity decreased due to the occurrence of the damb Orientations:

Nose-in, Sideways - Front Facing Culvert, Sideways – Front Facing Out, Upside Down
Position 1 – Left, Position 2 – Center, Position 3 – Wheels Up, Position 4 – Right,
Position - Nose-in (for single circular culvert only)
d Orientations: Sideways, Nose-in (for single circular only)
e Orientations: Sideways, Nose-in (for single circular only)
f Orientations: Grass only, Tree Logs only, Mixed
c Orientations:
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like phenomena. Hence, a decrease in both Froude# and Reynold’s# was also observed.
Listed are the details of inlet discharge levels.
• Discharge Level 1: Level 1 intended to simulate non-flooding condition or normal
channel flow. For this level, the inlet valve was controlled to achieve 25% submergence of the culvert opening.
• Discharge Level 2: Level 2 simulated low flooding or early flooding condition. For
this level, the inlet valve was controlled to achieve 50% submergence of the culvert
opening.
• Discharge Level 3: Level 3 simulated a medium flooding event and for this level,
the inlet valve was controlled to achieve 75% submergence of the culvert opening.
• Discharge Level 4: Level 4 simulated extreme of the peak flooding event. For this
level, the inlet valve was controlled to achieve 100% submergence of the culvert
opening.
Table 4.2: Hydraulic details of inlet discharge levels for experiment one of hydraulic
blockage investigation.

Culvert
Configuration

Levels

Depth Velocity Discharge
(mm) (mm s 1 ) (m3 s 1 )

Single Circular

Level 1
Level 2
Level 3
Level 4

34.98
55
75
95

98.56
104.22
124.3
146.22

35
55
70
89

115.5
145.29
191.56
188

Level 1
Level 2
Double Circular
Level 3
Level 4

Froude #
(Fr)

Reynold’s #
(Re)

0.00069
0.001146
0.001865
0.002778

0.1683
0.1419
0.1445
0.1515

4614
4879
5819
6845

0.000809
0.001598
0.002682
0.003346

0.1972
0.1979
0.2313
0.2013

8513
10709
14119
13856

Urban debris was manually placed in selected orientations because of density-scale
limitations. However, vegetative debris was floated from 1 m back of the flume at ⇡0.3
m height to simulate the natural debris flow as suggested by Blanc [64] and Blanc et
al. [187]. For each debris orientation configuration, at least three iterations were undertaken, and averages were computed to study the trend in hydraulic blockage. The main
limitations of experiment one included:
1. Lower water velocities in relative to real flood.
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2. Lesser tractive power of water because of its purity in comparison to a real flood
where it consists of a more dense mixture and has more tractive power.
3. Smooth surface of the flume in comparison to uneven and completely uncertain
floodplain characteristics.
4. The effect of sediment has not been studied due to the flume constraints.

4.3.2

Experiment Two – Composite Blockage

This experiment was designed to test the proposed hypotheses related to debris mobilisation, transport and interaction with hydraulic structures and to study a more realistic
simulation of the development and hydraulic effect of blockages during floods. Based on
subjective observations from a real-flood scenario, it is seldom a single object or a few
large, discrete objects blocking culverts, instead a composite mixture of debris mobilised
naturally from in-bank and over-bank areas at different stages of the flood hydrograph.
Experiment two aimed to simulate a flood hydrograph and observe, first the mobilisation
and transport behaviours of debris in the channel and second the formation and hydraulic
effect of blockages at different stages of the hydrograph. An idealised flood hydrograph
was simulated using four inlet discharge levels controlled by the inlet valve. Commencing with the flow set to the lowest level then graduating at set intervals toward maximum
flow and then receding at a similar pace to the lowest flow level. At least three iterations
were performed without debris to make sure the input discharge levels simulating the hydrograph were consistent. For each discharge level, upstream water levels for unblocked
culverts were recorded using a point gauge as a reference for calculations of hydraulic
blockage.
To simulate composite blockage, a series of stochastic experiments were performed
using the appropriate type and amount of debris organised within the channel/flume according to a theoretical order of supply and mobilisation (i.e., low-density debris at the
front followed by medium dense and high dense debris, respectively). As a starting point,
in collaboration with a senior flood plain management officer, a bulk of debris materials
were prepared and scaled to suit the culvert opening and flume width. To validate the
selection of debris materials at least 10 iterations were performed during which the the
behaviour of debris in terms of mobilisation and transport was studied, and debris items
were iteratively selected according to how well they simulated debris behaviour observed
during field studies. Materials which failed to behave realistically under scale conditions
were eliminated during this phase of the experiment. At the second stage, to decide the
appropriate amount of debris and an appropriate mix of debris, at least 10 iterations were
performed, and behaviour was visually assessed. As a result, an amount of debris was
selected, which represented the behaviour and volumes of debris observed during field
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Anthropogenic Debris

Building Materials

Tissue and Grass

Light Woody Debris

Weathered Logs

Figure 4.4: Composite debris material used for experiment two of hydraulic blockage
investigation.

research. The mix of composite debris materials used for this experiment is shown in
Figure 4.4.
Details of each debris type in Figure 4.4 is as follows.
1. Tissue and grass: To simulate ‘plugging’ effects where successively smaller apertures in a raft blockage formation become more prone to blockage with sediment
(on receding arm of hydrograph) or with plastics/fabrics/vegetation.
2. Weathered logs: Lighter density materials were selected to overcome mobilisation
problems resulting from scaling factors as suggested by Blanc [64].
3. Building materials: Semi-rigid plastics and de-laminated plywood used to simulate sheet building products such as roofing iron, fencing panels, garden sheds.
4. Anthropogenic debris from overbank areas: Plastic and styrofoam elements used
to simulate urban debris such as tyres, drums, shipping containers, plastic boxes,
furniture, ibc containers, etc.
5. Light woody debris with complex shapes: Low density and structurally complex
sticks selected to simulate ‘fresh’ (newly mobilised) branch and root structures.
In this experiment, for simplicity, debris was organised in the flume as per the theoretical mobilisation order based on field observations. That is; that low-density debris
was placed in front, followed by medium dense debris and at the end highly dense debris.
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This is not the case always in the real-world where debris with different properties is arranged in areas accessed by floodwaters at different times, however, for this experiment,
this setup is taken as an ideal condition simulating a singular event. A detailed study of
the organisation of debris within the channel and co-mobilisation is not in the scope of
this experiment and is in itself, a separate experimental procedure to perform. In addition
to measuring hydraulic blockage, in this experiment, a camera-based setup was used to
manually assess the visual blockage level at each stage of the simulated hydrograph.
For each culvert configuration, at least 5 iterations were performed, and averages were
taken to represent the corresponding behaviour. Upstream water levels were recorded
at each stage of the hydrograph to evaluate hydraulic blockage by comparison to levels
observed at the same discharge for an unblocked culvert. Limitations of this experiment
two included:
1. Fluid characteristics were idealised, and real flood fluid was hypothesised to have
more tractive power than clear water due to the presence of entrained fines not
simulated in this experiment.
2. Simulated flow velocities were significantly slower than real-world flooding for
comparable depth at the culvert inlet, which was presumed to compound effects of
lower tractive power. In response, debris material with lower density was used in
this experiment.
3. Complex relationships between debris supply and transport were not studied in detail.
4. The effect of channel characteristics and sediment transport on debris mechanics
were not studied.
5. Since the surface tension of water is constant across scales, some debris type such
as lighter organic materials and entrained soil was not able to be accurately replicated. They would have become too buoyant if scaled down. Field observations and
laboratory experiments using fragments of tissue to simulate plugging effects indicate these debris types can significantly increase hydraulic blockage once a robust
debris raft has formed.
6. Selection of debris material, debris amount and placement in the flume were done
based on stochastic experiments and field knowledge, however, these decisions
were highly subjective in nature.
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Results and Discussions

This section presents the detailed results and corresponding discussions on experiment
one and experiment two. Explanation of certain behaviours has been provided, and important observations for each experiment have been reported.

4.4.1

Experiment One

Results for single circular and double circular configurations are presented separately in
the following sections.
4.4.1.1

Single Circular Culvert

Results for the effect of different urban and vegetative debris material on hydraulic blockage of single circular culvert configuration is shown in Figure 4.5. Comparison of different toy car orientations in terms of offered hydraulic blockage is shown in Figure 4.5(a).
From the graph, it is evident that “front-facing culvert” orientation offered maximum
while “front facing out” offered a minimum hydraulic blockage. Maximum hydraulic
blockage can be attributed to the observation that “front-facing culvert” orientation caused
the roof/top of the car to fit in the single circular opening. Placing the body of the toy car
in compact contact with the culvert wall thus reduced the hydraulic capacity of the culvert. On the other hand, the minimum hydraulic blockage that can be associated with the
observation that “front facing out” orientation resulted in a gap between the culvert wall
and the toy car body because of the wheels and thus allowed more water to flow through
the culvert. For nose-in and upside-down orientations of the toy car, except for low discharge level, similar behaviour was observed since both orientations partially obstructed
the culvert opening and allowed water to flow through. Convergence at discharge level 4
corresponded with culvert overtopping. However, the rate at which the culvert reached the
overtopping condition was marked different for each different toy car orientation despite
consistency in flow conditions.
Comparative results for shopping cart orientations in terms of the hydraulic blockage
caused by each orientation are shown in Figure 4.5(b). From the graph, it can be observed
that overall the shopping cart caused the relatively lower hydraulic blockage. This can be
attributed to the porous nature of the shopping cart, which allowed a maximum amount of
water to flow through. The only significant variation was observed for nose-in orientation
which caused a hydraulic blockage in comparison to other shopping cart orientations. In
general, behaviour for all shopping cart orientations can be comparatively described as
similar since small variations are likely due to measurement errors and random noise.
Comparison of hydraulic blockage caused by a simple bin and a wheelie bin is shown in
Figure 4.5(c). From the graph, it can be observed that a simple bin caused more hydraulic

CHAPTER 4. A SCALED PHYSICAL MODEL STUDY OF BLOCKAGE

65

blockage in comparison to the wheelie bin. This can be associated with the observation
that the wheelie bin lid, while in contact with the culvert wall, generated an additional gap
between the bin body and the culvert opening and allowed more water to flow through.
Bin orientations were assumed to be the worst-case (maximum visual occlusion of culvert
opening), and there could be several possible orientations to which the bin can orient itself
if floated with the natural flow, which has not been investigated in this study.
Hydraulic blockage caused by vegetative debris is shown in Figure 4.5(d). From the
graph, it is evident that mixed debris caused more hydraulic blockage in comparison to
individual cases. Overall, vegetation, when used alone, did not cause significant hydraulic
blockage. This can be attributed to the fact that debris floated above the culvert opening,
which allowed water to flow beneath it. As discharge levels increased, debris accumulated
more compactly to the culvert wall and hence offered greater hydraulic blockage.
The hydraulic effect of blockage caused by the combination of vegetative debris and
the shopping cart is shown in Figure 4.5(e). From the plot, it can be observed that similar
hydraulic blockages were observed in cases described by Figure 4.5(e) and Figure 4.5(b)
indicating that the addition of vegetative material exerted little influence over hydraulic
blockage when considered in combination with the shopping cart in most orientations.
The only notable change was an increase in hydraulic blockage for position 1 and position 4 at discharge level 4. The increased hydraulic blockage can be associated with
observations that at lower discharge levels, vegetative debris accumulated on the shopping cart. In contrast, at higher discharge level, debris moved to the culvert from the side
and obstructed the culvert opening partially.
Comparison of the combined effect of the bin and vegetative debris is shown in Figure 4.5(f). From the graph, it can be observed that the nose-in position of the bin with
vegetative debris offered the most hydraulic blockage. Convergence at discharge level
4 indicates that the culvert was overtopped at this discharge level for all three orientations. However, the rate at which the culvert reached overtopped condition was observed
different for different orientations.
Figure 4.5(g), Figure 4.5(h) and Figure 4.5(i) present the inter-class comparisons to
demonstrate the blockage effect of vegetative debris in general when used alone and in
combination with other debris materials. From Figure 4.5(g), it was surprisingly observed
that for some shopping cart orientations, the hydraulic blockage was reduced in comparison to what was observed for the only vegetative case. This counter-intuitive behaviour
can be attributed to a fascinating observation that the shopping cart caused the vegetative
debris to accumulate some distance from the culvert wall. Therefore the opening of the
culvert was not heavily obstructed as was in the vegetation only case when debris was
accumulated compactly against the culvert wall. In general, vegetative debris slightly increased the observed hydraulic blockage in comparison to cases where only the shopping
cart was used. Figure 4.5(h) and Figure 4.5(i) show that vegetative debris caused an in-
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crease in hydraulic blockage, slightly for the simple bin and significantly for the wheelie
bin. This behaviour can be attributed to the observation that in the simple bin case, the
culvert opening was already extensively blocked and vegetative debris added only slightly
to the existing blockage. However, in the wheelie bin case, vegetative debris blocked the
separation caused by the lid of a wheelie bin and hence resulted in a significant increase
in hydraulic blockage.
4.4.1.2

Double Circular Culvert

Results for different combinations of debris material in terms of hydraulic blockage for
double circular culvert configurations are shown in Figure 4.6. The comparison of different toy car orientations for the respective hydraulic blockage offered by each orientation
is presented in Figure 4.6(a). In contrast to what was observed for the single circular configuration in Figure 4.5(a), the maximum hydraulic blockage was observed for the “front
facing out” orientation. This can be attributed to the observation that, visually, this orientation offered maximum and most compact obstruction of culvert openings. “Front facing
culvert” orientation cause the roof/top of the toy car to be in contact with the separation
of the double circular culvert configuration which created a gap between the toy car body
and culvert opening allowing water to flow through. In the other four orientations tested,
one opening was always clear; therefore, much less hydraulic blockage was observed
as can be seen in the graph. The comparison of different shopping cart orientations in
terms of their respective hydraulic blockage offered by each orientation is presented in
Figure 4.6(b). From the plot, it can be seen that there are almost identical behaviours was
recorded for all four orientations. Furthermore, due to porous nature of the shopping cart,
a very little (negligible) hydraulic blockage was offered by the shopping cart.
The comparison of the simple bin and wheelie bin in terms of their hydraulic blockage
is presented in Figure 4.6(c). Since, in the case of simple bin orientations, one opening
of the culvert was always clear; therefore, less blockage was observed for the simple bin
case in comparison to the wheelie bin which partially obstructed both culvert openings.
The hydraulic blockage offered by vegetative debris is shown in Figure 4.6(d). From the
plot, similar debris behaviour and orientation can be seen compared to what was observed
in the case of the single circular culvert configuration reported in Figure 4.5(d). However,
the magnitude of the hydraulic blockage was found to be greater in the double circular
case. This behaviour can be associated with the observation that separation between two
openings in double circular configuration captured smaller vegetative debris which was
otherwise flushed in the single circular configuration.
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Figure 4.5: Effect of urban and vegetative debris on hydraulic blockage of single circular culvert configuration: (a) toy car; (b) shopping cart; (c) bins;
(d) vegetative; (e) vegetative + shopping cart; (f) vegetative + bins; (g) effect of vegetation with shopping cart; (h) effect of vegetation with simple bin;
(i) effect of vegetation with wheelie bin.
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The hydraulic blockage offered by the combination of vegetative debris and the shopping cart is presented in Figure 4.6(e). From the graph, it can be observed that the behaviour was somewhat random in nature which can be attributed to the randomness in
the process by which vegetative debris was accumulated across the shopping cart. The
only significant insight observed was the overall increase in hydraulic blockage with the
introduction of vegetative debris in comparison to the shopping cart only case reported
in Figure 4.6(b). However, similar to what was observed in the single circular case, the
shopping cart caused the vegetative debris to accumulate before the culvert opening and
reduced hydraulic blockage in comparison to what was observed for the only vegetative
debris case.
The effect of the bin and vegetative debris in terms of hydraulic blockage offered is
presented in Figure 4.6(f). From the Figure, it is clear that the wheelie bin offered more
hydraulic blockage. Furthermore, from Figure 4.6(g) and Figure 4.6(h), it can be observed
that for the wheelie bin, the vegetative debris slightly increased the hydraulic blockage
while for the simple bin and the increase was significant. This behaviour can be attributed
to the observation that for the wheelie bin, both culvert openings were already obstructed.
In contrast, for the simple bin, one opening was clear, which became blocked by the
vegetative debris.
4.4.1.3

Important Observations

Important observations recorded from experiment one are as follows:
• Hydraulic blockage was found to be dependent on the compactness of objects to
the culvert wall, especially for the vegetative debris case. For scattered vegetative
debris, lower hydraulic blockage was observed. Another observation in a similar
context was the effect on observed hydraulic blockage of horizontal location of the
debris material relative to the culvert opening. Generally, debris close to the culvert
opening offered more hydraulic blockage.
• Urban debris like the shopping cart arrested vegetative debris before it reached the
culvert opening, which resulted in reduced hydraulic blockage.
• In the double circular culvert configuration, the separation between both openings
captured smaller vegetative debris and caused more hydraulic blockage. Furthermore, light vegetative debris was observed to be captured by the separation and bent
into culvert cells resulting in higher degrees of both visual and hydraulic blockage.
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Figure 4.6: Effect of urban and vegetative debris on hydraulic blockage of double circular culvert configuration: (a) toy car; (b) shopping cart; (c) bins;
(d) vegetative; (e) vegetative + shopping cart; (f) vegetative + bins; (g) effect of vegetation with simple bin; (h) effect of vegetation with wheelie bin.
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• In the majority of cases the double circular configuration exhibited higher susceptibility to slight hydraulic blockage by light vegetative debris but a lower susceptibility to significant hydraulic blockage by singular items of large urban debris.
Notably, this effect was largely overridden by the addition of light vegetative debris
subsequent to a blockage by a larger object.

4.4.2

Experiment Two

Results of composite blockage experiments for the single circular and double circular culvert configuration are presented in Figure 4.7(a) and Figure 4.7(b). Results are presented
collectively about debris mobilisation, hydraulic blockage and visual blockage at different
stages of a simulated flood hydrograph.
At discharge level 1 (low level), light woody debris mobilised first and was transported
to the culvert. Most of it flushed through the culvert only when its size was less than the
culvert opening, or it was aligned inline with the culvert barrel. In some iterations, it was
observed that grassy debris and complex shaped light debris connected to form a raft at
the culvert opening. At this level, both hydraulic and visual blockages were observed to
be insignificant.
At discharge level 2, in 90 percent of iterations, all the debris mobilised, however, first
medium density woody debris and urban debris was mobilised, followed by large woody
debris and higher density urban debris. All the debris reached the culvert, however, the
debris was scattered and not often structurally connected prior to arrival at the culvert.
The initial raft formed by light woody debris at discharge level 1 was typically broken up
and flushed at discharge level 2. Another subsequent raft was formed by medium woody
debris which appeared to contribute to the accumulation of other urban and large woody
debris. Although, at this discharge level medium to high level of the visual blockage was
observed, however, the debris was structurally scattered and thus less hydraulic blockage
than expected was recorded.
At discharge level 3, all the debris was pushed rapidly towards the culvert wall and
accumulated compactly across the culvert offering high degrees of visual and hydraulic
blockage. At this discharge level, water level upstream of the culvert moved towards
the overtopping condition, and low-density large construction and woody materials began
floating above the water surface trying to overtop the culvert.
At discharge level 4 (peak) of the flood hydrograph, the culvert overtopped quite
rapidly, causing an amount of debris to float over the culvert. This resulted in a slight
reduction in hydraulic blockage as can be visualised from the graph. The high visual
blockage was observed at this level.
Interestingly, during the receding arm of the simulated hydrograph, higher hydraulic
blockages were reported in comparison to what was observed at the increasing arm for

CHAPTER 4. A SCALED PHYSICAL MODEL STUDY OF BLOCKAGE

71

the same discharge. This is attributed to the presence of a high amount of debris in front
of the culvert, forming a compact blockage raft. During flood draw-down, debris was
observed to settle and consolidate in front of the culvert and always offered high visual
blockage.
Comparable behaviour was observed for the double circular culvert configuration except that hydraulic blockage magnitude on the increasing arm of the hydrograph was
lower in comparison to the single circular culvert configuration. For some iterations, torn
tissue was used to simulate the ‘plugging’ effect facilitated by increased susceptibility to
smaller debris resulting from modified culvert opening geometry. Simulated ‘plugging’
invariably resulted in increased hydraulic blockage.
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Figure 4.7: Results of composite hydraulic blockage experiments.

4.4.2.1

Important Observations

Important observations recorded from experiment one are as follows:
• Co-mobilisation of debris material was observed as an interesting process where
before arriving at the culvert, small debris aggregated into clumps and engaged
with large debris. This was observed to result in the mobilisation of larger debris
which otherwise had not mobilised at a steady flow. It is assumed that this effect
would be even more significant for entrained materials not investigated under this
study.
• It was noted that debris was more concentrated in space and time than has been observed in real flood conditions with comparable water levels at the culvert. Furthermore, it was consistently observed that once debris became structurally connected,
it generally remained connected until arrival at the culvert opening. These effects
are attributed to the smoothness of the flow environment compared to a real-world
flood environment.
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• Hydraulic blockage was found to be significantly dependent on the size, shape and
structure of debris material approaching the culvert. Furthermore, the amount of
debris supply and intervals at which debris is supplied were interpreted to be significant factors which were not investigated in detail under this study.
• Orientation of incoming debris was also observed as a major influence on blockage
formation and hydraulic effect. Early in the hydrograph, debris that aligned itself
inline with the culvert opening was observed to be flushed even if it had the dimensions and structural capacity to bridge the inlet. All debris aligned horizontally to
the culvert opening was accumulated into the blockage raft. This effect has potential implications for debris control structure design. Such measures should consider
the blockage vulnerability of downstream structures.

4.5

Extended Formulation of Hydraulic Blockage

In addition to further laboratory study, a more scientific approach to field study is recommended. Such an initiative must work within natural constraints determining what can be
observed in the field. In most cases possible observations are limited to observation of
blockage which accumulates at the culvert inlet before the debris is submerged, observation of water surface behaviour in the vicinity of submerged blockage, and observation of
blockage materials which remain in place after the flood has subsided.
Bearing in mind these observational limitations and the poorly understood relationships between factors which influence the supply of blockage materials to a structure, the
following mathematical formulae are proposed to support future field research:
General equation for hydraulic blockage is proposed as given in equation (4.2).
B = R ⇥Vt

(4.2)

where B denotes the degree of hydraulic blockage, R denotes the susceptibility to hydraulic blockage (a function of inlet geometry – varied as debris accumulates) and Vt
denotes the total volume of debris delivered to the structure.
The general equation can be rearranged to support research into the probability of a
given degree of hydraulic blockage as a function of influencing factors such as approach
flow, rainfall patterns, time since last flood event, etc. For example, debris supply per unit
area of land for a given rainfall distribution could be estimated as follows by modifying
the general equation into the equation of blockage at given time step as expressed in
equation (4.3).
B1 = B0 + [R ⇥Vt ]
(4.3)
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where B1 denotes the hydraulic blockage at the end of the time step and B0 denotes the
initial hydraulic blockage. Vt can be calculated using expression
Vt = V ⇥ Qt
where V denotes the volume of debris delivered to the culvert, and Qt denotes the average flow (Q) multiplied by the duration of the subject time step (t). B1 ,B0 , and R can
be derived from field observation using suitable equipment (assigning robust values will
require iterative experimentation). Duration is known from the adopted time step, and
flow can be estimated from hydrologic inputs. Thus the equation can be solved for V,
which will indicate how much debris was delivered to the site during the subject time
step. Analysis of results from time steps considered in series together with hydrologic
and hydraulic analysis can yield estimates of debris supply to the culvert per unit of land
in the studied event. Analysis of unit rates across events could lead to the derivation of
debris supply rates as a function of rainfall inputs and catchment properties.
The general equation can also be modified to develop a site-specific measure of vulnerability to hydraulic blockage as a function of approach flow during a time step. It can be
attributed as the equation of blockage for diagnosis/calibration use and is expressed as in
equation (4.4).
⇥
⇤
B1 = B0 R ⇥Vq
(4.4)
where Vq denotes a unit less factor describing the disposition of that particular structure
to accumulate hydraulic blockage during the subject time step.
An experimental protocol to evaluate changes in the values of and relationship between
R and Vq could include procedures listed as follows

1. Develop a system to visually observe blockage development prior to submersion
and use these observations to update the value of R at each time step for as long as
the blockage remains observable.
2. Develop a system to monitor upstream and downstream water levels and relate these
to a rating curve or hydrodynamic model of the culvert to isolate afflux not caused
by the culvert itself. This ‘residual’ afflux describes the accumulation of hydraulic
blockage and is used to update values of Vq at each time step.
3. Use rate of change in Vq relative to the change in approach flow to set values of R
during periods when the blockage is not observable. Apply this adjustment as an
ensemble at each time step, adopting values of R, which produce the least difference
between predicted and sensed Vq value at the end of each time step. This approach
assumes a consistent rate of debris supply as a function of Q. Still, this uncertainty
can be offset by reducing the duration of a time step to reduce the likelihood of
variability in flow conditions.
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4. Analyse and normalise results collected over a period of time to compile a relationship describing the degree of hydraulic blockage at a time step (Vq ) as a function of
flow. This approach lumps together debris supply and transport as being a consistent function of flow and duration to facilitate simplistically estimating the degree
of hydraulic blockage at a time step as a function of approach flow estimated or
observed during that time step.
This process will need further refinement with consideration of compound duration between time steps to accurately describe the increase in hydraulic blockage relative to flow
observed on the receding arm of the hydrograph in lab experiments. However, the method
as presented could enable empirically derived and site-specific flow-based estimates of
blockage prior to and at the peak of the flooding.

4.6

Summary

A scaled physical model study was performed to investigate the impact of debris (i.e.,
vegetative and urban) on hydraulic blockage and to explore the complex relationships
between blockage-related influential factors.Results of experiment one reported that hydraulic blockage of the culvert was significantly increased when urban objects with solid
body structure (i.e., simple bin, wheelie bin, toy car) obstructed all the openings of the
culvert. Furthermore, it was observed that the introduction of smaller vegetative debris increased overall hydraulic blockage by interacting with larger items. The hydraulic blockage was observed to be dependent upon the compactness of debris and its horizontal
location relative to the culvert opening. Further, the separation between cells of the double circular culvert configuration was observed to capture smaller vegetative debris which
would have otherwise flushed. Despite this, the double circular configuration was found
to have an overall lower vulnerability to hydraulic blockage by urban debris since one
opening was at least partially clear in most of the cases. Experiment two provided a
better insight into the complex interactions and relationships between blockage-related
influential factors (i.e., debris supply interval, debris supply amount, shape and density
of debris, mobilisation and transport mechanics, floodplain characteristics, fluid characteristics, orientation of debris) observed from the simulated flood hydrograph. However,
the experiments were constrained by the flume limitations and a number of important
blockage-related factors from a practical perspective (e.g., floodplain characteristics, fluid
properties) were not investigated.
Experiment two reported significant variations in peak flood levels under the controlled
hydrograph against minor variations in debris properties and interactions. This contradicts the ARR blockage guidelines (i.e., constant blockage) and suggests a revision of the
guidelines by probabilistic assessment of blockage as a temporally variable phenomenon.
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This brings us to potential future work to develop a data acquisition system for a comprehensive understanding of dominant variables in probabilistic assessments of blockage.
In this context, hydraulic and visual data was collected during the experiments and is
intended to be used in the future for better assessment of blockage by deploying AI, machine learning and computer vision approaches. Another recommended future work is to
investigate the effect of sediment loads on fluid properties and debris behaviour [188,189].
The ultimate future goal is to identify an empirical relationship between different factors
effecting hydraulic blockage to achieve an estimated percentage probability of certain
degrees of hydraulic blockage as a function of volume and duration of flow.
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This chapter presents the details about the collection and preparation of multiple
datasets used to study the role of AI in assessing blockage at cross-drainage hydraulic
structures. Four different datasets (i.e., hydraulics-lab dataset (HD), Images of Culvert
Openings and Blockage (ICOB), Visual Hydraulics-Lab Dataset (VHD), SIC) are used
in this thesis to study blockage from hydraulic and visual perspectives. A description of
each of the datasets is presented in the following sections.

5.1

Hydraulics-Lab Dataset (HD)

HD was collected from a series of experiments performed at lab-scale using scaled physical models to simulate different hydraulic blockage scenarios (see Chapter 4). Experiments were performed using a 12 m long and 0.2 m wide flume. Two different types of
scaled culvert models (i.e., single circular and double circular) were used in the investigation. The hydraulic investigations were limited to only two culvert configurations mainly
because of the required time resources to perform the stochastic hydraulics laboratory
flume experiments, to avoid the overcrowding in a single investigation and to achieve the
clear highlighted trends for one type of culverts. The flume was placed with zero slope
configuration, and culvert headwall height was selected as 1.1 times of opening. Water
level measurements were done using a point gauge with ±0.1 mm accuracy. Velocity
was measured using Nixon Streamflo 430 with ±1.5% accuracy. Hydraulic blockage sce76
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narios were simulated using scaled urban debris (i.e., toy car, shopping car, wheelie bin,
skip bin) and vegetative debris (i.e., grass, tree logs, tree branches). To simulate different flood conditions, experiments were performed for four different inlet discharge levels
(i.e., 25% submerged opening, 50% submerged opening, 75% submerged opening, 100%
submerged opening) taking Blanc [64] as reference.
In total, 355 samples were recorded from the lab experiments for hydraulic blockage.
The mathematical definition for hydraulic blockage proposed by [183] was used to calculate the blockage percentages. The definition was dependent only on upstream water
levels, however, it is suspected that hydraulic blockage is also dependent on other features,
such as inlet discharge levels, downstream water levels and upstream water velocities. A
description of the different features used for this study is presented in Table 5.1. The few
random samples from HD are shown in Table 5.2, while a correlation map between different features is shown in Figure 5.1. It can be observed that percentage hydraulic blockage
was most correlated with upstream water levels, inlet discharge and downstream water
levels, respectively.
Table 5.1: List of Hydraulics-Lab Dataset (HD) features.
WL UP
Upstream water level in blocked condition
WL DOWN
Downstream water level in blocked condition
Velocity
Upstream water velocity near culvert
Culvert Type Type of culvert: 0 for single circular and 1 for double circular opening
Inlet Discharge Inlet discharge upstream of the culvert

Table 5.2: Some random samples from Hydraulics-Lab Dataset (HD).
WL UP WL DOWN Velocity
(mm)
(mm)
(mms 1 )
60
35.5
45
58.7
130.5
83.5
104
50
66.5
112
97.3

16.3
17
16.8
16.4
25
35.1
45.1
19.45
36
46.78
64

55
91.7
74.68
55.9
15.95
105.6
118.3
85.2
137.43
103.9
175.84

Culvert Type

Inlet Discharge
(m3 s 1 )

Percentage Blockage
(%)

0
0
0
0
0
0
0
1
1
1
1

689525.8
689525.8
689525.8
689525.8
1146420
1854500
2778180
808500
1598190
2681840
3346400

41.7
1.46
22.26
40.41
57.85
10.18
8.65
30
17.29
37.5
8.53

The HD dataset was further explored by visualising the scatter plots and density plots
for input variables and target variable. The scatter plots of input variables against the target variable are shown in Figure 5.2. These plots helped in understanding the relationship
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between different input features and target variable. From the plot, it can be observed that,
for case of upstream water level feature, an almost linear relation was observed (i.e., hydraulic blockage increased with increase in upstream water level). Similarly, an interesting relationship for velocity was observed where at higher water velocities low hydraulic
blockage was observed. Straight vertical lines for downstream water level, culvert type
and inlet discharge features are indications that data was categorical and not continuous.
The density distribution of the input variables and target variable data are shown in Figure
5.3. Velocity and upstream water level and percentage hydraulic blockage demonstrated
near-normal distribution behaviour.

Figure 5.1: Correlation heatmap for Hydraulics-Lab Dataset (HD) features.

Figure 5.2: Scatter plots for input variables against target variable in Hydraulics-Lab
Dataset (HD).
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Figure 5.3: Density distribution plots of input variables and target variable in
Hydraulics-Lab Dataset (HD).

5.2

Images of Culvert Openings and Blockage (ICOB)

This dataset consisted of real images of culverts and is referred to as “Images of Culvert Openings and Blockage (ICOB)”. Primary sources of images included WCC historical records, online records and custom-captured local culvert images. WCC records
were scrutinised using a Microsoft ACCESS-based application for filtering culvert images with visible openings. The dataset contained images with a high level of variation
between each other (intra-class variation) in terms of culvert types, blockage accumulation, presence of debris materials, illumination conditions, culvert viewpoint variations,
scale variations, resolution and backgrounds. This high level of diversity within a relatively small dataset makes it a challenging dataset for visual analysis, even for a binary
classification problem.
For binary classification, in total, there were 929 images with 487 images in the “clear”
class and 442 images in the “blocked” class. Sample instances from each class of ICOB
binary classification dataset are shown in Figure 5.4. The dataset was manually labelled
for binary classification of a given image with culvert as “clear” or “blocked”. A culvert
being visually blocked or clear is not as simple and may require defining detailed criteria in collaboration with flood management officers, however, for this chapter, simple
occlusion-based criteria was used. The following subjective annotation criteria was used
for labelling.
• If all of the culvert opening is visible, classify it as “clear”.
• If any of the culvert opening is visually occluded by debris material or foreground
object(s) (e.g., debris control structure, vegetation, tree), classify it as “blocked”.
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For culvert opening classification into “blocked”, “clear” and “partially blocked”
classes, the dataset consisted of 2832 images of culvert openings distributed across the
three classes. Sample instances of each class of ICOB opening classification dataset are
shown in Figure 5.5.
For circular culvert visible opening mask classification into “0-10%”, “10-50%”, “5075%” and “>75%” percentage visual blockage classes, the dataset consisted of 870 images distributed across the four classes. Labelling criteria and percentage visual blockage
classes were decided after discussion with the floodplain manager, to closely match the
process of manual visual inspections. Sample instances of each class of ICOB visible
opening mask classification dataset are shown in Figure 5.6.
ICOB
Culvert percentage visual blockage opening dataset

Clear Instances

0-10%

10-50%

50-75%

>75%

0-10%: 382+82+75=539
Blocked Instances
10-50%: 153+33+26=212
50-75%: 57+11+7=75
Figure >75%:
5.4: Sample
26+9+6=44instances of clear (first row) and blocked (second row) culverts from

ICOB binary classification dataset.
Total: 870

Blocked

Clear

Partially Blocked

ICOB
Figure 5.5: Sample instances from each class of ICOB opening classification dataset.
Blocked: 192+ 24+24=240

Culvert percentage
visual blockage opening dataset
Clear:1368+171+171=1710
Partially blocked:705+89+88 =882
Total: 2832

0-10%

10-50%

50-75%

>75%

Figure 5.6: Samples instances from each class of ICOB visible opening mask classification
dataset.
0-10%:
382+82+75=539
10-50%: 153+33+26=212
50-75%: 57+11+7=75
>75%: 26+9+6=44
Total: 870
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For culvert opening detection, the dataset contains 573 images with 1031 bounding
box annotations of culvert opening. All the images were manually labelled for bounding
box annotations to be used in this investigation. Furthermore, an evaluation dataset was
prepared using a diversity of real images of culverts to assess the performance of the
object detection model. It consisted of 450 images with 965 bounding box annotations
for culvert opening. The evaluation dataset was kept unseen and was used only to test the
performance of trained models. Sample bounding box annotations from ICOB are shown
in Figure 5.7.

Figure 5.7: Sample bounding box annotations from ICOB culvert opening detection
dataset.

For culvert opening segmentation, 477 images of circular culverts were taken from
overall ICOB dataset. To train and validate the segmentation model, extracted images
1
from ICOB were annotated using the LabelME tool for visible instances (i.e., 851 visible opening instances). A selection of annotated samples from ICOB for culvert visible
opening segmentation are shown in Figure 5.8.

(ICOB)
Figure 5.8: Selected annotated samples from ICOB culvert visible opening segmentation
dataset.

5.3

Visual Hydraulics-Lab
Dataset (VHD)
(VHD)

This dataset consisted of simulated images of culverts captured from a controlled hy0-10%
10-50%
50-75%
>75%
draulics lab experiment (see Chapter 4). Experiments were recorded using two high definition cameras with a different view of the culvert and images of culverts in blockage and
clear condition were extracted, referred to as “Visual Hydraulics-Lab Dataset (VHD)”.
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VHD consisted of a diversity of images, including four different culvert configurations
(i.e., single circular, double circular, single box, double box), different blockage types
(i.e., urban, vegetative, mixed), different simulated lighting conditions, different camera
viewpoints and different flood levels controlled by inlet water discharge. Limitations of
the dataset included reflections from the water surface and flume walls, identical background and scaling, and clear water.
For binary classification, 1630 images were used with 1526 images from the “blocked”
class and 104 images from the “clear” class. Sample images of each class from VHD
binary classification dataset are shown in Figure 5.9.

Clear Instances

Blocked Instances

Figure 5.9: Sample instances of clear (first row) and blocked (second row) culverts from
VHD binary classification dataset.

For end-to-end deep learning investigation, images were extracted from VHD for the
time instances when the hydraulic measurements were taken. In total, 352 images were
extracted from video clips, each representing a culvert visual for the time instance at
which the corresponding hydraulic measurement was taken. The subset of VHD used
for the end-to-end deep learning experiments consisted of only single circular and double
circular culverts because the hydraulic investigations were limited to these two culvert
configurations.
For culvert opening classification into “blocked”, “clear” and “partially blocked”
classes, the dataset consisted of 4228 images of culvert openings distributed across the
three classes. Sample instances of each class of VHD opening classification dataset are
shown in Figure 5.10.
For circular culvert visible opening mask classification into “0%-10%”, “10%-50%”,
“50%-75%” and “>75%” percentage visual blockage classes, the dataset consisted of
1571 images distributed across the four classes. Sample instances of each class of VHD
visible opening mask classification dataset are shown in Figure 5.6.

>75%: 260+49+56=365
Total: 15715. DATA COLLECTION
CHAPTER
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Clear

Partially Blocked

Figure 5.10: Sample instances from each class of VHD opening classification dataset.
VHD
Blocked: 2674
Clear:755
Partially blocked:799
Total: 4228

0-10%

10-50%

50-75%

>75%

Figure 5.11: Samples instances from each class of VHD visible opening mask classifi0-10%:
cation67+14+22=103
dataset.
10-50%: 472+101+109=682
50-75%: 289+63+69=421
>75%: 260+49+56=365

5.4

Synthetic Images of Culverts (SIC)

Total: 1571

This dataset consisted of synthetic images of culverts generated using a three-dimensional
(3D) computer application based on a gaming engine (i.e., Unity3D), specifically designed to simulate multiple culvert blockage scenarios (for details see Appendix C).
The application has the capability to generate virtually limitless blockage scenarios by
dragging different debris materials into the scene and placing them in a desired orientation/location. Images of different simulated blockage scenarios were captured using
batch capture functionality and are referred to as “Synthetic Images of Culvert (SIC)”.
The dataset offered diversity in terms of debris type (i.e., urban, vegetative, mixed), culBlocked
Clear
Partially Blocked
vert types (i.e., pipe, single circular, double circular, single box, double box, triple box),
camera viewpoints, time of day and water levels. Limitations of the dataset include single
natural
background
and non-realistic effects/animations.
Blocked:
2674
For binary classification, 1289 images were used with 1140 images from the “blocked”
Clear:755
Partially
class
withblocked:799
149 images from the “clear” class. Sample images of each class from SIC
binary
dataset are shown in Figure 5.12.
Total:classification
4228
For culvert opening classification into “blocked”, “clear” and “partially blocked”
classes, the dataset consisted of 1393 images of culvert openings distributed across the
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three classes. Sample instances of each class of SIC opening classification dataset are
shown in Figure 5.13.

Clear Instances

Blocked Instances

Figure 5.12: Sample instances of clear (first row) and blocked (second row) culverts
from SIC binary classification dataset.
SIC

Blocked

Clear

Partially Blocked

Figure 5.13: Sample instances from each class of SIC opening classification dataset.
Blocked: 362
Clear: 474
Partially blocked: 557
Total: 1393

Figure 5.14: Sample bounding box annotations from SIC culvert opening detection
dataset.
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For culvert opening detection, the dataset generated using computer application consisted of 1968 images with 2796 bounding box annotations for culvert opening. Sample
annotations from SIC culvert opening detection dataset are shown in Figure 5.14.
Table 5.3: Statistics of datasets developed to facilitate implementation of AI for assessment of blockage at cross-drainage hydraulic structures.
Dataset Name

Type of Data

Purpose

Annotations

Statistics

HD

Numeric

Regression

4 input features
1 target feature

355 samples

Images

End-to-End
Regression

Visual Features

352 samples

Images

Classification

blocked and clear
classes

1630 samples

Classification

blocked, clear and
partially blocked
openings classes

4228 samples

Images

Classification

4 culvert opening
percentage visual
blockage classes

1571 samples

Images

Classification

blocked and clear
classes

929 samples

Classification

blocked, clear and
partially blocked
openings classes

2832 samples

Images

Classification

4 culvert opening
percentage visual
blockage classes

872 samples

Images

Detection

culvert opening
bounding boxes

1031 train samples
931 evaluation samples

Images

Segmentation

culvert visible
opening masks

851 samples

Images

Classification

blocked and clear
classes

1289 samples

Images

Classification

blocked, clear and
partially blocked of
openings classes

1393 samples

Images

Detection

culvert opening
bounding boxes

2796 samples

VHD
Images

Images

ICOB

SIC
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Summary

Numerical (i.e., HD) and visual (i.e., ICOB, VHD, SIC) datasets have been developed
to facilitate implementation of AI approaches for blockage assessment at cross-drainage
hydraulic structures. In HD, numerical values from different hydraulics sensors recorded
during lab-scale physical model experiments have been compiled to apply machine learning regression algorithms for prediction of hydraulic blockage. Contrastingly, ICOB,
VHD and SIC datasets have been developed using real and simulated images of culverts.
These datasets have been annotated to deploy different classification, detection and segmentation algorithms toward assessing visual blockage at cross-drainage hydraulic structures. Statistics of datasets developed for this investigation are summarised in Table 5.3.

Part III
Investigation of Hydraulic Blockage
This part of the thesis investigates the hydraulic blockage at cross-drainage
structures by deploying multiple machine learning approaches. First, it reports a study where machine learning regression models are implemented to
predict the hydraulic blockage from hydraulic features. Secondly, it reports
the investigation where end-to-end deep learning is used for prediction of hydraulic blockage from a single instance of culvert image (i.e., visual features).
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This chapter investigates hydraulic blockage at culverts by deploying AI models for
prediction of hydraulic blockage using hydraulic features (i.e., HD) and visual features
(i.e., VHD). In this context, machine learning regression (i.e., RF, k-NN, ANN, DT, XGBoost, GPR, LightGBM, SVR), conventional machine learning pipeline and end-to-end
deep learning approaches are deployed. Details of each of the experiments are presented
in the following sections.
a Contents

of this chapter are under consideration in the following journals:
Umair Iqbal, Muhammad Zain Bin Riaz, Johan Barthelemy and Pascal Perez. “Prediction of Hydraulic
Blockage at Culverts using Lab Scale Simulated Hydraulic Data”. Accepted for Publication at Urban
Water Journal.
Umair Iqbal, Johan Barthelemy and Pascal Perez. “Prediction of Hydraulic Blockage at Culverts
from Single Image using Machine Learning”. Revisions Submitted to Neural Computing and Applications.

88

CHAPTER 6. PREDICTION OF HYDRAULIC BLOCKAGE

6.1

89

Prediction using Hydraulic Features

This section proposes to use AI regression models (i.e., RF, k-NN, ANN, DT, XGBoost,
GPR, LightGBM, SVR) for the prediction of hydraulic blockage at cross-drainage hydraulic structures. A relevant hydraulic dataset (i.e., HD) was collected by performing a
comprehensive lab-scale study where scaled physical models of culverts were used and
blockage scenarios under multiple flooding conditions were simulated. With deployment
of hydraulic sensors in smart cities, and availability of big data, AI regression analysis
will be helpful in addressing the blockage detection problem, which is difficult to counter
using conventional experimental and modelling approaches.

6.1.1

Introduction

AI and machine learning have gradually become an essential part of smart cities in automating complex real-world problems [190–198]. The key to successful application of
AI approaches is the availability of relevant data from the network of sensors connected
in smart cities (i.e., the IoT) [122,190,199]. Motivated by the success of AI in addressing
complex problems, this chapter proposes the use of machine learning regression algorithms for the prediction of hydraulic blockage at cross-drainage hydraulic structures.
Experiments were performed in the lab to replicate multiple blockage scenarios under
different flooding conditions and numerical data related to hydraulic blockage (i.e., upstream water level, downstream water level, upstream surface velocity, input discharge,
percentage hydraulic blockage) was recorded. Eight machine learning regression algorithms (i.e., RF, k-NN, ANN, DT, XGBoost, GPR, LightGBM, SVR) were implemented
and compared on the recorded data to investigate the potential of AI to predict hydraulic
blockage. However, this chapter considers blockage as an instantaneous entity and aims
to predict it instantaneously at a given time instance. The anticipated contributions of this
chapter are as follows:
• Developing a Dataset (i.e. HD) by performing in-lab hydraulic investigations using
scaled physical models of culverts for different blockage scenarios under multiple
flooding conditions.
• Developing and comparing machine learning regression models to investigate the
potential of AI to predict hydraulic blockage at cross-drainage hydraulic structures.

6.1.2

Research Approach

A six-stage research approach was adopted for the investigation (see Figure 6.1), comprising dataset generation, data exploration and pre-processing, model development, model

1.1 times of opening. Water level measurements were done using a point gauge with ±0.1mm
accuracy. Velocity was measured using Nixon Streamflo 430 with ±1.5% accuracy. Figure
fig:setup presents the Two-Dimensional (2D) schematic of experimental setup. Hydraulic
blockage scenarios were simulated using scaled urban debris (i.e., toy car, shopping car,
wheelie bin, skip bin) and vegetative debris (i.e., grass, tree logs, tree branches). To simulate
different flood conditions, experiments were performed for four different inlet discharge levels
(i.e., 25% submerged opening, 50% submerged opening, 75% submerged opening, 100%
submerged opening) taking Blanc (2013) as reference.
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Table: List of Hydraulics-Lab Dataset (HD) Input Features.
Feature
WL_UP
WL_DOWN
Velocity
Culvert_Type
Inlet_Discharge

Description
Upstream water level in blocked condition
Downstream water level in blocked condition
Upstream water surface velocity near culvert in blocked condition.
Type of culvert structure: 0 for single and 1 for double circular opening
Inlet water discharge upstream of the culvert

Data Collection

Experiments were performed using Nvidia GeForce RTX 2060 GPU with 6GB memory and
14 Gbps memory speed. For the models development, Python programming installed using
Anaconda and Scikit package were used. Selected regression models were developed using
optimized hyperparameters from the GridSearch. Table XXX presents the details of optimized
hyperparamters for each regression model. Specifically for ANN model development, number
of layers and number of neurons were decided by performing stochastic tests. Given the size
of dataset, in line with reference, maximum number of layers and maximum number of neurons
were decided to limit the scope of tests (i.e., max number of layers=2, max number of
neurons=512). Table XXX presents the results of stochastic tests where XXX models were
developed with different number of layers and neurons. As a results (5-16-512-1) structure for
the ANN was finalized for this investigation.

Data Visualisation

Models Selection and Development

In total, 355 samples were recorded from the lab experiments for hydraulic blockage.
Mathematical definition for hydraulic blockage proposed by Kramer et al. (2015) was used to
calculate the blockage percentages. Although, the definition was dependent only on upstream
water levels, however, it is suspected that hydraulic blockage is also dependent on other
features such as inlet discharge levels, downstream water levels and upstream water velocities.
Table tab:Dataset presents the description of different features used for this study. Table
tab:samples shows few random samples from HD. Figure fig:heatmap shows the correlation
map between different features. It can be observed that percentage hydraulic blockage was
most correlated with upstream water levels, inlet discharge and downstream water levels,
respectively.

Table XXX: Details of Optimized Hyperparameters for the Implemented Regression Models.
Model
DT
GPR

Table XXX: Some Random Samples from Hydraulics-Lab Dataset (HD).
WL_UP
(mm)
60
35.5
45
58.7
130.5
83.5
104
50
66.5
112
97.3

WL_DOWN
(mm)
16.3
17
16.8
16.4
25
35.1
45.1
19.4
36
46.8
64

Velocity
(mms-1)
55
91.7
74.7
55.9
16
105.6
118.3
85.2
137.4
103.9
175.8

35 – 216

15.5 – 119.3

6.51 – 194

Inlet_Discharge
(m3s-1)
0
689525.8
0
689525.8
0
689525.8
0
689525.8
0
1146420
0
1854500
0
2778180
1
808500
1
1598190
1
2681840
1
3346400
Dataset Range
0–1
689525.8 – 3346400

Culvert_Type
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Percentage_Blockage
(%)
41.7
1.46
22.3
40.4
57.9
10.2
8.6
30
17.3
37.5
8.5
0.05 – 65.2

Dataset was further explored by visualizing the scatter plots and density plots for input
variables and target variable. Figure scatter_all shows the scatter plots of input variables against
the target variable. These plots helped in understanding the relationship between different input
features and target variable. From the plot, it can be observed that, for case of upstream water
4

Hyperparameters
criterion: mae; min_samples_leaf: 1; min_samples_split: 10; splitter: best
alpha: 0.1; copy_X_train: True; n_restarts_optimizer: 0; normalize_y:
True
algorithm: brute; leaf_size:1; n_neighbors: 5; weights: distance
boosting_type: dart; num_leaves: 10; learning_rate: 0.1; n_estimators:
500
hidden_layer_sizes: (16,512); activation: relu; solver: adam;
learning_rate_init: 0.001; max_iter: 500; early_stopping: True;
validation_fraction:0.2, training_iterations: 500
bootstrap: False; criterion: mae; min_samples_leaf: 1;
min_samples_split: 10; n_estimators: 600
C: 1; coef0: 7; degree: 5; gamma: scale; kernel: poly
max_depth: 3; learning_rate: 0.01; n_estimators: 2500

!-NN
LightGBM
ANN
RF
SVR
XGBoost

5. Results and Discussions (need to update this section)
This section presents the results of AI regression models implemented for prediction of
hydraulic blockage. Three different results are presented (i.e., numerical summary, scatter
plots, predicted vs actual comparison) to better demonstrate the performance of models in
addressing the problem.
Table tab:results presents the summary of recorded evaluation metrics (i.e., MSLE, MSE,
MAE, "! ) for all the implemented AI regression models. From the table, it can be observed
that ANN outperformed all other models with "! of 0.8916. !-NN was the second best in terms
of performance while ensemble based model (i.e., RF) was reported third best. Better
performance of ANN may be attributed to the fact that model was able to better learn the
features over the hidden layers.

Here comes the theoretical details about
the evaluation
measures. Rephrase the information
ANN
Diagram
reported in Zain Article
Umair Iqbal
October 2021
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Introduction
Input Layer

Output Layer

Hidden Layers

Table XXX: Summary of Quantitative Results for the Implemented Regression Models to
Predict Hydraulic Blockage from Hydraulic Features.
DT

GPR

!-NN

141.38
62.09
122.99
51.50
73.30
90.25

117.85
129.19
43.33
12.61
32.75
67.14

77.94
191.13
80.56
6.25
27.92
76.76

LightGBM

ANN

RF

SVR

XGBoost

72.69
7.23
152.36
7.17
3.17
48.52

160.71
157.55
53.06
36.43
37.42
89.04

8.18
2.30
3.74
1.79
1.11
3.42

10.68
11.95
5.91
4.14
4.27
7.39

x1

Mean Squared Error (MSE)

Fold 0
Fold 1
Fold 2
Fold 3
Fold 4
Average

173.54
178.28
44.31
21.04
85.29
100.49

9.93
21.82
12.35
3.00
10.78
11.58

157.34
62.09
122.02
53.78
81.76
95.40

x2

y

x3

7
..
.

x5

..
.

..
.

n = 16

n = 512

Mean Absolute Error (MAE)
Fold 0
Fold 1
Fold 2
Fold 3
Fold 4
Average

9.43
5.62
7.86
5.25
6.07
6.85

8.83
10.26
4.48
2.16
3.92
5.93

7.39
12.24
6.69
1.90
3.90
6.42

11.76
12.49
5.31
3.13
6.65
7.87

2.60
3.70
2.22
1.15
2.30
2.39

10.20
5.62
7.81
5.36
6.38
7.07

xl1

!! Score
Fold 0
Fold 1
Fold 2
Fold 3
Fold 4
Average

Graphical Evaluation of Models

0.49
0.73
0.56
0.68
0.66
0.59

0.58
0.45
0.84
0.92
0.84
0.72

0.72
0.19
0.71
0.96
0.87
0.68

0.38
0.25
0.84
0.86
0.60
0.58

0.96
0.90
0.95
0.98
0.95
0.95

0.44
0.73
0.56
0.66
0.62
0.60

0.74
0.96
0.45
0.95
0.98
0.79
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Figure 1: ANN Structure and Functional Illustration.

Figure Scatter shows the scatter plots for the predicted and actual values of all dataset samples
to demonstrate how effectively each AI model was able to fit the data. It is important to mention
that use of all dataset samples does not mean that models were trained and tested on the same
dataset, rather, predictions are for the instances when dataset sample was in the test dataset
during the cross validation process. From the Figure Scatter, it can be clearly observed that
ANN model was able to fit the data best among all other implemented models. Since !-NN
and RF algorithms are specific for categorical data, it was evidently observed from the scatter
plots that data was classified as classes/categories (lines in the graph). However, for ANN case,
data points were observed continuously mapped which indicated that ANN was well trained
for continuous prediction.

Quantitative Evaluation of Models

Models Training
1

Figure 6.1: Graphical illustration of the proposed research approach for prediction of
hydraulic blockage from hydraulic features.
9

training, model evaluation and model comparison. At the first stage, the dataset was generated by performing detailed in-lab experiments, as detailed in Chapter 4. In the second
stage, the collected dataset was explored using correlation maps, scatter plots and empirical probability distribution plots to study the relationships between input variables and
the target variable. Furthermore, at this stage, the dataset was scaled using the StandardScaler approach (i.e., removing the mean and scaling the features to unit variance) to
optimise the performance of machine learning approaches. At the third stage, a range
of machine learning regression models were selected and developed by choosing corresponding hyperparameters. The selection of regression models is specific to the problem,
type of dataset, number of features and size of the dataset. The problem of blockage prediction is a typical example of regression, where a continuous variable is predicted based
on five input features. For similar problems to the one investigated in this chapter (e.g.,
house price prediction), k-NN, ANN and RF approaches have been recommended and
reported to perform better [200]. However, this research compares eight commonly used
regression models to provide comprehensive insight. The theoretical background of each
implemented model is presented in Appendix A. Hyperparameters for each model were
optimised using the GridSearch function in the scikit-learn library. At the fourth stage,
selected regression models were trained using the optimised hyperparameters in the KFold cross-validation setup. To establish an understanding of how well a model is trained,
the conventional approach is to split the dataset into train and test portions and evaluate
performance on the unseen test data. However, this approach is not efficient for smaller
datasets since it reduces the number of samples used for training. Cross-validation is one
potential way to address this problem and is used for this investigation. The dataset was
divided into five small folds, one used for testing and the other four for training. Scores

CHAPTER 6. PREDICTION OF HYDRAULIC BLOCKAGE

91

Table 6.1: Details of optimised hyperparameters for the implemented regression models.
Model

Hyperparameters

DT
criterion: mae; min samples leaf: 1; min samples split: 10; splitter: best
GPR
alpha: 0.1; copy X train: True; n restarts optimizer: 0; normalize y: True
k-NN
algorithm: brute; leaf size:1; n neighbors: 5; weights: distance
LightGBM boosting type: dart; num leaves: 10; learning rate: 0.1; n estimators: 500
hidden layer sizes: (16,512); activation: relu; solver: adam; learning rate init: 0.001;
ANN
max iter: 500; early stopping: True; validation fraction:0.2, training iterations: 500
RF
bootstrap: False; criterion: mae; min samples leaf: 1; min samples split: 10; n estimators: 600
SVR
C: 1; coef0: 7; degree: 5; gamma: scale; kernel: poly
XGBoost
max depth: 3; learning rate: 0.01; n estimators: 2500

from all iterations were averaged and presented as a better measure of model evaluation
instead of the conventional approach. Errors and scores for each fold were recorded to assess the performance of models. At the fifth stage, the performance of trained models was
assessed using standard evaluation metrics, including mean square error (MSE), mean
absolute error (MAE) and R2 score [201]. Finally, at the sixth stage, models were compared using graphical representations (i.e., scatter plots, actual vs predicted plots, error
box plots) and quantitative results.

6.1.3

Experimental Settings and Evaluation Measures

Experiments were performed using NVIDIA GeForce RTX 2060 GPU with 6GB memory and 14 Gbps memory speed. All the machine learning models were implemented
in Python using the scikit-learn library. Selected machine learning regression models
were developed using optimised hyperparameters from the GridSearch (i.e., an exhaustive search approach in which a range of hyperparameters are used to fit the model and
the best combination is returned). Details of the optimised hyperparameters for each regression model are presented in Table 6.1. Specifically for ANN model development, the
number of layers and number of neurons were decided by performing stochastic tests.
Given the size of the dataset, in line with reference, a maximum number of layers and a
maximum number of neurons were decided subjectively to limit the scope of tests (i.e.,
max number of layers = 2, max number of neurons = 512). Results from the stochastic
tests, where 42 ANN models were developed with the different number of layers and neurons, are presented Table 6.2. As a result, the (5-16-512-1) structure for ANN emerged as
the best among all.
Standard evaluation metrics, such as MSE, MAE and R2 score, were used to analyse
machine learning regression model performance.
• MSE measures the model’s absolute goodness for fit and is calculated by dividing
the sum of the square of the prediction error (i.e., actual minus predicted) by the
total number of data samples. It gives an absolute real number which informs how
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Table 6.2: Stochastic tests for selection of ANN layers structure for prediction of hydraulic blockage from hydraulic features.

ANN1
ANN2
ANN3
ANN4
ANN5
ANN6
ANN7
ANN8
ANN9
ANN10
ANN11
ANN12
ANN13
ANN14
ANN15
ANN16
ANN17
ANN18
ANN19
ANN20
ANN21
ANN22
ANN23
ANN24
ANN25
ANN26
ANN27
ANN28
ANN29
ANN30
ANN31
ANN32
ANN33
ANN34
ANN35
ANN36
ANN37
ANN38
ANN39
ANN40
ANN41
ANN42

Layer size

MSE

MAE

R2 Score

(16,)
(32,)
(64,)
(128,)
(256,)
(512,)
(16,16)
(16,32)
(16,64)
(16,128)
(16,256)
(16,512)
(32,16)
(32,32)
(32,64)
(32,128)
(32,256)
(32,512)
(64,16)
(64,32)
(64,64)
(64,128)
(64,256)
(64,512)
(128,16)
(128,32)
(128,64)
(128,128)
(128,256)
(128,512)
(256,16)
(256,32)
(256,64)
(256,128)
(256,256)
(256,512)
(512,16)
(512,32)
(512,64)
(512,128)
(512,256)
(512,512)

62.43
65.70
76.45
63.75
57.46
64.32
70.82
57.99
44.48
33.46
22.71
11.58
59.07
54.81
57.37
44.35
32.76
41.59
44.14
35.98
50.33
36.58
42.80
34.48
37.02
34.10
39.76
20.79
24.50
22.19
58.82
51.70
34.95
28.74
59.62
25.18
27.74
32.92
56.47
22.09
21.39
21.51

6.16
6.01
6.52
5.11
4.83
4.77
6.54
6.37
5.03
4.48
3.70
2.39
6.27
6.04
6.32
5.37
4.06
3.83
4.39
4.45
4.50
4.33
4.96
3.94
3.90
4.29
4.94
3.25
3.61
3.44
6.03
4.90
3.85
3.94
6.02
3.45
3.54
3.90
5.30
3.31
3.48
3.21

0.74
0.72
0.68
0.73
0.76
0.74
0.70
0.75
0.81
0.86
0.90
0.95
0.75
0.77
0.76
0.81
0.86
0.82
0.81
0.85
0.79
0.84
0.82
0.85
0.84
0.85
0.83
0.91
0.89
0.90
0.75
0.78
0.85
0.88
0.75
0.89
0.88
0.86
0.76
0.90
0.91
0.91
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much the predicted results deviate from the actual results. MSE is best suited for
comparison of different regression models and selection of best model against the
compared. The following equation (6.1) presents the mathematical expression for
the MSE.
⌘2
1 n ⇣
MSE = Â di d̂i
(6.1)
n i=1

where n denotes the total number of data samples, d denotes the actual output and
d̂t denotes the predicted output.
• MAE is similar to MSE but takes the sum of absolute value of error instead of
square value of error. It measures the mean error without considering the direction.
It is most suited for cases where the training data contains possible outliers. the
following equation (6.2) presents the mathematical expression for calculation of
MAE.
1 n
MAE = Â di d̂i
(6.2)
n i=1
• R2 score is one of the most commonly used measures for evaluating regression
model performance. It measures the capability of the model to explain the dependent variable variability and is calculated by squaring the correlation coefficient
(R). Mathematically, it is calculated by dividing the sum of the square of prediction error by the total sum of the square. The following equation (6.3) presents the
mathematical expression for the calculation of R2 .

R2 = 1

6.1.4

⇣
Âi di
Âi di

d̂i
d̄i

⌘2
2

(6.3)

Results and Discussions

Performance of applied machine learning regression models for the prediction of hydraulic blockage at culverts has been evaluated by interpreting quantitative results (i.e.,
tables) and graphs (i.e., scatter plots, prediction plots, box error plots).
Quantitative summary of evaluation measures (i.e., MSE, MAE, R2 ) recorded from the
5-Fold cross-validation of implemented regression models is presented in Table 6.3. Results for each fold are reported to better interpret the performance of models. The ANN
model outperformed all other models with R2 score of 0.95, MSE of 11.58 and MAE of
2.39 (see Table 6.3). SVR and GPR models were reported second and third best with R2
scores of 0.79 and 0.72, respectively. Given that hydraulic blockage is a complex phenomenon and involves a high level of non-linearity (i.e., complex relationships among
features) [202], the top performance of ANN is no surprise because of its ability to learn
complex non-linear features over hidden layers. Furthermore, relatively low and compa-
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rable performance was reported for tree-based machine learning models (i.e., R2 scores of
0.59, 0.58, 0.60 and 0.63 for DT, LightGBM, RF and XGBoost, respectively). The relatively poor performance of tree-based models is associated with the fact that decision tree
algorithms are fundamentally designed for classification and are not considered suitable
for regression problems.
Table 6.3: Summary of quantitative results for the implemented regression models to
predict hydraulic blockage from hydraulic features.
DT

GPR

k-NN

LightGBM

ANN

RF

SVR

XGBoost

Mean Squared Error (MSE)
Fold 0
Fold 1
Fold 2
Fold 3
Fold 4

141.38
62.09
122.99
51.50
73.30

117.85 77.94
129.19 191.13
43.33
80.56
12.61
6.25
32.75
27.92

173.54
178.28
44.31
21.04
85.29

9.93
21.82
12.35
3.00
10.78

157.34
62.09
122.02
53.78
81.76

72.69
7.23
152.36
7.17
3.17

160.71
157.55
53.06
36.43
37.42

Average

90.25

67.14

100.49

11.58

95.40

48.52

89.04

76.76

Mean Absolute Error (MAE)
Fold 0
Fold 1
Fold 2
Fold 3
Fold 4

9.43
5.62
7.86
5.25
6.07

8.83
10.26
4.48
2.16
3.92

7.39
12.24
6.69
1.90
3.90

11.76
12.49
5.31
3.13
6.65

2.60
3.70
2.22
1.15
2.30

10.20
5.62
7.81
5.36
6.38

8.18
2.30
3.74
1.79
1.11

10.68
11.95
5.91
4.14
4.27

Average

6.85

5.93

6.42

7.87

2.39

7.07

3.42

7.39

R2 -Score
Fold 0
Fold 1
Fold 2
Fold 3
Fold 4

0.49
0.73
0.56
0.68
0.66

0.58
0.45
0.84
0.92
0.84

0.72
0.19
0.71
0.96
0.87

0.38
0.25
0.84
0.86
0.60

0.96
0.90
0.95
0.98
0.95

0.44
0.73
0.56
0.66
0.62

0.74
0.96
0.45
0.95
0.98

0.43
0.33
0.80
0.77
0.82

Average

0.59

0.72

0.68

0.58

0.95

0.60

0.79

0.63

Scatter plots for the predicted and actual values of all dataset samples (see Figure 6.2)
demonstrate how effectively each machine learning regression model was able to fit the
data. It is important to mention that the use of all dataset samples does not mean that models were trained and tested on the same dataset; instead, predictions are for the instances
when the dataset sample was in the test dataset during the cross-validation process. The
ANN model was able to fit the data best among all implemented models (see Figure 6.2).
Since tree-based algorithms (i.e., DT, LightGBM, RF, XGBoost) are specific for categorical data, it was observed from the scatter plots that data was classified as classes/categories
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(lines in the graph). However, for ANN, GPR and SVR cases, data points were observed
continuously mapped, which indicated better suitability of these models for continuous
variable prediction.
The actual vs predicted plots (see Figure 6.3) demonstrate how well models were able to
track the actual target variable values. Three models were able to follow the actual values
in a continuous way (ANN, GPR, SVR; see Figure 6.3). For the tree-based models, it is
evident that the predicted plot tried to form discrete categories. The error box plot for the
implemented machine learning models is shown in Figure 6.4. From the error box plot, it
can be observed that ANN and SVR are the top two performing models for the prediction
of hydraulic blockage with the least absolute errors.
The existing machine learning regression models demonstrated significant potential in
prediction of hydraulic blockage, however, application for an actual flooding event is yet
to be explored. Acquiring the data from an actual flooding event is one of the potential
challenges which flood management agencies should consider exploring. In this context,
Barthelemy et al. [203] reported the implementation of flood and blockage monitoring
sensors using AIoT at edge computer in Illawarra, New South Wales, Australia. Visual
and water level sensors were deployed, and state of the art computer vision algorithms
were implemented to acquire, analyse and transmit blockage assessment-related data to
flood management agencies. This concept of developing smart cities is rapidly progressing, and deployment of such sensory networks around the world for flood management
purposes is expected. Therefore, a huge amount of hydraulic data is anticipated to be
acquired in the near future from actual floods, which can than be used to study blockage
behaviour considering the reported analysis as benchmark. Furthermore, it is important
to mention that reported research considered blockage as an instantaneous process and
hence developed regression models to predict blockage at a certain time instance without
any context from prior events. However, it is also of interest to explore the same problem
as a time-series problem, where debris is accumulated gradually over time to establish the
blockage.
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(a) DT

(b) GPR

(c) k-NN

(d) LightGBM

(e) ANN

(f) RF

(g) SVR

(h) XGBoost

Figure 6.2: Scatter plots for implemented AI regression models to predict hydraulic
blockage from hydraulic features.
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(a) DT

(b) GPR

(c) k-NN

(d) LightGBM

(e) ANN

(f) RF

(g) SVR

(h) XGBoost

Figure 6.3: Actual vs predicted plots for implemented AI regression models to predict
hydraulic blockage from hydraulic features.
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Figure 6.4: Absolute errors box plot for the implemented machine learning regression
models.

6.2

Prediction using Deep Visual Features

This section attempts to relate hydraulic blockage and visual blockage by proposing the
use of culvert visual features for prediction of corresponding hydraulic blockage. Two
experiments were performed where conventional pipeline and end-to-end learning approaches were implemented and compared in the context of predicting hydraulic blockage from images. In experiment one, a conventional machine learning pipeline approach
was adopted, where a CNN model (i.e., MobileNet, ResNet50, EfficientNetB3) was used
to extract the visual features, a pre-processing module was used to scale extracted deep
visual features and a regression model (i.e., ANN) was used to predict hydraulic blockage
from scaled deep visual features. In experiment two, end-to-end deep learning models
(i.e., E2E MobileNet, E2E BlockageNet), with the capability of extracting deep visual
features and performing regression using a single deep learning architecture, were trained
and compared with a conventional pipeline approach. The dataset (i.e., HD, VHD) used
in this research was collected from in-lab experiments carried out using scaled physical
models of culverts, where multiple blockage scenarios were replicated at scale. Performance of the models was assessed using standard evaluation metrics, including MSE,
MAE and R2 score.
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Conventional Machine Learning Pipeline

This section presents the detailed description of the conventional machine learning-based
pipeline implemented for prediction of hydraulic blockage from visual features of culvert. Research approach, experimental design and corresponding results are presented as
follows.
6.2.1.1

Research Approach

The proposed machine learning pipeline aimed to relate visual blockage with hydraulic
blockage and consisted of three modules: visual feature extraction, data processing and
ANN regression. The proposed pipeline was designed to take an image of the culvert,
extract visual features using deep learning model, pre-process the extracted features and
feed into the ANN regression model to predict hydraulic blockage. The functional block
diagram of the proposed machine learning pipeline is shown in Figure 6.5.
• Module 1 – Deep Visual Feature Extraction: As a first step in the pipeline, an
image of the culvert was processed through a deep CNN model (e.g., MobileNet,
ResNet50, EfficientNetB3) to extract the deep visual features. In experiment one,
three CNN models were compared to assess the impact of the visual features extracted and fundamental principles by which the visual features were extracted. All
the CNN models were used with ImageNet [204] pre-trained weights and as a feature extractor by removing the top layers.
• Module 2 – Data Processing: At the second step of the pipeline, extracted visual
features were transformed before input to regression model for improved performance. Standard scalar transformation was applied, which transforms the data with
distribution having 0 mean and 1 standard deviation. Given a sample x, standard
scalar transformation score z can be determined as given in the following equation
(6.4).
z=

µ

x
s

(6.4)

where µ represents the mean and s represents the standard deviation. In the literature, it has been reported that standard scalar transformation improves the performance of regression models in comparison to having no transformation applied.
• Module 3 – ANN Regression: At the final stage of the proposed pipeline, processed visual features were fed into ANN regression model to predict corresponding
hydraulic blockage. Three different regression models with different layer depths
were trained, corresponding to the number of extracted visual features.
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Figure 6.5: Functional block diagram of proposed conventional machine learning
pipeline for hydraulic blockage prediction from visual features.

Table 6.4: ANN regression model variants investigated in experiment one for prediction
of hydraulic blockage from visual features.

ANN1
ANN2
ANN3
6.2.1.2

# of hidden
layers

# of nodes

# of input
features

# of trainable
parameters

2
8
10

[32,16]
[32, 16, ... , 16]
[32, 16, ... , 16]

50176
100352
153600

1606209
3213505
4917985

Experimental Settings

A conventional pipeline approach was implemented to predict hydraulic blockage from
deep visual features and performance of three different CNN models (i.e., MobileNet,
ResNet50, EfficientNetB3) and, thus, investigated as feature extractors to select the most
appropriate model. All the CNN models were pre-trained on ImageNet dataset and were
used as feature extractors by removing the top layers. Each CNN model resulted in a
different number of visual features (i.e., MobileNet=50176, ResNet50=100352, EfficientNetB3=153600), therefore, three variants of ANN (in terms of number of hidden layers)
were used to locally optimise the training. ANN1 was used with MobileNet features,
ANN2 was used with ResNet50 features and ANN3 was used with EfficientNetB3 features. Depth of hidden layers was decided based on a trial and error process with the
criteria that increasing number of hidden layers did not further improve performance.
Information about the three ANN variants are presented in Table 6.4. All the ANN models were trained for 100 epochs with adaptive moment estimation (Adam) optimiser and
constant learning rate of 0.001. Standard 60:20:20 split of dataset was used for training,
validation and testing, respectively. Furthermore, MAE was used as a loss metric during
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the training process. Models were trained using NVIDIA GeForce RTX 2060 graphical
processing unit (GPU) with 6 GB memory and 14 Gbps memory speed.
6.2.1.3

Results

Implemented ANN regression models in the conventional machine learning pipeline were
assessed for their training and testing performance. Training performance was evaluated
by monitoring the individual loss curves and comparative plots. Training plots for the
implemented models are shown in Figure 6.6. From the training plots, it can be observed
that for all cases training loss followed negative exponential curve, while validation loss
tried to follow the training curve. This is an indication of a normal training process in
machine learning. From the comparative plot in Figure 6.6(d), it can be observed from
training loss plots that ANN1 performance ranked first among the three while validation
loss curves indicated relatively similar performance for both ANN1 and ANN2.

(a) ANN1

(b) ANN2

(c) ANN3

(d) Comparison

Figure 6.6: Training performance of models investigated in Experiment One for prediction of hydraulic blockage from visual features.

Quantitative test results for the implemented regression models are summarised in Table 6.5. ANN1 model produced the best results with R2 of 0.6949. Interestingly, with
increase in number of deep visual features, performance of ANN regression degraded.
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This may be attributed to the presence of a large number of irrelevant and uncorrelated
features for the ANN2 and ANN3 cases.
Table 6.5: Summary of empirical results for implemented ANN regression models in
Experiment One for prediction of hydraulic blockage from visual features.

ANN1 (with MobileNet features)
ANN2 (with ResNet50 features)
ANN3 (with EfficientNetB3 features)

MSE

MAE

R2

76.15
83.90
130.70

6.22
6.23
7.13

0.6949
0.6638
0.4764

Scatter plots for each ANN regression model are shown in Figure 6.7. From the plots,
it is evident that ANN1 produced the best fit on test data. Actual vs predicted plots for
all three ANN models (see Figure 6.8) demonstrate how well each model was able to
track the actual value. ANN1 model was observed to best track actual values, however,
over-prediction can be observed at a majority of data instances. In all three models, overprediction was more dominant in comparison to under-prediction.

(a) ANN1

(b) ANN2

(c) ANN3

Figure 6.7: Scatter plots for implemented regression models in Experiment One for
prediction of hydraulic blockage from visual features.
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(b) ANN2

(c) ANN3

Figure 6.8: Actual vs predicted plots for implemented regression models in Experiment
One to predict hydraulic blockage from visual features.

6.2.2

End-to-End Deep Learning Models

This section presents the detailed description of the end-to-end deep learning models implemented for prediction of hydraulic blockage from visual features of culvert. Research
approach, experimental design and corresponding results are presented as follows.
6.2.2.1

Research Approach

End-to-end deep learning models were designed to achieve functionality of the proposed
conventional pipeline (see Section 6.2.1) for predicting hydraulic blockage from images.
A single model architecture with CNN layers as feature extractor and fully connected
dense layers as ANN regressor was designed. Based on the results of experiments performed in Section 6.2.1, two end-to-end models were designed, one with MobileNet as
feature extractor (i.e., E2E MobileNet) and another with custom CNN layers as feature
extractor (i.e., E2E BlockageNet). The structure of the end-to-end deep learning model
(i.e., E2E BlockageNet), for prediction of hydraulic blockage, is shown in Figure 6.9.
Models were designed and trained using Keras and TensorFlow platforms. Both models
are summarised in Figure 6.10, with the number of parameters and features at each layer.
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Figure 6.9: Structure of proposed end-to-end deep learning model E2E BlockageNet for
hydraulic blockage prediction from visual features.

Model: "sequential"
_________________________________________________________________
Layer (type)
Output Shape
Param #
=================================================================
mobilenet_1.00_224 (Model)
(None, 7, 7, 1024)
3228864
_________________________________________________________________
flatten (Flatten)
(None, 50176)
0
_________________________________________________________________
dense (Dense)
(None, 32)
1605664
_________________________________________________________________
dense_1 (Dense)
(None, 16)
528
_________________________________________________________________
dense_2 (Dense)
(None, 1)
17
=================================================================
Total params: 4,835,073
Trainable params: 4,813,185
Non-trainable params: 21,888
_________________________________________________________________
None

Model: "sequential"
_________________________________________________________________
Layer (type)
Output Shape
Param #
=================================================================
conv2d (Conv2D)
(None, 222, 222, 4)
112
_________________________________________________________________
max_pooling2d (MaxPooling2D) (None, 111, 111, 4)
0
_________________________________________________________________
conv2d_1 (Conv2D)
(None, 109, 109, 8)
296
_________________________________________________________________
max_pooling2d_1 (MaxPooling2 (None, 54, 54, 8)
0
_________________________________________________________________
conv2d_2 (Conv2D)
(None, 52, 52, 8)
584
_________________________________________________________________
flatten (Flatten)
(None, 21632)
0
_________________________________________________________________
dense (Dense)
(None, 32)
692256
_________________________________________________________________
dense_1 (Dense)
(None, 16)
528
_________________________________________________________________
dense_2 (Dense)
(None, 1)
17
=================================================================
Total params: 693,793
Trainable params: 693,793
Non-trainable params: 0
_________________________________________________________________
None

[17]: filepath="E2E_MobileNet_Best.hdf5"
[83]: filepath="E2E_CustomCNN_Best.hdf5"
checkpoint = keras.callbacks.ModelCheckpoint(filepath, monitor='val_loss',�
checkpoint = keras.callbacks.ModelCheckpoint(filepath, monitor='val_loss',�
verbose=0, save_best_only=True, save_weights_only=False, mode='auto',verbose=0,
period=1) save_best_only=True, save_weights_only=False, mode='auto', period=1)
#checkpoint1=EarlyStopping(monitor='val_loss', patience=20)
#checkpoint1=EarlyStopping(monitor='val_loss', patience=20)
#callback_list=[checkpoint, checkpoint1]
#callback_list=[checkpoint, checkpoint1]
callback_list=[checkpoint]
callback_list=[checkpoint]

(a) E2E MobileNet

(b) E2E BlockageNet

Figure 6.10: Summaries of proposed end-to-end models for prediction of hydraulic
WARNING:tensorflow:�period�
argument
is deprecated. Please use �save_freq�
to
blockage
from visual
features.
WARNING:tensorflow:�period�
argument is deprecated. Please use �save_freq� to
specify the frequency in number of samples seen.
specify the frequency in number of samples seen.

[18]: history = model.fit(X_train, Y_train, epochs=100, validation_data=(X_valid,�
[84]: history = model.fit(X_train, Y_train, epochs=100, validation_data=(X_valid,�
Y_valid), batch_size=4, verbose=0, callbacks=callback_list)
Y_valid), batch_size=4, verbose=0, callbacks=callback_list)

[19]: model.save('E2E_MobileNet_Last_Epoch.hdf5')
6.2.2.2
Experimental Settings

[20]: # convert the history.history dict to a pandas DataFrame:
hist_df = pd.DataFrame(history.history)

[85]: model.save('E2E_CustomCNN_Last_Epoch.hdf5')
[86]: # convert the history.history dict to a pandas DataFrame:

hist_df = pd.DataFrame(history.history)
The experiment implemented end-to-end deep
learning models for prediction of hy# or save to csv:
# or save to csv:
hist_csv_file = 'E2E_MobileNet_history.csv'
draulic
blockage from
visual features. Based on the results of the experwith open(hist_csv_file,
mode='w')culvert
as f:
hist_df.to_csv(f)
8
iment
in section 6.2.1, two end-to-end deep learning models (i.e.,
E2E MobileNet,
[21]: plt.plot(history.history['loss'])
plt.plot(history.history['val_loss'])
E2E plt.ylabel('Loss')
BlockageNet) were designed and trained. From E2E MobileNet, CNN layers from
plt.xlabel('Epoch')

8
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pre-trained MobileNet model were used as feature extractor and fully connected layers
were stacked on top of CNN layers to achieve regression functionality. However, in case
of E2E BlockageNet model, three CNN layers were used as feature extractors with four,
eight and eight filters, respectively. Both the models were trained using Adam optimiser
with a learning rate of 0.001 for 100 epochs. MAE was used as loss metrics during the
training. A standard 60:20:20 data split was used for training:validation:testing.
6.2.2.3

Results

Training and test performance of proposed end-to-end deep learning models is reported
and compared with best conventional pipeline model combination from the experiment
in section 6.2.1. Training performance was evaluated from loss curves and comparative
plots. The training plots for conventional pipeline and end-to-end models are shown in
Figure 6.11. In all cases training loss followed the negative exponential curve while validation loss followed the training loss, which is an indication of normal training process.
Training performance of both end-to-end models was better in comparison to conventional pipeline (see (d) comparative plot, in Figure 6.11). E2E BlockageNet performed
slightly better in comparison to E2E MobileNet.

(a) Conventional Pipeline

(b) E2E MobileNet

(c) E2E BlockageNet

(d) Comparison

Figure 6.11: Training performance of end-to-end models implemented in Experiment
Two for prediction of hydraulic blockage from visual features.
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A summary of the empirical results for end-to-end models and conventional pipeline
is presented in Table 6.6. From the results, it can be observed that E2E BlockageNet
model performed best with R2 score of 0.9196. From relative comparison of conventional
pipeline and E2E MobileNet, it can be seen that the end-to-end approach resulted in significantly improved performance (R2 of 0.8558 in comparison to 0.6949). Scatter plots
for conventional pipeline and end-to-end models demonstrate fit on test data (see Figure
6.12). From the scatter plots, it can be clearly observed that E2E BlockageNet provided
the best fit for the test data. The predicted vs actual plots for all three models in this experiment are shown in Figure 6.13. E2E BlockageNet was the model with closest tracking
of actual test values.
Table 6.6: Summary of empirical results for end-to-end models implemented in Experiment Two for prediction of hydraulic blockage from visual features.

Conventional Pipeline
E2E MobileNet
E2E BlockageNet

MSE

MAE

R2

76.15
35.98
20.05

6.22
3.59
3.25

0.6949
0.8558
0.9196

(a) Conventional Pipeline

(b) E2E MobileNet

(c) E2E BlockageNet

Figure 6.12: Scatter plots for implemented models in Experiment Two for prediction of
hydraulic blockage from visual features.
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(b) E2E MobileNet

(c) E2E BlockageNet

Figure 6.13: Actual vs predicted plots for implemented models in Experiment Two to
predict hydraulic blockage from visual features.

6.2.3

Discussion

Maximum R2 score of 0.9196 for E2E BlockageNet and positive for all cases in both
experiments indicate the presence of correlation between visual features and hydraulic
blockage. This suggests that visual blockage and hydraulic blockage can be interrelated.
As reported in the literature [205], end-to-end deep learning models outperformed the
conventional machine learning pipeline approach by a significant margin. Improved performance of end-to-end models may be attributed to their capability for self-optimising
the internal components of network.
It is important to mention that the dataset used for this investigation was recorded with
the same background and lighting conditions; the only variations were culvert type, debris
and water levels. This suggests that, for real-world applications as part of the calibration
process, the camera should focus only on the culvert region avoiding any vegetative background. Failing to do so may result in a significant degradation of performance, given the
visual similarity between vegetative background and vegetative debris material causing
blockage.
Technological advancements in computing hardware and availability of cutting edge
hardware (e.g., NVIDIA Jetson Nano, NVIDIA Jetson TX2) has made it possible to implement machine learning and computer vision algorithms for real-world problems (e.g.,
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tracking of pedestrian traffic [190], tracking of wildlife [199]). Therefore, it is suggested
that the proposed models can be deployed in real-world prediction of hydraulic blockage
directly from camera sensors.

6.3

Summary

In first phase of this chapter, machine learning regression models have been successfully
applied for the prediction of hydraulic blockage at culverts. A novel hydraulics-lab (i.e.,
HD) dataset was developed by performing multiple simulated blockage scenarios using
scaled physical models of culverts. Machine learning regression models were developed
using optimised hyperparameters for the prediction and were trained using a 5-fold crossvalidation approach. From the results, the ANN model was reported as the most effective
by a significant margin (i.e., R2 score of 0.95 in comparison to a score of 0.79 for the
second ranked). The top performance of ANN is attributed to its ability to learn complex dataset features over a number of hidden layers. The SVR and GPR models were
reported as the second and third-ranked models, respectively. Furthermore, tree-based
models (i.e., DT, LightGBM, RF, XGBoost) were reported as the lowest-ranked models,
indicating their unsuitability for continuous variable prediction. The lack of real-world
blockage-related data from actual flooding events is one of the major limitations of the
reported investigation. However, the growing concept of smart cities and the deployment
of smart sensors are indicators for the availability of data from actual events in the near
future. Enhancement of the existing dataset with channel characteristics, culvert geometric information and visual features is a potential future direction. Furthermore, exploring
blockage as a time-series problem also has potential for future research. In conclusion,
given the complexity of modelling hydraulic blockage, analysis performed in this chapter suggested that machine learning regression can be a useful tool in analysing data for
hydraulic blockage prediction.
In second phase, conventional machine learning pipeline and end-to-end deep learning
models have been successfully implemented and investigated with the aim to relate visual
blockage with hydraulic blockage. Experiment in section 6.2.1 comparatively studied the
combination of different CNN and ANN models to select the best-performing pipeline.
From the results, ANN1 model with MobileNet extracted features reported the best results, with a R2 score of 0.6949. Regression performance was observed to be degraded
with an increase in the number of extracted visual features. The degraded performance
may be attributed to the presence of an increased number of irrelevant and uncorrelated
features in the cases of ResNet50 and EfficientNetB3. Experiment in section 6.2.2 deployed end-to-end deep learning models (i.e., E2E MobileNet, E2E BlockageNet) and
compared with the highest performing baseline conventional machine learning pipeline
from Experiment in section 6.2.1. From the results of Experiment, the end-to-end learn-
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ing approach was reported to outperform the conventional pipeline by a significant margin (i.e., R2 of 0.9169 for E2E BlockageNet in comparison to 0.6949 for conventional
pipeline). The improved performance of end-to-end models may be attributed to their
capability for self-optimising the internal components of network. Positive R2 scores
for all cases indicated the presence of correlation between visual features and hydraulic
blockage, suggesting that visual blockage and hydraulic blockage can be interrelated. Performance of the regression models is expected to be degraded significantly for the cases
where images contain backgrounds with similar visual appearance to the debris material
blocking the culvert. With the availability of hydraulic and visual data from real-world
events, extension of the proposed approach for real-world application is a potential future
direction for presented research.

Part IV
Investigation of Visual Blockage
This part of the thesis investigates the visual blockage at culverts using various computer vision classification, detection, and segmentation techniques.
First, the potential of existing CNN image classification models is explored in
automating the visual blockage classification of culverts. Second, a detectionclassification pipeline is reported to overcome the background clutter problem identified in the first experiment for real-world deployment using edge
computers. Role of synthetic data on the performance of culvert opening
detection is also studied. Finally, a segmentation-classification pipeline is
presented to estimate the percentage of visual blockage at circular culverts
with the aim of prioritising the maintenance of culverts.
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This chapter explores a new dimension to investigate the visual blockage by proposing the use of intelligent video analytics (IVA) algorithms for extracting blockage-related
information. Presented research aims to automate the process of manual visual blockage classification of culverts from a maintenance perspective by remotely applying deep
learning models. The potential of using existing CNN algorithms (i.e., DarkNet53,
DenseNet121, InceptionResNetV2, InceptionV3, MobileNet, ResNet50, VGG16, EfficientNetB3, NASNet) is investigated over a dataset from three different sources (i.e.,
ICOB, VHD, SIC) to predict the blockage in a given image. Models were evaluated based
on their performance on the test dataset (i.e., accuracy, loss, precision, recall, F1 score,
Jaccard Index, region of convergence (ROC) curve), floating point operations per second
(FLOPs) and response times to process a single test instance. Furthermore, the performance of deep learning models was benchmarked against conventional machine learning
algorithms (i.e., SVM, RF, XGBoost). In addition, the idea of classifying deep visual
features extracted by CNN models (i.e., ResNet50, MobileNet) using conventional machine learning approaches was also implemented in this chapter. A framework for partial
automation of the visual blockage classification process was proposed, given that none
a Contents

of this chapter have been published in the following journal:
Umair Iqbal, Johan Barthelemy, Pascal Perez and Wanqing Li. “Automating Visual Blockage Classification
of Culverts with Deep Learning”. in Applied Sciences, 2021.
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of the existing models was able to achieve high enough accuracy to completely automate
the manual process. In addition, a detection-classification pipeline with higher blockage classification accuracy has been proposed as a potential future direction for practical
implementation.

7.1

Introduction

Culvert blockage management is categorised under the broader “The SMART Stormwater
Management” project [203] which aims to make use of data analytic and IoT for efficient
stormwater management. Detection of blockage (i.e., StopBlock) to avoid flash floods
is one of the critical components of this project. From a management and maintenance
perspective, making use of multi-dimensional information (i.e., visual blockage status,
type of debris material, percentage of blocked openings) extracted using computer vision
algorithms may prove helpful in making timely decisions as suggested in literature [122,
191]. As of now, to assess the visual blockage at culverts, manual visual inspections by
flood management teams are performed to decide if a culvert needs maintenance towards
avoiding the overtopping of flow and flash flooding. However, this process is inefficient
in terms of required human resources and unsafe during peak flood events. This paper
attempts to address the problem from a different perspective and proposes the use of
visual information extracted using automated analysis in better management of blockage
at cross drainage hydraulic structures and automating the process of manual culvert visual
blockage status classification.
This chapter investigated the potential of CNN algorithms towards classifying culvert
images as “clear” or “blocked” as an automated solution for visual blockage inspections
of culverts. Existing CNN models (i.e., DarkNet53 [206], DenseNet121 [207], InceptionResNetV2 [208], InceptionV3 [209], MobileNet [210], ResNet50 [211], VGG16 [212],
EfficientNetB3 [213], NASNet [214]) pre-trained over ImageNet and conventional machine learning approaches (i.e., SVM, RF, XGBoost) were implemented for the culvert
blockage classification task using data from three different sources (i.e., ICOB, VHD,
SIC) and performance was compared based on the standard evaluation measures. As a
summary, the followings are the main contributions of this research:
1. Developed a culvert blockage visual dataset using multiple sources, including real
culvert images from WCC records, simulated lab-scale hydraulic experiments and
computer-generated synthetic images.
2. Explored the potential of existing deep learning CNN and conventional machine
learning models for classifying blocked culvert images as a potential solution towards automating the manual visual classification process of culverts for making
blockage maintenance-related decisions.
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3. Highlighted the challenges of culvert blockage visual dataset and inferred important
insights to help improving the classification performance in future.
4. Proposed a partial automation framework based on the class prediction probability is introduced using a single deep learning model to assist the visual inspection
process.

Data Pre-Processing
5
(Data Augmentation)

Data Collection

Development of CNN Models

+

+

+

+
1
features

Clear Instances
Input

Clear Instances

Blocked Instances

Evaluation of Trained Models

Training of CNN Models

Blocked Instances

Figure 7.1: Block diagram representation of the proposed research approach for culvert
visual blockage classification.

7.2

Research Approach

A five-stage research approach (shown in Figure 7.1) was adopted to develop the culvert
visual blockage classification. At first stage, data was collected and labelled to prepare it
for binary classification process. The dataset used in this research consisted of images of
culverts (i.e., blocked, clear) from three different sources (i.e., ICOB, VHD, SIC). Overall, the dataset consisted of 3848 images. Details about each subset of the dataset are
presented in Chapter 5. At second stage, data was pre-processed to improve the performance of models by using multiple data augmentation approaches including samplewise
standard deviation normalization, horizontal flip, vertical flip, rotation, width shift and
height shift. At third stage, nine CNN models were selected for comparative analysis to
investigate their performance of culvert visual blockage classification. For the presented
investigation, one model from each common and state of the art category of deep learning
models was selected to demonstrate the diversity of applied approaches. Theoretical details about each of the implemented model are presented in Appendix A. At fourth stage,
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selected models were trained using the prepared pre-processed dataset. Pre-trained CNN
models with ImageNet weights were used for this investigation and implemented using
Keras with Tensorflow at the backend. Images of dimension 224 ⇥ 224 ⇥ 3 were used as
input to model except for NASNet where 331 ⇥ 331 ⇥ 3 and InceptionResNetV2 where
229 ⇥ 229 ⇥ 3 was used. At fifth stage, trained models were evaluated for unseen test
data using multiple standard evaluation measures. Based on the evaluation measures, best
models were suggested for the visual blockage classification.

7.3

Experimental Settings and Evaluation Measures

Experiments were planned to investigate the performance of existing CNN models for binary classification of culvert images as blocked or clear. All the models were tuned with a
dropout of 0.2, rectified linear unit (ReLU) activation and batch normalization. stochastic
gradient descent (SGD) optimiser with a constant learning rate of 0.01 and categorical
entropy loss was used. Each model was trained for 30 epochs. For this investigation, the
test dataset consisted of selected real images from ICOB (i.e., 91 from blocked, 98 from
clear). The rest of the dataset was divided using conventional train:val split with an 80:20
ratio. In addition to the conventional train:val:test dataset split, the 5-Fold cross-validation
approach has also been implemented and compared towards providing better insight into
the performance of deep learning models. The idea of classifying deep visual features
extracted from CNN models using conventional machine learning approaches was also
implemented. The simulations were performed using NVIDIA GeForce RTX 2060 GPU
with 6GB memory and 14 Gbps memory speed. Models were trained at full precision
using Floating Point (FP-32) optimization.
The performance of the models was measured in terms of their test accuracy, test loss,
precision score, recall score, F1 score, Jaccard Index, ROC curves, and processing times.
Each of the evaluation metrics is defined briefly as follows.
• Loss: Loss is the simplest of the measure to evaluate model training and testing
performance. It is the measure of how much instances are classified incorrectly
and is the ratio of number of incorrect predictions over total predictions. Minimum
value of loss indicated better performance.
• Accuracy: In contrast to loss, accuracy is the measure that how much percentage of
data instances are classified correctly. It is the ratio of number of correct predictions
over total predictions. High value of accuracy represents better performance.
• Precision Score: Precision measures the ability of a model to not to classify a
negative instance as positive. It answers the question that from all the positive
predicted instances by model, how many were actually positive. Equation below
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presents the expression for the precision score.
Precision Score =

True Positive (TP)
True Positive (TP) + False Positive (FP)

• Recall Score: Recall answers the question that from all the positive instances, how
many were correctly classified by the model. Expression for recall score is given as
follows.
Recall Score =

True Positive (TP)
True Positive (TP) + False Negative (FN)

• F1 Score: F1 score is the single measure which combines both precision and recall
by harmonic mean and range between 0 and 1. Higher F1 score indicates the better
performance of model. Expression for F1 score is given as follows.
F1 Score = 2 ⇥

Precision ⇥ Recall
Precision + Recall

• Jaccard Index: In context of classification, Jaccard similarity index score measures the similarity between predicted labels and actual labels. Mathematically, let
ŷ denotes the predicted label and y denotes the actual label, then J index can be
expressed as follows. Higher J index indicates better performance of model.
Jaccard Index =

|ŷ \ y|
|ŷ \ y|
=
|ŷ [ y| |ŷ| + |y| |ŷ \ y|

In addition, confusion matrices were plotted to assess the Type I and Type II errors.
Type I (false positive (FP)) and Type II (false negative (FN)) errors [215] are commonly
used terms in machine learning and the main goal of the model is to minimise one of
these two errors, depending on the context that which error is more critical in the given
task. By definition, a Type I error is concluding the existence of a relationship while in
fact it does not exist (e.g., classifying an image as “blocked” while there is no blockage).
Similarly, a Type II error is the rejection of the existence of relationship while in fact
it exists (e.g., classifying an image as “clear” while there is a blockage). For the given
culvert blockage context, Type II error is more critical to be minimised in comparison to
Type I error because having notified as blocked while there is no blockage is tolerable
in comparison to having notified as clear while there is a blockage. Type II error will
result in damages because it may be very late for the response team to clear the blockage before the diversion of flow. Finally, the performance of implemented deep learning
models was benchmarked against the conventional machine learning models (i.e., SVM,
RF, XGBoost) to demonstrate the effectiveness of CNN’s for images (i.e., matrix) type
dataset.
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Results and Discussions

Implemented CNN models were evaluated as per defined measures in Section 7.3 and results were compared. Figure 7.2 shows the training performance of implemented models
in terms of training loss for conventional dataset split and the training times. From the
figure, it can be observed that other than the DarkNet53 and VGG16, all models training
behaviour was similar with loss following the negative exponential curve and converging
to a minimum value. However, unusual training behaviour was observed for DarkNet53
and VGG16 where models failed to learn the training examples and loss did not decrease
significantly over the training epochs. In terms of training times, as expected NASNet
was the slowest to train (i.e., 414s per epoch) while MobileNet was the fastest to train
(i.e., 22s per epoch) based on their respective complexity.
Table 7.1 presents the empirical results of all implemented models using conventional
dataset split and 5-Fold cross-validation when evaluated for test dataset in terms of accuracy, loss, precision, recall, F1 score and Jaccard Index. Furthermore, the table benchmarks the results of deep learning models against conventional machine learning algorithms. From the results, NASNet was reported as the best among all others with an F1
score of 0.84 and 0.85 for conventional and 5-Fold, respectively. MobileNet was reported
as the second-best for conventional dataset split with an F1 score of 0.81, while InceptionV3 was reported second best for 5-Fold with an F1 score of 0.80. DarkNet and VGG
performed worst with the F1 scores of 0.61 and 0.48 for 5-Fold cross-validation. When
benchmarked against the conventional machine learning algorithms, it can be clearly observed that deep learning models performed significantly better. However, for the case
where the idea of classifying deep visual features using conventional machine learning
models, comparable performance to standard CNN models was achieved. 5-Fold accuracy of 77% was achieved as best for the case where MobileNet extracted visual features
were classified using an SVM conventional machine learning classifier.
Performance of deep learning models was also assessed using ROC curves as given in
Figure 7.3. ROC plot confirmed that NASNet outperformed other models with an area
under the curve (auc) of 0.92. Figure 7.4 and Figure 7.5 show the confusion matrices
for both conventional and 5-Fold cross-validation experiments, respectively to observe
the Type I and Type II errors. For the conventional case presented in Figure 7.4, it can be
observed that NASNet performed best in terms of the lowest Type II error of the only 10%,
however, Type I error was reported 21%. On the other hand, MobileNet was reported
with balanced Type I and Type II errors (19% and 18%). A similar trend was observed
for the 5-Fold cross-validation experiment where NASNet was reported with the lowest
Type II error (i.e., 12%) and EfficientNetB3 was reported balanced Type I and Type II
errors (19% and 22%). Overall, comparatively similar performance was reported for both
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conventional and 5-Fold experiments except for the case of VGG where 5-Fold crossvalidation performance was degraded significantly (see Figure 7.10(a)).

(a) Training Loss

(b) Training Time per Epoch

Figure 7.2: Training performance of implemented CNN models for culvert visual blockage classification.

Test Accuracy

Test Loss/Log Loss

Conventional 5-Fold Conventional

Precision Score

5-Fold Conventional

5-Fold

Recall Score

F1 Score

Jaccard Index

FLOPs

Conventional

5-Fold

Conventional

5-Fold

Conventional

5-Fold

0.62
0.77
0.80
0.76
0.81
0.78
0.70
0.78
0.84

0.61
0.79
0.78
0.80
0.79
0.76
0.58
0.79
0.85

0.61
0.77
0.80
0.76
0.81
0.78
0.70
0.78
0.84

0.61
0.79
0.77
0.80
0.78
0.79
0.48
0.79
0.85

0.44
0.62
0.66
0.62
0.69
0.64
0.55
0.64
0.73

0.46
0.66
0.64
0.66
0.65
0.65
0.41
0.66
0.73

14.2 G
5.7 G
13.3 G
5.69 G
1.15 G
7.75 G
30.7 G
1.97 G
47.8 G

0.63
0.57
0.57

0.46
0.40
0.40

0.63
0.56
0.57

0.38
0.31
0.34

0.47
0.40
0.41

NA
NA
NA

0.74
0.73
0.72
0.77
0.75
0.66

0.69
0.61
0.65
0.74
0.62
0.56

0.58
0.58
0.56
0.63
0.61
0.49

NA
NA
NA
NA
NA
NA

Deep Learning Models
DarkNet53
DenseNet121
InceptionResNetV2
InceptionV3
MobileNet
ResNet50
VGG16
EfficientNetB3
NASNet

0.61
0.77
0.79
0.76
0.81
0.78
0.71
0.78
0.84

0.63
0.79
0.77
0.80
0.78
0.79
0.57
0.79
0.85

1.20
0.47
0.58
0.74
0.51
0.70
0.58
0.46
0.58

1.21
0.57
0.65
0.64
0.59
0.62
0.79
0.57
0.55

0.63
0.77
0.79
0.76
0.81
0.78
0.72
0.78
0.85

0.65
0.80
0.78
0.80
0.79
0.76
0.43
0.80
0.85

Conventional Machine Learning Algorithms
SVM
RF
XGBoost

0.55
0.47
0.50

ResNet50 Features + SVM
ResNet50 Features + RF
ResNet50 Features + XGBoost
MobileNet Feature + SVM
MobileNet Feature + RF
MobileNet Feature + XGBoost

0.82
0.76
0.78
0.84
0.76
0.72

0.63
0.57
0.58

15.53
18.27
17.18

12.61
14.80
14.62

0.70
0.47
0.58

0.64
0.57
0.58

0.57
0.48
0.52

Deep CNN Visual Features Classification using Conventional Machine Learning Approaches
0.74
0.73
0.72
0.77
0.75
0.66

6.31
8.24
7.36
5.25
8.06
9.64

9.11
9.29
9.64
7.88
8.41
11.74

0.82
0.78
0.79
0.85
0.77
0.73

0.74
0.73
0.72
0.77
0.78
0.66

0.82
0.76
0.79
0.85
0.77
0.72

0.74
0.73
0.72
0.77
0.76
0.66

0.82
0.76
0.79
0.85
0.77
0.72
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Table 7.1: Performance of implemented AI models for visual blockage classification.
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Figure 7.3: ROC curves for implemented deep learning models for visual blockage
classification.

(a) DarkNet53

(b) DenseNet121

(c) InceptionResNetV2

(d) InceptionV3

(e) MobileNet

(f) ResNet50

(g) VGG16

(h) EfficientNetB3

(i) NASNet

Figure 7.4: Confusion matrices of implemented CNN models for visual blockage classification (conventional train:val:test split).
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(a) DarkNet53

(b) DenseNet121

(d) InceptionV3

(e) MobileNet

(f) ResNet50

(g) VGG16

(h) EfficientNetB3

(i) NASNet

120

(c) InceptionResNetV2

Figure 7.5: Confusion matrices of implemented CNN models for visual blockage classification (5-Fold cross validation).

From the FP instances in Figure 7.6, it was observed that for the cases where there
are more than two openings and only one opening was blocked, the algorithm classified
it as clear. This insight led to a suggestion in the change of labelling criteria. A better
approach could be to label the image as blocked if half or more than half of the openings
are blocked; otherwise, label it as clear. Furthermore, if there is no debris material present
in the image and occlusion is due to some foreground object not similar to debris in visual
appearance, the image should be labelled as clear. From the FN instances in Figure 7.6, it
was observed that for the cases where the image contained contents with a visual appearance similar to blockage material, the image was classified as blocked. This indicated the
existence of background clutter/noise problems for this investigation. Background clutter
hypothesis was also verified by the intermediate CNN layers activation and heatmaps as
given in Figure 7.7 and Figure 7.8, respectively. From the layers intermediate activation,
it can be observed that at the initial layer, the model retained almost all the visual information as in the input image. However, as the layers go deeper, the model tends to encode
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higher-level features such as borders, lines and edges. Going further deeper results in
activation which are not visually interpretable and possess more information related to
the class of the input image. Heatmaps for selected FN cases presented in Figure 7.8
confirmed the hypothesis of background clutter. It can be observed that in most cases, the
focus was more on the background contents rather than the culvert opening. Interestingly,
in the case of the box culvert, the reflection of light through the culvert was considered by
the model as the background which resulted in false classification.
1

Figure 7.6: Selected false positive (first row) and false negative (second row) instances
for visual blockage classification models.
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Figure 7.7: Selected intermediate ResNet50 CNN layer activation for visual blockage
classification.
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cov4_
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cov3_
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cov2_
block3_1_relu

conv1_relu

Filter 1

Figure 7.8: Selected ResNet50 CNN layers heatmaps for visual blockage classification.

Given that, existing CNN models, conventional machine learning approaches, and classification of deep CNN visual features using conventional machine learning approaches
did not achieve high enough accuracy (i.e., maximum 5-Fold accuracy of 85% achieved
for NASNet model) that they can be deployed to replace the manual visual inspection
of culverts. However, they can potentially be used to partially automate the process of
manual visual inspection of culverts. Along with the predicted blockage class of a given
culvert (i.e., blocked, clear), the value of class prediction probability can help in estimating the model confidence of the prediction. Partial automation can be achieved by setting
a threshold on prediction probability (i.e., 80%) to filter only those images for manual
inspection for which prediction probability is less than a set threshold. Figure 7.9 shows
the conceptual block diagram of the proposed framework for partial automation of the
culvert visual blockage inspection process.
Implemented CNN models were also compared for their processing times to investigate
the relative response times. The purpose of these analyses was to investigate the hardware implementability of proposed models for real-world applications. Model inference
time and image processing time were calculated as two measures to compare the models.
Three different size images were used; image 1 of 2048 ⇥ 1536, image 2 of 3264 ⇥ 2448
and image 3 of 4032 ⇥ 3024. From Table 7.2 and Figure 7.10, it can be observed that
MobileNet and DarkNet53 were fastest among others while the NASNet model was the
slowest. In terms of accuracy, NASNet was the most accurate, however, MobileNet also

CHAPTER 7. VISUAL BLOCKAGE CLASSIFICATION OF CULVERTS

123

exhibited comparatively good accuracy (i.e., 78% in comparison to 85% for NASNet) and
was recommended as a suitable choice to implement for on-board processing. Figure 7.10
shows the graphical comparison of implemented models in terms of test accuracy and processing times. It is important to mention that reported processing times are for relative
comparison between models and not the actual measure of cutting edge hardware performance. However, given the availability of efficient computing hardware such NVIDIA
Jetson TX2 [216] and NVIDIA Jetson Nano [217], it is highly probable to implement any
of the implemented models for real-world applications (e.g., pedestrian detection [190],
wildlife tracking [199]).
Blockage Status: Clear
Classification Probability: 86%

Deep Learning Blockage
Classification Model
(e.g., ResNet50)

Flag the image for
manual inspection by
expert

If classification probability <80%

Figure 7.9: Conceptual block diagram of framework for partial automation of visual
blockage classification.

Table 7.2: CNN model processing times for visual blockage classification.

Model Processing Time (sec)
DarkNet53
DenseNet121
InceptionResNetV2
InceptionV3
MobileNet
ResNet152
ResNet50
VGG16
EfficientNetB3
NASNet

0.05
0.09
0.14
0.09
0.06
0.13
0.08
0.08
0.09
0.15

Total Execution Time (sec)
Image 1 Image 2 Image 3
0.12
0.17
0.21
0.17
0.13
0.20
0.15
0.15
0.16
0.22

0.2
0.24
0.29
0.24
0.21
0.28
0.23
0.23
0.24
0.30

0.35
0.39
0.44
0.39
0.36
0.43
0.38
0.38
0.39
0.45
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(a) Test Accuracy

(b) Model Processing Time

Figure 7.10: Graphical comparison of implemented CNN models’ test performance for
visual blockage classification.
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Summary

The idea of using visual analytic for the culvert blockage analysis has been successfully
demonstrated by implementing existing CNN models for culvert blockage classification.
Dataset from three different sources (i.e., ICOB, VHD, SIC) has been developed with a
diversity of clear and blocked culvert instances for training the CNN models. From the
analysis, it has been observed that the NASNet model performed best among all in terms
of classification performance, however, it was the slowest in relative comparison of processing times. Based on the classification performance and processing times, MobileNet
was recommended model to be deployed for real-world applications. Deep learning models were benchmarked against conventional machine learning algorithms and reported significantly improved performance. From the FP and FN instances, background noise and
oversimplified labelling criteria were found potential factors for degraded performance.
A partial automation framework based on the model class prediction probability was introduced to facilitate the manual visual inspections of culverts. A detection-classification
pipeline expected with higher blockage classification accuracy is a potential solution for
real-world implementation. A visual attention-based approach and problem-specific CNN
design are potential future directions of this research. Furthermore, study the impact of
high-resolution images on the accuracy and developing a hybrid model taking into account
information from multiple sensors are the potential concepts that can be investigated in
future.
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In light of the reported insights from the presented experiments in Chapter 7, a
detection-classification pipeline is developed to address the background clutter issue. The
idea is to detect the culvert openings from the image using the object detection model
(i.e., Faster R-CNN [218]) at the first stage and classify the detected culvert openings as
“blocked” , “clear” or “partially blocked” using a deep learning classification model (i.e.,
ResNet50, MobileNet, DenseNet121, InceptionV3). The performance of multiple CNN
models suitable for mobile application (i.e., less number of FLOPS, see Table 7.1) has
been compared to select the best. Furthermore, this chapter also investigates the role of
SIC synthetic dataset on the performance of a culvert opening detector.

8.1

Detection-Classification Pipeline

The proposed detection-classification pipeline consists of three stages: (a) culvert opening
detection; (b) culvert opening extraction and pre-processing; and (c) blockage classification. The pipeline takes an image of the culvert as input, detects the openings of the
culvert, extracts the openings only and pre-processes, and finally classifies the openings
126
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into one of the three blockage classes: “blocked”, “clear” or “partially blocked”. The
conceptual block diagram of the detection-classification pipeline is shown in Figure 8.1.
Input Image

Faster R-CNN
Opening Detector

Clear

ResNet50
Classifier
Clear

Figure 8.1: Conceptual block diagram of detection-classification pipeline for visual
blockage classification.

• Culvert Opening Detection: Culvert openings are detected using Faster R-CNN
deep learning object detector model.
• Culvert Opening Extraction: Detected openings from first stage are extracted to
bounding box and saved as an image to process through the classification stage.
• Blockage Classification: At final stage, a CNN model (i.e., ResNet50, MobileNet,
DenseNet121, InceptionV3) is used to classify the extracted culvert openings as
one of the blockage classes.

8.1.1

Experimental Settings and Evaluation Measures

This section provides information about the experimental protocols used in training the
Faster R-CNN object detector and CNN classifier stages of the proposed pipeline.
For the culvert opening detection stage, Faster R-CNN with ResNet50 as backbone was
used. Images were resized to (600 ⇥ 1024) as input to model and were fed as 1 image per
batch (i.e., batch size = 1). Model was trained for 50 epochs with a constant learning rate.
Initial learning rate was set to 0.0003, which was reduced to 0.00003 and 0.000003 at
60% and 80% epochs, respectively. Only the ICOB culvert opening detection dataset was
used to train the object detector.Results were reported in terms of mean average precision
(mAP) scores of the models for the evaluation dataset. Both mAP@50 and mAP@75
were reported to get better insight into performance of models. For the blockage classification stage, CNN models (i.e., ResNet50, MobileNet, DenseNet121, InceptionV3) were
transfer learned to culvert opening classifier dataset (ICOB, VHD, SIC). Dataset was split
with 70:15:15 ratio for train, validate and test purposes. Training was performed using
0.001 learning rate and SGD optimiser. Model was trained using batch size of 16 for total
of 30 epochs. Classification stage performance was assessed using the standard measures
defined in section 7.3.
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Results and Discussions

Faster R-CNN culvert opening detection model performance was assessed using training
loss curves and COCO evaluation matrix. Training loss and validation loss curves for
the trained detector are shown in Figure 8.2. Training loss curve followed negative exponential (i.e., loss decreased gradually with increase in number of training iterations) and
converged to a minimum value. After 15000 iterations there was barely any change in
training loss, which indicated convergence to a minimum value. Validation loss initially
followed the training loss but quickly converged to a minimum value. The results of a
trained culvert opening detector for a challenging unseen evaluation dataset are presented
in Table 8.1. From the results, it can be observed that mAP@50 of 78.2 while mAP@75
of 49.1 was achieved.

Figure 8.2: Training loss curves of Faster R-CNN culvert opening detection module.
Table 8.1: Summary of test performance for Faster R-CNN culvert opening detection
module on a challenging evaluation dataset.
mAP@50-95
Bounding Box

45.6

mAP@50 mAP@75
78.2

49.1

mAPsmall

mAPmedium

mAPlarge

5.4

39.4

46.3

CNN blockage classification models’ performance was evaluated using training curves,
test performance on unseen data and confusion matrix. Training accuracy, training loss,
validation accuracy and validation loss curves for the trained CNN models are shown in
Figure 8.3 and Figure 8.4. In general, training accuracy and training loss followed the
positive and negative exponential curves, respectively, which are indications of a normal
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training process. Furthermore, validation loss tried to follow the training loss with fluctuations and settling in the end. A summary of test performance of the CNN models for
unseen data is presented in Table 8.2.

(a) ResNet50

(b) MobileNet

(c) DenseNet121

(d) InceptionV3

Figure 8.3: Training accuracy performance curves of CNN classification stage for culvert visual blockage classification from extracted culvert openings.

From the results, the MobileNet model emerged as the top performer and was able to
achieve 96% accuracy and an F1 score of 96. Overall, the performance of all the CNN
models was comparable with MobileNet on the slightly better end. The confusion matrices presenting the performance of CNN classification models for individual classes is
shown in Figure 8.5. For the best performing MobileNet model, the highest percentage
of misclassification (i.e., 8%) was observed between blocked and partially blocked cases,
which was expected as there is a fragile margin between these two classes. There was,
however, an evident differentiation between clear and blocked classes (i.e., 0% misclassification), which is an indication of excellent performance.
Comparatively, the type II error (i.e., classification of blocked culvert opening as the
clear) was observed 0% for all the cases except for the InceptionV3 model, where it was
observed as 8%. On the other hand, the type I error (i.e., classification of the clear culvert
as partially blocked or blocked) was observed minimum for the MobileNet where only 2%
of clear instances were misclassified as partially blocked. Although for the InceptionV3,
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the overall performance was reported as 95%, however, the high type II error suggested
its degraded performance in comparison to the other three models.

(a) ResNet50

(b) MobileNet

(c) DenseNet121

(d) InceptionV3

Figure 8.4: Training loss performance curves of CNN classification stage for culvert
visual blockage classification from extracted culvert openings.

Table 8.2: Test performance for CNN classification stage for visual blockage classification from extracted culvert openings.

ResNet50
MobileNet
DenseNet121
InceptionV3

Test Accuracy

Test Loss

Precision

0.9471
0.9647
0.9471
0.9507

0.1723
0.1324
0.1862
0.1609

0.95
0.97
0.95
0.95

Recall F1 Score
0.95
0.96
0.95
0.95

0.95
0.96
0.95
0.95
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(a) ResNet50

(b) MobileNet

(c) DenseNet121

(d) InceptionV3
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Figure 8.5: Confusion matrix for CNN classification stage for culvert visual blockage
classification from extracted culvert openings.

8.2

Role of Synthetic Data in Culvert Opening Detection

In extracting blockage-relation information from culvert images, deep learning-based object classification [211, 213], detection [218–220] and segmentation [221] algorithms are
likely to be used, based on their performance for real-world problems. Detection of culvert openings, culvert region and debris material within an image can lead to useful information for flood management professionals for assessing visual blockage at culvert.
However, the performance of deep learning-based algorithms is highly dependent on the
size of the training datasets [222, 223]. Culvert visual blockage assessment is a unique
problem and does not have a large enough visual dataset available to efficiently train deep
learning models.
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Developing new datasets for custom tasks has proven to be a time-consuming and expensive task, since it involves collection of new data instances, annotating and verification
[222–225]. Domain adaptation [226–228] and few shot learning [229–231] are reported
approaches to overcome data unavailability. The results from both approaches are encouraging and are active areas of research, however, these can not replace availability
of comprehensive annotated datasets for training. Given the technical advancements in
gaming engine physics and photo-realism, generation of simulated/synthetic dataset is in
scope that can imitate the real dataset. From the literature, it has been observed that researchers tend to use the approach of either augmenting original images with synthetic
objects of interest [222] or use games (e.g., Grand Theft Auto (GTA)) [232–234] to collect synthetic images of interest. However, both of these approaches result in a limited
number of samples with a lack of diversity. Furthermore, the datasets need partial manual
labelling for both bounding box and segmentation annotations. Literature also reports that
diversity of a dataset is most important in comparison to quantity and photo-realism.
In an effort to generate a comprehensive automatically annotated dataset for culvert
visual blockage assessment, a 3D application has been developed at Digital Living Lab,
SMART Infrastructure Facility, University of Wollongong, Australia. Research in this
chapter aims to study the impact of synthetic data generated (i.e., SIC) on performance of
a culvert opening detector when used in combination with small real dataset (i.e., ICOB).
To study the impact of synthetic data on the performance of a culvert opening detector
towards assessing the visual blockage, two datasets (i.e., ICOB, SIC) were used.

8.2.1

Experimental Settings and Evaluation Measures

Experiments were designed to assess the performance of a culvert opening detector for
visual blockage assessment using real (i.e., ICOB) and synthetic (i.e., SIC) dataset combinations. In addition to protocols defined in section 8.1.1, both ICOB and SIC were
randomly split into 80:20 for training and validation purposes. The performance of the
detection model was assessed based on the mAP@50 and mAP@75 scores.
There were two categories for the performed datasets: reduction of dataset size; and
combination of synthetic dataset. Details about both experimental protocols are as follows:
• Dataset Reduction: In this category, experiments were designed with the aim to
study the impact on performance with reduction in the dataset size. Dataset was
reduced to 50% and 25% for this investigation. Furthermore, impact of data reduction was compared with the case if model was trained over SIC and fine-tuned over
ICOB to see if incorporation of SIC improved performance.
• Dataset Combinations: In this category, experiments were designed to study the
impact of incorporating the SIC into ICOB on culvert opening detection perfor-
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mance. Under this experiment, two cases were studied: (a) both ICOB and SIC
were randomly mixed and the model was trained, (b) SIC was used to train the
model and ICOB was used to fine-tune the mode. the aim of this experiment was to
compare the effect of random mix and scheduled transfer learning approaches.

8.2.2

Results and Discussions

This section presents the results of experiments performed to study the role of synthetic
data. Results for both experimental categories are presented as follows.
8.2.2.1

Dataset Size Reduction

A summary of the quantitative results for the dataset size reduction case is presented in
Table 8.3. From the results, it can be observed that for the first case, when only ICOB
dataset was used, reducing the dataset size to 50% and 25% degraded the mAP@50 performance by 4.47% and 17.13%, respectively. Similarly, mAP@75 performance was degraded by 13.64% and 38.28% for 50% and 25% dataset reduction, respectively. For the
case when model was trained using SIC and fine-tuned using ICOB, reducing the ICOB
size to 50% and 25% resulted in 4.16% improvement and 2.04% degradation, respectively
in mAP@50. For mAP@75 performance was degraded by 2.44% and 25.86%, respectively, for 50% and 25% dataset size reduction. Use of SIC proved helpful in enhancing
performance and significantly improving degradation rate when the dataset size was reduced to 25%. The trend of mAP@50 performance degradation with dataset size reduction is shown in Figure 8.6. From the graph, it is clearly evident that reducing dataset size
to 25% resulted in more-significant degradation in comparison to reducing dataset size to
50%. Furthermore, incorporation of SIC clearly improved overall performance and also
improved degradation rate.
Table 8.3: Summary of dataset size reduction results – synthetic data investigation.

ICOB (100%)
ICOB (50%)
ICOB (25%)
Trained on SIC + Fine-Tuned on ICOB (100%)
Trained on SIC + Fine-Tuned on ICOB (50%)
Trained on SIC + Fine-Tuned on ICOB (25%)

mAP@50

mAP@75

0.782
0.747
0.648
0.828
0.816
0.766

0.491
0.424
0.303
0.508
0.479
0.364
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ICOB
Trained on SIC + Fine-Tuned on ICOB

0.85

mAP@0.50

0.8

0.75

0.7

0.65

0.6

25%

50%

100%

Percentage of Dataset

Figure 8.6: Performance degradation trend with reduction in data size – synthetic data
investigation.

8.2.2.2

Dataset Combinations

A summary of results for different dataset combinations of ICOB and SIC for culvert
opening detection performance is presented in Table 8.4. For individual training, it can
be observed that a model trained using SIC dataset achieved poor results and failed to
generalise for real evaluation dataset. This may be attributed to a lack of diversity, colour
adaptation and photo-realism in SIC. This particular result instance suggests the need to
revisit SIC data generation and improve in terms of diversity and photo-realism.
For mixed training, it was expected that the model would learn the general trends from
SIC and use ICOB to adapt the domain, however, there is no particular schedule by which
a model learns in the case of mixed training. Despite that, it was interesting to observe
that mixing SIC with ICOB did not degrade the performance and contradicted the results
of [223] and [225], where synthetic data mixing degraded performance.
Table 8.4: Summary of dataset combinations results – synthetic data investigation.

ICOB
SIC
SIC + ICOB (Mixed)
Trained on SIC + Fine-Tuned on ICOB

mAP@50

mAP@75

0.782
0.147
0.808
0.828

0.491
0.002
0.471
0.508

A more structured approach was also tested where the model was first trained using
SIC and was fine-tuned using ICOB. This approach resulted in slightly better results, indicating that the model was able to extend learning using knowledge transferred from SIC
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dataset. Furthermore, from a real-world deployment perspective, a structured learning approach will save resources for cases where only real data is updated, since fine-tuning on a
small dataset trained using a comprehensive dataset is very fast, relatively, in comparison
to mixed training.

8.3

Summary

A detection-classification pipeline has been successfully developed to efficiently classify culverts into one of three blockage classes (i.e., clear, blocked, partially blocked).
Faster R-CNN and ResNet50 deep learning models were used to, respectively, detect culvert openings and classify them. From the results, the Faster R-CNN model was able to
achieve mAP@50 of 78.2, while MobileNet was able to achieve improved 96% classification accuracy. In addition, the role of SIC on performance of culvert opening detection
for visual blockage assessment has been successfully investigated. Experiments were
performed using ICOB and SIC datasets in two categories (i.e., dataset size reduction,
dataset combinations). From the results, incorporation of SIC dataset significantly improved degradation performance for the case when ICOB dataset size was reduced. For
the case when SIC was used to train the model and ICOB was used to fine-tune, a slightly
better performance was observed. This suggests that structured training is the preferred
approach to achieve improved results and save training resources. Degraded performance
for SIC only case was reported indicating the failure of a synthetic dataset to efficiently
generalise on a real dataset. This leads to potential future work toward improving SIC
data generation in terms of diversity and photo-realism for improved performance.
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From a flood management perspective, extraction of blockage information (i.e., blockage status, percentage blockage) using IVA algorithms can prove helpful in making timely
maintenance-related decisions toward avoiding floods. Knowing the percentage visual
blockage at culverts can help maintenance teams to efficiently use limited resources
by prioritising highly blocked culvert sites. This chapter proposes an automated deep
learning pipeline for estimating the percentage visual blockage at circular culverts by
making use of IVA algorithms (i.e., Mask R-CNN, ResNet50, NASNet, MobileNet). A
segmentation-classification approach has been implemented where visible culvert openings were segmented using Mask R-CNN and classified into one of the four percentage visual blockage classes using CNN classification models. The aim of using the
segmentation-classification pipeline instead of the built-in classification offered by Mask
R-CNN was to investigate the behaviour of various CNN models in classifying the culvert visible opening masks. Furthermore, the idea of classifying the binary masks rather
a Contents

of this chapter are under consideration in the following journal:
Umair Iqbal, Johan Barthelemy and Pascal Perez. “An Automated Deep Learning Pipeline for Estimation
of Percentage Visual Blockage at Circular Culverts”. Submitted to Water International.
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than segmented image portions was used to simplify the classification towards achieving
higher accuracy. In this context, three different CNN models (i.e., ResNet50, NASNet,
MobileNet) were trained and compared to select the best model for percentage visual
blockage classification. ICOB and VHD datasets were used to train the Mask R-CNN
segmentation and CNN classification models. Performance of the segmentation stage
was assessed based on mAP@50 and mAP@75 for segmentation and bbox predictions,
respectively. The performance of the classification stage was assessed based on accuracy,
loss, precision, recall, F1 score, J-Index and confusion matrix. The proposed deep learning pipeline was successfully able to estimate the percentage visual blockage at circular
culverts with admissible accuracy.

9.1

Introduction

During flooding events, manual visual inspections are performed by flood management
teams to assess the visual blockage state of culverts and to make maintenance-related
decisions. However, due to limited manpower and unsafe environments during flooding,
manual visual inspection of culverts is not an efficient approach. A potential solution
to the problem is to continuously monitor the culvert using a camera-based setup and
assess the visual blockage status using IVA algorithms, as proposed by Barthelemy et al.
[203]. Visual remote monitoring of culverts and on-demand images of culvert will help
flood management officials remotely assess visual blockage at culverts, while avoiding
on-site visits. This approach will enable safe remote visual inspections and will result
in saving time and resources. Given technological advancements in computer vision and
image analysis, a step further in the process is to automate the process of how a flood
management official assesses the blockage in a given image. State-of-the-art computer
vision algorithms can be utilised to extract relevant information toward automating this
process [122, 191]. A simplest case will be to classify a given image culvert as blocked
or clear. However, from a flood management perspective, knowing the blockage status
of a culvert is not enough to make a maintenance-related decision. Rather, estimating
the percentage visual blockage at culvert can help in making maintenance decisions and
efficiently using resources by prioritising culverts with high estimated visual blockage.
In this chapter, an automated deep learning pipeline is proposed to estimate the percentage visual blockage at circular culverts. This approach will facilitate the process of flood
management agencies in making culvert maintenance decisions. The proposed pipeline
takes the image of a culvert as input and provides output with the estimated visual blockage at visible culvert opening in the image. A segmentation-classification approach is
implemented, where visible culvert openings from the image are segmented using Mask
R-CNN [221] algorithm and extracted masks are classified into one of four percentage
blockage classes, using the CNN classification model. Three different CNN models (i.e.,
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ResNet50, NASNet, MobileNet) were trained and compared to select the best model. The
ICOB dataset was used to train the Mask R-CNN model while ICOB and VHD were used
to train the CNN classification model. As a summary, the highlighted contributions of the
presented research in this chapter follow:
1. Development of ICOB and VHD datasets for segmentation and culvert opening
classification into percentage visual blockage purposes.
2. Development of an automated segmentation-classification pipeline using deep
learning models to estimate percentage visual blockage at circular culverts.

9.2

Proposed Segmentation-Classification Deep Learning Pipeline

The proposed automated deep learning pipeline for estimating percentage visual blockage
at circular culverts consisted of three stages: (a) segmentation; (b) binary masks extraction
and processing; and (c) classification. It takes an image of a culvert as input, segments
out the visible openings of the culvert, extracts binary masks for the segmented visible
openings and classifies the binary masks as one of four percentage visual blockage classes.
The functional block diagram of the proposed deep learning pipeline is shown in Figure
9.1.

Figure 9.1: Block diagram representation of proposed deep learning pipeline for percentage visual blockage estimation.

• Visible Opening Segmentation: At the first stage of the proposed pipeline, visible openings of circular culverts are segmented using Mask R-CNN deep learning
model. The theoretical background of Mask R-CNN is presented in Appendix A.
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• Binary Masks Extraction and Processing: At the second stage of the pipeline,
segmented visible openings are processed to extract the corresponding binary masks
for classification. Extracted binary masks are cropped to bounding boxes and saved
as an image to process through the classification stage. This process involved the
extraction of each predicted mask during the segmentation stage as a binary image
and then applying predicted bounding box coordinates to crop the image, in order to
extract only the masked portion from the binary image. The processing was applied
to have clear differentiation between variable scaled images for better classification
of masks-only region rather than whole image.
• Percentage Visual Blockage Classification: At the third and final stage of the
pipeline, a CNN classification model is used to categorise the binary segmentation
masks of culvert openings as one of four percentage visual blockage classes. In this
context, the performance of three commonly used CNN models (i.e., ResNet50,
NASNet, MobileNet) was compared to decide the most appropriate model. The
theoretical background of each model is presented in Appendix A.

9.3

Experimental Settings and Evaluation Measures

Development of the proposed deep learning pipeline involved training and validation of
two CNN models: Mask R-CNN segmentation model and ResNet50 classification model.
This section provides information about the dataset, experimental protocols in both cases
and different evaluation measures used to assess the performance of both models.
For this investigation, 477 images of circular culverts were taken from ICOB, while
1163 images of circular culverts were taken from VHD. Details about the segmentation
dataset and culvert opening classification dataset are provided in Chapter 5. For segmentation stage, Mask R-CNN R 50 RPN 3x from Detectron2 [235] repository was trained.
A dataset split of 70:15:15 was used for train, validate and test, respectively. The model
was trained for 16800 iterations (⇡50 epochs) with 1 image per batch, ROI heads batch
size per image of 128 and learning rate of 0.00025. Learning rate was scheduled to be
decayed at 60% and 80% of the maximum number of training iterations. For the classification stage, CNN models pre-trained over ImageNet dataset were transfer learned for
the culvert blockage classification. A dataset split of 70:15:15 was used for train, validate
and test, respectively. Each model was trained for 30 epochs with batch size of 16, categorical cross-entropy loss, SGD optimiser and learning rate of 0.001. All the models were
trained using a computer with NVIDIA GeForce RTX 2060 GPU with 6GB memory and
14 Gbps memory speed.
Performance of segmentation and classification stages was assessed during the training
process and over the unseen test dataset portion. Evaluation measures used for assess-
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ing segmentation stage training performance included the validation mAP curves for both
bbox and segmentation. Furthermore, convergence of overall loss was monitored to interpret training of the model. For assessing the test performance, mAP@50-95, mAP@50,
and mAP@75 for both bbox and segmentation were used. In addition, mAP values for
small, medium and large objects were also recorded. Classification module training performance was evaluated based on the accuracy and loss curves for training and validation.
In addition, training loss, training accuracy, validation loss and validation accuracy values
for the best epoch model were also recorded. F1 score, test loss, test accuracy, precision
score, recall score and J-Index values were recorded to assess the performance of classification models. In addition, a confusion matrix was used to interpret false positives, false
negatives and the accuracy of individual classes. Finally, the performance of overall deep
learning pipeline was assessed for processing times.

9.4

Results and Discussions

This section presents the results of experimental investigations performed in this research
related to development of an automated deep learning pipeline for percentage visual
blockage estimation. Results are presented for segmentation and classification stages and
overall pipeline as follows.

9.4.1

Segmentation Stage Performance

Mask R-CNN segmentation model performance was assessed for training and testing.
During the training, validation mAP curves for both segmentation and bbox were monitored, along with total loss curve. The training performance curves for the Mask R-CNN
model are shown in Figure 9.2. In both segmentation and bbox cases, the mAP@50 validation curve was observed with the highest value (⇡ 90). However, for segmentation, the
mAP@75 validation curve converged to a relatively lower value in comparison to bbox,
indicating slightly degraded segmentation performance for mAP@75. In all mAP validation curves, values quickly converged to maximum value over the training iterations,
which may be associated with overfitting. Total training loss curve followed the standard
negative exponential trend (i.e., decrease in value with increase in iterations) and converged to minimum towards the end of training iterations. After 12500 iterations, there
was a very small decrease in loss value, which confirmed the convergence of loss and
ensured that training iterations were enough.
A quantitative summary of segmentation stage results, when evaluated over unseen test
data, is presented in Table 9.1. Results are presented for both segmentation and bbox
predictions. Performance was assessed based on mAP@50-95, mAP@50, mAP@75,
mAPsmall , mAPmedium , and mAPlarge . From the results, it can be observed that almost the
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same performance for mAP@50 (i.e., ⇡91) was achieved by the model for both segmentation and bbox predictions. However, in all other cases, bbox performance was better in
comparison to segmentation. In terms of percentages, segmentation performance was reported 6%, 5%, 10%, 8%, and 3% less in comparison to bbox performance for mAP@5095, mAP@75, mAPsmall , mAPmedium and mAPlarge , respectively. Overall, achieving 90+
mAP@50 value for segmentation is considered reasonably good performance for single
class segmentation when compared with the literature.

(a) bbox mAP

(b) Segm mAP

(c) Total Training Loss

Figure 9.2: Training performance curves of Mask R-CNN segmentation stage for percentage visual blockage estimation.
Table 9.1: Quantitative summary of test performance for Mask R-CNN segmentation
stage to estimate percentage visual blockage.
mAP@50-95
Bounding Box
Segmentation

9.4.2

71.203
65.468

mAP@50 mAP@75
91.500
91.636

82.593
77.247

mAPsmall

mAPmedium

mAPlarge

90
80

74.6
66.77

67.740
64.301

Classification Stage Performance

CNN model classification performance was evaluated during the training process and testing over unseen dataset. Training performance of classification models was assessed by
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monitoring the accuracy and loss curves. In addition, test and validation accuracy/loss
values were reported for the best epoch model. The training performance curves of implemented CNN classification models are shown in Figure 9.3. Accuracy and loss curves
were monitored for the training and validation dataset. From the plots, it can be observed
for all three cases that both accuracy and loss training curves followed the standard positive exponential and negative exponential trend, respectively, which is an indicator of a
normal training process. Taking validation loss curve as a reference, it can be observed
that initially validation loss tried to follow the training loss curve, however, after the 10th
epoch, validation loss did not decrease and converged to a value. This behaviour may
be attributed to a low number of validation samples, overfitting and/or similarity between
two or more classification classes. A quantitative summary of training results in terms
of training accuracy, training loss, validation accuracy and validation loss values for best
epoch model are presented in Table 9.2. From the results it can observed that the NASNet
model was able to achieve the highest training accuracy of 0.9614 and validation accuracy
of 0.8384.
Table 9.2: Quantitative summary of training performance for CNN classification models
from best training epoch to estimate percentage visual blockage.

ResNet50
NASNet
MobileNet

Training Loss

Training Accuracy

0.2444
0.1349
0.4224

0.9162
0.9614
0.8460

Validation Loss Validation Accuracy
0.5426
0.6403
0.5481

0.7973
0.8384
0.7945

A quantitative summary of test performance of implemented classification models
when tested for unseen data is presented in Table 9.3. From the quantitative results only,
all three models performed comparatively similarly (i.e., accuracy around 81%) and were
difficult to differentiate between. However, confusion matrices presented in Figure 9.4
helped to better analyse the performance of the models for this specific utility. From
the confusion matrices, it can be observed that misclassification were between 10%-50%,
50%-75% and >75% classes. However, from a maintenance perspective, 50%-75% and
>75% classes of percentage visual blockage are considered critical and should be cleared
at priority. Any culvert classified as more than 50% blocked should be cleared at priority,
therefore, misclassification among these classes are tolerable to some extent. On the other
hand, misclassification of 50%-75% samples as 10%-50% class is significant (i.e., Type II
error) and should be minimised. Based on this criteria, the NASNet model was best with
only Type II error of 14% in comparison to 22% and 25% for ResNet50 and MobileNet,
respectively.
Overall, test performance of CNN models was comparable to validation performance,
which indicates that there was no overfitting during training. However, the degraded performance may be strongly attributed to similarity between two classes, as indicated by the
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confusion matrices. Similarity between 50%-75% class and 10%-50% class is concerning
and suggests a need to revisit the labelling criteria between these two classes. Improved
labelling of data with visually distinct classes may significantly improve classification
stage performance.

(a) ResNet50 Training Accuracy

(b) ResNet50 Training Loss

(c) NASNet Training Accuracy

(d) NASNet Training Loss

(e) MobileNet Training Accuracy

(f) MobileNet Training Loss

Figure 9.3: Training performance curves of CNN classification models for percentage
visual blockage estimation.
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Table 9.3: Quantitative summary of test performance for CNN classification models to
estimate percentage visual blockage.

ResNet50
NASNet
MobileNet

Test Accuracy

Test Loss

0.8081
0.8120
0.8100

0.4863
0.6457
0.4843

Precision Recall
0.82
0.80
0.81

(a) ResNet50

0.79
0.80
0.80

F1 Score

J-Index

0.80
0.80
0.80

0.68
0.68
0.68

(b) NASNet

(c) MobileNet

Figure 9.4: Confusion matrices for implemented classification models to estimate percentage visual blockage.

9.4.3

Pipeline Processing Time and Sample Outputs

The proposed deep learning pipeline for percentage visual blockage estimation was assessed for its response time toward implementing it on an edge computer. Processing
times for segmentation, mask extraction and classification were recorded for relative comparison. As expected, segmentation took 0.23 seconds to generate the masks while classification (i.e., best performing model, NASNet) only took 0.04 seconds to make the
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prediction on mask. It is important to mention that reported processing times are not
the actual measure for edge computing performance but, rather, are reported for relative comparison between stages. However, recent technological advancements have made
possible the availability of cutting edge computing hardware (e.g., NVIDIA Jetson TX2
[216], NVIDIA Jetson Nano [217], NVIDIA Xavier NX [236]) for real-world applications. Examples of working deep learning pipelines on NVIDIA edge computers include
pedestrian detection [190], wildlife monitoring [199] and monitoring of intensive care
unit (ICU) patients [236]. Some sample outputs of the proposed pipeline with percentage
visual blockage predictions are shown in Figure 9.5.

Figure 9.5: Sample outputs of deep learning pipeline with percentage visual blockage
predictions.

9.5

Summary

A deep learning pipeline has been successfully developed to estimate percentage visual
blockage at circular culverts using Mask R-CNN segmentation and CNN classification
models. Performance of the segmentation and classification stages was assessed using
standard measures during training and testing. From the results of the segmentation stage,
the model was able to achieve mAP@50=91 and mAP@75=77 for mask segmentation.
Overall, performance of mask segmentation was recorded slightly lower in comparison to
bbox prediction. The NASNet classification model was able to achieve the best results:
81.2% test accuracy; and 14% Type II error. The recorded high Type II error suggested
a need to revise labelling criteria and ensure that dataset samples from each class are
visually differentiable. Another potential future direction of this research is to determine
the absolute value of percentage visual blockage by exploring the use of camera matrix
information, culvert geometry and shape-fitting algorithms.

Part V
Conclusions
This part of the thesis reports the highlighted achievements, research outcomes, and significant trends in the context of the application of AI for blockage assessment at cross-drainage hydraulic structures. Furthermore, an AIoriented blockage assessment framework is proposed to bring the research
performed under different parts of the thesis into a single operational block.
Potential future directions that emerged from the presented research are also
summarized.
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Chapter 10
Conclusion and Future Work
Artificial intelligence (AI) approaches have been successfully applied to assess blockage
at cross-drainage hydraulic structures in the context of flood management. Two research
questions were explored to address the hydraulic and visual blockage assessment problems, respectively. This chapter discusses the presented results and summarises significant findings from the research performed in this thesis. Given the nature of reported
thesis is by compilation, detailed discussions are already presented under each chapter
separately. This chapter, thus, presents the highlighted conclusions and positions the
research in a broader framework. In addition, potential future directions of presented
research are discussed in detail.

10.1

Conclusion

The literature review phase established that blockage of cross-drainage hydraulic structures is a highly non-linear and complex process, for which conventional mathematical
modelling approaches are unable to provide any adaptive solution. Due to the lack of
supporting data from actual floods involving blockage, accurate knowledge of blockage
behaviour is not well studied. Additionally, two schools of thought have been identified
in the literature for interpreting the blockage problem. One school adheres to the concept
of “non-issue” of blockage, arguing that hydraulic blockage during peak floods has no
known effect on upstream water levels. This is because debris is either flushed through
the culvert or floats over during peak floods, leaving no hydraulic blockage. They believe that the hydraulic impact of blockage during floods needs to be investigated for
understanding blockage behaviour, so that it can be incorporated into design guidelines
of hydraulic structures. However, there is no published hydraulic data or analysis to support this viewpoint, which suggests the need for additional research in this domain. The
second school thinks that blockage of hydraulic structures has a crucial role in originating
floods by limiting hydraulic capacity of hydraulic structures and diverting flows. This
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argument is based primarily on post-flood visual examinations of hydraulic infrastructure
in the Illawarra, New South Wales (NSW), Australia region in 1998, where a substantial
amount of debris was discovered at the hydraulic structures. They believe that if structures are maintained and cleaned on a regular basis, based on visual inspections, floods
will be less likely to occur. However, similar to the first school, apart from post-flood
visual data, there is no recorded data or enquiry to support the argument in the literature.
Based on the perspectives of both schools, this thesis advocated the usage of two names
to represent each school: hydraulic blockage and visual blockage. Both are said to be
distinct entities that should be treated independently. Visual blockage information is critical for maintaining structures in order to minimise flooding events, whereas hydraulic
blockage study is critical for incorporating blockage into design guidelines for hydraulic
structures. Hydraulic experiments using scaled physical models have been performed to
study blockage, however, these are either limited to local scope or inconclusive. Given
the non-linear and complex nature of blockage, this thesis investigated the use of several
AI approaches for assessing blockage at cross-drainage hydraulic structures.
RQ1 (To what extent can machine learning approaches predict hydraulic blockage at
cross-drainage hydraulic structures?) has been addressed in three phases. Phase one involved conducting lab-scale physical model research to better understand hydraulic blockage behaviour and to collect pertinent data. A series of in-lab experiments using scaled
physical models of culverts were conducted under a variety of simulated flooding scenarios, to determine the effect of debris (vegetative and urban) on hydraulic blockage and
to investigate the complex relationships between blockage-related influential factors (i.e.,
debris supply interval, debris supply amount, shape and density of debris, mobilisation
and transport mechanics, floodplain characteristics, fluid characteristics, orientation of debris). Experiments were conducted in a controlled environment to imitate several flooding
events and to determine the influence of debris material on various culvert layouts (i.e.,
single circular, double circular). The experiments were constrained by flume limitations
and a number of important blockage-related factors from a practical perspective (e.g.,
floodplain characteristics, fluid properties) were not investigated. The significant findings
from the experiments are listed as follows:
• Urban debris offered significantly increased hydraulic blockage in comparison to
vegetative debris.
• Debris compactness, debris placement relative to the culvert, debris orientation,
culvert cell separation and debris supply were identified as significant determinants,
as large variances were found for slight changes in these variables.
• Co-mobilisation of debris material was observed as an interesting process in which
smaller debris gathered into clumps and interacted with larger debris before reach-
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ing the culvert. This resulted in mobilisation of the larger debris that would not
have mobilised in a steady flow otherwise.
• Under the controlled simulated flood hydrograph, significant changes in peak flood
levels were observed in comparison to minimal variability in debris characteristics
and interactions. This opposed the Australian Rainfall and Runoff (ARR) blockage
guidelines (i.e., constant blockage), and advised that the guidelines be revised to
incorporate a probabilistic assessment of blockage as a temporally varying event.
• Hydraulic and visual data was collected during the experiments with the intention
for use in the future for better assessment of blockage by deploying machine learning and computer vision approaches.
In the second phase, AI regression approaches (i.e., random forest (RF), k-nearest
neighbour (k-NN), artificial neural network (ANN), decision tree (DT), extreme gradient
boosting (XGBoost), Gaussian process regression (GPR), light gradient boosting (LightGBM), support vector regressor (SVR)) were used to predict hydraulic blockage at crossdrainage structures, based on hydraulic features (i.e., upstream water level, downstream
water level, velocity, input discharge, culvert type). The significant findings reported from
the experiments are listed as follows:
• ANN outperformed the other regression models with a significant margin, demonstrating the ability of ANN to learn complex features from a dataset.
• The study concluded that, with the deployment of hydraulic sensors in smart cities
and the availability of big data, regression analysis will aid in resolving the blockage detection problem, which is notoriously difficult to resolve using conventional
experimental and modelling approaches.
In the third phase of addressing RQ1, two sets of experiments were performed in which
end-to-end deep learning models and a conventional machine learning pipeline were
used to predict hydraulic blockage from images of culverts (i.e., Visual Hydraulics-Lab
Dataset (VHD)) with the goal of establishing a relationship between visual and hydraulic
blockage. The first experiment used a traditional machine learning pipeline, whereas
the second experiment used end-to-end deep learning models (i.e., E2E MobileNet,
E2E BlockageNet). The significant findings reported from the two experiments are as
follows:
• A conventional machine learning pipeline produced acceptable results for predicting hydraulic blockage from visual data, implying that visual and hydraulic blockage are correlated.
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• An end-to-end deep learning approach outperformed conventional pipelines by a
significant margin. The improved performance of end-to-end models is attributed
to their capability of self-optimising the network’s internal components during the
training process.
RQ2 (In which way(s) can computer vision automate assessment of visual blockage
at cross-drainage hydraulic structures?) has been addressed in three phases: (a) visual
blockage classification process of culverts was automated using deep learning models; (b)
a detection-classification pipeline was developed for blockage detection; and (c) percentage visual blockage at circular culverts was determined using segmentation-classification
pipeline. In the first phase, the process of manual visual blockage classification of culverts from a maintenance perspective was automated by remotely applying existing deep
learning convolutional neural network (CNN) models (i.e., DarkNet53, DenseNet121,
InceptionResNetV2, InceptionV3, MobileNet, ResNet50, VGG16, EfficientNetB3, NASNet). Models were transfer-learned for the culvert blockage classification task using data
from three different sources (i.e., Images of Culvert Openings and Blockage (ICOB),
VHD,Synthetic Images of Culverts (SIC)) and performance was compared based on standard evaluation measures. The experiments yielded the following significant findings:
• NASNet model performed best among all in terms of classification performance,
however, was the slowest in relative comparison of processing times. Based on
classification performance and processing times, MobileNet was the recommended
model to be deployed for real-world applications.
• False negative (FN) instances, false positive (FP) instances and CNN layers activation suggested that background noise and oversimplified labelling criteria were two
contributing factors in degraded performance of existing CNN algorithms.
In the second phase of addressing RQ2, a detection-classification pipeline was developed to overcome the background clutter problem and to improve visual blockage classification. The idea of first detecting culvert openings from given images and then classifying the detected opening as one of three blockage classes (i.e., clear, blocked, partially
blocked) was implemented. Important insights from the investigation are listed as follows:
• Improved visual blockage classification performance was achieved in comparison
to performance at first phase of RQ2.
• The proposed detection-classification pipeline was deployed in a real-world setting
using edge computing to assess the visual blockage status of culverts under the
StopBlock stream of the “SMART Stormwater Management” Project. [203].
In addition, the role of the SIC dataset on culvert opening detection was investigated by
performing a series of experiments. Experiments were performed using ICOB and SIC
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datasets in two categories (i.e., dataset size reduction, dataset combinations) to study the
role of synthetic data in culvert opening detection. Important insights inferred from the
experiments are as follows:
• Use of SIC proved helpful in enhancing the performance and significantly improving the degradation rate when the dataset size was reduced.
• For individual training, it was observed that a model trained using SIC only dataset
achieved poor results and failed to generalise for real evaluation dataset. This may
be attributed to a lack of diversity, colour adaptation and photo-realism in SIC.
• For mixed training, it was observed that mixing SIC with ICOB did not degrade
performance and contradicted the results of Nowruzi et al. [223] and Liu et al.
[225], where synthetic data mixing degraded performance.
• In the case where model was first trained using SIC and then fine-tuned using ICOB,
slightly better results were achieved, indicating that model was able to extend learning using knowledge transferred from SIC the dataset.
In the third phase of addressing RQ2, an automated deep learning-based segmentationclassification pipeline was implemented to estimate percentage visual blockage at circular
culverts toward facilitating flood management agencies to make maintenance decisions.
The approach involved segmentation of visible culvert openings using Mask R-CNN and
classification of extracted openings into one of four blockage classes (i.e., 0%-10%, 10%50%, 50%-75%, >75%) using the CNN classification model. Important insights from the
experimental investigation are listed as follows:
• Admissible performances for segmentation and classification modules were reported for percentage visual blockage estimation of culvert.
• High misclassifications were observed among 10%-50% and 50%-75% classes,
which suggested a need to revisit the labelling criteria and dataset preparation process.
As a conclusion of all the investigations performed in this thesis to assess blockage, an
AI-based blockage assessment framework is proposed (see Figure 10.1). It incorporates
the research performed in this thesis and provides the concept of an intelligent system for
assessment of both visual and hydraulic blockage. The proposed framework makes use of
multiple AI approaches (e.g., image classification, object detection, object segmentation,
regression, end-to-end deep learning) to assess visual and hydraulic blockage at a given
hydraulic structure using both visual and hydraulic data from sensors.
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Figure 10.1: Proposed AI-oriented framework for blockage assessment at cross-drainage hydraulic structures.
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As the output, the framework provides information about blockage status, estimation
of percentage visual blockage and estimation of percentage hydraulic blockage. This information can be used by flood management agencies in maintaining hydraulic structures
and incorporating blockage into the design process. Green colour blocks in the framework represent already completed systems reported in this thesis, while red colour blocks
represent in-process work.

10.2

Future Work

The presented research in this thesis demonstrated the potential utility of AI approaches
in assessing blockage at cross-drainage hydraulic structures. However, several challenges
and limitations were also reported as part of the thesis, which can guide progress from
this research in various directions. This section summarises potential future directions for
AI-driven blockage assessment.
1. The blockage assessment methods in this thesis consider a fundamental assumption
that blockage is an instantaneous entity, and assessed blockage for a given instance
without taking contextual information into account. However, field observations
and gradual accumulation of debris to form the blockage suggest that exploring
blockage as a time-series or sequential problem may provide better insight into the
problem. In this context, the latest AI models, including Transformer [237], long
short-term memory (LSTM) [238], recurrent neural network (RNN) [239] and gated
recurrent unit (GRU) [240] can be implemented to assess blockage.
2. Hydraulic and visual datasets were developed and used to assess the blockage, however, with separate scopes. As a potential future research direction, the impact of
both visual and hydraulic information can be explored simultaneously. Given that,
from a practical perspective, collecting hydraulic data is expensive and difficult
compared to visuals, it is desired to use hydraulic data during training only. One
such framework of training machine learning models is referred to as learning using privileged information (LUPI) [241]. In this context, hydraulic data can be used
during the training process only as privileged information and models can be trained
with the capability to assess blockage using visual data only.
3. Although deep learning and computer vision approaches emerged as disruptive
technologies in assisting several real-world problems, the availability of relevant
datasets from the domain of application is lacking. Blockage assessment is one of
those applied domains where limited real-world data is available for training algorithms. One potential approach reported in the literature to address this issue is the
use of simulated/artificial data that demonstrates characteristics close to real-world
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data. As part of the research presented in this thesis, two types of simulated datasets
(i.e., SIC, VHD) were developed and used for training the deep learning models.
From the investigations, there were various limitations reported in context of diversity and photo-realism. The VHD dataset demonstrated real-world characteristics
in terms of blockage formulation, however, it was found lacking in terms of diversity. Background, water colour, artificial lighting and similar camera angles were
identified as a few factors that degraded the dataset’s quality and resulted in overfitting of deep learning models. The latest style transfer algorithms can be explored
in this context to inspect possible improvements in the dataset. Manual labelling of
data remained a huge challenge in the case of simulated data generated by the use of
scaled physical models. On the other hand, the SIC dataset demonstrated a reasonable level of diversity in terms of visuals, however, it lacked photo-realism and near
real-world graphics. A huge advantage of using a computer application to generate
images is that it allows generating automatic bbox labels, with a considerable time
saving. The ray-tracing approach can be implemented to improve photo-realism
and multiple background scenes can be added to enhance diversity of data. For the
generation of simulated representatives of real-world data, Generative Adversarial
Networks (GAN) [242] can be explored and are anticipated to generate encouraging
results. Apart from the simulated data generation, another important aspect to consider is efficient use of simulated data during the training process toward improving
model performance. An efficient training pipeline should be developed instead of
simply mixing real-world and simulated data. Few training configurations were
tested and reported under this thesis (see Chapter 8), however, there is scope for
developing some novel training frameworks (e.g., LUPI) which make efficient use
of simulated data during the training process.
4. As reported in Chapter 4, blockage is a very complex process and highly dependent
on local factors. Therefore, it is very difficult to develop a single solution/model
that generalises for any culvert from an engineering and practical aspect. One potential approach that can be explored is to overfit the model for one site and later
enhance the learning for other sites without affecting performance for the first site (a
concept similar to learning without forgetting [243]). This is referred to as domain
expansion [244] or aggregated learning. Another research direction in this context
could be to establish a system with the capability of being calibrated for each site
based on the local fixed features, such as culvert type, number of openings, culvert
opening size, channel slope and debris availability.
5. The research presented in this thesis focused on the current blockage status of a
given hydraulic structure, however, forecasting future blockage or assessment of
future blockage risk is more interesting and important from a flood management
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perspective. In the near future, given the visual and hydraulic data available for a
given time frame, time-series forecasting models can be deployed to predict future
blockage risk. Some factors that could be useful in training such forecasting models could be rainfall forecast, debris mobility, presence of debris near culvert and
channel characteristics.
6. The concept of smart cities is growing day by day and governments are investing in deploying sensory networks, however, it is not an efficient solution from an
economic perspective to use a dedicated monitoring system for every culvert site.
From a maintenance aspect, assessment of blockage is often needed on demand
during the flooding event and only for specific sites. A possible solution to address
this could be the use of a drone-based system equipped with cutting edge hardware
and blockage assessment algorithms to assess the blockage on demand.
7. As already mentioned on several occasions, understanding the hydraulic impacts
of blockage is essential to incorporate blockage into design guidelines of hydraulic
structures. Although visual and hydraulic sensors are deployed in the field under
smart cities, there is yet to be enough data available for establishing understanding
related to how blockage hydraulically impacts the structure. Given recent advancements in computational intelligence and gaming engines, near real-water physics
has been implemented. A potential approach could be to use computational fluid
dynamics software such as FLOW-3D Hydrology to simulate the blockage and investigate its hydraulic impacts. This could significantly help in designing structures
with more resilience to blockage.
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AI is the branch of science associated with intelligent machines with the capability
of mimicking the cognitive functionality of human brain. Academically, it is defined as
the study of intelligent agents which perceive environment to maximise its probability of
achieving defined goals. AI is a multidisciplinary domain including contributions from
linguistic, psychology, philosophy and computer science, however, mostly classified under the computer science and technology. Conventionally, some common sub-fields of AI
include knowledge representation, environment perception, logical reasoning and learning. The presented research in this thesis is performed within the learning domain of AI
and involves the application of various machine learning and deep learning algorithms.

A.1

Machine Learning

Machine learning is the subset of AI and involves the training of machines to learn certain
tasks through experiences. It evolves around the idea of teaching a machine by showing
183
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diversity of data experiences. Learning process involves the transformations of meaningful feature representations extracted from the dataset. Therefore, feature extraction
and dataset preparation are considered most important processes within machine learning. Conventionally, feature extraction involves human effort in weighting and deciding
the type and number of features to be extracted. High level of subjectivity in feature
extraction process and time consumption are two highlighted limitations of conventional
machine learning approaches towards providing a generalised solution. However, for
some specific problems in a local scope where experts know the importance of certain
features, conventional machine learning approaches are still efficiently used.
Followings are some machine learning models used to investigate the blockage of crossdrainage hydraulic structures.

A.1.1

Decision Trees

DTs are supervised non-parametric machine learning algorithms that work on learning
decision rules from the input data. Decision rules of multiple complexities are learned
from input data instances to predict the target variable for the case when used in the
role of regression. Learning of the DTs is related to piece-wise constant approximation
and the complexity of decision rules is dependent on the depth of the tree. In a typical
DT the decision node is represented by a square, the chance node is represented by a
circle and the end node is represented by a triangle. Some highlighted features of DTs
include their ability to deal with both types of data (i.e., numerical, categorical), simple
implementation and easy data preparation. While, few limitations of DTs include relative
inaccuracy, unstable to variations, and overfitting [245].

A.1.2

Gaussian Process Regression (GPR)

The Gaussian process (GP) is the extension of multi-variable Gaussian distributions in
infinite directions (i.e., distribution over functions) and is utilized to model the continuous functions. GP is specifically helpful for non-parametric cases for approximating non-linear functions [246, 247]. Mathematically, any subset of GP (i.e., f (x) =
[ f (x1 ), f (x2 ), . . . , f (xn )]) has a joint Gaussian distribution and can be expressed as in equation (A.1).
f (x) ⇠ GP(m(x), k f (xi , x j ))

(A.1)

where m(x) = E( f (x)) is the mean function and k f (xi , x j ) = E[( f (xi ) m(xi ))( f (x j )
m(x j ))] is the covariance function. Usually, the covariance function, also known as kernel
function, is more dominant in influencing the prediction accuracy because of its capability
to capture similarity among input variables. One ubiquitous kernel function called square
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exponential (i.e., radical basis function (RBF) kernel) can be mathematically expressed
as given in equation (A.2).
k f (xi , x j ) = s 2f exp

✓

(xi x j )2
2l 2

◆

(A.2)

where s denotes the amplitude of the kernel function and l denotes the length scale.
For a regression problem, each observation can be modelled as given in equation (A.3),
given the assumption that input is noisy and have zero mean.
z = f (x) + N(o, sn2 )

(A.3)

where z denotes the observation, x denotes the input, f (x) denotes the GP approximated function and N(0, sn2 ) denotes the noise. Once the GPR model is trained for a new
dataset x0 , the estimated distribution z0 can be derived from Bayes’ theorem as expressed
in equation (A.4).
" #
"
#!
z
K f (x, x) + sn2 In K f (x, x0 )
⇠ N 0,
z0
K f (x0 , x)
K f (x0 , x0 )

(A.4)

where K f denotes a definite positive symmetric matrix, In denotes the unit matrix and
n denotes the training samples. Some advantages of GPR include its ability to directly
capture the uncertainty of the model by predicting the distributions and its flexibility of
allowing to incorporate the prior expert knowledge using kernels. Few limitations of GPR
include their inability to deal with discontinuous functions and their high computation
requirements. The covariance function works as a regularization which makes GPR a
robust approach.

A.1.3

Light Gradient Boosting Machine (LightGBM)

LightGBM is the state-of-the-art implementation of Gradient Boosting Tree algorithms
which addresses the scalability and efficiency limitations of previous implementations
(e.g., XGBoost) when dealing with high dimensional large datasets. LightGBM implements the gradient-based one side sampling (GOSS) approach, which takes samples with
high gradients only and randomly drops samples with low gradients while computing the
information gains. This is based on the definition of information gain, which suggests
that samples with high gradients contribute more to the information gain. Furthermore,
to reduce the data dimensionality, a novel exclusive feature bundling (EFB) approach is
implemented, which bundles the mutually exclusive features together. The optimal feature bundling problem is reduced to the colouring problem, solved by using a greedy
algorithm with a constant approximation ratio. It has been reported that LightGBM is
approximately 20 times faster during training with comparable accuracy in comparison
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to its counterparts. Computational speed and memory efficiency, along with comparable
accuracy, are highlighted advantages of LightGBM. However, vulnerability to overfit for
smaller datasets is reported as the main limitation of LightGBM [248]

A.1.4

k-Nearest Neighbour (k-NN)

k-NN algorithm was first introduced by Fix et al. [249] and was extended over the years by
introduction of fuzzy approaches [250], weighted distance technique [251], refinements
in Bayes error rate [252], soft computing [253] and new rejection approaches [254]. It is a
non-parametric approach in machine learning and works on the principle of predicting the
target variable based on the average observations in the same neighbourhood. Euclidean
distance between test and training samples is the basic idea. Given the input sample
ai = ai1 , ai2 , . . . , air with r features and at be the test sample. Equation (A.5) can be
used to determine the Euclidean distance between training and test samples.
d(ai , at ) =

s

r

Â (ain

n=1

atn )2

(A.5)

The selection of the appropriate value of k is highly dependent on the description of the
problem and dataset being used. k-NN has been reported to have advantages of simple
implementation, continuous evolution of the model and reduced hyperparameters for tuning. However, some known limitations of k-NN include sensitivity to noisy data, inability
to deal with high dimensional data and additional feature scaling requirement.

A.1.5

Random Forest (RF)

RF is an extension of bagging technique (bootstrap aggregating) in regression (i.e., fit
same regression tree repeatedly and average the results) and ensembles number of uncorrelated decision trees [255]. Each tree in RF is trained over independent data sample,
while samples are selected based on replacement. In simple words RF is an approach
which averages multiple decision trees trained over the same training data with the aim
to reduce the model variance [256–258]. Given a training set (x = x1 , x2 , . . . , xn ) and
responses (y = y1 , y2 , . . . , yn ), bagging approach repeatedly (m times) draws a training
sample with replacement and fits the regression model. Once trained, predictions on the
unseen data (x̂) can be determined by taking the average of predictions of all trees on the
unseen data (x̂) [259]. Mathematically, it can be expressed as given in equation (A.6).
Final Prediction =

1 m
Â fi(x̂)
m i=1

(A.6)

RF algorithm extends this bagging process by selecting a random subset of features
after a defined split in the learning process (i.e., feature bagging). The number of hyper-
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parameters control the prediction behaviour of the RF, including the number of features
at each node, the number of decision trees and the depth to which each tree can grow.
RF is suitable for data with low bias and high variance (i.e., highly un-correlated data)
[255, 260] and deals with outliers more efficiently. RF is well known for its improved
performance, simplicity and reduced computational cost. One of the major limitations of
RF is that it acts as a “black box” with no simple interpretation of predictions made by
the model.

A.1.6

Support Vector Regressor (SVR)

SVM is a supervised machine learning approach based on the Vapnik–Chervonenkis (VC)
theory. SVMs were primarily designed for the classification problem, however, they were
extended to deal with regression problems as well (i.e., SVR). Conceptually, the algorithm
aims to find the best hyperplane that contains the maximum points within the defined decision boundary. Fig. 6 shows the illustration of SVR. Mathematically, it aims to reduce
the cost function (i.e., 12 ||w||2 given |yi < w, xi > b| < e. Where xi is the representation of samples within the training set, yi is the representation of the target variable, w
represents the normal hyperplane vector, b represents the intercept and e represents the
threshold term [261]. SVR algorithm is known for its versatility in kernel selection, memory efficiency and ability to handle high dimensional data. However, a few limitations of
SVR include a manual selection of appropriate kernel, slow training for larger datasets
and difficulty in interpreting the model predictions.

A.1.7

Extreme Gradient Boosting (XGBoost)

XGBoost (i.e., a scalable end-to-end tree boosting) is one of the powerful, efficient, and
optimized implementations of the gradient boosting tree algorithms (i.e., an ensemble of
decision trees using the boosting approach with gradient descent loss optimization). distributed machine learning community (DLC) developed the open-source package for the
XGBoost and is known for its speed and high performance over other gradient boosting implementations [262]. It is an improved version of the gradient boosting machines
(GBM) equipped with a novel tree learning algorithm for dealing with sparse data. Newton boosting, distributed computing and proportional mode shrinking are the highlighted
advantages of the XGBoost. These features make XGBoost scalable almost ten times
faster in comparison to its counterparts. Data compression, patterns of cache access and
sharding are the salient elements to develop a scalable end-to-end tree boosting algorithm.
Some advantages of XGBoost include its speed, robust performance, cache optimization
and compatibility with parallel computing. However, some limitations include its sensitivity to outliers and the requirement of manual labelling for categorical features.
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Deep Learning

Definition of human-crafted features and type of features desired to extracted are highly
subjective in nature and therefore conventional machine learning is not much effective for
unseen situations (generalization) [263]. Within the machine learning approach comes the
deep learning with the idea of using multiple layer deep networks for automatic extraction
of feature representations without human interventions. Deep networks allow the learning
of feature representations in a hierarchical way which means at initial layers low level features are learnt while at deeper layers high level features are learnt. Deep networks involve
variable number of hidden layers and large number of parameters to be trained. Therefore,
training of complex deep networks has been a challenging task in practice until the deep
belief networks (DBN) [264] were introduced. Although, deep learning approaches offer
advantages of better real-world performance, automatic extraction of meaningful features
and improving the generalised performance, however, there are number of limitations attributed with deep learning including overfitting problem, computational resources and
parameter optimization. Overfitting problem is directly associated with the dataset size,
in case if the dataset is small, deep model overfits since there are large number of parameters involved. Following section presents the background information about MLP and
CNN deep learning models.

A.2.1

Multilayer Perceptron (MLP)

MLPs are the state of the art AI learning algorithms designed to mimic the functionality
of animal brain. Nodes, connections and hidden layers are three components of network.
Node in the network represents an artificial neuron which transforms the input by nonlinear activation function and transmits to one or multiple neurons. Each layer in the
network consists of number of artificial neurons and preforms certain transformation to
input signals. Weights are assigned to each layer representing the strength of signal at
neurons and are updated during the training process for improved performance. MLP
consists of an input layer, an output layer and hidden layers containing artificial neurons
connected with each other [265–268]. Figure A.1 shows a typical representation of MLP
structure used in this investigation. Where (x1 , x2 , . . . , x5 ) represent the input features and
y represent the target output. Figure also illustrates the functionality of single neuron in
the network. It represents a neuron j in layer l + 1 which takes xil as input and generates
xl+1
j . Neuron processing can be represented mathematically as shown in equation (A.7).
xl+1
=f
j

Â wli j xil + wlb j
i

!

(A.7)
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where wli j denotes the weights in layer l, wlb j denotes the bias term of neuron j and f
denotes the non-linear activation function. MLPs are known for their ability to extract
hidden patterns effectively in the data and are robust to the noise in the training data.
However, selection of hyperparameters, inability to interpret the predictions and hardware
requirements for training over a large dataset are highlighted limitations.
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Figure A.1: MLP structure and functional illustration.

A.2.2

Convolutional Neural Networks (CNN)

CNNs or ConvNets are deep feed forward networks inspired by the visual cortex functionality and considered one of the powerful networks to process grid like data i.e. visual
data. CNN are considered the regularised form of fully connected MLP [269] where one
neuron in one layer is connected to all the neurons in the next layer and therefore are computationally expensive and also prone to overfitting. CNN follow the different approach
of connectivity inspired by visual cortex and are way less complex in terms of connectors
in comparison to fully connected MLP. In visual cortex, single neuron responds to stimuli within a limited region also known as receptive field. These receptive fields overlap
partially with each other and cover the complete visual field [270]. In general, a CNN
architecture consists of convolution layers, pooling layers, activation functions, fully connected layers, classifier, loss functions, optimisers and regularization. Each of the above
building block has been briefly explained as follows.
• Convolution layer: Fundamental operation involved in CNN is the convolution
which transforms the input data to extract the relevant features keeping the spatial
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information of the input data. To achieve the transformations, filters are used at
these layers and type of filter varies for different convolution layers within the network with the aim to extract different feature representations. It is common practice
to make use of more than one filters at this layer depending on the type of features
to be extracted. The size of convolution layer is mainly linked with filter stride,
padding size and number of filters being used.
• Pooling layer: Pooling layer is also known as downsampling layer and mainly responsible for reducing the spatial size of activation maps generated by convolution
layer and therefore repeatedly used along with convolution layer in the network.
Pooling layers helps in reducing the number of parameters and computational size
of the network to avoid the overfitting problem. Pooling operation does not change
the depth of input but only the spatial dimension. Commonly used pooling operation in CNN are max pooling, average pooling and L2-norm pooling.
• Fully connected layer: Fully connected layer or fc layer of CNN is usually the
final layer of network before the classification operation and contains the vectors
of all the learned feature representations. In fully connected layer, each neuron is
connected with all the neurons of the previous layer, same as in MLP.
• Activation functions: Activation functions in CNN are used to introduce the nonlinearity in the output of neuron. Some commonly used activation functions in
CNN include threshold function, sigmoid function, hyperbolic function, and ReLU
function.
• Loss functions: Loss functions in CNN are used to evaluate the performance of
CNN and compares the CNN predicted output labels with the ground truth labels.
Loss function plays the role of a guide in the learning process of CNN and hence
an important factor. Some commonly used loss functions include hinge loss, mean
squared error and cross-entropy loss.
• Optimization function: Optimization is the essential ingredient in machine learning and CNN. Optimization approach aims to minimise the loss function and improves the weights of CNN towards better training and convergence to solution.
Some common optimization approaches include gradient descent, SGD and Adam
Backpropagation is the fundamental principle in optimization approach which aims
to update the weights of network by propagating the error as feedback. Idea of
backpropagation is to calculate the error during each training epoch, propagate the
error as feedback, update the weights and improve the training performance of network. There are number of methods as mentioned above used to minimise the loss
propagated backwards.
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• Regularization methods: One of the major shortcomings of CNN is overfitting
mainly because of limited dataset. In overfitting, models learn effectively but fail
to generalise the performance over validation and test dataset. In literature, normalization approach has been used often to address the problem of overfitting and to
improve the generalization of model for unseen data. Some commonly used regularization methods include dropout, batch normalization, L1 and L2 normalization,
and early stopping.
Theoretical background of different CNN models used in the scope of presented research in this thesis for classification, detection and segmentation is presented as follows.
A brief introduction, model concept, model architecture and fundamental mathematics is
outlined for each model.
DarkNet53
Redmon and Farhadi [206] proposed YOLOV3 in the year 2018, where they used DarkNet53 CNN architecture as the feature extractor. DarkNet53 is the variant of DarkNet19 (i.e., feature extractor CNN in YOLOV2) but with an increased number of convolutional layers and residual connections in between. The structure of the DarkNet53
model consists of successive (3 ⇥ 3) and (1 ⇥ 1) convolutional layers. DarkNet53 is much
deeper than DarkNet19 and achieved better performance than DarkNet19, ResNet50, and
ResNet102 for the ImageNet challenge. Model structure best utilises the GPU, which
makes it faster.
ResNet
He et al. [211] proposed a novel residual learning framework to facilitate the training of
extremely deep networks. Rather than learning unreferenced functions, authors proposed
the reformulation of layers as residual learning functions with reference to inputs of the
layer. The residual learning concept helped in optimizing the deep networks and made it
possible to achieve higher accuracy from deep models. Mathematically, let us say H(x)
denotes the desired mapping function, in residual learning, stacked non-linear layers fit
another mapping function F(x) := H(x) x. x denotes the inputs to the layer.
MobileNet
Howard et al. [210] proposed a category of CNN called MobileNets for cutting edge
hardware applications with the idea of using depthwise separable convolutions towards
building the deep networks. Two global hyperparameters were introduced to develop
problem-specific models with accuracy and latency adjustments. Depthwise separable
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convolution is the type of factorised convolution that splits the standard convolution process of convolving and combining into two layers. At the first layer, depthwise convolution is performed, while at the second layer, a 1 ⇥ 1 pointwise convolution is performed
to combine the outputs from the depthwise convolution layer. All layers in the network
are followed by a BatchNormalization and ReLu non-linearity. A depthwise convolution
for a single filter per input channel can be expressed mathematically as in equation (A.8).
Ĝk,l,m = Â K̂i, j,m · Fk+i
i, j

1,l+ j 1,m

(A.8)

where K̂ denotes the depthwise convolutional kernel, F denotes the feature map and Ĝ
denotes the filtered output feature map.
InceptionV3 and InceptionResNet
Szegedy et al. [208, 209] introduced the idea of inception module towards reducing the
computational cost of the network without significantly affecting the generalised performance. InceptionV3 [209] and InceptionResNet [208] are improved versions of the
proposed inception module. In InceptionV3, the idea of replacing large filters with small
asymmetric filters was introduced and a 1 ⇥ 1 convolution was used as a bottleneck before
the large filters. Concurrent placement of 1 ⇥ 1 filter resulted in cross-channel correlation.
On the other hand, in the InceptionResNet model, Szegedy et al. [208] integrated both
inception and residual concepts where concatenated filters were replaced by the residual
connections. InceptionResNet was able to more quickly converge and achieved accelerated training performance.
VGG16
Simonyan and Zisserman [212] investigated the performance of deep convolutional networks by making architectural changes. The main idea was to replace the higher dimension filters with 3 ⇥ 3 filters and increase the depth of the network. This resulted
in improving the computational cost with a significantly smaller trade-off in accuracy.
From experimental investigations, authors reported that smaller filters were able to induce similar features as larger dimension filters. Padding was used to maintain the spatial
resolution. The idea of increasing the depth of the network with smaller resolution filters demonstrated significant success for large scale classification and localization tasks.
However, an increase of depth to a large scale resulted in an increased number of trainable
parameters.
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DensNet121
Huang et al. [207] proposed densely connected convolutional networks called DenseNet
by extending the concept of residual connections in the traditional networks. The authors
proposed the idea of connecting each layer in the network to every other layer in the
feedforward direction. This way, each layer will have the feature maps of all preceding
layers at its input. In terms of the number of layer connections, a traditional network
with L layers have L connections, while a densely connected convolutional network will
have L(L + 1)/2 connections. Densely connected networks have advantages including
better feature propagation, feature reuse, a significant reduction in the number of network
parameters and improving the vanishing-gradient problem. A key difference between
residual networks and densely connected networks is that in a densely connected network,
feature maps from preceding layers are combined by concatenation rather than summation
before feeding it to the next layer.
Mathematically, if a network consists of L number of layers each with a non-linear
transformation through a composite function Fl , the output xl for the densely connected
layer can be represented as in equation (A.9).
xl = Fl ([x0 , x1 , . . . , xl
where [x0 , x1 , . . . , xl
layers.

1]

1 ])

(A.9)

denotes the concatenation of the feature maps from the previous

NASNet
Zoph et al. [214] proposed a new category of convolutional networks called NASNet
based on the idea of directly training the architecture over the desired dataset. In order
to overcome the issue of computational cost for relatively larger datasets, authors proposed to search for an architectural building for a smaller dataset, often called proxy
dataset and then transferring it to a larger dataset. The search space which enables the
transfer from a smaller dataset to a larger dataset is referred to as NASNet search space
inspired from neural architecture search (NAS) [271]. Furthermore, to improve the generalization of the NASNet model, the authors proposed a novel normalization approach
called ScheduledDropPath. In NAS, a RNN controller samples the child architectures,
which are trained over proxy datasets and based on the training accuracy, the controller
improves the architecture. The main contribution of this approach is the decoupling of
architecture complexity from depth.

APPENDIX A. INTRODUCTION TO ARTIFICIAL INTELLIGENCE

194

EfficientNet
Tan and Le [213] proposed a novel compound coefficient-based scaling of deep neural
networks. Based on this idea, a new category of networks called EfficientNet is introduced, which is built on NAS. The idea of uniformly scaling the model in all dimensions,
including width, depth and resolution, is implemented. Balanced scaling up of models
resulted in higher accuracy. Mathematically, if the intention is to extend the computation
power to 2n times, a model can be scaled up in depth, width and resolution as a n , b n , and
g n , respectively.
Faster R-CNN
Faster R-CNN is a region proposal-based object detection algorithm proposed by [218]
with the aim to achieve the real-time detection. A novel region proposal network (RPN)
with shared convolution features with the detection network. It consists of two main modules; a deep region proposal module and Fast R-CNN [219] detector module. Algorithm
incorporates the attention mechanism technology [272] to inform Fast R-CNN detector
where to look for region proposals.
A RPN outputs number of rectangular regions from input image each with an abjectness score. This is achieved by a fully convolutional network [273] in Faster R-CNN algorithm. Regions are generated by sliding a small network over convolutional feature map.
For each location of sliding window, k regions proposals are predicted and parametrised to
relative bounding boxes (i.e., Anchors). An anchor is located at the center of sliding window and characterised by scale and aspect ratio. This approach is claimed as translationinvariant (i.e., for the translation of an object in image, region proposal will also translate
and same function will be able to predict the proposal). To deal with multi-scale anchors,
a pyramid of anchors approach is used which is more cost efficient.
Faster R-CNN optimises a multi-task loss function which is the combination of both
classification loss and bounding box regression loss. Equation (A.10) presents the mathematical expression for the loss function.
L ({pi }, {ti }) =

1
1
Lcls (pi , p⇤i ) + l
p⇤i Lbbox (ti ,ti⇤ )
Â
Â
Ncls i
Nbbox i

(A.10)

where i denotes the index of anchor, pi denotes the probability of anchor i, p⇤i denotes
the ground truth for anchor i, ti denotes the vector containing predicted coordinates of
bounding box, ti⇤ denotes the vector containing ground truth coordinated of bounding box,
Ncls and Nbbox denote the regularization terms, and l denotes the balancing parameter.
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Figure A.2: Head architecture of Mask R-CNN with ResNet backbone [221].

Mask R-CNN
Mask R-CNN is an instance segmentation CNN model proposed by He et al. [221] and
based on the extension of Faster R-CNN [218] object detection model. In Mask R-CNN,
both the bounding boxes and instance segmentation masks are predicted in parallel. The
third branch of mask extraction require finer spatial layout of object and mainly achieved
through pixel to pixel alignment. For each Region of Interest (ROI) from the first phase,
in Mask R-CNN, a multiclass loss function is used (L = Lclass + Lbbox + Lmask ), where
Lclass and Lbbox are the same as in case of Faster R-CNN. However, the Lmask is defined
as average binary cross-entropy loss. This definition of Lmask allows to generated masks
for each class without competing with other classes as implemented in other semantic
segmentation algorithms. In Mask R-CNN, ROIAlign layer is introduced to get rid of
ROIPool quantization issues and enables the proper alignment of extracted features with
the input. Figure A.2 shows the structure of a Mask R-CNN with ResNet backbone.

Appendix B
Computer Aided Design (CAD)
Drawings of Culvert Configurations
To study the impact of different debris materials on hydraulic blockage of culverts under different flooding conditions, a series of in-lab experiments were performed using
scaled physical models of culverts (details reported in Chapter 4). For this purpose, four
scaled models of culverts (i.e., single circular, double circular, single box, double box)
were fabricated using acrylic sheets. In the process of designing the scaled culvert models, CAD drawings of each culvert configuration were prepared using the SolidWorks
software platform. These drawings were used as a reference for hardware fabrication of
culvert models.
Figure B.1, Figure B.2, Figure B.3 and Figure B.4 present the CAD drawings of single
circular, double circular, single box and double box scaled culvert models, respectively.
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Figure B.1: CAD drawing of single circular culvert configuration.
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Figure B.2: CAD drawing of double circular culvert configuration.
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Figure B.3: CAD drawing of single box culvert configuration.
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Figure B.4: CAD drawing of double Box culvert configuration.
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Appendix C
Synthetic Culvert Blockage Images
Generator
In an effort to generate comprehensive automatically annotated dataset for culvert visual
blockage assessment, a 3D application (i.e., Synthetic Culvert Blockage Images Generator) using Unity gaming engine has been developed at Digital Living Lab, SMART Infrastructure Facility, University of Wollongong, Australia. In its current state, developed
computer application offers number of features to generate a diverse and comprehensive
culvert blockage dataset of synthetic images. Listed are the brief summaries of each variant in the application.
• Culvert Type: There are five different culvert types which can be switched by
keeping all other variants constant. Implemented configurations include pipe culvert, single circular culvert, double circular culvert, single box culvert and triple
box culvert.
• Culvert Background: Application has been developed for “Natural Background”
with trees and mountains. There are other backgrounds such as “Urban Residential”
and “Urban Commercial” in the pipeline of implementation to make it even more
diverse.
• Time of the Day and Shadow: Application offers to switch between different
times of the day and corresponding lighting conditions. Furthermore, depending
on the time, corresponding shadowing effect is also implemented to make it more
realistic.
• Water Level and Water Profile: To simulate different flooding scenarios, option
to select between different water levels from low to submerged condition has been
integrated in the application. Furthermore, there is option to select between “clear”
and “flooded” water profile.
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• Weather: Application allows to select between “sunny”, “rain” and “fog” options
of weather. Furthermore, severity of weather can be adjusted using a slide bar.
• Vegetated Debris Materials: There are number of vegetated debris available in the
application which can be selected and placed in the scene. Some common materials
include, channel grass vegetation, different tree branches, leaf debris and different
tree trunks.
• Gravel Debris Material: Application offers to place different gravel debris such
as gravel beds, rocks and bricks from drop down menu and place in the scene to
simulate different blockage scenarios.
• Urban Debris Material: There are number of urban debris available in the application including shopping cart, car, doors, chairs, cans, bins, construction materials,
drums and shipping containers to simulate different blockage scenarios.
• Camera Viewpoints: Application offers the feature of varying camera viewpoints
in terms of sideways movement and zoom. This feature is introduced to capture
images from multiple angles to have a diverse dataset.
• Batch Screenshot: To formulate the visual dataset, feature of batch screenshot
has been implemented using nested loops to capture all the possible configurations
in terms of culvert configurations, time of the day, water levels, water colour and
camera viewpoints for a given simulated blockage scenario.
• Bounding Box Annotations: Application offers the generation of automatic
bounding box annotations for each object in the scene, culvert structure and culvert
openings. This feature works with batch screenshot and saves the .json annotation
for each saved image with the same name.
Figure C.1, Figure C.2 and Figure C.3 show some snapshots of the Synthetic Culvert
Blockage Images Generator interface and blockage scenarios.

APPENDIX C. SYNTHETIC CULVERT BLOCKAGE IMAGES GENERATOR
203

Figure C.1: Snapshot of the synthetic culvert blockage images generator interface with vegetative blockage case.
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Figure C.2: Snapshot of the synthetic culvert blockage images generator interface with urban blockage case.
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Figure C.3: Snapshot of the synthetic culvert blockage images generator interface with bounding box annotations.

