At a biogeographical scale, incomplete sampling is a hardly avoidable problem. Incomplete sampling can result in artefacts in R-mode analysis of biogeographic data, i.e., in the quantification of the similarity or dissimilarity of distribution areas of different organisms. Consider, for example, the hypothetical case shown in Figure 1 . There are four distribution areas. Three taxa have similar distribution areas (A, B, C) in the northwest of the study region, whereas the fourth distribution area (D) is far away in the southeast.
A similarity or distance measure is necessary to quantify the similarity or dissimilarity. A wealth of binary similarity and distance coefficients is available for that purpose (e.g., Cheetham and Hazel, 1969; Hubalek, 1982; Gower and Legendre, 1986; Shi, 1993) . In Figure 2 the resulting distance matrices for some distance coefficients are shown.
We denote distribution areas as sets A of geographic units, which are subsets of the total region under study R = [r\,.. ., r^} with k geographic units. |y4| denotes the number of elements in A The Jaccard distance d J (A 1 ,A 2 ) = l-\A l DA 1 \ \A l \JA 1 \ is often used in biogeographic analyses (e.g., Jardine, 1972; Dennis et al., 1998) and has been strongly recommended by Shi (1993) . Using d], the distance between the distribution areas A and B as well as the distances between the distribution areas A and D and B and D are all 1 (Fig. 2) . Even the distance between the distribution areas A and C and B and C are rather high (0.6), although the grid squares belonging to A and B are subsets of distribution area C and the difference might be a consequence of incomplete sampling. If the Kulczynski distance (l-"Kulczynski unnamed 2" in Shi, 1993) A (A is applied, the distances between the distribution areas A and C and B and C are lower (0.3), but the distance between the distribution areas A and B as well as the distances between the distribution areas A and D and B and D are all still 1. The Kulczynski distance has been recommended by Hausdorf and Hennig (2003; Hennig and Hausdorf, 2004) as an alternative to the Jaccard distance, because for the analysis of biotic elements (groups of similar ranges) it is adequate that species with small distribution areas are grouped into the same biotic element as species with larger distribution areas of which they are a subset. Therefore, the distances should be small in this case. The distances between the distribution areas A and C and between B and C are examples for such a situation.
Neither of the two discussed coefficients nor any other similarity or distance coefficient proposed so far takes the spatial autocorrelation of the occurrences of a taxon into consideration. The occurrences of a taxon are usually not randomly distributed across a region, but the probability that a taxon occurs in a geographic unit is much higher, if it occurs in a neighboring unit than if it does not occur in a neighboring unit. If this fact is considered, it becomes clear that the distribution areas A and B are more similar to each other than any of these to D.
In this paper we propose a new distance coefficient that considers both the percentage of geographic units shared by two taxa and the geographic relations of the occupied units. Because the geographic distance as well as congruence of ranges is considered, we call the new measure the geco coefficient. We show that it reflects the similarity between distribution areas in cases like that depicted in Figure 1 better than other coefficients, that is more robust against incomplete sampling and that it reduces instability of clusterings that can occur, if data sets are generated with differently coarse grids defining the geographic units.
THE GECO COEFFICIENT
Let A, B c R be two distribution areas and a and b geographic units of A and B, respectively. Assume that there is a distance d% defined on R. d% may be the geographic distance between geographic units, but other choices are also possible, such as distance measures formalizing ecological dissimilarity. We require for a general "distance" only that it is >0, that d{A, A) = 0 and that d{A, B) = d{B, A). In particular, we do not demand that the triangle inequality holds.
The geco coefficient in general form is defined as follows: 
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.00 where u is a monotone increasing transformation with w(0) = 0. To motivate the geco coefficient, consider for a moment u as the identity function. Then, d G is the mean of the average geographic distance of all units of A to the respective closest unit in B and the average geographic distance of all units of B to the respective closest unit in A Thus, obviously, d G (A, A) The identity function may be reasonable as a choice for u in particular situations, but often it is not adequate. Consider as an example d R as geographic distance, and consider distribution areas A,B,C, and D all including only in a single geographic unit, where the unit of A is 10 km far from B, 5000 km far from C and 10000 km far from D. Then, if u is the identity function, the geco distances from A to B, C and D are 10,5000 and 10000, thus distribution area D is judged as twice as different from A than C. Although in many circumstances a small geographic distance is meaningful in terms of the similarity of distribution areas (because species may easily get from one unit to another close unit and there may be similar ecological conditions in close units, so that distribution area B is in fact similar to A), the differences between large distances are not important for the similarity between distribution areas and units which are 5000 and 10000 km away from a may both simply not be anyhow related to the unit of A. Thus, we suggest for geographical distances a transformation u that weights down the differences between large distances. A simple choice of such a transformation is the following:
That is, Uf is linear for distances smaller than / times the diameter (maximum geographical distance) of the considered region R, whereas larger geographical distances are treated as "very far away", encoded by Uf = 1. This yields max dc = max u(dR) = 1, making the geco coefficient independent of the scaling of the geographical distances (kilometres, miles etc.) and directly comparable to the Kulczynski distance. In fact, / = 0 (or / chosen so that /max d% is smaller than the minimum nonzero distance in R) yields the Kulczynski distance, and / = 1 is equivalent to u chosen as the identity function scaled to a maximum of 1. / should generally be chosen so that /max d% can be interpreted as the minimal distance above which differences are no longer meaningful with respect to the judgment of similarity of distribution areas. We suggest / = 0.1 as a default choice, assuming that the total region under study is chosen so that clustering of distribution areas may occur in much smaller subregions, and that relevant information about a particular unit (e.g., about possible incomplete sampling) can be drawn from a unit that is in a somewhat close neighborhood compared to the whole range of the region. If a study is carried out on a very large map where lots of units are not occupied by any distribution area, it may be worthwhile to choose / smaller than 0.1. On the other hand, if a small area is explored with a relatively coarse grid, / may be chosen larger.
For the artificial data in Figure 1 , there is no background knowledge from which a reasonable choice of / could be justified. From Figure 2 it can be seen that the rough geographical similarities between the distribution areas A and B lead to a small distance with / = 0.2, whereas the fact that, in spite of the geographical closeness, the distribution areas A and B do not share geographic units, is more important for the geco coefficient with / = 0.1. The triangle inequality is violated for the Kulczynski and geco coefficients for this data. It seems to be intuitive here not to have a metric and to assign a larger distance between the distribution areas A and B, which do not share geographic units, than the sum of both of their distances to their common superset C.
There are alternatives to the choice of u that have a similar effect, e.g., u(d) = log(/d -I-1). However, with this transformation, / would be more difficult to choose and to interpret.
One might wonder if the choice of a transformation function u could be superfluous if the distances are processed by nonparametric rank-based techniques such as nonmetric multidimensional scaling (Kruskal, 1964) , as it is the case in later sections of this paper. But for two reasons the transformation makes a difference in such a situation as well:
1. Unless the distribution areas include only a single geographic unit, more than one transformed distance between units is summed up. If there are some (a half, say) 10 km and some 10000 km distances between units of the distribution areas A and B and only 5000 km distances between units of the distribution areas A and C, then B should be judged more similar to A than C. This would not be the case without the transformation. 2. Usually the overall number of distances between distribution areas is not small, and therefore the ranking of the distances, on which the nonmetric multidimensional scaling is based, depends in a rather precise manner on the exact sizes of the between distribution areas distances, unless they are extremely large or extremely small. Therefore, changing the distance definition a bit by changing or omitting the transformation of the distances between geographic units can have a significant impact on the nonmetric multidimensional scaling.
TEST DATA SETS
We compared the robustness of the geco coefficient with that of the Kulczynski coefficient on the basis of two data sets.
The first data set includes the distribution areas of 366 land snail species in 306 100-km UTM grid squares in northwest Europe . The maximum diameter of the total region is about 3500 km. The data set has been compiled from the distribution maps of Kerney et al. (1983) . These maps are interpolated, i.e., presences of a species have been indicated also for grid squares in which it might have not been recorded so far, but where it is probably present, because it is known from the surrounding units. Therefore this data set is artificially "complete" and especially suitable to test the effect of incomplete sampling on biogeographical analyses. The relation between Kulczynski distances and geco coefficients in the European land snail data is shown in Figure 3 . The second data set includes the distribution areas of 47 weevil species of the genus Scobins in southern Africa and is based on distribution maps given by Schoeman (1983) . We used Morrone's (1994) presence/absence matrix for 2° latitude x 2° longitude grid cells as corrected by Mast and Nyffeler (2003) as well as the presence/absence matrix for 1° latitude x 1° longitude grid cells generated by Mast and Nyffeler (2003) . The maximum diameter of the total region is about 1800 km.
Geographic distances were calculated between the centres of the grid cells with Arc View.
COMPARISON OF THE ROBUSTNESS OF THE GECO COEFFICIENT AND THE KULCZYNSKI COEFFICIENT AGAINST INCOMPLETE SAMPLING
To assess the stability of biogeographical analyses against incomplete sampling, Monte Carlo simulations were carried out. To simulate incomplete sampling, every presence of a species in a geographic unit given in the original data set has been deleted with a probability P under the side condition that every species is still present in the resulting simulated data in every simulation run.
To compare the Kulczynski distance and the geco coefficient, we computed the Pearson product-moment correlation p between the vector of distances between distribution areas in the original data set and the vector of distances between ranges in the simulated data set. For the analysis of the northwest European land snail data set P has been chosen as 0.1,0.2, and 0.3 in three different simulations, each consisting of 100 simulation runs. The correlation yielded by the geco coefficient (with / = 0.1, thus /max dR = 350 km) was larger than the correlation yielded by the Kulczynski distance in all simulation runs of all three simulations (Table 1) . p values become smaller and differences between Kulczynski and geco become larger with larger P.
We also assessed the stability of the determination of biotic elements. Biotic elements were determined as proposed by Hausdorf and Hennig (2003) . Nonmetric multidimensional scaling (Kruskal, 1964) was applied to the distance matrices between the distribution areas to obtain four dimensional Euclidean representations of the ranges. To these representations, model-based Gaussian clustering with a noise component and estimated number of clusters as implemented in the software MCLUST (Fraley and Raftery, 1998) was applied. Using this approach, every range is assigned either to a biotic element (cluster of similar ranges) or to the noise component. The clustering has been performed on the original and all simulated data sets using the Kulczynski distance and the geco coefficient (/ = 0.1). The most widely used similarity measure for partitions is the corrected Rand index (Hubert and Arabie, 1985) :
where k\ is the number of clusters in the first partition, ki is the number of clusters in the second partition, rijj is the number of points that are in cluster i in the first partition and in cluster j in the second partition, n,-. = E/Li n ij' n .j = Yl'lLi n ij-The corrected Rand index is standardized so that its expected value is 0 under random partitioning. Its maximum is 1. It becomes large if the number of pairs of objects is large for which either both objects are in the same cluster in both partitions, or both objects are in different clusters in both partitions, which indicates similarity of the partitions. For both distance measures, we computed the corrected Rand index between the clusterings on the simulated data sets and the original clustering (the noise component has been treated as a cluster for this purpose). The mean IR values are given in Table 1 . Because the computation of the clustering from the distance needs two steps that may be sources for instabilities (namely the nonmetric multidimensional scaling and the clustering itself), the variation of IR is much larger than that of p and the superiority of the geco coefficient is not that strong than for the correlation (Table 1) .
Because cluster analysis is sometimes unstable against small changes in the data, it can be considered as more stable to compare the representations of the data from the multidimensional scaling instead. We did this by performing a Procrustes analysis (Mardia et al., 1979) in which different representations of data in the Euclidean space are transformed so that they can be matched in an optimal manner. Peres-Neto and Jackson (2001) proposed a correlation-like statistic r = s/\ -ss, where ss denotes the sum of squared distances between the two transformed representations. The results show that with respect to the "Procrustes correlation" r the amount of superiority of the geco coefficient lies in between the results for the correlation between the distances and the TABLE 1. Mean values of correlation (p), "Procrustes correlation" r and corrected Rand index (J R ) for Kulczynski and geco distances over 100 simulation runs for the northwest European land snail data set in which every presence of a species in a geographic unit given in the original data set has been deleted with a probability P. g+: number of times in which geco coefficients were superior to Kulczynski distances. corrected Rand index with geco performing better in 92 (P = 0.1), 98 (P = 0.2), all 100 simulation runs (P = 0.3), respectively.
In a further simulation we assessed the stability of the coefficients when the sampling intensities vary between geographic units and when there is a spatial correlation of sampling intensities. The problem with this idea is that there are extremely many possibilities to design such a simulation, and the background knowledge does not suffice to make a reasonable decision. Nevertheless we performed an exemplary simulation in which the probability P for deleting an occurrence of a species in the original data has been taken as 0.1 for half of the geographic units and 0.3 for the other half. Spatial autocorrelation between units with high or low sampling intensity have been enforced by generating the set of units with P =0.1 randomly in exactly the same manner as the set of units occupied by a species distributed on half of the study area under the null model of species distributions explained in Hennig (2003, 2004; Hennig and Hausdorf, 2004) . The results again confirmed the superiority of the geco coefficient, which performed better than the Kulczynski distance in all 100 simulation runs with respect to distance correlation and "Procrustes correlation" and in 91 simulation runs with respect to IR (see Table 1 ).
We performed the same simulations with the Scobius 1° data as well. The results with respect to distances correlation and "Procrustes correlation" were roughly the same as for the European land snail data, while the same clustering as with the complete data set has been obtained by both Kulczynski and geco distances in more than 40 simulation runs for all values of P. Among the other simulation runs, there was a moderate majority for Kulczynski distances to yield higher IR-values, which seems to be caused by the fact that the Kulczynski distance based clustering on the original data consisted of fewer clusters and more noise points than the geco coefficient based clustering. The former seems to be easier to reproduce. Because we don't see any reason why the geco coefficient should favor such clustering structures in general, we attribute this result to peculiarities of this data set. Hausdorf and Hennig (2003) analysed the biotic element composition of the weevil genus Scobius in southern Africa using Kulczynski distances. The results obtained with a 1° grid differed considerably from those obtained with a 2° grid. A parametric bootstrap test for clustering was significant for the 2° data set (P = 0.01), but marginally nonsignificant (P = 0.09) for the 1° data set. This test uses the ratio between the 25% smallest and the 25% largest distances in the data set as test statistic and compares the observed data by simulated data sets from a null model that incorporates an estimated parameter for spatial autocorrelation (for details see Hausdorf and Hennig, 2003; Hennig and Hausdorf, 2004) . With the 2° data set four biotic elements have been found and 9% of the species have been assigned to the noise component, whereas only two biotic elements have been found with the 1° data set and 57% of the species have been assigned to the noise component. The results of the test for clustering indicate that the result obtained with the coarser 2° grid is meaningful, and that there are indeed patterns that have not been found with the 1° grid. Hausdorf and Hennig (2003) suggested that "If the grid used is too fine and the distribution data are not interpolated, insufficient sampling may introduce artificial noise in the data set." If the grid is chosen finer and finer, distance measures that do not take geographic distance into account may yield larger and larger distances between moderately similar ranges even if sampling is complete. The reason is that if the grid cells are so small that suitable biotopes for each species are not present in each cell, the number of grid cells where one species is present and the other is absent can become large. This may also happen if the grid size is finer than the home range of individuals (e.g., of large mammals). In general, however, a finer grid provides more precise information than a coarser grid, and it is due to the distance measure that this information cannot be used to obtain an adequate result.
DEPENDENCE OF CLUSTERING ON GRID SIZE
For the Scobius data set the smallest distance between two cells is about 85 km in the 1° grid and 175 km in the 2° grid. This means that, using / = 0.1, the geco coefficient coincides with the Kulczynski distance on the 2°g
rid. This makes sense because the 2° grid is so coarse that no information about insufficient sampling for one geographic unit is to be expected from neighbouring units. Therefore, differences between the results of the Kulczynski and the geco coefficient exist only for the 1° grid. If the geco coefficient (/ = 0.1) is used, the test for clustering yields a significant result (P =0.04) also for the 1° Scobius data set. The cluster analysis results in five biotic elements and is more similar to the 2° solution than to the 1° solution found with the Kulczynski distance. Four of the clusters found with the geco coefficient in the 1° Scobius data set resemble the clusters found with the Kulczynski distance in the 2° data set. However, with the geco coefficient an additional biotic element has been found that remained unrecognized in the analysis with the Kulczynski distance in the 2°d ata set. The corrected Rand index between the 1° solution based on the geco coefficient and the 2° solution based on the Kulczynski distance is 0.604, whereas the corrected Rand index between the solutions for the 1°g rid and the 2° grid data set calculated with the Kulczynski distance is only 0.296. The correlation between the geco coefficient vectors for the 1° grid and the 2° grid data set is 0.927, whereas the correlation between the Kulczynski distance vectors for these data sets is only 0.887. This illustrates that the use of the geco coefficient makes it possible to find biogeographical patterns with data sets based on a finer grid, which are generally more informative, but also more noisy. The cluster analyses results based on the geco coefficient are more stable against varying grid size than results based on the Kulczynski distance.
DISCUSSION
The geco coefficient is the first coefficient for the quantification of the dissimilarity of distribution areas of different organisms that considers not only the percentage of geographic units shared by two taxa, but also the geographic relations of the occupied units. The theoretical basis for this is the spatial autocorrelation of the occurrences of a taxon.
Compared with usual distance or similarity coefficients that do not consider the geographic relations between the geographic units, the geco coefficient has two major advantages. First, it reflects the similarity between ranges that are situated in the same region, but differ in the occupied geographical units, better than other coefficients (see Figs. 1, 2) . Second, it is more robust against the pervasive problem of incomplete sampling and some other sources that might result in gaps in distribution areas. This has been demonstrated in Monte Carlo simulations in which records were deleted randomly. In these simulations there was a higher correlation between the vector of distances between ranges in the original data set and the vector of distances between ranges in the simulated data set for the geco coefficient than for the Kulczynski distance. There was also a higher "Procrustes correlation" between multidimensional scalings based on original and simulated data sets for the geco coefficient. The stability of the biotic elements results of subsequent cluster analyses was also higher for the geco coefficient.
There are two other approaches to minimize the effect of incomplete sampling on the quantification of the dissimilarity of distribution areas of different organisms, namely the use of larger geographic units and the interpolation of distribution maps. Both approaches alter the distribution maps as such and produce new maps that imply more continuous ranges. However, gaps in distribution maps can be caused not only by incomplete sampling. They are not always artefacts, but may have historical reasons or may be the result of a lack of suitable biotopes in some geographical units or of a stochastic failure of a taxon to colonize a geographical unit or stochastic extinction (metapopulation dynamics). Thus, true gaps in distribution areas are obscured by these approaches, whereas the underlying distribution maps are not modified by using the geco coefficient. Moreover, the use of larger geographic units can result in obscuring the biogeographical pattern by merging adjacent biotic elements. We showed that patterns that were found with the Kulczynski distance only with a data set based on a coarse grid can be found with the geco coefficient also in the more informative, but noisier data sets based on a finer grid. With the geco coefficient even an additional potential informative biotic element could be found.
Our comparisons of the effects of incomplete sampling on the Kulczynski distance and the geco coefficient have been based on real data sets. A problem with using real data sets to test new methods is that it is not clear what the "underlying truth" is. A problem with the alternative approach using simulated data is that it is not clear whether the models used are realistic. Our approach is a compromise, because we compared stability statistics between different versions of the same data set without referring to any unknown underlying truth.
