Abstract Eulerian Extension (EE) is the problem to make an arcweighted directed multigraph Eulerian by adding arcs of minimum total cost. EE is NP-hard and has been shown fixed-parameter tractable with respect to the number of arc additions. Complementing this result, on the way to answering an open question, we show that EE is fixedparameter tractable with respect to the combined parameter "number of connected components in the underlying undirected multigraph" and "sum of indeg(v) − outdeg(v) over all vertices v in the input multigraph where this value is positive." Moreover, we show that EE is unlikely to admit a polynomial-size problem kernel for this parameter combination and for the parameter "number of arc additions".
Introduction
A directed (multi-)graph G is called Eulerian if it contains a tour that traverses every arc in G exactly once. We study the following NP-complete decision problem:
Eulerian Extension (EE) Input: A directed multigraph G = (V, A), a positive integer ω max , and a weight function ω : V × V → [0, ω max ] ∪ {∞}. Question: Is there an Eulerian extension for G of weight at most ω max ?
Herein, an Eulerian extension is a multiset E over V ×V such that G = (V, A∪E) is Eulerian. In the weight of an Eulerian extension, multiple arcs are counted multiple times, according to their multiplicity. Recently, there has been renewed interest in Eulerian Extension for at least two reasons. First, there are interesting applications (of special cases) of Eulerian Extension for sequencing problems [10] . Second, it has been pointed out that Eulerian Extension is "parameterized equivalent" to Rural Postman [4] , a famous arc routing problem in combinatorial optimization [6, 12] . The main focus of this paper is on assessing the parameterized computational complexity of EE with respect to the parameter c denoting the number of connected components of the underlying undirected multigraph.
We are aware of only two papers explicitly dedicated to studying the parameterized complexity of Eulerian Extension [4, 17] . Dorn et al. [4] studied the "standard parameterization" by the number k of extension arcs and their main result was to show that Eulerian Extension is fixed-parameter tractable with respect to k. Motivated by early work of Orloff [14, 15] and Frederickson [8, 9] , we complement the previous considerations and start a deeper study of Eulerian Extension parameterized by the component parameter c. Frederickson [8, 9] showed that Eulerian Extension is polynomial-time solvable for constant c. However, in his algorithm c influences the degree of the polynomial and so this only shows containment in the parameterized complexity class XP; it does not yield fixed-parameter tractability with respect to parameter c. Already in the 1970's Lenstra and Kan [12] and Orloff [15] pointed out the importance of the "complexity parameter" c. Indeed, to date, it is open whether Eulerian Extension can be solved in (fixed-parameter tractable) time f (c) · n O(1) for an n-vertex multigraph, f being an arbitrary computable function exclusively depending on c. In companion work [17] , we related Eulerian Extension to a matching variant and derived fixed-parameter tractability with respect to c on some special graph classes.
Our Results. We make some partial progress on resolving the complexity question for Eulerian Extension with respect to the parameter c. More specifically, we show that Eulerian Extension is fixed-parameter tractable with respect to the combined parameter (b, c), where b denotes the sum of all positive values indeg(v) − outdeg(v) over all vertices in the multigraph. See Orloff [15] for an early indication towards the relevance of this combined parameter. Notably, both b and c are upper-bounded by k and should typically be significantly smaller than k for most input multigraphs. In addition, we show that there is no polynomial-size problem kernel for the single parameters b, c, or k, or the combined parameter (b, c), unless coNP ⊆ NP/poly. To this end, we introduce the NP-hard Switch Set Cover, a combinatorial problem of potentially independent interest. Due to the lack of space, many details are deferred to a full version of the paper. Preliminaries. We consider directed multigraphs G = (V, A), where V (G) := V is the set of vertices and A(G) := A is the multiset of arcs. We use n := |V | and m := |A|. A trail W in G is a sequence of arcs in G such that each arc ends in the same vertex as the next arc starts in and such that no arc is used more often than it is present in G. We use V (W ) and A(W ) to refer to the set of vertices in which arcs of W start or end, and the multiset of arcs of W , respectively. A path in the multigraph G is a trail that traverses every vertex of G at most once. A closed trail that traverses its initial and terminal vertex exactly twice and every other vertex of G at most once is called a cycle. A directed multigraph G is said to be weakly connected if every pair of vertices u, v ∈ V (G) is weakly connected, that is, there is a path with the endpoints u, v in the underlying undirected multigraph of G. For brevity, we also write connected instead of weakly connected. We use the following characterization of Eulerian multigraphs, due to Euler: A multigraph is Eulerian if and only if all arcs are contained in the same connected component and all vertices are balanced.
Our results are in the context of parameterized complexity, which is a twodimensional framework for studying computational complexity [5, 7, 13] 
time, where f is a computable function depending only on k. For a language L ⊆ Σ * × N, a reduction to a problem kernel is a function that takes as input an instance (x, k) and, in time polynomial in |x| + k, outputs an instance (
Here, f and g are computable functions solely depending on k; f is called the size of the problem kernel. A polynomial-parameter polynomial-time many-one reduction 
Limiting Imbalance Helps
The fixed-parameter tractability of Eulerian Extension with respect to the number c of connected components in the input multigraph is a open question that arose implicitly in work of Frederickson [8, 9] . While we cannot answer this question, this section presents a fixed-parameter algorithm for EE that, additionally to the parameter c, uses the sum b of all positive balances of vertices as parameter. An early indication that both parameters influence the complexity of EE was given by Orloff [15] .
Here, c is the number of connected components in the input multigraph, and b is the sum of all positive balances of vertices in the input multigraph.
To prove Theorem 1, we consider a restricted version of EE that takes as input, additionally to a regular EE-instance, an "advice" that determines how components in the input multigraph are to be connected. Then, we will see that the number of ways to connect two given components is upper-bounded in terms of b.
More details follow. Let G = (V, A) be a directed multigraph. By C G we denote the component graph, which is a clique whose vertices one-to-one correspond to the weakly connected components of G. A hint for G is an undirected path or cycle t of length at least one in the component graph C G together with the information whether t shall form a cycle or a path in an Eulerian extension of G.
We call the corresponding hints cycle hints and path hints, respectively. We say a set of hints P is an advice to the multigraph G if the hints are edge-disjoint. 3 For a trail t in the graph (V, V × V ), we define C G (t) as the trail in C G that is obtained by making t undirected and, for every connected component C of G, substituting every maximum length subtrail t of t with V (t ) ⊆ C by the vertex in C G corresponding to C. We say that a path p in the graph (V, V × V ) realizes a path hint h if C G (p) = h and the initial vertex of p has positive balance and the terminal vertex has negative balance in G. We say that a cycle c in the graph (V, V × V ) realizes a cycle hint h if C G (c) = h. We say that an Eulerian extension E heeds the advice P if it can be decomposed into a number of paths and cycles that realize all hints in P . An advice P is connecting if the hints in P connect every pair of vertices in C G . Now consider the following restricted version of EE:
Eulerian Extension with Minimal Connecting Advice (EEA)
, and a minimal connecting advice P . Question: Is there an Eulerian extension E of G that is of weight at most ω max and heeds the advice P ? Section 2.1 first shows how to solve EE with help of an algorithm for EEA:
Then Section 2.2 shows an algorithm that solves EEA in the following time:
Then, Theorem 1 follows by combining Lemma 1 and Proposition 1. In order to prove these, we first present two transformations that, applied to the input multigraph, allow us to assume that each vertex has balance between −1 and 1 and to assume that weight functions abide the triangle inequality. For each given transformation, we show that it is correct, that is, it transforms yes-instances and only yes-instances to yes-instances. A further preprocessing routine allows us to assume that weight functions abide the triangle inequality.
Transformation 1 (Splitting Vertices
Transformation 2 (Shortest-Path Preprocessing). For an input instance of EE consisting of the directed multigraph G = (V, A), the weight function ω and the maximum weight ω max , derive a new instance by computing a new weight function ω , where for each u, v ∈ V , ω (u, v) is the weight of a shortest path from u to v in the graph (V, V × V ).
Lemma 3. Transformation 2 is correct and can be applied in O(n 3 ) time.
Observe that the number of components and the sum of all positive balances of vertices in an instance of EE are invariant under Transformation 1 and Transformation 2. In the following we assume all instances of EE and EEA to be exhaustively preprocessed using Transformation 1 and Transformation 2.
Generating Advice for Eulerian Extension
This section shows how to generate advice for EE in order to solve EE with the help of an algorithm for EEA, thus proving Lemma 1. To prove Theorem 1, it then remains to prove Proposition 1, that is, to present an algorithm for EEA; this is done in Section 2.2. To solve EE using an algorithm for EEA, we simply try every minimal connecting advice and solve the resulting instances of EEA. Exploiting the structure obtained by Transformations 1 and 2, one can show that we only have to try very restricted forms of advice:
Lemma 4. Let G be a directed multigraph and let E be a minimum-weight Eulerian extension with respect to a weight function ω :
There is a minimal connecting advice P = {h 1 , . . . , h i } such that (i) E heeds P and (ii) the graph defined by the union of all trails h 1 , . . . , h i without their initial vertices does not contain a cycle.
Using this restriction, we can enumerate all forests in C G and try all possibilities to extend them to an advice. Thus, we can prove Lemma 1.
Proof (Lemma 1).
We give an algorithm that decides EE by solving O(4
instances of EEA, each of which can be generated in O(c 3 + n + m) time. Let the directed multigraph G = (V, A) with c connected components and the weight function ω :
We simply generate all possible pieces of advice and solve the so-obtained EEA-instances. If one of these instances is a yes-instance, then, clearly, the original instance is a yes-instance. Also, for every yes-instance of EE, there is an advice derivable from a solution to the instance because of Lemma 4.
Concerning the generation of the advices, by Lemma 4 we may assume that the hints without their initial vertices form a forest in C G . Thus, we may simply enumerate all forests contained in C 
Solving Eulerian Extension with Advice
Having shown how EE can be solved using EEA, it remains to present an algorithm for EEA to solve EE. To this end, this section proves Proposition 1. This will conclude the proof of Theorem 1. To obtain an algorithm for EEA, we use the fact that EE on connected multigraphs is solvable in O(n 3 log n) time [4] . Hence, given an instance of EEA, we can solve it by realizing all hints given in the given minimal connecting advice and then solving EE on the resulting connected multigraph. In this approach, the parameter b helps to bound the number of possible ways we have to try to realize each hint. An algorithm that achieves the running time given in Proposition 1 can simply try each combination of optimal realizations of each hint in the given advice and then solve the resulting instance comprising a connected multigraph via the polynomial-time algorithm of Dorn et al. [4] . We denote a call to this algorithm by solve connected (G, ω) , where G is a connected multigraph and ω : V × V → [0, ω max ] ∪ {∞} is a weight function.
Realizing Hints. First, we show how to realize a given path hint using a path between two given vertices. Then, we can try all possible initial and terminal vertices of such a path in order to optimally realize a path hint. For a directed multigraph G = (V, A) and a weight function ω : V × V → [0, ω max ] ∪ {∞}, let p be a path in C G , let u be a vertex in the component of G that corresponds to the initial vertex of p, and let v be a vertex in the component that corresponds to the terminal vertex of p. Define minpath(G, ω, p, u, v) as a shortest path s from u to v in the complete graph (V, V × V ) such that C G (s) = p.
In the following, we show that the minpath function indeed yields realizations of hints that can be assumed to be part of an optimal Eulerian extension and how it can be computed in O(n 2 ) time.
Observation 1. Let E be an Eulerian extension for the multigraph G that heeds the advice P , let P contain a path-hint h, and let ω be a weight function V × V → Algorithm SolveEEA: Solving EEA.
Input: A directed multigraph G = (V, A), a weight function ω : V × V → [0, ωmax] ∪ {∞}, a cycle-less advice P , and an arc-set E. Output: A minimum-weight Eulerian extension for G that heeds the advice P . [0, ω max ] ∪ {∞}. Then, there is an Eulerian extension E such that E heeds the advice P , ω(E ) ≤ ω(E), and A(minpath(G, ω, h, u, v)) ⊆ E . Here, u, v are vertices contained in the connected components of G that correspond to the initial and terminal vertices of h, respectively. Having shown how to realize path hints, we can show how to realize all cycle hints in an advice P in O(|P |n 3 ) time.
Lemma 6. For a given directed multigraph G, a weight function ω : V × V → [0, ω max ]∪{∞}, and an advice P , realizations of all cycle hints in P are computable in O(|P |n 3 ) time.
Solution Algorithm. We now give an algorithm for Eulerian Extension with Minimal Connecting Advice, thus proving Proposition 1 and, therefore, proving Theorem 1.
Proof (Proposition 1).
Given an instance of EEA, we first compute realizations of all cycle hints in the advice P in O(|P |n 3 ) time (see Lemma 6) , add them to G and remove all cycle hints from P . Hence, in the following, we assume that P only contains path hints. Then, we apply Algorithm SolveEEA that solves instances of EEA whose advice does not contain cycle hints. We first look at the correctness of Algorithm SolveEEA and then analyze the overall running time.
Consider the return value E of Algorithm SolveEEA when called with an initially empty arc set E and an instance of EEA consisting of the multigraph G, the weight function ω, and minimal connecting advice P without cycle hints. For every hint in P there is realization in E , that is, E connects all connected components of G. Because of the call to solve connected(), the set E also makes every vertex in G balanced. Hence, E is an Eulerian extension for G that heeds P . Also, E is of minimum weight among all Eulerian extensions for G that heed the advice P . This is because, first, the solution of solve connected() is weight-minimal and, second, because, by Observation 1, we may assume that in a minimum-weight Eulerian extension all path hints h are realized by minpath(G, ω, h, u, v) for appropriate vertices u, v.
Concerning the running time of the overall procedure, we have to preprocess the input instance using Transformation 1 and Transformation 2 (recall that we assume that all instances are preprocessed accordingly). By Lemmas 2 and 
Since P is a minimal connecting advice, we have |P | ≤ c, and thus the overall procedure runs in O(2
3 Non-Existence of Polynomial-Size Problem Kernels
In this section, we prove the following theorem.
Theorem 2. Eulerian Extension does not admit a polynomial-size problem kernel with respect to the parameters (i) minimum number k of arcs in an Eulerian extension E with ω(E) ≤ ω max , (ii) sum b of positive balances, (iii) number c of connected components in the input multigraph, or (iv) the combined parameter (b, c), unless coNP ⊆ NP/poly.
Since parameters b and c are upper-bounded by k, a polynomial-size problem kernel with respect to the parameters b, c, or the combined parameter (b, c) would imply a polynomial-size problem kernel with respect to the parameter k. Thus, we only have to show the theorem for the parameter k. Instead of considering the general problem EE, we show that Theorem 2 holds even for the following, more restricted problem variant. Since this is a special case of EE, the hardness result also holds for EE.
2-Dimensional Eulerian Extension (2DEE)
Input: A directed graph G = (V, A) with V ⊆ N × N. Question: Is there an Eulerian extension E for G with ∀(u, v) ∈ E : u v?
Herein, (u 1 , u 2 ) (v 1 , v 2 ) means u 1 ≤ v 1 and u 2 ≤ v 2 and we call (u, v) ∈ V × V an allowed arc if u v. The 2DEE problem stems from an application in sequencing [10] . In order to prove that 2DEE does not admit a polynomial-size problem kernel, we use an intermediate problem called Switch Set Cover (SSC). To define SSC, we use the following terminology. Let U be a non-empty set. A U -position is a multiset with elements drawn from the universe U . A U -switch is a multiset whose elements are U -positions. When the set U is clear from the context, we simply speak of positions and switches.
Switch Set Cover (SSC)
Input: A set U and s switches each containing a number of positions. Question: Is it possible to choose exactly one position in each switch such that each element of U is contained in at least one of the chosen positions?
We show that we can derive a polynomial-size problem kernel for SSC with respect to the combined parameter (s, |U |) from a polynomial-size problem kernel for 2DEE with respect to the parameter k. This is done using a ≤ We also use the fact that both 2DEE and SSC are NP-complete. For 2DEE this is proven by Höhn et al. [10] . The same can be shown for SSC using a simple reduction from the well-known NP-hard Set Cover problem. Given a polynomial-size problem kernel for 2DEE, and an instance of SSC, we derive a problem kernel for SSC as follows. First, we construct an equivalent instance of 2DEE using the reduction from Proposition 2. Then, we reduce this instance of 2DEE to a polynomial-size problem kernel and transform the kernel-instance back to an equivalent instance of SSC using one of its NP-hardness reductions. This procedure yields a polynomial-size problem kernel for SSC because the first reduction increases the parameter at most polynomially, and the second reduction increases the instance size at most polynomially. However, we also prove that a polynomial-size problem kernel is unlikely to exist for SSC. Consequently, in order to prove Theorem 2, we have to prove Proposition 2 and Proposition 3. To prove Proposition 3, we use a framework introduced by Bodlaender et al. [1] : An or-composition algorithm for a parameterized problem L ⊆ Σ * × N is an algorithm that (1) receives a number of instances (I 1 , k) , . . . , (I m , k), (2) runs in time that is polynomial in m i=1 |I i | + k, and (3) outputs an instance (I * , k ), such that k is bounded by a polynomial in k and (I * , k ) ∈ L if and only if (I j , k) ∈ L for some 1 ≤ j ≤ m.
A parameterized problem is called or-compositional if there is an or-composition algorithm for it. Bodlaender et al. [1] showed that if an or-compositional parameterized problem admits a polynomial-size problem kernel, then coNP ⊆ NP/poly. To prove that SSC is or-compositional with respect to the parameter (s, |U |), we employ the following strategy, introduced by Dom et al. [3] : First, we prove that Switch Set Cover is fixed-parameter tractable. More specifically, we show that it is solvable in O * (2 s|U | ) time. 4 Then, in the composition algorithm, if there are m ≥ 2 s|U | input instances, then we can directly solve all the instances in O * (m2 s|U | ) ⊆ O * (m 2 ) time and return a trivial yes-or no-instance depending on whether any of the m instances is a yes-instance. Thus, we may then assume that m ≤ 2 s|U | and, hence, log m ≤ s|U |. We exploit this to create an instancechooser gadget by introducing log m new switches and s log m new elements into the output instance, increasing the parameter at most polynomially since log m ≤ s|U |. Every possible way to choose positions in these new switches will correspond to exactly one original instance that then is a yes-instance if the composite instance is a yes-instance. If, however, there is a yes-instance among the original instances, then the composite instance can be solved by simply configuring the chooser for this instance. We obtain the following result:
Observation 2. Switch Set Cover is or-compositional with respect to the combined parameter (s, |U |).
In order to prove that EE has no polynomial-size problem kernel, according to our strategy, it remains to show the following:
Proof. An algorithm to solve SSC may simply try each combination of positions for all the switches: We may assume that in every switch there are at most 2 |U | positions because positions containing the same elements as other positions may be deleted and multiple copies of one element in one position may also be deleted. Thus, there are at most (2 |U | ) s combinations of positions.
Next, we prove Proposition 2 by briefly sketching a ≤ PPP m -reduction from SSC parameterized by the number of elements |U | and the number of switches s to 2DEE parameterized by the number of extension arcs k. Since switches and positions are multisets, we can assume without loss of generality that all positions contain exactly |U | elements. If this is not already the case, we can simply repeat elements or delete repeated elements.
The reduction uses the fact that, in 2DEE, all components of the input have to be connected. Analogously, all elements of an SSC instance have to be covered. We exploit this analogy by modeling elements as connected components. We represent each of the elements in U by a different component and introduce a special component, the "frame", to which the element-components can be connected. We use the geometrical restrictions of 2DEE to only allow connecting elements of exactly one position for each switch. To this end, consider a switch S. The imbalanced vertices u and v are part of the frame. Since 2DEE only allows inserting arcs pointing to the lower left, only one of the groups of three vertices can be connected to the frame. Hence, an algorithm for 2DEE has to choose which group to connect, thus choosing a position for the switch S. Note that, since u and v are imbalanced, this gadget requires adding at least one arc.
We introduce a gadget for S that allows connecting all elements of exactly one position of S to the frame (see Figure 1) . Each switch is represented by one of these gadgets and we use the restrictions of 2DEE to ensure that each of these gadgets is extended independently, thus representing the choice of a position for each of the switches in the original instance. We note that a similar notion of independence is also used in the NP-hardness proof for 2DEE by Höhn et al. [10] .
Clearly, the described reduction runs in polynomial time. Furthermore, since each position contains at most |U | elements, each gadget representing a switch allows for at most |U | + 1 added arcs and it follows that at most s|U | + s arcs have to be added. Hence, the presented construction constitutes a ≤ PPP m -reduction from SSC to 2DEE. Together with Proposition 3 and the NP-hardness of SSC, Theorem 2 follows.
Conclusion
The most important remaining open question is to determine whether Eulerian Extension is fixed-parameter tractable solely with respect to the number of weakly connected components. Furthermore, it seems worthwhile to search for more efficient algorithms for the special case 2-Dimensional Eulerian Extension (see Section 3). It would also be interesting to see whether the newly introduced Switch Set Cover turns out be useful in other contexts. Having
