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A dual relationship between the boundary conditions of the second derivative
operator
Au=&u"( } )
is established. Some dual properties determined by the dual boundary conditions
are considered. Furthermore, the singularities of the nonnegative square root of the
above second derivative operator are studied. Our results show that, although A12u
is not u$( } ), it is a harmonic conjugate of u$( } ) in some sense.  2000 Academic Press
Key Words: ‘‘string’’ operators; structural damping; singular integral.
1. INTRODUCTION
Chen and Russell [4], and Balakrishnan [1, 2] propose a class of
mathematical models for elastic systems with structural damping,
2u
t2
+Au+rA12
u
t
=0, (1.1)
where A is a nonnegative, selfadjoint differential operator and A12 is the
square root of A. There has been a lot of work treating the behavior of system
(1.1); see Chen and Triggiani [57] or Huang [9]. In order for system (1.1)
to have an appropriate physical meaning, however, it is necessary to under-
stand the structure of A12. This problem is generally nontrivial. Barbu
[3, p. 333] pointed out that ‘‘the operator A12 is hard to describe in
elementary terms, even in a linear case.’’ Russell [11] made the initial
contribution to this problem. Balakrishnan [1, 2] computed the explicit
expression of A12 partially for the second and fourth derivative operators.
The author and his co-worker, Feng [1416], treated a general structure
of A12 which followed Russell [11].
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In this paper we focus on the second derivative operator A on L2(0, 2?)
D(A)/H2(0, 2?), Au=&u"( } ), (1.2)
where D(A) is the domain of A and H2(0, 2?) is the usual Sobolev space
of the second order consisting of all functions on [0, 2?], to study A12.
In Section 2 a dual relationship between the boundary conditions of the
second derivative operator A, defined by (1.2), is established and examined.
The dual boundary condition operator A is defined. This notion was first
introduced in Russell [11] and was thoroughly discussed by the author in
[15, 16] for fourth derivative operators. Here the duality means a relationship
between the boundary conditions, not related to any inner product. For
instance, if A is the second derivative operator, defined by (1.2), with clamped
boundary conditions (see Example 2.1)
u(0)=u(2?)=0, (1.3)
then A is the second derivative operator with free boundary conditions
u$(0)=u$(2?)=0. (1.4)
Furthermore, some dual properties between A and A are studied, such as
nonnegativity, SDE boundary conditions, eigenvalues, eigenfunctions, non-
negative square roots, etc.
Our main results are presented in Section 3. Let A, defined by (1.2), be
nonnegative selfadjoint on L2(0, 2?). In [14] the author and his co-worker
Feng introduced a notion of positive boundary spaces. We will show that
there is a positive boundary space (H + , #, 1) of A corresponding to the
first derivative operator (Lemma 3.1). By [14], A12 admits the form
A12u=Q \#
121u
u$ + , \u # D(A12),
where D(A12) is the domain of A12 and Q is a singular integral operator
with some singular kernel from some closed subspace of H + _L
2(0, 2?) to
L2(0, 2?). Section 3 treats of the problem where the singularities of the
kernel of Q may appear and what the order of these may be. The same
problem has been studied in [16] for fourth derivative operators. Here the
situation is essentially different from that in the case of fourth derivative
operators. For fourth derivative operators, the singularities of kernels are
only in the boundary of (0, 2?)_(0, 2?) [16, Theorems 1.1 and 1.2].
However, here such singularities are not only in the boundary of it but also
in the diagonal line of (0, 2?)_(0, 2?) (Theorems 3.1 and 3.2). Our results
also show that, although A12u is not u$( } ), it is a harmonic conjugate of
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u$( } ) in some sense. In particular, this is the harmonic conjugate in the
usual sense [8] and the kernel of Q is the Cauchy kernel [10] if A is with
periodic boundary conditions (see Example 3.1 and (3.65)). Furthermore,
in many cases, we can easily obtain kernel functions of Q by some formulae
in Section 3. For instance, if A is prescribed by the boundary conditions
with one end free and the other fixed, we have the following explicit model
of the string for proportional damping (Example 3.3) from (1.1)
2u
t2
&
2u
x2
+
r
? |
2?
0
cos(x4) sin( y4)
cos( y2)&cos(x2)
2u(t, y)
ty
dy=0, t>0, 0<x<2?,
u
x
(t, 0)=u(t, 2?)=0, t>0, (1.5)
u(0, x)=.0(x),
u
t
(0, x)=.(x), 0<x<2?.
2. THE DUAL BOUNDARY CONDITIONS
Let A be the second derivative operator defined by (1.2).
The inner product in L2(0, 2?) is
(u, v)=|
2?
0
u(x) v(x) dx, \u, v # D(A).
Assume D(A) is such that A is selfadjoint. Integration by parts yields
(Au, v)=&u$v | 2?0 +|
2?
0
u$(x) v$(x) dx, \u, v # D(A). (2.1)
Specializing to (Au, u), A is seen to be nonnegative if
&u$u | 2?0 0, \u # D(A). (2.2)
However, the inverse of the above claim generally is not true (see Example 2.3).
In particular, A is said to have SDE (strictly distributed energy [11]) bound-
ary conditions if
&u$u | 2?0 =0, \u # D(A). (2.3)
When (2.3) holds, the system energy of the ‘‘string’’ vibration problem becomes
1
2 |
2?
0 \\
u
t+
2
+\ux+
2
+ dx.
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Consider the bilinear form L( } , } ) on H2(0, 2?), defined by
L(u, v)=(u$(x) v$(x)&u(x) v(x))| 2?0 , \u, v # H
2(0, 2?). (2.4)
Definition 2.1. Let A be a selfadjoint operator, defined by (1.2).
Define the operator A on L2(0, 2?) by
D(A )=[u | u # H2(0, 2?), L(u, v)=0, \v # D(A)], A u=&u"( } ). (2.5)
A is said to be the dual boundary condition operator of A.
Example 2.1. Consider a string with both ends fixed. The domain of A
is
D(A)=[u | u # H2(0, 2?), u(0)=u(2?)=0].
Since
L(u, v)=u$(2?) v$(2?)&u(2?) v(2?)&u$(0) v$(0)+u(0) v(0)
=u$(2?) v$(2?)&u$(0) v$(0), \v # D(A),
we obtain
D(A )=[u | u # H2(0, 2?), L(u, v)=0, \v # D(A)]
=[u | u # H2(0, 2?), u$(0)=u$(2?)=0],
A u=&u"( } ),
i.e., A is the ‘‘string’’ operator with both ends free.
Example 2.2. Consider a string with elastic force applied at the free
end, x=2?. The boundary conditions become
u(0)=0, u$(2?)+au(2?)=0,
where a>0.
By
L(u, v)=(u$(x) v$(x)&u(x) v(x))| 2?0
=&(au$(2?)+u(2?)) v(2?)&u$(0) v$(0), \v # D(A),
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we have
D(A )={u } u # H2(0, 2?), u$(0)=0, u$(2?)+1a u(2?)=0= .
We need two propositions.
Let ,1 , ,2 # H2(0, 2?). Denote
C,1, 2(x)=\,$1(x),$2(x)
,1(x)
,2(x)+ , 0x2?. (2.6)
Set
B,1, 2=C,1, 2 (0) \01
0
0+ C {,1, 2 (0)&C,1, 2 (2?) \
0
1
0
0+ C {,1, 2 (2?), (2.7)
N=[. | . # H4(0, 2?), .(4)+.=0]. (2.8)
We then have
Proposition 2.1. Let A be a second derivative operator defined by (1.2).
Then A is selfadjoint if and only if there are linearly independent elements
,1 , ,2 # N such that
(i) B{,1, 2=B,1, 2 ; (2.9)
(ii) D(A)=[u | u=u0+:1,1+:2 ,2 , u0 # H 20(0, 2?), :1 , :2 # C]. (2.10)
Proof (Necessity). Let A be selfadjoint. Define the operator A0 on
L2(0, 2?) by
D(A0)=H 20(0, 2?), A0u=&u"( } ).
It is easily checked that A0 is a closed symmetric operator on L2(0, 2?) and
the adjoint operator A0* of A0 is
D(A0*)=H 2(0, 2?), A0*u=&u"( } ).
Set
N\=[. | . # H 2(0, 2?), ."\i.=0],
where i=- &1. Since A is selfadjoint, i.e., A=A*, A is a selfadjoint exten-
sion of the closed symmetric operator A0 . By the second formula of Von
Neumann, (Weidmann [12]), there is an isometric surjective linear operator
V: N+  N& such that
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D(A)=[u | u=u0+.&V., u0 # H 20(0, 2?), . # N+], (2.11)
Au=&u"0( } )+i.+iV.. (2.12)
It is obvious that dim N+=2. Let .1 , .2 be a basis of N+ . Set
,j=.j&V.j , j=1, 2.
It is easily verified that ,1 , ,2 # N are linearly independent. Thus (ii) holds
from (2.11). For any :, ; # C2, :=(:1 , :2), ;=(;1 , ;2), set
u=:1,1+:2,2 , v=;1,1+;2,2 .
Then integration by parts yields
(u, Av)=&uv$| 2?0 +|
2?
0
u$v$ dx
=:{B,1, 2 ; +|
2?
0
u$v$ dx. (2.13)
From (2.13), the selfadjointness of A yields
0=(u, Av)&(Au, v)
=:{(B,1, 2&B
{
,1, 2
) ; , \:, ; # C2, (2.14)
that is, B,1, 2=B
{
,1, 2
.
(Sufficiency) Let ,1 , ,2 # N be linearly independent such that (2.9) and
(2.10) hold. It is easily checked that N=N+ N& in L2(0, 2?). Then , j
have unique direct sums
,j=.j&.~ j , .j # N+ , .~ j # N& , j=1, 2. (2.15)
Define the operator V: N+  N& by
V.=:1 .~ 1+:2.~ 2 , \.=:1.1+:2.2 # N+ . (2.16)
Then (2.12) holds from (2.10) and (2.152.16). For any .=:1.1+
:2 .2 # N+ , set
g=.&V.=:1,1+:2 ,2 . (2.17)
It follows from (2.17), (2.7), and integration by parts that
2i(V., V.)&2i(., .)=(g, &g")+(g", g)
=(g$g & gg$)| 2?0
=:{(B,1, 2&B
{
,1, 2 ) : =0, (2.18)
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\.=:1.1+:2 .2 # N+ , i.e., V: N+  N& is isometric. To complete the
proof it will suffice from Von Neumann’s theorem again to show that .1 ,
.2 are linearly independent. Suppose that .=:1.1+:2 .2=0. Then (2.18)
yields V.=0 so that :1,1+:2,2=.&V.=0, that is, :1=:2=0. K
Proposition 2.2. Let A be a selfadjoint defined by (1.2) and B,1, 2 the
same as in Proposition 2.1. Then the following statements are equivalent:
(a) A is nonnegative;
(b) the 2_2 matrix
B,1, 2+2? \ | y(,$1)|
2
y(,$1) y(,$1 )
y(,$2) y(,$2 )
| y(,$2)|
2 +
is nonnegative on C2, where y( } ) is the linear functional defined by
y(.)=
1
2?
(., 1), \. # L2(0, 2?). (2.19)
Proof. For any u # D(A), from Proposition 2.1, we have
u=u0+:1,1+:2,2 , u0 # H 20(0, 2?), :=(:1 , :2) # C
2. (2.20)
It follows from (2.13) that
(Au, u)=:{B,1, 2 : +&u$&
2
=:{B,1, 2 : +&u$& y(u$)&
2+2? | y(u$)|2
=:{ _B,1, 2+2? \ | y(,$1)|
2
y(,$1) y(,$1 )
y(,$2) y(,$2 )
| y(,$2)|
2 +& : +&u$& y(u$)&2.
(2.21)
It is clear from (2.21) that (b) implies (a). We now prove that (a) implies (b).
For u # D(A) given in (2.20), set
v=|
x
0
u$ dx&xy(u$), x # [0, 2?]. (2.22)
Then v # H 10(0, 2?). Since H
2
0(0, 2?) is dense in H
1
0(0, 2?) in the norm
&.&2H 1(0, 2?)=&.&
2+&.$&2, there are un # H 20(0, 2?) for n1 such that
&u$n&v$&=&u$n&(u$& y(u$))&  0 (n  ).
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Replacing u with u&un in (2.21), we have
(A(u&un), u&un)=:{ _B,1, 2+2? \ y(,$1)|
2
y(,$2) y(,$1 )
y(,$1) y(,$2 )
| y(,$2)|
2 +& :
+&u$& y(u$)&u$n&
2, : # C2 (2.23)
for all n1. Letting n   in (2.23) yields (b). K
The following is an example such that A is nonnegative but relation (2.2)
fails.
Example 2.3. Let A have boundary conditions
u$(0)=u$(2?), 2?u$(2?)=u(2?)&u(0).
It is easily checked that the problem of ordinary equation
,(4)+,=0,
,$(0)=,$(2?), 2?,$(2?)=,(2?)&,(0)
has and only has two linearly independent solution ,1 , ,2 . A simple com-
putation shows that
B,1, 2=&2? \ |,$1(2?)|
2
,$2(2?) ,$1(2?)
,$1(2?) ,$2(2?)
|,$2(2?)|
2 + . (2.24)
By Proposition 2.1, A is selfadjoint. From (2.24), conditions (2.2) do not
hold. However, since
B,1, 2+2? \ | y(,$1)|
2
y(,$2) y(,$1)
y(,$1) y(, $2)
| y(,2)| 2 +=0, (2.25)
from Proposition 2.2, A is nonnegative. K
Theorem 2.1. Let A be a selfadjoint operator, defined by (1.2). Then
(i) the dual boundary condition operator A is selfadjoint;
(ii) A =A.
Proof. (i) We divide the proof into several steps.
Step I. \. # N, set
.=(.$(0), .(0), .$(2?), .(2?)){. (2.26)
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Then : N  C4 is a linear isomorphism. Let .=0. Then
&.&2=&(.(4), .)=(&.$$$. +.".$)| 2?0 &(.", .")=&&."&20;
i.e., .=0.
Step II. Set
M=[. | . # N, L(., ,)=0, \, # D(A)]. (2.27)
Then dim M=2. Let ,j # N be defined by Proposition 2.1. Then Step I
shows that ,1 , ,2 are linearly independent. It follows from Proposition
2.1(ii) and (2.27) that
M=[. | . # N, L(., ,j)=0, j=1, 2]. (2.28)
In addition, (2.4) gives
L(., ,j)=(.$(x) ,$j (x)&.(x) ,j (x))|
2?
0
=(.){ \
&1
0
0
0
0
1
0
0
0
0
1
0
0
0
0
&1+ ,j , j=1, 2. (2.29)
Since dim N=4, from Step I, (2.28) and (2.29), we have dim M=2.
Step III. Let , j # N such that
, j=&\
0
1
0
0
1
0
0
0
0
0
0
1
0
0
1
0+ ,j , j=1, 2. (2.30)
By Step I and (2.30), , 1 , , 2 are linearly independent. From (2.29) and
(2.30), we obtain
L(, i , ,j)=&(,i ){ \
0
1
0
0
1
0
0
0
0
0
0
1
0
0
1
0+\
&1
0
0
0
0
1
0
0
0
0
1
0
0
0
0
&1+ , j
=(,i ){ \
0
1
0
0
&1
0
0
0
0
0
0
&1
0
0
1
0+ , j , i, j=1, 2. (2.31)
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Thus (2.31) and Proposition 2.1(i) yield
\L(,
 1 , ,1) L(, 1 , ,2)
L(, 2 , ,1) L(, 2 , ,2)+
=(C,1, 2 (0) C,1, 2(2?)) \
0
1
0
0
&1
0
0
0
0
0
0
&1
0
0
1
0+ \ C
{
,1, 2
(0)
C r,1, 2 (2?)+
=B,1, 2&B
{
,1, 2
=0. (2.32)
Then , 1 , , 2 # M form a basis of M. It is easily checked that H2(0, 2?) has
the direct sum
H2(0, 2?)=H 20(0, 2?)N. (2.33)
Since H 20(0, 2?)/D(A ), (2.5), (2.27), (2.28), and (2.33) show that
D(A )=[u | u=u0+:1, 1+:2, 2 , u0 # H 20(0, 2?), :1 , :2 # C]. (2.34)
In addition, it follows from (2.7) and (2.30) that
B, 1, 2=C, 1, 2(0) \01
0
0+ C {, 1, 2(0)&C, 1, 2(2?) \
0
1
0
0+ C {, 1, 2 (2?)
=\(,
 1){
(, 2){+ \
0
1
0
0
0
0
0
0
0
0
0
&1
0
0
0
0+ (, 1 , 2)
=\(,1)
{
(,2){+ \
0
1
0
0
1
0
0
0
0
0
0
1
0
0
1
0+\
0
1
0
0
0
0
0
0
0
0
0
&1+\
0
1
0
0
1
0
0
0
0
0
0
1
0
0
1
0+ (,1 ,2 )
=\(,1)
{
(,2){+ \
0
0
0
0
1
0
0
0
0
0
0
0
0
0
&1
0+ (,1 ,2)
=B {,1, 2 . (2.35)
Thus (2.9) holds for B, 1, 2 since it is true for B,1, 2 . By Proposition 2.1, A
is selfadjoint.
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(ii) For \u # D(A), since
L(u, v)=L(v, u)=0,
for any v # D(A ), we have u # D(A ). Thus D(A)/D(A ). Since A and A are
selfadjoint, we have
A=A . K
Now we consider some dual properties between A and A .
Theorem 2.2. Let A be a selfadjoint operator defined by (1.2). Then
condition (2.2) holds true for all u # D(A) if and only if they do for all
u # D(A ). In particular, A has SDE boundary conditions if and only if A has
SDE boundary conditions.
Proof. It follows from (2.13) that condition (2.2) holds if and only if
B,1, 2 is nonnegative on C
2 and condition (2.3) holds if and only if B,1, 2=0
for A. So (2.35) yields our desired results. K
Theorem 2.3. Let A be a selfadjoint operator, defined by (1.2), and have
SDE boundary conditions. Then
(i) _p(A)"[0]=_p(A )"[0], where _p(A) and _p(A ) are the point
spectra of A and A , respectively.
(ii) Let * # _p(A) and *{0. If u( } ) is an eigenfunction of A corre-
sponding to *, then u$ is an eigenfunction of A corresponding to *.
Proof. Suppose that (2.3) holds for all u # D(A). Let * # _p(A), *{0,
and let u be an eigenfunction of A corresponding to *. Then u"+*u=0
gives (u")$+*u$=0. In addition, it is easily checked from (2.3) that
&.$, | 2?0 =0, \., , # D(A). (2.36)
It follows from (2.36) that
L(u$, v)=(u"v$&u$v ) | - 2?
0
=&*uv$ | - 2 ?
0
&u$v | - 2 ?
0
=0, \v # D(A),
i.e., u$ # D(A ). Therefore * is an eigenvalue of A and u$ is an eigenfunction
of A corresponding to *. By Theorem 2.1, the proof is complete. K
Theorem 2.4. Let A be a selfadjoint operator, defined by (1.2), and have
SDE boundary conditions, and let A be the dual boundary condition operator
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of A. Denote the nullspaces of A and A by N(A) and N(A ), respectively. Let
L2(0, 2?) have the direct sum decomposition
L2(0, 2?)=R0 N(A )=R 0N(A),
where R0=(N(A ))= and R 0=(N(A))=. Then there is an isometric, surjective,
linear operator Q: R0  R 0 such that
A12u=Q(u$), \u # D(A12);
A 12u=Q&1(u$), \u # D(A ),
where A12 and A 12 are the nonnegative square roots of A and A , respec-
tively, and Q&1 : R 0  R0 is the inverse of Q: R0  R 0 .
Proof. There exists an orthonormal basis [un] of L2(0, 2?) such that
Aun=*n un , n=1, 2, 3, ...,
where un is an eigenfunction of A corresponding to *n . Set
vn( } )=
1
- *n
u$n( } ), if n1, *n>0.
By Theorem 2.3, we obtain
R0=span[vn | n1, *n>0.];
R 0=span[un | n1, *n>0.].
By [14, Theorem 3.3], there are isometric linear operators Q: R0  R 0 and
Q : R 0  R0 such that
Qvn=un , n1, *n>0,
(2.37)
A12u=Q(u$), \u # D(A12),
and
Q un=vn , n1, *n>0,
(2.38)
A 12u=Q (u$), \u # D(A 12).
From (2.37) and (2.38), it follows that
Q =Q&1 : R 0  R0 .
The proof is complete.
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3. THE NONNEGATIVE SQUARE ROOT
First, we need several lemmas for the development of the structure of
A12. Let A be nonnegative selfadjoint defined by (1.2). In this section we
always assume that condition (2.2) holds.
We introduce the notion of a positive boundary space presented in [14].
Let B: D(B)=H1(0, 2?)  L2(0, 2?) be a linear operator such that
(A., .)&B.&2, \. # D(A). (3.1)
Let H + be a Hilbert space with the inner product ( } , } )+ and the induced
norm & }&+ . If there are a bounded, nonnegative selfadjoint operator
#: H +  H
+
 and a mapping 1 : D(A
12)  H + such that
(., A,)&(B., B,)=(#1., 1,)+ , \., , # D(A), (3.2)
then we say that (H + , #, 1 ) is a positive boundary space of A correspond-
ing to B.
We have the following:
Lemma 3.1. Let A be nonnegative selfadjoint, defined by (1.2), such that
condition (2.2) holds true. Then there is a positive boundary space (C2, #, 1 )
of A corresponding to the first derivative operator B, where #: C2  C2 is
nonnegative, symmetric, 1 : D(A12)  C2 a mapping, and B defined by
D(B)=H1(0, 2?), B.=.$( } ). (3.3)
Proof. By Proposition 2.1, there are ,1 , ,2 # N such that (2.10) holds,
where N is defined in (2.8). Define a bilinear form C( } , } ) on C2 by
C(:, ;)=\ :
2
i=1
:i ,i , A :
2
i=1
;i,i+&\B :
2
i=1
:i ,i , B :
2
i=1
;i,i+ , (3.4)
for any :, ; # C2. It is easily checked from (2.1) and (2.2) that C( } , } ) is
a symmetric, nonnegative bilinear form on C2, so there is a symmetric,
nonnegative operator # on C2 such that
C(:, ;)=(#:, ;)C2 , \:, ; # C2. (3.5)
For any : # C2, we decompose : into a direct sum
:=:0+:+ , in C2, (3.6)
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where :0 is in the zero space of # and :+ in the range of #. We define the
mapping 1 : D(A)  C2 by
1u=:+ , (3.7)
where u # D(A) and : # C2 is such that
u=u0+:1,1+:2,2 , u0 # H 20(0, 2?). (3.8)
We therefore have, from (2.1) and (3.4)(3.7),
(u, Av)&(Bu, Bv)=&uv$| 2?0 =&\ :
2
i=1
:i,i :
2
i=1
;i,i+}
2?
0
=\ :
2
i=1
:i,i , A :
2
i=1
;i ,i+&\B :
2
i=1
:i,i , B :
2
i=1
;i,i+
=(#:, ;)C2=(#:+ , ;+)C2=(#1u, 1v)C2 , \u, v # D(A),
(3.9)
where v=v0+;1,1+;2 ,2 , v0 # H 20(0, 2?). Since 1u # R(#), the range of #,
for all u # D(A), (3.9) also shows that we may extend the domain of 1 to
D(A12) from D(A) so that (C2, #, 1 ) is a positive boundary space of A
corresponding to the first derivative operator B. K
It is well known that the spectrum of A consists of eigenvalues,
0*1*2 } } } *n*n+1 } } } ,
with limn   *n=+, where the multiple eigenvalues are listed according
to their algebraic multiplicities. There are real functions [.n( } )] in L2(0, 2?)
which form an orthonormal basis of L2(0, 2?) such that
A.n=*n .n , n=1, 2, 3, ... . (3.10)
Let k be the nonnegative integer such that
*j=0 if jk; *j>0, if jk+1.
If A is positive, then k=0. Set
gn=
1
- *n
1.n , n( } )=
1
- *n
.$n( } ), n=k+1, k+2, ... . (3.11)
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From [14]
{\#
12gn
n + } nk+1= (3.12)
is an orthonormal basis of the closed subspace M0 of C
2_L2(0, 2?), where
M0={\#
12 1.
.$ + }. # D(A12)= . (3.13)
Lemma 3.2. (i) 2n(x)+.
2
n(x)1?, \nk+1, 0x2?. In particular,
if A has SDE boundary conditions, then
2n(x)+.
2
n(x)=
1
?
, \nk+1, 0x2?. (3.14)
(ii) n=k+1 |cn |
2*n <+, where cn=(n(0)&n(2?))+i(.n(0)&
.n(2?)), nk+1.
(iii) n=k+1 &#
12gn &2C2<+.
Proof. (i) Set hn(x)=2n(x)+.
2
n(x), \x # (0, 2?). Then
h$n(x)=
2."n .$n
*n
+2.$n.n=0, \0 # (0, 2?).
Thus hn(x)=an (constant), \nk+1. That yields
an=
1
2? |
2?
0
(2n(x)+.
2
n(x)) dx

1
2?
+
1
2? }\
#12gn
n +"
2
C2_L2 (0, 2?)
=
1
?
, \nk+1. (3.15)
In addition, if A has SDE boundary conditions, then &n&=&.n&=1.
Thus (3.15) yields
an=
1
?
, \nk+1.
(ii) From (3.12), we have
" :

n=k+1
:nn"
2
" :

n=k+1
:n \#
12gn
n +"
2
C 2_L2(0, 2?)
= :

n=k+1
|:n |2<+, \[:n] # l 2. (3.16)
284 PENG-FEI YAO
Thus
:

n=k+1
|:n | }|
2?
0
n(x) dx}<+, \:n # l 2 ;
that is,
:

n=k+1 }|
2?
0
n(x) dx}
2
<+. (3.17)
In addition, we have
:

n=k+1 }|
2?
0
.n dx}
2
<+ (3.18)
since [.n] is an orthonormal basis of L2(0, 2?). A simple computation
gives
cn=- *n |
2?
0
(.n(s)&in(s)) ds. (3.19)
We therefore obtain (ii) from (3.17)(3.19).
(iii) (3.12) also yields
" :

n=k+1
:n#12gn"
2
C2
 :

n=k+1
|:n |2<+, \:n # l 2.
Since dim C2=2, we have (iii). K
Lemma 3.3. (i) n=k+1 #
12gnn(x)=:0 is a constant vector in C2 ;
(ii) there is a constant cA , independent of  # L2(0, 2?), such that
= y() cA+ :

n=k+1
(, n) n , \ # L2(0, 2?),
where y( } ) is given in (2.19).
Proof. (i) Set
Y0={. }. # L2(0, 2?), |
2?
0
.(x) dx=0= . (3.20)
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Since H 20(0, 2?)/D(A) and H
2
0(0, 2?) is dense in H
1
0(0, 2?) in the norm
&.&2H 1( 0, 2? ) = &.&
2 + &.$& 2, we have H 10 ( 0, 2? ) / D ( A
12 ). By [14,
Theorem 2.1], 1=0, for all  # H 10(0, 2?). Let  # Y0 . Then 
x
0 (x) #
H 10(0, 2?). We therefore have
\ 0(x)+=\
#121 \|
x
0
 dx+
\|
x
0
(x) dx+$ + # M0 .
Thus, from (3.12), we have that
= :

n=k+1
(, n) n , :

n=k+1
|(, n)| 2=&&2, \ # Y0 (3.21)
and that
0= :

n=k+1
(, n) #12gn=\, :

n=k+1
#12gn n+ , \ # Y0 , (3.22)
e.g., n=k+1 #
12gnn is a constant vector in C2.
(ii) Set a=n=k+1 (1, n) n . It follows from (3.21) that
(a, )= :

n=k+1
(1, n)(n , )=\1, :

n=k+1
(, n) n+
=(1, )=0, \ # Y0 .
Thus a is constant. For any  # L2(0, 2?), since & y() # Y0 , from (3.21)
we have
=y()+ :

n=k+1
(& y(), n) n
=y() cA+ :

n=k+1
(, n) n ,
where cA=1&a is independent of  # L2(0, 2?). K
Let 0 be the divided open unit disk
0=[(r, %) | 0<r<1, 0<%<2?].
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Set
11=[(1, %) | 0%2?],
1+=[(r, 0) | 0<r<1], 1&=[(r, 2?) | 0<r<1].
Then
0=11 _ 1+ _ 1& _ [0].
Let ,1 , ,2 # N be given the same as in Proposition 2.1 and C,1, 2(x) defined
the same as in (2.6).
We now consider the following boundary value problem of the Laplace
equation
r

r \r
u
r++
2u
%2
=0, (r, %) # 0,
(3.23)
u|11=., (3.24)
C,1, 2(2?) \01
&1
0+ \
u
% }1&
u|1& +&C,1, 2(0) \
0
1
1
0+ \
u
% }1+
u|1+ +=0 (3.25)
lim
r  0+
&u(r, } )&=0, (3.26)
where . # L2(0, 2?). If f1 , f2 # N is another choice in Proposition 2.1, it is
easily checked from the second formula of Von Neumann, (2.11), (2.12),
that there is a 2_2 matrix H such that
\ f1f2+=H \
,1
,2+ , det(H){0. (3.27)
Relations (2.6) and (3.27) yield
Cf1, 2(x)=HC,1, 2(x), 0<x<2?. (3.28)
Equation (3.28) shows that boundary condition (3.25) in problem (3.23)(3.26)
is independent of the choice of ,1 , ,2 in N since det(H){0.
A harmonic function u in 0 (not required to be real) is said to be a solu-
tion to problem (3.23)(3.26) if u and u% can be continuously extended to
1+ U1& such that boundary conditions (3.24)(3.26) hold.
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We have the following:
Proposition 3.1. Let . # R(A). Then there is a unique solution to problem
(3.23)(3.26).
Proof. Given . # L2(0, 2?). Set
u(r, %)= :

n=k+1
(., .n) r- *n .n(%), \(r, %) # 0. (3.29)
A direct check yields that u satisfies Eq. (3.23).
From Proposition 2.1, we obtain
B{,1, 2&B,1, 2 =C,1, 2 (2?) \01
&1
0+ C {,1, 2 (2?)&C,1, 2(0) \
0
1
1
0+ C {,1, 2(0)=0,
that is,
C,1, 2(2?) \01
&1
0+\
,$i (2?)
,i (2?)+&C,1, 2 (0) \
0
1
1
0+\
,$i (0)
, i (0)+=0, i=1, 2.
(3.30)
From (3.29), u(r, } ) # D(A) for all 0r1. By Proposition 2.1, we have
u(r, } )=u0(r, } )+:1(r) ,1+:2(r) ,2 , u0(r, } ) # H 20(0, 2?), 0r1.
(3.31)
It follows from (3.31) that
\
u
% }1+
u|1+ +=:1(r) \
,$1(0)
,1(0)++:2(r) \
,$2(0)
,2(0)+ (3.32)
and
\
u
% }1&
u|1& +=:1(r) \
,$1(2?)
,1(2?)++:2(r) \
,$2(2?)
,2(2?)+ . (3.33)
(3.30), (3.32), and (3.33) show that u, defined in (3.29), satisfies boundary
conditions (3.25). In addition, it is obvious that u satisfies boundary condi-
tions (3.24) and (3.26). Thus u is a solution to problem (3.23)(3.26).
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To complete the proof it remains to prove that there is the zero solution,
the unique solution to problem (3.23)(3.26) if .=0. Let u be a solution
to the problem (3.23)(3.26) for .=0. We have
u(r, %)= :

n=1
:n(r) .n(%), :n(r)=|
2?
0
u(r, %) .n(%) d%, n1. (3.34)
It follows from Eq. (3.23) that
r2:"n(r)+r:$n(r)&*n:n(r)=0, 0<r<1, n1. (3.35)
By the basic theory of ordinary differential equation [13] solution :n(r) to
Eq. (3.35) can be extended along (0, ). Thus :$n(r) are left-continuous at
r=1. Boundary condition u|11=0 yields
&u(r, } )&2= :

n=1
|:n(r)| 2  0, r  1&. (3.36)
It follows from (3.36) that
:n(1&)=0, \n1. (3.37)
By (3.35) we have
(r:$n(r) :n(r))$=:$n(r) :n(r)+r:"n(r) :n(r)+r |:$n(r)|
2
=
1
r
[r2:"n(r)+r:$n(r)] :n(r)+r |:$n(r)|
2
=
*n
r
|:n(r)|2+r |:$n(r)|
20, \r, 0<r<1.
Thus Re(r:$n(r) :n(r)) is monotonic on (0, 1), and we have, from (3.37),
r:$n(r) :n(r)+r:$n(r) :n(r) lim
r  1&
(r:$n(r) :n(r)+r:$n(r) :n(r))
=0, \r, 0<r<1. (3.38)
(3.38) means that |:n(r)| 2 are decreasing functions on (0, 2?) so that we
have, from boundary condition (3.26),
0|:n(r)|2 lim
r  0+
|:n(r)|2
 lim
r  0+
&u(r, } )&2=0, \r, 0<r<1, n1,
i.e., u=0. K
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For any  # L2(0, 2?), set
JA()= :

n=k+1
(, n) .n . (3.39)
We have the following:
Lemma 3.4. Let  # L2(0, 2?) be real. Then there is a unique analytic
function such that Imf (z) is the unique solution to problem (3.23)(3.26) for
.=JA() and
lim
r  1&
Re f (z)=; (3.40)
lim
r  1&
Im f (z)=JA(). (3.41)
Proof. Define f by
f (z)= y() cA+ :

n=k+1
(, n) r- *n (n(%)+i.n(%)), z=rei% # 0.
(3.42)
From Lemma 3.3(ii) and Proposition 3.1 a direct verification yields
Lemma 3.4. K
Definition 3.1. Let A be a nonnegative selfadjoint operator defined by
(1.2). We say that JA() # L2(0, 2?), defined in (3.39), is the conjugate of
 # L2(0, 2?) corresponding to A. JA is said to be the conjugate operator
corresponding to A.
For any  # L2(0, 2?), from (3.42), we have
f (z)= y() cA+|
2?
0
GA(z, %) (%) d%, z=re ix # 0, (3.43)
where
GA(z, %)= :

n=k+1
n(%) r- *n (n(x)+i.n(x)), z=reix # 0, 0%, x2?.
(3.44)
Thus (3.40), (3.41), and (3.43) yield that
= y() cA+ lim
r  1& |
2?
0
(Re GA(z, %)) (%) d%, \ # L2(0, 2?), (3.45)
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and that
JA()= lim
r  1& |
2?
0
(Im GA(z, %)) (%) d%, \ # L2(0, 2?). (3.46)
Definition 3.2. Let A be a nonnegative selfadjoint operator defined
by (1.2). GA(z, %), defined in (3.44), is said to be the kernel corresponding
to A.
The following example shows that, if A has periodic boundary condi-
tions, then the conjugate, defined in (3.39), agrees with that in the usual
sense [8].
Example 3.1. Let A0 be defined by (1.2) with periodic boundary conditions
.(0)=.(2?), .$(0)=.$(2?).
It is easily checked that, for A0 ,
*1=0, .1=
1
- 2?
, *2n=*2n+1=n2,
.2n=
1
- ?
sin nx, .2n+1=
1
- ?
cos nx, (3.47)
2n=
1
- ?
cos nx, 2n+1=&
1
- ?
sin nx, n=1, 2, 3, ... .
For any  # L2(0, 2?), there is the Fourier expansion of 
=y()+ :

n=1
(, n) n
=
1
2? |
2?
0
(%) d%+ :

n=1
(an cos nx+bn sin nx).
The conjugate JA0() of  corresponding to A0 is
JA0()= :

n=1
(&an sin nx+bn cos nx).
Thus the notion of the conjugate corresponding to A0 coincides with that
determined by the Poisson kernel [8]. In addition, we have, from (3.44)
and (3.47),
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GA0(z, %)= :

n=1
n(%) r- *n (n(x)+i.n(x))
= :

n=1
2n(%) rn(2n(x)+i.2n(x))
+ :

n=1
2n+1(%) rn(2n+1(x)+i.2n+1(x))
=
1
?
z
ei%&z
, z=reix # 0, 0%, x2?, (3.48)
that is, the Poisson kernel. As a matter of fact, for A0 and  # L2(0, 2?), f (z),
defined by (3.42), is analytic on the whole open unit disk [z | |z|<1]. K
We now state our main results.
Theorem 3.1. Let A be a nonnegative selfadjoint operator defined by
(1.2) and let conditions (2.2) hold. Suppose that (C2, #, 1 ) is a positive
boundary space of A corresponding to the first derivative operator. Then
(i) A12.=(#121., A12(:0x+:1))C 2+JA(.$), \. # D(A12), (3.49)
where :0 is given by Lemma 3.3(i) and :1 is a constant vector in C2 such that
:0 x+:1 # D(A12). For each x # (0, 2?), A12(:0x+:1) is a vector in C2 such
that (#121., A12(:0x+:1))C2 is well defined. In particular, if A has SDE
boundary conditions, then for any . # D(A12), A12. is the conjugate of .$( } )
corresponding to A.
(ii) A12 has the form
A12.=(#121., A12(:0 x+:1))C 2+
1
x(2?&x) |
2?
0
P(x, %) .$(%) d%
+
1
2? |
2?
0
.$(%) cot
x&%
2
d%, \. # D(A12), 0<x<2?, (3.50)
where
P( } , } ) # L2((0, 2?)_(0, 2?))
and
|
2?
0
.$(%) cot
x&%
2
d%
is the singular integral with the Cauchy kernel [10].
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Proof. (i) Set .0=n=k+1 (#
12gn - *n ) .n . By Lemma 3.3, .0 #
D(A12). Since .$0 = 

n = k+1 (#
12gn - *n ) .$n = n = k+1 #12gnn = :0
(Lemma 3.2), there is an :1 # C2 such that .0=:0 x+:1 # D(A12). It
follows that
A12(:0x+:1)=A12.0= :

n=k+1
#12gn .n . (3.51)
Let . # D(A12). Then (#121., .$) # M0 from (3.13). By [14, Theorem 2.2]
and from (3.12), (3.51), we have
A12.=Q \#
121.
.$ += :

n=k+1
[(#121., #12gn)C2+(.$, n)] .n
=(#121., A12(:0x+:1))++JA(.$).
(ii) Without loss of generality we suppose that  # L2(0, 2?) is real.
Let f be given in (3.42). Since f (z) is analytic on 0, by the Cauchy integral
theorem and from (3.40), (3.41), we have
f (z)=
1
2?i |
2?
0
(%)+iJA()(%)
ei%&z
iei% d%+
1
2?i |
1
0
g(s)
s&z
ds, \z=re ix # 0,
(3.52)
where
g(s)= lim
%  0+
f (se i%)& lim
%  2?&
f (sei%) (3.53)
= :

n=k+1
cns- *n (n , ), 0<s<1, (3.54)
and cn are given by Lemma 3.2(ii) for all nk+1. By the Sokhotski
Plemelj formula [10] and from (3.52), we have
(x)+iJA()(x)=
1
? |
2?
0
(%)+iJA()(%)
1&ei(x&%)
d%+
1
?i |
1
0
g(s)
s&e ix
ds, (3.55)
for 0<x<2?. Thus
JA()=Im \1? |
2?
0
(%)+iJA()(%)
1&ei(x&%)
d%++Im \ 1?i |
1
0
g(s)
s&eix
ds+
=
1
2? |
2?
0
JA()(%) d%+
1
2? |
2?
0
(%) cot
x&%
2
d%
+Im \ 1?i |
1
0
g(s)
s&eix
ds+ , (3.56)
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for x<2?. Set
1,
?
2
x
3?
2
,
h(x)={ 1sin x , 0<x<?2 , (3.57)&1
sin x
,
3?
2
<x<2?.
From the inequality
1
|s&eix |
h(x), \s # (0, 1), \x # (0, 2?), (3.58)
and from Lemma 3.2(ii), (3.54), and (3.58), we have
|
1
0
| g(s)|
|s&eix |
ds= :

n=k+1
|cn | |
1
0
|s- *n |
|s&eix|
ds |(n , )|
h(x) :

n=k+1
|cn |
- *n +1
|(n , )|<+, 0<x<2?.
Thus
|
1
0
g(s)
s&eix
ds= :

n=k+1
cn |
1
0
s- *n
s&eix
ds(n , )
=|
2?
0
K(x, %) (%) d%, 0<x<2?, (3.59)
where
K(x, %)= :

n=k+1
cn |
1
0
s- *n
s&eix
ds n(%), 0<x<2?, 0<%<2?. (3.60)
By (3.12), (3.60), and Lemma 3.2(ii), we have
&K(x, } )&2 :

n=k+1
|cn |2 }|
1
0
s- *n
s&eix
ds }
2
h2(x) :

n=k+1
|cn | 2
(- *n +1)2
<+, 0<x<2?. (3.61)
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Set
P(x, %)=x(2?&x) _ 12? :

n=k+1
|
2?
0
n(s) ds n(%)+Im \ 1?i K(x, %)+& .
(3.62)
From (3.57) and (3.61) it follows that
|
2?
0
|
2?
0
|P(x, %)|2 d% dx<+,
that is, P( } , } ) # L2((0, 2?)_(0, 2?)). From (3.56), (3.59), (3.62), and (3.39),
we have
JA()=
1
x(2?&x) |
2?
0
P(x, %) (%) d%+
1
2? |
2?
0
(%) cot
x&%
2
d%, 0<x<2?.
(3.63)
By (i), we obtain (ii). K
Let A0 be given in Example 3.1. Then A0 has SDE boundary conditions.
From (3.46) and (3.48) we have
JA0()=
1
2? |
2?
0
(%) cot
x&%
2
d%, \ # L2(0, 2?), 0<x<2?.
(3.64)
Thus Theorem 3.1 yields
A120 .=
1
2? |
2?
0
.$(%) cot
x&%
2
d%, \. # D(A120 ), 0<x<2?. (3.65)
where
D(A120 )=[. | . # H
1(0, 2?), .(0)=.(2?)].
If A has SDE boundary conditions we can affirm some further informa-
tion on the kernel P( } , } ) as below.
Theorem 3.2. Let A be a nonnegative selfadjoint operator defined by
(1.2) and have SDE boundary conditions. Suppose that A is the dual boundary
condition operator of A. Since #=0, Theorem 3.1(ii) yields
A12.=
1
x(2?&x) |
2?
0
P(x, %) .$(%) d%+
1
2? |
2?
0
.$(%) cot
x&%
2
d%, (3.66)
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for all . # D(A12) and 0<x<2?, where P( } , } ) # L2((0, 2?)_(0, 2?)). Then
A 12.=&|
2?
0
P(%, x)
%(2?&%)
.$(%) d%+
1
2? |
2?
0
.$(%) cot
x&%
2
d%, (3.67)
for all . # D(A12) and 0<x<2?.
Proof. Let us inherit all the notations from Section 2. Then, by
Theorem 2.3, we have
.^n=n ,  n=&.n , \nk+1.
It follows from (3.39) that
JA ()= :

n=k+1
(,  n) .^n=& :

n=k+1
(, .n) n , \ # L2(0, 2?), (3.68)
where JA is the conjugate operator corresponding to A . From (3.39) and
(3.68), we have
(JA(), .)= :

n=k+1
(, n)(.n , .)=\, :

n=k+1
(., .n) n+
=&(, JA (.)), \, . # L2(0, 2?). (3.69)
Let A0 be as given in Example 3.1. It is easily checked that A0=A 0 . In
particular, JA0=JA 0 . Thus (3.69) yields
((JA&JA0)(), .)+(, (JA &JA0)(.))=0, \, . # L
2(0, 2?). (3.70)
By Theorem 3.1 and (3.66), JA has the form
JA (.)=
1
x(2?&x) |
2?
0
P (x, %) .(%) d%+
1
2? |
2?
0
.(%) cot
x&%
2
d%, (3.71)
for all . # L2(0, 2?) and 0<x<2?, where P ( } , } ) # L2((0, 2?)_(0, 2?)).
Thus (3.70), (3.71), (3.65), and (3.66) yield
|
2?
0
|
2?
0 _
P(x, %)
x(2?&x)
+
P (%, x)
%(2?&%)& (%) .(x) dx d%=0, \.,  # C0 (0, 2?),
(3.72)
296 PENG-FEI YAO
where C 0 (0, 2?) is the space of infinitely differentiable functions on [0, 2?]
with compact support. Thus
P (x, %)=&
x(2?&x)
%(2?&%)
P(%, x), 0<x<2?, 0<%<2?.
The proof is complete. K
When A has SED boundary conditions, from (3.44), we can obtain the
kernel of JA . We now give some examples of this kind to conclude this
paper.
Example 3.2. Let A1 have boundary conditions
.(0)=.(2?)=0.
Then A1 has SDE boundary conditions. By [14, Theorem 2.1]
D(A121 )=[. | . # H
1(0, 2?), .(0)=.(2?)=0]=H 10(0, 2?).
It is easily checked that
*n=\n2+
2
, .n=
1
- ?
sin
n
2
x, n=
1
- ?
cos
n
2
x, \n1.
Thus (3.44) gives
GA1(z, %)=
1
?
- z cos(%2)&z
1&2 - z cos(%2)+z
, z=reix # 0, 0<%, x<2?.
It follows from (3.46) that
JA1()=
1
2? |
2?
0
sin(x2)
cos(%2)&cos(x2)
(%) d%, 0<x<2?,  # L2(0, 2?).
Thus
A121 .=
1
2? |
2?
0
sin(x2)
cos(%2)&cos(x2)
.$(%) d%, \. # D(A12), 0<x<2?.
Suppose that A2 has boundary conditions
.$(0)=.$(2?)=0.
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Then A2 has SDE boundary conditions and A2=A 1 . Thus Theorem 3.2
yields
A122 (.)=
1
2? |
2?
0
sin(%2)
cos(%2)&cos(x2)
.$(%) d%, \. # D(A122 )=H
1(0, 2?),
since cot x&%2 =&cot
%&x
2 .
Example 3.3. Let A3 have boundary conditions
.(0)=.$(2?)=0,
and let A4 have boundary conditions
.$(0)=.(2?)=0.
By a plan similar to that for Example 3.2, we have
A123 (.)=
1
? |
2?
0
sin(x4) cos(%4)
cos(%2)&cos(x2)
.$(%) d%,
\. # D(A123 )=[. | . # H
1(0, 2?), .(0)=0], 0<x<2?,
and
A124 (.)=
1
? |
2?
0
cos(x4) sin(%4)
cos(%2)&cos(x2)
.$(%) d%,
\. # D(A124 )=[. | . # H
1(0, 2?), .(2?)=0], 0<x<2?.
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