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Thermalization of random-field Heisenberg spin chain is probed by time evolution of density
correlation functions. Studying the impacts of average energies of initial product states on dynamics
of the system, we provide arguments in favor of the existence of a mobility edge in the large system-
size limit.
I. INTRODUCTION
Many-body localization (MBL) [1, 2] is a robust mech-
anism that prevents reaching of thermal equilibrium by
quantum many-body systems [3–5]. The phenomenon,
originating from an interplay of interactions and disor-
der [6–8], has been studied numerically in various mod-
els: spin chains [9–12] that map onto spinless fermionic
chains, spinful fermions [13–16] or bosons [17–19]. De-
spite those efforts, a complete understanding of the tran-
sition between ergodic and MBL phases is still lack-
ing. While the recent works [20–24] suggest a Kosterlitz-
Thouless scaling at the MBL transition, it became clear
that the exact diagonalization studies are subject to
strong finite size effects [25–27] that prevent one from
reaching unambiguous conclusions about the thermody-
namic limit [28, 29].
Alternatively, time evolution of large [30] (or even in-
finite [31]) disordered many-body systems can be sim-
ulated with tensor network algorithms. Reaching large
time scales, necessary to assess thermalization proper-
ties [32] is challenging especially in the vicinity of tran-
sition to ergodic phase. Nevertheless, such an approach
allows to obtain estimates for critical disorder strength
for large system sizes [30, 32], in quasiperiodic systems
[33], or even beyond one spatial dimension [34, 35]. An
advantage of such an approach is that it directly mimics
experimental observations of MBL [36–43].
Exact diagonalization study [12] of the Heisenberg
chain showed that there exists, for a fixed disorder
strength W , a threshold energy such that eigenstates
above (below) that energy are extended (localized). This
means that the system possesses the so-called many-body
mobility edge. The question of precise location of mobil-
ity edges, even in a well understood case of single par-
ticle Anderson localization [44, 45] is not fully resolved
[46, 47]. Expectedly, the situation is even more com-
plex for interacting systems. The existence of many-body
mobility edges was questioned in the work [48] which ar-
gues that local fluctuations in presence of a mobility edge
would induce a global delocalization. That would leave
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FIG. 1. Phase diagram of random-field Heisenberg spin chain,
disorder strength W on horizontal axis, rescaled energy  on
vertical axis. Background shows color-coded value of aver-
age gap ratio r for system size L = 16. Solid lines show the
position of boundary between ergodic and MBL phases ob-
tained in study of decay of density correlations in systems
of size L = 20, 22, 26, 34, 50, 100, dashed line shows results of
extrapolation of the results to L→∞.
out only the two possibilities: either the states at all en-
ergies are delocalized or localized. The mobility edges
found in earlier works [12, 49, 50], were argued in [48] to
be indistinguishable from finite-size effects.
The aim of our work is to study many-body mobility
edges at much larger system sizes than those available
to exact diagonalization in an attempt to verify conclu-
sions of [48]. To that end, we employ Chebyshev poly-
nomial expansion of the evolution operator [51–53] and
the time-dependent variational principle (TDVP) applied
to matrix product states (MPS) [54–57] to simulate time
dynamics of random-field Heisenberg spin chain. Our ap-
proach is, in spirit, similar to that of [58] (and used for
bosons in [59]). However, instead of considering an injec-
tion of controllable amount of energy into ground state
of the system, we consider time evolution of initial prod-
uct states with specified average energies, exactly similar
to what was done recently in spin quantum simulator
[60]. Probing time decay of density correlation functions
allows us to estimate the critical disorder strength as a
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2function of energy of the initial state. Studying systems
of size up to L = 100, we perform a finite size scaling of
our results which provides arguments in favor of existence
of mobility edge even in large systems.
The paper is organized as follows: Sec. II briefly intro-
duces the disordered model as well numerical techniques
considered in this study. We present our main results
regarding the estimation of many-body mobility edge via
the time evolution of large systems in Sec. III . Finally,
we conclude in Sec. IV.
II. THE MODEL AND METHOD
We consider 1D random-field Heisenberg (XXZ) spin
chain with the Hamiltonian given by
H = J
L−1∑
i=1
(
Sxi S
x
i+1 + S
y
i S
y
i+1 + S
z
i S
z
i+1
)
+
L∑
i=1
hiS
z
i (1)
where Sαi , α = x, y, z, are spin-1/2 matrices, J = 1 is
fixed to be the unit of energy, and hi ∈ [−W,W ] are
independent, uniformly distributed random variables. In
this work, we consider open boundary conditions in the
Hamiltonian (1). The random-field Heisenberg spin chain
has been widely studied in the MBL context [12, 31, 61–
67], which has made it the de facto standard model of
MBL studies.
The transition between ergodic and MBL phases is re-
flected in change of statistical properties of energy levels
of the system. A common approach is to consider the
gap ratio ri =
min{Ei+2−Ei+1,Ei+1−Ei}
max{Ei+2−Ei+1,Ei+1−Ei} , where Ei are the
energy eigenvalues of the system. Averaging the gap ra-
tio over part of the spectrum of the system and over
disorder realizations, one obtains an average gap ratio
r, which differentiates between level statistics of ergodic
system [10, 68], well described by Gaussian orthogonal
ensemble of random matrices, for which r ≈ 0.53 and be-
tween Poissonian statistics of eigenvalues in MBL phase
(for which r ≈ 0.39). The later arises due to emergent
integrability resulting from the presence of local integrals
of motion [69–75].
To reveal the dependence of ergodic-MBL transition on
energy, the gap ratios ri are averaged over only a certain
number of eigenvalues with energies close to a rescaled en-
ergy  = (E −Emin)/(Emax −Emin), where Emin (Emax)
it the energy of the ground (highest excited) state. Such
a calculation of average gap ratio (supported with results
for other probes of localization) for random-field Heisen-
berg spin chain reveals that the ergodic region has shape
of a characteristic lobe on the phase diagram in variables
of the rescaled energy  and disorder strength W [12] .
The average gap ratio, obtained in exact diagonalization
of random field Heisenberg spin chain of size L = 16, is
plotted as a function of  and W in the background of
Fig. 1.
To probe the transition between ergodic and MBL
phases with time evolution, we propose the following pro-
FIG. 2. Disorder averaged standard deviation ∆ψ of rescaled
energy of the initial states as a function of disorder strength
W for three exemplary rescaled energies . Left: system size
L = 20, Right: system size: L = 50.
tocol. We consider an initial state |ψ〉 = |σ1, . . . , σL〉,
where σi =↑, ↓ are chosen randomly with constraint
that the average rescaled energy ψ = (〈ψ|H|ψ〉 −
Emin)/(Emax −Emin) of this state lies withing the range
[ − δ,  + δ] corresponding to a given rescaled energy
, where δ is a small tolerance (we take δ = 0.01).
To calculate ψ for L 6 26 we find Emax, Emin with
the standard Lanczos algorithm [76]. For larger sys-
tem sizes, Emin and Emax are calculated using density
matrix renormalization group (DMRG) algorithm [77–
81](see Appendix A).
Subsequently, we calculate time evolved state |ψ(t)〉 =
e−iHt|ψ〉 with the standard Chebyshev expansion of the
evolution operator [53] for L 6 26. For larger system
sizes, we use the recently developed TDVP algorithm [54–
57]. Technically, we follow [32, 82] and employ a hybrid
of two-site and one-site versions of TDVP [57, 83] (see
Appendix A).
Our quantity of interest is the density correlation func-
tion
C(t) = D
L−l0∑
i=1+l0
〈ψ(t)|Szi |ψ(t)〉〈ψ|Szi |ψ〉, (2)
where the constant D assures that C(0) = 1 and l0 > 0
diminishes the influence of boundaries (in our calcula-
tions, we take l0 = 2). The standard deviation of the
rescaled energy
∆ψ =
(
〈ψ| ((H − Emin)/(Emax − Emin)− ψ)2 |ψ〉
)1/2
(3)
is smaller than 0.1 for disorder strengths that we con-
sider in this work as shown in Fig. 2. Those relatively
small fluctuations of energy suggest that the properties
of eigenstates at the rescaled energy  can be well probed
by time evolution of the state |ψ〉 and reflected, in par-
ticular, by the density correlation function C(t).
3FIG. 3. Quench dynamics in disordered XXZ spin chain.
Density correlation function C(t) for system size L = 20
and various disorder strengths W = 2.8, ...5 (color coded)
averaged over 10000 disorder realizations, rescaled energy
of the initial state  = 0.5, power-law fits C(t) ∝ t−β for
t ∈ [100, 500] are denoted by the dashed lines.
III. QUENCH DYNAMICS
A. Disorder strength dependence
Fig. 3 shows the density correlation functions C(t) ob-
tained for the random-field Heisenberg spin chain of a
fixed size L = 20, for rescaled energy  = 0.5 of the initial
state. The correlation function decreases in time, with
some oscillations superimposed [84]. For small disorder
strength, e.g. W = 2.8 the eigenstate thermalization hy-
pothesis [5, 85] is valid for the system, and in the long
time limit the correlation function vanishes C(t)
t→∞→ 0 as
system loses the memory of the initial state. In contrast,
for large disorder strength, e.g., W = 5, a non-zero sta-
tionary value of the correlation function C(t)
t→∞→ c0 > 0
is admitted showing that the system is non-ergodic. The
first experimental signatures of MBL were obtained in
study of time evolution of imbalance [36], quantity analo-
gous to the density correlation function – for quantitative
comparison of the two quantities see Appendix B.
At large times (t > 100), the decay of the correlation
function is well described by a power law, C(t) ∝ t−β .
Griffiths rare regions are one possible explanation of this
behavior [86]. However, it was shown experimentally and
numerically that time dynamics in quasiperiodic poten-
tials, where Griffiths regions are necessarily absent, have
analogous features [64, 87, 88]. Regardless of the origin of
the power law decay of the correlation function, the dis-
order strength dependence of the exponent β can be used
to locate the onset of ergodicity breaking in the system.
The exponent β governing the decay of the density
correlation function is shown in Fig. 4. Let us first con-
centrate on the results in the middle of the spectrum
( = 0.5). In the considered interval of disorder strength
W , the exponent decreases exponentially with W with a
good approximation β ∝ e−W/Ω. The large number of
FIG. 4. The exponent β, obtained in fitting the density corre-
lation function C(t) with an algebraic decay a0t
−β in interval
t ∈ [100, 500], is plotted as function of disorder strength W .
The errorbars represent the 1σ errors of the fitting obtained
from statistical resampling of disorder realizations. The sys-
tem size is L = 20, results for various rescaled energies  of
the initial state are shown. The dashed line shows the cut-off
exponent β0.
disorder realizations (10000) used in calculation of C(t)
allows us to see that even at the large disorder strength
W = 5 the exponent β = 4.1(4)·10−3 is non-vanishing. If
the power-law decay C(t) = a0t
−β prevailed for t → ∞,
the density correlation function would vanish in the long-
time limit and the system would be ergodic. This, how-
ever, does not happen for L = 20, as after the so-called
Heisenberg time tH discreteness of spectrum manifests
itself in saturation of the correlation functions [89–92],
so that one would observe C(t)
t→∞→ c0 > 0 for W = 5
and L = 20. The Heisenberg time tH increases exponen-
tially with the system size L. This illustrates a difficulty
in locating the MBL transition using time dynamics of
large systems on time scales of few hundred J−1 accessi-
ble to tensor network methods (or to current experiments
with e.g., ultra-cold atoms): one cannot predict whether
a slow decay of correlation functions governed by an ex-
ponent β  1 observed, for example t ∈ [100, 500], will
eventually lead to C(t)
t→∞→ 0 or not.
To resolve the difficulties, the work of [30] assumes that
the value of the exponent β must be vanishing within er-
ror bars to be compatible with saturation of correlation
functions in the long time limit. The drawback of this
criterion is that the error bar of β depends on the number
of disorder realizations used in calculation of the corre-
lation function. Therefore, we introduce a cut-off β0:
disorder strength WC(L) for which β = β0 is regarded as
disorder strength for transition to MBL phase at system
size L. Exact diagonalization results show that: i) col-
lapse of data for L 6 22 gives a critical disorder strength
WC ≈ 3.7; ii) the similar values WC ≈ 3.8 or WC ≈ 4.2
are obtained in asymmetric scaling on the two sides of the
transition; iii) the breakdown of the volume-law scaling
of entanglement entropy gives an estimate WC = 3.75
at system size L = 20 [29]. The obtained results for
4FIG. 5. Time evolution of density correlation function C(t)
for rescaled energy of initial state  = 0.5 ( = 0.8) and dis-
order strength W = 3.5 (W = 2.7) in panel right (left). The
system size L varies from 22 to 100. The dashed lines denote
power-law fits C(t) = a0t
−β in the t ∈ [100, 500] interval.
β at L = 20 and  = 0.5 show that the cut-off value
β0 = 0.014 is consistent with the above estimates for
the critical disorder strength obtained from exact diago-
nalizations. Consequently, throughout this work, we use
β0 = 0.014 as a threshold value which separates ergodic
and MBL regimes for all system sizes and energies of the
initial state we consider.
The values of β presented in Fig. 4 show that the in-
crease of disorder strength W slows down the dynamics
more severely for rescaled energies of initial state different
than  = 0.5. Notably, the exponent β decreases expo-
nentially with W : β ∝ e−W/Ω (where Ω is a constant) in
a wide regime of disorder strengths. This resembles the
scaling of Thouless time tTh ∝ e−W/W0 observed in exact
diagonalization data in [25].
B. System-size dependence
Density correlation function C(t) for larger system
sizes are shown for two exemplary pairs of disorder
strength W and initial rescaled energy  in Fig. 5. The
decay of C(t) at large times is well fitted by an algebraic
dependence C(t) ∝ t−β . The exponents β obtained in
the fitting of power-law decay to C(t) are shown for two
exemplary values of the rescaled energy  of the initial
states in Fig. 6. For a given disorder strength W , we
observe a clear increase of β with increasing system size.
Interestingly, the shift is, to a good approximation, uni-
form for all disorder strengths so that the exponential
decrease β ∝ e−W/Ω (at sufficiently large W ) is observed
for all considered system sizes. Let us mention here that
we consider 400 realizations of disorder for L = 34, 50,
and 200 realizations for L = 100 for each values of  and
W. For small system sizes (L = 20, 22, 26) we consider
between 10000 and 500 disorder realizations.
We obtain estimates for disorder strength WC(L) for
transition to MBL phase by finding the crossings of β(W )
curve for given system size L with the β = β0 line. Re-
sults of this procedure are shown in Fig. 7. The disor-
der strength WC(L) depend, within the estimated error
FIG. 6. The exponent β obtained in fitting the density corre-
lation function C(t) with an algebraic decay a0t
−β in interval
t ∈ [100, 500] for the rescaled energy  = 0.2 ( = 0.5) of
the initial state shown in the left (right) panel. Data shown
for system sizes L = 20, 22, 34, 50, 100. The error bars show
1σ errors of β obtained in resampling of disorder realizations.
The dashed lines show the cut-off exponent β0.
FIG. 7. Disorder strength WC(L) for which decay of correla-
tion function is governed by power-law with β = β0 plotted as
function of 1/L where L is the system size. Results shown for
various rescaled energies  of initial state. Available data are
fitted with linear functions WC(1/L) = a/L+WC(∞) which
allow extrapolation to L→∞.
bars, linearly on the inverse of the system size L with
clear growth of WC(L) as the system size increases. On
one hand, this trend allows us, by means of a linear fit
WC(1/L) = A/L+WC(∞), to extrapolate the results to
L → ∞ and to obtain the estimate of critical disorder
strength WC(∞) for transition to MBL phase.
On the other hand, we observe that the slopes A are
similar for all of the considered rescaled energies of the
initial state. Thus, the shape of the boundary between
ergodic and MBL regimes observed for L = 20 does not
change considerably when the system size is increased.
This is visible in Fig. 1. The points for various system
sizes L are precisely the values of WC(L) obtained from
the condition β = β0. The characteristic shape of the
lobe does not change when the system sizes increases
5from L = 20 to L = 100 and is preserved even after
the extrapolation to L → ∞. Therefore, there exists a
certain range of disorder strengths such that the states
for  < LME are localized, states for 
L
ME <  < 
U
ME
are extended and states for  > UME are again localized.
Thus, our results indicate that the system indeed pos-
sesses a many-body mobility edge in the thermodynamic
limit.
IV. DISCUSSION AND OUTLOOK
Chebyshev polynomial expansion of the time evolution
operator and the TDVP method applied to MPS allowed
us to study the problem of energy dependence of the
transition between ergodic and MBL phases in large dis-
ordered quantum spin chains. Introducing a cut-off value
of exponent β of power-law decay in time of density cor-
relation function, we were able to probe the transition
for different rescaled energies of the initial state. For
small system-sizes (e.g., L = 20), our approach gives re-
sults consistent with exact diagonalization. Importantly,
our method allows to consider much larger system sizes
(L = 100) for which it predicts an existence of a mobility
edge.
The disorder strength WC(L) is a lower bound on the
transition to MBL phase: the residual decay of density
correlations with exponent β0 is insufficient to restore the
uniform density profile for system size L = 20, but it is
possible that it leads to an eventual decay of correlation
function for larger system sizes.
The protocol we considered is, in principle, experimen-
tally realizable. Our results can be verified experimen-
tally if the setup of [60] was scaled to larger system sizes.
Many-body mobility edge arises also in disordered Bose-
Hubbard models [93]. It can be probed by a quench
protocol analogous to the one considered in this work.
Since the bosonic models allow for occupations in each
site larger than unity, density wave-like states that are
easier to obtain in an experiment with ultra-cold atoms
can be use to probe the many-body mobility edge [59, 93].
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FIG. 8. The exponent βC obtained in fitting the density corre-
lation function C(t) with an algebraic decay a0t
−β in interval
t ∈ [100, 500] for rescaled energy  = 0.5 of the initial state
together with exponent βImb obtained from the fitting of I(t)
for Ne´el state in the same time interval. Error bars dictate
1σ errors in β obtained from statistical resampling procedure.
Left: system size L = 26, Right: system size L = 50.
Appendix A: Brief descriptions of the MPS
calculations
For large system sizes, i.e., L > 26, we use matrix
product states (MPS) ansatz [80, 81] to represent the
quantum state of the disordered Heisenberg chain. The
energies of the ground state (Emin) and highest excited
state (Emax) are obtained using standard density matrix
renormalization group method (DMRG) [77–81] . Emin
can simply be found from the ground-state search of H of
Eq. (1) using DMRG, while that of −H gives us −Emax.
In these calculations, we keep truncation error due to
singular value decomposition (SVD) below 10−12, i.e., we
discard states corresponding to smallest singular values
λn that satisfy
∑
n∈discarded λ
2
n∑
n∈all λ2n
< 10−12.
For time evolution large systems, i.e., L > 26, we
employ MPS based time-dependent variational principle
(TDVP) method [54–57]. Specifically, we use ‘hybrid’
scheme of TDVP [32, 57, 82, 83] with step-size δt = 0.1,
where two-site variant of TDVP is used initially to dy-
namically grow the bond dimension of the MPS, until the
bond dimension in the bulk of the MPS is saturated to
a predetermined value χmax. One-site variant of TDVP
is employed in the subsequent dynamics. In our calcula-
tions, we fix χmax to be 384, which gives reliable results
up to t = 500. For a more detailed analysis of the conver-
gence of TDVP in the disordered Heisenberg chain, see
[32].
Appendix B: Imbalance vs density correlation
function
The Ne´el state
|ψNe´el〉 = | ↑, ↓, ↑, . . .〉 (B1)
was used in previous works [30, 32] to locate the transi-
tion to MBL phase. It is worth to mention that density
6wave states, analogous to the Ne´el state were used in ex-
periment with ultra-cold fermions [36] that demonstrated
signatures of MBL transition.
Imbalance I(t) is the common name for the density
correlation function (2) calculated for the Ne´el state.
The imbalance behaves similarly to the density corre-
lation function: initially it decreases and oscillates, sub-
sequently it decays algebraically in time. Fig. 8 shows
comparison of exponents βC and βImb that govern the
power-law decay of C(t) correlation function for rescaled
energy of initial state  = 0.5 (which is the rescaled en-
ergy corresponding to the Ne´el state), and power-law de-
cay of imbalance of Ne´el state. The exponents βImb are
consistently bigger than βC . This fact may be traced
back to the number of states coupled by the Hamiltonian
(1) to state |ψNe´el〉 which is higher than the average num-
ber of states coupled to a typical Fock state with  = 0.5.
The absence of aligned spins on neighboring sites makes
the thermalization process more efficient for Ne´el state.
The inequality βC < βImb justifies the cut-off beta value
βImb0 = 0.02 for decay of imbalance in Ne´el state assumed
in [32].
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