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VALUATION THEORY OF INDEFINITE ORTHOGONAL
GROUPS
ANDREAS BERNIG AND DMITRY FAIFMAN
Abstract. Let SO+(p, q) denote the identity connected component of the real
orthogonal group with signature (p, q). We give a complete description of the
spaces of continuous and generalized translation- and SO+(p, q)-invariant val-
uations, generalizing Hadwiger’s classification of Euclidean isometry-invariant
valuations. As a result of independent interest, we identify within the space of
translation-invariant valuations the class of Klain-Schneider continuous valu-
ations, which strictly contains all continuous translation-invariant valuations.
The operations of pull-back and push-forward by a linear map extend naturally
to this class.
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1. Introduction and statement of main results
1.1. Background.
1.1.1. Valuations. Valuation theory is in many ways a generalization of measure
theory. Roughly speaking, one relaxes countable additivity to finite additivity, and
at the same time replaces the sigma-algebra of measurable sets by a smaller family
of geometrically nice sets, such as convex bodies or manifolds with corners. In many
cases, one adds a different kind of analytic requirement, e.g. continuity w.r.t. the
Hausdorff metric. This leads to a theory which unifies many seemingly different
notions such as volume, surface area, Euler characteristic, function etc.
In his 3rd problem, Hilbert asked whether a definition of volume for polytopes
using finite additivity only can be given. As Dehn proved shortly afterwards, such
a definition is impossible, as there are many other functionals which are finitely
but not countably additive, and vanish on polytopes of positive codimension. The
ensemble of those discontinuous valuations on polytopes is known today as the
Dehn invariants.
The theory of valuations had a great impact on convex geometry. Almost all nat-
ural invariants in convex geometry can be interpreted as valuations. For example,
the volume, the surface area, the mean width, mixed volumes, but also the affine
surface area, projection and intersection bodies and the Steiner point are valuations
[53]. Valuations are also fundamental for integral geometry, for example, Crofton’s
formula and Weyl’s tube formula can be considered as statements about valuations.
A more recent line of research, initiated by Za¨hle and Fu, is to study valuations
on certain non-convex sets, such as sets of positive reach, manifolds (possibly with
boundary or corners), subanalytic sets, or the so called WDC-sets [33, 49, 59].
In this theory, convexity arguments are replaced by tools from geometric measure
theory. This opened the way for the investigation, initiated by Alesker, of valuations
on manifolds, see [6, 7, 8, 9, 11, 14, 15, 18, 22].
For applications in complex geometry, it is natural to work in the complex pro-
jective space. Recently, Alesker’s theory of valuations on manifolds was used in
the study of different concepts from algebraic geometry: Chern classes, Bezout’s
theorem and tube formulas [26]. The fundamental insight is that the Euler char-
acteristic can be interpreted as a valuation on manifolds. This follows easily from
Chern’s proof of the Chern-Gauss-Bonnet theorem. Using the Euler characteristic,
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one can build many other interesting valuations on complex projective space. The
recently found kinematic formulas on complex projective spaces can be seen as vast
generalizations of Bezout’s theorem. From a different perspective on algebraic ge-
ometry, valuation theory of polytopes on lattices appears naturally in the theory
of toric varieties and in Ehrhart’s theory of lattice point counting [19, 38].
1.1.2. Specific background. Let us collect some definitions and results which are
more specifically relevant for the present paper.
Let V be a finite-dimensional vector space and K(V ) the set of compact convex
bodies in V . A valuation (sometimes also called convex valuation) is a map µ :
K(V )→ A such that
µ(K ∪ L) + µ(K ∩ L) = µ(K) + µ(L)
whenever K,L,K ∪ L ∈ K(V ). Here A is an abelian semi-group.
In this article, we will restrict to the cases A = R,C, but we invite the reader to
look at the references [1, 26, 41, 44, 54, 56, 57] for recent developments for other
abelian semi-groups A.
Examples of valuations on a Euclidean vector space are the intrinsic volumes [43],
or the mixed volumes K 7→ V (K[i], Li+1, . . . , Ln) for fixed Li+1, . . . , Ln ∈ K(V ).
Both examples are translation-invariant in the obvious sense and continuous with
respect to the topology induced by the Hausdorff metric.
One of the most influential theorems in integral geometry is Hadwiger’s theorem,
stating that the vector space ValSO(n) of all rotation- and translation-invariant con-
tinuous valuations is spanned by the intrinsic volumes. Many theorems in integral
geometry, like kinematic formulas, Kubota’s formula, Steiner’s formula etc. are
easy consequences of Hadwiger’s theorem, compare [43] for a nice introduction to
this topic.
The theory of continuous and translation-invariant valuations is fundamental
for an understanding of all valuations (on affine spaces and even on manifolds).
A breakthrough was achieved by Alesker who confirmed McMullen’s conjecture
that mixed volumes span a dense subspace in the space of continuous, translation-
invariant valuations. Based on this theorem, several algebraic structures on a cer-
tain dense subspace of smooth valuations (product, convolution, Alesker-Fourier
transform) were constructed, and these structures were used in an algebraic treat-
ment of integral geometric questions. We refer to [21, 35] for surveys on this topic.
The Alesker product of smooth valuations satisfies a version of Poincare´ duality
which can be used to introduce the large class of generalized valuations [9]. Gen-
eralized valuations on manifolds are important for our understanding of kinematic
formulas, see [14, 15, 26]. Recently we showed that generalized translation-invariant
valuations form a partial algebra which contains McMullen’s polytope algebra [23].
Such valuations will be essential in the present paper.
Alesker [8] showed that, given a compact group G ⊂ GL(V ), the space ValG of
G-invariant and translation-invariant continuous valuations is finite-dimensional if
and only if G acts transitively on the unit sphere. The connected groups acting effec-
tively and transitively on some unit sphere were classified by Montgomery-Samelson
and Borel [29, 48]. Besides the euclidean rotation group, there are complex and
quaternionic versions of rotation groups, U(n), SU(n), Sp(n), Sp(n) · U(1), Sp(n) ·
Sp(1), as well as three exceptional cases G2, Spin(7), Spin(9).
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As with Hadwiger’s theorem, finite-dimensionality of ValG implies the existence
of integral geometric formulas, like kinematic formulas. The program, initiated
by Alesker, to obtain Hadwiger-type theorems and kinematic formulas for these
groups, has seen a lot of progress in recent years. Algebraic operations on valuations
play an essential role in the explicit computation of such formulas. We refer to
[3, 5, 10, 20, 25, 26, 27, 28, 34] for more information.
Skipping the compactness assumption for the group G, one usually has to weaken
the continuity assumption to obtain interesting characterization theorems. As
an example, Ludwig and Reitzner [45, 46] showed that the space of translation-
invariant, SL(n)-invariant and semi-continuous valuations is spanned by the affine
surface area, the Euler characteristic and the volume.
In [17], Alesker and the second named author studied valuations invariant under
the indefinite orthogonal group SO+(n − 1, 1), also known as the Lorentz group.
They showed that there are relatively few invariant continuous valuations: apart
from the Euler characteristic and the volume, they only appear in degree of homo-
geneity (n−1), and the dimension of the corresponding space is 3 (provided n ≥ 3),
or 2 if only even valuations are considered. Replacing the space of continuous val-
uations by the slightly larger space of generalized valuations, their classification
becomes more similar to Hadwiger’s characterization: for each degree of homo-
geneity between 1 and (n − 1), the space of even invariant generalized valuations
is 2-dimensional. These valuations are constructed by some Crofton formulas with
generalized Crofton measures. The case of odd generalized translation-invariant
valuations was not treated.
1.2. Results of the present paper. In this paper, we give a non-compact version
of Hadwiger’s theorem. More precisely, we characterize continuous and generalized
translation-invariant valuations invariant under some indefinite orthogonal group
SO+(p, q). This group is the connected component of the identity of the group
O(p, q) of linear maps leaving invariant some non-degenerate quadratic form Q on
V of signature (p, q). We will often write Rp,q instead of V to emphasize that
we work in the category of linear spaces equipped with a quadratic form. For
computations we typically work with the standard (p, q) form on Rn.
Our first main theorem describes the dimension of the spaces of k-homogeneous,
SO+(p, q)-invariant translation-invariant continuous valuations. It generalizes the
classical Hadwiger theorem (which is the case min(p, q) = 0) and the theorem by
Alesker and the second named author on the Lorentz group [17] (which is the case
min(p, q) = 1).
Theorem 1. For k ∈ {0, n},
dimValk(V )
SO+(p,q) = 1;
for 1 ≤ k ≤ n− 2,
dimValk(V )
SO+(p,q) =
{
1 min(p, q) = 0,
0 min(p, q) ≥ 1;
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and for k = n− 1,
dimValk(V )
SO+(p,q) =

1 min(p, q) = 0,
4 p = q = 1,
3 min(p, q) = 1, n ≥ 3,
2 min(p, q) ≥ 2.
In all cases with min(p, q) ≥ 1, dimVal+n−1(V )SO
+(p,q) = dimValn−1(V )O(p,q) = 2.
In particular,
dimVal−n−1(V )
SO+(p,q) =

0 min(p, q) = 0,
2 p = q = 1,
1 min(p, q) = 1, n ≥ 3,
0 min(p, q) ≥ 2.
Our second main theorem describes the spaces of k-homogeneous, SO+(p, q)-
invariant generalized translation-invariant valuations, which is denoted by
Val−∞k (V )
SO+(p,q). Here again, the result in the case min(p, q) = 0 follows more or
less directly from Hadwiger’s theorem. The case min(p, q) = 1 was treated in [17],
but only for even valuations. Here we give an independent treatment and complete
the previous results by working out the dimensions in the odd case too. In the case
min(p, q) ≥ 2 no previous results seem to be known.
Theorem 2. For k ∈ {0, n},
dimVal−∞k (V )
SO+(p,q) = 1;
and for 1 ≤ k ≤ n− 1,
dimVal−∞k (V )
SO+(p,q) =

1 min(p, q) = 0,
4 p = q = 1,
3 min(p, q) = 1, n ≥ 3,
2 min(p, q) ≥ 2.
In all cases with min(p, q) ≥ 1 and 1 ≤ k ≤ n − 1, dimVal+,−∞k (V )SO
+(p,q) =
dimVal−∞k (V )
O(p,q) = 2. In particular for 1 ≤ k ≤ n− 1,
dimVal−,−∞k (V )
SO+(p,q) =

0 min(p, q) = 0,
2 p = q = 1,
1 min(p, q) = 1, n ≥ 3,
0 min(p, q) ≥ 2.
In order to describe our third main theorem, we have to introduce some notation.
Let V be an n-dimensional vector space. For 0 ≤ k ≤ n let Grk(V ) be the
Grassmann manifold of k-planes in V . If φ ∈ Val+k (V ) is an even continuous
translation-invariant valuation, then the restriction of φ to a k-plane E is a mul-
tiple of the Lebesgue measure (here we use for simplicity an auxiliary Euclidean
structure). Putting Klφ(E) for the proportionality coefficient, we obtain a function
Klφ ∈ C(Grk(V )), which is called the Klain function of φ. By a fundamental result
due to Klain [42], the map Kl : Val+k (V ) → C(Grk(V )) is injective. If φ is not
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continuous, but a generalized even translation-invariant valuation, then Klφ may
still be defined as a generalized function on Grk(V ) [17].
Assume for simplicity that V = Rn = Rp,q is equipped with the standard Eu-
clidean form, as well as the standard (p, q)-form Q = x21+ · · ·+x2p−x2p+1−· · ·−x2n.
In order to describe the Klain functions of the SO+(p, q)-invariant and translation-
invariant even valuations, we need the orbit structure of Grk(R
p,q) under the larger
group O(p, q). These orbits are given by the sets Xka,b consisting of all k-planes
such that the restriction of the quadratic form has signature (a, b). Here a, b range
over all integers with max(0, k − q) ≤ a ≤ p,max(0, k − p) ≤ b ≤ q, a+ b ≤ k.
The open orbits are those where a+ b = k. If E belongs to such an orbit, we fix
a Euclidean-orthonormal basis v1, . . . , vk of E and set
κa(E) :=
{∣∣det(Q(vi, vj))ki,j=1∣∣ 12 if E ∈ Xka,k−a,
0 otherwise.
Our third main theorem describes the even SO+(p, q)–invariant generalized translation-
invariant valuations in terms of their Klain functions.
Theorem 3. The Klain function of a valuation φ ∈ Val+,−∞k (Rp,q)SO
+(p,q) is a
linear combination of {κa}. The function
∑min(k,p)
a=max(0,k−q) caκa is in the image of
the Klain map if and only if
ca+1 + ca−1 = 0, max(0, k − q) < a < min(k, p).
We also introduce the class of Klain-Schneider continuous (or KS-continuous)
valuations, denoted ValKS(V ), and study some of its properties. This class plays
an important role in the present study, but is interesting in its own right. The KS-
continuous class is comprised of those generalized valuations that have continuous
Schneider sections, with the topology of uniform convergence on the Schneider
sections. Non-formally, a k-homogeneous generalized valuations is KS-continuous
if it can be naturally evaluated on a (k+1)-dimensional convex body, and the latter
value depends continuously on the body. The main properties are summarized in
the following theorem.
Theorem 4. The pull-back and push-forward by a linear map T : U → V , orig-
inally acting between the corresponding spaces of continuous valuations, extend
by continuity to maps between the corresponding spaces of KS-continuous valua-
tions. Moreover, the class of even KS-continuous valuations is invariant under the
Alesker-Fourier transform.
Thus this class enjoys many nice properties, characteristic of both smooth val-
uations (such as invariance under the Alesker-Fourier transform in the even case)
and continuous valuations (such as functoriality in the linear category), while being
quite large at the same time.
We prove that all the invariant valuations are in fact KS-continuous.
Corollary. All elements in Val−∞k (R
p,q)SO
+(p,q) are KS-continuous. For p′ ≤
p, q′ ≤ q, 0 ≤ k ≤ p′ + q′ − 1, let i : Rp′,q′ →֒ Rp,q be a fixed isometric inclu-
sion. The restriction map
i∗ : Val+,−∞k (R
p,q)SO
+(p,q) → Val+,−∞k (Rp
′,q′)SO
+(p′,q′)
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is surjective, and an isomorphism if p′, q′ > 0. Similarly,
i∗ : Val−,−∞k (R
p,1)SO
+(p,1) → Val−,−∞k (Rp
′,1)SO
+(p′,1)
is an isomorphism.
Finally, let us comment on how this paper relates to previous work. Hadwiger
considered the compact orthogonal group. In the recent work Alesker and the sec-
ond named author, the Lorentz signature min(p, q) = 1 was considered. This case
has two notable features facilitating the study of invariant generalized valuations,
compared to the general signature. One is the large maximal compact subgroup
SO(n − 1), which, in combination with the description of the kernel of the co-
sine transform, together with its relation to the description of valuations through
Crofton measures (due to Alesker-Bernstein [16]), reduces the analysis to the study
of invariant Crofton measures. This however only applies to even valuations, and
indeed the case of odd valuations mostly remained untreated. In the present work,
we use the description of valuations through invariant currents, which allows us to
apply the same analysis simultaneously for all signatures, as well as for both even
and odd parities. The simplifying feature of O(n− 1, 1) is that the number of open
orbits on each Grassmannian coincides with the dimension of the space of invariant
valuations when min(p, q) ≤ 1, but is greater when min(p, q) ≥ 2. This is another
obstacle that only appears for general signature.
Let us also note that the classification of continuous valuations for the general
signature which is carried out in this work, constitutes in fact a reduction to the
Lorentz group case, which was done in [17].
In a follow-up paper by the second named author [32], the Crofton formulas
associated with O(p, q)-invariant valuations are studied.
Plan of the paper. Section 2 contains some basic definitions related to valuations,
like continuous and generalized translation-invariant valuations, Crofton measure
and the Klain embedding.
In Section 3, we introduce the KS-continuous translation-invariant valuations
as the completion of continuous translation-invariant valuations with respect to
some convenient topology. We show that the space Val+,KS of even KS-continuous
translation-invariant valuations is closed under the Alesker-Fourier transform, while
ValKS is closed under pull-back and push-forward by linear maps.
The importance of this class for the main subject of the present paper comes
from the easy observation that all even SO+(p, q)-invariant generalized translation-
invariant valuations are KS-continuous.
In Section 4 we describe the orbits on the Grassmann manifold under the action
of the group O(p, q).
The technical heart of the paper is Section 5, where we compute the dimension
of the space of SO+(p, q)-invariant generalized translation-invariant valuations.
In Section 6, we prove Theorem 3 by induction over p + q. For the induction
base R2,2, we will already use some results from Section 8.
In Section 7 we classify all continuous SO+(p, q)-invariant translation-invariant
valuations. We use the description of the Klain functions from the previous section,
and suitable pull-backs and push-forwards to reduce to the Euclidean or Lorentz
case. We also prove that odd invariant valuations are KS-continuous. This is less
straightforward than in the even case.
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The special case SO+(2, 2) will be treated in detail in Section 8. We will show
that each invariant generalized valuation admits an invariant generalized Crofton
measure. Using recent results from hermitian integral geometry, we will compute
their Klain functions. This step will complete the proof of Theorem 3.
In the appendix, we state and prove a result on generalized invariant sections on
a manifold.
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2. Basic definitions
2.1. Linear algebra. Let Grk(V ) denote the Grassmann manifold of linear k-
planes. We let Dens(V ) denote the R-span of a Lebesgue measure on the finite-
dimensional vector space V . Given a manifoldM , we let |ω|M (or simply |ω|) denote
the linear bundle of densities over M , whose fiber over x ∈M is Dens(TxM).
We will use some natural isomorphisms related to densities and refer to [12,
Subsection 2.1] for more information.
First, we have
Dens(V ∗) ∼= Dens(V )∗. (1)
For E ∈ Grk(V ) one has
Dens(V ) ∼= Dens(E)⊗Dens(V/E). (2)
We let E⊥ ∈ Grn−k(V ∗) denote the annihilator of E. There is a natural isomor-
phism
(E⊥)∗ ∼= V/E. (3)
We will use the following fact from linear algebra
Lemma 2.1. Given a hyperplane H ⊂ V , there is a natural isomorphism
∧kV/∧kH ∼= ∧k−1H ⊗ V/H.
Proof. Note that dimV/H = 1, and define f : ∧k−1H ⊗ V/H → ∧kV/∧kH by
setting f(h1 ∧ · · · ∧ hk−1 ⊗ (v+H)) = h1 ∧ · · · ∧ hk−1 ∧ v+∧kH . f is clearly well-
defined and linear. It is easily seen to be injective, and comparing the dimensions
we conclude f is an isomorphism. 
Let now Q be a non-degenerate quadratic form of signature (p, q) on V , with
associated bilinear form Q(•, •). Given E ∈ Grk(V ), we denote by EQ := {v ∈ V :
Q(v, e) = 0, ∀e ∈ E} the Q-orthogonal complement. Note that E ∩ EQ = {0} if
and only if Q|E is non-degenerate.
The quadratic form Q allows us to identify V and V ∗. Under this identification,
EQ corresponds to E⊥ ∈ Grn−k(V ∗).
A basis v1, . . . , vn of V will be called Q-orthonormal if Q(vi, vj) = 0, i 6= j,
Q(vi) ∈ {±1} for all i and Q(vi) ≥ Q(vj) for all i ≤ j. It is elementary that such a
basis exists, which then identifies (V,Q) with Rp,q := (Rn, x21+ · · ·+ x2p− · · ·− x2n).
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The form Q induces a natural choice of density volQ on V given by
volQ(v1 ∧ . . . ∧ vn) = | detQ(vi, vj)| 12 .
which may be used to O(Q)-equivariantly identify
Dens(V ) ∼= R. (4)
From (1), (2), (3) and (4) it follows that O(Q)-equivariantly one has
Dens(E) ∼= Dens(EQ). (5)
Lemma 2.2. Let E ∈ Grk(V ). Let (a, b) be the signature of Q|E. Then
a+ b ≤ k, max(0, k − q) ≤ a ≤ p, max(0, k − p) ≤ b ≤ q.
Conversely, any (a, b) satisfying these inequalities is the signature of Q|E for some
E ∈ Grk(V ).
Proof. We may decompose E = E+ ⊕ E− ⊕ E0 as a Q-orthogonal sum such that
Q|E+ > 0, Q|E− < 0, Q|E0 = 0. From the definition of the signature it follows
immediately that a = dimE+ ≤ p, b = dimE− ≤ q. Since Q|E−⊕E0 is negative
definite, we have k − a = dimE− ⊕ E0 ≤ q and similarly k − b ≤ p.
Let now (a, b) be given subject to the displayed inequalities and set r := k−a−b ≥
0. By assumption on (a, b) we have r + a ≤ p and p + r + b ≤ n. Choose a Q-
orthonormal basis v1, . . . , vp, vp+1, . . . , vn of V and set
E := span{v1 + vp+1, . . . , vr + vp+r, vr+1, . . . , vr+a, vp+r+1, . . . , vp+r+b}.
The signature of E is clearly (a, b), its dimension is r + a+ b = k. 
If the signature of Q|E is (0, 0), i.e. if E ⊂ EQ, then E is called Q-isotropic.
The collection of isotropic lines is the light cone.
Let us consider the split case p = q more carefully. Set
J := {j ∈ GL(V ) : j∗Q = −Q, j2 = Id}.
If Q(z, w) =
∑p
i=1 z
2
i −
∑p
i=1 w
2
i is the standard form of signature (p, p) on R
p,p,
then the map j(z, w) = (w, z) belongs to J .
Definition 2.3. Let X be a complex GL(n)-module and j ∈ J . Since O(Q) =
O(−Q), j is an automorphism of XO(Q) with eigenvalues ±1. We may thus de-
compose into j-even and j-odd elements,
XO(Q) = XO(Q),j ⊕XO(Q),−j, (6)
where XO(Q),±j := {v ∈ XO(Q) : jv = ±v}.
Lemma 2.4. The decomposition (6) is independent of the choice of j ∈ J .
Proof. Let j ∈ J be fixed. We claim that any other j′ ∈ J is of the form j′ = gj
with g ∈ O(Q) such that gj = jg−1.
To prove the claim, first note that (j′)∗Q = −Q = j∗Q, hence g := j′j−1 ∈ O(Q).
Set h := jgj ∈ GL(V ). Then Id = (j′)2 = gjgj = gh, hence h = g−1 ∈ O(Q).
From the claim and using O(Q)-invariance, it follows that
XO(Q),±j
′
= {v ∈ XO(Q) : j′v = ±v} = {v ∈ XO(Q) : gjv = ±v}
= {v ∈ XO(Q) : jv = ±v} = XO(Q),±j

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The isometry group O(Q) = O(p, q) has four connected components when p, q ≥
1, corresponding to the orientations of maximal positive- and negative definite
subspaces. The connected component of the identity is denoted SO+(p, q). A
maximal compact subgroup of O(Q) is isomorphic to O(p)×O(q) - for a proof, see
e.g. [58].
Witt’s theorem [51, Thm. 5.3] asserts that if E,F ∈ Grk(V ) and T : E → F is
a linear map such that T ∗Q|F = Q|E then one can find T˜ ∈ O(Q) with T˜ |E = T .
2.2. The interplay between Euclidean and (p, q)- geometries. Let P be an
auxiliary Euclidean scalar product on V . One has a unique simultaneous diago-
nalization of the forms: V =
⊕N(P,Q)
j=1 Vj s.t. Q|Vj = λjP |Vj with all λj distinct
and all Vj pairwise P - and Q- orthogonal. Note that N(P,Q) ≥ 2 if Q is indef-
inite, which we assume from now on. Denote by S : V → V the map given by
Q(u, v) = P (Su, v).
Lemma 2.5. The following are equivalent:
i) N(P,Q) = 2.
ii) O(P ) ∩O(Q) ⊂ O(Q) is a maximal compact subgroup.
Proof.
(i) =⇒ (ii) Assume the decomposition is V = Vp ⊕ Vq with λp > 0 and λq < 0. Then
O(Vp) × O(Vq) ⊂ O(P ) ∩ O(Q). Since O(Vp) × O(Vq) ∼= O(p) × O(q)
is a maximal compact subgroup of O(Q) and O(P ) ∩ O(Q) is a compact
subgroup of O(Q), we must have equality.
(ii) =⇒ (i) The group O(P )∩O(Q) leaves each Vj invariant. It is then easy to see that
O(P ) ∩ O(Q) = O(V1) × · · · × O(VN ). As O(P ) ∩ O(Q) ∼= O(p) × O(q) by
assumption, it follows that N = 2.

We will also need the following description:
Lemma 2.6. The following are equivalent:
i) N(P,Q) = 2 and λp = 1, λq = −1.
ii) S satisfies S2 = Id.
Proof.
(i) =⇒ (ii) It is immediate that S|Vp = Id and S|Vq = −Id.
(ii) =⇒ (i) Since P (Su, v) = Q(u, v) = Q(v, u) = P (Sv, u) = P (u, Sv), S is self-
adjoint with respect to P . Choose an eigenbasis ej of S which is P -
orthonormal. Since S2 = Id, the eigenvalues of S are ±1. Therefore,
Q(ei, ej) = P (ei, Sej) = ±δij . Thus N(P,Q) = 2 with Vp the positive
eigenspace of S and Vq the negative eigenspace.

Definition 2.7. A Euclidean form P is called compatible with Q if N(p, q) = 2 and
λp = 1, λq = −1. We then have the decomposition V = Vp⊕Vq, where dim Vp = p,
dimVq = q, Vp = {x : P (x) = Q(x)}, Vq = {x : P (x) = −Q(x)}.
Clearly such a compatible Euclidean form P exists for any Q. Let us fix a
Q-compatible Euclidean form P , with the associated involution S : V → V s.t.
Q(u, v) = P (u, Sv).
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Lemma 2.8. i) Q(Su, Sv) = Q(u, v), P (Su, Sv) = P (u, v).
ii) P (v, Su) = P (Sv, u) = Q(v, u), Q(v, Su) = Q(Sv, u) = P (v, u).
iii) For any subspace E ⊂ V , (SE)P = S(EP ) = EQ and (SE)Q = S(EQ) =
EP , SE = (EQ)P = (EP )Q.
iv) E = SE ⇐⇒ EP = EQ.
v) If E is Q-isotropic then E is P -orthogonal to SE.
Proof. The first two items follow directly from the definition of S. The third item
is then an easy consequence.
Let us show (iv). If E = SE, then EP = EQ follows immediately from (iii).
If EP = EQ, then SE = (EQ)P = (EP )P = E. For (v), we use (iii) to obtain
E ⊂ EQ = (SE)P . 
Lemma 2.9. Let Q be a non-degenerate quadratic form on V , where dim V = 2r.
Given E ∈ Grr(V ) isotropic, there exists F ∈ Grr(V ) isotropic such that V = E⊕F .
Proof. Since E is isotropic, we have E ⊂ EQ. Since both spaces are of dimension
r, we actually have E = EQ. Fix a compatible Euclidean form P and set F := EP .
By Lemma 2.8iii), F = EP = (EQ)P = (EP )Q = FQ, hence F is isotropic. 
2.3. Smooth and generalized valuations. The space of continuous and translation-
invariant valuations on a vector space V is denoted by Val(V ). Examples of elements
in Val are mixed volumes, i.e. valuations of the form K 7→ V (K[i], Li+1, . . . , Ln)
for fixed Li+1, . . . , Ln ∈ K(V ). By Alesker’s solution of McMullen’s conjecture [2],
mixed volumes span a dense subset in Val(V ), the latter space equipped with a
certain natural locally convex topology.
A valuation µ ∈ Val(V ) is of degree k if µ(tK) = tkµ(K) for all t ≥ 0 and all
K. It is even if µ(−K) = µ(K) and odd if µ(−K) = −µ(K). The corresponding
subspaces of Val(V ) are denoted by Val+k (V ),Val
−
k (V ).
McMullen [47] proved the decomposition
Val(V ) =
⊕
k=0,...,n
ǫ=±
Valǫk(V ).
Let us denote by P+(V
∗) the set of all oriented lines in V ∗, or equivalently the
set of all co-oriented hyperplanes in V . The cosphere bundle of V is defined as
V × P+(V ∗).
An important subspace of Val is the space Val∞ of smooth valuations. They are
given by the translation-invariant valuations of the form
K 7→
∫
N(K)
ω + c vol(K), (7)
where c ∈ C, N(K) is the normal cycle of K [59] and ω is a complex-valued
translation-invariant (n− 1)-form on the cosphere bundle.
The cosphere bundle V ×P+(V ∗) is a contact manifold. A form vanishing on the
contact distribution is called vertical. Fixing a choice of a contact form α, a form
ω is vertical if and only if α∧ω = 0 or equivalently ω = α∧ τ for some form τ . We
will write ΩV for the vertical forms. The normal cycle of a compact convex body
is a Legendrian cycle, i.e. it vanishes on vertical forms and also on exact forms.
Consequently, the form ω in the definition of a smooth valuation is not unique,
compare [22] for more information.
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Alesker [4] has introduced a graded product structure on the space Val∞. It
is characterized by the property that if φi(K) = voln(K + Ai) with Ai a smooth
convex body with positive curvature, then φ1 · φ2(K) = vol2n(∆K + A1 × A2).
Here ∆ : V → V × V is the diagonal embedding, voln is any choice of Lebesgue
measure on V and vol2n is the corresponding product measure on V × V . With
respect to the natural Fre´chet space topology on Val∞, the product is continuous.
The product is closely related to kinematic formulas and was a key ingredient in
the determination of such formulas on hermitian vector spaces, see [24, 25].
The space Valn(V ) can be identified with the one-dimensional space Dens(V ) of
densities on V . Then the bilinear map given by the product
Val∞k (V )×Val∞n−k(V )→ Val∞n (V ) ∼= Dens(V )
is a perfect pairing, i.e. the induced map
Val∞k (V )→ Val∞n−k(V )∗ ⊗ Dens(V )
is injective. Moreover , by [12, Proposition 8.1.2] there is an extension to a contin-
uous product Val∞k (V )⊗Valn−k(V )→ Dens(V ). Elements of the space
Val−∞k (V ) := Val
∞
n−k(V )
∗ ⊗Dens(V )
are called generalized translation-invariant valuations of degree k. Equipping Val−∞k (V )
with the weak dual topology, Val∞k (V ) ⊂ Val−∞k (V ) is a dense subspace. General-
ized translation-invariant valuations were recently related to McMullen’s polytope
algebra, compare [23].
Let us explain two constructions related to even valuations which will be crucial
in the following.
By a result of Klain, even translation-invariant (continuous) valuations can be
described in terms of their Klain functions. Let φ ∈ Val+k (V ). Given a subspace
E ∈ Grk(V ), by a theorem of Hadwiger, the restriction of φ to E is a multiple
of the volume on E. We thus get a continuous global section (often called the
Klain function of φ) of the Klain bundle Kn,k whose fiber over E ∈ Grk(V ) is the
one-dimensional space Dens(E) of densities on E. Klain has shown [42] that the
corresponding map (called Klain map) Kl : Val+k (V )→ Γ(Kn,k) is injective.
For even generalized translation-invariant valuations of degree k, the Klain map
can be extended to an embedding
Klk : Val
+,−∞
k (V )→ Γ−∞(Kn,k),
where the latter space consists of all generalized sections of Klain’s bundle. This
map is still injective, see [17, Prop. 4.4]. A generalized translation-invariant valua-
tion of degree k may thus be uniquely described by its (generalized) Klain function.
We will do this explicitly for even SO+(p, q)-invariant valuations in Section 6.
The second description of even valuations is through Crofton measures. Given
a Euclidean structure and a smooth measure m on Grn−k(V ), the following is a
smooth, even, translation-invariant valuation of degree k:
K 7→
∫
Grn−k(V )
volk(πE⊥K)dm(E).
The measure m is called Crofton measure of this valuation.
In GL(V
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The Crofton bundle Cn,k over Grn−k(V ) is defined as the bundle whose fiber
over E ∈ Grn−k(V ) is given by
Cn,k|E := Dens(V/E)⊗Dens(TE Grn−k(V )),
where TE Grn−k V is the tangent space of the Grassmannian at the plane E.
Given a smooth section s ∈ Γ∞(Cn,k), the smooth even valuation Crn−k(s) is
defined by
Crn−k(s)(K) :=
∫
E∈Grn−k(V )
s(PrV/EK).
The map
Crn−k : Γ∞(Cn,k)→ Val+,∞k (V )
is surjective [16].
The composition Tn−k,k = Klk ◦Crn−k : Γ∞(Cn,k) → Γ∞(Kn,k) is the cosine
transform, written in GL(V )-equivariant form [16]. In particular, the kernel of
Crn−k equals the kernel of Tn−k,k.
The Crofton map Crn−k can be extended to generalized Crofton measures and
generalized translation-invariant valuations, i.e. we get a map
Crn−k : Γ−∞(Cn,k)→ Val+,−∞k (V ).
Again this map is surjective [17, Prop. 4.5]. When no confusion can arise, we omit
the dimension k in Klk, Crk.
If a Euclidean structure is fixed on V , both line bundles Kn,k and Cn,k acquire a
natural trivialization, and the spaces Grk(V ) and Grn−k(V ) are naturally identified.
In this case we will write shortly Tk : C
∞(Grk(V )) → C∞(Grk(V )) for the cosine
transform, which is then given by
Tk(f)(F ) =
∫
Grk(V )
f(E)〈E,F 〉dE,
where 〈E,F 〉 denotes the cosine of the angle between E and F .
This map is self-adjoint and thus extends to a map Tk : C
−∞(Grk(V )) →
C−∞(Grk(V )). As an example, the cosine transform of the Dirac generalized func-
tion δE , E ∈ Gr(V, k) is given by the continuous function
TkδE = 〈E, •〉. (8)
Any even generalized translation-invariant valuation can be evaluated at a smooth
convex body K with positive curvature. Indeed, given a generalized Crofton mea-
sure, we just apply it to the smooth function E 7→ vol(πEK), where πEK is the
orthogonal projection onto a k-dimensional subspace E (here we use a Euclidean
trivialization to keep notations short).
Alesker has introduced in [12] a linear map
F : Val∞k (V )→ Val∞n−k(V ∗)⊗Dens(V ).
usually called the Alesker-Fourier transform.
For even valuations, it is characterized in terms of their Klain function by the
equation
KlFφ(E
⊥) = Klφ(E), E ∈ Grk(V ).
There is a canonical isomorphism (E⊥)∗ ∼= V/E, hence the term on the left hand
side of the equation is in Dens(E⊥)⊗Dens(V ) ∼= Dens∗(V/E)⊗Dens(V ) ∼= Dens(E),
as is the term on the right hand side.
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Let Q be a non-degenerate bilinear form on V used to identify V ∼= V ∗ and
Dens(V ) ∼= R. Then F : Val∞k (V ) → Val∞n−k(V ). Under the identification (5), we
have the equation
KlFφ(E
Q) = Klφ(E), E ∈ Grk(V ). (9)
3. Klain-Schneider-continuous valuations
3.1. Definition of KS-continuous valuations. Alesker [12] defined pull-back
and push-forward under linear maps of continuous translation-invariant valuations.
We will extend these operations to the larger class of KS-continuous valuations.
Let us first recall the different topologies on valuation spaces used in the follow-
ing.
The space Val(V ) of translation-invariant valuations has a Banach space struc-
ture as follows. Fixing some compact convex set B ⊂ V with non-empty interior,
the norm of φ is defined by
‖φ‖ := sup{|φ(K)| : K ⊂ B}.
Changing B gives a different, but equivalent norm.
Next, the subspace Val∞ of smooth valuations has a natural Fre´chet space topol-
ogy. With respect to (7), this topology may be defined as the quotient topology
arising from the natural Fre´chet space topology on the space of translation-invariant
smooth (n− 1)-forms on the cosphere bundle.
The space Val−∞ = Val∞n−k(V )
∗ ⊗ Dens(V ) of generalized translation-invariant
valuations is equipped with the weak dual topology. Being the dual of a Fre´chet
space, it is sequentially complete (and even quasi-complete), see [50].
Let us now recall the Schneider embedding of continuous translation-invariant
valuations. Let 0 ≤ k < n and φ ∈ Valk(V ). The restriction of φ to a (k + 1)-
dimensional subspace E ⊂ V is a continuous, k-homogeneous, translation-invariant
valuation in E, i.e. an element of Valk(E). Consider the infinite dimensional
Banach bundle over Grk+1(V ), with fiber Valk(E) over E, equipped with a norm
defined by E ∩ B, where B ⊂ V is some fixed convex set with non-empty interior.
We will call it the Schneider bundle.
Definition 3.1. The Schneider map is given by
Sc : Valk(V )→ Γ(Grk+1(V ),Valk(E))
φ 7→ [E 7→ φ|E ]
This map is an injection, [52].
Let us define two more norms on translation-invariant valuations, which are
related to the Klain and Schneider embeddings.
Definition 3.2. i) Define the norm ‖ · ‖K on Val+k (V ) by
‖φ‖K := ‖Klφ ‖∞
Here the supremum norm arises from the identification Γ(Grk(V ),Dens(E)) =
C(Grk(V )) induced by an arbitrary choice of a Euclidean structure on V .
ii) Fix again an auxiliary Euclidean structure on V , and equip all spaces of
continuous valuations with the Banach norm associated with the Euclidean
unit ball. The space of continuous sections Γ(Grk+1(V ),Valk(E)) is a Ba-
nach space with the supremum norm. Define the norm ‖ • ‖Sc on Valk(V )
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by
‖φ‖Sc := ‖ Scφ ‖∞
The norms corresponding to different Euclidean structures are equivalent.
Lemma 3.3. The restriction of ‖•‖Sc to Val+k (V ) is equivalent to the norm ‖•‖K.
Proof. We have to show that there are constants c, C > 0 s.t. for φ ∈ Val+k (V ),
c‖Klφ ‖∞ ≤ ‖ Scφ ‖∞ ≤ C‖Klφ ‖∞.
The left inequality is obvious. For the right inequality, let B(E) be the unit ball
inside E, S(E) the unit sphere in E and σK the surface area measure of K. Then
‖ Scφ ‖∞ = sup
E∈Grk+1(V )
sup
K⊂B(E)
|φ(K)|
= sup
E∈Grk+1(V )
sup
K⊂B(E)
∣∣∣∣∣
∫
θ∈S(E)
Klφ(θ
⊥)dσK(θ)
∣∣∣∣∣
≤ ‖Klφ ‖∞ sup
E∈Grk+1(V )
σB(E)(S(E))
= ωk+1‖Klφ ‖∞
where the inequality follows by monotonicity of the surface area, and ωk+1 is the
surface area of the unit sphere in a (k+1)-dimensional Euclidean vector space. 
Definition 3.4. The space ValKSk (V ) of KS-continuous, k-homogeneous valuations
is the completion of Valk(V ) in the norm ‖φ‖Sc.
We now define a generalization of the Crofton map from Section 2 from even to
all valuations. Consider the map
Sc∗ : Γ∞(Grk+1(V ),Val∞1 (E)⊗Dens∗(E)⊗ |ω|)→ Val∞k (V )∗
given by
〈Sc∗(µ), φ〉 =
∫
Grk+1(V )
〈µ(E), Scφ(E)〉, φ ∈ Val∞k (V ).
The bracket has to be understood as follows. For a fixed E, we have µ(E) ∈
Val∞1 (E) ⊗ Dens∗(E) ⊗ |ω| and Scφ(E) ∈ Val∞k (E). The Alesker product gives us
a map Val∞1 (E)⊗Val∞k (E)→ Val∞k+1(E) ∼= Dens(E), so that altogether we obtain
that 〈µ(E), Scφ(E)〉 ∈ |ω|. We thus get a section of |ω| which can be integrated
over Grk+1(V ).
The notation Sc∗ is justified by the fact that the dual map (Sc∗)∗ will be shown
to fit into a commutative diagram
Valk(V ) _

Sc
// Γ(Grk+1(V ),Valk(E)) _

Val−∞k (V )
(Sc∗)∗
// Γ∞(Grk+1(V ),Val∞1 (E)⊗Dens∗(E)⊗ |ω|)∗.
Recall that by the Alesker-Poincare duality, there is a natural dense inclusion
Val∞n−k(V )⊗Dens∗(V ) ⊂ Val∞k (V )∗.
Lemma 3.5. The image of Sc∗ is contained in Val∞n−k(V )⊗Dens∗(V ), and
Sc∗ : Γ∞(Grk+1(V ),Val∞1 (E)⊗Dens∗(E)⊗ |ω|)→ Val∞n−k(V )⊗Dens∗(V ) (10)
is continuous.
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Proof. Recall the natural map ik : K(V )→ Valk(V )⊗Dens∗(V ) given by ik(K)⊗
σ = Vσ(•[k],−K[n− k]), where we write Vσ for the mixed volume induced by σ ∈
Dens(V ). It then holds [23, Lemma 3.1] that for φ ∈ Val∞n−k(V ), φ(K) = 〈φ, ik(K)〉,
the Alesker-Poincare´ pairing.
Given µ in the domain of definition of Sc∗ and σ ∈ Dens(V ), define φµ ⊗ σ ∈
Valn−k(V ) by setting for K ∈ K(V )
φµ ⊗ σ(K) :=
∫
Grk+1(V )
〈µ(E), (ik(K)⊗ σ)|E〉
Note that the pairing under the integral is between a smooth and a continuous
valuation continuously dependent on E in the respective topologies, and is therefore
continuous in E.
Considering bodies K ∈ K(V ) with smooth support function, we see that φµ ⊗
σ(K) = 〈Sc∗(µ) ⊗ σ, ik(K)〉, so that Sc∗(µ) = φµ ∈ Valn−k(V ) ⊗ Dens∗(V ), and
moreover
Sc∗ : Γ∞(Grk+1(V ),Val
∞
1 (E) ⊗Dens∗(E)⊗ |ω|)→ Valn−k(V )⊗Dens∗(V )
is continuous. Since the domain of definition is a smooth GL(v)-module, the GL(V )-
equivariance of Sc∗ then implies that the image of Sc∗ consists of smooth vectors,
and Sc∗ is a continuous map between the corresponding Fre´chet spaces.

Proposition 3.6. The image of Sc∗ equals Val∞n−k(V )⊗ Dens∗(V ).
Proof. For a fixed E ∈ Grk+1(V ), denote by Gr−k (E) the manifold of cooriented hy-
perplanes F ⊂ E. For a body K ∈ K(E), its equivariantly written support function
is h˜K(F ) = maxx∈K PrE/F (x) ∈ Γ(Gr−k (E),Dens∗(E/F )) (the maximum is taken
using the orientation of E/F ). It is Minkowski additive, namely h˜K+L = h˜K+h˜L. It
relates to the standard version of the support function hK(ξ) = supx∈K ξ(x), ξ ∈ V ∗
by h˜K(ξ
⊥) = hK(ξ)[ξ∗], where [ξ∗] ∈ Dens∗(E/ξ⊥) = Dens(Span(ξ)) is determined
by ξ.
Let V˜al1(E) denote the space of continuous 1-homogeneous valuations with the
property that φ(K + x) − φ(K) is a linear functional of x ∈ E, independent of
K ∈ K(E). It is naturally a GL(E)-module, and one easily verifies that it fits into
an exact sequence
0→ Val1(E)→ V˜al1(E)→ E∗ → 0
- exactness at E∗ follows by lifting ξ ∈ E∗ to [K 7→ hK(ξ)] ∈ V˜al1(E).
Thus V˜al1(E) can be considered as the total space of a fibration over E
∗ with
fiber Val1(E), with the natural Banach space topology. Considering the smooth
elements of this representation, we get the Fre´chet space V˜al
∞
1 (E) and the short
exact sequence of smooth GL(E)-modules
0→ Val∞1 (E)→ V˜al
∞
1 (E)→ E∗ → 0
It follows by Alesker’s irreducibility theorem that V˜al
∞
1 (E) is admissible and of
finite length.
The map
TE : Γ
∞(Gr−k (E),Dens(E/F )⊗ |ω|Gr−
k
(E))→ V˜al
∞
1 (E)
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given by
TE(s)(K) =
∫
F∈Gr−
k
(E)
〈s(F ), h˜K(F )〉
is then a GL(E)-equivariant map of Fre´chet spaces.
We claim TE is an isomorphism. Let us fix a Euclidean structure on E. Injectiv-
ity follows from the fact that any f ∈ C2(S(E)) can be represented as f = hK−hL
for some K,L ∈ K(E). For surjectivity, we note that Im(TE) is a closed invari-
ant subspace (by the Cassleman-Wallach theorem) which contains Val∞1 (E) (e.g.
by Alesker’s irreducibility theorem), but is strictly larger. Since E∗ is irreducible,
Im(TE) = V˜al
∞
1 (E).
Consider the flag manifold of cooriented pairs
Flk+1,k = {E ⊃ F : E ∈ Grk+1(V ), F ∈ Gr−k (E)}.
Noting the natural isomorphism
Dens(E/F )⊗ |ω|Gr−
k
(E) ⊗Dens∗(E)⊗ |ω|Grk+1 ∼= Dens∗(F )⊗ |ω|Flk+1,k ,
we obtain a map
T : Γ∞(Flk+1,k(V ),Dens∗(F )⊗ |ω|Flk+1,k)
→ Γ∞(Grk+1(V ), V˜al
∞
1 (E)⊗Dens∗(E)⊗ |ω|Grk+1)
given by T (s)(E) = TE(s(E, •)), which is clearly GL(V )-equivariant, continuous
and injective. Let us check it is surjective. Take ψ ∈ Γ∞(Grk+1(V ), V˜al
∞
1 (E) ⊗
Dens∗(E) ⊗ |ω|Grk+1), and define s(E, •) = T−1E (ψ(E)), which is clearly a smooth
section over Flk+1,k since Tg−1E = g
∗TEg∗ and so T−1E depends smoothly on E.
Thus T is a GL(V )-equivariant isomorphism of Fre´chet spaces. The domain of T
can be considered as the space of smooth vectors of a Banach representation of
GL(V ). It follows from [55, Lemma 11.5.1] that the target space of T is a smooth
GL(V )-module of moderate growth. The domain of Sc∗ is a closed subspace of the
latter, and thus is also a smooth GL(V )-module of moderate growth.
Now it is shown in [2] that the target space of Sc∗ is admissible and of finite
length. By the Casselman-Wallach theorem [30], the image of Sc∗ is closed, and
obviously it maps sections of even resp. odd valuations, to valuations of the corre-
sponding parity. By Alesker’s irreducibility theorem [2], Sc∗ is surjective. 
It follows that
(Sc∗)∗ : Val−∞k (V )→ Γ∞(Grk+1(V ),Val∞1 (E)⊗Dens∗(E)⊗ |ω|)∗,
which will be denoted simply by Sc, is injective.
Proposition 3.7. The embedding i : Valk(V ) ⊂ Val−∞k (V ) extends by continuity
to a natural embedding i : ValKSk (V ) ⊂ Val−∞k (V ).
Proof. Assume φj ∈ Valk(V ) is a Cauchy sequence in the ‖•‖Sc norm. Let us show
that this sequence is weakly convergent in Val−∞k (V ).
The product Val∞(V ) ⊗ Val∞(V ) → Val∞(V ) extends to a continuous prod-
uct Val∞(V ) ⊗ Val(V ) → Val(V ) [12, Proposition 8.1.2]. Therefore, for E ∈
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Grk+1(V ), ψ ∈ Val∞1 (E) ⊗ Dens∗(E) and φ ∈ Val∞k (V ), it holds that |〈ψ, φ|E〉| ≤
cψ‖φ|E‖, where cψ is a continuous semi-norm on ψ. It follows that
|〈Sc∗(µ), φj〉| =
∫
Grk+1(V )
〈µ(E), φj |E〉
≤ ‖φj‖Sc
∫
Grk+1(V )
cµ(E)
=: Cµ‖φj‖Sc.
Since Sc∗ is surjective, it follows that φj is weakly Cauchy, and by the sequential
completeness of Val−∞(V ), it weakly converges to some generalized valuation φ ∈
Val−∞k (V ). Denoting φ˜ the limit of φj in Val
KS
k (V ), we set i(φ˜) := φ. This map
obviously does not depend on the choice of φj , and extends i to the KS-continuous
valuations.
It holds that
|〈i(φ˜), Sc∗(µ)〉| ≤ Cµ‖φ˜‖Sc
so that i is continuous. To see that i is injective, first note that i is GL(V )-
equivariant. Suppose i has a non-trivial kernel in ValKSk . Then the dense subspace
of smooth vectors in the kernel is a non-trivial subspace of GL(V )-smooth vectors
that would then lie in Valk(V ). Since i has trivial kernel in Valk(V ), this is a
contradiction.

For an even valuation, there is a simple way to test it for KS-continuity as follows.
Proposition 3.8. A generalized translation-invariant valuation ψ ∈ Val+,−∞k (V )
belongs to Val+,KSk (V ) if and only if its (generalized) Klain function is continuous.
Proof. By the extension of the Klain embedding to generalized valuations, we im-
mediately see that if φj → φ in Val+,KS then Klφ coincides with the weak limit of
Klφj , which is therefore also a uniform limit. In particular, it is continuous. Con-
versely, if ψ ∈ Val+,−∞k has a continuous Klain function, then we may approximate
ψ by ψǫ = ρǫ ∗ψ, where ρǫ is an approximate identity on SO(n). Then ψǫ ∈ Val+,∞k
and ‖Kl(ψǫ)−Kl(ψ)‖∞ → 0. 
A similar statement also holds for general valuations using the Schneider embed-
ding, although it is not as easy to apply in practice.
Proposition 3.9. A generalized translation-invariant valuation φ ∈ Val−∞k (V )
belongs to ValKSk (V ) if and only if Sc(φ) ∈ Γ(Grk+1(V ),Valk(V )).
Proof. Assume φ ∈ ValKS. Then φ = limφj in ValKS with smooth φj , and it follows
that Scφ = limScφj ∈ Γ(Grk+1(V ),Valk(V )).
In the other direction, if Sc(φ) ∈ Γ(Grk+1(V ),Valk(V )) write Sc(φ∗ρǫ) = Scφ∗ρǫ
for an approximate identity ρǫ ∈ C∞(SO(V )). Then φ ∗ ρǫ ∈ Val∞(V ), and it
converges to Scφ in the norm ‖ • ‖Sc.

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3.2. Functorial properties. Since any linear map is the composition of a monomor-
phism and an epimorphism, it is enough to prove Theorem 4 only for such maps.
Proposition 3.10. Let V be a real vector space of dimension n, j : W →֒ V the
inclusion of a subspace. The restriction of continuous translation-invariant valua-
tions j∗ : Valk(V ) → Valk(W ) extends by continuity to KS-continuous valuations:
j∗ : ValKSk (V )→ ValKSk (W ). It holds that
Scj∗φ(E) = Scφ(jE), E ∈ Grk+1(W ).
In the even case,
Klj∗φ = j
∗Klφ, φ ∈ Val+,KSk (V ).
Proof. Choose ψ ∈ ValKS(V ). Let us show the existence of a valuation j∗ψ ∈
ValKS(W ) satisfying Scj∗ψ = j
∗ Scψ. Let (νi)i be a sequence of smooth probability
measures on GL(V ), whose supports shrink to the identity element. Then the
generalized valuation
ψi :=
∫
GL(V )
gψdνi(g) ∈ Val−∞k (V )
is smooth. Since Scψi =
∫
GL(V ) g
∗ Scψ dνi(g) and Scψ is continuous, we have that
Scψi → Scψ uniformly. Then j∗ Scψi converges uniformly to j∗ Scψ, so j∗ψi con-
verges in ValKS(W ), and the limit is taken to be j∗ψ.
The continuity of j∗ : ValKS(V )→ ValKS(W ) is now obvious. The statement in
the even case can be shown similarly. 
Proposition 3.11. Let π : V → W be a surjective map between vector spaces.
Then π∗ : Valk(W )→ Valk(V ) extends by continuity to KS-continuous valuations:
π∗ : ValKSk (W ) → ValKSk (V ). For E ∈ Grk+1(V ) we write πE : E → πE for
the restriction of π; π∗E : Valk(πE) → Valk(E) for the pull-back. It holds for
ψ ∈ ValKSk (W ) that
Scπ∗ψ(E) = π
∗
E(Scψ(πE)) ∈ Valk(E), E ∈ Grk+1(V ),
whenever E ∩Kerπ = 0, and Scπ∗ψ(E) = 0 otherwise.
In the even case,
Klπ∗ψ(E) =
{
π∗E Klψ(πE) if E ∩Kerπ = 0
0 otherwise
,
where E ∈ Grk(V ), ψ ∈ Val+,KSk (W ).
Proof. If E ∩ Kerπ = 0, we have π(E) ∈ Grk+1(W ) and the following diagram
commutes
E
iE
//
πE

V
π

π(E)
ipiE
// W
It follows from [12, Prop. 3.1.2] that on Valk(W ) we have
i∗E ◦ π∗ = π∗E ◦ i∗πE
The rest of the proof follows by approximation as before. 
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Proposition 3.12. Let π : V →W be a surjective map between vector spaces and
set l := dimV − dimW . Then π∗ : Valk(V )⊗Dens∗(V )→ Valk−l(W )⊗Dens∗(W )
extends by continuity to KS-continuous valuations: π∗ : ValKSk (V ) ⊗ Dens∗(V ) →
ValKSk−l(W )⊗Dens∗(W ).
For E ∈ Grk−l+1(W ), we write πE : π−1E → E for the restriction and (πE)∗ :
Valk(π
−1E)⊗Dens∗(π−1E)→ Valk−l(E)⊗Dens∗(E) for the push-forward by πE.
It holds for φ ∈ ValKSk (V )⊗Dens∗(V ) that
Scπ∗φ(E) = (πE)∗(Scφ(π
−1E)) ∈ Valk−l(E)⊗Dens(W ∗), E ∈ Grk−l+1(W ).
In the even case,
Klπ∗ψ(E) = Klψ(π
−1E), ψ ∈ Val+,KSk (V )⊗Dens∗(V ), E ∈ Grk−l(W ).
Proof. Let us first check that the equations formally make sense. Since π∗φ ∈
Valk−l(W )⊗Dens(W ∗), Scπ∗φ(E) is an element of Valk−l(E)⊗Dens(W ∗). On the
other hand, π−1E ∈ Grk+1(V ) and Scφ(π−1E) ∈ Valk(π−1E) ⊗ Dens(V ∗). Then
(πE)∗ Scφ(π−1E) ∈ Valk−l(E)⊗Dens∗(E)/Dens∗(π−1E)⊗Dens∗(V ). But the last
factor equals Dens∗(W ). Similarly, for the second equation we use the natural
isomorphism Dens(E)⊗Dens∗(W ) ∼= Dens(π−1E)⊗Dens∗(V ).
Next, we prove the statement. For simplicity, let us omit in the following the
various twists by densities. Take a sequence of continuous valuations φi such that
Scφi → Scφ uniformly. Then for each fixed E ∈ Grk−l+1(W ), j∗π−1Eφi → j∗π−1Eφ
uniformly in E. It follows from [12, Thm 3.5.2], applied to the following diagram:
π−1E
j
pi−1E
//
πE

V
π

E
jE
// W
that j∗Eπ∗φi = (πE)∗j
∗
π−1Eφ, that is, Scπ∗ φ(E) = (πE)∗φ|π−1(E).
Since the pushforward (πE)∗ is continuous in the Banach space topology and has
norm that is independent of E, we conclude that Scπ∗φi(E) = j
∗
Eπ∗φi converges
uniformly to (πE)∗j∗π−1Eφ. We thus define π∗φ as the limit in Val
KS
k−l(V ) of π∗φi.

Proposition 3.13. Let j : W → V be an inclusion of vector spaces and set l :=
dimV −dimW . Then j∗ : Valk(W )⊗Dens∗(W )→ Valk+l(V )⊗Dens∗(V ) extends by
continuity to KS-continuous valuations: j∗ : ValKSk (W )⊗Dens∗(W )→ ValKSk+l(V )⊗
Dens∗(V ). For φ ∈ ValKSk (W )⊗Dens∗(W ) we have
Scj∗φ(E) = (jE)∗ Scφ(E ∩W ), E ∈ Grk+l+1(V ), (11)
if dimE∩W = k+1 and Scj∗φ(E) = 0 if dimE∩W > k+1. Here jE : E∩W → E
is the inclusion.
In the even case,
Klj∗φ(E) =
{
Klφ(E ∩W )|〈E, V/W 〉| if dimE ∩W = k,
0 if dimE ∩W > k, (12)
where E ∈ Grk+l(V ). If dimE∩W = k, then E+W = V and hence V/W ∼= E/E∩
W . The element |〈E, V/W 〉| ∈ Dens∗(V/W )⊗Dens(E/(E∩W )) ∼= Dens∗(V/W )⊗
Dens(V/W ) is the canonic element in this one-dimensional space.
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Proof. We have the following commuting diagram
E ∩W iE∩W //
jE

W
j

E
iE
// V
It follows that Dens(W )⊗Dens(E) ∼= Dens(E ∩W )⊗Dens(V ), which may be used
to see that (12) formally makes sense. For φ ∈ Valk(W )⊗Dens∗(W ) we have
Scj∗φ(E) = i
∗
Ej∗φ = (jE)∗i
∗
E∩Wφ = (jE)∗ Scφ(E ∩W ).
In the last line, we used again [12, Thm 3.5.2]. The proof is concluded by approxi-
mation. 
The even KS-continuous valuations possess the additional highly useful property
of being invariant under the Alesker-Fourier transform.
Proposition 3.14. Let F : Val+,−∞(V )→ Val+,−∞(V ∗)⊗Dens(V ) be the Alesker-
Fourier transform on even generalized translation-invariant valuations [17, Sec-
tion 6.2]. Then F restricts to an isomorphism of topological vector spaces F :
Val+,KS(V )→ Val+,KS(V ∗)⊗Dens(V ).
Proof. Choosing a Euclidean scalar product to identify V ∼= V ∗,Dens(V ) ∼= C, the
(generalized) Klain function of Fψ corresponds to the (generalized) Klain function
of ψ through the orthogonal complement map Grk(V ) → Grn−k(V ). It is now
obvious that the image of a KS-continuous valuation is KS-continuous, and that
the restriction of F to the KS-continuous valuations is continuous. 
3.3. The Klain function of an even KS-continuous valuation. Fix k and let
mφ ∈ Γ∞(Cn,k) be a smooth Crofton measure defining a valuation φ ∈ Val+,∞k .
Since the Klain function of φ is the cosine transform Tn−k,kmφ, we have, for all
E0 ∈ Grk(V ), by (8),
Klφ(E0) = 〈Tn−k,kmφ, δE0〉 = 〈mφ, TkδE0〉 = 〈mφ, 〈E0, •〉〉 ,
i.e. we integrate the continuous function 〈E0, •〉 against the smooth measure mφ.
We will need the following generalization of this equation which applies to KS-
continuous, even translation-invariant valuations.
It will relax the smoothness assumption by considering the singular support, or,
more generally, the wavefront of the Crofton measure. For the definitions and basic
facts about wavefronts, see for example [37, 39].
We shall now describe the wavefront of the cosine transform. Let 〈E,F 〉 ∈
Γ−∞(Grk(V ) × Grn−k(V ),Dens(E) ⊗ Dens∗(V/F )) denote the Schwartz kernel of
the GL(V )-equivariant cosine transform
Tn−k,k : Γ∞(Grn−k(V ), Cn,k)→ Γ∞(Grk(V ),Kn,k)
Note that 〈E,F 〉 is continuous everywhere and smooth outside the zero set
Z := {(E,F ) : E ∩ F 6= {0}} ⊂ Grk(V )×Grn−k(V ).
Observe that Z is stratified by the SL(V )-orbits on Grk(V )×Grn−k(V ), which
are locally closed submanifolds classified by dim(E ∩ F ). By N∗Z we denote the
union of the conormal bundles of the strata.
Lemma 3.15. We have WF(〈E,F 〉) ⊂ N∗Z.
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Proof. The singular support of 〈E,F 〉 is clearly contained in Z, as it is smooth else-
where. Fix z = (E,F ) ∈ Z. As 〈E,F 〉 is SL(V )-invariant while SL(V ) is semisim-
ple, it follows from Corollary A.6 that WF(〈E,F 〉) ∩ T ∗z (Grk(V ) × Grn−k(V )) ⊂
N∗zZ, concluding the proof. 
Proposition 3.16. Let φ ∈ Val+,KSk (V ), and let mφ ∈ Γ−∞(Cn,k) be a generalized
Crofton measure for φ. Let E0 ∈ Grk(V ) be such that E0∩ ∩ Sφ = ∅, where
E0
∩ = {F ∈ Grn−k(V ) : E0 ∩ F 6= 0} and Sφ is the singular support of mφ.
Then
Klφ(E0) = 〈mφ, 〈E0, •〉〉 .
Moreover, the same conclusion holds under the weaker assumption that the wave-
front of mφ satisfies WF(mφ)∩N∗E0∩ = ∅. Here N∗A ⊂ T ∗Grn−k(V ) is the union
of the conormal bundles of the strata of a subset A ⊂ Grn−k(V ), which is stratified
by finitely many locally closed submanifolds.
Proof. We fix for simplicity a Euclidean structure on V to trivialize all the line
bundles involved.
Take a sequence of functions δj ∈ C∞(Grk(V )) with supports shrinking to E0
s.t. δj → δE0 as measures. Then
Klφ(E0) = 〈Klφ, δE0〉
= lim
j→∞
〈Klφ, δj〉
= lim
j→∞
〈Tk(mφ), δj〉
= lim
j→∞
〈mφ, Tk(δj)〉.
Using the assumption of disjoint singular supports, take a smooth function ρ ∈
C∞(Grn−k(V )) which is identically 1 in a neighborhood of E0∩ and identically 0
in a neighborhood of Sφ.
Write
〈mφ, Tk(δj)〉 = 〈ρmφ, Tk(δj)〉+ 〈mφ, (1− ρ)Tk(δj)〉.
Since ρmφ is a smooth measure, and since Tk(δj) → 〈•, E0〉 weakly, the first
summand converges to 〈ρmφ, 〈E0, •〉〉.
Next, (1− ρ)Tk(δj) converges by (8) to (1− ρ)〈E0, •〉 in C∞(Grn−k(V )), so the
second summand converges to 〈mφ, (1− ρ)〈E0, •〉〉.
We pass to the general statement concerning disjoint wavefronts. We will write
T+M for T ∗M \ 0M . For a closed cone Γ ⊂ T+Grk(V ), C−∞Γ (Grk(V )) denotes
the space of generalized functions with wavefront contained in Γ, with the standard
locally convex topology. Write Γ0 = T
+
E0
Grk(V ) ⊂ T+Grk(V ). We choose δj ∈
C∞(Grk(V )) such that δj → δE0 in the topology of C−∞Γ0 (Grk(V )).
Denote X = Grk(V ) × Grn−k(V ) and Z = {(E,F ) : E ∩ F 6= {0}} ⊂ X . The
group {g ∈ GL(n) : gE0 = E0} acts on E∩0 ⊂ Grn−k(V ) with finitely many orbits
classified by dim(E0 ∩ F ), which are locally closed submanifolds of Grn−k(V ).
By Lemma 3.15, WF(Tk,n−k) = WF(〈F,E〉) ⊂ N∗Z.
Recall that for two cones C1 ⊂ T ∗(Grk×Grn−k), C0 ⊂ T ∗(Grk), their composi-
tion is given by
C1 ◦ C0 := {(F, η) ∈ T+Grn−k : ∃(E, ξ) ∈ C0 s.t. (E, ξ, F, η) ∈ C1}.
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We will also need the notation
C′1 = {(E, ξ, F, η) : (E,−ξ, F, η) ∈ C1}.
There is a natural inclusion E∩0 ⊂ Z, F 7→ (E0, F ). If (ξ, η) ∈ N∗(E0,F )Z ⊂
T ∗E0 Grk ⊕T ∗F Grn−k then by restriction to TFE∩0 we see that η ∈ N∗E∩0 . It fol-
lows that
Γ1 := WF(〈F,E〉)′ ◦ Γ0 ⊂ (N∗Z)′ ◦ Γ0 ⊂ N∗E∩0
Finally, since the projection π : Z → Grn−k(V ) is submersive on each stratum
of Z, we have
(N∗Z)′ ◦ 0Grk = ∅.
Therefore (see [37, Theorem 7.8]), Tk extends to a sequentially continuous op-
erator Tk : C
−∞
Γ0
(Grk(V ))→ C−∞Γ1 (Grn−k(V )). By the sequential continuity of Tk,
and since WF(mφ) ∩ Γ1 = ∅,
Klφ(E0) = lim
j→∞
〈mφ, Tk(δj)〉 = 〈mφ, Tk(δE0)〉 = 〈mφ, 〈•, E0〉〉.
This concludes the proof. 
4. Geometry of the orbits
4.1. The Grassmannian under the action of O(p, q). Let V be a vector space
of dimension n, Q a non-degenerate quadratic form on V of signature (p, q) and
G := O(Q) = O(p, q). The Q-orthogonal complement of a subspace E will be
denoted by EQ.
Denote by Xka,b ⊂ Grk(V ) the subset consisting of those subspaces E for which
the restriction of Q to E has signature (a, b). It follows by Witt’s theorem [51, Thm.
5.3.] that whenever Xka,b is non-empty, it is a G-orbit in Grk(V ). It is non-empty
precisely for those pairs (a, b) for which a+b ≤ k, max(0, k−q) ≤ a ≤ p, max(0, k−
p) ≤ b ≤ q (Lemma 2.2). The open orbits are those for which a+ b = k. There is
a unique closed orbit Xk0 := X
k
a0,b0
with a0 := max(0, k − q), b0 := max(0, k − p).
Lemma 4.1. Let Q be a non-degenerate quadratic form on V , E ⊂ V any subspace,
and E0 := E ∩ EQ. Let T : E → V/E be a linear map. Then Q(Tx, x) = 0 for
all x ∈ E0 if and only if there is a lift T ′ : V → V of T s.t. Q(T ′x, x) = 0 for all
x ∈ V , i.e. T ′ ∈ so(Q).
Proof. Let T ∈ Hom(E, V/E) such that Q(Tx, x) = 0 for all x ∈ E0.
Choose any subspaces E′ ⊂ E, E′′ ⊂ EQ with E = E0 ⊕ E′, EQ = E0 ⊕ E′′.
Let r := dimE0. Then dimE
′ = k − r and dimE′′ = (n − k) − r. Then
E′ ⊕ E′′ ⊂ V is a non-degenerate subspace of dimension n − 2r, and E0 is an
isotropic subspace of the non-degenerate space W := (E′ ⊕ E′′)Q of dimension 2r.
By Lemma 2.9, one can fix a Q-isotropic subspace F s.t. W = E0 ⊕ F . Then
V = E′ ⊕ E′′ ⊕ E0 ⊕ F .
Let T1 ∈ Hom(E, V ) be a lift of T such that T1(E′) ⊂ E′′ ⊕ F , T1(E0) ⊂
E′′ ⊕ F ⊕ E′ and
Q(π′(T1x), e) := −Q(x, T e), x ∈ E0, e ∈ E′,
where π′(T1x) is the E′-component of T1x.
Note that Q gives identifications E∗ = E′⊕F , as well as (E⊕E′′)∗ = E′⊕E′′⊕F .
We extend T1 to a map T2 ∈ Hom(E ⊕ E′′, V ) by requiring T2(E′′) ⊂ E′ ⊕ F and
Q(T2e
′′, e) := −Q(e′′, T1e), e′′ ∈ E′′, e ∈ E.
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Note that Q(T2e1, e2) = 0 for all e1, e2 ∈ E′′.
Finally, we extend T2 to a map T
′ ∈ Hom(V, V ) by requiring T ′(F ) ⊂ E′⊕E′′⊕F
and
Q(T ′f, x) = −Q(f, T2x), x ∈ E ⊕ E′′, f ∈ F.
Again we have Q(T ′f, f ′) = 0 for f, f ′ ∈ F .
Then T ′ ∈ so(Q), and T ′ lifts T as required. 
Proposition 4.2. If E ∈ Xka,b, Stab(E) ⊂ G its stabilizer and E0 := E ∩EQ, then
the normal space NEX
k
a,b = TE Grk(V )/TEX
k
a,b is Stab(E)-isomorphic to Sym
2E∗0 .
In particular, if Xka,b is non-empty, then
dimXka,b = k(n− k)−
(
r + 1
2
)
,
where r := dimE0 = k − a− b.
Proof. Recall that TE Grk(V ) ∼= Hom(E, V/E).
Consider the Stab(E)-equivariant map π0 : Hom(E, V/E)→ E∗0 ⊗ E∗0 , given by
π0(T )(u, v) = Q(Tu, v), u, v ∈ E0,
which is easily seen to be well-defined and onto.
Writing πE : gl(V ) → Hom(E, V/E) for the natural projection, it follows from
Lemma 4.1 that
TEX
k
a,b
∼= πE(so(Q)) = π−10
(∧2E∗0) .
Thus
NEX
k
a,b = TE Grk(V )/TEX
k
a,b
∼= Hom(E, V/E)/π−10
(∧2E∗0)
∼= π0Hom(E, V/E)/∧2E∗0 = E∗0 ⊗ E∗0/∧2E∗0 ∼= Sym2E∗0 ,
where we have used the fact that a linear map π0 : U1 → U2 induces a natural
isomorphism U1/π
−1
0 (W )
∼= π0(U1)/W for any subspace W ⊂ π0(U1). 
4.2. O(p, q)-invariant sections of the Klain bundle.
Proposition 4.3. Let V be an n-dimensional vector space with a non-degenerate
bilinear form Q and corresponding orthogonal group G. Then the dimension of
the space of G-invariant generalized sections of the Klain bundle Kn,k equals the
number of open G-orbits in Grk(V ). A basis is given by the sections
κa(E)(v1 ∧ . . . ∧ vk) :=
{∣∣det(Q(vi, vj))ki,j=1∣∣ 12 E = span{v1, . . . , vk} ∈ Xka,k−a,
0 otherwise,
with max(0, k − q) ≤ a ≤ min(k, p). In particular, each G-invariant generalized
section of Kn,k is continuous.
Proof. First we show that there are no sections supported on the complement of
the open orbits, denoted Z ⊂ Grk(V ). Let Y = Xka,b ⊂ Z be any orbit with
r := k − a− b > 0. Define for every α ≥ 0 the G-module
FαE := Sym
α(NEY )⊗Dens∗(NEY )⊗Kn,k|E , E ∈ Y,
where NEY := TE Grk(V )/TEY is the normal space of Y at E.
By Lemma A.1, it suffices to check that for all α ≥ 0, the stabilizer in G of E
has no non-trivial invariants in FαE .
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Define E0 := E ∩EQ. By Proposition 4.2, there is a G-equivariant isomorphism
NEY = Sym
2E∗0 , and Stab(E) acts on E0 as GL(E0) (non-faithfully). Note that
Kn,k|E = Dens(E) = Dens(E0) ⊗ Dens(E/E0), and since E/E0 inherits a non-
degenerate quadratic form, G acts trivially on Dens(E/E0). Taking an element g ∈
Stab(E) acting on E0 by the scalar λ 6= 1, g acts on Fα|E by λ−2αλ−2 r(r+1)2 λ−r 6= 1.
Therefore, FαE admits no Stab(E)-invariants, as required.
Since Kn,k is a 1-dimensional bundle over Grk(V ), the space of G-invariant
sections over any open orbit is at most 1-dimensional. It is clear that the function
κa, as defined in the statement of the proposition, is an invariant continuous section
of the Klain bundle. This finishes the proof. 
Corollary 4.4. Even generalized translation-invariant valuations which are invari-
ant under O(p, q) are KS-continuous.
Corollary 4.5. Fix an isometric inclusion i : Rp
′,q′ → Rp,q. The restriction map
i∗ : Val+,−∞k (R
p,q)O(p,q) → Val+,−∞k (Rp
′,q′)O(p
′,q′) is injective whenever min(k, p) =
min(k, p′) and max(0, k − q) = max(0, k − q′).
Proof. This follows from the injectivity of the Klain map, Proposition 4.3 and
Proposition 3.10. 
4.3. The differential of the O(p, q)-action on Grk(R
n). Let us fix a Euclidean
form P compatible with Q.
Definition 4.6. Let k ≤ n2 . We define the functions θ : Grk(Rn) → [0, π2 ] by
setting
cos 2θ(E) := detM(E),
where M(E) = (Q(ui, uj)) for an arbitrary P -orthonormal basis uj of E.
Proposition 4.7. For g ∈ GL(n) and E ∈ Grk(Rn), let
ψg(E) :=
1
Jac(g : E → gE)2 ,
where E and gE are endowed with the P -induced Euclidean scalar product. Clearly
this function is smooth and positive.
i) If E is non-degenerate with respect to Q and g ∈ O(Q) then
ψg(E) =
cos 2θ(gE)
cos 2θ(E)
.
ii) ψg ≡ 1 for g ∈ O(n).
iii)
|Jac(g : Grk(Rn)→ Grk(Rn))|E | = ψg(E)n2 | det g|k.
Here the Jacobian is computed with respect to any O(n)-invariant Riemann-
ian metric on Grk(R
n).
Proof. i) Let E be non-degenerate with respect to Q. Let f1, . . . , fk be any
basis of E. Then
cos 2θ(E) =
det(Q(fi, fj)i,j)
det(P (fi, fj)i,j)
, cos 2θ(gE) =
det(Q(gfi, gfj)i,j)
det(P (gfi, gfj)i,j)
.
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Since g ∈ O(p, q), we have det(Q(fi, fj)i,j) = det(Q(gfi, gfj)i,j) and there-
fore
cos 2θ(gE)
cos 2θ(E)
=
det(P (fi, fj)i,j)
det(P (gfi, gfj)i,j)
= ψg(E).
ii) Trivial.
iii) By composing with an element of SO(n) if necessary, we may assume that
gE = E. The tangent space is given by
TE Grk(R
n) = Hom(E, V/E) = E∗ ⊗ V/E.
Therefore
Dens(TE Grk(R
n)) = Densn−k(E∗)⊗Densk(V/E) = Densn(E∗)⊗ Densk(V ).
By definition, g acts by the scalar ψg(E)
− 12 on Dens(E), and hence by
the scalar ψg(E)
n
2 on Densn(E∗). Evidently g acts by the scalar | det g|k
on Densk(V ). It follows that g acts by the scalar | det g|kψg(E)n2 on
Dens(TE Grk(R
n)), as claimed.

As | det(g)| = 1 for g ∈ O(p, q) (see equation 4), we get the following corollary.
Corollary 4.8. i) Using the Euclidean trivialization, an O(p, q)-invariant sec-
tion of the Crofton bundle over Grk(R
n) corresponds to a generalized func-
tion f ∈ C−∞(Grk(Rn)) transforming by
g∗(f) = ψ−(n+1)/2g · f
for all g ∈ O(p, q).
ii) An O(p, q)-invariant section of the Klain bundle over Grk(R
n) corresponds
to a generalized function f ∈ C−∞(Grk(Rn)) transforming by
g∗(f) = ψ1/2g · f
for all g ∈ O(p, q).
4.4. Orbit space on P+(V
∗) under SO+(p, q). By P+(V ∗) := (V ∗ \ {0})/R>0 =
Gr+1 (V
∗) we denote the space of oriented lines in V ∗, which is the same as the space
of co-oriented hyperplanes in V .
Proposition 4.9. i) If min(p, q) = 0, then the action of SO+(p, q) on P+(V
∗)
has one (open) orbit.
ii) If min(p, q) = 1 and n > 2, then the action of SO+(p, q) on P+(V
∗) has
3 open orbits M−1 ,M
−
2 ,M
+ and two closed orbits M01 , M
0
2 (the union of
which we denote by M0).
iii) If p = q = 1, then the action of SO+(p, q) on P+(V
∗) has four open orbits
M−1 ,M
−
2 ,M
+
1 ,M
+
2 and four closed orbits M
0
++, M
0
+−, M
0
−+, M
0
−−.
iv) If min(p, q) ≥ 2, then the action of SO+(p, q) on P+(V ∗) has two open
orbits M+,M− and one closed orbit M0.
Proof. The first item is trivial.
Let us prove the last statement. Let e1, . . . , ep, ep+1, . . . , en be an orthonormal
basis of V ∗. For v ∈ V ∗, Rv has a natural orientation.
We claim that every (unoriented) line in V ∗ is in the SO+(p, q) orbit ofRe1,Rep+1
or R(e1 + ep+1). Indeed, using elements in SO(p)× SO(q) ⊂ SO+(p, q) we get that
every line is in the same orbit as a line given by L = R(λ1e1 + λp+1ep+1) with
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λ1, λp+1 ≥ 0. If λ1 = 0 we are done. Otherwise we may assume that λ1 = 1.
If λp+1 = 1, L = R(e1 + ep+1) and the claim follows. If λp+1 6= 1, we use the
boost (hyperbolic rotation) which is the identity on Span(e1, ep+1)
Q and maps
e1 7→ coshαe1 + sinhαep+1, ep+1 7→ sinhαe1 + coshαep+1 with tanhα = −λp+1 if
0 ≤ λp+1 < 1 and with tanhα = − 1λp+1 if λp+1 > 1, to move L to Re1 in the former
and to Rep+1 in the latter case.
Using the diagonal matrix with entries (−1,−1, 1, . . . , 1) in SO(p) (here we use
p ≥ 2) and similarly for SO(q), q ≥ 2, we may reverse the orientation of each
of these lines. Setting M+ := SO+(p, q)·Re1,M− := SO+(p, q)·Rep+1,M0 :=
SO+(p, q)·R(e1 + ep+1), the statement follows.
For the second item, suppose that q = 1, p > 1. We argue as above. However, in
this case the two orientations of the line Rep+1 define two different open SO
+(p, 1)-
orbits M−1 ,M
−
2 , as the set {x : Q(x) < 0} is disconnected. Similarly the two
orientations of R(e1+ep+1) define two different closed orbits. In the case p = q = 1,
the open orbits are M±j := SO
+(1, 1)(±Rej), j = 1, 2, and the closed orbits are
M0±,± := R(±e1 ± e2). 
In all cases, M0 will be referred to as the light cone.
4.5. Meromorphic extension of | cos 2θ|λ. For a pair of sets Y ⊂ X and a
function f : X → Z let us write fY := f · 1Y : X → Z.
Proposition 4.10. Let O ⊂ P(Rp,q) be an open orbit of SO+(p, q). The function
E 7→ | cos 2θ(E)|λO is integrable for Reλ > −1 and extends meromorphically to a
family of generalized functions with simple poles at {−1,−2, . . . , }. The residues
are supported on the closed orbit.
Proof. We use a Euclidean trivialization to simplify the proof. We use the double
cover π : Sn−1 → P(Rp,q), v 7→ Rv and write Sn−1 as the spherical join of two
spheres:
σ : Sp−1 × Sq−1 ×
[
0,
π
2
]
→ Sn−1, (z1, z2, θ) 7→ (cos(θ)z1, sin(θ)z2).
The open orbits are X1,0 = π ◦σ(Sp−1×Sq−1× [0, π4 )), X0,1 = π ◦σ(Sp−1×Sq−1×
(π4 ,
π
2 ])), X0,0 = π ◦ σ(Sp−1 × Sq−1 × {π4 }).
Given a function h on P(Rp,q), set
h˜(θ) := sin(θ)q−1 cos(θ)p−1
∫
Sp−1
∫
Sq−1
(h ◦ π ◦ σ)(·, ·, θ) dz2dz1.
Then for Reλ > −1,∫
X1,0
| cos(2θ)|λhd vol =
∫
Sp−1
∫
Sq−1
∫ pi
4
0
| cos(2θ)|λ sin(θ)q−1 cos(θ)p−1h ◦ π ◦ σ dθdz2dz1
=
∫ pi
4
0
| cos(2θ)|λh˜(θ) dθ
=
1
2
∫ 1
0
|x|λ 1√
1− x2 h˜
(
1
2
arccosx
)
dx
and similarly∫
X0,1
| cos(2θ)|λhd vol = 1
2
∫ 0
−1
|x|λ 1√
1− x2 h˜
(
1
2
arccosx
)
dx.
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Recall [40, Section 3.2] that |x|λ+ := |x|λ1[0,∞) and |x|λ− := |x|λ1(−∞,0] extend
to meromorphic families in λ ∈ C → C−∞(R) with simple poles at the negative
integers, with the residue at λ = −k proportional to the (k− 1)-st derivative of the
delta function at the origin. This concludes the proof. 
Remark 4.11. One can also define | cos 2θ|λO for any open SO+(p, q)-orbit O of the
double cover P+(R
p,q) → P(Rp,q) simply by restricting the corresponding pullback.
Note also that the meromorphic families |x|λ = |x|λ+ + |x|λ− and sign(x)|x|λ =
|x|λ+ − |x|λ− are analytic at even, respectively odd, values λ ∈ Z. It follows that
the generalized functions | cos 2θ|2m and sign(cos 2θ)| cos 2θ|2m+1, which have full
support, are well-defined for all m ∈ Z.
5. Dimension of the space of generalized invariant valuations
This section is devoted to the proof of Theorem 2. For the remainder of the
paper, we will only consider n ≥ 3.
In the following, we will work with generalized forms. Let us first describe how
generalized forms are related to currents in the sense of geometric measure theory.
Fix k, l and ω ∈ Ωk,l(V × P+(V ∗))tr a translation-invariant form of bidegree
(k, l). Given φ ∈ Ωn−k,n−l−1(V ×P+(V ∗))tr , we have ω∧φ ∈ Ωn,n−1(V ×P+(V ∗))tr
and therefore π∗(ω ∧ φ) ∈ Ωn(V )tr ∼= Dens(V ). We thus get a continuous linear
functional on the space Ωn−k,n−l−1(V × P+(V ∗))tr with values in Dens(V ). More
generally, a translation-invariant generalized form of bidegree (k, l) is by definition a
continuous linear functional on Ωn−k,n−l−1(V ×P+(V ∗))tr with values in Dens(V ).
We will denote this space by Ωk,l−∞(V × P+(V ∗))tr.
By [15], a generalized translation-invariant valuation on V of degree 1 ≤ k ≤ n−1
is uniquely described by a closed, vertical and translation-invariant generalized form
on V × P+(V ∗) of bidegree (k, n− k).
Given an element ξ ∈ P+(V ∗), we denote by ξ⊥ ⊂ V the annihilator of ξ, which
is a hyperplane. For a group G ⊂ GL(V ), G is the group of transformations of V
generated by G and parallel translations on V .
There is a canonical identification
Ωk,l−∞(V × P+(V ∗))tr ∼= Γ−∞(P+(V ∗), Dk,l), (13)
where Dk,l is the vector bundle over P+(V
∗) with fiber
Dk,l|ξ := ∧k(V ∗)⊗∧l(ξ⊥)⊗ ξl.
For the rest of the section, let V be an n-dimensional linear space equipped with
a non-degenerate quadratic form Q of signature (p, q). Write G0 := SO
+(Q) =
SO+(p, q) ⊂ GL(V ). There areG0-equivariant identifications V ∼= V ∗ and ξ⊥ ∼= ξQ.
Thus Dk,l|ξ ∼= ∧k(V )⊗∧l(ξQ)⊗ ξl over ξ ∈ P+(V ).
We will be making frequent use of the following fact.
Lemma 5.1. For 0 ≤ a, b ≤ n,
(∧aV ⊗∧bV )SO+(Q) ∼= Sa,b(V )⊕Da,b(V ),
with dimSa,b(V ) = δ
b
a (symplectic part) and dimDa,b(V ) = δ
n
a+b (determinantal
part). The spaces Sa,a(V ) are invariant under the full orthogonal group O(Q),
while Da,n−a(V ) equals the sign representation of O(Q).
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Proof. Let g := so(Q) ∼= so(p, q) be the Lie algebra of G0 and let gC := g ⊗R C ∼=
so(n,C) be its complexification. The complexification VC := V ⊗R C is endowed
with the gC-invariant quadratic form
QC(x+ iy) = Q(x)−Q(y) + 2iQ(x, y).
We have the natural isomorphism
(∧aV ⊗∧bV )g ⊗R C ∼= (∧aVC ⊗∧bVC)gC .
We may equivariantly identify ∧aV ⊗∧bV and ∧aVC⊗∧bVC with their respective
duals.
By the first fundamental theorem for SO(n,C) [36], the algebra of invariant poly-
nomial functions on V a+b
C
is generated by the functionsQC(vj1 , vj2) and det(vj1 , . . . , vjn).
It holds that either (n−a)+b ≤ n or (n−b)+a ≤ n. The space VC inherits a top
form from V which is SO(QC)-invariant. Therefore we may SO(QC)-equivariantly
identify ∧cVC with ∧n−cVC. Taking c to be either a or b, we may thus assume
a + b ≤ n. Note that this identification interchanges the conditions a = b and
a + b = n, and at the same time interchanges the trivial and sign representations
of O(Q).
Let f be an element of the subspace (∧aVC ⊗ ∧bVC)gC . Clearly, f can only
contain determinantal-factors if a+ b = n. In this case,
Da,b(V ) := span{det(v1, . . . , va, va+1, . . . , vn)}
is a direct summand of (∧aVC ⊗∧bVC)gC .
The other summand Sa,b(V ) (which is the only summand if a+ b < n) therefore
consists of O(n,C)-invariant polynomials, and this space is one-dimensional if a = b
and trivial otherwise. This concludes the proof.

We may describe the space Sa,a(V ) more precisely as follows. Using the identi-
fication V ∼= V ∗ induced by the quadratic form, the canonical symplectic form on
V ⊕ V ∗ gives rise to an element in ∧1,1(V ⊕ V )O(Q) ∼= (V ⊗ V )O(Q), and its a-th
exterior power generates Sa,a(V ).
5.1. Open orbits. Let us define certain natural differential forms α, βj , where
0 ≤ j ≤ 2n−1. The form α ∈ Ω1,0 (V × (P+(V ∗) \M0))O(Q) is the O(Q)-invariant
contact form, which can be defined as the restriction of the canonic 1-form on
V × V ∗ to V ×{x ∈ V ∗ : Q(x)2 = 1}. We subsequently identify {x ∈ V ∗ : Q(x)2 =
1} = P+(V ∗)\M0. It corresponds to the section α ∈ Γ(P+(V ∗)\M0, D1,0) given by
α(ξ) = ξQ, where ξQ ∈ ξ is the unique positively oriented vector with |Q(ξQ)| = 1.
Then for ǫ = 0, 1 and 0 ≤ k ≤ n− 1 define
β2k+ǫ := (dα)
k ∧ αǫ ∈ Ωk+ǫ,k (V × (P+(V ∗) \M0))O(Q) . (14)
Note that dβj = 0 if j is even and dβj = βj+1 6= 0 if j < 2n− 1 is odd.
A generalized SO+(Q)-invariant and translation invariant differential form re-
stricted to an open orbit is necessarily smooth. We will prove the following:
Proposition 5.2. Let 1 ≤ k ≤ n − 1 and let O ⊂ P+(V ∗) be an open SO+(Q)-
orbit. There exists a unique (up to scale) translation-invariant, SO+(Q)-invariant,
vertical and closed form on V ×O of bidegree (k, n− k), i.e.
dimΩk,n−kV (V ×O)G0 ∩ ker(d) = 1.
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Moreover, if g ∈ O(Q) stabilizes O then g∗ acts as the scalar det g on this space.
If k 6= n+12 , then
dimΩk,n−kV (V ×O)G0 = 1,
i.e. every invariant vertical form of bidegree (k, n− k) is automatically closed.
Proof. Since G0 = SO
+(Q) acts transitively on O, the group G0 acts transitively
on V ×O. We therefore have a natural isomorphism
Ωk,n−k(V ×O)G0 ∼= (Dk,n−k|ξ)H ∼=
(∧kV ∗ ⊗∧n−kξQ)H ,
where ξ ∈ O is an arbitrary element, and H is the stabilizer in G0 of ξ. From
V ∗ ∼= ξ ⊕ ξQ we infer the more precise splitting
Ωk,n−k(V ×O)G0 ∼= (∧kξQ ⊗∧n−kξQ)H ⊕ (∧k−1ξQ ⊗∧n−kξQ)H , (15)
where the second summand corresponds to vertical forms. Hence
Ωk,n−kV (V ×O)G0 ∼=
(∧k−1ξQ ⊕∧n−kξQ)H .
By Lemma 5.1, applied to W := ξQ of dimension (n− 1), we obtain that
dimΩk,n−kV (V ×O)G0 =
{
1 k 6= n+12
2 k = n+12 .
Let ωk ∈ Ωk,n−kV (V × O)G0 be a representative corresponding to the determi-
nantal part. If n is odd and k = n+12 , βn ∈ Ωk,n−kV (V × O)G0 from eq. (14) is a
representative of the symplectic part. We claim that ωk is closed. To prove the
claim, we first argue as for (15) that
dimΩk,n−k+1(V ×O)G0 =
{
0 k 6= n+12 , n+22
1 k = n+12 ,
n+2
2 .
In the cases k = n+12 ,
n+2
2 , the space Ω
k,n−k+1(V ×O)G0 is spanned by βn+1.
It follows that ωk must be closed if k 6= n+12 , n+22 .
If k ∈ {n+12 , n+22 }, then dωk is a multiple of βn+1, which is invariant under
the subgroup of O(Q) stabilizing O. On the other hand, one may choose g ∈ O(Q)
stabilizing O with det g = −1. Then g∗ωk = −ωk by Lemma 5.1, implying g∗dωk =
−dωk. It follows that dωk = 0. 
5.2. Global extensions. Fix an orientation on V . Then the natural volume form
associated with Q is preserved by G0 and therefore there are G0-isomorphisms
∧kV ∗ ∼= ∧nV ∗ ⊗ ∧n−kV ∼= ∧n−kV . It follows that there is a G0-isomorphism of
vector bundles Dk,n−k ∼= Dk0 , where
Dk0 |ξ = ∧n−k(V )⊗∧n−k(ξQ)⊗ ξn−k.
According to Lemma 5.1 and Proposition 5.2, there exists a G0-invariant section
Ek(p,q) of D
k
0 over P+(V
∗) \M0 corresponding to a closed form ωk.
Since the isomorphism Dk,n−k ∼= Dk0 interchanges the symplectic and the deter-
minantal invariant subspaces, we may write down this section explicitly as
Ek(p,q)(ξ) =
∑
I⊂{1,...,n−1},#I=n−k
ǫIvI ⊗ vI ⊗ ξn−kQ . (16)
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Here v1, . . . , vn−1 is a Q-orthonormal basis of ξQ, vI = vi1 ∧ . . .∧ vin−k , ξQ ∈ ξ the
unique positively oriented vector with |Q(ξQ)| = 1, and ǫI = Q(vI , vI). We will
now rewrite this section in Euclidean terms using a compatible Euclidean form P
in the sense of Definition 2.7. We will subsequently use this form to extend across
the light cone certain linear combinations of the restrictions Ek(p,q)|O of Ek(p,q) to
the different open orbits O.
Lemma 5.3. Let S : V → V be the map satisfying Q(u, v) = P (Su, v). Let
U ⊂ P+(V ∗) be the open dense set of oriented lines ξ s.t. ξ 6= ±S∗ξ. Then the light
cone {Q(ξ) = 0} is a subset of U.
Proof. For v ∈ V non-zero we have Q(Sv, v) = P (v, v) > 0. If S∗ξ = ±ξ, then
ξ⊥ is invariant under S and hence Q|ξ⊥ is non-degenerate, as S|ξ⊥ is invertible.
Therefore, ξ is not in the light cone. 
In the following, let ξ ∈ U. Set
Wξ := ξ⊥ ∩ Sξ⊥ = (ξ⊥ ∩ Vp)⊕ (ξ⊥ ∩ Vq),
which is a non-degenerate (n− 2)-dimensional subspace of V .
By Lemma 2.8, WPξ =W
Q
ξ , and we define the line η := ξ⊥ ∩WPξ . Thus we have
a decomposition
ξ⊥ = (ξ⊥ ∩ Vp)⊕ (ξ⊥ ∩ Vq)⊕ η,
which is both P - and Q- orthogonal.
Let cos 2θ : P+(V
∗) → [−1, 1] be defined by the identification of P(V ∗) with
Grn−1(V ) through ξ 7→ ξ⊥. We will write ξP , ξQ ∈ ξ for the unique positively
oriented covectors with |P (ξP )| = |Q(ξQ)| = 1, so that ξQ = | cos 2θ|−1/2ξP . Define
similarly ηP , ηQ ∈ η with ηQ = | cos 2θ|−1/2ηP . Let us choose Q-orthonormal bases
{v1, . . . , vp−1} of ξ⊥ ∩ Vp, {vp, . . . , vn−2} of ξ⊥ ∩ Vq and vn−1 := ηQ ∈ η.
For any natural l define Qlξ ∈ ∧l(Wξ)⊗∧l(Wξ) for ξ ∈ U by taking it to be dual
to the Q-product induced on ∧l(Wξ). In terms of the given orthonormal basis, this
may be written as
Qlξ =
∑
I⊂{1,...,n−2},#I=l
ǫIvI ⊗ vI ,
where ǫI = (−1)#(I∩{p,...,n−2}).
Over U \M0, setting as before ǫI = (−1)#(I∩{p,...,n−2}) if n − 1 /∈ I and ǫI =
(−1)#(I∩{p,...,n−2}) · sign(cos 2θ) if n− 1 ∈ I, we can split Ek(p,q) as follows.
Ek(p,q)(ξ) =
∑
#I=n−k
n−16∈I
ǫIvI ⊗ vI ⊗ ξn−kQ +
∑
#I=n−k−1
n−16∈I
ǫI∪{n−1}(vI ∧ vn−1)⊗ (vI ∧ vn−1)⊗ ξn−kQ
=
∑
I⊂{1,...,n−2}
#I=n−k
ǫIvI ⊗ vI ⊗ ξn−kQ + sign(cos 2θ)
∑
I⊂{1,...,n−2}
#I=n−k−1
ǫIvI ⊗ vI ⊗ η2Q ⊗ ξn−kQ
= | cos 2θ|−n−k2 Qn−kξ ⊗ ξn−kP + sign(cos 2θ)| cos 2θ|−
n−k
2 −1Qn−k−1ξ ⊗ η2P ⊗ ξn−kP .
Setting for ξ ∈ U \M0,
A(ξ) := Qn−kξ ⊗ ξn−kP , B(ξ) := Qn−k−1ξ ⊗ η2P ⊗ ξn−kP , (17)
we may rewrite this as
Ek(p,q)(ξ) = | cos 2θ|−
n−k
2 A(ξ) + sign(cos 2θ)| cos 2θ|−n−k2 −1B(ξ). (18)
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Observe that ξP is in fact well-defined for any ξ ∈ P+(V ∗), whileQn−kξ , Qn−k−1ξ , ηP
are well-defined and smooth for ξ ∈ U, so that A(ξ), B(ξ) are well-defined and
smooth over ξ ∈ U.
Fix a non-negative cut-off function ρ ∈ C∞[−1, 1] which is identically 1 near 0
and identically 0 near ±1. Write for ξ /∈M0
Ek(p,q)(ξ) = ρ(cos 2θ(ξ))E
k
(p,q)(ξ) + (1− ρ(cos 2θ(ξ)))Ek(p,q)(ξ). (19)
The function 1− ρ(cos 2θ(ξ)) vanishes in a neighborhood of M0.
Hence the second summand of equation (19) is well-defined and smooth for all
ξ ∈ P+(V ∗).
We will now extend the first summand across the light cone. In order to do
so, we replace −n−k2 by a complex parameter λ and use meromorphic extension
(depending on the situation this amounts to analytic continuation or to taking
residues) to define certain generalized sectionsEk(p,q), F
k
(p,q) ofD
k
0 . Since ρ(cos 2θ(ξ))
is compactly supported in U, we may use eq. (18).
For every open orbit O, define a meromorphic in λ ∈ C family of global sections
Ek(p,q),O,λ = ρ(cos 2θ(ξ))
(| cos 2θ|λA(ξ) + sign(cos 2θ)| cos 2θ|λ−1B(ξ)) (20)
+ (1− ρ(cos 2θ(ξ))) | cos 2θ|λ+ n−k2 Ek(p,q)(ξ) (21)
supported on the closure of O.
Note that when Reλ > 1, Ek(p,q),O,λ is a continuous global section, vanishing on
M0 and coinciding with a multiple of | cos 2θ|λ+n−k2 Ek(p,q) on every open orbit. It
follows that for g ∈ G0,
g∗Ek(p,q),O,λ = ψg(ξ)
λ+ n−k2 Ek(p,q),O,λ. (22)
As both sides are meromorphic, we arrive at the following conclusion:
Corollary 5.4. Equation (22) holds for arbitrary values of λ in the domain of
analyticity, as well as for the residues at the simple poles, for any linear combination
of Ek(p,q),O,λ over the open orbits.
According to Proposition 4.9, the orbit space structure is different in the cases
min(p, q) = 0, 1, > 1, and will require slightly different treatments. The case
min(p, q) = 0 is of course the case of the classical Hadwiger theorem, so we are
left with two new cases.
When min(p, q) = 1, by Proposition 4.9 the open G0-orbits are M
−
1 ,M
−
2 ,M
+,
and the closed orbits M01 , M
0
2 .
When min(p, q) ≥ 2 there are two open G0-orbitsM+,M−, and one closed orbit
M0. In this case we will sometimes writeM−1 =M
−. We will denote by Nc ∈ {1, 2}
the number of closed orbits,
If n− k is odd, the generalized functions | cos 2θ|−
n−k
2
O and | cos 2θ|
−n−k2 −1
O sup-
ported on the closure of each orbit O are well defined, yielding an invariant global
section Ek(p,q),O := E
k
(p,q),O,−n−k2
supported on O.
When n − k is even, define the invariant global section Ek(p,q),0 as the value at
λ = −n−k2 of
Ek(p,q),M+,λ + (−1)
n−k
2
Nc∑
j=1
Ek
(p,q),M−
j
,λ
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The fact that this particular linear combination is in fact analytic at λ is implied
by Proposition 4.10 and the remark thereafter, using equation (18). Still assuming
n− k is even, define the invariant global sections F k(p,q),j , 1 ≤ j ≤ Nc, respectively
supported on M0j , as the residue of E
k
(p,q),M−
j
,λ
at λ = −n−k2 .
It follows from Corollary 5.4 that all the constructed sections are G0-invariant.
We use the identification (13) to define the generalized (k, n−k)-forms ωk,0, ωk,2
by
ωk,0 :=

Ek(p,q),M+ −
∑Nc
j=1 E
k
(p,q),M−
j
n− k ≡ 1, 3 mod 4,
Ek(p,q),0 n− k ≡ 2 mod 4,∑Nc
j=1 F
k
(p,q),j n− k ≡ 0 mod 4;
(23)
ωk,2 :=

Ek(p,q),M+ +
∑Nc
j=1 E
k
(p,q),M−1
n− k ≡ 1, 3 mod 4,∑Nc
j=1 F
k
(p,q),j n− k ≡ 2 mod 4,
Ek(p,q),0 n− k ≡ 0 mod 4.
(24)
If min(p, q) = 1 we also define ωk,1 by
ωk,1 :=
{
Ek
(p,q),M−1
− Ek
(p,q),M−2
n− k ≡ 1 mod 2,
F k(p,q),1 − F k(p,q),2 n− k ≡ 0 mod 2;
(25)
We summarize the results above in the following proposition.
Proposition 5.5. For every 1 ≤ k ≤ n − 1 there are linearly independent forms
ωk,j ∈ Ωk,n−k−∞,V (V × P(V ∗))G0 , with j = 0, 2 if min(p, q) ≥ 2 and j = 0, 1, 2 if
min(p, q) = 1. These forms are closed on the open orbits. It holds that g∗ωk,j =
det(g)ωk,j for g ∈ O(Q) and j = 0, 2. When min(p, q) = 1 and g ∈ O(Q), g∗ωk,1 =
det(g)ǫ0(g)ωk,1, where ǫ0(g) = ±1 according to whether g stabilizes the connected
components of the complement of the light cone.
We will now show that there are no other extensions of the vertical closed G0-
invariant differential forms on the open orbits across the light cone, up to forms
supported on the light cone.
Lemma 5.6. Assume n − k ≡ 0 mod 2. Let ω ∈ Ωk,n−k−∞ (V × P+(V ∗))G0 restrict
to
ω|V×(P+(V ∗)\M0) = c+Ek(p,q)|M+ + c−Ek(p,q)|M−
if min(p, q) ≥ 2, and to
ω|V×(P+(V ∗)\M0) = c+Ek(p,q)|M+ + c−1 Ek(p,q)|M−1 + c
−
2 E
k
(p,q)|M−2
if min(p, q) = 1. Then c+ = (−1)n−k2 c− in the first case, and c+ = (−1)n−k2 c−j for
j = 1, 2 in the latter case.
Proof. We will only consider the case of n − k ≡ 0 mod 4, as the other case can
be treated similarly. We will use the identification given by equation (13). Setting
e := n−k2 ∈ N, we may represent ω = f(ξ)A(ξ) + h(ξ)B(ξ) for some global exten-
sions f, h ∈ C−∞(P+(V ∗)\U) of the functions c+| cos 2θ|−e1M+ + c−| cos 2θ|−e1M−
and respectively c+| cos 2θ|−e−11M+ − c−| cos 2θ|−e−11M− (with the obvious mod-
ification when min(p, q) = 1).
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Use Q to identify V ∼= V ∗. Fix a Q-orthogonal, S-invariant decomposition
V = R1,1 ⊕ Rp−1,q−1, and write L := P+(R1,1) ⊂ P+(V ).
Take gα ∈ SO+(Q) fixing Rp−1,q−1 and acting by an α-boost on R1,1. Recall
that A(ξ) = Qn−kξ ⊗ ξn−kP , B(ξ) := Qn−k−1ξ ⊗ η2P ⊗ ξn−kP for ξ ∈ U. For ξ ∈ L it
holds that Wξ = R
p−1,q−1, and therefore also Qlξ is independent of ξ. Thus A|L∩U,
B|L∩U may be extended as smooth sections over L.
We may write g∗αω(ξ) = g
∗
αf(ξ) · g∗αA(ξ) + g∗αh(ξ) · g∗αB(ξ), where by definition
g∗s(ξ) = g−1s(gξ) for a section s of any G0-vector bundle over P+(V ∗).
Since the connected components ofM0 are in fact orbits of the maximal compact
subgroup of G0, it follows from the G0-invariance of ω by Lemma A.5 that WF(ω) ⊂
N∗(M0). We may therefore restrict ω (as a global section ofDk0 ) to L. Then f |L, h|L
extend to generalized functions on L, smooth outside M0.
Now for all l and all ξ ∈ L, g∗αQlξ|L = Qlξ|L and g∗αξP |L = ψgα(ξ)
1
2 · ξP |L. Since
g∗αω = ω, it follows that g
∗
αf |L = ψ−egα f |L.
The following claim then completes the proof.
Claim. Let f ∈ C−∞(P+(R1,1)) satisfy g∗αf = ψ−egα f for all gα ∈ SO+(1, 1).
Then f is a linear combination of | cos 2θ|−e and a certain f0 supported on the light
cone.
To see this, let θ be the Euclidean angle on S1 = P+(R
1,1), and restrict f to
θ ∈ (0, π2 ). Consider only α > 0 so that gα (0, π2 ) ⊂ (0, π2 ). Make the change of
coordinates x = cos 2θ, F (x) = f(θ), F ∈ C−∞(−1, 1).
Write gα(cos θe1+sin θe2) = c(cos θ
′e1+sin θ′e2), where e1, e2 is an orthonormal
basis of R1,1, c ∈ (0,∞) and x′ = cos 2θ′.
Then
x = cos2 θ − sin2 θ = c2(cos2 θ′ − sin2 θ′) = c2x′
and
c2 = (coshα cos θ+sinhα sin θ)2+(sinhα cos θ+coshα sin θ)2 = cosh 2α+sinh 2α sin 2θ.
It follows that
x′ = gα(x) :=
x
cosh 2α+ sinh 2α
√
1− x2 .
Hence F satisfies the functional equation g∗αF = ψ
−e
gα F and therefore, by Propo-
sition 4.7,
Ψgα(x) =
gα(x)
x
=
1
cosh 2α+ sinh 2α
√
1− x2 .
Differentiating the functional equation at α = 0 we get LXF = 2e
√
1− x2F ,
where
X =
d
dα
∣∣∣∣
α=0
gα(x) = −2x
√
1− x2 ∂
∂x
.
Thus xF ′ = −eF , implying that F is (−e)-homogeneous, that is, F (λx) =
λ−eF (x) for 0 < λ < 1, where the equation has to be understood in the appropriate
sense for generalized functions. But the space of (−e)-homogeneous functions is 2-
dimensional, spanned by |x|−e and δ(e−1)0 . Repeating the argument around the
other points of the light cone in P+(R
1,1) completes the proof of the claim and the
lemma. 
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5.3. Generalized n-forms supported on the closed orbit. Next, we study the
space of closed vertical invariant generalized forms supported on the closed orbit
M0.
5.3.1. First steps. Fix ξ ∈ M0 with stabilizer H := Stab(ξ) ⊂ G0, α, 0 ≤ k ≤ n,
0 ≤ l ≤ n − 1. Denote by H+ := Stab+(ξ) = {g ∈ Stab(ξ) : det(g|ξ) > 0}. Define
the vector bundle Fαk,l over M
0 with fiber
Fαk,l|ξ = ∧kV ∗ ⊗∧lξ⊥ ⊗ ξl ⊗ Symα(NξM0)⊗Dens∗(NξM0).
Those are the auxiliary vector bundles that appear in Lemma A.1 associated
with the vector bundle Dk,l. We denote by Ω(−∞,α),M0 the space of generalized
differential forms supported on M0 of differential order normal to M0 not greater
than α, see Appendix A.
Set
T k,l,β := ∧kV ⊗∧lξQ ⊗ ξβ .
Lemma 5.7. There is a Stab+(ξ)-equivariant isomorphism,
Fαk,l|ξ ∼= T k,l,l−2α−2.
Proof. By Proposition 4.2, NξM
0 is Stab(ξ)-equivariantly isomorphic to (ξ∗)2. It
follows that Dens∗(NξM0) = Dens∗((ξ∗)2) = Dens(ξ)2 = (ξ∗)2, where the last
equality is Stab+(ξ)-equivariant. Recall that Q defines natural isomorphisms V ∼=
V ∗, ξ⊥ ∼= ξQ and V ∗/ξQ ∼= V/ξ⊥ ∼= ξ∗. We therefore get
Fαk,l|ξ ∼= ∧kV ⊗∧lξQ ⊗ ξl⊗ (ξ∗)2α ⊗ (ξ∗)2 ∼= ∧kV ⊗∧lξQ ⊗ ξl−2α−2 ∼= T k,l,l−2α−2.

For any k, l, β ≥ 0, the subspace
U := ∧kξQ ⊗∧lξQ ⊗ ξβ ⊂ T k,l,β
is H+-invariant.
By Lemma 2.1, there is a Stab(ξ)-equivariant isomorphism
∧kV/∧kξQ ∼= ∧k−1ξQ ⊗ (V/ξQ) ∼= ∧k−1ξQ ⊗ ξ∗,
and so the quotient W := T k,l,β/U is Stab(ξ)-equivariantly isomorphic to
W ∼= ∧k−1ξQ ⊗∧lξQ ⊗ ξβ−1.
If there is a non-zero G0-invariant section of F
α
k,l, then it defines an element in
T k,l,β which is non-zero and H+-invariant. Then either its image in W is non-
zero (and H+-invariant), or the element belongs to U and is H+-invariant. We are
therefore led to study H+-invariant elements in U and W .
This procedure will be iterated several times. The notation will be as following:
U stands for a subspace, W for the corresponding quotient space. At each new
level, the order of the letters is preserved. Thus Uuw is a subspace of Uw and the
quotient space is Uw/Uuw =Wuw . If the value of β isn’t clear from the context, we
indicate β explicitly, e.g. Uu,β.
The kernel of the quotient map ∧k−1ξQ → ∧k−1(ξQ/ξ) is H+-isomorphic to
∧k−2(ξQ/ξ)⊗ ξ. We therefore can define
Uw := (∧k−2(ξQ/ξ)⊗ ξ)⊗∧lξQ ⊗ ξβ−1 = ∧k−2(ξQ/ξ)⊗∧lξQ ⊗ ξβ ⊂W,
Ww :=W/Uw ∼= ∧k−1(ξQ/ξ)⊗∧lξQ ⊗ ξβ−1.
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Setting
Ak,l,β := ∧k(ξQ/ξ)⊗∧l(ξQ/ξ)⊗ ξβ ,
we get the spaces
Uww := Ak−1,l−1,β ⊂Ww,
Www :=Ww/Uww ∼= Ak−1,l,β−1,
Uuw := Ak−2,l−1,β+1 ⊂ Uw,
Wuw := Uw/Uuw ∼= Ak−2,l,β .
Starting with U instead of W , we define the following spaces.
Uu := ∧k−1(ξQ/ξ)⊗∧lξQ ⊗ ξβ+1 ⊂ U,
Wu := U/Uu ∼= ∧k(ξQ/ξ)⊗∧lξQ ⊗ ξβ ,
Uwu := Ak,l−1,β+1 ⊂Wu,
Wwu :=Wu/Uwu ∼= Ak,l,β ,
Uuu := Ak−1,l−1,β+2 ⊂ Uu,
Wuu := Uu/Uuu ∼= Ak−1,l,β+1.
The dimension of the space of H+-invariant elements in Ak,l,β can be computed
with Lemma 5.1. The space ξQ/ξ is of dimension n − 2 and inherits a quadratic
form of signature (p− 1, q− 1). Both Stab(ξ) and Stab+(ξ) act as SO+(p− 1, q− 1)
on ξQ/ξ.
If k + l = n− 2 = dim ξQ/ξ and β = 0, there exists a one-dimensional subspace
in Ak,l,β of invariants corresponding to the determinantal part. If k = l and β = 0,
there exists another one-dimensional space corresponding to the symplectic part.
Let us first study the case l = n− k. The conditions for invariant subspaces can
be summarized in the following table
determinantal symplectic
Uww β = 0 n = 2k, β = 0
Www − n = 2k − 1, β = 1
Uuw − n = 2k − 1, β = −1
Wuw β = 0 n = 2k − 2, β = 0
Uwu − n = 2k + 1, β = −1
Wwu − n = 2k, β = 0
Uuu β = −2 n = 2k, β = −2
Wuu − n = 2k − 1, β = −1
(26)
Corollary 5.8. If n − k is odd and n 6= 2k − 1, 2k + 1, there exists no invariant
section of Fαk,n−k.
Proof. By Lemma 5.7, such an invariant section defines an invariant element in
T k,n−k,β with β = n− k− 2α− 2 and odd integer. However, given the assumption
on n and k, none of the admissible spaces in the table above contains an invariant
element. 
5.3.2. Vertical forms. The next step is to study the space of sections lifting to
vertical generalized forms.
Lemma 5.9. Let s ∈ Fαk,n−k|ξ lift to a vertical generalized form ω ∈ Ωk,n−k(−∞,α),M0(V×
P+(V
∗))tr. Set β = n− k − 2α− 2. Then
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i) s ∈ ξ ⊗∧k−1(V/ξ) ⊗∧n−kξQ ⊗ ξβ.
ii) If s /∈ U , then 0 6= PrW (s) ∈ Uw.
iii) If s ∈ U , then s ∈ Uu.
Proof. i) The space of smooth translation-invariant forms of bidegree (k, n−k)
is given by
Ωk,n−k(V × P+(V ∗))tr ∼= ∧kV ∗ ⊗ Ωn−k(P+(V ∗)).
An element ω ∈ Ωk,n−k(V ×P+(V ∗))tr is vertical if and only if for each ξ ∈
P+(V
∗) we have ω|ξ ∈ ξ ⊗∧k−1(V/ξ)⊗∧n−kT ∗ξ P+(V ∗). Correspondingly,
an element ω ∈ Ωk,n−k(−∞,α),M0(V ×P+(V ∗))tr is vertical only if for each ξ ∈M0
its image in Fαk,n−k|ξ belongs to ξ ⊗∧k−1(V/ξ) ⊗∧n−kξQ ⊗ ξβ .
ii) The image of ξ ⊗ ∧k−1(V/ξ) ⊂ ∧kV under the quotient map ∧kV →
∧kV/∧kξQ, which is essentially the quotient map T k,n−k,β → W , equals
ξ⊗∧k−2(ξQ/ξ)⊗V/ξQ ∼= ∧k−2(ξQ/ξ). It follows by i) that the image of s in
W = (∧kV/∧kξQ)⊗∧n−kξQ⊗ξβ is contained in∧k−2(ξQ/ξ)⊗∧n−kξQ⊗ξβ,
which is just Uw. Since s /∈ U , PrW (s) 6= 0.
iii) Immediate from i) and the definition of Uu.

Proposition 5.10. Assume 1 ≤ k ≤ n2 . The space of G0-invariant sections of
Fαk,n−k lifting to a vertical generalized form is at most one-dimensional if n− k is
even, n 6= 2k and α = n−k2 ; it is at most two-dimensional if n = 2k with k even
and α = k2 . These invariants belong to Uuu. In all other cases there are no such
G0-invariants.
Proof. Set β = n − k − 2α − 2. We claim that there is no non-zero H+-invariant
element s ∈ Fαk,n−k lifting to a vertical generalized form if β = 0.
Let us first show how the claim implies the statement of the proposition.
Let s ∈ Fαk,n−k be a non-zero invariant section lifting to a vertical generalized
form. If s /∈ U , then 0 6= PrW (s) ∈ Uw by Lemma 5.9. In this case, Uuw or Wuw
must contain a non-zero invariant. But this is not the case by the assumption
k ≤ n/2 or respectively by the claim.
Hence s ∈ U , and Lemma 5.9 implies that in fact s ∈ Uu. It follows that Uuu or
Wuu contains a non-zero invariant. The latter space cannot contain an invariant
element by the assumption k ≤ n/2, hence the former space does.
Since Uuu is a subspace of T
k,l,β, the H+-invariant elements in Uuu can be con-
sidered as H+-invariant elements in T
k,l,β. Now Uuu contains an invariant line
corresponding to the determinantal part if α = n−k2 ; and another invariant line if
n = 2k with k even, α = k2 corresponding to the symplectic part.
It remains to prove the claim.
Suppose that 0 6= s ∈ Fαk,n−k lifts to a vertical generalized form, and β = 0.
If s ∈ Uu,β=0, then Uuu,β=0 or Wuu,β=0 would contain an invariant element,
which is not the case. By Lemma 5.9 again, s /∈ U and 0 6= PrW (s) ∈ Uw,β=0 =
∧k−2(ξQ/ξ)⊗∧n−kξQ.
Fix a subspace Y ⊂ ξQ complementary to ξ and let HY ⊂ H+ be the subgroup
stabilizing Y . Under the action of HY we can decompose
Uw,β=0 = ∧k−2(ξQ/ξ)⊗∧n−kY ⊕∧k−2(ξQ/ξ)⊗∧n−k−1Y ⊗ ξ.
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The second summand does not contain any non-zero HY -invariant element, hence
PrW (s) lies in the first summand. However, under the action of the larger group
H+, PrW (s) does not remain in the first summand, which is a contradiction.

Proposition 5.11. Assume 1 ≤ k ≤ n2 . The space of vertical generalized trans-
lation and G0-invariant (k, n− k)-forms supported on the closed orbit M0 has the
following dimension:
dimΩk,n−k−∞,V,M0(V × P(V ∗))G0 =

0 k 6≡ n mod 2,
1 k ≡ n mod 2,min(p, q) ≥ 2,
2 k ≡ n mod 2,min(p, q) = 1.
Proof. Let Nc denote the number of connected components of M
0. Thus Nc = 2 if
min(p, q) = 1, and Nc = 1 otherwise.
If n−k is odd, then by Proposition 5.10 there is no non-zero invariant generalized
vertical translation-invariant (k, n− k)-form supported on M0.
Let us assume that n−k is even and n 6= 2k. Again by Proposition 5.10, applied
to each connected component of M0, we have dimΩk,n−k−∞,V,M0(V × P(V ∗))G0 ≤ Nc.
Since we already constructed Nc linearly independent elements in this space (see
Subsection 5.2), we must have equality. More precisely, if n − k ≡ 0 mod 4, then
ωk,2 ∈ Ωk,n−k−∞,V,M0(V × P(V ∗))G0 . If n− k ≡ 2 mod 4, then ωk,0 ∈ Ωk,n−k−∞,V,M0(V ×
P(V ∗))G0 . If min(p, q) = 1, then in both cases also ωk,1 ∈ Ωk,n−k−∞,V,M0(V ×P(V ∗))G0 .
It remains to study the case n = 2k with k even. In this case, Proposition 5.10
implies that dimΩk,k−∞,V,M0(V × P(V ∗))G0 ≤ 2Nc.
Identify
Ωk,k−∞,M0(V × P+(V ∗))G0 = Γ−∞M0 (P+(V ∗), Dk,k)G0 .
Under this identification, vertical forms correspond to sections of ξ⊗∧k−1(V ∗/ξ)⊗
∧kξ⊥ ⊗ ξk.
We already constructed Nc linearly independent elements γ± in this space: If
n − k ≡ j mod 4, take γ+ = ωk,j , where j = 0, 2. If min(p, q) = 1 we also have
γ− = ωk,1.
By the proof of Proposition 5.10, as 0 6= γ± ∈ Ωk,k−∞,V,M0(V × P(V ∗))G0 , its
image in Γ−∞M0 (P+(V
∗), Dk,k) has differential order normal to M0 equal to α := k2 .
Recall the definition of A(ξ), B(ξ) for ξ ∈ U in equation (17). We denote the
residue at λ = −k2 of
E˜k(p,q)(ξ) = | cos 2θ|λA(ξ) + sign(cos 2θ)| cos 2θ|λ−1B(ξ)
by ζ+ if min(p, q) ≥ 2. If min(p, q) = 1, this residue is supported on two connected
components, and we denote the corresponding generalized forms by ζ±. Note that
γ± is given by the same formula, except that Ωk,k(V × P(V ∗))tr is identified with
sections of Dk0 . Since Q
k
ξ belongs to ∧kWξ⊗∧kWξ ⊂ ∧kξ⊥⊗∧kξ⊥ and is non-zero
(since k ≤ dimWξ = n− 2), ζ± is not vertical.
Observe also that ζ± has differential order normal to M0 equal to α. The space
Sζ spanned by ζ± is Nc-dimensional and contains only non-vertical forms (except
for the trivial combination). Let
SV := Ω
k,k
−∞,V,M0(V × P(V ∗))G0 ⊂ Ωk,k−∞,M0(V × P+(V ∗))G0
VALUATION THEORY OF INDEFINITE ORTHOGONAL GROUPS 39
be the space spanned by vertical invariant forms, so that SV ∩ Sζ = {0}. It follows
from Table 26 with β = n−k− 2α− 2 = −2 that dimΓ∞(M0, Fα)G0 = 2Nc. Since
the map
Ωk,k(−∞,α),M0(V × P+(V ∗))G0/Ωk,k(−∞,α−1),M0(V × P+(V ∗))G0 → Γ∞(M0, Fα)G0
is injective by [17, Proposition 4.9], we have 2Nc ≥ dim(Sζ ⊕ SV ) = dimSζ +
dimSV = Nc + dimSV and hence dimSV ≤ Nc as claimed. 
For a group G, a multiplicative character χ : G → R, and a G-module X write
XG,χ = {ω ∈ X : gω = χ(g)ω, g ∈ G}. We will use the characters det : O(Q) →
{±1} and also ǫ0 : O(p, q) → {±1} for min(p, q) = 1, where the latter is defined
according to whether g stabilizes the connected components of the complement of
the light cone.
Corollary 5.12. Assume 1 ≤ k ≤ n2 .
Ω0 := Ω
k,n−k
−∞,V (V × P(V ∗))G0 =
{
Span{ωk,0, ωk,2} min(p, q) ≥ 2,
Span{ωk,0, ωk,1, ωk,2} min(p, q) = 1.
Moreover, Ω0 is an O(Q)-module. We have
Ω
O(Q),det
0 = Span{ωk,0, ωk,2} if p, q ≥ 1,
Ω
O(Q),det ·ǫ0
0 = Span{ωk,1} if min(p, q) = 1.
Proof. The first statement follows immediately from Proposition 5.5, Proposition
5.11 and Lemma 5.6. The second statement is simply a restatement of the last part
of Proposition 5.5. 
5.3.3. Closed forms. Our next aim is to study which of the forms from Proposition
5.11 are closed.
Proposition 5.13. Let 1 ≤ k ≤ n2 with (n− k) odd. Then the space Ωk,n−k−∞,V (V ×
P+(V
∗))G0 consists of closed forms.
Proof. Let ω ∈ Ωk,n−k−∞,V (V ×P+(V ∗))G0 be non-zero. By Proposition 5.5, ω is closed
on the open orbits, hence dω ∈ Ωk,n−k+1−∞,M0 (V × P(V ∗))G0 . To prove that dω = 0, we
argue as in Subsection 5.3.1.
Consider the bundle Fαk,n−k+1 corresponding to D
k,n−k+1. Take ξ ∈ M0, and
define the spaces U,W, . . . as before. By Lemma 5.7, Fαk,n−k+1 ∼= T k,n−k+1,β with
β = n− k − 2α− 1. The corresponding table is as follows
determinantal symplectic
Uww − n = 2k − 1, β = 0
Www − n = 2k − 2, β = 1
Uuw β = −1 n = 2k − 2, β = −1
Wuw − n = 2k − 3, β = 0
Uwu − n = 2k, β = −1
Wwu − n = 2k − 1, β = 0
Uuu − n = 2k − 1, β = −2
Wuu − n = 2k − 2, β = −1.
None of the conditions in the table can hold. Indeed under the assumptions on
n and k, β = (n− k)− 2α− 1 must be even, while n ≥ 2k. Therefore, dω = 0. 
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5.3.4. Proof of Theorem 2.
Proof. The statement in the cases k = 0, n follows from the fact that Val−∞0 (V ) =
Val0(V ) = Cχ and Val
−∞
n (V ) = Valn(V ) = C vol, noting that χ and vol are
invariant under O(Q).
Moreover, using the Alesker-Fourier transform, it is enough to prove the theorem
under the assumption 1 ≤ k ≤ n2 .
By Corollary 5.12 we have the following upper bounds.
dimVal−∞k (V )
SO+(Q) = dimVal−∞k (V )
O(Q) ≤ 2 if min(p, q) ≥ 2,
dimVal+,−∞k (V )
SO+(Q) = dimVal−∞k (V )
O(Q) ≤ 2 if min(p, q) = 1,
dimVal−,−∞k (V )
SO+(Q) ≤ 1 if min(p, q) = 1.
If (n− k) is odd, we have equalities by Corollary 5.12 and Proposition 5.13.
Next, suppose that (n − k) is even. Since k ≤ n2 , we either have k ≤ p
or k ≤ q. In the first case, the restriction map i∗ : Val−∞k (Rp+1,q)O(p+1,q) →
Val−∞k (R
p,q)O(p,q) is injective by Corollary 4.5. Similarly, the restriction map
i∗ : Val−∞k (R
p,q+1)O(p,q+1) → Val−∞k (Rp,q)O(p,q) is injective in the second case.
Since (n+ 1− k) is odd, by the case treated above we have
dimVal−∞k (R
p+1,q)O(p+1,q) = dimVal−∞k (R
p,q+1)O(p,q+1) = 2,
and in both cases we conclude that
dimVal−∞k (R
p,q)O(p,q) ≥ 2.
This proves the statement in the case of even valuations. Let us finally consider
odd valuations, which appear only if min(p, q) = 1. The case where n − k is odd
was already treated above, so assume n−k is even. Recall from Corollary 5.12 that
both ωk,0, ωk,2 define the sign representation of O(Q), and span the full space of
invariant differential forms with this property.
Since dimVal−∞k (R
p,q)O(p,q) = 2, ωk,0 and ωk,2 must be closed. Denote ω+ =
ωk,j if (n− k) ≡ j mod 4, j = 0, 2. Thus ω+ = ω1 + ω2 and ωk,1 = ω1 − ω2 with
ωj := F
k
(n−1,1),j ∈ Ω−∞,V,M0j (V × P+(V ∗))G0 - see equations (23) - (25).
Since dω+ = 0 and ω1, ω2 have disjoint supports, it follows that dω1 = dω2 =
0. Thus also dωk,1 = 0, and hence ωk,1 corresponds to a non-zero element in
Val−,−∞k (V )
SO+(Q), which concludes the proof. 
6. The image of the Klain map
In Proposition 4.3 we determined a basis {κa}, a = max(0, k − q), . . . ,min(k, p)
of the space of O(Q)-invariant sections of the Klain bundle Kn,k. We next deter-
mine which invariant sections are Klain functions of even generalized translation-
invariant and SO+(p, q)-invariant valuations, by an inductive argument.
Let us formulate Theorem 3 in invariant terms.
Theorem 6.1. The invariant section
∑min(k,p)
a=max(0,k−q) caκa of the Klain bundle is in
the image of the Klain map Kl : Val+,−∞k (R
p,q)→ Γ−∞(Kn,k) if and only if
ca+1 + ca−1 = 0, max(0, k − q) < a < min(k, p). (27)
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Proof. We prove the statement by induction on p + q. If k = 0 or k = n, the
statement is trivial, so let us assume 0 < k < n.
If min(p, q) = 0, the condition is empty and the statement says that the unique
invariant section on the Klain bundle is in the image of the Klain map. Since
the Klain function of the k-th intrinsic volume is a non-zero invariant section, this
statement is in fact trivial.
If min(p, q) = 1, the condition is also empty. By [17, Thm. 1.3], the space
Val+,−∞k (R
p,q) is of dimension 2. Since there are two open orbits, the statement
follows by injectivity of the Klain map.
The induction start is p = q = 2. Here the statement follows from Proposition
8.7 and Proposition 8.10 in Section 8 below. The proof of these propositions will
be independent of the current section.
Let us now suppose that p, q ≥ 2 and that the statement holds for all (p′, q′)
with p′ + q′ < p+ q.
Using the quadratic form Q to identify V ∼= V ∗ and Dens(V ) ∼= C, the Alesker-
Fourier transform is an isomorphism
F : Val+,−∞k (R
p,q)SO
+(p,q) → Val+,−∞n−k (Rp,q)SO
+(p,q).
The Klain function of Fφ is the same as the Klain function of φ composed with
the involution E → EQ, compare (9) for a precise statement. Under this map, the
SO+(p, q)-orbit Xka,b is mapped to the SO
+(p, q)-orbit Xn−kp−a,q−b and the section κa
of Kn,k is mapped to the section κp−a of Kn,n−k. Hence it is enough to prove (27)
in the case 2k ≤ n.
Let φ ∈ Val+,−∞k (Rp,q) and let
∑
caκa be its Klain function. By Proposition
3.10, we may restrict φ to the space Rp,q−1. Each open orbit Xka,k−a of Grk(R
p,q−1)
is a subset of the corresponding orbit in Grk(R
p,q). The induction hypothesis
implies that (27) holds for all max(0, k − q) + 1 < a < min(k, p).
On the other hand, restriction to Rp−1,q and the induction hypothesis imply that
(27) holds for all max(0, k − q) < a < min(k, p) − 1. Taken together, this yields
(27) for all max(0, k − q) < a < min(k, p), which implies the “only if”-part.
On the other hand, the Klain map is injective, hence the Klain functions of the
invariant valuations span a 2-dimensional space by Theorem 2. This proves the “if”
part. 
Recall the involution j : V → V appearing in the split case.
Corollary 6.2. In the split case p = q, there is a canonical direct sum decomposi-
tion into one-dimensional spaces: for 1 ≤ k ≤ n− 1,
Val−∞k (R
p,p)O(Q) = Val−∞k (R
p,p)O(Q),j ⊕Val−∞k (Rp,p)O(Q),−j .
7. Continuity of invariant valuations
7.1. Classification of invariant continuous valuations.
Proof of Theorem 1. If min(p, q) = 1, then the statement was shown in [17, Theo-
rem 1.1]. The idea of the proof in the general case is to use suitable restrictions or
push-forwards to reduce to this case.
Let us assume that 2 ≤ q ≤ p. By Theorem 2 we know that Valk(Rp,q)SO+(p,q) =
Valk(R
p,q)O(p,q). In particular, only even valuations appear and we may apply the
results from the previous section.
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Let φ ∈ Valk(Rp,q)O(p,q) be a continuous valuation. Let ej be the standard basis,
and Rp,1 = Span{e1, . . . , ep+1}. The subgroup O(p, 1) ⊂ O(p, q) acts on Rp,1 and
fixes ej for j ≥ p+ 2. Let ι : Rp,1 → Rp,q and π : Rp,q → Rp,1 denote the inclusion
and orthogonal projection map respectively.
If 1 ≤ k ≤ p − 1, the restriction φp,1 := ι∗φ ∈ ValO(p,1)k (Rp,1) of φ to Rp,1 is
trivial by the above mentioned result from [17]. Since Klφ(R
k,0) = Klφp,1(R
k,0) = 0,
and similarly Klφ(R
k−1,1) = Klφp,1(R
k−1,1) = 0, it follows by Theorem 6.1 that
Kl(φ) = 0, and so φ = 0.
If p ≤ k ≤ n− 2, let φ˜p,1 := π∗φ ∈ ValO(p,1)k−(q−1)(Rp,1) be the push-forward under
the projection. Using k− (q − 1) ≥ p− q+1 ≥ 1, k− (q− 1) ≤ (n− 2)− (q− 1) =
p− 1 and [17] again, we deduce that φ˜p,1 = 0. It follows that Klφ(Rk−q+1,q−1) =
Klφ˜p,1(R
k−q+1,0) = 0 and Klφ(Rk−q,q) = Klφ˜p,1(R
k−q,1) = 0. By Theorem 6.1 we
conclude that φ = 0. 
7.2. KS-continuity of the odd invariant valuations. Let us recall that odd
invariant valuations only appear in the Lorentz case, and only for the corresponding
connected orthogonal group. We thus assume that p = n−1, q = 1. By Proposition
4.9, the open orbits of SO+(Q) on P+(V
∗) are given by M−1 ,M
−
2 and M
+, and the
antipodal map a interchanges M−1 and M
−
2 .
Let φ+k , ψ
+
k ∈ Val+,−∞k (V )O(Q) be the unique valuations with Klain sections
κk−1, respectively κk. Recall that Gr−n−1(V ) denotes the Grassmann manifold of
cooriented hyperplanes in V . Fix a positive time direction in V .
Definition 7.1. The section µQ ∈ Γ−(Gr−n−1(V ),Dens(E)) is given by µQ(E) =
ǫ(E) volQ |E, where ǫ(E) ∈ {±1} measures the time orientation of V/E if Q|E > 0,
and ǫ(E) = 0 otherwise. Define φ−n−1 ∈ Val−n−1(V )SO
+(Q) for a convex body K
with smooth boundary by φ−n−1(K) =
∫
∂K µQ(Tx∂K), where the tangent planes are
cooriented outwards from K. For a non-degenerate subspace E ⊂ V with dimE =
k+1, define s−k (E) := (πE)∗(φ
−
n−1) ∈ Val−k (E), where πE : V → E is the projection
corresponding to V = E ⊕ EQ.
We remark that φ−n−1 was first considered in [17]. By McMullen’s description
of (n− 1)-homogeneous continuous valuations, φ−n−1 is well-defined. We can write
it explicitly for the standard Lorentz structure in Rn−1,1 in Euclidean terms as
follows: φ−n−1(K) =
∫
Sn−1
sign(cos θ)| cos 2θ| 12 dσK , where cos θ = xn.
It holds that φ−n−1(C) = φ
+
n−1(C) for any cone C bounded by the positive part
of the light cone and an arbitrary hyperplane. By the base-change theorem, [12,
Theorem 3.5.2], s−k (E) is SO
+(Q|E)-invariant.
We will need the following simple observation.
Lemma 7.2. Let π : V →W be a linear surjection with m := dimV −dimW . Fix
positive Lebesgue measures σV , σW on V andW which allow to identify Dens(V
∗) ∼=
R,Dens(W ∗) ∼= R. Then π∗ : Valk(V ) → Valk−m(W ) maps positive valuations to
positive valuations.
Proof. The push-forward of a valuation τ ∈ Valk(V ) is defined as follows (compare
[13]). Write V = W ⊕M , and take the Lebesgue measure σM on M such that
σV = σW × σM . Let S be a compact convex subset of M of volume 1. Then
π∗τ(K) =
1
m!
dm
dǫm
∣∣∣∣
ǫ=0
τ(K + ǫS).
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In other words, π∗τ(K) is the coefficient of ǫm in the polynomial τ(K + ǫS). The
degree of this polynomial is at mostm, since S 7→ τ(K+S) is an element of Val(M)
for fixed K. If τ is positive, then this polynomial is positive for ǫ ≥ 0, which implies
that its highest coefficient is positive. 
Lemma 7.3. s−k extends to a continuous section: s
−
k ∈ Γ(Grk+1(V ),Valk(E))SO
+(Q).
Proof. Let Xc ⊂ Grk+1(V ) denote the Q-degenerate subspaces. Extend s−k by
zero to Xc. The base-change theorem [12, Theorem 3.5.2] implies the SO
+(Q)-
invariance of s−k . It then follows from the locally transitive action of SO
+(Q) on
Grk+1(V ) \Xc that s−k is continuous outside Xc. For the global continuity of s−k ,
we argue as follows.
Fix a Euclidean structure on V . It holds that φ−n−1(K) =
∫
Sn−1
f(θ)dσK , while
φ+n−1(K) =
∫ |f(θ)|dσK where f is an odd function, and |f | is the Klain section
of φ+n−1. In particular, φ
+
n−1 is positive, and for any convex body K, |φ−n−1(K)| ≤
φ+n−1(K). By Lemma 7.2, applied to τ := φ
+
n−1 ± φ−n−1 it follows that for any
projection π : V →W
‖π∗φ−n−1‖ ≤ ‖π∗φ+n−1‖.
Recall that Val+(V )O(Q) consists of KS-continuous valuations. We next show
the equality (πE)∗φ+n−1 = i
∗
Eφ
+
k for non-degenerate E, where iE : E → V is the
inclusion map. From ψ+1 = Fφ
+
n−1 and using [12, Theorem 6.2.1] we deduce that
(πE)∗φ+n−1 = (πE)∗Fψ
+
1 = Fi
∗
Eψ
+
1 , and the desired equality follows by comparing
the Klain sections of Fi∗Eψ
+
1 and i
∗
Eφ
+
k .
We define s+k := (iE)
∗φ+k ∈ Γ(Grk+1(V ),Valk(E)), and note that for non-
degenerate E one has ‖s−k (E)‖ = ‖(πE)∗(φ−n−1)‖ ≤ ‖(πE)∗(φ+n−1)‖ = ‖s+k (E)‖.
Since s+k vanishes at E ∈ Xc, we conclude that s−k is continuous. 
7.2.1. The case of k = 1. We present a short proof that only applies for k = 1, but
contains some of the ingredients that appear in the general case. Define
φ−1 := Fφ
−
n−1 ∈ Val−,−∞1 (V )SO
+(Q).
Proposition 7.4. The elements of Val−,−∞1 (V )
SO+(Q) are KS-continuous.
Proof. We claim that
s−1 ∈ Im
(
Sc : ValKS1 (V )→ Γ(Gr2,Val1(E))
)
.
Take an approximate identity ρǫ on SO(n). Recall that the square of the Fourier
transform acts as minus the identity on odd valuations. Consider the family of
projections πV ∗/H : V
∗ → V ∗/H for H ∈ Grn−2(V ∗) and the dual inclusion iH⊥ :
H⊥ → V . Then
(πV ∗/H)∗φ
−
n−1∗ρǫ = (πV ∗/H)∗(φ−n−1∗ρǫ) = −FH⊥i∗H⊥F(φ−n−1∗ρǫ) = −FH⊥i∗H⊥(φ−1 ∗ρǫ).
It follows that
FV ∗/H
(
(πV ∗/H)∗φ
−
n−1 ∗ ρǫ
)
= i∗H⊥(φ
−
1 ∗ ρǫ)
lies in the image of Sc. Now (πV ∗/H)∗φ
−
n−1 is an SO
+(Q)-invariant section of the
bundle over Grn−2(V ∗) with fiber Val
−
1 (V
∗/H). The fiberwise Fourier transform
44 ANDREAS BERNIG AND DMITRY FAIFMAN
FV ∗/H yields a continuous SL(n)-equivariant map between the following spaces of
continuous sections:
Γ(Grn−2(V ∗),Val
−,−∞
1 (V
∗/H))→ Γ(Gr2(V ),Val−,−∞1 (E))
It follows that s := FV ∗/H
(
(πV ∗/H)∗φ
−
n−1
) ∈ Γ(Gr2(V ),Val−,−∞1 (E))SO+(Q). By
Hadwiger’s theorem for SO(2), this section vanishes over subspaces of definite sig-
nature. By the Lorentzian analogue [17] of Hadwiger’s theorem, it coincides with
a multiple of s−1 over subspaces of signature (1, 1). By continuity and equivariance
it follows that s is a multiple of s−1 . We conclude that for some constant c 6= 0,
cs−1 ∗ ρǫ = i∗H⊥(φ−1 ∗ ρǫ),
belongs to the image of Sc and converges in the Sc-norm to a multiple of s−1 . This
proves the claim.
We may thus write s−1 = Sc(φ) for some KS-continuous valuations φ. By the
injectivity of Sc, φ is SO+(Q)-invariant. Since dimVal−,−∞1 (V )
SO+(Q) = 1, this
completes the proof. 
7.2.2. General k. First, let us sketch the plan of the proof. As in the case of k = 1,
it remains to show that s−k is in the image of the Schneider map. Of course one
expects it to equal the restriction of φ−k , namely Sc(φ
−
k ); however restriction to any
fixed subspace is only defined for KS-continuous valuations, which is not known
a-priori about φ−k ; we therefore approximate it by convolving with an approximate
identity.
We represent valuations by closed, vertical generalized forms as in section 5,
where we are able to fit our form of interest into a meromorphic family as was done
during its construction. The constructed meromorphic family ωk,n−kλ is shown to
be essentially characterized by the way it transforms under the action of SO+(Q).
Note that restrictions of valuations essentially correspond to push-forwards of
generalized forms, while push-forwards of valuations by a projection correspond
to restrictions of generalized forms. As restriction of forms is easier to carry out,
we use the Alesker-Fourier transform to interchange the two operations. We then
carry out the restriction for those values of the complex parameter λ where the
forms are continuous. We rely on the aforementioned classification through the
SO+(Q) action description to deduce the value of the restriction without explicit
computation (this method fails for push-forward).
We now give a detailed proof. Let us construct a meromorphic in λ ∈ C family
of forms ωk,n−kλ in Ω
k,n−k
−∞ (V × P+(V ∗))tr with the property that for any λ which
is not a pole, ωk,n−kλ is vertical and has eigenvalue (−1)n−1 under the antipodal
map (for a closed vertical form this is equivalent to saying that the corresponding
valuation is odd) and for g ∈ SO+(Q) satisfies g∗ωk,n−kλ = ψg(ξ)λ+
n−k
2 ωk,n−kλ . We
will also classify all such forms for almost every λ.
We use the constructions from Subsection 5.2, and take ωk,n−kλ to correspond to
Ek
(n−1,1),M−1 ,λ
− Ek
(n−1,1),M−2 ,λ
, as defined in (20). By eq. (22) and Corollary 5.4
we have
g∗ωk,n−kλ = ψg(ξ)
λ+ n−k2 ωk,n−kλ , g ∈ SO+(Q).
The remaining stated properties are immediate.
Note that while ωn−k,kλ is not closed in general, the value or residue at λ = −n−k2
is closed by Proposition 5.2.
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Proposition 7.5. For k 6= n+12 and almost every λ, the space of vertical forms in
Ωk,n−k−∞ (V × P+(V ∗))tr that satisfy
g∗ω = ψg(ξ)λ+
n−k
2 ω ∀g ∈ SO+(Q) (28)
and a∗ω = (−1)n−1ω is one-dimensional. For large Reλ, this space consists of
continuous forms.
Proof. Consider an open G0-orbit O. As in the proof of Proposition 5.2, the space
of translation-invariant forms on V ×O satisfying equation (28) is one-dimensional.
Next, since a∗ω = (−1)n−1ω, we conclude that the restriction of ω to V ×
P+(V
∗) \M0 is unique up to scaling. More precisely, on each of the three open
orbits, the space of SO+(Q)-invariant forms is 1-dimensional. Since a maps M−1
to M−2 , the value of ω on any of these two orbits is determined by the other. On
the other hand, M+ is a-invariant. Note that ω is SO(n− 1)-invariant by equation
(28).
Fix ξ ∈ M+ and g ∈ SO(n − 1) such that g(ξ) = a(ξ). Then (a∗ω)(0, ξ) =
(a∗g∗ω)(0, ξ) = (g ◦ a)∗(ω(0, ξ)) = (−1)nω(0, ξ), so that a∗ω|M+ = (−1)nω|M+ .
Since a∗ω = (−1)n−1ω, we conclude that ω|M+ = 0.
For λ outside the poles, ωk,n−kλ constitutes a global extension for ω|V×P+(V ∗)\M0 .
For Reλ > 1, this form is continuous - this follows from eq. (20).
Let us finally show that for almost every λ, there are no global forms with the
desired properties that are supported on M0. This will conclude the proof.
Write λ′ = λ + n−k2 . Fix ξ ∈ M0, and note that for g ∈ Stab(ξ), ψg(ξ)λ
′
=
(g|ξ)−2λ′ . Consider Fαk,l,λ′ |ξ = Fαk,l|ξ ⊗ ξ−2λ
′
. A form as above would define a
non-trivial Stab(ξ)-invariant element of Fαk,l,λ′ |ξ for some non-negative integer α. It
follows at once from table (26), applied to T k,l,β with l = n−k and β = l−2α−2−2λ′
that for almost every λ′, such an element does not exist. 
Recall that for E ∈ Grk+1(V ), the Alesker-Fourier transform is FE : Val−∞k (E)→
Val−∞1 (E
∗)⊗Dens(E). An element in the image can be identified with an element
τ ∈ Ω1,k−∞,V (E∗ × P+(E))tr ⊗∧k+1(E). Since a acts by multiplication by (−1)k+1
on the second factor, odd valuations correspond to those τ satisfying a∗τ = −τ .
Proposition 7.6. There is a family of continuous (with respect to the weak topology
on the fiber) sections
τλ ∈ Γ(Grk+1(V ),Ω1,k−∞,V (E∗ × P+(E))tr ⊗∧k+1(E)), λ ∈ C
with the following properties:
i) τλ is meromorphic in λ;
ii) g∗τλ = ψ
λ+ k2
g τλ
iii) a∗τλ = −τλ
Moreover, for almost every λ, a section satisfying ii)-iii) is unique up to scaling.
Remark 7.7. Here we consider ψg as an element of Γ(Grk+1(V ), C
∞(P+(E))),
which is obtained from ψg(ξ) ∈ C∞(P+(V )) by restrictions to P+(E) as E ∈
Grk+1(V ). The space of sections in the proposition forms a module over this ring.
Proof. Note that the space of sections of the bundle under consideration is natu-
rally a module over Γ∞(Grk+1(V ), C∞(P+(E))). Note also that there is a natural
inclusion C∞(P+(V ))→ Γ∞(Grk+1(V ), C∞(P+(E))) given by restrictions.
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Fix E0 of signature (k, 1). We take τλ(E0) to be the form ω
1,k
λ on E
∗
0 × P+(E0),
twisted by the Q-defined density on E0. Extend τλ to a global section by equiv-
ariance (i.e. by g∗τλ = ψg(ξ)λ+
k
2 τλ), by requiring that a
∗τλ = −τλ, and that τλ
vanishes on the planes of signature different from (k, 1).
It is straightforward to check that for any fixed λ, this is a well-defined assignment
of an element of the fiber over all E ∈ Grk+1(V ). It will be later shown to form
a continuous section. The restriction of τλ to any of the open SO
+(Q)-orbits is a
smooth section. To see that τλ is continuous and meromorphic in λ, decompose
τλ = ρ(cos 2θ(ξ))τλ + (1− ρ(cos 2θ(ξ)))τλ
with ρ as in eq. (19).
The second summand is simply (1−ρ(cos 2θ(ξ)))| cos 2θ(ξ)|λτ0, which is evidently
an analytic family of smooth sections. The first summand we may decompose as
| cos 2θ|λ−αE(ξ)−| cos 2θ|λ−1− βE(ξ), corresponding to the A and B summands in the
definition of ω1,kλ as in (18). Thus αE and βE are smooth sections of our bundle,
multiplied by a meromorphic in λ family of sections Γ(Grk+1(V ), C
−∞(P+(E))).
This shows that τλ is a meromorphic family of continuous sections. Finally, applying
Proposition 7.5 with k replaced by 1 and V replaced by E∗, uniqueness for almost
every λ follows. 
Proposition 7.8. The valuations in Val−,−∞k (V )
SO+(Q) are KS-continuous. More-
over, the image of the Schneider embedding Sc(Val−,KSk (V )
SO+(Q)) is spanned by
s−k .
Proof. Let Ωn−k,kcont (V
∗ × P+(V ))tr denote the space of continuous forms.
Consider the GL(V )-equivariant map
j∗ : Ωn−k,kcont (V
∗×P+(V ))tr⊗∧top(V )→ Γ(Grk+1(V ),Ω1,kcont(E∗×P+(E))tr⊗∧k+1(E)).
It is given by the Gelfand transform j∗ω(E) := (πE)∗i∗Eω with respect to the
double fibration
V ∗ × P+(E)
i˜E
ww♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
π˜E
''P
PP
PP
PP
PP
PP
P
V ∗ × P+(V ) E∗ × P+(E)
induced by the natural projection πE : V
∗ → E∗ and inclusion iE : P+(E) →
P+(V ).
This operation is clearly well defined for continuous forms. Moreover, vertical
forms are mapped to sections of vertical forms - this is easiest to see by considering
the closely related double fibration
V ∗ × E
iˆE
yyrr
rr
rr
rr
rr
πˆE
%%▲
▲▲
▲▲
▲▲
▲▲
▲
V ∗ × V E∗ × E
Denoting the canonical 1-forms αE and αV on E
∗×E and V ∗×V , respectively, it
clearly holds that iˆ∗EαV = πˆ
∗
EαE . Thus one can choose contact forms on V
∗×P+(V )
and E∗ × P+(E) with the same property, and we fix such a choice of forms. It is
then easy to see that for arbitrary η,
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(π˜E)∗ i˜∗E(αV ∧ η) = (π˜E)∗(π˜∗EαE ∧ i˜∗Eη) = αE ∧ (π˜E)∗ i˜∗Eη
is vertical.
For closed vertical forms, j∗ corresponds to the push-forward of the associated
valuation by πE . For a precise statement and proof, see [11, Proposition 3.2.3].
Fix an orientation on V , thus identifying ∧topV = Dens(V ), and recall that volQ
is the density on V induced by Q. The contracted restriction j∗(ωn−k,kλ ⊗ volQ) is
well defined for sufficiently large values of Reλ, as ωn−k,kλ is continuous for those
values.
Using the SO+(Q)-equivariance and sign-reversal by the antipodal map, it follows
from Proposition 7.6 that for almost every λ with Reλ sufficiently large, j∗(ωn−k,kλ ⊗
volQ) is a multiple of τλ. Let us write j
∗(ωn−k,kλ ⊗ volQ) = τ ′λ = cλτλ.
Choose an approximate identity ρǫ on SL(V ). Since j
∗ is SL(V )-equivariant, it
follows that for almost every Reλ sufficiently large
j∗(ωn−k,kλ ⊗ volQ ∗ρǫ) = cλτλ ∗ ρǫ. (29)
As the left hand side is meromorphic in λ ∈ C, we may use this equality to extend
cλ meromorphically to λ ∈ C, see Lemma 7.9 below. It follows that this identity
also holds for λ = −k2 when k ≡ 1 mod 2, or for the residues at λ = −k2 when
k ≡ 0 mod 2. Also, as τλ and ωn−k,kλ are either both analytic or have a simple
pole at λ = −k2 , we deduce that cλ is analytic at λ = −k2 .
One has the natural inclusion
Val−∞n−k(V
∗)⊗Dens(V ) ⊂ Ωn−k,k−∞ (V ∗ × P+(V ))tr ⊗∧top(V ),
corresponding to the closed vertical forms (compare the beginning of Section 5).
Under this correspondence, either the value or residue of ωn−k,kλ at λ = −k2 cor-
responds to some valuation ψ−n−k ∈ Val−,−∞n−k (V ∗)SO
+(Q), while τλ(E) corresponds
to some ψ−1,E ∈ Val−,−∞1 (E∗)Stab(E
∗). Equation (29) then yields an identity on
push-forwards of valuations, namely (πE∗)∗(ψ−n−k ∗ ρǫ) = c0ψ−1,E ∗ ρǫ.
Applying the Alesker-Fourier transform on both sides yields
(iE)
∗(Fψ−n−k ∗ ρǫ) = c0 · (s−k ∗ ρǫ)(E).
By SO+(Q)-invariance of both sides, c0 is in fact independent of E.
This proves that Sc(Fψ−n−k) = c0s
−
k , and since s
−
k is continuous by Lemma 7.3,
this shows that
Fψ−n−k ∈ Val−,KSk (V )SO
+(Q).
It remains to recall that F : Val−,−∞n−k (V
∗)SO
+(Q) → Val−,−∞k (V )SO
+(Q) is an
isomorphism. 
Let us define φ−k ∈ Val−,−∞k (V )SO
+(Q) as the unique valuation with Sc(φ−k ) = s
−
k .
It is then evident using Proposition 3.10 that given an inclusion of Lorentz spaces
i : U → V , one has the identity i∗φ−V,k = φ−U,k.
Lemma 7.9. Let f, g : C→ V be meromorphic functions with values in some quasi-
complete locally convex topological vector space V . Assume that g 6= 0 and that for
an open set D ⊂ C it holds that f(s) = c(s)g(s) for some function c : D → C
(which is necessarily meromorphic). Then c extends to a meromorphic function on
C and the above identity holds everywhere.
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Proof. Fix s0 where g is holomorphic and non-zero. Take φ ∈ V ∗ such that
φ(g(s0)) 6= 0.
Then
c(s) :=
φ(f(s))
φ(g(s))
defines a meromorphic extension for c. Now the identity f = cg is between two
globally meromorphic sections on an open set D, so it holds everywhere. 
8. Invariant Crofton measures for R2,2
In this section, we study in detail the case of R2,2. We will write down explicitly
the invariant generalized sections of the Crofton bundle and compute the Klain
functions of the corresponding generalized valuations. This will also complete the
proof of Theorem 6.1.
Let V := R2,2 ∼= R4 with its standard basis e1, . . . , e4. We fix the standard
Euclidean form P and use the indefinite form Q(x1e1 + x2e2 + x3e3 + x4e4) =
x21 + x
2
2 − x23 − x24.
8.1. Construction of invariant Crofton measures of degree 1 and 3. Let
us construct an invariant generalized measure on Gr1(R
2,2). The case of Gr3(R
2,2)
is similar or can be directly reduced to this one by applying the Alesker-Fourier
transform.
The orbits of O(2, 2) on Gr1(R
2,2) are X1,0 = {cos(2θ) > 0}, X0,1 = {cos(2θ) <
0} (open) and X0,0 = {cos(2θ) = 0} (closed).
According to Proposition 4.10, there is a meromorphic family of generalized
measures | cos(2θ)|λ on Gr1(R2,2). Using the Euclidean trivialization as in Corollary
4.8, we obtain two meromorphic families of generalized measures m
(λ)
1,0 ,m
(λ)
0,1 on the
open orbits.
We set m1,0 := m
(− 52 )
1,0 and m0,1 := m
(− 52 )
0,1 . By Corollary 4.8, m1,0 and m0,1
are invariant generalized Crofton measures. We denote the corresponding invariant
valuations by φ1,0, φ0,1 ∈ Val−∞3 (R2,2).
Proposition 8.1. The Klain functions of φ1,0, φ0,1 are given by
Klφ1,0 = −
8
3
πκ1,
Klφ0,1 = −
8
3
πκ2.
Proof. We will use the notation from Proposition 4.10 and its proof in the special
case p = q = 2.
We know that Klφ1,0 = aκ1+bκ2, where κ1, κ2 are defined in Proposition 4.3. In
our situation, κ1, κ2 are just the restrictions of | cos(2θ)| 12 to the two open orbits.
To compute a, b, we evaluate the valuations at the 3-planes eP1 and e
P
3 , noting that
κ1(e
P
1 ) = κ2(e
P
3 ) = 1, κ1(e
P
3 ) = κ2(e
P
1 ) = 0.
Let us first take E := eP1 . The cosine of the angle between the line given by
(z1, z2, θ) and E is h = | cos(θ)Re(z1)| = cos(θ)| cos(τ1)|, where zj = cos τj +
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i sin τj , j = 1, 2. We thus get
〈m(λ)1,0 , 〈eP1 , ·〉〉 =
∫ 2π
0
∫ 2π
0
∫ pi
4
0
| cos(2θ)|λ sin(θ) cos2(θ)| cos(τ1)|dθdτ2dτ1
= 8π
∫ pi
4
0
| cos(2θ)|λ sin(θ) cos2(θ)dθ,
and it follows (using the lemma below) that
a = Klφ1,0(e
P
1 ) = 〈m1,0, 〈eP1 , ·〉〉 = −
8
3
π.
Similarly,
〈m(λ)1,0 , 〈eP3 , ·〉〉 =
∫ 2π
0
∫ 2π
0
∫ pi
4
0
| cos(2θ)|λ sin2(θ) cos(θ)| cos(τ2)|dθdτ2dτ1
= 8π
∫ pi
4
0
| cos(2θ)|λ sin(θ)2 cos(θ)dθ,
and hence
b = Klφ1,0(e
P
3 ) = 〈m1,0, 〈eP3 , ·〉〉 = 0.
The computation for φ0,1 is similar. 
In the proof, we used the following lemma.
Lemma 8.2. The meromorphic extensions of∫ pi
4
0
| cos(2θ)|λ sin θ cos2 θdθ and
∫ pi
2
pi
4
| cos(2θ)|λ sin2 θ cos θdθ
at λ = − 52 equal − 13 .
The meromorphic extensions of∫ pi
4
0
| cos(2θ)|λ sin2 θ cos θdθ and
∫ pi
2
pi
4
| cos(2θ)|λ sin θ cos2 θdθ
at λ = − 52 equal 0.
Proof. Set for Reλ > 1,
I(λ) :=
∫ 1
0
sλ
√
1 + sds.
Substituting s := cos(2θ) we obtain∫ pi
4
0
cos(2θ)λ sin θ cos2 θdθ =
1
4
√
2
∫ 1
0
sλ
√
1 + sds =
1
4
√
2
I(λ).
Using integration by parts, one obtains the recurrence relation
(2λ+ 5)I(λ+ 1) + (2λ+ 2)I(λ) = 4
√
2.
Since I(λ) is analytic at λ = − 32 , the result follows by plugging in λ := − 52 .
The other values are obtained in a similar way. 
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8.2. The geometry of Gr2(R
2,2). It is well-known that there is a double cover
S2 × S2 → Gr2R4. Explicitly, let (w1, w2, w3), (z1, z2, z3) ∈ S2. Set
x12 :=
w1 + z1
2
x34 :=
w1 − z1
2
x13 := −w2 + z2
2
x24 :=
w2 − z2
2
x14 :=
w3 + z3
2
x23 :=
w3 − z3
2
.
Then the 2-vector
τ :=
∑
1≤i<j≤4
xijei ∧ ej (30)
is simple and defines the 2-plane E := {v ∈ R4 : v ∧ τ = 0}. We will be identifying
a subspace with one of its lifts to S2 × S2 whenever this cannot lead to ambiguity.
Under the action of O(2, 2), the orbits on Gr2(R
4) lift as follows: X2,0 = {z21 +
w21 > 1, z1w1 > 0}, X0,2 = {z21 + w21 > 1, z1w1 < 0}, X1,1 = {z21 + w21 < 1},
X21,0 = {z21 + w21 = 1, z1w1 > 0}, X20,1 = {z21 + w21 = 1, z1w1 < 0}, X20,0 = {z1 =
±1, w1 = 0} ∪ {z1 = 0, w1 = ±1}.
Let si be the map which changes the sign of the i-th coordinate. The notation
will be the same for si acting on R
N for different values of N as well as for the
restriction on the unit spheres.
Note that both P and Q induce a quadratic form on ∧2R4, denoted by the same
letter. The vectors ei ∧ ej , 1 ≤ i < j ≤ 4 form an orthonormal basis for both P and
Q, with Q(e1 ∧ e2) = Q(e3 ∧ e4) = 1 and Q(e1 ∧ e3) = Q(e1 ∧ e4) = Q(e2 ∧ e3) =
Q(e2 ∧ e4) = −1. The Euclidean orthogonal complement lifts to (z, w)P = (−z, w),
while the Q-orthogonal complement is (z, w)Q = (s1z, s2s3w).
We identify R2,2 = C2 by (x1, x2, x3, x4) 7→ (x1 + ix3, x2 + ix4). Multiplication
by the complex unit i corresponds to (z, w) 7→ (s1s3z, w). In particular, the com-
plex Grassmannian GrC1 (C
2) ⊂ GrR2 (R4) is covered by (0,±1, 0) × S2. Note that
multiplication by i is not in O(Q) = O(2, 2) but satisfies i∗Q = −Q.
Let u, v be an orthonormal basis of E ∈ GrR2 (C2). The Ka¨hler angle θC of E is
defined by cos2 θC(E) = P (u, iv)
2, θC(E) ∈ [0, π2 ].
Lemma 8.3. Let E ∈ Gr2(R4) be represented by (z, w). Then
cos 2θ(E) = z21 + w
2
1 − 1
cos2 θC(E) = z
2
2 . (31)
Proof. Write τ =
∑
1≤i<j≤4 xijei ∧ ej = u∧ v with u, v ∈ V a P -orthonormal basis
of E. Then
cos 2θ(E) = det
(
Q(u, u) Q(u, v)
Q(v, u) Q(v, v)
)
= Q(u ∧ v, u ∧ v)
= x212 + x
2
34 − x213 − x214 − x223 − x224
= z21 + w
2
1 − 1
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and
cos2 θC(E) = det
(
0 ± cos θC(E)
∓ cos θC(E) 0
)
= det
(
P (u, iu) P (u, iv)
P (v, iu) P (v, iv)
)
= P (u ∧ v, iu ∧ iv)
= P (τ, iτ)
= x213 + x
2
24 + 2x12x34 + 2x14x23
= z22 .

8.3. Construction of invariant Crofton measures of degree 2. Since we are
in the split case p = q = 2, we can use the notion of j-even and j-odd elements
introduced in Definition 2.3. By Corollary 6.2, there is a non-trivial decomposition
Val−∞2 (R
2,2)O(Q) = Val−∞2 (R
2,2)O(Q),j ⊕Val−∞2 (R2,2)O(Q),−j .
Similarly, the action of j on the Grassmannian Gr2(R
2,2) is an involution and
we can speak of j-even and j-odd invariant (generalized) Crofton measures.
Let xµ+ be the well-known generalized function on the real line [40]. This is a
meromorphic function in µ with poles at µ = −1,−2, . . . and corresponding residues
Resµ=−m x
µ
+ =
(−1)m−1
(m− 1)! δ
(m−1).
In the following, we will be making use of generalized measures on a manifold
with corners, namely, M−∞(X) with X ⊂ Rd a parallelepiped. In the literature
such generalized measures are sometimes called supported distributions. By defini-
tion, those are generalized measures given in some neighborhood U ⊂ Rd of X and
supported inside X .
Lemma 8.4. There exists a meromorphic family of generalized measures
tan2λ+2(t)dt ∈M−∞
[
0,
π
4
]
.
It has simple poles at λ = −m2 , m ≥ 3, and
〈Resλ=−m
2
tan2λ+2(t)dt, ψ〉 = (−1)
m−1
2(m− 3)!
dm−3
dxm−3
∣∣∣∣
x=0
ψ(arctanx)
1 + x2
.
Proof. It suffices to set∫ π/4
0
tan2λ+2(t)ψ(t)dt :=
∫ 1
0
x2λ+2+
ψ(arctanx)
1 + x2
dx,
using the generalized function x2λ+2+ [40, Section 3.2]. 
Define for Re(λ) > 0 and (a, b) ∈ {(2, 0), (1, 1), (0, 2)} the generalized measures
m
(λ)
a,b on Gr2(R
2,2) by
φ 7→
∫
X2
a,b
φ(E)|w21 + z21 − 1|λdE.
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Proposition 8.5. i) m
(λ)
a,b admits a meromorphic extension to λ ∈ C with
simple poles at λ = −m2 ,m ≥ 2 if (a, b) ∈ {(2, 0), (0, 2)} and with simple
poles at λ = −1,−2, . . . if (a, b) = (1, 1). The measure m(λ)− = m(λ)2,0 −m(λ)0,2
has poles at λ = −m with m ≥ 1.
ii) Denote m0,0 := Resλ=− 52 m
(λ)
2,0 . Then m0,0 is an O(2, 2)-invariant and j-
even generalized Crofton measure supported on X20,0.
iii) Denote m+ := m
(− 52 )
1,1 . Then m+ is an O(2, 2)-invariant, j-even generalized
Crofton measure supported on X21,1.
iv) Denote m− := m
(− 52 )
− . Then m− is an O(2, 2)-invariant, j-odd generalized
Crofton measure supported on X22,0 ∪X20,2.
We denote the corresponding generalized translation and O(2, 2)-invariant valu-
ations by φ0,0, φ+, φ−.
Remark 8.6. One can moreover show that the space of invariant generalized
Crofton measures of degree 2 is spanned by m+,m−,m0,0. Since we do not need
this stronger statement in the following, we omit the (rather technical) details.
We also refer to [32] for a more general study of Crofton measures for O(p, q).
Proof of the proposition. Define two operators
Q : C∞([−1, 1]2 \ {0})→ C∞([−1, 1]2 \ {0}),
Φ 7→ z1
∂Φ
∂z1
+ w1
∂Φ
∂w1
z21 + w
2
1
,
R : C∞([−1, 1]2 \ {0})→ C
([
0,
π
4
])
,
Φ 7→ Φ(1, tan t) + Φ(tan t, 1) + Φ(−1,− tan t) + Φ(− tan t,−1).
For φ ∈ C∞(Gr2(R2,2)), denote by φ˜ its lift to S2 × S2. Then put Φ(z1, w1) =∫ ∫
SO(2)×SO(2) φ˜(g1(z), g2(w))dg1dg2, where the left resp. right copy of SO(2) is the
stabilizer in SO(3) of z1 resp. w1, and dg is the invariant probability measure. The
orbit X22,0 corresponds to A+ := {z21 + w21 > 1,max(|z1|, |w1|) ≤ 1, z1w1 > 0}, and
we have
∫
Gr2(R2,2)
φdm
(λ)
2,0 =
1
4
(∫
A+
(z21 + w
2
1 − 1)λΦ(z1, w1)dz1dw1
)
.
Thus it suffices to define the meromorphic extension of the generalized measures
m˜
(λ)
2,0 = (z
2
1 + w
2
1 − 1)λdz1dw1 on A+. Those are well-defined for Re(λ) > 0, and
we will show that a meromorphic extension to Re(λ) > σ0 implies a meromorphic
extension to Re(λ) > σ0 − 1.
Set
I :=
∫
A+
Φdm˜
(λ)
2,0 .
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By using polar coordinates z1 := cos(t) cosh(s), w1 := sin(t) cosh(s), we obtain
that
I =
∫ pi
4
0
∫ arcosh 1cos t
0
sinh2λ+1 s cosh sΦ(cosh s cos t, cosh s sin t)dsdt
+
∫ pi
2
pi
4
∫ arcosh 1sin t
0
sinh2λ+1 s cosh sΦ(cosh s cos t, cosh s sin t)dsdt
+
∫ 5pi
4
π
∫ arcosh −1cos t
0
sinh2λ+1 s cosh sΦ(cosh s cos t, cosh s sin t)dsdt
+
∫ 3pi
2
5pi
4
∫ arcosh −1sin t
0
sinh2λ+1 s cosh sΦ(cosh s cos t, cosh s sin t)dsdt.
Integrating by parts of the inner integrals gives I = I1 + I2 with
I1 =
1
2λ+ 2
[∫ pi
4
0
tan(t)2λ+2Φ(1, tan t)dt+
∫ pi
2
pi
4
cot(t)2λ+2Φ(cot t, 1)dt
∫ 5pi
4
π
tan(t)2λ+2Φ(−1,− tan t)dt+
∫ 3pi
2
5pi
4
cot(t)2λ+2Φ(− cot t,−1)dt
]
=
1
2λ+ 2
∫ pi
4
0
tan(t)2λ+2[Φ(1, tan t) + Φ(tan t, 1) + Φ(−1,− tan t) + Φ(− tan t,−1)]dt
=
1
2λ+ 2
∫ pi
4
0
tan(t)2λ+2(RΦ)(t)dt,
and
I2 = − 1
2λ+ 2
[∫ π/4
0
∫ arcosh 1cos t
0
sinh2λ+3 s
(
∂Φ
∂z1
cos t+
∂Φ
∂w1
sin t
)
dsdt
+
∫ pi
2
pi
4
∫ arcosh 1sin t
0
sinh2λ+3 s
(
∂Φ
∂z1
cos t+
∂Φ
∂w1
sin t
)
+
∫ 5pi
4
π
∫ arcosh −1cos t
0
sinh2λ+3 s
(
∂Φ
∂z1
cos t+
∂Φ
∂w1
sin t
)
+
∫ 3pi
2
5pi
4
∫ arcosh −1sin t
0
sinh2λ+3 s
(
∂Φ
∂z1
cos t+
∂Φ
∂w1
sin t
)]
= − 1
2λ+ 2
∫
A+
(QΦ)dm˜
(λ+1)
2,0 .
The term I1 is meromorphic on C by Lemma 8.4, while I2 is meromorphic in
Re(λ) > σ0 − 1 by the hypothesis.
We thus have shown the first claim and the equation∫
A+
Φdm˜
(λ)
2,0 =
1
2λ+ 2
∫ pi
4
0
tan(t)2λ+2(RΦ)(t)dt− 1
2λ+ 2
∫
A+
(QΦ)dm˜
(λ+1)
2,0 . (32)
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The orbit X20,2 corresponds to A− := {z21 + w21 > 1,max(|z1|, |w1|) ≤ 1, z1w1 <
0}. A similar computation as for A+ gives∫
A−
Φdm˜
(λ)
0,2 =
1
2λ+ 2
∫ 0
−pi4
tan(t)2λ+2(RΦ)(t)dt− 1
2λ+ 2
∫
A−
(QΦ)dm˜
(λ+1)
0,2
and therefore for λ = − 2m+12 ,∫
A+
Φdm˜
(− 2m+12 )
2,0 −
∫
A−
Φdm˜
(− 2m+12 )
0,2 =
1
2λ+ 2
∫ pi
4
−pi4
tan(t)−2m+1(RΦ)(t)dt
− 1
2λ+ 2
(∫
A+
(QΦ)dm˜
(λ+1)
2,0 −
∫
A−
(QΦ)dm˜
(λ+1)
0,2
)
.
Moreover, since the generalized measure | tan t|2λ+2dt considered on the two
intervals [0, π/4] and [−π/4, 0] has equal residues of opposite signs at λ = −(2m+
1)/2 for m ≥ 1, it follows that one has the generalized measure (tan t)−2m+1dt on
[−π/4, π/4]. The claim for m(λ)− follows.
Iteration of the formula above gives us∫
A+
Φdm˜
(λ)
2,0 =
1
2λ+ 2
∫ pi
4
0
tan(t)2λ+2(RΦ)(t)dt
− 1
(2λ+ 2)(2λ+ 4)
∫ pi
4
0
tan(t)2λ+4(RQΦ)(t)dt
+
1
(2λ+ 2)(2λ+ 4)
∫
A+
(Q2Φ)dm˜
(λ+2)
2,0 .
Using Lemma 8.4 and the fact that m˜
(λ)
2,0 has no pole at − 12 we get∫
Gr2(R2,2)
φdm0,0 =
1
4
Resλ=− 52
∫
A+
Φdm˜
(λ)
2,0
=
−1
48
d2
dx2
∣∣∣∣
x=0
RΦ(arctanx)
1 + x2
− 1
24
RQΦ(0)
= − 1
48
(RΦ)′′(0) +
1
24
(RΦ(0)−RQΦ(0)).
Let us denote by Φ4 the average of Φ over the 4 rotational symmetries of the
square [−1, 1]× [−1, 1]. Then we may rewrite the above equation as∫
Gr2(R2,2)
φdm0,0 =
[
− 1
12
∂2Φ4
∂w21
+
1
6
(
Φ4 − ∂Φ4
∂z1
)]
(1,0)
. (33)
An alternative way to write this equation is∫
Gr2(R2,2)
φdm0,0 =
[
1
6
π∗Φ4 +
1
12
(
∂2π∗Φ4
∂z22
+
∂2π∗Φ4
∂z23
− ∂
2π∗Φ4
∂w21
)]
(1,0,0)×(0,1,0)
,
where π : S2 × S2 → [−1, 1]2 is given by π(z, w) = (z1, w1).
Let us finally study the case (a, b) = (1, 1). Let B := {z21 +w21 < 1}. Defining Φ
as above, we have for Re(λ) > 0∫
Gr2(R2,2)
φdm˜
(λ)
1,1 =
1
4
∫
B
(1 − z21 − w21)λΦ(z1, w1)dz1dw1.
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Write this in polar coordinates:∫
Gr2(R2,2)
φdm˜
(λ)
1,1 =
1
4
∫ 1
0
(1− r2)λr
∫ 2π
0
Φ(r cos t, r sin t)dtdr
=
1
8
∫ 1
0
(1− s)λ
∫ 2π
0
Φ(
√
s cos t,
√
s sin t)dtds
=
1
8
∫ 1
0
xλ
∫ 2π
0
Φ(
√
1− x cos t,√1− x sin t)dtdx. (34)
Note that Ψ(x) :=
∫ 2π
0 Φ(
√
1− x cos t,√1− x sin t)dt is continuous in x and
smooth away from x = 1. Therefore, one may apply the generalized measure xλdx
to Ψ(x), which is meromorphic in λ with poles in the negative integers.
It remains to prove O(2, 2)-invariance of the Crofton measures just constructed.
We identify the generalized measuresm
(λ)
a,b constructed above with generalized func-
tions over subsets of the Grassmannian using the Euclidean trivialization. It then
follows that for λ > 0 and g ∈ O(2, 2) one has
g∗m(λ)a,b = ψ
λ
g ·m(λ)(a,b),
where ψg is the function from Proposition 4.7. Note that
ψλg : C→ C∞(Gr2(R2,2))
is an entire function of λ. Both sides are meromorphic in λ, and so this identity
holds for all λ where m
(λ)
a,b is analytic, as well as for the residues at the simple poles.
Taking λ = − 52 , the statement follows from Corollary 4.8. 
8.4. Computation of Klain functions. We next will compute the Klain func-
tions of the valuations φ0,0, φ+, φ−.
Proposition 8.7. i) The Klain functions corresponding to φ+ and φ0,0 van-
ish on X22,0 ∪X20,2.
ii) The Klain function corresponding to φ− is 13 (κ2 − κ0).
Proof. We evaluate those valuations on the unit square S12 in R
2,0 ⊂ R2,2.
The projection function of this square is easily seen to be equal |x12| = |z1+w1|2 .
We thus apply our formulas to Φ(z1, w1) :=
|z1+w1|
2 . Note that Φ is 1-homogeneous,
and so QΦ = z1+w1
2(z21+w
2
1)
, Q2Φ = − z1+w1
2(z21+w
2
1)
2 .
The support of m0,0 is disjoint from the singular support of the projection func-
tion of S12, which is given by MΦ = {z1 + w1 = 0}. We may thus use Proposition
3.16, and by (33) we obtain
φ0,0(S12) = − 1
48
d2
dx2
∣∣∣∣
x=0
2(x+ 1)
x2 + 1
− 1
12
= 0.
We claim that the wavefronts of m+ and m− are disjoint from the conormal
bundle of MΦ: The singular support of m± is {z21 + w21 = 1}, which intersects
MΦ at a union of two tori, ±P = {z1 = ± 1√2 , z2 = ∓ 1√2} (which is one torus
on the unoriented Grassmannian). The function σ2 := z
2
1 + w
2
1 − 1 is regular
at a neighborhood of P . Therefore, one can choose a neighborhood U of P and
a diffeomorphism Ψ± : U → U0 where U0 ⊂ R4 is some open subset, s.t. m±
is mapped to a multiple of the generalized function (x4)
−5/2
± ∈ C−∞(U0), and
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Ψ∗±x4 = σ2. Thus the wavefront of m± near P is contained in the conormal
bundle to Mµ = {σ2 = 0}. Now for b ∈ P , TbMΦ = {dz1 + dw1 = 0} and
TbMµ = {dz1 − dw1 = 0} are different hyperplanes in TbGr2(R2,2). It follows that
their annihilators intersect trivially, as claimed.
Thus we may again apply Proposition 3.16 to compute the Klain embeddings of
φ±.
We now compute for positive values of λ
〈
m
(λ)
1,1 ,
|z1 + w1|
2
〉
=
1
2
∫ 1
0
xλ
∫ 2π
0
√
1− x| cos t+ sin t|dtdx
= 2
√
2
∫ 1
0
xλ
√
1− x dx
= 2
√
2B
(
λ+ 1,
3
2
)
,
where B is Euler’s Beta function. By uniqueness of meromorphic extension, we
may take λ = − 52 and get
Klφ+(R
1,2) =
〈
m+,
|z1 + w1|
2
〉
= 2
√
2B
(
−3
2
,
3
2
)
= 0.
For φ−, we have
Klφ−(R
2,0) =
1
2
〈m−, |z1 + w1|〉 = 1
8
〈sign(z1w1)(z21 + w21 − 1)−5/2, |z1 + w1|〉.
Denote T := {0 ≤ |w1| ≤ z1 ≤ 1}. Since both sides of the pairing are invariant
under the antipodal map and symmetric in z1, w1
φ−(S12) =
1
2
∫
T
|z21 + w21 − 1|−5/2 sign(z1w1)(z1 + w1)dz1dw1
= −1
6
(∫ 1
−1
x−3
(1 + x)dx
1 + x2
+
∫ 1
−1
x−1
(1 + x)dx
(1 + x2)2
+
+
∫
T
sign(z1w1)(z
2
1 + w
2
1 − 1)−1/2
z1 + w1
(z21 + w
2
1)
2
dz1dw1
)
.
Denote the three integrals by I1, I2, I3. Since integrals over odd function vanish
on [−1, 1], we get
I1 =
∫ 1
−1
(
1
x2
− 1
1 + x2
)
dx = −π
2
− 2
I2 =
∫ 1
−1
dx
(1 + x2)2
=
∫ π/4
−π/4
cos2 tdt =
π
4
+
1
2
.
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In the integral I3, we substitute z1 = cosh s cos t, w1 = cosh s sin t, dz1dw1 =
cosh s sinh sdsdt and obtain
I3 =
∫ π/4
−π/4
(cos t+ sin t) sign(t)
∫ arcosh 1cos t
0
1
cosh2 s
dsdt
=
∫ π/4
−π/4
(cos t+ sin t) sign(t) tanh
(
arcosh
1
cos t
)
dt
= 2
∫ π/4
0
sin2 tdt
=
π
4
− 1
2
.
Thus
φ−(S12) = −1
6
(−2) = 1
3
.
Since φ− is j-odd, it follows that Klφ− vanishes on X
2
1,1, concluding the proof. 
Lemma 8.8. Let mR be the SO(4)-invariant probability measure on Gr2(R
2,2) =
Gr2(R
4) and let mC be the U(2)-invariant probability measure on the complex Grass-
mannian Gr1(C
2) ⊂ Gr2R4. Then∫
Gr2 R4
κi(E)dmR(E) =
{
1−log(2)
6 i = 0, 2
π
6 i = 1,
(35)
and ∫
Gr2 R4
κi(E)dmC(E) =
{
0 i = 0, 2
π
4 i = 1.
(36)
Proof. The orbit X21,1 lifts to {z21 + w21 < 1}. The orbit X22,0 lifts to {z21 + w21 >
1, z1w1 > 0} and similarly X20,2 lifts to {z21 + w21 > 1, z1w1 < 0}.
The SO(3) × SO(3)-invariant probability measure on S2 × S2 projects to the
SO(4)-invariant probability measure on Gr2(R
4).
If E ∈ X21,1 lifts to (z, w), then, by Lemma 8.3,
κ1(E) = | cos 2θ(E)| 12 = |w21 + z21 − 1|
1
2 .
Using Archimedes’ theorem, it follows that∫
Gr2 R4
κ1(E)dmR(E) =
1
(4π)2
∫
z21+w
2
1<1
√
1− z21 − w21dp1dp2
=
1
4
∫
z21+w
2
1<1
√
1− z21 − w21dz1dw1
=
π
6
.
For the orbits X220 ∪X202, a similar computation yields the integral
I =
∫
Gr2 R4
(κ0 + κ2)(E)dmR(E)
=
1
4
∫
z21+w
2
1>1,−1≤z1,w1≤1
√
z21 + w
2
1 − 1dz1dw1.
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By symmetry considerations, it is enough to consider the first octant. We sub-
stitute x1 = cos t cosh s, x2 = sin t cosh s. Then dx1 dx2 = sinh s cosh sdt ds and
I = 2
∫ pi
4
0
∫ arcosh 1cos t
0
√
cosh2 s− 1 sinh s cosh sdsdt
=
2
3
∫ pi
4
0
∫ arcosh 1cos t
0
d(sinh3 s)dt
=
2
3
∫ pi
4
0
√
1
cos2 t
− 1
3
dt
=
2
3
∫ pi
4
0
tan3 t dt
=
2
3
∫ pi
4
0
1− cos2 t
cos3 t
sin tdt
=
2
3
∫ 1
1/
√
2
1− r2
r3
dr
=
1− log(2)
3
.
Since j interchanges the orbits X220 and X
2
02 as well as the functions κ0 and κ2,
and preserves the invariant measure, we conclude that
∫
Gr2(R4)
κ0(E)dmR(E) =
∫
Gr2(R4)
κ2(E)dmR(E) =
1− log(2)
6
,
as claimed. This finishes the proof of (35).
Since the supports of mC and κ0, κ2 intersect at a set of measure zero, the cases
i = 0, 2 of (36) are trivial.
The complex Grassmannian is the image of (0, 1, 0)×S2, and the SO(3)-invariant
probability measure on the second copy of S2 projects to the U(2)-invariant mea-
sure. Therefore
∫
Gr2(R4)
κ1(E)dmC(E) =
1
4π
∫
S2
√
1− w21dp
=
1
4π
∫ 2π
0
∫ π
0
sin2 θ dθ dφ
=
π
4
.

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Lemma 8.9. Let µC2,0, µ
C
2,1 ∈ ValU(2)2 (C2) be the hermitian intrinsic volumes [25].
Then ∫
Gr2
KlµC2,0 dm0,0 = 0 (37)∫
Gr2
KlµC2,1 dm0,0 =
1
6
(38)∫
Gr2
KlµC2,0 dm+ = 0 (39)∫
Gr2
KlµC2,1 dm+ = −
π
6
. (40)
Proof. Let us compute the pull-back of the Klain functions of µC2,0, µ
C
2,1 under the
map S2 × S2 → Gr2. Fix E ∈ Gr2 lifting to (z, w). By (31), the Ka¨hler angle θ
of E is given by cos2 θ = z22 . It follows that KlµC2,0 = 1 − cos2 θ = 1 − z22 ,KlµC2,1 =
cos2 θ = z22 .
A simple computation shows that the function Φ from the proof of Proposition
8.5 is given by
1+z21
2 (in the case of µ
C
2,0) and
1−z21
2 (in the case of µ
C
2,1). The
displayed equations thus follow from (33) and (34). 
Proposition 8.10. The Klain functions of φ+ and φ0,0 are given by
Klφ+ = −
1
3
κ1,
Klφ0,0 =
1
3π
κ1.
In particular, φ+ = −πφ0,0.
Proof. As φ+ and φ0,0 are j-even, the Klain functions are of the form Klφ0,0 =
aκ2+bκ1+aκ0,Klφ+ = a
′κ2+b′κ1+a′κ0.We could use Proposition 8.7 to conclude
that a = a′ = 0. Instead, we give a unified computation of all the coefficients using
the hermitian intrinsic volumes.
The valuation 14µ
C
2,0+
1
2µ
C
2,1 has as Crofton measure the U(2)-invariant probabil-
ity measure mC on the complex Grassmannian, as follows from the results in [25].
By (37)-(40) and (36), we obtain
1
12
=
∫
Gr2
Kl 1
4µ
C
2,0+
1
2µ
C
2,1
dm0,0 =
∫
Gr2
Klφ0,0 dmC = b
π
4
,
−π
12
=
∫
Gr2
Kl 1
4µ
C
2,0+
1
2µ
C
2,1
dm+ =
∫
Gr2
Klφ+ dmC = b
′π
4
,
i.e. b = 13π , b
′ = − 13 .
Similarly, the valuation 13µ
R
2 =
1
3µ
C
2,0 +
1
3µ
C
2,1 (which is a multiple of the second
intrinsic volume) has as Crofton measure the SO(4)-invariant probability measure
mR on the real 2-Grassmannian. Therefore, using (37)-(40) and (35),
1
18
=
∫
Gr2
Kl 1
3µ
C
2,0+
1
3µ
C
2,1
dm0,0 =
∫
Klφ0,0 dmR = a
1− log 2
3
+
1
18
,
−π
18
=
∫
Gr2
Kl 1
3µ
C
2,0+
1
3µ
C
2,1
dm+ =
∫
Klφ+ dmR = a
′ 1− log 2
3
− π
18
,
i.e. a = 0, a′ = 0. 
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Corollary 8.11. Every O(2, 2)-invariant generalized translation-invariant valua-
tion admits an invariant generalized Crofton measure.
The same is true for O(p, q) with min(p, q) = 1, see [17]. Recently, the statement
was generalized to arbitrary p, q, based on the results of the present paper [32,
Theorem 2].
Appendix A. Invariant generalized sections
A.1. Supports of invariant sections. The following is a technical lemma which
allows to bound from above the dimension of the space of invariant sections with a
given support under the action of a group G. It is well-known, and presented here
(with proof) in the form that is adapted to our needs.
Let X be a smooth manifold, and E a smooth vector bundle over X . For any
α ≥ 0 and a locally closed submanifold Y ⊂ X , define the vector bundle FαY over
Y with fiber
FαY |y = Symα(NyY )⊗Dens∗(NyY )⊗ E|y.
For a closed submanifold Y ⊂ X , recall the subspaces Γ−∞,αY (X,E) ⊂ Γ−∞Y (X,E)
of all generalized sections supported on Y with differential order not greater that
α ≥ 0 in directions normal to Y . One then has a natural isomorphism
Γ−∞,αY (X,E)/Γ
−∞,α−1
Y (X,E)
∼= Γ−∞(Y, FαY ).
For precise definitions, see [17, Section 4.4].
Now let a smooth Lie group G act on X in such a way that there are finitely
many orbits, all of which are locally closed submanifolds. We will assume that E is
a G-vector bundle. If Y ⊂ X is a G-invariant locally closed submanifold, then FαY
is naturally a G-bundle. If Y is in fact a closed submanifold then Γ−∞,αY (X,E)
G
form a filtration on Γ−∞Y (X,E)
G.
Lemma A.1. Let Z ⊂ X be a closed G-invariant subset. Decompose Z = ⋃Jj=1 Yj
where each Yj is a G-orbit. Then
dimΓ−∞Z (X,E)
G ≤
∞∑
α=0
J∑
j=1
dimΓ∞(FαYj )
G.
More generally, if Z1 ⊂ Z2 are two G-invariant closed subsets of X then
dimΓ−∞Z2 (X,E)
G ≤ dimΓ−∞Z1 (X,E)G +
∞∑
α=0
∑
Yj⊂Z2\Z1
dimΓ∞(FαYj )
G.
Remark A.2. Fixing yj ∈ Yj, we evidently have
dimΓ−∞(Yj , FαYj )
G = dimΓ∞(Yj , FαYj )
G = dim
(
FαYj |yj
)Stab(yj)
.
Proof. Let us start by making two observations. First, let Yj ⊂ Z be any G-orbit
with relative boundary B := cl(Yj) \ Yj . Now Yj ⊂ X \ B is a closed G-orbit in
X \B, and by [17, Proposition 4.9] we get
dimΓ−∞Yj (X \B,E)G ≤
∞∑
α=0
dimΓ∞(Yj , FαYj )
G.
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The same upper bound remains valid also for dimΓ−∞Yj (X \ C,E)G for any G-
invariant, closed C ⊂ X s.t. B ⊂ C, Yj ∩C = ∅.
Second, given two G-invariant sets C ⊂ D which are closed in X , one has the
exact sequence of G-modules
0→ Γ−∞C (X,E)→ Γ−∞D (X,E)→ Γ−∞D\C(X \ C,E)
and therefore also the exact sequence of G-invariants
0→ Γ−∞C (X,E)G → Γ−∞D (X,E)G → Γ−∞D\C(X \ C,E)G.
Thus one has the inequality
dimΓ−∞D (X,E)
G ≤ dimΓ−∞C (X,E)G + dimΓ−∞D\C(X \ C,E)G. (41)
Now let us prove the statement of the Lemma. Let Y ⊂ Z be a closed G-invariant
subset. We will show
dimΓ−∞Y (X,E)
G ≤
∑
α
∑
Yj⊂Y
dimΓ∞(FαYj )
G
by induction on d = dimY .
For the smallest admissible dimension, Y must be a closed G-orbit, and the
statement follows from [17, Proposition 4.9]. Assume we have shown the claim
for any closed subset of dimension smaller than d, and let Y ⊂ Z be closed and
G-invariant of dimension d. Let A ⊂ Y be the maximal G-invariant subset of Y of
dimension at most d− 1, which must be closed by our assumptions.
Denote B := Y \A = ⋃ki=1 Bi, each Bi being a G-orbit which is open in Y . Note
that A contains the relative boundary of Bi for all i. Denoting A0 := A,Ar :=
A ∪ ⋃ri=1 Bi, it follows that Ar ⊂ X is closed. We will show by induction on
r = 0, 1, . . . , k that
dimΓ−∞Ar (X,E)
G ≤
∑
α
∑
Yj⊂Ar
dimΓ∞(FαYj )
G.
Indeed, for r = 0, this holds since dimA < d. Assume
dimΓ−∞Ar−1(X,E)
G ≤
∑
α
∑
Yj⊂Ar−1
dimΓ∞(FαYj )
G.
Since Br = cl(Br) \Ar−1 is a G-orbit with relative boundary B = cl(Br) \Br ⊂
Ar−1, it follows by the first observation that for j with Br = Yj one has
dimΓ−∞cl(Br)\Ar−1(X \Ar−1, E)G ≤
∑
α
dimΓ∞(FαYj )
G.
Now Br = cl(Br) \ Ar−1 = Ar \ Ar−1, so we may apply inequality (41) with
C = Ar−1, D = Ar to conclude the inner induction on r. Then, taking r = k
concludes the outer induction. Taking Y = Z now concludes the proof of the first
statement.
The more general statement of the lemma follows from the first by applying
inequality (41) with C = Z1, D = Z2. 
Corollary A.3. If for all α ≥ 0 and y ∈ Z we have (FαGy |y)Stab(y) = 0, then E
admits no non-trivial G-invariant generalized sections supported in Z.
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A.2. Wavefront sets of invariant sections. We make use of the following gen-
eral description of the wavefront of a generalized section invariant under the action
of a group. It is surely well-known, however we were not able to find appropriate
references in the literature.
We start with a precise description of the wavefront set of a pull-back by sub-
mersion.
Lemma A.4. Let π : X → Y be a submersion between smooth manifolds, and
µ ∈ Γ−∞(Y,E) for a vector bundle E over Y . Then WF(π∗µ) = π∗WF(µ).
Proof. The inclusion WF(π∗µ) ⊂ π∗WF(µ) is a standard statement appearing in
the literature, see [40, Theorem 8.2.4]. Let us show that π∗WF(µ) ⊂WF(π∗µ).
We may assume E is the trivial line bundle. Fix x ∈ X and y = π(x). Choose
coordinates (z1, ..., zn) in Ux ∋ x and (z1, . . . , zk) in Uy ∋ y such that π(z1, ..., zn) =
(z1, . . . , zk). For ξ =
∑k
j=1 ξjdzj ∈ T ∗y Y we have η = π∗ξ =
∑k
j=1 ξjdzj ∈ T ∗xX .
If η 6∈ WF(π∗µ), we may find ǫ > 0 such that for all ψ1 ∈ C∞c ((−ǫ, ǫ)k), ψ2 ∈
C∞c ((−ǫ, ǫ)n−k), it holds for all natural N that as t→∞,∫
Rn
µ(z1, . . . , zk)
n∏
j=1
exp(itη′jzj)ψ1(z1, . . . , zk)ψ2(zk+1, . . . , zn)dz1 . . . dzn = O(t
−N )
uniformly in a neighborhood (η′j)
n
j=1 ∈ Vη of η. Taking η′k+1 = · · · = η′n = 0 we
conclude that∫
Rk
µ(z1, . . . , zk)
k∏
j=1
exp(itξ′jzj)ψ1(z1, . . . , zk)dz1 . . . dzk = O(t
−N )
uniformly in a neighborhood (ξ′j)
k
j=1 ∈ Vξ of ξ. This implies ξ /∈WF(µ), as required.

Lemma A.5. Let X be a smooth manifold, G a compact Lie group acting on X,
and Z ⊂ X a G-orbit. Let E be a G-bundle over X, and µ ∈ Γ−∞(X,E)G an
invariant generalized section. Then for z ∈ Z it holds that WF(µ) ∩ T ∗zX ⊂ N∗zZ.
Proof. Note that Z is an embedded submanifold since G is compact. Let H be
the stabilizer of z in G, and V = NzZ = TzX/TzZ. The normal bundle NZ is
G-equivariantly diffeomorphic to the quotient G ×H V of G × V by the action of
H given for h ∈ H , g ∈ G, v ∈ V by h(g, v) = (gh−1, hv). By the equivariant slice
theorem [31, Theorem 2.4.1], there is a G-equivariant map A : G×H V → X which
induces a diffeomorphism α : U → W between an open G-invariant neighborhood
U of the zero section and an open G-invariant neighborhood W of Z and restricts
to (g, 0) 7→ gz on the zero section. We may then restrict µ to W and consider
α∗µ ∈ Γ−∞(U,A∗E)G.
Denote by πH : G×V → G×H V , πV : G×V → V the natural projections, and
set E˜ := π∗Hα
∗E. Since G acts freely on G×V , we may choose a bundle EV over V
such that E˜ = π∗V EV (e.g. by taking EV = i
∗
0E˜ where i0(v) = (e, v) ∈ G×V ). Then
π∗V : Γ
−∞(V,EV )→ Γ−∞(G× V, E˜)G is onto. To see this, fix a Lebesgue measure
dv on V and a Haar measure dg on G. Fix φ ∈ Γ∞c (V,E∗V ) and let w(g) ∈ C∞c (G)
be arbitrary. For µ˜ ∈ Γ−∞(G × V, E˜)G we find 〈µ˜, w(g)φ(v)dgdv〉 is a continuous
G-invariant functional of w, and hence 〈µ˜, w(g)φ(v)dgdv〉 = ν(φdv) ∫G wdg for some
ν ∈ Γ−∞(V,EV ), which readily implies µ˜ = π∗V ν.
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Hence, the G-invariance of α∗µ implies that µ˜ := π∗Hα
∗µ = π∗V ν for some ν.
Writing T ∗(G× V ) = G× V × g∗ × V ∗, it then follows that WF(µ˜) ⊂ G× V ×
{0}×V ∗. Moreover, it follows from Lemma A.4 that WF(µ˜) = π∗Hα∗WF(µ). Now
if ξ ∈ WF(µ) ∩ T ∗z Z and v ∈ TzZ, choose u ∈ g with v = ddt
∣∣
t=0
exp(tu)z. Then
〈ξ, v〉 = 〈π∗Hα∗ξ, u〉 = 0 since π∗Hξ ∈WF(µ˜). Thus ξ ∈ N∗zZ as claimed.

Corollary A.6. Let G be a real semisimple Lie group, E → X a G-equivariant
vector bundle, µ ∈ Γ−∞(X,E)G, and Z ⊂ X a G-orbit. Then for z ∈ Z it holds
that WF(µ) ∩ T ∗zX ⊂ N∗zZ.
Remark A.7. If Z fails to be a submanifold at z, N∗zZ has to be interpreted as
the annihilator of the subspace of TzX spanned by the infinitesimal action of G.
Proof. Let B denote the Killing form on g, the Lie algebra of G. By assumption,
B is non-degenerate. Let g = k + p be a Cartan decomposition, which is then
B-orthogonal: p = kB .
We claim that Span (∪g∈G Adg(k)) = g. Indeed, assume that the subspaces
Adp(k), p ∈ exp(p) are B-orthogonal to some element b ∈ g. Then b ∈ (Adp(k))B =
Adp(p) ⇒ Adp b ∈ p for all p ∈ exp(p), in particular b ∈ p. Deriving with respect
to p yields [h, b] ∈ p for all h ∈ p. But since [p, p] ⊂ k, we conclude that [h, b] = 0
∀h ∈ p. Then for all k ∈ k and h ∈ p we have B([k, b], h) = B(k, [b, h]) = 0, so that
[k, b] ∈ pB = k. However, [k, p] ⊂ p, so we conclude that [k, b] = 0 ∀k ∈ k. Thus
[b, g] = 0. As g is semisimple, b = 0, proving the claim.
It follows that the tangent spaces at z to theK-orbits through z, asK ranges over
all possible maximal compact subgroups of G, span Im(g→ TzX) (which is TzZ if
Z is a manifold at z). By Lemma A.5, WF(µ)∩T ∗zX ⊂ ∩K⊂GN∗z (Kz) = N∗zZ. 
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