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Abstract
The increasing demands for wireless spectrum and limited radio resources empha­
sise the need for more efficient spectrum sharing mechanisms. Dynamic spectrum shar­
ing (DSS) has been cited as a promising mechanism for managing the radio spectrum. 
The objectives are to achieve flexible spectrum usage, improve spectrum efficiency, and 
combat spectrum scarcity problem, which constitute the main motivations setting out 
the scope of this thesis.
This thesis, first, presents a comprehensive survey of the general principles of cur­
rent and state of art spectrum sharing practices, and approaches to future ones. A 
concise cell-coupling-based approach has been introduced as a model for the investiga­
tion of the influence when several competing mobile networks simultaneously coexist 
and share a common pool of radio resources. A simple centralised medium-term DSS 
(CDSS) model has been employed in order to enhance spectrum utilisation and achieve 
an interference-free communication environment. The global view of the CDSS leads 
to a quick path in reaching a stable system and achieving a near optimum spectrum 
configuration.
To align with the current trends, the thesis also investigates enabling technology 
for DSS in heterogeneous networks (HetNets) deployment, where factors such as ad hoc 
and distributed nature of network topology, heterogeneous network infrastructures, and 
several power profiles make the spectrum and interference management problem more 
intractable. The HetNet is modelled as a layer of closed access, randomly-located fem- 
tocells (FCs) overlaid upon a LTE radio access mobile network. In the context of 
dynamic learning games, this work proposes multi-objectives, fully distributed strat­
egy based on heterogeneous reinforcement learning (RL) model (CODIPAS-HRL) for 
the femtocells opportunistic access. We present two different learning strategies; the 
modified Bush and Mosteller (MEM) and the modified Roth-Erev (MRE). The self­
organisation capability enables FCs to autonomously identify available spectrum for 
opportunistic use, using HRL schemes, and tune their parameters accordingly in order 
to operate under restrictions of avoiding interference and satisfy QoS requirements.
Finally, the proposed work takes the advantages of calculating the learning cost, 
the convergence behaviour for different learning rates and provides comparisons be­
tween different learning strategies. The simulation results show the convergence of the 
learning model to a solution concept based on satisfaction equilibrium, under the un­
certainty of the HetNet environment and heterogeneous learning. Such a distributed 
intelligent scheme can provide a practical solution to the main challenges of spectral 
opportunity identification and interference management in future networks.
K ey words: Spectrum sharing, self-organisation, dynamic games, heterogeneous 
learning, cognitive femtocells.
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Chapter 1
Introduction
1.1 Background
Wireless communication is a broad and dynamic field that has spurred tremendous 
excitement and technology advances over the last decades. It is, by any measure, the 
fastest growing segment of the telecommunication industry. One of the main drivers of 
this growth is the adaptation of wireless systems to the customers demands. Users, cer­
tainly, expect a wide range of applications, services and capabilities. Consequently, and 
under regulatory constraints, operators and manufacturers are obliged to service this 
increasing demand by offering higher capacity networks, diverse services and advanced 
devices. This results in a fast moving and constantly evolving information societies re­
lying on advanced wireless communication coupled with the proliferation of intelligent 
devices.
In the last two decades, mobile technology has evolved rapidly from providing 
voice-only services in the IG networks, to the current packet-switched 3G networks. 
The latest UMTS release, HSPA-f, supports theoretical data transfer rates of 45 M bit/s 
at maximum [1,2], which facilitated the deployment of wide range of mobile services 
such as multimedia messages, broadcasts, online gaming, Internet access and mobile 
TV. Today, the evolution of wireless technology is still progressing with the deployment 
of the 4G of mobile telecommunications networks, comprising the LTE-Advanced and
1
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802.16m WiMAX. According to the International Telecommunication Union (ITU) such 
systems are required to provide access to a wide range of advanced mobile services, and 
the downlink rates of 100 Mbit/s for high mobility and 1 Gbit/s for low mobility [3]. 
The spectral efficiency and the achievable throughput of wireless systems have been 
improved significantly by the development of IMT-Advanced systems [3].
Each generation of the wireless cellular technology from the IG to the current 4G 
has enhanced the spectral efficiency to cope with the high capacity demand. The re­
search will continue on advance new technologies and capabilities. However, due to the 
natural limits of wireless communications and rapid growth demand, these enhance­
ment will not be sufficient. For instance, mobile operators have increased the number 
of cell sites by more than twofold over the past decade, initially for the growth of 
geographic coverage and more recently, for capacity expansion.
In an effort to accommodate demand, mobile operators are investing in their net­
works and employ a variety of solutions to increase network capacity. Nowadays, 
these investments have resulted in upgrades to mobile networks infrastructures, deploy­
ments of more spectrally efficient technologies and construction of different cell/network 
topologies. Emerging solutions such as advanced spectrum management, cognitive 
radio (CR), small cells deployment, and spectrum sharing offer promise as enabling 
technologies to achieve efficient use of the mobile spectrum. They provide potential so­
lutions to the current spectrum scarcity, in the near-term or midterm time horizon [4]. 
Advanced spectrum management enables more intelligent and efficient provisioning of 
resources matching users traffic patterns thus allowing operators to optimise spectrum 
utilisation and cope with cell/network load variations. Cognitive or software-based ra­
dio technology allows scanning of frequency bands or querying a geographical location 
database to exploit unused/ under-utilized spectrum white spaces. Small cells, typi­
cally called picocells or femtocells (FCs), are designed to be deployed as an overlay 
to the existing cellular networks to provide additional capacity or for coverage exten­
sion, and operate in the same licensed spectrum bands as the macro-cell layer. Finally, 
spectrum sharing allows multiple usage of the same spectrum bands between several 
networks/ technologies, thus, it is a promising solution to increase future wireless capac­
ity. In fact, the shift to the future generations (i.e. the 5th generation and beyond) are
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driven by objectives such as higher capacity, higher spectrum efficiency, more spectrum 
flexibility, lower infrastructure deployment costs, and capability of interworking with 
other radio access systems and networks [5].
1.2 M otivation and Scope
Predictions of growth in demand and number of smart phones are increasing over 
time. During the last decade, the wireless industry has achieved a compound annual 
growth rate (CAGR) of 20.8% for subscribers, that exceeded the forecast and most 
optimistic expectations [6]. According to the FCCs 2010 National Broadband Plan, 
predicted data demand in 2014 will be approximately 24 to 47 times data traffic of 
2009 [6]. Over the next five years, an 18-fold raise in mobile traffic is predicted. By 
2014, analysts predict a spectrum deficit of 275 MHz, and projected estimated 1200 
MHz and 1700 MHz bandwidth demand in 2020 [6,7]. Another estimate is that 7 
trillion devices will serve 7 billion user until 2017, as reported by the Wireless World 
Research Forum (WWRF) [8].
Therefore, the wireless industry has requested regulators and governments to re­
lease new spectrum to support this rapid increase in demand. However, by far most of 
the spectrum, especially at low frequencies, is completely allocated for various services. 
Conducted research into wireless systems critically question the efficiency of the cur­
rent rigid and fragmented allocations by regulatory bodies; measurements have demon­
strated that significant reuse opportunities do exist in the radio spectrum [9], [10]. The 
research clearly points out that this inefficient use is caused by the spectrum regulatory 
regime rather than the physical scarcity of vacant frequency bands, concluding that the 
current levels of spectrum utilization are not only limited by the capacity of the devices, 
but also by the policies and regulations that are in place.
One available solution is to re-farm the spectrum. However, spectrum re-farming 
approaches are considered as time consuming and too expensive. For example, the re­
farming of the 1755-1850 MHz band would need around 10 years and cost of 18 billion 
dollars as reported by the National Telecom Information Administration (NTIA) [8,11]. 
So, a more compelling alternative approach is to the development of efficient spectrum
1.3. Objectives
sharing techniques that allow multiple uses of the same spectrum bands. Indeed, shar­
ing radio frequencies could significantly increases spectrum efficiency and yields ma­
jor economic benefits [12]. Therefore, in support of spectrum sharing practises, the 
FCC in the U.S. and Ofcom in the U.K have released the TV White Space (TVWS) 
spectrum for unlicensed use, following the transition to digital television (DTV) trans­
mission, provided that the new services/ transmissions do not interfere with licensed 
services/ incumbent users [12]. Moreover, as part of the UK government’s plans to re­
lease 500 MHz spectrum below 5 GHz by 2020, the Ministry of Defence plans to release 
some military frequency bands for new sharing opportunities [13].
All these figures emphasize the motivation toward spectrum sharing. In fact, spec­
trum sharing can help operators to meet the current and projected capacity demands 
by facilitating coexistence of different wireless systems or networks. However, it intro­
duces new variables that have to be managed accordingly in the technological, politi­
cal/regulatory and business domains.
1.3 Objectives
Although dynamic spectrum sharing can play a key role in achieving a fully flexible 
spectrum usage in the deployment of the next mobile generations, it introduces new 
variables that have to be managed accordingly. Concretely, in the dense deployments 
of HetNets and in coexistence scenarios, interference does arise as the most limiting 
factor for the achievement of high spectral efficiencies, due to the exhaustive reuse of 
the frequency bands [14]. In this context, the work of the thesis focuses on designing 
an efficient dynamic spectrum sharing techniques that contribute to the spectrum as­
signment research. The ultimate goal is to increase the performance of networks in the 
shared spectrum, by providing a more efficient method of utilization, whilst minimising 
interference in communications environment.
First, the thesis investigates the scenario when several competing mobile cellular 
networks simultaneously coexist and share a common pool of radio resources. One of 
the main objectives of this work is to find answers related to how these primary/licensed 
networks can optimise their own spectrum usage, become available and are released for
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secondary market use, and how the secondary mobile networks find, in the fastest way, 
the best spectrum blocks and access them whilst ensuring compliance to primary net­
work constraints and achieve the required QoS levels. Initially, we consider a centralized 
approach benefiting from a global view with a full knowledge of the networks status. 
Thus, the central controller can manage the spectrum assignment task by knowing ex­
actly the impact that different spectrum assignments provoke between cells/networks.
The thesis then investigates enabling technology for spectrum sharing in HetNets 
deployment, particularly, when a layer of closed access FCs overlaid upon a mobile net­
work. In fact, the mobile cellular network can benefit from the centralized/cooperative 
nature of its’ network architecture. However, the FCs are users’ self-deployed devices 
with random locations. The decentralised and ad hoc nature of femtocell deployments 
raises the need for an intelligent, distributed and self-organized interference avoiding 
scheme. The main objectives are to enable distributed FCs to identify spectrum us­
age patterns (i.e., occupancy states), select resources out of the identified spectrum 
pools, and configure femtocell terminals to operate under restrictions of avoiding inter­
ference to both networks tiers and meeting QoS conditions. After an FC is installed, 
it should have the capability to interact with its environment and tune its parameters 
autonomously, in dynamic interacting multi-player games and under limited observa­
tions capabilities. This adaptation is subject to the noisy observation from the dynamic 
environment, where the convergence and fairness of the learning process among all FCs 
need to be investigated.
To sum up, the objectives of this thesis are to address the main challenges in 
spectrum sharing and coexistence over heterogeneous mobile networks and propose a 
suitable dynamic spectrum sharing framework to achieve efficient utilization of the 
spectrum and avoid excessive interference between different network tiers, with the 
necessary support for reconfigurability, collaboration capability, self-organization and 
learning.
1.4. Summary of the Contributions
1.4 Summary of the Contributions
The thesis presents a comprehensive survey and a critical study of the general 
principles of state of art spectrum management practices [15]. Moreover, we provide 
the following theoretical contributions:
• Evaluation of the impact of multi-cell, multi-operators spectrum sharing, where 
a concise cell-coupling-based approach has been introduced. A simple centralised 
medium-term DSS (CDSS) model has been defined and investigated in order 
to enhance spectrum utilisation and achieve an interference-free communication 
environment [16,17].
• Proposed fully distributed self-configuration algorithms for femtocells spectrum 
usage knowledge acquisition using methods from reinforcement learning (RL), 
namely; the modified Roth-Erev (MRE), and the modified Bush and Mosteller 
(MBM) learning strategies [18].
• Modelling the femtocells’ coexistence scenario as a dynamic, non-cooperative 
game with incomplete and imperfect information. Proposed the multi-objective 
reinforcement learning model, based on COmbined fully Distributed PAyoff and 
Strategy learning (CODIPAS) [19], for femtocells’ self-configuration and resource 
selection i.e., self-optimisation. To achieve spectrum knowledge awareness an 
utility function called spectrum modelling utility (SMU) is defined that performs 
self-configuration in order to identify spectrum opportunities. Another function 
called spectrum selection utility (SSU) has also been defined to handle optimisa­
tion of resource selection (to operate under the restrictions of avoiding interference 
and meeting QoS requirements) based on available spectrum pool [20].
• Based on heterogeneous reinforcement learning (HRL), heterogeneous learning 
game for femtocells resource configuration/ optimisation has been presented, des­
ignated as (CODIPAS-HRL). We study the convergence behaviour for different 
learning rates. A new accuracy metric is proposed to provide reasonable compar­
isons between the learning strategies’ behaviours. Also, for performance compar­
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ison, two ’’learning cost” functions have been considered in this research, namely, 
the collision cost and the reconfiguration cost during the learning process [21].
1.5 Thesis Structure
The general structure of the thesis highlighting the relationship between different 
chapters, is illustrated in Fig. 1.1. The remainder of the thesis is organised as follows. 
Chapter 2 includes a brief descriptions of background related to the work of this thesis, 
and presents a comprehensive survey of current and state of art spectrum sharing 
techniques.
The main contributions of the thesis are elaborated upon in Chapters 3,4 and 5. 
Chapter 3 focuses on designing a centralised dynamic spectrum sharing strategies when 
several competing mobile cellular networks simultaneously coexist and share a com­
mon pool of radio resources. Chapter 4 extends the scenario to consider heterogeneous 
networks, when a layer of femtocells overlaid upon a mobile network to provide oppor­
tunistic access for a closed group of users. The chapter presents machine learning based 
algorithms in order to exploit and obtain knowledge about primary spectrum usage, 
which could potentially facilitate the achieving of distributed DSS strategies. Chapter 
5 presents a complete framework for femtocells self-organisation and self-optimisation. 
The aim of Chapter 5 is to enable distributed FCs to achieve a desirable objective in 
dynamic interacting multi-player systems, under limited observation and heterogeneous 
learning strategies.
Finally, Chapter 6 draws final conclusions of the thesis and also outlines possible 
directions for future work that arise as outcomes of the findings reported in this thesis. 
Chapter 7 includes a list of author publications and the references.
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Chapter 2
Literature Review for Dynamic 
Spectrum Sharing
A most interesting proposal to address spectrum scarcity and rapid growth in 
demand for resources, is designing efficient spectrum sharing mechanisms. In this 
context, interference is the most limiting factor. Therefore, dynamic use of the spectrum 
has been presented in literature as an interference avoidance technique.
This chapter provides relevant background information to spectrum sharing and in­
terference management in two-layer network deployments. It highlights the main tech­
nical challenges associated with spectrum sharing in coexistence scenarios and HetNets. 
Also a review of the state of art spectrum and interference management practises and 
technical solutions that enable dynamic spectrum sharing is provided in this chapter.
2.1 Dynam ic Spectrum  Access
The implementation of dynamic sharing concept will require the development of 
new spectrum policies and regulations. Nowadays, the diversity of the envisioned dy­
namic spectrum access can be generally classified into three main models [22], [23]; 
exclusive use model, open sharing model, and hierarchical access model, as shown in 
Fig. 2.1.
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Figure 2.1: Taxonomy of Dynamic Spectrum Access
In the exclusive use model, although the spectrum are licensed to serve for ex­
clusive use (i.e. dedicated, licensed spectrum), it introduces more flexibility in the 
spectrum allocations and usages as compared to the fixed assignment regime [24] [25]. 
Two approaches have been introduced in this model; the long-term exclusive use and 
dynamic exclusive use. The long-term exclusive use approach manages spectrum in 
three dimensions, using space, frequency and type of service. However, the dynamic 
exclusive use approach, in addition, exploits time dimension. In this model, the flex­
ibility is introduced either by allowing the licensed access owners to freely trade and 
sell the spectrum, or by exploiting the spatial and temporal variation of different ser­
vices; i.e., the spectrum property rights and dynamic spectrum allocation approaches, 
respectively. From spectrum regulatory point of view, dedicated licensed spectrum for 
mobile networks is the mainstream approach to supports wide area coverage, capacity 
and efficient mobility. However, there are needs for more spectrum bands to cope with 
traffic growth. Moreover, the exclusive use model approaches cannot eliminate the 
white spaces in the spectrum that result from the bursty nature of the wireless traffic.
On the other hand, in the open sharing model, there are no licenses for exclusive 
use of the spectrum band. The spectrum (i.e. license-exempt/ unLicensed spectrum) 
is commonly shared among different users [26]. Centralized and distributed spectrum
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sharing techniques have been investigated to address the associated technical challenges 
under the open sharing model.
However, the basic concept of the hierarchical access model considers two types 
of users; primary user (PU), and secondary user (SU). While the former has the right 
and the priority to access the spectrum (i.e. being the licensed user), the secondary 
(unlicense/CR) user can opportunistically/simultaneously access the radio spectrum if 
it is not occupied or fully utilized by the incumbent users [22]. The hierarchical access 
concept can be aligned with one of the main spectrum usage principles; the autho­
rized/licensed shared access (ASA/LSA) based approach. ASA/LSA is a promising 
option that allow mobile users to unlock spectrum from current existing incumbent 
users that exhibit localized or low spectrum utilization e.g. military and satellite fre­
quencies. In order to avoid interference between the PU and SU, two approaches 
illustrate the sharing mechanism; the underlay approach and spectrum overlay (i.e., 
opportunistic spectrum access). In the underlay approach, the primary and secondary 
users simultaneously transmit such that the interference generated by the secondary 
user at the primary user is below the acceptable noise floor, e.g. using ultra wideband 
(UWB), Whereas the spectrum overlay approach allows the secondary user to re-utilise 
the spatial and temporal unused primary spectrum. The most important components 
of this approach are spectrum opportunity identiflcation and exploitation. The respon­
sibilities of the spectrum opportunity identification model are to accurately identify 
and intelligently track the unused frequency bands. While the spectrum opportunity 
exploitation model is responsible to adjust the transmission parameters to adopt the 
communication environment.
Spectrum opportunity is usually determined by the communication activities of 
the primary users. A channel regarded as an opportunity to a pair of secondary users, 
transmitter (Ptx) and receiver (Prx), if a successful communication can be hold over 
this channel without exceeded the primary users level of interference protection that 
defined by the regulatory policy [27]. Thus, the spectrum opportunity can be declared 
locally with respect to a particular lo-cation of pair of secondary users. The conventional 
definition of a spectrum opportunity, which can be exploited in frequency, time, and 
location, is often as a band of frequencies that are not being used by the primary user
2.2. Heterogeneous Networks Deployment 12
of that band at a particular time in a particular geographic area [27].
2.2 H eterogeneous Networks Deploym ent
Since the mobile industry began to take a global foothold in the 1980s, network 
sharing has existed in various forms, such as roaming, site sharing and even now the 
sharing of radio resources and networks’ core. So, mobile communication is character­
ized by its heterogeneity in terms of topologies, radio access technology (RATs), radio 
access networks (RANs). For instance, one example where the coexistence between dif­
ferent technologies/networks is a necessity that most of the frequency bands allocated 
for the deployment of LTE are existing IMT-2000 bands i.e., including WCDMA/HSPA 
and GSM [28].
Nowadays, new network paradigms are expected to be deployed such as small cells, 
as an under lay/over lay to the existing cellular networks. Typical examples are picocell 
and femtocells (FCs), which are placed within the coverage area of a macrocell and 
shared portion of the licensed users spectrum in order to provide capacity/coverage 
extension [14,29,30]. Fig. 2.2(a) illustrates coexistence scenario between two mobile 
networks with same cell structure (e.g., sharing base station and spectrum resources), 
while Fig. 2.2(b) depicts heterogeneous networks scenario; FCs deployed over mobile 
cellular network.
In this context, heterogeneous networks’ deployments refer to the deployment with 
a mixture of cells’ size, with different downlink transmission power, sharing set of 
frequencies and with overlapping geographical coverage. In fact, the issue of HetNets 
has raised the challenge of achieving efficient spectrum utilization in which cognitive 
management and self-organisation functionalities are essential to enable the dynamic 
selection of spectrum resources and minimize interference between networks’ layers [31- 
33].
2.3. Femtocells Network 13
Cellular 
Network 1
Cellular 
Network 2 Small Cells Cellular Network
(a) Coexistence between two mobile cellular net-(b) Heterogeneous networks; FCs deployed over mo- 
works bile cellular network
Figure 2.2: Illustration of co-located networks.
2.3 Femtocells Network
Femtocells, in 802.16m, are defined as low-cost, low-power randomly located users 
self deployed base stations. The FCs extend the coverage/capacity of the underlay 
existing cellular network to closed or open group of indoor users, where end-to-end 
communication is provided through the users broadband internet connection [34]. It 
is an attractive solution for mobile operators to improve coverage and provide high 
data rate services, within a small range, in a cost effective manner. The femtocell 
scenario depicts a user situation with low mobility and high demands on throughput, 
standardised since 3GPP release 8 as Home e Node B (H(e)NB) in LTE systems and 
Home Node B (HNB) in WCDMA systems.
The Femtocell access point is a consumer device deployed in an ad hoc fashion, 
just like a WiFi router. The low transmission power and small coverage area make 
the femtocell an affordable device, with expected cost under T200 [14]. In return, the 
consumer expects an improvement to connection speed, services quality, and longer 
battery life for their hand set mobile, due to the short communication distance to the 
FC access point. From an operators point of view, femtocells increase capacity, extend 
indoor coverage, and enable the exploitation of high frequency bands due to its short 
coverage [33]. Beside that mobile operators save on backhaul costs since FCs traffic
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Figure 2.3; Technical challenges in dynamic spectrum sharing (DSS).
are carried over wired residential broadband connections. Moreover, this enable the 
convergence of landline and mobile services.
Femtocells can support a limited number of users. In open access mode, like public 
WLAN hot spot, any user can access the femtocell’s services, where as in the closed 
access mode, only specific users have access to the femtocell. Users at home, generally, 
prefer closed access mode FC, as they own the rights of the purchased FCs, resources, 
electricity, and backhaul connection. In this mode, an excessive interference to nearby 
non-subscribed outdoor user is possible. In fact, for interference management, this is a 
more intractable scenario than open access mode [14].
2.4 Technical challenges
Various challenges associated with spectrum sharing in HetNets; technological, 
regulations and business challenges. The emphasis in this section is on the technolog­
ical challenges, although many of these are connected to the regulations and business 
domains. In the following, a short summery is provided on technical challenges and 
highlights of the main topics that are in the focus of this thesis, as shown in Fig. 2.3.
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2.4.1 C oex isten ce  M anagem ent
Coordination between multiple networks over a shared spectrum may be achieved 
through a coexistence infrastructure framework that could be implemented via a single 
centralized entity or be distributed across a number of nodes. The coexistence coordina­
tion mechanism is a necessity to guarantee reliable services to different network’s users. 
Several standardization and research efforts have been undertaken to establish a level of 
coordination between coexistence of different technologies. The European Telecommu­
nications Standards Institute (ETSI) has defined Reconfigurable Radio Systems (RRS) 
as a coexistence architecture for systems operating in TVWS [8]. The RRS is a generic 
concept, based on Software Defined Radio (SDR) and Cognitive Radio (OR), to enable 
self-adaptation to a dynamically-changing wireless environment with the aim of im­
proving spectrum utilization. Moreover, the Internet Engineering Task Force (IETF) 
has defined a Protocol to Access White Spaces database (PAWS) as a technique for the 
messaging between the white spaces devices and database manager [8]. Also, Carrier 
Sense Multiple Access (CSMA) and CSMA with collision avoidance (CSMA/CA) are 
common examples for distributed mechanisms used in the coexistence of WiFi with Zig- 
Bee and Bluetooth [35]. Another coordination approach is presented in [36] to enable 
coexistence between LTE and WiFi systems operating in shared spectrum. Simply, 
the work in [36] is based on introducing gaps into the LTE transmission and takes 
advantage of the CSMA nature of the WiFi system to enable coexistence.
However, coordination in the context of coexistence between multiple mobile oper­
ators are more challenging. In fact, coordinated mechanisms rely on two fundamental 
functions; awareness and management. Awareness refers to the knowledge of how the 
spectrum is being used, at a specific time and geographical area, in both networks. 
This knowledge could be obtained using different techniques, for example by sensing, 
learning, or database approach that maintains a list of available channels such as in 
TVWS. The management functionality on the other hand, is responsible for using this 
knowledge to manage how spectrum is allocated to both networks, so as to maximise 
certain network utilities. This includes actions such as release or add a channel as well 
as modify transmission parameters of a used channel. Both, the knowledge acquisition
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and resource management, are still an open research problems.
Further challenges in the spectrum sharing and coexistence studies include how 
to measure the impact that two or more networks can have when operating on same 
or adjacent frequency bands. There is always a trade off between cautious protection 
margins and maximising the efficiency of the under utilised spectrum. The former 
protects licence holders or primary networks from unacceptable interference levels, while 
the latter is a requirement for the secondary network to have an efficient, fairness and 
reliable communication connection for its own users. The key objective is to manage 
the degradation of the primary utility, with potential gain on secondary utility in the 
business domains. In fact, development of models in order to capture metrics or key 
performance indicators (KPIs) such as aggregate interference, mobility, and resulting 
outage probability in complex spatial and temporal scenarios are still open research 
questions, particularly, in HetNet scenarios when one network has higher transmission 
power as compared to other co-located networks.
Finally, large number of current research on coexistence issues focuses on scenarios 
in which at least one of the networks involved is a broadcast network which, generally, 
have continuous transmission and less temporal dynamic, such as TVWS. However, spa­
tial and temporal dynamics, congestion, interference, regulatory constraints and variant 
channel conditions on mobile network spectrum sharing make it more challenging to 
guaranteed access for users, particularly in densely populated areas.
2.4.2 Interference M anagem ent
It is generally acknowledged that interference in HetNets deployment is the most 
limiting factor for the achievement of high spectral efficiencies [5,33]. For instance, 
exhaustive reuse of the frequency bands could consequently lead to high interference 
levels, which considerably reduce the achievable spectral efficiency. Interference man­
agement is the key issue in all the proposals of frequency assignment in future networks.
Generally, the interference in two-layer network deployments can be classified into 
Co-layer interference and Cross-layer interference [5]. The Co-layer interference refers 
to the interference caused by network elements that belong to the same network layer.
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For instance, intracell interference, when it takes place between transmissions from/to 
users served by the same cell (macro/femto-cell) or intercell interference when it affects 
to transmission from/to users served by different cells in the same layer. On the other 
hand, the Cross-layer interference is caused by network elements that belong to different 
network layer (same as inter-operator interference in multi-operator scenario or the 
interference between macrocell and femtocells).
An OFDMA radio interface is usually free of intracell interference because packet 
scheduling mechanisms only allow that a resource block (i.e., a given chunk in a given 
frame of the time-frequency grid) can be assigned to a single user, within a cell, at a 
certain time. However, intercell interference cannot be easily avoided with scheduling 
mechanisms, due to the lack of coordination between different cells, and the spatial 
and temporal traffic variations. Coordination between neighbouring cells is required 
as an important strategy to avoid interference. Interference coordination schemes are 
classified with respect to their time-scale of operation into static schemes and dy­
namic schemes. Static scheme is performed during the network planning phase (off-line 
schemes). While a dynamic scheme adapts instantly to changing network condition 
i.e. traffic or load distribution. Initial work considered the concept of Frequency 
Reuse Factor (FRF) in the OFDMA cellular network, where orthogonal subsets of 
sub-channels are disterbuted among cells [37]. However, FRF schemes considerably 
reduce the cell capacity. Further approach considered spectrum fragmentation between 
the center and the edge of the cell [38]; a central sub-band and an edge sub-band. 
Different mechanisms of dividing the spectrum band can be found in [39], among these, 
Partial-frequency reuse and Soft-frequency Reuse are most common techniques. More­
over, a more dynamic approach of managing the FRF have been presented in [40-42], 
where the frequency reuse factor of each OFDMA subchannel is dynamically adjusted 
to avoid intercell interference and maximise total system throughput, while satisfying 
users throughput QoS constraints.
For OFDMA FCs deployment, an approach to avoid cross-layer interference is the 
use of orthogonal channel assignment, in which the spectrum is divided into two parts; 
one part of the spectrum is used by the macrocell layer while the second part is used 
by the femtocells [29,43]. The orthogonal channel assignment approach is inefficient
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Figure 2.4: Resource optimisation techniques.
in terms of spectrum reuse, however optimal from a cross-layer interference point of 
view. As an alternative approach, the two network layers share the subchannels in 
co-channel assignment. Although this approach is profitable and efficient for network 
operators, from a technical stand-point, it is more intricate. Indeed, interference man­
agement could become intractable with the advent of network deployments which are 
decentralized in nature and probably composed of random located nodes.
2.4.3 R esource M anagem ent
The resource allocation problem has been investigated in the literature and ad­
dressed as non-deterministic polynomial NP-problem [44-46], and few studies consider 
linear formulations to solve the optimization problem [47]. In fact, classical approaches 
in resource allocation problems, where each node has only one variable to optimise, 
can be easily reformulated as convex optimization problems for which distributed algo­
rithms along with their convergence conditions are available in literature [48,49]. This 
section gives a brief introduction to the algorithms in the literature, that have been used 
in the context of DSS and self-organizing networks with their respective advantages and 
disadvantages, as shown in Fig. 2.4.
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Prom the field of linear algebra, analytical optimization has been used in litera­
ture using linear optimization techniques and linear programming. Several attempts 
tried to formulate the resource assignment optimization problem into mathematical de­
scription; maximizing a profit or minimizing a cost function while satisfying a certain 
constraint [50]. For high density deployment, although linear optimization finds an 
optimum solution, it is at extremely high cost if it is applied to solve NP-hard problem, 
beside its low scalability and very long convergence time compared to the combinatorial 
optimization algorithms.
Combinatorial Algorithms are extensively used in literature to solve optimization 
problems, in which a trade off between solution optimality, algorithm convergence time 
and complexity has been considered [44,50-53]. In computer science, metaheuristic 
methods can solve optimization problem by iteratively trying to search for an opti­
mal solution over a discrete search-space, with regard to a given measure of quality. 
Popular metaheuristics algorithms that have been used to solve resource assignment 
problem (i.e., optimisation problem) include Genetic Algorithm (GA), Greedy search 
(GS), Simulated Annealing (SA), Tabu Search (TS), and Particle Swarm Optimization 
(PSO) [54-58].
Genetic algorithm is a search mechanism, based on the Darwinian principles. GA 
have been used for solving complex optimization and obtaining optimal/near optimal 
solutions via iteration of solutions search and evaluation [59-61]. The algorithm starts 
by a random set of candidate solutions encoded in artificial chromosomes represen­
tations. Each chromosome (candidate solution) is evaluated using a fitness function. 
Chromosomes with high value are selected to produce offspring for the next generation 
through the use of the crossover and the mutation operation. The evolution process 
proceeds for a given number of generations, or terminates when it obtains a satisfactory 
chromosomes, which is decoded as a good solution for the optimization problem. It has 
been widely used for complex optimization, especially for DSS and resource assignment 
problems whose able to autonomously generate a good configuration (i.e., not optimal 
but good solutions) through iterated evaluation of the objectives [44,51,62].
Greedy search is one of the problem solving algorithms based on heuristic ap­
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proaches [50,63]. The Greedy search starts with a random solution. Then, by cal­
culating the gradients with respect to its neighbourhood solutions, it selects the best 
solution for the next iteration, with the hope of finding the global optimum after a 
number of iterations. The main advantage of greedy search is that it is lower com­
plexity and cheap, both in space and time. The main drawback, however, is that the 
algorithm does not operate exhaustively on all the candidate solutions which may po­
tentially converge to local optima. So, it is ideal for problems which have ’optimal 
substructure’. One attempt to escape from the local optimum is to select more than 
one good solution at each iteration. However, for high number of iterations this may 
lead to high complexity [50].
Also, Simulated Annealing is a general probabilistic metaheuristic technique to 
find good solutions and avoiding local optima [50,55]. At each iteration, the SA prob­
abilistically decides either to stay at this state (solution) or to move to neighbouring 
solution in the search space. Mainly, same as the Greedy Search, however the selection 
of a solution for the next iteration not necessary better than the current one. The so­
lution’s selection for the next iteration is assigned with probability which decays as the 
algorithm iterates, in order to scape from local optima. The transition probability from 
the current solution to any other candidate new solution is specified by an acceptance 
probability function. The acceptance probability function is based on the temperature 
of the system and the energies of the two solutions [55]. Typically, the SA repeats 
this step until the system reaches a good solution, or until a given computation budget 
(e.g. processing time) has been exhausted. Simulated Annealing has been widely used 
for resource assignment optimization problem [45,52,53,64]. Its methodology has been 
integrated in the planning tools to find efficient frequency allocations, as well in the 
dynamic allocation using appropriate triggering indicators.
However, Tabu Search (TS) increases the performance of the local search method 
by adopting memory structures [50,56]. The algorithm starts by evaluating the current 
random solution and its neighbourhood. If a better solution is found in the neigh­
bourhood, it will be selected for the next iteration. Any bad solutions identified while 
searching process will be used to create tabu strategy, which will eventually reduce the 
search space and prevent to return to recently visited solutions till a good solution is
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found. The memory structure in TS called tabu list (TL), which, as mentioned, used 
to avoid cycles in the solution space. If the next solution from the neighbourhood have 
been visited in a previous iteration, the TS forbids this selection. Indeed, the size of 
the TL, which called tabu tenure (TT), has an impact on the optimality of the TS 
algorithm [65,66].
Finally, Particle Swarm optimization (PSO) is also a population-based metaheuris­
tic computational method that is trying to improve a candidate solution and iteratively 
optimises a problem. In the PSO, each solution in the population is named as a par­
ticle, associated with a position and a velocity and moves around the solution space 
according to simple mathematical formulae [57,58]. Each particle guided toward its 
local best position and then toward a global good solution by considering cooperation 
with other particles. The low complexity, high efficiency and distributed nature of the 
PSO algorithm constitute its significant implementation in spectrum assignment prob­
lem and resource management. Therefore, the selection of PSO algorithm has been the 
subject of much recent research [67,68]
All of the aforementioned metaheuristic search algorithms can provide trade off 
between the optimality of the solution and complexity. However, the evaluation and 
ranking of each candidate solution with the problem’s objective make the metaheuristic 
algorithms more suitable as off line schemes. Moreover, it is difficult to apply these 
algorithms in distributed fashion, due to the lack of global and complete channel infor­
mation, distributed nature and unknown number of nodes.
In fact, learning techniques are suitable for the problems that have some pat­
terns exist in the solution space. So, resource management could be implemented by 
means of learning algorithms. In literature, there are several classification of learning 
techniques [69]. We discern three types of learning: unsupervised, supervised and Re­
inforcement learning RL (semi-supervised). The basic idea of RL is that the agents 
learn to achieve their goals from the cumulated experience obtained from the environ­
ment. The learning agent can sense the state of their environment, and can choose 
actions based on the receive rewards from the environment. Therefore, RL learns from 
this interaction with the environment and not from the correct patterns given by an
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external supervisor as occurs in supervised learning. Which, as well make it different 
from the unsupervised approach where there is no feedback from the environment at 
all [70]. Due to its self-learning characteristic, the potential use of RL algorithms in 
resource management problems was considered in literatures [71-74]. However, even 
the RL algorithms originally presented in literature within the context of single player 
learning, in which the coordination between multi-players/ networks is the strength of 
game theory.
The use of game theory has been widely investigated in spectrum sharing tech­
niques and allocation problems [75-81]. The similarity between the game theory con­
cept and the communication environments eases to formulate communication problems 
into various types of games, depending on the considered scenario along with its busi­
ness profile and underlying assumptions [80]. For instance. In a non-cooperative game, 
the network is decentralized and each player acts in selfish manner such as to optimise 
his own performance without any concern about other players performance. While, in a 
cooperative approach (mainly in centralized networks or when signalling infrastructure 
between different competing nodes/networks exists), the main target is the global per­
formance of the network and all the players share the operation of maximizing common 
benefit. Indeed, non-cooperative dynamic game enables to derive efficient distributed 
dynamic spectrum sharing schemes, which is an attractive solution when centralized 
controller is not available and self-organized approaches are necessary.
To sum up, machine learning based with game theoretical formulation algorithms 
(i.e. learning games) are promising techniques to manage and optimize spectrum, 
particularly in HetNets scenarios where the classical approaches cannot be successfully 
applied.
2.5 DSS Envisaged Technical Solutions
Non-contiguous channel aggregation provides an efficient way of utilisation, partic­
ularly knowing that the shared spectrum is typically non-contiguous in nature. This 
emphasises the need for a flexible and wideband radio to operate in the shared spec­
trum. Therefore, an envisaged technical solutions to achieve dynamic spectrum sharing
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and an optimum use of the radio resources could be found in the interaction between 
three main technologies; Cognitive Radio (CR), Self-Organisation Network (SON), and 
advance spectrum management (ASM), In the following, short descriptions are provided 
for each technology [82-87].
2.5.1 C ogn itive R adio
Cognitive Radio, envisioned by Mitola in 1998, has gained much attention and 
prominence in view of the shortage of the radio spectrum [82-84]. Cognitive radio is 
one enabling technology for dynamic spectrum sharing and such intelligent radio po­
tentially has the ability of self reconfiguration and adaptation to the communication 
environment. The ad hoc network scenario typically includes high dynamics and dif­
ferent nodes and users. Therefore, adding the cognitive feature to the conventional 
ad hoc network allows more adaptation to the dynamic radio environment, minimises 
interference to other CRs and coexistence licensed users, and introduce more spectral 
efficiency.
The major functionalities of the cognitive radio systems are spectrum sensing, spec­
trum decision, spectrum sharing, and spectrum mobility [88]. Spectrum sensing refers 
to the detection of the unused portion of the primary user spectrum and estimation 
of the channel state information. Spectrum decision and spectrum sharing refer to the 
spectrum managenient which controls the opportunistic spectrum access and QoS pro­
visioning. The cognitive radio can allocate a channel based on the regularly policies and 
spectrum sensing results. Coordination among multiple cognitive radio users is needed 
to prevent collision in the available portion of the spectrum. Finally, in spectrum mo­
bility, the cognitive radio user is regarded as visitor to the primary user spectrum, and 
a reliable communication cannot be sustained for a long time if the primary user uses 
the licensed spectrum frequently. Therefore, the cognitive radio system should support 
mobility to continue the communication in other vacant bands.
Femtocells coupled with cognitive functionalities are known as Cognitive Femto­
cells, which makes it more intelligent. Cognitive femtocells have the capability to locate 
any vacant spectrum bands and adjust their transmission parameters such as to pro­
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vide connectivity to their own users. Such mechanism provides efficient solutions to the 
challenges faced due to projected dense deployment of femtocells in the future [89,90].
2.5 .2  Self-O rganisation
The complexity and large number of network parameters and rapid expansion in 
number of base stations are the main drivers that calling for Self-Organizing Networks 
(SON). SON is one of the promising areas for mobile operators to save operational ex­
penditures (OPEX) and increase spectral efficiency [84]. With high level of automated 
operation in mobile networks, the interaction of human can be reduced, therefore, the 
capacity of the network can be increased. SON is a communication network, which 
composed of several elements, that has the ability to perform a set of functions in order 
to sustain both network quality and a satisfying user experience, without the need to 
a human intervention [85]. The distributed nature and the autonomous behaviour of 
each entity are the main attribute of a self-organized system.
The main functions of the SON are; configuration, planning, optimization, man­
aging and healing [69], as shown in Fig. 2.5. Self-configuration and Self-planning ease 
the planning phase of the network ( cell initialization, neighbour eNBs/FCs discovery). 
Newly deployed nodes (eNBs/FCs) will automatically configure themselves, e.g. ra­
dio parameters, with the system operation by automatic installation procedures i.e., 
plugplay fashion. The Self- configuration process starts when the eNB/FCs is pow­
ered up until the RF transmitter is switched on. Self-planning combines configuration 
and optimization capabilities to dynamically re-compute parts of the network, where 
the aim is to improve parameters affecting service quality. Self-Optimization helps to 
optimise radio resources and improve network quality, which includes QoS, network 
efficiency, cell coverage, throughput, and cell capacity, based on received measurements 
from users terminals and base stations. It is ”on the fiy” process starts when the RF 
interface is switched on. Self-managing and self-healing are the automation of Oper­
ation and Maintenance (0AM) functions for the network which encompasses a set of 
key functions designed to cope with major service failure.
SONs functions and algorithms can be can be deployed in centralised, distributed
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Figure 2.5: Self-Organization functionalities
and hybrid approaches. In the centralized approach, the SON algorithms are executed 
in a dedicated central entity or a subsystem created in 0AM, within the mobile operator 
network. It is easy to be deployed, however, there is a low support for optimization 
cases among different operators. In Distributed SON, the algorithms are executed in 
eNBs/FCs, in which cooperation is possible through the X2 interference of network 
gateway. However, coordination of large number of eNBs or in dense deployment of 
FCs is difficult. While, in the hybrid SON, part of the algorithms are executed in the 
eNBs/FCs, while others are executed in the 0AM system. So, it adds flexibility to 
support different kinds of optimization cases. But on the other hand, the hybrid SON 
needs lots of deployment effort and interface extension work.
2.5 .3  A dvance S p ectrum  M anagem ent
One fundamental approach to increase spectral efficiency and achieve a dynamic 
utilisation is to enhance spectrum management practices. Generally, Advance Spec­
trum Management comprises two main functions; Joint Radio Resource Management 
(JRRM), and Dynamic Spectrum Assignment (DSA), which are applied at different 
time scales [86,91-93], as shown in Fig. 2.6.
2.5. DSS Envisaged Technical Solutions 26
BW RAT 1 BW RAT 2 BW RAT 1 I BW RAT 2
Intra-DSA
RAT1 j  Inter-JRRM RAT 2
ntra-JRRM Intra-JRRM
Operator Network 1
Inter-DSA
Operator Network 2
BWoptI I BWopt2
Figure 2.6; Advance spectrum management concept; Joint Radio Resource Manage­
ment (JRRM) and Dynamic Spectrum Assignment (DSA).
The DSA targets to adapt the usage of resources to the current composite network 
needs and exploit the temporal and spatial variation in the traffic demand, on mid- 
long-time frame, based on the spectrum usage’s regulatory framework and operators’ 
policies [94,95]. It is the process that enables the dynamic management (assignment, 
de-assignment, sharing, and trading) of spectrum blocks within a single/multi RATs 
and multi-cells/ multi-operators level, while avoiding harmful interference situations. To 
this end, two different layers of DSA are identified; intra-operator and inter-operator 
DSA. The Intra-operator DSA enables the dynamic management of radio resources 
within single or between different RATs within a given operator. While inter-operator 
DSA considers managing the spectrum between different operators [86].
The JRRM is responsible for the joint management of the available radio resources 
in short-term scale, between the different, maybe heterogeneous RATs, in single/multi­
operators domain. It is the process that enables the management (assignment, de­
assignment) of users to each RAN [86]. The main task of the JRRM is to select the best 
radio access for each terminal’s sessions based on the requested QoS, radio conditions, 
access network conditions, user preferences and network policies. Vertical handover
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Figure 2.7: Dynamic Spectrum Assignment (DSA) framework.
constitutes the key procedure in support of JRRM. The purpose of JRRM is to ensure 
the efficient use of the available radio resources of the coexisting networks, support 
of load sharing and policy management across RATs/RANs while sustain the end-to- 
end QoS, in a self-organised way. Two layers of JRRM are identified; intra-operator 
and inter-operator JRRM. The intra-operator JRRM is responsible to assign users to 
different RATs in the same operator network, while the inter-operator JRRM flexibly 
assign users, belonging to different operators, to the available RATs, with respect to 
the policies and regulations [86].
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2.6 State of Art Dynam ic Spectrum  Sharing
2.6.1 Technical Fundam entals
In the literature, with regards to the RRM, several channel allocation schemes 
had been proposed i.e. fixed channel allocation (FCA), dynamic channel allocation 
(DCA) and hybrid channel allocation (HCA) [96]. In the context of cellular networks, 
the FCA allocates channels permanently to each cell, with a given reuse pattern. So, 
the performance suffers from poor flexibility due to the bursty nature of the cellular 
systems’ traffic. In the dynamic channel allocation (DCA), all channels are shared 
in a common pool. The channel from the pool is assigned to each arrival call if the 
carrier to interference ratio (CIR) constraint is satisfied. So, under high load conditions, 
such scheme will be inefficient. In the Hybrid channel allocation (HCA), all available 
channels are divided into two sets; fixed and dynamic sets. The fixed set contains a 
number of channels assigned to cells as in the FCA bases, while channels in the dynamic 
set are shared among all the users in the system, which introduces more flexibility.
With regards to the DSA, several traditional DSA implementation schemes have 
been identified; namely the contiguous DSA scheme, the fragmented DSA scheme, and 
cell-by-cell DSA scheme [97]. In the contiguous DSA scheme, different RANs allocated 
to contiguous blocks of spectrum separated by a guard band. Although this will add 
the flexibility to manage the spectrum according to time variation and simply con­
trol the interference between the networks, the size of one RAN is dependent on its 
adjacent RANs and an increase in one RAN is a reduction in the available adjacent 
RANs spectrum. The fragmented DSA scheme overcome this limitation where a pool 
of spectrum shared among different RANs, and any RAN can be assigned to several 
small blocks of spectrum. However this will introduce more spectrum fragmentations 
and complexity to mitigate interference; which could significantly reduce spectrum effi­
ciency. Moreover, these two schemes (the contiguous and the fragmented DSA schemes) 
are only performed to exploit temporal variation assuming uniform geographical spec­
trum demand, which is not a realistic assumption. The cell-by-cell DSA scheme is more 
adaptive to temporal and spatial variations, where the spectrum allocation of individ­
ual base stations of each RAN changes over time and space. Indeed, such gain will
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introduce more difficulties to the DSA algorithm to coordinate between RANs, which 
subsequently leads to the most complex interference control issues where cells using 
different RATs.
2 .6 .2  Fram ew ork A rch itectu re
Several dynamic resource assignment strategies have been presented in literature, 
and they mainly can be classified based on their functional architecture into centralized, 
semi-distributed and distributed schemes [97-99].
In the centralized approach, a central entity (spectrum broker) is required to per­
form spectrum assignments among several cells/networks (e.g. meta-operator in multi­
operator scenario, RNC or CN within one operator network). The central manager 
is responsible to collect information from network’s entities and find the optimal fre­
quency allocation to each cell [100], [101]. Although the centralised approach leads 
to a quick path in developing stable DSA systems with global view, the large amount 
of data to be collected and managed leads to low scalability of such scheme. For in­
stance, in the context of FAFs, as underlay/overlay coexist with the cellular network, 
the number and position of the femtocells are initially unknown, and its communication 
with the central broker through the back-haul networks could rise the issue of latency, 
concretely, in dense deployment of femtocells [29].
The semi-distributed approach cope with concept of self-organizing networks where 
the authority to reallocate the carriers/ sub-channels is handled at the cell level in non- 
cooperative and cooperative manner [100], [101]. In the non-cooperative solution, nodes 
(i.e. cells or femtocells) act in autonomous manner so as to maximize the throughput 
and QoS for its users. Such method may causes harmful interference and decays to 
greedy, however, it is needed when there is no physical interface to share information 
between nodes (i.e. cells in the UMTS cellular network). In the cooperative approach, 
nodes are allowed to share information through common coordination channel (CCC) 
to achieve a global vision of the whole networks. Future trend, within the context 
of cellular networks, considers an inter cell signalling interface between adjacent cells 
which is facilitate the distribution of the resource management tasks and interference
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mitigation. Fore instance, the X2 interface in the 3GPP LTE enables the Inter-Cell 
Interference Coordination (ICIC) procedures [5]. The aim of ICIC strategies is to de­
cide a set of restrictions and preferences over the usage and transmission power of the 
chunks in a given eNB, so that intercell interference is mitigated. Some interference 
indicators have been standardized. Regarding the downlink transmission, the Relative 
Narrowband Transmit Power (RNTP) indicator is shared through the X2 interface, 
which, roughly, anticipates the spectrum assignment that each cell is going to use in 
future. Hence, it can be considered that ICIC is a framework for developing decentral­
ized spectrum assignment strategies, since each cell (eNB) independently executes this 
functionality [102].
However, in the context of FCs deployment, FCs could directly exchange informa­
tion about their channels usage and spectrum needs through the femtocell’s gateway and 
based on mobile terminals measurements, using a direct link similar to the X2 interface 
in LTE. In case that FCs are not visible to each other, an alternative approach consid­
ers measurement reports, which are periodically carried by FCs’ users [34], [43]. The 
measurement contain information such as active sub-channels, received signal strength, 
and list of neighbouring macros and femtocells. Thus, these information can be post­
processed at each FC to establish interference relationships between neighbouring cells 
and to identify forbidden subchannels.
Indeed, the distributed approach (also referred as Dynamic Spectrum Selection 
DSS) is the focus of CR [103,104], where intelligent terminals at the user end capable 
to sense the spectrum, and adjust their operational characteristics such as transmission 
power and frequency in order to access the spectrum resources. Distributed scheme 
transfers intelligence and complexity to edges devices, and hence cost to consumer. 
However, it has several hardware implementation challenges.
2.6 .3  D SS and Interference M anagem ent
To cope with the technical challenges of interference management in Heteroge­
neous Networks Deployments, researchers have suggested a variety of solutions, such as 
interference cancellation and avoidance techniques [105-108]. In the interference can­
2.6. State of Art Dynamic Spectrum Sharing 31
cellation techniques, the received signal along with channel estimates are used to cancel 
the interference and decode the desired information, at the receiver end. For instance, 
a Vandermonde preceding technique for two layer networks proposed in [106] achieved 
zero interference communication, given that perfect channel knowledge between pri­
mary network and cognitive/secondary network are assumed. The main emphasis here 
is on interference avoidance techniques, particularly, advance spectrum management 
techniques in which dynamic utilisation is applied in order to avoid co/cross-layer in­
terference.
From resource management point of view, when several operators share a common 
pool of spectral resources, one approach considers that a primary operator manages and 
optimises its own spectrum utilisation to generate accessible spectrum opportunities for 
other radio technologies or other operators [62,109,110]. The other approach considers 
that all operators simultaneously coexist and manage jointly the shared spectrum [47, 
107,108].
The research in dynamic spectrum sharing can be generally applied into two dif­
ferent time scales; short-term resource assignment and medium/long-term resource as­
signment, which are the tasks of the Radio Resource Management (RRM) and Dynamic 
Spectrum Assignment (DSA) schemes, respectively. The author in [92] demonstrates 
a complete mathematical model, including short-term and medium/long-term resource 
assignment, for the analysis of dynamic spectrum sharing of two wireless networks in 
single cell scenario.
2.6.3.1 Short-term Resource Assignment
As regards the short-term assignment, in [107,111], authors have proposed a central 
spectrum sharing algorithm to exploit the instantaneous spectrum utilisation between 
two Universal Mobile Telecommunication System (UMTS) operators, where an agent 
dynamically assigns the resources during connection setup phase. However, this work 
is limited by the necessity of joint call admission policy among all UMTS operators. 
Moreover, in [108], it ignores the effects of multi-cell multi-operator interference and 
mainly focuses on managing resources within a cell. Indeed, the impact of multi-cell
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interference with resource scheduling strategies was addressed in [109]. However, this 
concept is generic and only applicable for single-carrier spread spectrum based systems. 
A fuzzy neural based algorithm, including a reinforcement learning mechanism, for 
JRRM operation in a single operator scenario has been proposed in [71].
In the context of OFDM based cellular networks, many resource allocation algo­
rithms have been proposed to take advantage of the spectral flexibility of the OFDM 
interface and the multi-user diversity. A comprehensive survey and comparisons of re­
lated models and analytical approaches are provided in [112]. Most of the strategies in 
literature can be classified based in their objective into rate adaptive approach, margin 
adaptive approach, and utility function approach [113]. In the former, the objective is 
to maximize the overall system throughput taking into account the power and inter­
ference constraint. In the margin adaptive approach, the objective is to minimize the 
transmitted power while satisfying the data rate requirements of each user. The author 
in [114] presented a centralized heuristic optimization algorithm to control co-channel 
interference and maintain QoS requirements in multi-cell scenario. To overcome the 
need for a centralized entity that has to manage and exchange information for the 
whole network, a decentralized algorithm has been presented in [115] where resources 
are assigned in short term base. In the utility function approach, each user has a 
utility function for a given resource and the objective in general is to maximize the 
average utility of the system. Such an approach was presented in [116] to improve fair 
assignments for the users in the central and edge regions of the cell.
For the scenarios in which multiple RATs coexist, the author in [72] proposed a 
dynamic JRRM algorithm based on Reinforcement Learning (RL) to exploit the com- 
plementaries between LTE and UMTS technologies. In [72] autonomous RL agents 
implemented in each base station which decide the RAT to each user. Moreover, a cen­
tralized approach had been presented in [94] considering self optimization schemes based 
on Immune Genetic algorithm. The Immune Genetic algorithm is a traditional GA, 
which introduces a new operator called Immune operator to accelerate self-optimization 
process. Although the results in [72] and [94] have shown the advantage of the adaptive 
JRRM as load balancing mechanism, the simulation is limited for single cell scenario, 
and further study has to consider multi-cell multi-operator environment. In fact, JRRM
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for multi cell scenario, including WLAN, UMTS and GERAN access technologies, has 
been studied in [71] based on Fuzzy neural systems. The selection of the most suitable 
RAT for each user have been carried out as Load-based JRRM (LJRRM), in which 
least loaded RAT selected, or Path-Loss JRRM (PLJRRM) in which the mobile mea­
sures the lowest path loss, then the bandwidth will assigned accordingly. For the same 
scenario, multicell and multi-RAT, the author in [73] studied the advantages of the Re­
inforcement Algorithm learning capabilities in RAT selection and bandwidth allocation 
for each user.
2.6.3.2 M edium /long-term  Resource Assignment
In the context of single RAN, the author in [117] proposes splitting of the archi­
tecture of the DSA into Temporal DSA (TDSA) and Spatial DSA (SDSA) in order 
to solve resource allocation problem for UMTS cellular network. Regional spectrum 
brokers (RSBs) are responsible to coordinate and handle the spectrum demands be­
tween regions. Nevertheless, the complexity of such schemes depend on the number 
of cells/operators and constraints involved in the optimization problem. The authors 
in [51,62] proposed a multi-objective genetic algorithm (GA) model to optimise spec­
trum utilization within a single RAT/RAN, where the spectrum considered as function 
of space and time. Indeed the algorithm in [62] facilitates to use the minimum amount of 
the available spectrum while satisfying the QoS constraints, which creates an accessible 
spectrum for secondary cognitive radio networks and opportunistic access. GA has also 
been investigated in [44] for WCDM downlink (DL) systems with more accurate inter­
cell interference representation based on the properties of the coupling matrix [118,119]. 
A centralized advance spectrum management (ASM) methodology for WCDMA uplink 
networks using Simulated Annealing (SA) and Reinforcement learning (RL) optimiza­
tion was studied in [45] and [110] to evaluate and adjust spectrum assignment to cells 
with the aim to increase spectral efficiency.
In the case when multiple RANs coexist, game theory enables us to derive efficient 
distributed schemes and it has been widely investigated in spectrum-sharing techniques 
and allocation problems [91,120-123]. A game theoretical overview of dynamic spec­
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trum sharing and developing an efficient distributed spectrum sharing scheme is pro­
vided in [122]. Particularly, in the context of hierarchical access with the presence of 
primary and secondary operators, Stackelberg game [120] has been applied to the inter­
operator spectrum sharing problem. The Stackelberg equilibrium (SE) constitutes a 
solution concept based on the best response strategy for the primary and secondary 
operators. In [121], a non-zero sum game is formulated for dynamic spectrum sharing 
between two cellular networks. The convergence of the proposed algorithm is based on 
Nash equilibria (NE) concept. While the author in [91] proposed a DSA and JRRM 
combining scheme for resource allocation in cooperative network with the help of Shap- 
ley value model in cooperative game theory. Moreover, dynamic spectrum allocation 
priority-based sharing and negotiation between network operators, with multi-class ser­
vices, presented in [123].
In the context of OFDM systems, [124] proposed resource assignment in two tem­
poral scales; cluster level and cell level. At the cluster level, a medium-term resource as­
signment is used to allocate sub-channels to the cells aiming to maximize cells through­
put and minimize interference. At the cell level, a short-term resource assignment is 
performed to schedule users transmission in the available sub-channels based on the 
channel state information CSI received by the users. However, there is no insurance 
to sustain users QoS requirements. A more elaborated scheme was proposed in [116] 
where the sub-channels are assigned to different cells based on users QoS requirements 
per cell. However, the interference issue needs to be addressed. In [125] a novel medium 
term DSA algorithm for multi-cell OFDMA scenarios has been proposed. However, it 
mainly focuses to improve the spectral efficiency of one network, without degrading the 
users QoS, and to create more spectrum for secondary usage.
2.6 .4  D istr ib u ted  Interference M anagem ent in F em tocells
To cope with the technical challenges of interference management in FCs, re­
searchers have suggested a variety of solutions. The author in [14] summarised the 
main techniques to tackle the FC’ interference problems in a distributed manner. For 
instance, in [126], a cognitive FCs with spectrum sensing functionality is proposed.
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This enables the PCs to sense the environment, recognise an interference signature 
and reuse available channel such that to not cause interference to the macro or nearby 
PCs. A similar approach is presented in [127], where the avoidance scheme is based on 
spectrum sensing results and scheduling information obtained from macrocells through 
the backhaul. However, despite the overhead of information exchange between the 
macrocell and PCs, there are many challenges that become a bottleneck for spectrum 
sensing practical implementation [128], such as hidden node problem, amount of data 
ex-change in cooperative sensing, coordination between multiple sensors and tradeoff 
between sensing and transmission time.
On the other hand, game theory has also been exploited in the work of [129-132]. 
A price-based resource allocation scheme for a two layer-network is proposed in [129] 
where also a Stackelberg game is formulated to observe a joint utility maximisation 
of macrocells and PCs, subject to an interference threshold at the macro base station. 
A distributed interference price-bargaining algorithm is also proposed for a pricing 
scheme. However, the algorithm requires some level of information exchange between 
the macrocell and PCs. Another similar scheme in [130] provides the largest feasible 
cellular SINK values for a given set of feasible PC’s SINR values. Game theory has also 
been used in [131,132] for power control and resource allocation in PCs, respectively.
Alternatively, due to its self-learning characteristic, the potential use of reinforce­
ment learning (RL) algorithms in resource management problems was considered in 
literature [133,134]. A comprehensive survey of the use of RL to achieve context 
awareness and intelligence, including definition such as events, rules and agent interac­
tion and coordination, in complex and dynamic wireless networks is provided in [135]. 
In [136], the author presents cooperative and non-cooperative self-optimisation algo­
rithms based on machine learning to manage resources and power transmission in an 
OPDMA PC network. However, the cost of the proposed learning algorithm under a 
dynamic game environment, competition and fairness between PCs needs to be further 
investigated. Indeed, the concept of cost of learning was first introduced in [19]. The 
author in [19] presented the cost function as part of the learning algorithm, where the 
players of the dynamic game adopted different learning schemes. The cost function is 
used such as to optimise the action selection of the players. Although the approach
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reduced the learning cost, including the cost model within the optimisation argument 
is critical in terms of convergence and the speed of learning. Moreover, this concept is 
generic and needs to be investigated, particularly, for HetNets deployments.
2.6 .5  R esearch G aps
All of the aforementioned approaches and algorithms have been evaluated by re­
searchers in terms of their spectrum utilisation and throughput. First, some of the 
existing work has focused on modelling of spectrum sharing between mobile users and 
incumbent broadcast networks that exhibit localized or low utilization. The transmis­
sion nature of the broadcast network makes it easier to characterize the rights of the 
incumbent network, and provides reliable connection to the mobile users. On the other 
hand, other approaches consider the potential spectrum sharing on cellular network 
which is suffering from underutilization at some period of time. In conditions of high 
traffic, high mobility, loads variation and involving many uncoordinated networks, the 
question if the the incumbent network can be a cellular network is still an open research.
In this context, some studies considered that a mobile network optimises its own 
spectrum utilisation and generates accessible opportunities for secondary market, which 
are know as spectrum holes [62,109,110]. For simplicity, they ignored the impact of 
the cross-layer interference between different networks’ layers. Indeed, they do not 
adequately consider the interference constraints and framework describing the instan­
taneous interaction between different network operators. For instance, it is not clear 
how any secondary network can utilise the spectrum holes without causing harmful 
interference to the legacy primary network.
Other approaches consider that all operators simultaneously coexist and manage 
jointly the shared spectrum, in priority and non-priority based access (i.e., hierarchi­
cal access model and open sharing model) [47,107,108]. In this approach, factors 
such as dynamic nature of network topology, several network infrastructures, and users 
mobility with several profiles and preferences could make spectrum optimization prob­
lem intractable. Here, centralized spectrum sharing management schemes could lead to 
stable solutions, however it is complex for practical implementation due to the low seal-
2.7. Key Performance Indicators (KPIs) 37
ability and signalling overhead. Most of the metaheuristics algorithms are centralised 
in nature, and considering them for distributed approach could leads to communication 
overhead due to extensive search space, lack of global and complete channel informa­
tion, distributed nature and unknown number of nodes.
Most interesting proposal is the use of machine learning based algorithms with 
game theoretical formulation to enable distributed spectrum sharing, specially in Het- 
Net deployment [19,136]. Machine learning approach allows mobile user to acquire 
awareness about primary spectrum usage, where the coordination between multiple 
mobile users and networks are the strength of game theory. Certainly, learning games 
on the context of HetNet deployment have been little exploited and thus constitutes 
the main novelty of the this work.
2.7 K ey Performance Indicators (KPIs)
The identification and use of KPIs is important for the control and evaluation of 
a network. Hence, operators use them for monitoring, optimizing and troubleshooting 
their networks. Metrics aggregation can be classified into; temporal and spatial aggre­
gation. Thus, small level of aggregation (hourly and cell level) provides more resolution 
of the network status, but results in large amount of data for processing. Higher level 
of aggregation (monthly or BSC/RNC) results in smaller amount of data in the gain 
with lower resolution of network status. Herein, we try to summarize the main KPIs 
used in literature. Depending on the purpose of the study, it can be classified into 
network performance KPIs and algorithm evaluation KPIs.
2.7.1 N etw ork  K P Is
As regards network KPIs, it is mainly used to quantify how efficiently the network 
resources are being utilized under different conditions from either a network or cell 
perspective.
spec tra l efficiency The spectral efficiency is widely used in literature to measure the 
efficiency of the resource utilization schemes. It is defined as the mean value of the
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aggregate user throughput per spectrum unit, per cell, measured in hits/s/Hz.  
Mathematically can be described as follows:
where RjJ is the aggregated throughput of all users in cell k, B W ^  is the band­
width given to that cell, and fn is the number of used resource element. The 
spectral efficiency is measured in bits/s/Hz. The spectral efficiency gain O can 
be expressed as the increase in the number of supported users without degrading 
the QoS. For instance the gain fî, at 98% satisfaction level, given by:
f  New scbeme„8% -  Old s c h e m e , ^
\  Old schemeg8% /
U seful R eleased Surface U RS A new metric called useful released surface (URS) 
has presented in [110] to defines the surface where the released spectrum can be 
reutilize by secondary networks respecting primary networks maximum interfer­
ence level constrains. Formally, URS is defined as,
URS =  '^ B W iŸ , S f u f ,  (2.3)
f = l  n = l
where B W ^  is the bandwidth of carrier / ,  and A„ is the set of non-contiguous 
areas where the carrier /  can be released. Sn is the surface of each one of the 
areas, oun is a weighting factor for each area.
sp ec tru m  o p p o rtu n ity  index SOI The author in [62] presented spectrum opportu­
nity index as an indicator of the spectrum occupancy, which it is the percentage 
of the spectrum that can be reused by another RATs/ operators. SOI can be 
computed as follows:
SO I =
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where Sx,t is the total amount of spectrum assigned to the cell x  at time t. m  
is the number of cells in the network, T  is the total time, and Sfotal is the total 
available resources for the network.
2.7 .2  A lgorith m  E valuation  K P Is
As regards the algorithm evaluation KPIs, several KPIs are used in literature to 
compare the performance of different resource management schemes [50].
Convergence B ehaviour The Convergence Behaviour reflects the execution time of 
the optimization algorithms. For instance, algorithms deployed by means of learn­
ing techniques that considers experience derived from past interactions of the 
system may converge to an optimal solution faster than heuristics algorithms.
O ptim ality  As resource allocation tasks defined as Non-deterministic polynomial NP- 
problem, the optimality of the optimization algorithm is defined as how is the 
given solution by the algorithm is close to the optimum.
R econfiguration C ost The algorithm should be aware of the previous state of the 
network, so as next state will be selected taking into account minimum number of 
reconfigurations; to give priority to the algorithm that requires less configurations 
and signalling overhead for all the network elements.
2.8 Conclusions
This chapter provides relevant background information to spectrum sharing and 
interference management in HetNet scenarios. It highlights the main technical chal­
lenges associated with spectrum sharing and summarises future enabling technologies, 
such as advance spectrum management, OR and self-organization networks.
The findings of the literature review were used to identify the gaps, in which clearly 
state that learning games approach could provide fully distributed coordination func­
tionalities between multiple mobile users/networks. This approach allows mobile users
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or FCs to acquire awareness about spectrum usage, then consequently managing the ob­
tained spectrum pools such as to prevent interference to the incumbent mobile network 
and achieve a certain QoS conditions. Such fully distributed mechanism can potentially 
unlock spectrum and provide complementary capacity to mobile networks.
Chapter 3
A Centralised Dynamic Spectrum 
Sharing Approach
3.1 Introduction
Interference is one of the most limiting factors when trying to achieve high spectral 
efficiency in coexistence scenarios. The goal of the dynamic spectrum sharing (DSS) 
strategy is to increase the performance of the networks in the shared spectrum, by 
providing a more efficient way of utilisation, and to cope with cells/networks’ load 
variations and interference conditions.
The work of this chapter focuses on dynamic spectrum sharing strategies over a 
downlink radio interface based on universal mobile telecommunication systems (UMTS), 
when several competing UMTS operators simultaneously coexist and share a common 
pool of radio resources. A concise cell-coupling-based approach has been introduced 
here as a model for the investigation of the influence of communication on the diver­
sity of cells/networks’ behaviour. A simple centralised medium-term DSS model has 
been employed in order to enhance spectrum utilisation and achieve an interference- 
free communication environment. This process is an inherently a dynamic process that 
can react to substantial variations in the scenario, particularly to space or time traffic 
distribution. The global view of the centralised approach leads to a quick path in de-
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Figure 3.1: Coupling-based centralized dynamic spectrum sharing (CDSS).
veloping a stable DSS system and achieving a near optimum spectrum solution. Hence, 
it can be used as a benchmark for future comparison with the distributed approaches, 
as presented in Chapter 4 and 5. The proposed framework is focused on a downlink 
radio interface based on UMTS. However, the concept of the framework is generic and 
could be applied to any other RATs. The work conducted in this chapter has been 
published in [16] and [17]
In the following sections, this chapter first provides an overview of the basic ter­
minologies for coexistence scenarios and interference conditions. Then, it studies the 
couphng relation and introduces a new metric in order to identify a significant indica­
tor of network status for a given snapshot at low computational cost. The proposed 
centralised dynamic spectrum sharing (CDSS) model is briefly explained, followed by a 
discussion of simulation assumptions and results. The final section provides the main 
conclusion.
3.2 System  M odel
In this chapter, the coexistence scenario is modelled as two layers of base stations 
(BSs), belonging to two different mobile networks that share a common pool of spec­
trum, coexisting in the same geographical area, as depicted in Fig. 3.2. The networks
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Figure 3.2: Coexistence scenario between primary and secondary networks.
have different QoS requirements, preferences and priorities. One network is designated 
as a primary network, that has the right and the priority to use the spectrum (i.e. 
being the licensed network), while the other is considered as a secondary network that 
opportunistically accesses the idle bands (i.e. the white spaces of the primary users’ 
spectrum) [22].
In general, the interference can be classified as co-layer interference and cross-layer 
interference. The co-layer interference refers to the interference caused by network 
elements that belong to the same network layer, i.e. the intra-cell interference, when 
it takes place between transmissions from/to users served by the same BS or inter­
cell interference between different BSs in the same network. On the other hand, the 
cross-layer interference is caused by network elements that belong to different network 
layers [5,30,137].
Let k = {1 ,...  ,K }  and z =  {1, . . . ,Z }  be the sets of BSs that belong to the 
networks p and s, for the primary and secondary, respectively. So, for the downlink 
system model, the required transmission power Xpj for any selected BS j  e k can be
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calculated as follows [2,138]:
Z) (-^ +  Xcij +  Xoij)- o
zp,' = + ^ L  (3.1)
1 - E A  1 - E f ti=l i=l
where n is the number of users attached to BS j ,  N  is the background noise, g ij  is the 
power devoted to a common control channel, Lia^ b is the path loss of the user, located 
in base station a, to BS 6, is the channel frequency response (shadowing, slow
fading parameters,...etc.) j3i is the ith user spread factor, given by pi =  k F /((^ )i+ ^o /)î 
where W  is the bandwidth, 6of is the downlink orthogonal factor, and ( ^ ) i  stands for 
user requirement.
In equation (3.1), Xdj is the total interference received by the user in BS j  k 
from the primary network p (i.e. the co-layer interference), calculated as follows:
=  (3.2)
while Xoij is the interference received by the user in BS j  ^  k from the secondary 
network p (i.e. the cross-layer interference), which is given by:
= (3.3)
where Xg,z'^z is the transmission power of the secondary network s.
By substituting equations (3.2) and (3.3) into (3.1), the required transmission 
power of the BS in the primary network, p can be expressed as follows:
i= i  f t  , i= iv fc
^P,j — n “t" n
1 - E f t  1 - E f ti=l i=l
h k
H----------
(3.4)
1 - E f tZ=1
n
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Equation (3.4) expresses that the required transmission power of the BS in 
the primary network p is equal to the sum of the average powers in dedicated links 
and common channels (say a^), in addition to the equivalent power for overcoming the 
co-layer interference and the cross-layer interference.
Generally, a large number of measurements and metrics is involved in the observa­
tion of the network status. Measurements and metrics of interest can be obtained at 
different levels of the network (e.g. base stations, mobile terminals, etc.) and need to 
reach where the corresponding function is implemented, either to a central controller 
or to decentralised intelligence-decision maker nodes. The objective in the next stage is 
to identify the relevant changes in the network status that affect the provisioned QoS 
levels.
3.3 M athem atical Analysis
One approach to be considered is the analysis of the dynamic interactions between 
BSs/networks, which can be represented in a matrix form known as the interference- 
coupling matrix (or simply the coupling matrix). The coupling characteristic is reflected 
in equation (3.4), where the transmission power of a given BS depends on all other BSs’ 
transmitted power. In addition to its interesting mathematical properties, the coupling 
matrix can be used as an indicator to monitor the conditions of the radio interface, 
because of the high correlation between the spectral radius of the coupling matrix and 
the outage probability [138,139].
For the given scenario, the interference coupling equation for the downlink is derived 
by eliminating the link-power variables. For simplicity, assume that both operators have 
the same number of cells, i.e. K  = Z. Hence, equation (3.4) can be reformulated as 
follows:
Xp =  a.p "F CppXp -}- CpgXg (3.5)
where x ^  is the vector of the total transmitted powers and x ^  =  [xm,i,Xm,2 , , Xm,K]'^:
for m  6  {p, s}; primary and secondary network, respectively. Cpp and Cps are the Ja- 
cobian matrices of the total transmitted power Xp and Xg, respectively, designated as
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being the interference coupling matrices [138], given by;
^  _  J ^  V' IPP — 4—/ Z—^
i = l  Vfc
n
1 -  Z  A
i= l
if j  =  /c 
if 3 i^ k
and.
Cps — < "3,0 I ‘J.J
i= l  Vz I A
n
1 “  Z  A
i = l
if j  =  Z 
if j  f  z
(3.6)
(3.7)
where {Vj|j ^  iF} and equations (3.6) and (3.7) form K-hy-K  matrices with zero 
diagonal and positive entries. Note that Cpp and Cpg vary with time due to the changes 
in requested services, users’ spatial distribution and preferences.
By applying the same approach to the secondary network s, the interference cou­
pling equation for network s can be written as follows:
X g — 3-s T  C s s X g  T  C g p X p (3.8)
The same definition applies to Cgp and Css, where the secondary users’ spatial dis­
tribution and their requested services are used. So, the interference coupling equations 
for the given coexistence scenario can be expressed by:
Cpp Cps
Csp c« Xs
+
I
d p
as
a
(3.9)
where x represents the total transmitted power (i.e. includes the equivalent to overcome 
the interference), I is the total interference received at the primary/ secondary network, 
and a  is the transmitted power in an isolated case (i.e. single cell scenario when there 
is no interferers).
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3.3.1 So lu tion  E xisten ce  and Feasib ility
Classical methods are presented in literature to characterise the solvability of cer­
tain equation systems (e.g. 3.9) through the use of the spectral radius of the interference- 
coupling matrices. Consider v =  C v -F a  is an interference coupling equation. For any 
non negative square matrix C and any positive vector v of matching dimension, the 
equation admits a non negative solution v if, and only if, the spectral radius of C is
oo
strictly smaller than 1, i.e. p(C) < 1, [138]. In this case, the series Z  (C) converges
k=0
to the inverse of (1 — C), and the solution v =  (1 — C )~ ^ais unique and strictly posi­
tive. The series is called the Neumann series, which converges to the unit matrix if the 
powers of the matrix converge to zero. The spectral radius of a non negative matrix is 
also called its Perron root [138,140].
Therefore, in order to solve the interference coupling equations (3.9), they can be 
written in the following form:
P (Cpp) p  (Cpg) 
P ( Cs p)  p  ( C s s )
j^p
Xs
X
+
dp
as
a
(3.10)
where p(.) is the spectral radius. Note that p (Cpp) is a relevant indicator to the total 
co-layer interference received by the primary network p (i.e. from primary transmit­
ters), while p (Cpg) represents the total cross-layer interference received at the primary 
network from the secondary network s. Therefore, for a hierarchical access model, the 
parameter p (Cpg) needs to be accordingly managed.
So, there is a unique solution to (3.9) denoted by Xm if (tr(C ) — det(C)) <  1, 
defined as follows:
  (1 p ( C —m —m) )  , p ( C m —m ) ^ —i
X m — . / ^ \  . ■ . / ^ \  r1 — tr(C) -F det(C) 1 — tr(C) -F det(C) (3.11)
where m G {p, s}, det(C) is the determinant and tr(.) is the trace defined as the sum 
of the elements on the main diagonal of the matrix C. Note that if Xm > Xmoz: then 
the system (3.9) is infeasible. If (tr(C) — det(C)) ^  1, then there is no solution to the
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Figure 3.3: Matrix analysis and mutual interference representation: (a) the coupling 
relation between base stations and (b) the correlation between the spectral radius of 
the coupling matrix p{C) and the average mutual interference 19^ , Vr.
downlink model and a new spectrum assignment is required.
If the two networks are perfectly co-located, i.e. mobile systems sharing the same 
BSs, the coefficients of the cell power variables in equations (3.6) and (3.7) are equal 
(i.e. Cpp =  Cps and Cgp =  Cgg). Therefore, the equation (3.11) can be written as 
follows:
(1 ~ , P{^mm)^—mXm — + (3.12)l - t r ( C )  l - t r ( C )
Herein, if tr(C) ^  1, there exists a unique solution, otherwise no solution exists for the 
downlink model. If > Xmax for any m E {p, s}, then the system (3.9) is infeasible.
3.3.2 M etrics A nalysis
The spectral radius of the interference-coupling matrix is a relevant indicator to 
the overall network performance, hence it is a useful metric to trigger the CDSS scheme 
corresponding to an event. However, it does not reflect the mutual interference coupled 
between any pair of BSs (e.g. it does not show which BS violated the QoS conditions 
and has caused excessive interference in the system), in addition to its high computation 
cost.
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Figure 3.4: The interference coupling relation within a mobile network consists of 19 
BSs for different mobile user (MU) densities, with homogeneous and heterogeneous 
traffic distribution: (a) 50 MU/km?  and homogeneous traffic, (b) 50 MU/km?  and 
heterogeneous traffic, (c) 200 MU/km"^ and homogeneous traffic, and (d) 200 M U /km ^  
and heterogeneous traffic.
Hereafter, we propose a suitable representation of the total mutual interference 
between any pair of cells. Each element (i.e. the interference-coupling coefficients) 
in the Cpp reflects the interaction between BS u and h in radio network p, while each 
element in the Cos reflects the interaction between BS u in the network p and BS
U , 0  ^
b in the overlaid network s. Therefore, for the primary network, the point Vu,b (deflned 
by ((f^, cf^)) combines the impact of traffic variation of BS b on BS u. In Fig. 3.3 
(a), the upper triangle represents the case where a BS is causing harmful interference 
to another BS, whereas the lower triangle represents the case when a BS is receiving
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high interference from the other BS, The point au,b is defined as the projected point 
of Vu,b on line Q; see Fig. 3.3 (a), which represents the case when the traffic pattern is 
correlated between the pair of cells. Then au,b can be expressed as follows:
(^ u,b —
1 1
-1
ipLy^,b)x
1 - 1 0 {o!.u,b)y
Therefore, the distance between au,b and Vu,b is given by:
^„.6 =  |sin ( 0
(3.13)
(3.14)
Note that 0:^ ,6 represents the level of the mutual interference between the coupled 
cells, while ^u,b reflects the correlation between the cells’ traffic loads. Fig. 3.4 illustrates 
the interference-coupling relation within a mobile network, consisting of 19 BSs, for 
homogeneous and heterogeneous traffic distribution. Fig. 3.4 (a) and (b) are for a 
traffic density of 50 MU/km?  (i.e. number of mobile users MU per km?), while (c) and 
(d) are for 200 MU/km?. As shown, high traffic densities lead to high values of 
whereas low values of Pu,b mean that the correlation between the cells’ loads are high.
The same definition is applied to BSs {w, 6}, {u, b}, and {-â, b} with their corre­
sponding interference matrices. So, generally.
K — {^t)x ffi (3.15)
where r  is any 2-cell combination from a set of BSs Ç {A:, z} assigned to the same 
resource element 0, (f) = [1,2, • • • , $]. Indeed, dr can be used as a performance metric 
to reflect the coupling relation between any pair of cells. Furthermore, the average of dr 
for all the subsets r  gives an indication to the overall network performance. Fig. 3.3(b) 
shows that the average of dr is highly correlated with the spectral radius of the coupling 
matrix, along with its lower computational cost.
3.4. The Centralised Dynamic Spectrum Sharing Framework 51
Pnmary Network
i
C„ Entries
UEs locations
Co EntriesEstimate Secondary Network
UEs locations
Estimate Y
Release
Carrier
Keep current 
Allocation
/  X N o
- > New '?4,>Tu Deploy newAllocation Allocation
Add
Carrier
Figure 3.5: The proposed centralised dynamic spectrum sharing (CDSS) framework.
3.4 The Centralised Dynam ic Spectrum  Sharing Frame­
work
In the hierarchical spectrum access model, the goal of the spectrum sharing man­
agement scheme is to find the appropriate spectrum assignment that enhances the 
spectrum utilisation of the primary network; by creating spectrum opportunities for 
the secondary network, while achieving a certain QoS requirement for the primary 
users (i.e. minimising p(Cpp)). However, the secondary network’s target is to oppor­
tunistically access the white spaces, maintaining certain QoS conditions for its users 
(i.e. minimising p{Css) and p(Csp)), at the same time insures to not cause harmful 
interference to the primary network (i.e. minimising p (Cpg)). Thus, the spectrum 
sharing mechanism is an inherently dynamic process that should be reactive to sub­
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stantial variations in spacial/ temporal distributions of resources, and match the offered 
load and carried traffic.
The proposed CDSS scheme can be activated periodically in time frame-based or 
triggered in response to events. An event occurs when the performance metrics cross 
an upper threshold set in advance by the networks, which can be used as an indicator 
to rearrange the frequency assignment plan, or to request additional spectrum. On 
the other hand, a lower threshold can be used to enhance the spectrum utilisation and 
release, globally or locally, some spectrum blocks, which can be used by other networks.
A flow diagram, applied to the coexistence scenario considered in section (4.2), is 
illustrated in Fig. 3.5. When an event is detected, this means that some of the BSs that 
share the affected resource elements are experiencing high interference and should no 
longer use the same spectrum chunk. Thus, the central manager (e.g. spectrum broker) 
triggers the DSS algorithm to reallocate the spectrum assignment to both networks (i.e. 
mapping of cells/networks to carriers) and guarantees the required QoS levels. The 
optimisation problem and the CDSS algorithm are described in the following sections.
3.4.1 T h e op tim isation  problem
In this context, the objective of the optimization is to find the best spectrum 
assignment that can enhance the spectrum utilisation while maintaining a minimal 
level of mutual interference among the set of BSs assigned to the same resource element, 
given that BSs/networks have different traffic loads, preferences, and priorities.
Therefore, based on the conducted work documented in this chapter, the optimi­
sation problem in section (3.1) can be reformulated as follows:
minimize 4^  ^=  VT E A^ Ç {k,z},
Vr
$
subject to =  Xm,max, Vm E {p,s}, \fj E {k ,z}
(x )  ^  V m  E {p , s } ,  V j E {A;, z}
where represents the total mutual interference for the set of BSs A^. Xm,max is the
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networks maximum transmission power, fm j  (•) is an objective function, % is a visible 
solution (i.e. spectrum assignment), and is the BSs/networks’ constraint.
3.4.2 D ynam ic S p ectru m  Sharing A lgorith m
The simplification embodied in the proposed DSS algorithm is in the form of linear 
functionality which depends on the number of the primary and secondary BSs. In the 
following, PFm,j is defined as the priority fiag of the jth BS, where PFm,j € {0,1}, Vj 
and Vm. The BSs with PFmj = 1 have the priority to access the spectrum (i.e. the 
primary network). Xm,j is the spectrum assignment taken by the jth BS on all resource 
elements, defined as a binary 1 x $  vector Xm,j = . . . ,  where j E {0 , 1}.
The value af^ j =  {1} means that the subchannel (j) is assigned to the jth BS, while 
^tn,j ~  {0} means that the subchannel is not assigned.
First, both networks send the required number of resource elements îm to the 
central controller (i.e. for the primary and fg for the secondary network) associated 
with the entries needed to calculate the corresponding coupling matrices, as given in 
section (4.3). Generally, the dynamic model can be described in algorithm (1).
3.5 Simulation Results and Discussion
The considered scenario in this simulation consists of 2 co-located UMTS networks, 
comprising 2 tiers of omnidirectional BSs, which share a spectrum pool of 3 carriers. 
Each network supports a randomly distributed mobile users, with 2 hotspot areas, as 
shown in Fig. 3.6. The simulation parameters and assumptions are summarised in 
Table (I).
The first simulation has been carried out assuming both networks are perfectly 
co-located (e.g. sharing the same BS). Initially, we assumed open spectrum sharing 
policy, where there is no priority to access the spectrum for any network. Here, the 
performance of the proposed CDSS framework has been evaluated against the flexible 
spectrum assignment (FSA). According to gradual deployment of carriers (GDC), the 
FSA module randomly assigns carriers to each network based on predicted demand.
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A lgorithm  1 The centralised dynamic spectrum sharing (CDSS) framework
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for all m G {p, s} do 
Estimate Cm/^m 
Estimate 'âr, \/t C {kU z}
Define 
end for
Sort BSs hight — to — low, \/j G {k, z} -> j* 
Initilize = 0 
for all j* do
for all PFm.j* = 1 do
procedure VSS{(j), /m j., Xm,j,Acj>)
= {1}
for all (p do
Estimate 
end for
Select least fm,j,
Update V(^ , 
end procedure 
end for
for all PFmd* = 0 do
procedure VSS{(p, /mj*, Xmj.Aÿ)
/mtz/zze Xmj. Va^ =  {1} 
for all (f) do 
Estimate 
end for
Select least Anj.
Update A  ^W(p, Xmj. 
end procedure 
end for 
end for
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Figure 3.6: The layout of cellular networks consist of 19 BSs for: (a) the primary 
network and (b) the secondary network.
P a ram e te r Value
Number of UMTS networks 2
Number of cells 19
Antenna gain pattern Omnidirectional
Number of carriers 3
Control ch. 30 dBm Chip rate 3.84 Mchip/sec
Bit rate 12.2 kbps
Pb/^o — 6.5 dB Noise Power -98 dBm
Cell Radius 1 km
Table 3.1: Simulation parameters for coexistence scenario.
Fig. 3.7 (a) shows a random allocation of each network, as a result of the GDC. The 
CDSS algorithm can be activated periodically or on a time frame base. At each time, 
a new spectrum allocation will be assigned to the network, as shown in Fig. 3.7 (b). 
We use the QoS and spectral efficiency gain Q as performance metrics of the DSA 
algorithm [46]. The QoS is given by (QoS = 1 — Pout), where Pout is the outage prob­
ability, and the gain D is measured according to the increase in the number of users 
supportable at 98% satisfaction level, given by:
/ DSAag, -FSAi,8%\  
\  h  S A g g %  /
(3.17)F 8
where the load is represented by the user density, given in MU/km^. As shown in
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Figure 3.7: Spectrum assignments for the primary and secondary networks: (a) using 
GDC and (b) CDSS scheme.
Fig. 3.8, the CDSS algorithm improves the QoS level and achieves around 26% spectral 
efficiency gain for both operator networks, as compared to the CDC.
In addition, the utilisation index T is proposed to measure fairness of access of 
both operators to the spectral resources. The utilisation index is defined as how much 
of the available spectrum has been used by each operator, given by:
T,
f m
_  ^  mm,, (3.18)
Fig. 3.8 shows T for both operator networks in DSA scenarios. In addition to the 
utilisation gain T, it is shown that the operators have fair access to the spectrum.
Moreover, the proposed DSA algorithm reduced the average required transmission 
power of the BS by more than 4dB, when the traffic load is 312 MU/kmS, compared 
with the FSA, as shown in Fig. 3.8. This is due to the fact that the allocation scheme 
maintains a minimum level of co/cross-layer interference between operators.
3.5. Simulation Results and Discussion 57
0.98
0.9:
QoS CDSS
QoS G D C " ^
i \I \
I X
t / '
0) 0.96
S pectral efficiency.^ 
gain
GDC, Avg.x 
^ _ C D S S , Avg.%
—B— Primary Network 
O  Secondary Network
)0 100 150 200 250 300 350 400
Mobile User Density (MU/Km^ )
0.6 X 0)
1
c0
1
0.4
450 500
42
40
38_
E00
00
34
32
30
Figure 3.8: The QoS, utilisation index (UI), and average transmitted power versus 
traffic density for the two co-located mobile networks, for open spectrum sharing policy.
For priority-based spectrum sharing, the next simulation assumed that the primary 
network, with 100 MU/km?  traffic density, releases the unused white spaces of the 
spectrum for a secondary network. Fig. 3.9 shows the QoS of both networks versus the 
number of supported secondary users. It is clearly shown that the CDSS framework 
allows the secondary network to opportunistically access the primary spectrum and 
supports up to 230 M U/km^  with a satisfaction level of QoS for its users and at the 
same time ensures a minimum level of interference to the licensed primary network. 
The CDSS framework completely eliminates the impact of the cross-layer interference 
that was received by the primary from the the secondary network.
As mentioned before, the CDSS model can be activated periodically or event- 
triggered. The next set of simulations have been carried out with different traffic 
patterns for both networks during a single day. Fig. 3.10 shows that when the network 
performance metrics crosses an upper threshold, the CDSS algorithm is triggered, either 
to increase the number of allocated carriers or reallocate carriers between BSs/networks.
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Figure 3.9: The QoS of the primary network, supported lOOAdU/km'^, and the achieved 
QoS of the secondary network, for a priority-based spectrum sharing policy.
As shown, the new allocation ensures a lower level of interference. On the other hand, 
in order to match between the offered and required traffic, a lower threshold is used 
as a trigger event to reduce the number of allocated carriers, based on the framework 
given in Fig. 3.10.
For uncoordinated networks. Fig. 3.11 extended the approach to take into account 
displaced networks; assuming that the two cellular networks are displaced by a vector 
^ . Here, the worst inter-system site-shifting case is when the ^  approaches the cell 
radius, where the secondary network’s sites are located at the edge of the primary 
cells’ coverage. As shown in Fig. 3.11, the cross-layer interference from the secondary 
towards the primary network increases as we increase The simulation has been 
carried assuming uniform traffic distribution, with different densities 50, 100 and 150 
MU/km?.
Moreover, Fig. 3.12 shows the performance of the CDSS framework for different 
traffic demand, when 5  =  500m and 3  =  750m. Although, the QoS curves of the
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Figure 3.10: The received interference level versus the traffic variation of the primary 
network using the GDC and the CDSS.
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Figure 3.11: The spectral radius p{Cpp) and p(Cpg) for the primary network versus 
for traffic densities 50, 100 and 150 MU/km'^.
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Figure 3.12: The QoS of the primary and secondary network for ^  =  500m and 750m.
GDC degraded for both operators compared to Fig. 3.8 (when ^  =  Om), the CDSS 
algorithm improves the QoS level and achieves around 26% spectral efficiency gain for 
both operator networks.
3.6 Conclusion
The work of this chapter focused on dynamic spectrum sharing strategy over a 
downlink radio interface based on UMTS systems, where several competing UMTS 
operators simultaneously coexist and share a common pool of radio resources. A cell- 
coupling-based approach has been introduced here as a model for the investigation of the 
influence of co/cross-layer interference, that aggregates all user properties and focuses 
on the relations between cells/networks. A simple medium-term CDSS model has been 
employed in order to enhance the spectrum utilisation and achieve an interference-free 
communication. The spectral efficiency gains through the use of the CDSS model has 
been investigated for co-located and displaced cellular networks.
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It can be concluded that certain strategies that allow the secondary network to 
opportunistically access the primary network’s spectrum could be prohibitively complex 
for practical implementation (e.g. due to the lack of physical cooperation between 
networks, scalability, signalling overhead, etc.). Despite that, this chapter relaxes the 
assumptions by considering that a centralized approach benefits from a global view 
with a full knowledge of the network status. Thus, the central controller can manage 
the spectrum assignment task by knowing exactly the impact that different spectrum 
assignments provoke between cells/networks. Although the large amount of data to 
be collected and managed, potentially leading to low scalability of such a scheme, the 
objective at this stage is to find a near optimum resource assignment that could be used 
as a benchmark for other practical sophisticated algorithms. One enabling approach to 
achieve distributed DSS scheme is the use of machine learning, as presented in Chapters 
4 and 5.
Chapter 4
Distributed Knowledge Acquisition on 
Spectrum Usage: Learning Game 
Approach
4.1 Introduction
Due to the low scalability and high difficulties to apply centralized DSS approaches, 
particularly in HetNets, this chapter proposes machine learning based knowledge ac­
quisition as a first step to enable the achievement of fully distributed schemes, as shown 
in Fig. 4.1. Here, the HetNet is modelled as a layer of closed access, randomly-located 
femtocells opportunistically competing over unused spectral resources from a LTE ra­
dio access mobile network. In fact, in contrast to Chapter 3, the decentralised and ad 
hoc nature of femtocells make the needs for distributed interference avoiding scheme 
crucial.
This chapter presents two machine learning algorithms, based on our modifications 
to the Bush Mosteller (BM) and the Roth-Erev (RE) reinforcement learning, in order 
to allow FCs to exploit and obtain knowledge about cellular network spectrum usage. 
The learning framework is based on COmbined Fully Distributed PAyoff and Strategy 
learning (CODIPAS) [19], for femtocells self-configuration. This is formally studied
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Figure 4.1: Machine learning based approach, with game theoretical formulation.
as an interactive system that can be modelled as decision problem of strategy, such 
as using game theory as a framework. The self-configuration capability enables the 
FCs to autonomously acquire knowledge about radio environment and identify the 
spectrum use pattern using different learning strategies. Such information is important 
to model the primary network activities over the shared spectrum or used as pre-sensing 
technique, specially for wideband channels. The learning behaviour and adaptation 
is subject to the noisy observation of the FC from the dynamic environment in an 
interactive process, where the convergence and optimality of the learning process among 
all FCs is investigated. The work conducted in this chapter has been published in [18].
The following sections are devoted to explain in detail the proposed framework. 
First, section (4.2) provides a brief review of various spectrum knowledge acquisition 
techniques. Then, section (4.3) formally presents the dynamic game model in learning 
strategic context. The application of the reinforcement learning model is presented 
in section (4.4) and (4.5). The fully distributed (CODIPAS) and learning model is 
presented in section (4.6) and (4.7). Section (4.8) shows the simulation results and 
discussion, and section (4.9) presents the conclusions of this chapter.
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4.2 Knowledge Acquisition on Spectrum Usage
In order to exploit the white spaces in the spectrum, a secondary system has 
to be aware of the spectrum use pattern, i.e. which frequencies are occupied and 
which are available in a band of interest at a particular geographical location and 
time. In literature, spectrum knowledge acquisition (i.e. spectrum awareness) can be 
classified into three general categories: database, control channel and spectrum sensing 
approach [141]. The first two approaches are known as passive awareness techniques, 
while the latter is denoted as an active awareness technique [142].
In passive awareness, a secondary node obtained the spectrum knowledge from an 
external source such as network controller or other secondary nodes. For example, the 
secondary network’s controller can receive the available spectrum resources from a pri­
mary network. Therefore, the secondary nodes can retrieve and share these information 
via the the database and the control channel. Some of the major challenges related 
to the passive awareness approaches are the management responsibility, the amount of 
data to be exchanged and the exchange /  up date rate. In fact, the time scales involved 
in real-time operations of obtaining and updating knowledge of spectrum use pattern 
make the use of the databases or the control channel is critical.
In the active awareness approach, the secondary nodes sense and opportunistically 
access the licensed spectrum with constraints on the interference to the incumbent sys­
tems. Spectrum sensing technique is a method for the secondary nodes to be aware 
of the spectrum use pattern without requiring any intervention with the other spec­
trum users [128,143]. There are several different spectrum sensing techniques available 
in literature that vary in terms of their requirements, performances and complexities 
e.g. matched filtering, waveform-based sensing, energy detection and feature detec­
tion [128,143,144]. However, there are many challenges that become a bottleneck 
for spectrum sensing practical implementation such as hidden node problem, amount 
of data exchange in cooperative sensing, configuration parameters of different sens­
ing techniques, coordination between multiple sensors, tradeoff between sensing and 
transmission time, etc [128,141,145].
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4.3 Dynam ic Game M odel
4.3 .1  D ecision  P rob lem s o f S tra tegy
In game theory, there are two overriding challenges associated with enabling players 
to achieve a desirable objective in distributed interacting multi-player systems. The 
first challenge is the complexity of finding the optimal solution. The second one is the 
limitation in terms of information available to each player. These challenges formulate 
a decision problem and induce the players’ learning behaviour.
Generally, decision problems can be classified into two categories: individual decision­
making problems and decision problems of strategy [146]. In the individual decision­
making problems a single player takes a decision, and the outcome of the problem 
depends entirely on its decision, known in literature as the problem of skill. More com­
plex forms of this decision problem are the individual decision-making problems under 
risk and under uncertainty, where it is assumed that the decision maker does not know 
with certainty the consequences of each of the available actions. In the second category, 
the decision problems of strategy involve many decision makers, in which each of them 
has only partial control or effect over the outcome of the problem. This motivates the 
use of adaptive methods (i.e. learning) that enables decision makers to self-organise 
into suitable solution.
In fact, individual decision-making problems of skill and under risk have been 
extensively studied in literature and solutions have been derived using the expected 
utility theory and theory of probabilities [146]. The study of strategic decision-making 
and decision-making under uncertainty is the strength of game theory.
4.3 .2  D escrip tion  o f th e  D ynam ic G am e
Game theory is a mathematical framework to present interdependent decision­
making processes, where the outcome of the interaction depends on the decisions car­
ried by potentially several individuals, called players. The players have well-defined 
preferences, so, actions or strategies that achieve payoff reflecting these preferences can
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be more likely assigned for future movements. In fact, game theory provides formal 
analysis of the decision making problem and a variety of solution concepts that limit 
the set of expected outcomes in such interaction processes.
Dynamic games generally assume that players can extract some information from 
past actions and strategies, and take this into account to adjust their current and future 
moves, where utility or ’’payoff’ is time-dependant. Whereas in static game, each player 
has knowledge of other players’ actions and behaviour assumptions, and has to make 
his decision once and for all [147]. Hence, this makes dynamic game as an appropriate 
game model for mobile networks, to cope with the uncertainty/variability of the mobile 
network.
More precisely, this work considers dynamic, non-cooperative game with incomplete 
and imperfect information [147]. Game is said to be with perfect information when 
every player knows the full history of the played game, while more practical assumption, 
only the instantaneous values of the game variables (e.g. actions, reward signals) are 
considered at each stage in the game with imperfect information. Moreover, in games 
with complete information, each player knows all data of the game (i.e. number of 
players and the strategy set of all the players and their utility functions). However, 
in games with incomplete information these parameters are not common knowledge 
between the players and learning has to be employed.
4.3 .3  M odel and N o ta tion s
The considered scenario in this chapter consists of a finite number of small cells (e.g. 
FCs) opportunistically competing over unused spectral resources from a conventional 
LTE cellular network, as depicted in Fig. 4.2. The self-configuration capability enables 
the FCs to autonomously acquire knowledge about the radio environment and identify 
the spectrum use pattern using different learning strategy and tune their parameters 
accordingly, in order to operate under restrictions of avoiding interference to both 
network tiers and satisfy a certain QoS requirements.
Let’s assume that /  =  {1, . . . ,  J f}  is the set of all active FCs, and i =  {1 , . . . ,  N }  is 
the number of available resource blocks. Here aj t^ is noted as the set of actions taken by
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Figure 4.2: An opportunistic access points (FCs) co-located with a conventional LTE 
cellular network.
the Ah node on all resource blocks at each time step t, defined as a binary 1 x N  vector 
ayt =  . . .  ; where Oj  ^ e  {0,1}, V% and \/j. Action  ^ = {1} means that
the dh subchannel is available and can be used by the Ah FC, while =  {0} means 
that the subchannel is utilised by other FCs/eNBs, and the Ah EC should avoid using 
this subchannel. Here, the former type is considered as being ”0N ” for opportunistic 
access, while the latter is designated as being ’’OFF” for opportunistic access. These 
parameters compose a class of dynamic game with optimality criterion for each FC 
given by:
G t  €  J f i  7 U j  ( A (  y, S t Ÿ j  (4-1)
a* e argmaxEûj  (aj (a_j) ,a_j, (4.2)
where Gt is the stage of the game in a discrete time space, St is the network status 
(i.e. FCs’ locations, user distribution etc.), A t j  is the FCs action profile, defined as 
N  X J  matrix. At^rn is the action profile for the macrocells’ layer, defined as N  x K  
matrix, where K  is the number of eNBs. The variable Eüj is the expected average 
utility model of the Ah FC. The utility functions Uj for each player is unknown: Uj : 
S X '^j' 3%, where TVj is defined in the following.
A mixed strategy Pj  ^ is defined as the probability distribution of the Ah FC over
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its actions on the Ah subchannel, given by;
p it  e  A (a‘., ) ,  A a j t  =  A {0,1} =  e  Y , P i t  =  1} (4-3)
Va
where %+ is positive real number. Here, it is assumed mixed-strategy where femtocells 
independently make their decision on each subchannel.
Based on this, {7Tj,t}a is defined as the strategies set taken by the Ah FC to select 
action a over all sub channels, represented by 1 x A  vector TTj^ t =
For example, {TTj,t}i is the strategy (probability distribution) of taking action 1 for all 
subchannels. A mixed strategy profile is defined as A  x Jy matrix, given by Ht =
For each FC, a private history hj t^ of the game is defined as a collection of infor­
mation of length t  consist of his past own actions and corresponding perceived payoffs, 
given by;
h j , t  — • 5 i j  i )  G 'Hj^t (*Aj X % ) (4 .4 )
where A j  is the set of actions available to femtocell j  (i.e. the action space).
A behavioural strategy for the Ah FC at time slot t is a sequence of mapping given
by:
hj t^ ^  A  (a.j^ 
where the probability of selecting action = 1 , V7V is given by:
(4.6)
P ~  n  (4-6)
N
4 .3 .4  A ssum p tion s
In this section we highlight the main assumptions for the game model, which are 
summarised as follows:
• The state of the network St is unknown.
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• The utility functions Uj for each player is unknown: Uj : S  x
• The space of actions aj t^ is not necessarily known in advance by the Ah FC, but 
will be explored and exploited by the probability at each time step t.
• At each time step, the Ah FC knows only its own action aj^ti but not the action 
selected by other nodes It is assumed that the action profile A t j  is not
known by each individual FC.
• At each time step, each FC knows its received reward signal rj t^, as consequence 
of selecting action but not the other FCs received payoff
• No cooperation is required between the two network tiers’ FCs and eNBs, nor 
between FCs.
It is only assumed that each FC has the knowledge of the instantaneous value of 
its utility function Uj^ t at each stage of the game.
4.4 D istributed Strategic Learning
Strategic learning is an interactive procedure to explore solutions in which play­
ers can optimise their own utilities while simultaneously learning about other players’ 
strategies (when the outcome is interdependent). The decisions made by the players 
are interdependent, if the utility function of each player depends on other players ac­
tions. In contrast to other classical game-theoretic leaning procedures [147,148], one 
of the main important features of the learning that there is no need to assume that 
the players are rational, and the structure of the game is generally not assumed to 
be common knowledge. The learning algorithm relies on observing the instantaneous 
numerical value of the player’s utility function, so, each player can adjust its behaviour 
only in response to its own realised utility which change over time. So, players, simply, 
have no knowledge of their utility functions, the game structure and the number of the 
players.
In wireless communication scenarios, fully distributed learning approaches are ne­
cessity for the applications of game theory. A learning algorithm is called fully dis-
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tributed if each player does not use any information about other players. On the other 
hand, if a player applies the learning rule after receiving some information about the 
other players, the learning algorithm is partially distributed.
4.5 Reinforcement Learning in a Strategic context
Reinforcement learning algorithms were originally presented in the context of single­
player environments [149]. A player interacts with their environment and uses its experi­
ence in order to learn the best strategy that maximises expected future reward. Actions 
that led to high payoffs tend to be repeated, whereas actions that led to comparatively 
lower payoffs are avoided. In a multi-player setting such as in wireless communica­
tion, the dynamic environment defined by a dynamic game and each player updates 
its strategy and estimation. In fact, players update their learning rules as automatons 
without maximising given performance metrics. However, learners tend to maximise 
certain long-term utility functions. Here, the environment changes not only because of 
the time varying nature of the communication environment, but also because the other 
learners react to the action played by others.
In general, the several reinforcement learning algorithms, that have been applied to 
strategic contexts in the literature, tend to differ in some features [149]. For example, 
whether the algorithm weighs recent observations more than long past ones, or slows 
down the learning, and more importantly if the algorithm defines an aspiration level. 
The evaluation of the achieved payoff against the aspiration level allows the algorithm 
to adopt two behaviours; approach behaviour and avoidance behaviour. The approach 
behaviour is the propensity to repeat the actions after receiving a positive stimulus, 
whereas, avoidance behaviour is the propensity to avoid the actions after receiving a 
negative stimulus (i.e. means the action that does not satisfy the player) [150].
4.6 Combined Payoff and Strategy Learning
The standard reinforcement learning algorithms focus on learning the optimal strat­
egy in the long-run [149]. The combined learning has the advantage of estimating the
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optimal expected payoff in parallel with the optimal strategy. It is assumed that play­
ers do not know the mathematical expression of their utility function U j ]  however they 
learned the expected payoff of the function (for a long run time) based on the noisy 
received reward signal Vj^ t and the predicted/ estimated utility value uj t^- Note that Vj^ t 
reflects the consequences of the PCs’ strategy behaviour during the learning process, 
and U j  depends on the femtocells’ probability distributions over the action space A t j ,  
and networks’ tier status St. So, each FC tries to learn its utility function by a num­
ber of successful interactions and their corresponding measurements, at the same time 
learning the optimal strategies that maximises/ fulfils the performance optimisation ob­
jectives. This leads into a class of learning called ” combined fully distributed payoff 
and strategy” (CODIPAS) originally presented in [19].
The work of this chapter is based on CODIPAS-RL for femtocells self-configuration. 
The main objective of the learning process is to acquire spectrum knowledge awareness; 
to identify spectrum pools for opportunistic access by generating a probabilistic data 
base of the channel availability, ranking the resources by a metric and eliminating all 
resources that do not achieve an adequate reward value.
4.7 Learning M odel
4.7 .1  A lgorithm  op eration  and fu nctional en tities
In the following, we present two stochastic-based learning strategies based on mod­
ifications to the Bush and Mosteller (BM) and the Roth-Erev reinforcement learning 
algorithms [150-152]. Both the modified Roth-Erev (MRE), and the modified Bush and 
Mosteller (MBM) learning algorithms are within the actor-critic methods, where the 
strategy Xj t^ is playing the role of the actor to select an action while the estimated 
(predicted) value function Uj t^+i and the learning strategy are the critics [149].
At each incremental learning step, the Ah FC receives a reward signal vj t^ as a 
consequence of selecting action aj^f Then, accordingly, it estimates/ predicts the av­
erage utility value üj^t+i and adjusts the weights of selecting action aj^t+i
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for the next learning step, in order to find the optimal spectrum configuration toward 
maximising the utility function. The dynamic solution can be described as follows:
A lgorithm  2 Femtocell Dynamic Game with CODIPAS-RL Model
1 
2
9
10
11
12
13
14
15
16
17
18
for all j  e J  do
Initialise  cnj q, Vi, 7r^ ,o 
Initialise 
Select aj^o 
end for
for t ^  1, tmax do
for Each Player j  Ç. J  do 
Observe rj t^ 
Estimate uj t^ 
Update Uj^ t
procedure  rjt, u ju
Update cuL, Vi 
Estimate pj ^ , Vi 
Estimate TVj^ t 
end procedure  
Select aj t^ 
end for 
end for
4.7 .2  U tility  M odel
At each time step, the Ah FC receives the reward signal rj t^ as a consequence of 
selecting action aj^f Then, the femtocell estimates the utility value Uj t^ based on the 
utility model given by:
 ^ (4.7)(vYP = __________ :__________(1 -b exp {-K [rjt -  T j ) ) f
where Tj is the minimum threshold value required by the Ah FC, k is to control how 
fast the weight converge from 0 to 1, and u 1 so that for rj t^ < D the Uj^ t — 0 -
Here, the utility model {u)j^ is used to shape the reward signal into a desired form, 
where its value is bounded between the interval [0,1]. Fig. (5.1) shows the mapping of 
the average SINR to the utility model for different values of n.
Generally, for each mobile user k attached to femtocell j ,  the achieved SINR at
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Figure 4.3; The utility function (u)j^  for FCs self-configuration versus the average 
received SINR, for threshold Tj =  3, u =  10, and k =  {0.75,1,2}.
each resource element i can be computed as follows:
x j \h }
(4.8)
E Lk, T  X r
where z =  (1 , . . . ,  is the set of all eNBs, is the the set of FCs/eNBs that are 
using the Zth channel, is the distance dependent channel gain of the kth user,
located in cell a, to cell 6, is the channel frequency response (shadowing, slow
fading parameters,...etc.) on the Zth chunk. More descriptions about the channel model 
is provided in Chapter (6). Xnoise is the background noise, and Xa stands for the total 
transmitted chunk power for the FCs/eNBs, where Xa = ^umaxl^ur, -Nur is the number 
of used resource elements at time t. Note that for the FCs Nur = E
It is worth to remark that FCs are not required to calculate 7 ^^.  ^ (t) but its value 
will be observed after each successful interaction with the environment. After receiving
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the realisation 7% . (t), the average SINR for each FC can be computed as follows:
where nj is the number of users assigned to FC j .
So, the reward signal and Tj in equation (4.7) can be given by means of the 
achieved/ requested average SINR as calculated in equation (4.9).
4.7 .3  Learning Strateg ies
Each femtocell estimates/ predicts the average utility value according to the
following updating rule:
^j,t+i =  {uj t^ ~  üj^t) (4.10)
where Xj is a constant step-size parameter to weight recent rewards more heavily than 
long-past ones.
Thereafter, each femtocell adjusts the weights of selecting action a.j^ t+1
for the next learning step according to the following learning rule:
(^J)^+l)va,aG{0,l} Va,aE{0,l}
'^341 ' 3^4)  (4.11)
where C Sj/  is the 4h adopted learning strategy by FC j .
So, the strategy {'^j4+i)ae{o,i} the jth femtocell on all subchannels can be given
by:
( % + l)o 6 { 0 , l}  ■(f e + l ) a e { 0 , l }  ’ • • • ’ (^"^^)
Finally, the action vector aj+i for the next time step {t -F 1) will be generated 
based on a Bernoulli binary generator given by means of each node updated strategy
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(% + l)oG {0 ,l}: ^  follows:
aj,t+i =  Ber ({'^j,t+i)ae{o,i}) (4-13)
Note that the space of the action is not necessarily known in advance by the
FC, but will be explored and exploited by the individual probability at each time
step t.
4.7.3.1 The modified Roth-Erev (MRE)
Based on our modification to the Roth-Erev RL, the MRE is developed and pro­
posed as a strategy learning algorithm where the key difference from the Roth-Erev RL 
is the ability to modify even with zero-valued rewards’ utility, and the weight
parameter i/j to control the speed of the learning [18,151]. The response function is 
given by:
CSj^2 = <
/  . \  - 3  L i t )
+  — - -  for 7 , f  a
(4.14)
Uj
h
where ipj is called the recency parameter (0 < < 1), as cpj approaches 0 , approxi­
mately equal weights placed on all received rewards Vj^ t over time. Hence, a high value 
(pj is desirable in the time-changing environment. While €j is the experimentation pa­
rameter (0 < < 1), as 6j approaches 0 , the reward resulting from the chosen action
=  a} is attributed only to a , implying that only the weight of the selected action 
( =  a} is updated [151]. The need of 6j is to encourage the exploitation of new 
actions and avoid premature convergence on a suboptimal action.
A generalisation and extension of the sigmoidal distribution to multiple inputs is 
the softmax activation function [149]. The actions probability of the learning strategy
4.7. Learning Model 76
is updated according to the following rule:
(p5 .*+ l)ae{0,l} =  (w< , J
E  e ~  '-2 “
VaG{0,l}
where Tg is the positive Boltzmann cooling parameter.
The strategy profile for the jth femtocell on the ith sub-channel is given by:
v ) , t  =  { { P j , t + l ) a = 0  ’ f e + l ) a = J
4.7.3.2 The modified Bush and M osteller (M BM)
The MBM is a fully distributed aspiration-based learning strategy, in which fem­
tocells increase their probability of undertaking action  ^= a} if it leads to utilities 
above their aspiration level (approach behaviour), whereas, decrease their probability 
of undertaking such action if receiving a negative stimulus (avoidance behaviour). Here, 
we proposed modifications to the Bush and Mosteller (BM) RL by introducing clipping 
logit function to set an upper bound for and the use of the sigmoidal function to 
smooth the variation in w% [18,150]. The algorithm is given by:
CSJ,, = I  -  N J  ^ " (4,17)
for P j , t< 0
where pj is the learning rate and is a clipping logit function to set an upper bound 
for ( as the probability p) ^  approaches {1}, given by =  log [pmax) ~  fog (1 -  Pmax)- 
Here, is the average stimulus corresponding to the selected action =  a}, as 
follows:
where sup | • | is the superior limit of the Cesro-mean payoff of the jth FC, and M j  is 
an aspiration level [148,150]. Note that is always bounded between [—1,1].
In order to ’’smooth” the variant in cuM and transform the full range variables into a
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Figure 4.4: Residential area covered by 7 macrocells and 30 Femtocells.
limited range of a probability, restricted to the specific range [0, 1], the learning strate­
gies update the probability of selecting action = a} according to the sigmoidal 
distribution given by:
{p],t+i)a — ~T~i (4.19)
e
where T% is the positive Boltzmann cooling parameter. Note that [Pjt+i 
where —a is the non-selected action (—a G {0, 1}).
4.8 Simulation Results and Discussion
4.8.1 E valuation  platform  and m odel
The considered scenario in this chapter consists of an LTE radio access cellular 
network, comprising three sectors eNBs located at the centre of the macrocell, and a 
layer of closed access, random-located LTE FCs overlaid upon the macrocell system, as 
depicted in Fig. 4.4. Each macrocell’s sector contains 20 pedestrian users, while 5 indoor 
users are located inside each femtocell. The spectrum allocation of the primary cellular 
network is illustrated in Fig. 4.5. Meanwhile, each FC runs the learning model, in order 
to discover channel occupancy states with the necessary support of self-organisation and
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Figure 4.5: Spectrum assignment for the primary cellular network.
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Figure 4.6: Learning steps and learning time.
learning characteristics. The simulation parameters and assumptions are summarised 
in Table 4.1 and Fig. 4.6.
The simulations carried out are based on the Downlink Long Term Evolution (LTE) 
System Level simulator as documented in [153]. The simulator has been modified to 
cope with the given heterogeneous scenario. Also, a spectrum configuration toolbox.
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P a ram e te r Value
M acrocells N etw ork No. of eNodeB Inter site distance (ISD)
7
1 Km
Number of sectors 
eNBs transmission mode 
Number of attached UEs 
Minimum coupling loss 
Pathloss model (TS25814) 
Macro environment setting 
Max. eNBs transmission power 
Shadow fading mean 
Shadowing correlation distance 
Small Scale Fading Model 
Antenna gain pattern 
UE receiver noise figure 
UE thermal noise density 
UE speed
3 sectors per site 
SISO 
10/sector 
70 dB
PLmc — 128.1 +  37.6 logio (d) 
urban 
43 dBm 
m 0 dB, sd 10 dB 
50 m
Typical Urban (TU) 
Directional 
9 dB 
-174 dBm/Hz 
3 Km/h
Fem tocells N etw ork No. of Femtocells Cell Radius
30 
20 m
Max. FCs transmission power 
Pathloss model 
Penetration loss 
Minimum coupling loss 
Power allocation 
Number of attached UEs
10 dBm 
PLfc =  37 4- 32 logio (d) 
{5,10} dB 
53 dB 
Homogeneous 
5
LTE S pectrum Itequency Channel BW 
No. of Resource Blocks 
Resource Block BW
2.14 GHz 
5 MHz 
25 RBs 
180 KHz
Sim ulation T im e Frame Duration (learning step) Simulation time 
Number of simulation runs
20 ms 
10 min 
50
Table 4.1: Simulation parameters for Heterogeneous networks (HetNets).
with different learning strategies and optimisation techniques has been added to the 
baseline simulator.
For performance evaluation and comparisons, the convergence behaviour of the 
proposed learning strategies has been compared with the Bush and Mosteller (BM) 
and the gradient follower (GF) algorithms, as given in [149,150,154].
4 .8 .2  Perform ance evaluation  resu lts
Initially, each FC begins with strategy TTj^ t = 0.5. Thereafter, each time step t the 
FC selects action aj t^ and receives a corresponding reward signal Consequently, the 
FC increase/ decreases the propensity to select/avoid the associated actions in the long 
run (to update initial selected strategy), according to the adopted updating learning 
rule.
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Figure 4.7: The best strategy TTi^ t for the 1st femtocell using the MBM leaning strategy, 
after 100, 300, and 1500 learning iterations.
The acquired spectrum knowledge of femtocell number {1} using the MBM and 
the MRE learning strategies is illustrated in Fig. 4.7 and Fig. 4.8, respectively. The 
figures show the selected strategy TVi^ t of taking action  ^ =  1 for all subchannels after 
several learning iterations (successful interactions). As shown, after sufficient learning 
steps, higher probability is assigned to subchannels number {9 — 13} and {19 — 24}, 
as compared to the remaining subchannels. Indeed, these subchannels with a higher 
probability are identified as the resources that are most likely to be free for opportunistic 
access by the secondary node, labelled as ON, while other subchannels will be labelled 
as OFF. Note that Pmax and Pmin are defined as an upper and lower limit of tti^j that 
used to encourage the exploitation of new actions and keep monitoring the return of 
the primary nodes (more details provided in Section 5.8.6).
4 .8 .2.1 Convergence of th e  Learning T rajectories
In fact, the convergence behaviour differs according to the adopted learning strat­
egy. Fig. 4.9, Fig. 4.10, Fig. 4.11, and Fig. 4.12 show the convergence of the MBM, 
BM, MRE, and GF algorithms, respectively, versus the execution time of the learn­
ing process. Generally, it is clear that as the number of learning steps increase, the
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Figure 4.8; The best strategy TTiy for the Igt femtocell using the MRE leaning strategy, 
after 870, 2600, and 3500 learning iterations.
EC acquires better knowledge about the spectrum usage and correctly identified RBs’ 
states.
From Fig. 4.9 and Fig. 4.10, we can note that the MBM learning strategy converges 
to a smoother and more stable solution, as compared to the original BM learning rule, 
due to the use of the sigmoid function that smooth the variation in Uj Moreover, the 
MBM learning strategy has a fast convergence trajectory toward detecting the OFF 
subchannels (e.g. {5, 6,14}) as compared to the MRE and GE strategies, see Figures 4.9 
to 4.11. This is due to the fact that the MBM is an aspiration-based RL model where 
learning does not fade with time and negative stimuli are possible (i.e. avoidance 
behaviour). So, the MBM has the advantage of fast approach and avoidance behaviour, 
as compared to other mentioned strategies.
Fig. 4.11 shows the convergence behaviour of the MRE learning strategy versus the 
execution time. As compared to the GF learning algorithm in Fig. 4.12, we can note 
that the MRE learning lead to faster discovery of ON subchannels (e.g. {10,13,20}), 
due to the fact that the MRE is totally a stochastic-based learning while the GF consider 
to be a deterministic reactive reinforcement learning algorithm (with stochastic part 
represented by the noise term). Such a deterministic reactive approach usually fail to
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Figure 4.9: The convergence of FC strategy versus 1.5 x 10  ^ learning iterations 
using the MBM learning strategy.
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Figure 4.10: The convergence of FC strategy tti^  ^ versus 5 x 10  ^ learning iterations 
using the BM learning strategy.
reach a global optimum and end-up with local optimum solutions. Moreover, the MRE 
requires less computation than the GF learning strategy.
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Figure 4.11: The convergence of FC strategy TTi^ t versus 1.5 x 10  ^ learning iterations 
using the GF Learning strategy.
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Figure 4.12: The convergence of FC strategy 7Tg^  versus 10 x 10  ^ learning iterations 
using the MRE learning strategy.
4.8 .2.2 Learning Cost
In this context, the learning cost is defined as the average interference experienced 
by the FC during the learning process (i.e. collision interference), denoted by
4.8. Simulation Results and Discussion 84
- 8 5
- 9 0
- 9 5
- 1  G O
(R - 1 0 5a>cc.
- 1 1 0
- 1 1 5
5 0 0  1 0 O O  1 5 0 0  2 0 0 0  2 5 0 0
L e a r n i n g  S t e p s
3 0 0 0 3 5 0 0
Figure 4.13: The average received interference in (dBm) versus the learning iterations 
of the MRE learning strategy.
Both models the MBM and the MRE are stochastic where FCs’ strategies are prob­
abilities or propensities to take each of their possible actions. Due to the fast discovery 
of harmful subchannels (avoidance behaviour), the MBM learning strategy could po­
tentially reduces the collision interference Xj t^ as compared to the MRE as shown in 
Fig. 4.13 and Fig. 4.14, specially during the initial stages of learning process (interac­
tions). In the MRE algorithm, selecting one action always increases the probability of 
selecting that action again. However, in both algorithms’ trajectories, the MBM and 
the MRE converges to a solution with the minimum Xj (r, a) that fulfils the FC average 
SINR requirements.
4.8 .2.3 Learning C onditions
Generally, a steady state in stochastic systems occurs when the probabilities of 
various states remain constant. For the given scenario, a steady state solution char­
acterised by d{rj^t) /d{t) = 0 , is shown in trajectories of the approach and avoidance 
behaviour of the MBM and MRE learning algorithms in Fig. 4.9 and Fig. 4.11. The 
steady state is called satisfactory if it fulfils the condition (ry^ ^  T j ) .  It is important 
to remark that the objective of the learning at this stage is to obtain a knowledge 
about the spectrum usage of the primary network and not to maximise a certain utility
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Figure 4.14: The average received interference in (dBm) versus the learning iterations 
of the MEM learning strategy.
function.
In fact, there are three main parameters that affect the convergence of the learning 
strategies and the type of the outcome solution; the initial learning strategy the 
utility model and the learning rate.
For the MEM learning algorithm, if the initial selected learning strategy Tryo re­
sulted in a reward signal range below the objective threshold (always receiving a neg­
ative stimulus), the utility value (u)j^ will be zeros. Then, the MEM will decrease 
the weights of all selected actions until it starts receiving positive stimulus (i.e. de­
creases the learning strategy toward zero until receives reward signal range around the 
objective threshold). After that, the weights of actions with positive stimulus will be 
increased (approach behaviour) while the weights of actions with negative stimulus 
will be decreased (avoidance behaviour). On the other hand, if the initial selected 
learning strategy TTyo resulted a reward signal range above the objective threshold (al­
ways receiving a positive stimulus), then MEM will increases the weights of all selected 
actions until start receiving negative stimulus (increase the learning strategy toward 
one until receives reward signal range around the objective threshold). After that, the 
MEM starts the normal approach/ avoidance behaviour and will converges to the target 
satisfactory steady state with a positive probability, depends on the learning rate.
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For the MRE learning algorithm, if the initial selected learning strategy resulted
in a reward signal range below the objective threshold the utility value {u)j^ will be 
zeros. Then, if e =  0, H  will be always zeros and the MRE updating rule never 
changes the strategy TTj^ t over time. If e ^  0, this will allow the MRE to decrease the 
TTj^ o (approaching zero) till receives any (w)j’J^  > 0. After the MRE starts its normal 
approach behaviour till converges to the target satisfactory steady state with a positive 
probability, depends on the learning rate. On the other hand, if the initial selected 
learning strategy ttj^ o resulted a reward signal range above the objective threshold, the 
MRE will never converges to the target satisfactory solution. It will converge to a 
solution where R  > th  depends on the learning rate. Which means there will be a 
missing opportunity.
4.8.2.4 Exploitation and Exploration
The trade-off between exploitation and exploration is one of the main characteristic 
features of the reinforcement learning. Exploitation is the approach that FC uses in 
order to discover and learn the best strategy (FCs always choose best actions). However, 
exploration is the deployment of sub-optimal strategy (not the best actions) in order 
to discover and explore new strategies that may lead to better solution in the long run.
In the proposed learning models, there are several methods to perform the ex­
ploratory learning such as the Softmax logistic functions and the action selection us­
ing the Bernoulli distributions, in some literature referred as ’’trembling hands pro­
cess” [155], where there is probability of ^1 — to select wrong action. This noisy 
feature generates a new stochastic process.
Fig. 4.15 illustrates the spectrum allocation of the co-located eNB and FC. During 
the learning interval of FC number 10, the adjacent FC number 16 (considered as 
primary FC) changes its resource assignments. The lower part of Fig. 4.15 shows the 
FC approach and avoidance trajectories for subchannels {10,13,20} versus the learning 
steps, using the MBM learning strategy. As shown, the learning algorithm allows the 
FC to detect the primary network activity. Whenever a primary eNB/FC release or 
return to a spectrum chunk, the learner FC tune and self-configure its terminals to
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Figure 4.15: The convergence of FC strategy 7Ti6,i versus 9x 10  ^learning iterations using 
the MBM learning strategy, top row shows the resource assignments of the co-located 
eNB number 6 and FC number 10.
select or avoid this chunk. Fig. 4.16 shows the selected resource assignments of the 
secondary FC during the learning time. As compared to Fig. 4.15, we can note that 
the FC number 16 has correctly identified the available white spaces (i.e. the spectrum 
usage pattern).
In fact, Pmax and Pmin are defined as an upper and lower limit that bound the 
strategy Tr^ y, where (0 «C Pmax ^  1) and (0 ^  Pmin “C l ) .  Note that with very low value 
of Pmin ~  0, the FC will not explore new actions if subchannels have been identified 
as OFF. Which means that the FCs can not detect if any of these used subchannels 
had been released from the primary network during the learning interval. This will 
increase the missed opportunity for the FCs network. On the other hand, when setting 
a high value of Pmin-, the FC will explore these actions with probability (1 — Pmin) even
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Figure 4.16: The aquired spectrum usage pattern obtained by FC number 16 using the 
MBM learning strategy, after 9 x 10  ^ learning iterations.
if the channels identified as OFF. This will decreases the missed opportunity however 
will increases the collision interference level Xj^f The same concept applied to Pmax, 
the probability (1 — Pmax) allows the FC to explore new solutions. So, the higher the 
values of Pmax the higher number of missing transmission opportunity.
4.9 Conclusion
This chapter has introduced and evaluated novel fully distributed learning schemes 
based on combined fully distributed payoff and strategy learning (CODIPAS) for femto- 
cells self-configuration. The proposed model enables the FCs to autonomously interact 
with their environment, obtain knowledge about the primary spectrum usage, and iden­
tified unused spectrum pattern. The communication environment has been modelled 
as a dynamic, non-cooperative game with incomplete/ imperfect information. The sim­
ulation results show the convergence behaviour of the proposed learning strategies. 
Specifically we show that the proposed strategies can identify unused resource blocks
4.9. Conclusion
with high degree of accuracy. The total experienced interference during the learning 
interactions has been also studied in order to provide a reasonable comparison between 
different learning strategies.
This research proposed the learning model as a practical solution to configure spec­
trum selection for FCs. Given this context, application of the proposed learning scheme 
as an approach to facilitate spectrum sensing, particularly, for wideband channels where 
the use of the acquired spectrum knowledge can be highly valuable. A detailed study 
of the convergence of the game is studied in Chapter 6.
Chapter 5
Distributed Resource Selection: 
Heterogeneous Learning Games
5.1 Introduction
Chapter 4 proposes machine learning based approaches to obtain spectrum usage 
pattern, where the problem can be formulated as a particular stochastic game. How­
ever, this chapter extends the functionalities and introduces a multi-objective CODI­
PAS reinforcement learning. Based on the acquired spectrum pools in Chapter 4, this 
chapter proposes distributed learning framework enable FCs to optimise the selection 
of resources such as to operate under restrictions of avoiding interference and meeting 
QoS conditions (i.e., self-optimisation).
One of main objectives of this chapter is to enable distributed FCs to achieve a 
desirable objective in dynamic interacting multi-player systems; it is only assumed that 
FCs observe numerical values of their utility function under and dynamic changing en­
vironment and lack of cooperation. Then, we assumes that FCs adopted heterogeneous 
reinforcement learning strategies HRL (CODIPAS-HRL), subject to their computa­
tional capabilities, where issues such as convergence behaviour, type of equilibrium, 
learning rate and fairness of the played game among FCs are investigated. The work 
conducted in this chapter has been published in [20, 21] and the contributions, to the
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Figure 5.1: Learning games approach.
context of the thesis, are illustrated in Fig. 5.1.
In the following, first, section (5.2) and (5.3) provide a brief description of the con­
cept of learning games and types of equilibrium. Then, section (5.4) states the problem 
definition. Section (5.5) formally presents the proposed multi-objective CODIPAS- 
HRL model. The convergence of the game along with learning rate, and fairness are 
presented in section (5.6). Section (5.7) shows the simulation results and discussion, 
and section (5.8) presents the conclusions of this chapter.
5.2 Learning Games
As far as wireless networks are concerned, one of the main objectives is to enable 
distributed nodes to achieve a desirable objective in dynamic interacting multi-player 
systems (i.e. learning games), under limited observation capabilities: where typically 
each node is only assumed to observe a numerical value of his own utility function. 
Here, the environment changes not only because of the time varying nature of the 
communication channels, but also because the other learners react to the action played 
by other. For example, interference could occurs when multiple nodes exploit the same 
spectrum band at the same time, in the same geographical area. Although the game’s 
structure and the number of interactive nodes are hidden information, nodes can only
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adjust their behaviour in response to their own realised reward signals, based on the 
adopted reinforcement strategy.
In game theory, assuming common knowledge of rationality means that every player 
intends to maximise his utility function. Within the context of stochastic games, one 
way to reach bounded rationality is the assumption that the learning strategies are 
deployed by means of automaton. In fact, one of the main feature of the RL setting 
that the structure of the game to be played is generally not assumed to be a common 
knowledge. Moreover, there is no need to assume that the players are rational, where 
nodes update their transmission policy as an automaton without maximising a given 
performance metric, however, node may tend to maximise a certain long-term utility 
function. It is important to recall that learning approach investigates how each node 
can optimises their own utility, at the same time, learning about other nodes’ strategies. 
In fact, many results in game theory report that after a long-run of nodes’ adaptation 
and imitation the outcome of the game moves closer to an equilibrium, where the type 
of the equilibrium and the convergence behaviour formalised by the learning approach.
5.3 Solution Concept
Learning algorithms can converge to various types of steady states, while the task 
of the game theory is to study the existence and uniqueness of different available solu­
tions’ concept. In fact, game theory provides a list of solution concepts such as Pareto 
optimum, dominated strategy equilibrium, correlated equilibrium, etc. The Nash equi­
librium is the most widespread solution concept, in which no player, from a set of player, 
could improve their expected utility by unilaterally changing its own strategy. The issue 
of convergence to equilibria as well as selection of efficient equilibria in heterogeneous 
games is addressed in [154].
However, from a practical point of view, nodes with opportunistic access (e.g. fem- 
tocells) are more often required to guarantee a certain QoS level and fulfil operation 
constrains rather than achieving the highest performance (i.e. global nash equilibrium 
(GNE), dominated strategy, etc.), which is not necessarily true for all femtocells simul­
taneously, as well as pursuit to the global optimum solution can be costly in terms of
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terminals’ reconfiguration (channel switching) and energy consumption. In particular, 
if players are assumed to adapt their decisions using a reinforcement learning algo­
rithm. Therefore, using the satisfaction equilibrium as a solution concept is a more 
relevant assumption in such game. A satisfaction equilibrium can be observed when all 
femtocells simultaneously satisfy their constraints and have no interest to change their 
strategy.
In this chapter, we assume the following as the optimality criterion for each fem- 
tocell:
e  a rg  maxEüj (aj (a_j) , a_y, A ^ , St) (5.1)
Vj and Vq, a | € fy j (al^) =  {a^ € Ay : Eüj (.) ^  Cj} (5.2)
where Eüj is the expected average utility model of the jth PC, q is the network’s con­
ditions, fyj is a satisfaction function, and (y is the minimum utility value required by
femtocell j . Note that equation (4) describes the strategy’s behaviour of each femto- 
cell, while equation (5) states the satisfaction equilibrium of the played game (condi­
tions / constrains). The argument of the optimisation of any selected FC is a function 
of all other FCs/eNBs’ actions. Thus, in order to maximize their own received utility 
during the dynamic game, the main task of the active FC is to predict current/future 
actions of nearby FCs/eNBs over the shared spectrum.
5.4 Problem  formulation
With respect to the FCs network, the co-layer interference {Xc)n\ is defined as 
the total interference received at the nth user located in the kth femtocell, on the Ah 
subchannel, from other FCs. The cross-layer {Xo)n\ is the total interference received 
by the nth user from the cellular network, on the Ah subchannel. Generally, denoting 
y as the index of the tier in which the nth user equipment UE is associated, y G { /, m} 
for the femto/ macro-cell, respectively. The co-layer and the cross-layer interference can 
be written as:
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Cxc)%',l =  È  =  (5.3)
j=lj#fc Z=1
where Jy is the number of FCs/eNBs, —y is the complement of selected network y, k 
denotes the selected cell, Xy is the FC/eNB’s transmission power on the Ah subchannel, 
and is the subchannel i frequency response of the nth user in cell a to cell h.
The objective of the FCs network is to opportunistically access the unused spectral 
resources from the cellular network and to operate such that to guarantee a certain QoS 
while maintaining a minimal level of interference to both network tiers. Therefore, the 
optimisation problem can be written as follows:
minimize ^  ^  {iXcŸù'j + iXoŸùj) , Vj 6  J /
n = l  Vi
1^m,z
minimize ^  ^  (5 4)
n = l Vi
subject to ^  ^f,max, Vj e  Jy
Vi
/ f  0%) ( j ,  'Vj (E Jy
where the first minimization refers to the received co/cross-layer interference at the FCs 
and the second is for the minimization of cross-layer interference from FCs to eNBs, 
both minimizations taking place simultaneously, rifj and Umj are the number of users 
assigned to the Ah FC/eNB, respectively, Xf r^nax is the FCs’ maximum transmission 
power, f j  (.) is an objective function of femtocell j ,  x  is a visible solution (i.e. spectrum 
allocation), Q is the femtocells’ constraint.
In fact, classical approaches in resource allocation problems, where each node has 
only one variable to optimise, can be easily reformulated as convex optimization prob­
lems for which distributed algorithms along with their convergence conditions are avail­
able in literature [48,49]. However, due to the lack of global and complete channel in­
formation, unknown number of nodes and optimisation of multi-resources with different 
power profiles, the resource discovery (i.e. interference minimization) and throughput-
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maximization game is more intractable. Hence, learning game formulation is proposed, 
where the classical approaches cannot be successfully applied to the considered scenario.
5.5 D istributed Framework
In this chapter we propose a multi-objective CODIPAS heterogeneous reinforce­
ment learning (CODIPAS-HRL) model for femtocells’ self-configuration. Under the 
proposed multi-objective approach, each femtocell j  selects a learning strategy C S i, i  — 
{1, . . .  ,L} to self-configure it’s terminals, based on its capability and target objective 
obj. In addition, the proposed model takes advantage of calculating the learning cost 
associated with each node’s learning strategy. The proposed model is in the following 
form:
Multi-objective CODIPAS-HRL { \  "  /  (5.5)
where the functions and depend on each node j  selected learning strategy
perceived noisy reward signal and estimated utility value ( t t )^ . The variable Ay^ t
is an averaging constant step-size parameter, to weights recent rewards more heavily 
than long-past ones.
From a general perspective, the execution time and the convergence behaviour of 
the learning process depend on the structure of the utility function and the stated 
objectives. So, having a complex utility function or a tight objective could lead to 
a longer learning process, and therefore introduce more interference to the primary 
network [148]. In this work, we split the learning of the FCs into two sequential 
levels. As show in the simulation results, this approach speeds up the discovery of 
the forbidden subchannels and the convergence of the learning model, as well as helps 
the FCs to identify channel occupancy states which could be used later on to monitor 
the activity of the primary users over the spectrum. Therefore, the main objectives of 
the learning process are to:
5.5. Distributed Framework 96
IC
Co.layer lnterf.irenco 
— Cross-layer Interference
> - n
>--i
In \ 
Input : /■
>--<a
Out In
ON
QO'-T
» - Q ) o f k
Out
Output -.
U tility  M odel
C.;.,
Selection
y y
C ost Function
L earn ing  Strateg ies Logistic  Function
L earn ing  M odel
Figure 5.2: The multi-objective CODIPAS-HRL model for femtocells’ self-configuration 
and optimisation in heterogeneous networks (HetNets) deployment.
• Acquire spectrum knowledge awareness and identify spectrum occupancy states 
for opportunistic access.
• Select subchannels from the spectrum pools and allocate such resources to fem­
tocell terminals whilst operating under restrictions of avoiding interference and 
meeting QoS conditions.
The proposed learning paradigm is illustrated in Fig. 5.2. A detailed description 
of the main building blocks are given in the following sections.
5.5.1 U tility  M odel
The utility model block is used to shape the reward signal into a desired form. 
Two definitions of the utility model are given here to cope with the above-mentioned 
objectives. First, the spectrum modelling utility (SMU), where the task of this model 
is to identify spectrum pools for opportunistic access by generating a probabilistic data 
base of the channel availability, ranking the resources by a metric and eliminating all 
resources that do not achieve an adequate value.
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As discussed in section (5.7.2), the spectrum modelling utility function is given by:
1
 ^ (l + exp(-K(rj.,-T,))r (5.6)
where the reward signal vj t^ is given by means of the average measured SINR j j ,  and the 
Tj is the minimum SINR threshold for the jth FC to be able to start a communication 
link. The value of the utility model is bounded within the interval [0,1].
The second model is the spectrum selection utility (SSU). The goal of the SSU 
is to configure the FC to transmit on certain subchannels such as to meet the QoS 
requirements, based on the spectrum pools generated by the SMU and the required 
number of resources by the FC. The SSU model is given by:
(5.7)
where Nregj is the number of requested resources by the jth FC, and ipj\t is the ratio of 
the average achieved FC throughput fjj t^ to requested/threshold throughput given
?  ,5.S,
[ 0 if
where the average achieved FC throughput fjj t^ is calculated, based on the received 
reward signal as given in [153]. The mapping between the average received SINR 
(i.e. the reward signal Vj t^) and cell throughput fjj t^ for single input single output 
(SISO) LTE system is given in [153]. Pdj is the dissatisfaction probability and is
the maximum acceptable dissatisfaction probability.
The dissatisfaction probability Pdj reflects the users QoS performance (i.e. the 
probability that the average user throughput is below a given target The average
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dissatisfaction probability per cell is formally defined as:
1 -re q
P d j  ( 4  =  —  ^  (^) (^-^)
"J k = l
where is a function return 1 if the average user throughput rjj^ k below the average 
cell threshold otherwise it is equal to 0, defined as follows:
1 if % . w < r  ( , ,0 )
0 if rjj^ k {t) ^  77?^
The exponential function in equation (5.7) optimises the FCs’ resources selection 
hence it has a value equal to {1} when the number of assigned resources is equal to the 
requested one, otherwise it is exponentially decreased based on the value of Qj. The 
value of the SSU utility is also bounded between the interval [0,1].
5.5.2 H eterogen eou s Learning Strateg ies
In equation (5.5) the function Xj i^ defines the selected learning strategy of the jth 
node, and the parameter Xj is the strategy learning rate. If at least two nodes selected 
different learning strategies, then the game is referred to as heterogeneous Learning 
game. As different learning schemes have different learning rates, then nodes are ex­
pected to learn at different speed. Here, we recall the RL-based learning strategies 
presented in Chapter 4; the modified Roth-Erev (MRE), and the modified Bush and 
Mosteller (MBM) learning algorithms, in addition, to the gradient follower (GF) learn­
ing (i.e. the gradient descent/ascent) algorithm [149,152].
Based on the problem formulation, at each incremental learning step, the jth EC 
receives a reward signal Vj^ as a consequence of selecting action aj^. Then, accordingly, 
it estimates/ predicts the average utility value üj^t+i and adjusts the weights wj 
of selecting action for the next learning step using one of the learning strategies
CS£,£ G {1,2,3}, in order to find the optimal spectrum configuration toward maximis-
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ing the utility function. The main considered learning strategies are described in the 
following:
C S i  : The gradient follower
ü j , t + i  —  ^ j , t  +  ^ j , t  ~~ Ü j ^ t )  
H ,i+ l)a= l ^  {Uj,t -  %-,t) P  a) t)
i  («h)
ÜÜJ A
e n
( CJu \
/
(5.11)
(5.12)
(5.13)
(5.14)for Ojt = 0
where aj^t is the jth EC’s learning rate bounded between the value, (0 < a  < 1), t i  is 
a positive Boltzmann cooling parameter, and V^Sigm is the gradient of
the sigmoid function with respect to the probability weights w% [156].
C S 2 : The modified Roth-Erev
aj t) — <
("h).
(5.15)
(‘^ 3,(+l)vo,o£{0,l) ^ ) ( “ j,t)va,ae{0,l} (5.16)
(  % * ( ! - £ )  .
(5.17)
for a'jfÿia
where I'j is weight parameter, (p is called the recency parameter (0 < (,^  < 1), as p  
approaches 0, approximately equal weights placed on all received rewards over time. 
Hence, a high value p  is desirable in the time-changing environment. While e is the 
experimentation parameter (0 < e < 1), as e approaches 0, the reward resulting from 
the chosen action {Oj  ^ = a} is attributed only to a , implying that only the weight 
of the selected action =  a} is updated [151]. The use of e is to encourage the 
exploitation of new actions and avoid premature convergence on a suboptimal action.
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C S s  : The modified Bush and M osteller
^j,t+i =  üj,t +  ^j,t ~  ^j,t) (5.18)
W  ) =  /  " i t  +  A,t%.f [x j  -  4 t )  for {ait = 1 and > 0} ,g
<1-1 I  for {ait = 1 and %,« < 0}
where p,j^ t is the average stimulus corresponding to the selected action =  a},
sup I • I is the superior limiting of the Cesro-mean payoff of the jth FC, Mj  is an
aspiration level, is the learning rate [148,150], and >Cj is a clipping logit function
to set an upper bound for wj  ^ as the probability approaches {1}, given by Hj =
log {pmax) — log (1 —Pmax)- Note that Jlj^ t is always bounded between [—1,1].
5.5 .3  L ogistic Function
Logistic functions are often used in machine learning to ’’smooth” the variant and 
transform the full-range variables into a limited range of a probability, restricted to the 
specific range [0,1], by applying a bounded logistic function to the weights. In essence, 
the logistic function works as a graded function of the selected actions where they are 
ranked and weighted according to the value estimates.
The most common model uses the sigmoidal distribution, which expects a relatively 
linear function in the middle of the probability range, while it is stretching exponentially 
towards the extremes as it approaches the range’s bounds [149]. The learning strategies 
CSi and CS3 update the probability of selecting action =  a} according to the 
following rule:
{P),t+i)a=l =  (w\,A 
e
where  ^=  1 — The strategy profile for the jth FC on the %th
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subchannel is given by:
Pj , t  =  ( ( P j , t + l ) a = o  ’ ( P j , t + l ) a = J
The set of strategies taken up by the jth FC for the selected action over all sub­
channels is given by:
(^ J>*+l)aG{0,l} “  ^fe>t+l)aG{0,l} ’ ' * ' ’ (5.23)
A generalisation and extension of the logistic function to multiple inputs is the 
softmax activation function [149]. The actions’ probability of the learning strategy 
jCS2 is updated according to the following rule:
(‘^ j,f+l)ag|0,l|
(ph+i)a€{o,i} =  -  P i y y
Vae{0,l}
5 .5 .4  A ctio n  S election
The action vector aj^t+i of the jth FC for the next time step (t +  1) will be generated 
based on a Bernoulli binary generator given by means of each node’s updated strategy 
(%f+i)aG{0,l}: ^  shown below:
(^F<+l)a6{0,l} ~  (fe<+l)aG{0,l}) (5.25)
5.5.5 C ost F unction
In the previous section, it is shown that in order for the FC to derive its own 
transmission policy, it needs to know how its decision process is coupled to that of 
other FCs/eNBs, where the goal of the proposed game framework, is to find the policy 
such that FCs’ utility is maximised during the learning process. Hence, such greedy
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interaction often involves a ’’cost” to both network tiers.
For comparison and performance optimisation, two cost functions are considered 
in this work, namely, the collision cost and the average reconfiguration cost during 
the learning process. For instance, the learning algorithms should be aware of the 
previous state of the network, so that the next state will be selected, taking into account 
the minimum number of reconfigurations. This has the effect of ensuring that fewer 
configurations will be required and signalling overheads for all the network elements 
are minimized.
The collision cost is defined as the normalised total interference experienced by 
femtocell j  at each time step t, given by:
È  Evi ((Xc)nj +
2 = 1  '    'Cl,, =  — --------- — --------------- (5.26)
where the parameter 6j is a normalised factor, such that (O < < l).
The reconfiguration cost is defined as the average switching between ON/OFF 
states of all resources during the learning process, given by:
where C2,  ^ is the current cost of making decision and the average reconfiguration 
cost ôz,,* can be calculated in an incremental step as follows:
C2j,t = +  lj,t {C2j,t -  (5.28)
where is an averaging parameter.
Note that fast discovery of forbidden resources could lower the mutual interference 
experienced by the FCs during the learning period, which is the target of the SMU 
learning phase. On the other hand, a fast convergence strategy towards selecting
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actions {0,1} lowers the reconfiguration cost (SSU learning strategy behaviour).
5.6 Convergence in the Dynam ics of the system  and Learn­
ing Rate
Most of the reinforcement learning convergence proofs rely on stochastic approx­
imation theory. The use of the ordinary differential equation (ODE) to stochastic 
approximation has been investigated in [154,157]. The learning algorithms presented 
in chapter (4) can be written in the form of Robbin-Monro iterative scheme, given by;
X j , t+ i  =  Xj,t  +  ( P j  iXj , t )  +  (5.29)
where F  is a vectorial function approximated by the ODE x  = F  (%), e,-^ t is a pertur­
bation (i.e. noise), and Xj is the learning rate.
Generally, a direct analysis of the stochastic process is difficult. However, some 
properties of the stochastic process can be obtained from the study of the expected 
drift function (i.e. the expected motion or step function) of the system. Let (a,) 
be the probability selected by player j  on action a, at time t. The expected motion 
function of the system is given by a function vector F  (tt) whose component are the 
expected changes in the probabilities of under taking each of the possible actions, for 
each player, given by:
Fyaj (tt) =  E [TTyt+1 (a j )  ~ TTj^ t ( a , )  \7Tyt = 7t] (5.30)
so, the autonomous ODE for each payer is given by (a,) =  (?:().
For simplicity, lets consider the scenario when two FCs competing over a primary
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spectrum RBs. So, the expected step function of each player is given by:
^  [^Pyt+i (%•) - P),t k )  \p),t =P] = Pr{5ii} ’ ^PjUu  +  Pr{5io} • ^PjUio +
Pr{soi} • +  Pr{soo} * ^PjUoo (5.31)
where {sn, sio, sqi, sqo} are the four possible outcomes that may occur.
Mathematically, the associated differential equation for the system is given by:
_  l,t( ) 2,t( ) _  g ( l  - ( l  '
A - [A p i ,A p y  (5.32)
dt dt
where A pj is a vector composed the changes in the probabilities of under taking each 
of the possible actions in subchannel i, which corresponds to four possible outcomes 
(reward value) that may occur {sj) = [uj t^ ( s i i ) , (sio), uj^t (soi), (soo)].
Note that the rest points of the dynamic system (or simply called attractors) occur 
when Fj^aj (?:() =  0 , which is subject to the adopted learning strategy and configuration 
parameters as illustrated in the following sections.
5.6.1 A ttractors in th e  M B M  Learning S tra tegy
According to the MBM learning strategy, the stimulus (sj) is calculated based 
on the rule given in equation (5.19), while the probability (n^) of undertaking each 
of the possible action is updated based on the learning rule given in equation (5.20).
In order to clarify the effect of configuration parameters on the convergence of 
the algorithm. Fig. 5.3 shows the expected step function of the system in the phase 
plane of the differential equation, where the arrows represent the expected motion for 
various states. The game model is parametrised with a reward signal given by Uj t^ (sj) =  
[ U j , t  (sii) =  {n , 7-2}, U j d  (sio) =  fyi, 0}, U y t  (soi) =  {0 , T2}, U y t  («oo) =  {0 , 0}], wMch sim- 
ply represents the scenario when both FCs can access the subchannel, with a reward
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signal equal to r, without causing interference to each other (e.g. separated by long 
distance or due to wall penetration). Thus, sup^, |Üj(a) — Mj\ = \vj — Mj\.
If the aspiration level Mj  for each player below their respective maximum, which is 
the largest possible reward the FCs can acheived in each time step t such as Mj < Ûj (a), 
the step function Ap*- of the BM learning algorithm can be given by:
[Api, A p |] — Ml (5.33)
By substituting equation (5.33) in equation (5.32), the ODEs of the system can be 
given by:
=  Ai (x i -  pi,,) (Ml +  n p i,, -  2Mipi,,) (n  -  M i)-1 (5.34)
=  A2 (^ 2  -  p i t )  (Ms +  r2Pit -  2M2pit) (t2 -  M2) - i  (5.35)
The rest points of the MBM process act as attractors that pull the dynamic of the 
system toward them. Two types of attractors can be defined; self-reinforcement rest 
point (S2RP) and self-correcting equilibria (SCE). The former called in some literature 
as self-reinforcing equilibria (SRE). The S2RP corresponds to strategy profiles (p% =  0 
or 1, Vj) such that its associated outcome gives a strictly positive stimulus to all players. 
Note that escape from the S2RP is impossible since no player will benefits from changing 
his strategy. The definition of the SCE is linked to the solution of the ODEs of the 
system. Note that {SCE) = 0 and F)^a, {S2RP)  = 0.
The rest points of the system characterised by equation (5.34) and (5.35) are ob­
tained by finding the zeros of the right-hand side of the system. The set of rest points are
/ s f  ~ ^ j  \  f  — \  /  —Ffy —Ffy \(%j,Xj), I  Xi 1, I X i, ~ - r  I, and (  z ry r , I. These rest
Vj — 2Mj  ’ Vj — 2Mj
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(a) The expected motion function.
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(b) The rest points of the system.
Figure 5.3: The expected motion function and rest points of the modified Bush and 
Mosteller (MBM) learning strategy.
points act as an attractor for the trajectories of each FC. It is clear that the rest point 
which is the global optimum (i.e. S2RP of the dynamics system), depends
only in the clipping parameter xj.  However, generally, the rest points
, -M j 1 /and ' -M,'
r  — 2M,
r — 2Mj ’ r  — 2Mj are functions of players’ aspiration level Mj
and received reward signal rj. Fig. 5.3(a) shows the expected step function of the sys­
tem in the phase plane of the differential equation of a 2 x 2 symmetric game. The 
reward signal of the MBM process given by uj t^ {sj) = [(1,1), (1,0), (0,1), (0,0)], with 
aspiration level Mj  = 0.7 and Xj = 1. The arrows represent the expected motion for 
various states. As depicted, the MBM process will converges to the global optimum 
{xj =  1, Xj = 1) with probability equal 1. Fig. 5.2(b) plots the rest points of the system 
for different aspiration levels Mj.  So, as Mj Vj the MBM system clearly converges 
to the S2RP (1,1). However, when Mj -y 0, the system will have SCEs at (1,0), (0,1), 
and (0,0) in addition to the S2RP at (1,1). Then, the MBM process can reach the 
S2RP with a positive probability, depends on the initial strategy Hj, 0, Vj and learning 
rate.
On the other hand, if the aspiration level Mj  for each player above their respective
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maximum, such as Mj > Lfj (a), the step function Ap*- can be as follows:
[Apî,Ap^] =
Pi, t
Ml
|ri -  Mil 
Ml
In -  Mil p i - P l . t )
M2
M2
In  — M21 {^2 -  P2,t)
(5.36)
Then, by substituting equation (5.36) in equation (5.32), the ODEs of the system 
are as follows:
—^ — - =  2AiPi^ +  (AiMi (xi -  Pi t) (1 -  Pyt)) (n  -  Ml)  ^ (5.37)
—^ — - =  2\2p\t  +  (A2M2 (x2 -  P2,0 (1 — P2,t)) (n  — M2)  ^ (5.38)
Again, dynamic process given by the system (5.37) and (5.38) can be tracked
asymptotically by the solution of their ODEs. So, when Mj  > Üj (a), the set of rest
. , r ,1 A/roA/r u • u ( ^ 3  ^ ^ 3  Aj d: BA  f  Aj  — Bj  Aj  ^  Bjpoints for the MBM process can be given by ( —A  -A:----   I and '
2r, 2vj 2r. 2vj
where Aj  = Mj  (1 -t- Xj) and Bj  = y  ^Mj (M j(l +  2xj )  — ^VjXj -f MjXj^ .  Fig. 5.4(a) 
shows the expected step function of the system in the phase plane of the differential 
equation for reward given by Uj t^ (sj) = [(1, 1) ,  (1, 0) , (0 , 1), (0, 0)], with aspiration level 
Mj  =  1.2 and Xj = 1 for all FCs. As shown, the previous S2RP at (1,1) has moved 
to SCE at (0.71,0.71). Consequently, the MBM process will never converge to the 
S2RP (1,1) (i.e. the global optimum). Fig. 5.2(b) illustrates the movement of the 
attractor along the diagonal of the phase plane, for different aspiration levels Mj  and 
reward values Vj. Given that, the MBM process surely converges to the S2RP (1,1), 
with probability equal to 1, As Mj  -4 rj. However, the system will converges to the 
absorbing state SCEs (0.5,0.5) as Mj  -4 -f 00. Note that if there is no absorbing SCEs 
and Mj Üj (a) then the system is ergodic.
It is important to highlight that when a set of FCs competing over a number of
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(b) The rest points of the system.
Figure 5.4: The expected motion function and rest points of the modified Bush and 
Mosteller (MBM) learning strategy.
primary cellular network resources, applying the same action every time step t not 
necessarily means that the FC will receive the same reward Again direct
analysis of the ODEs of the system is difficult, particularly for large number of FCs. 
In fact, the phase space and the attractors of the MBM process change according to 
the dynamic of the system (reactions of other FCs) and the activities of the primary 
network over the shared spectrum. Thus, two phases can be distinguished. First 
phase describes the beginning of the game when FCs try to detect the unused primary 
resources. As the stimulus Jlj,t (%()) is aggregated over all resources. So, eventually, 
all FCs will receive — ve stimulus until they stop transmitting on the harmful resources 
that used by the primary network (i.e. the avoidance behaviour of the MBM process). 
At this stage, all FCs trajectories approach one attractor located at (0,0), as shown 
in the phase plane of Fig. 5.5(a). The second phase describes when the FCs start 
receiving some +ve stimulus. At this stage, another attractors appear as shown in the 
phase plane of the system in Fig. 5.5(b). The new attractors at (0,1) and (1,0) are 
strong attractors pull any trajectories in their neighbourhood toward them (i.e. the 
approach behaviour). While actions that causes — ve stimulus will continue to approach 
the rest point (0,0). Fig. 5.6 illustrates clearly the avoidance and approach behaviour 
of the MBM process for two FCs competing over three resources. One of the resources 
utilised by the primary network. The trajectory of the used subchannel approaches to
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Figure 5.5: Evolution of the expected motion function and the trajectories in the phase 
plane of the modified Bush and Mosteller (MBM) learning strategy.
Q) 0.5 D)Iw
C\J
Ü
LL
0.5 i 
FC Strategy (a  =1)
RB2
0.5
0
0 0.5 i 1
FC^  Strategy (a^=1)
0) 0.5
0.5 i 
FC Strategy (a  =1)
Figure 5.6: Selection behaviour of the modified Bush and Mosteller (MBM) learning 
strategy.
rest point (0 , 0), while other subchannel trajectories approach (0, 1) and (1, 0) for the 
FC number 1 and 2, respectively (this the global optimum).
The learning speed (learning rate) can effect the convergence behaviour of the 
game. According to [158], the dynamic of a system may exhibit three different regimes; 
medium run, long run, and ultralong run, where the short run reserved for the initial 
condition. The medium and the long run described as transient regimes. The medium 
run is the intermediate time between the initial conditions and the long run, during 
which the adjustment to the equilibrium is occurring. The long run is the time needed 
for the system to reach the vicinity of the first equilibrium. Finally, the ultralong run is
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the time period for the asymptotic distribution to be a good description of the system’s 
behaviour [158]. The three different regimes are strongly depends on the PC’s learning 
rate.
The behaviour of the MBM process with initial l i j^  =  tt tends to follow the tra­
jectory F  {tt) according to the updating rule. For low enough learning rates \ j ,  the 
MBM process in time steps tends to be concentrated around the corresponding tra­
jectory in the phase plane. If trajectories get close to an attractor, then, the MBM 
process will tend to approach and linger around this attractor (e.g. rest points (0 , 0) 
and (0.7,0.7) in Fig. 5.5(a)). The lower the learning rate, the more time trajectories 
linger in this attractors’ neighbourhood. The medium and the long run regimes can 
be clearly observed when learning executed with small steps (slow learning rate). Such 
dynamics are strongly linked to the solutions of the systems ODEs. Eventually, the 
MBM system will reach its ultra-long behaviour. However, when learning take place 
with large steps, the system quickly approaches the asymptotic behaviour (the size of 
the arrows changes but their direction will be preserved), since players update their 
strategies with a large extent.
5.6.2 A ttractors in  th e  M R E  Learning S tra tegy
According to the MRE learning strategy, the tendency of undertaking each 
of the possible actions is calculated based on equation (5.16), while the probability 
Pj t (cLj) is updated based on the learning rule given in equation (5.24).
Lets assume a 2 x 2 symmetric game, with reward signal given by Uj t^ i^j) = 
[uyt (sii) =  {ri, T2}, uyt («lo) =  {ri, 0} ,uyt (soi) =  {0,r^}, uyt (soo) =  {0,0}]. For sim­
plicity, let ipj = 0, Vj. Then, at each time step t, the tendency Awj of selecting
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action =  1 for the MRE learning algorithm can be updated as follows;
ri (1 -  6j) T2 (1 -  €j)
n ( l - e j )
^i,a=l r2 (1 -  Ej)
4,0=1 4,0=1
(5.39)
At the same time, the MRE system update the tendency cuj q_q of selecting action 
Oj t = 0. Therefore, the drift Acaj q_q can be calculated as follows:
[^4,0=05 ^ 4 , o=o] —
‘^ i,a=0 it) «3 4 ,a = 0  (t) (j
i^a=0 (t) «3 '•2 (1 -  (3 )
n ( l - € j )  4 ,a=oW«3
r i  (1 -  Cj) T2 (1 -  6j)
(5.40)
Thus, the expected change Fj^aj Vj at each time step t, can be as follows:
35,., ( „ , .
The ODEs of the MRE system can be found by substituting equation (5.41) in 
equation (5.32). Then, the rest points of the dynamic process can be obtained by 
finding the zeros of the ODEs. Fig. 5.7(a) shows the phase plane of the trajectories of 
the MRE process, and Fig. 5.7(b) shows the solution of the ODEs for different learning 
rates. It is clear that there are four rest points for the MRE process located at (1,1), 
(1,0), (0,1), and (0,0). For this particular game, (1,1) is the global optimum. However, 
the trajectories could linger for long time around the neighbourhood of (0,0). Also, the 
system could converges to one of the rest points (1, 0) and (0 , 1) depending on the initial 
strategy profile Hj,o =  7T2,o}- If Hj,o (or the trajectories) near the neighbourhood
of (1, 0) or (0 , 1), these rest points will pull these trajectories towards them.
In fact, setting the learning rate for the MRE process is crucial. The effect of the
5.6. Convergence in the Dynamics of the system and Learning Rate 112
03 0.9
0.1 0.3 0.5 0.7 0.9 , 1
FC  ^ Transmission Strategy ( ^ = 1)
(a) The expected motion function.
-nT 0.1
L e a rn in g  r a te  =  1
L e a rn in g
L e a rn in g
R g s i  p o in t
a 2  ^  0,4 . _  0.6 I 0.8 ^FC  ^ Transmission Strategy ( e(,=1)
(b) The rest points of the system.
Figure 5.7: The expected motion function and rest points of the modified Roth-Erev 
(MRE) learning strategy.
FCs Learning rate Xj on the step function Ap^ can be illustrated in Fig. 5.7(b); the 
higher the learning rate the large extent FCs will update their strategies. Consequently, 
this will cause more missed opportunity or collision. On the other hand, the lower the 
learning rate the slower the convergence toward {0 , 1} for each FC. Again, this leads 
to better estimation (lower missed opportunity or collision).
Fig. 5.8 shows the evolution of the expected motion function and the trajectories to 
select action = 1 in the phase plane of the MRE during the learning process. There 
is no avoidance behaviour in the MRE strategy. At initial stages of the game, the FCs 
start to examine their actions and corresponding rewards. Fig. 5.8(a) shows the most 
likely movement towards any of the attractors from any given point pj Near any at­
tractor, there is a high chance that the system will move towards it. For instance, with 
initial strategy Ilj^o — 0.5, the trajectories will linger for awhile at (0.5,0.5) then follows 
the nearby attractors subject to the updating rule and subchannels conditions. How­
ever, as the game progresses, resources that cause high interference gradually approach 
(0, 0), due to the high drift towards this rest point.
Meanwhile, Fig. 5.8(b) shows advance stage of the MRE process when the FCs 
compete over the idle resources. As shown, attractors (1,0) and (0 ,1) pull the trajecto­
ries nearby their neighbourhood toward them. Moreover there is still a chance for the
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Figure 5.8: Evolution of the expected motion function and the trajectories in the phase 
plane of the modified Roth-Erev (MRE) learning strategy.
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Figure 5.9: Selection behaviour of the modified Roth-Erev (MRE) learning strategy.
missed opportunity and collision trajectories to escape from attractors (0 , 0) and (1, 1), 
respectively. The outcome spectrum allocation for two co-located FCs competing over 
25 free resources is shown in Fig. 5.9. When learning take place with small step a few 
number of missed opportunity and collision occurred.
5.7. SIMULATION RESULTS 114
5.7 SIM ULATION RESULTS
5.7.1 E valuation  P latform
We examine a system with a finite number of FCs opportunistically competing over 
unused spectral resources from a conventional LTE cellular network. Firstly, the cellular 
network optimises its spectrum utilisation in order to create spectrum holes for the FCs’ 
network tier, adopting the centralised dynamic spectrum sharing (CDSS) algorithm 
proposed in Chapter (3) [16]. Then, the FCs opportunistically and individually access 
the unused spectrum resources using the proposed scheme. Based on the individual 
FC’s received noisy payoff, each FC trigger a local learning algorithm and tune its 
parameters accordingly, in order to satisfy a certain quality of service and operate 
under restrictions of avoiding interference to other secondary and primary users at the 
same time.
The considered scenario consists of an LTE radio access cellular network, com­
prising tri-sectored eNBs located at the centre of the macrocell, and a layer of closed 
access, randomly-located LTE FCs overlaid upon the macrocell system, as depicted in 
Fig. 5.10. Each macrocell’s sector contains 10 pedestrian users, while 5 indoor users are 
located uniformly inside each femtocell. The simulation parameters and assumptions 
are summarised in Table 5.1.
The simulations carried out are based on the Downlink Long Term Evolution (LTE) 
System Level simulator [153]. The simulator has been modified to cope with the given 
heterogeneous scenario. Also, a spectrum configuration toolbox, with different learning 
strategies and optimisation techniques had been added to the baseline simulator.
5.7.2 A ccu racy M odel
The accuracy of the presented learning strategies is evaluated using the cross- 
validation technique for the holdout set of actions [159], to ensure a fair comparisons of 
different learning strategies’ behaviour on the detection of the ON/OFF subchannels
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Figure 5.10: Residential area covered by 7 tri-sectored macrocells and 30 Femtocells.
P a ra m e te r Value
M acrocells N etw ork No. of eNodeB Inter site distance (ISD)
7
1 Km
Number of sectors 
eNBs transmission mode 
Number of attached UEs 
Minimum coupling loss 
Pathloss model (TS25814) 
Macro environment setting 
Max. eNBs transmission power 
Shadow fading mean 
Shadowing correlation distance 
Small Scale Fading Model 
Antenna gain pattern 
UE receiver noise figure 
UE thermal noise density 
UE speed
3 sectors per site 
SISC)
10/sector 
70 dB
RL-mc ~ 128.1 -)- 37.6 logjo (d) 
urban 
43 dBm 
m 0 dB, sd 10 dB 
50 m
Typical Urban (TU) 
Directional 
9 dB 
-174 dBm/Hz 
3 Km/h
Fem tocells N etw ork No. of Femtocells Cell Radius
30 
20 m
Max. FCs transmission power 
Pathloss model 
Penetration loss 
Minimum coupling loss 
Power allocation 
Number of attached UEs 
UEs’ satisfaction throughput
10 dBm 
PLfc =  37 + 32 logio (d) 
{5,10} dB 
53 dB 
Homogeneous 
5
128, 512, and 1024 Kbps
LTE S pectrum Frequency Channel BW 
No. of Resource Blocks 
Resource Block BW
2.14 GHz
5 MHz 
25 RBs 
180 KHz
Sim ulation T im e Frame Duration (learning step) Simulation time 
Number of simulation runs
20 ms 
10 mill 
50
Table 5.1: Simulation parameters for Heterogeneous networks (HetNets).
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(selection/avoidance behaviour). Here, we use the history of each learning strategy 
hj  ^ = (a.j\o, ) to measure the accuracy. The accuracy can be expressed
as the model’s ability to correctly classify ON/OFF in the holdout dataset (same as 
the definition of the detection and false alarm probabilities in spectrum sensing).
We calculate the accuracy of the algorithms according to the following definition:
P'^ON = 7+ ri (5.42)
on ~T ^  on
where P ton is the probability of correctly classify ON subchannels during the learning 
process. The parameter Ton is defined as how many times the learning algorithm cor­
rectly identified ON. On the other hand, Fon is the fault identification of ON (collision
cost occurs when the decision of the FC is ON but the resource is in use by other
FCs/eNBs).
The probability of correctly identified OFF subchannels is given by:
ProFF = 7fF- —  (5.43)
l o f f  +  Ro f f
where the same definition applies to Toff and Foff-
5.7.3 Perform ance E valuation  R esu lts
Each FC in Fig. 5.10 runs the proposed multi-objective CODIPAS-HRL model, 
in order to first discover primary network channel occupancy states, then accordingly, 
maximise the average cell throughput, with the necessary support of reconfigurability, 
self-organisation and learning characteristics. The initial strategy profile {Ho}vj is 
equal 0.5 for all FCs.
The acquired spectrum knowledge of FC number {1} using the GF learning strategy 
is illustrated in Fig, 5.11(b) (i.e. outcome of the SMU learning model). It shows the 
selected strategy Fif  of taking action a\  ^ =  1 for all RBs after 2.5 x 10 ,^ 5 x 10^, and
5.7. SIMULATION RESULTS 117
eNB7: sectors 19 and 21
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Resource Blocks (RBs) Index Resource  Blocks (RBs) Index
(a) Spectrum  assignment for the cellular 
network. (b) The selected strategy of the 1th FC.
Figure 5.11: Spectrum assignment for the cellular network and the selected strategy 
of the 1th FC to take action =  1 generated by the SMU learning process 
after 2.5 x 10 ,^ 5 x 10^and 10 x 10  ^ learning steps, using CS\: the gradient follower 
(GF).
10 X 10  ^ learning steps. As shown, after 5 x 10^and 10 x 10  ^ learning steps, higher 
probability is assigned to RBs number {9 — 13} and {19 — 24}, that is the idle pattern 
in Fig. 5.11(a) of co-located eNB7 sectors 19 and 21. Indeed, these RBs with the 
higher probability are identified as the resources that are most likely to be free for 
opportunistic access, labelled as ON, while the other RBs will be labelled as OFF. It is 
clear that as the number of learning steps increases, the FCs acquire better knowledge 
about the spectrum usage.
Subsequently, the obtained strategies TTjVj from the SMU model are used to config­
ure the initial strategy ttqj of the SSU learning model. Fig. 5.12(a) shows the normalised 
average FCs’ reward signal üj t^ versus the execution time of the learning process. The 
convergence behaviour of the learning models trajectories is shown clearly which rep­
resents the achieved average utility function and fairness of the played game among 
participated FCs. Fairness is calculated using measurements of the average reward sig­
nal and achieved SINR of neighbouring FCs. For example, both FCs 10 and 16 access 
the idle resources and achieve the same SINR levels that meet the condition, given that 
IIo =  0.5, as shown in Fig. 5.12(b). As expected, the convergence behaviour differs 
according to the adopted learning strategies and network states (i.e. FCs’ location,
5. 7. SIMULATION RESULTS 118
reward utility u ^
♦-FC3.MRE 
FC16, MBM
Learning S teps xio‘
(a) The average received utility  Uj, t -
20000 
Learning Steps
(b) SINR (dB) for FCIO and FC16.
30000
Figure 5.12: The average received utility üj t^ of the proposed learning model after 
30 X  10  ^ learning steps for FC number {3,5,10,15,16,20, and 21} , and the average 
convergence of all FCs.
co-located eNBs, RB conditions, etc.).
In this work, we used the average cell throughput and the dissatisfaction proba­
bility as performance metrics. As shown in Fig. 5.13(a), the proposed model improves 
the average cell throughput by approximately 30% and achieves a satisfactory solution 
that meets the network conditions, as compared to the random GDC spectrum configu­
ration. In addition, the dissatisfaction probability is used here to ensure the fairness of 
access among all FCs’ users. From Fig. 5.13(b), we can note that the optimised config­
uration did reduce the dissatisfaction probability by an average of 47% and meets the 
satisfactory threshold that could be set up in advance by the FCs’ provider. Indeed, 
Fig. 5.12 and Fig. 5.13 show the algorithm converges to a satisfactory equilibrium or 
stable solution that explicitly fulfils FCs constraints.
Moreover, Fig. 5.14 depicts the SINR coverage of a layer of one-tier cellular network 
overlaid with a layer of 30 FCs randomly located over the area. The main purpose of 
Fig. 5.14 is to illustrate the impact of the secondary FCs’ to the legacy macro-cellular 
system, where dead zones (poor SINR) often appear within the coverage of cellular 
network due to the excessive cross-layer interference. As the number of overlaid FCs 
increase, they introduce more co/cross-layer interference to both networks, resulting 
in more degradation to the SINR CDF of the cellular and FCs network as shown in
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Figure 5.13: The dissatisfaction probability and the average cell throughput of the 
proposed learning model after 30 x 10  ^ learning steps, as compared to the GDC.
Pig. 5.15(a) and Fig. 5.15(b), respectively.
Indeed, this emphasises the need for smart access points (FCs) that have the 
capability to self-configure their operational parameters under restrictions of avoid­
ing/causing interference and meeting QoS conditions. So, Fig. 5.16 shows the CDF of 
the SINR of all FCs/eNBs obtained with the optimised spectrum configuration, for the 
coexistence scenario and for the case when there are no FCs. It is seen that there are 
improvements in the SINR for all network tiers. Although the mean improvement is 
around 6dB for the FC tier, it is around 2dB for the macrocell tier. This is owning 
to the fact that the eNBs are considered to be the main aggressors with high power 
transmission. Furthermore, we found that the SINR of the macrocells’ tier is nearly 
similar to the case when there is no FCs overlay upon them, thanks to the learning 
model that aims to minimise the cross-layer interference between network tiers.
The advantage of dividing the learning process into two sub-sequential levels is 
illustrated in Fig. 5.17. It shows the macrocells eNBs achieved average SINR during 
the FCs learning process, for different FCs’ throughput requests. Each FC starts with 
initial strategy profile ttqj — 0.9, thereafter, it optimises its resource selection such as to 
achieve different requested throughput 128, 512, and 1024 kbps, with 0.1 dissatisfaction 
probability. As shown in Fig. 5.17, the self-configuration capability of the SMU func­
tion allows the FCs to discover forbidden RBs during the initial stage of the learning
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Figure 5.14: The SINR map of the LTE cellular network overlaid with FCs, the circular 
dashed line shows low coverage area.
process. So, despite the longer time needed for the FCs to satisfy tight conditions, this 
significantly reduces the amount of cross-layer interference received at the eNBs from 
the FCs during the resource optimisation (SSU function).
Finally, Fig. 5.18 and Table 5.2 illustrate the performance comparisons between the 
different proposed learning algorithms in terms of convergence behaviour, experienced 
interference, and accuracy. As shown, the MBM has the advantages of fast convergence, 
high accuracy of correctly identified OFF RBs {Proff = 95%), and experiences low in­
terference, as compared to the MRE and GF in Fig. 5.18 and Fig. 5.21, respectively. 
This is due to the fact that the MBM is an aspiration-based RL model where learning 
does not fade with time and negative stimuli are possible (i.e. avoidance behaviour). 
However, the low accuracy of detecting ON RBs, with Pvoff = 60%, increases the 
missing opportunity during learning. Moreover, the MBM has slightly higher recon­
figuration cost, per Table 5.2. The MRE is also a stochastic-based learning algorithm 
shows a similar symmetrical convergence toward the detection of the ON/OFF RBs, 
as shown in Fig. 5.18. It requires less computation, shorter learning time and have 
the capability to scape from local optimum solutions as compared to the GF learning
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Figure 5.15: The impact of the number of FCs on the SINR cumulative distributed 
function (CDF) of the FCs and macrocells’ network.
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Figure 5.16: SINR cumulative distributed Figure 5.17: The eNBs average SINR dur- 
function (CDF) for the eNBs and FCs. ing the FCs’ learning time.
Learning Structure Convergence Accuracy Accuracy Reconfiguration cost
strategy behaviour P W /(% ) Pron(%) Cz (%)
G F DistributedDeterministic
Approach only 75 62 76
M R E DistributedStochastic
Approach only 69 69 74
M B M DistributedStochastic
Approach and 
Avoidance
95 60 80
Table 5.2: Comparisons learning strategies: the gradient follower (GF), the modified 
Roth-Erev (MRE), and the modified Bush and Mosteller (MBM).
algorithm in Fig. 5.21. However, the MRE has long convergence time as compared to 
the MBM algorithm, because the MBM have the advantage of the avoidance behaviour.
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Figure 5.18: Femtocells RBs selection and experienced interference during learning time 
for the modified Roth-Erev (MRE) and the modified Bush and Mosteller (MBM).
5.7 .4  C onvergence validation
As discussed in section (V), setting the learning rate of the MBM and MRE learning 
strategies is crucial. Fig. 5.18 illustrates the avoidance and approach behaviour of the 
MBM process for FC number 10 when learning take place with A = 0.01, A =  0.1 
and A = 1. The trajectories represents the transmission probability in each RB (i.e.
with initial =  0.5 Vj), for 30 RBs. For A =  0.1, trajectories for RBs that are 
utilised by the primary network converge to 0 , while other trajectories linger for a short 
time then reach it asymptotic behaviour; converges to 0 and 1 such as to satisfy FC 
requirements, as shown in Fig. 5.19(b). In Fig. 5.19(a), the slower the learning rate 
the more time the trajectories will linger till reach its asymptotic behaviour. However, 
for high learning rate, A = 1, the high drift towards rest point 0 pull all trajectories to 
approach 0, as show in Fig. 5.19(c).
Fig. 5.20 shows the histograms of the average received interference during the 
interaction of the MRE process of FC number 3 after t = 3000 learning iterations. The 
top row shows the evolution of taking action =  1 for RB number 10 with learning 
rate (5 = 0.05, while the bottom one shows the evolution of the learning process with 
/5 =  0.5. /j( r , a) is an acceptable interference threshold. There are two possible actions, 
i.e Gg® = (0,1}. For low learning rate (top row), after a number of iterations, there is
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Figure 5.19: Femtocells RBs selection and avoidance behaviour for the modified Bush 
and Mosteller (MBM), with learning rates A =  0.01, 0.1 and 1.
a strong attractor at I^ t^ =  — llOdR that pull the dynamics of the simulation towards 
action oR = 1, so, the RB declared as ON. In fact, the distribution of the received 
interference is clustering around the actual attractor (as the channel is not actually 
used by the co-located eNB). However, when learning take place with large step, the 
large update of the strategy creates another attractor that pull the convergence towards 
a^t — 0) shown in the bottom row of Fig. 5.20. This creates a missing opportunity 
for the secondary FC, or collision if the the RB was utilised by the co-located eNB.
5.7.5 C onvergence o f th e  G radient Follower (G F)
In the Gradient follower, if the multi-variable function (tt^ ), Vj is defined and
differentiable in a neighbourhood of a selected action a  ^, then irt) decreases/ increases
fastest if one goes from aj in the direction of the negative/ positive gradient of (tt^ ) 
at aj. With the right configuration of the GF convergence to a local minimum can be 
guaranteed. The convergence of the GF learning strategy to the global optimum and 
the capability of escaping from local maxima is provided in [156].
In the following we examine the best initial strategy Hq for the GF learning algo­
rithm. In fact, the amount of perceived interference during the SMU learning process 
depends on the initial configured strategy of each FC iTj f^ Fig. 5.21 illustrates the 
selection/ avoidance (ON/OFF) convergence behaviour and the normalised experienced
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Figure 5.20; The histograms of the received interference during the interaction of the 
MRE learning algorithms, when taking action aJ® =  1 for RB number {10}, and 
learning rates /3 =  0.05 and 0.5.
interference during the resource configuration for 10 x 10  ^ iteration steps using CSi.  
The tendency to select action {aj^t =  1} starts with the initial strategy Troj =  {0.9}, 
{0.5} and {0.1} as shown in Fig. 5.21. Note that Pmax and Pmin are used here to en­
courage the exploitation of new actions and keep monitoring the return of the primary 
nodes.
Clearly, the initial strategy ttqj =  {0.1} is the most conservative approach. It as­
signs low probability to all subchannels, thereafter it gradually increases the probability 
of subchannels that maximise the FC’s utility function. However, it has a slow conver­
gence trajectory toward detecting the ON subchannels, as compared to the strategies 
TToj =  {0.5,0.9} (i.e. long learning steps). On the other hand, the strategy TToj =  {0.9} 
causes higher interference to both network tiers, as depicted in Fig. 5.20(b), beside its 
low convergence to discover OFF subchannels. FCs with strategy profile ttoj = {0.5} 
have the fastest convergence of the ON/ OFF channel discovery with lower interference 
levels perceived during the learning steps, as compared to other initial strategies.
5.7. SIMULATION RESULTS 125
Strategy profile 
J r....=0.9
strategy profile n „. =0.50.5
0.25
Strategy profile"VLO=OX.S
J . , = 0.5
>-125
U .80
2500 5000 7500
Learning Steps
(a) RBs selection behaviour (O N /O F F  probability).
5000
Learning Steps
10000
10000
10000
(b) Femtocell received interference in (dB).
Figure 5.21; Femtocells RBs selection behaviour and received interference, adopting 
the gradient follower (GF) learning strategy, with initial strategy profiles {IIo}i =0.9, 
0.5 and 0.1.
5.7.6 C om parison b etw een  C entralised  and D istr ib u ted  A pproach
In this section, the considered scenario consists of an LTE radio access cellular net­
work, comprising tri-sectored eNBs located at the centre of the macrocell, as depicted 
in Fig. 5.22. Each macrocell’s sector contains 10 pedestrian users. The simulation 
parameters and assumptions are summarised in Table (I). We assume that the cel­
lular network optimises its spectrum utilisation adopting two algorithms; the CDSS 
algorithm proposed in Chapter (3) and the multi-objective CODIPAS-RL based on 
the MBM learning strategy, in order to satisfy a certain quality of service and create 
spectrum holes for the FCs’ network tier.
The spectrum allocation of the CDSS and MBM-RL are shown in Fig. 5.23. White 
spaces represent spectrum opportunities for any secondary networks. It is important 
to note that the CDSS resulting more contiguous sub-channels allocation as shown in 
Fig. 5.23 (a), due to the cell-by-cell based approach. However, the MBM-RL more likely 
to produces non-contiguous sub-channel allocation, subject to the channel conditions 
and number of active eNBs, as per Fig. 5.23 (b).
Fig. 5.24 shows the cumulative distributed function (CDF) of the achieved aver-
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Figure 5.22: Residential area covered by 7 macrocells, three sectors each.
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Figure 5.23: The outcome Spectrum allocation of the CDSS and MBM-RL algorithms.
age cell throughput of all eNBs, based on the CDSS and MBM-RL. As shown, both 
algorithms achieve a satisfactory solution that meets the network condition. Moreover, 
the MBM-RL, which requires no sharing information or cooperation between eNBs, 
achieves nearly the same performance as the CDSS, as shown in Fig. 5.25. However, 
it works in ’’first come, first served” bases where no guarantee are provided to ensure 
fairness, particularly, when eNBs experience different channel conditions.
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Figure 5.24: The average cell throughput cumulative distributed function (CDF) for 
the eNBs, using the CDSS and MBM algorithms.
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Figure 5.25: Comparison between the the average cell throughput cumulative dis­
tributed function (CDF) of the CDSS and distributed MBM-RL algorithm
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5.8 Conclusion
This chapter presented and evaluated the multi-objective CODIPAS reinforcement 
learning framework. The CODIPAS-RL model enable FCs to obtain knowledge about 
primary spectrum usage pattern, and then optimise the selection of resources such as 
to operate under restrictions of avoiding interference and meeting QoS conditions (i.e., 
self-configuration/ optimisation). The femtocells coexistence scenario has been modelled 
as a dynamic, non-cooperative game with incomplete and imperfect information. The 
learning game approach provides coordination between the multi-FCs that trying to 
access the spectrum. Three reinforcement learning strategies has been considered; the 
modified Roth-Erev (MRE), the modified Bush and Mosteller (MBM) and the Gradient 
follower (GF). We considered scenarios when FCs adopted the same learning strategy or 
different learning strategies (i.e. heterogeneous learning). This chapter found answers 
related to the convergence of the game to a solution concept based on satisfaction 
equilibrium, under homo/heterogeneous learning.
Simulation results shows the advantages of the proposed distributed learning model 
as compared to the coupling-based CDSS approach, as presented in Chapter 3. The re­
sults highlight the important of the self-configuration/optimisation capabilities for FCs 
to minimise co/cross-layer interference and achieve QoS conditions. Moreover, decom­
posing the learning into two sequential learning steps decreases the interference that in­
troduced to the primary network during the learning time. The proposed model enables 
the FCs to autonomously determine their environment and to tune their parameters 
accordingly using different learning strategies, in order to operate under restrictions of 
avoiding interference to both network tiers.
The convergence conditions, learning rate, total experienced interference and re­
configuration cost have been also studied in this chapter, for the different proposed 
learning strategies. We shows that the learning algorithms varied in terms of speed of 
convergence and convergence behaviour, which could affect the fairness of the game. 
The MBM algorithm is the fastest learning strategy, due to the avoidance and conver-
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gence behaviour. However, the back off nature of the algorithm gives other learning 
strategies the chance to dominate the MBM. Moreover, setting the learning rate is cru­
cial; it affects the convergence of the learning and fairness of the game. In fact, setting 
the learning rate is an optimisation problem that need to be addressed in future re­
search. Finally, the self-organization and coordination features make the learning game 
model a practical solution concept to the main challenges of interference management 
in HetNets deployment.
Chapter 6
Conclusion and Future Work
6.1 Conclusions
Spectrum sharing has been cited as a promising mechanisms to solve spectrum 
scarcity and shortage problem. Basically, it enables multiple use of the same spec­
trum bands, which could significantly assist realisation of capacity demands, increase 
spectrum efficiency and yield major economic benefits to mobile operators. Therefore, 
regulators and governments have developed new spectrum policies and regulations that 
allow dynamic sharing between different types of networks. The emphasis in this thesis 
is on the hierarchical access model where there are two types of users; primary net­
work, and secondary network. The primary network has the right and the priority to 
access the spectrum, while the secondary network, with cognitive features capabilities, 
exploits the primary user’s spectrum and opportunistically access the white spaces.
Two sharing scenarios has been considered in this research, the coexistence be­
tween multiple mobile cellular networks, simultaneously access the shared spectrum, 
and heterogeneous network deployment where a layer of femtocells overlay an existing 
cellular networks and share the same spectrum bands. Here, interference management 
is a very challenging task and one of the most limiting factors of achieving the projected 
spectral efficiency. The thesis has contributed to this research by proposing dynamic
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spectrum sharing techniques as an interference avoiding scheme.
First, the thesis presents a comprehensive survey and a broad understanding of 
the general principles of current and state of art spectrum management practices, and 
approaches to future ones. This actually helps to highlight the major flaws with current 
approaches in spectrum sharing and more importantly the major concerns with respect 
to this approach, namely; to guarantee a satisfactory global use of the spectrum in 
coexistence mobile networks, resources selection and optimisation problems.
So, as a study case, the research first focused on the scenario when several com­
peting UMTS operators simultaneously coexist and share a common pool of radio 
resources. It considers a centralised approach to benefits from the global view of the 
networks. The central controller can manage the spectrum assignment task between 
both networks by knowing exactly the impact that different spectrum assignments pro­
voke to each cell/network. A cell-coupling-based approach has been introduced here as 
a model that might be suitable for the investigation of the influence of co/cross-layer 
interference over a downlink radio interface based on UMTS systems. This approach 
aggregates all user properties and focuses on the relations between cells/networks. In 
order to enhance the spectrum utilisation and avoid interference between network lay­
ers, a simple medium-term centralised dynamic spectrum sharing (CDSS) model has 
been proposed. Moreover, instead of assuming a perfect geographical co-located net­
works, we extend the scenario to consider displaced cellular networks and investigate 
the impact of spectrum sharing with different displacement vectors. Although the low 
scalability and data signalling overhead of such a scheme and lack of physical cooper­
ation between networks, the proposed scheme helps to study the impact of spectrum 
sharing to both network tiers and facilities dynamic utilisation of the spectrum.
In fact, most interesting proposal is the use of cognitive radio features and self­
learning capabilities for enabling dynamic spectrum sharing, particularly, for heteroge­
neous network deployment where the distributed and ad hoc nature of femtocells make 
centralised scheme more difficult to be deployed. Therefore, thesis has also focused on
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designing efficient distributed dynamic spectrum access schemes for femtocells oppor­
tunistic networks. First, we have proposed a novel fully distributed learning schemes 
based on combined fully distributed payoff and strategy learning (CODIPAS) for femto­
cells self-configuration. The proposed model enables the FCs to autonomously interact 
with their environment, obtain knowledge about the primary spectrum usage, and 
identified unused spectrum pattern. Based on reinforcement learning (RL), we intro­
duce two different learning strategies; the modified Bush and Mosteller (MBM) and 
the modified Roth-Erev (MRE). Topics such as information assumptions, observation 
assumptions, behaviour assumptions and experienced interference during the learning 
interactions have been also studied in order to provide a reasonable comparison between 
different learning strategies. We also derive a new accuracy metric in order to provide 
comparisons between the learning behaviour of different strategies. Simulation results 
shows that the proposed strategies can identify unused resource blocks with high degree 
of accuracy.
One of the advantages of the proposed learning schemes over regular sensing ap­
proaches that it allows the coordination between multiple access nodes. To demonstrate 
that, a game theoretical frame work has been developed for the proposed scheme. The 
communication environment has been modelled as a dynamic, non-cooperative game 
with incomplete and imperfect information. The learning approach has been devel­
oped to enable resource selection. In this context, the research work proposes multi­
objective, fully distributed strategy based on the proposed reinforcement learning algo­
rithms model (CODIPAS-RL) for the femtocells self-configuration/ optimisation. The 
self optimisation technique allows FCs to select certain resources from available spec­
trum pools obtained from the learning process, in order to operate under restrictions 
of avoiding interference to both network tiers. In this model, we implicitly decompose 
the learning game into two sequential levels of learning with spectrum modelling utility 
(SMU) and spectrum selection utility (SSU) functions. The proposed model takes the 
advantage of calculating the learning cost associated with each learning strategy. We 
also provides a brief comparison between the initial proposed centralised CDSS ap­
6.2. Future Work 133
proach and distributed reinforcement based CODIPAS-RL model. Simulation results 
highlight the important of the self-configuration/ optimisation capabilities for FCs to 
minimise co/cross-layer interference and achieve networks satisfaction.
Finally, the thesis examine the scenario when femtocells adopt different learning 
strategies. Under the heterogeneity of network topologies and learning strategies, the 
simulation results show the convergence behaviour of the proposed model to a solution 
concept based on satisfaction equilibrium. The convergence conditions, learning rate, 
total experienced interference and reconfiguration cost have been also studied. Such a 
distributed intelligent scheme can provide a practical solution to the main challenges 
in opportunistic spectrum use and interference management in heterogeneous network. 
Certainly, machine learning and self-organization based on a game theoretical formu­
lation and within the context of heterogeneous networks deployment has been little 
exploited and thus constitutes a main novelty of the work.
6.2 Future Work
This research contributes in the area of dynamic spectrum sharing for coexistence 
scenarios and heterogeneous networks. It answers few questions related the use of 
self-organisation network and machine learning with game theoretical formulation to 
achieve efficient distributed management schemes. However, the implication of this 
research open a lot of questions for future work.
A first line of extension of this work could be to investigate the performance of the 
proposed model for different channel realization and more practical assumptions. For 
example, the length of the learning step (i.e. averaging time of reward signal) could 
highly affect the convergence of the learning process, specially for fast scale fading 
channels when the channel changes faster than the learning step. Another example is 
to study the convergence of the learning game under dynamic behaviour of femtocells. 
In this research we assumed that FCs trigger the learning process at the same time.
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However, a more realistic assumption considers random start time/update for each FC. 
This could potentially affect the fairness of accessing the white spaces, specially, for new 
coming FCs. So, it is important to study the impact of FCs unsynchronised learning 
on the convergence stability and fairness of the game. Moreover, some interesting 
questions in the game theoretical formulation and solution concept remain open. For 
example, the complexity overhead which shows the impact of the number of players 
(i.e., femtocells) on the convergence speed of the game. In some learning strategies, 
there is an exponential relation between the number of player and the time it takes 
for the game to converge to or come close to a stationary distribution. The number of 
possible actions at each stage of the game, i.e. size of action space, also has an affect on 
the convergence time. Moreover, in this work we adopted the satisfactory equilibrium 
as a solution concept, which is more practical assumption for nodes with opportunistic 
access. However, considering different objective such as to maximization of a network 
wide utility requires a study of other applicable solution concepts and equilibriums. 
After that, the question is how to analyse the optimality of the game outcomes for the 
coexistence scenario which implies a complex multi-objective optimization.
Another interesting extension of this work is to study the viability of the proposed 
learning approach as an alternative to spectrum sensing. The learning game model 
assists femtocells to acquire knowledge about spectrum usage and at the same time 
allows interference coordination between multiple femtocells that located in the same 
geographical location. In spectrum sensing there is the issue of optimisation between 
sensing and transmission time. In learning approach, the learning rate and cost of 
learning is also an optimisation issue, learning rate also effects the convergence be­
haviour of the learning strategy. Moreover, the concept of SINR walls introduces a 
limitation for conventional spectrum sensing techniques. The question here if we can 
define a similar threshold where learning approaches are not practical. For example, 
each action 0 and 1 at each subchannel produce a Gaussian distribution of the aggre­
gated reward signal, with mean value and variance. Thus, we can in principle define 
a learning probability, i.e. the probability of correctly identifying a single subchannel
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from a reward signal aggregated over multiple subchannels, similar to the detection 
probability used in spectrum sensing approaches, Neyman-Pearson (NP) hypothesis.
Given this context, another possible future work considers implementing the learning- 
based approach coupled with spectrum sensing. Here, femtocells instead of taking ac­
tions at each learning step, sense the environment to construct the reward signal i.e., 
learning by sensing rather than actions, which could potentially decreases the sensing 
time, particularly, over wide band channels. Certainly, aspects such as channel model 
assumptions, fast fading and how the constantly changing wireless channel gains on 
each sub band will affect the convergence behaviour of learning algorithms and have to 
be taken into account.
With regards to the level of cooperation and information exchange in heteroge­
neous networks deployment, the proposed solutions do not require information exchange 
between macrocells and overlaid femtocells and no cooperation between femtocells is 
assumed. However, one could imagine futuristic scenarios where limited information 
exchange between networks layers (e.g., interference constraints, regulator information, 
policies and preferences) can be supported. For example, information exchange between 
the macrocells and femtocells located within its coverage and between neighbouring 
femocells could be possible. Such mechanisms could provide more protection to the 
licensed networks. Moreover, introducing a level of information exchange and coopera­
tion could facilitate the coordination and faster convergence of the femtocells learning 
process, where factors such as cooperation protocol, information to be exchanged and 
signalling overhead have to be examined.
Finally, an interesting direction to extend this work is to enhance the learning 
through the use of Hidden Markov Model (HMM). The HMM will assist femtocells to 
predict the best initial learning strategy. Thus, the learning procedure will be close 
to the set of equilibrium, which potentially reduces the learning time. Last but not 
least, another possible approach is to introduce several power profiles for each resource 
element (e.g. low, medium, and high transmission power). In fact, considering a joint
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power allocation and spectrum assignment optimisation for the learning model increases 
the energy efficiency of the femtocells, in addition to its spectral gain. However, the 
large action space can effect the convergence behaviour and convergence time.
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