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Abstract
We prove a general inequality estimating the distance of two probability
measures on a compact Lie group in the Wasserstein metric in terms of
their Fourier transforms. The result is close to being sharp. We use a
generalized form of theWasserstein metric, related by Kantorovich duality to
the family of functions with an arbitrarily prescribed modulus of continuity.
The proof is based on smoothing with a Feje´r-like kernel, and a Fourier
decay estimate for continuous functions. As a corollary, we show that the
rate of convergence of random walks on semisimple groups in the Wasserstein
metric is necessarily almost exponential, even without assuming a spectral
gap. Applications to equidistribution and empirical measures are also given.
1 Introduction
If the Fourier transform of two Borel probability measures on R are equal, then
the measures themselves are also equal. The celebrated Berry–Esseen smoothing
inequality is a quantitative form of this fundamental fact of classical Fourier analy-
sis. Given two Borel probability measures ν1 and ν2 on R, let Fj(x) = νj((−∞, x]),
j = 1, 2, and define
δunif(ν1, ν2) = sup
x∈R
|F1(x)− F2(x)| .
Theorem A (Berry–Esseen smoothing inequality). Assume that |F2(x)−F2(y)| ≤
K|x − y| for all x, y ∈ R with some constant K > 0. Then for any real number
T > 0,
δunif(ν1, ν2)≪ K
T
+
∫ T
−T
|ν̂1(t)− ν̂2(t)|
|t| dt
with a universal implied constant.
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In the terminology of probability theory, Fj(x) is the distribution function of νj;
the Fourier transform ν̂j(t) =
∫
R
eitx dνj(x) is the characteristic function of νj;
finally, δunif is the uniform metric (or Kolmogorov metric) on the set of probability
distributions. For somewhat sharper forms of Theorem A see Petrov [21, Chapter
5.1].
Similar smoothing inequalities are known for several other probability metrics
on R, see Bobkov [4] for a survey. Some, but not all require a smoothness assump-
tion on one of the distributions; for instance, Theorem A is usually formulated
under the assumption that F2 is differentiable and |F ′2(x)| ≤ K. A common fea-
ture of such results is that the distance of ν1 and ν2 in some probability metric is
bounded above by the sum of two terms depending on a free parameter T > 0: one
term decays as T increases, and the other term depends on the Fourier transforms
of ν1 and ν2 only on the interval [−T, T ].
Berry–Esseen type smoothing inequalities are known in other spaces as well.
The first multidimensional version, an upper bound for the uniform metric on
Rd is due to von Bahr [2]. Niederreiter and Philipp proved an analogous result
for two Borel probability measures ν1 and ν2 on the torus R
d/Zd. By identifying
Rd/Zd with the unit cube [0, 1)d, we can define the uniform metric as δunif(ν1, ν2) =
supx∈[0,1]d |ν1(B(x))− ν2(B(x))|, where B(x) = [0, x1)× · · · × [0, xd). The Fourier
transform is now ν̂j(m) =
∫
Rd/Zd
e−2πi〈m,x〉 dνj(x), m ∈ Zd. Let µRd/Zd be the
normalized Haar measure, and let ‖m‖∞ = max1≤k≤d |mk|.
Theorem B (Niederreiter–Philipp [19]). Assume that ν2(B) ≤ KµRd/Zd(B) for
all axis parallel boxes B ⊆ [0, 1)d with some constant K > 0. Then for any integer
M ≥ 1,
δunif(ν1, ν2)≪ K
M
+
∑
m∈Zd
0<‖m‖∞≤M
|ν̂1(m)− ν̂2(m)|∏d
k=1max{|mk|, 1}
with an implied constant depending only on d.
The goal of this paper is to prove a Berry–Esseen type smoothing inequality in
more general compact groups. In this more general setting only those probability
metrics remain meaningful whose definition does not rely on concepts such as axis
parallel boxes and distribution functions. One of the most important such metrics
is the p-Wasserstein metric Wp. Given a compact metric space (X, ρ) and two
Borel probability measures ν1 and ν2 on X , we define
Wp(ν1, ν2) = inf
ϑ∈Coup(ν1,ν2)
∫
X×X
ρ(x, y)p dϑ(x, y) (0 < p ≤ 1),
and
Wp(ν1, ν2) = inf
ϑ∈Coup(ν1,ν2)
(∫
X×X
ρ(x, y)p dϑ(x, y)
)1/p
(1 < p <∞).
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Here Coup(ν1, ν2) is the set of couplings of ν1 and ν2; that is, the set of Borel
probability measures ϑ onX×X with marginals ϑ(B×X) = ν1(B) and ϑ(X×B) =
ν2(B), B ⊆ X Borel. Recall that for any p > 0, Wp is a metric on the set of Borel
probability measures on X , and it generates the topology of weak convergence.
Respecting the philosophy of the Berry–Esseen inequality, we wish to find an
upper bound to Wp(ν1, ν2) depending on the Fourier transform of ν1 and ν2 only
up to a certain “level”. For this reason we chose to work with compact Lie groups,
where the theory of highest weights provides a suitable framework to formalize the
meaning of “level”. More precisely, our main result applies to any compact, con-
nected Lie group G; classical examples include Rd/Zd, U(d), SU(d), SO(d), Sp(d)
and Spin(d). Let n and r be the dimension and the rank of G, and let Ĝ denote
the unitary dual. Further, let λπ denote the highest weight of the representation
pi ∈ Ĝ, and let ‖A‖HS =
√
tr(A∗A) be the Hilbert–Schmidt norm of a matrix A.
For a more formal setup we refer to Section 2.1. Generalizing and sharpening our
recent result on the torus G = Rd/Zd [6], in this paper we prove the following
Berry–Esseen type smoothing inequality for Wp on compact Lie groups.
Theorem 1. Let ν1 and ν2 be Borel probability measures on a compact, connected
Lie group G. If 0 < p < 1, then for any real number M > 0,
Wp(ν1, ν2)≪ 1
(1− p)Mp +M
1−p
 ∑
π∈Ĝ
0<|λπ|≤M
|λπ|n−r2 −2‖ν̂1(pi)− ν̂2(pi)‖2HS

1/2
. (1)
In addition, for any real number M > 0,
W1(ν1, ν2)≪ log(M + 2)
M
+
 ∑
π∈Ĝ
0<|λπ|≤M
|λπ|n−r2 −2‖ν̂1(pi)− ν̂2(pi)‖2HS

1/2
. (2)
The implied constants depend only on G.
The result holds without any smoothness assumption on ν1 and ν2. We do not
know if the factors 1/(1− p) in (1) and log(M + 2) in (2) are necessary; however,
as the applications in Section 2.3 will show, the inequalities are optimal up to
these factors. Our methods do not work when p > 1, and in this case finding
a Berry–Esseen type smoothing inequality on compact groups remains open; the
only result of this type we are aware of is due to Steinerberger [23], and applies on
the torus Rd/Zd under strong smoothness assumptions (satisfied e.g. if ν2 is the
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Haar measure). The reason is that our proof is based on Kantorovich duality for
Wp; recall that the Kantorovich duality theorem states that for any 0 < p ≤ 1,
Wp(ν1, ν2) = sup
f∈Fp
∣∣∣∣∫
G
f dν1 −
∫
G
f dν2
∣∣∣∣ ,
where, with ρ denoting the geodesic distance on G,
Fp = {f : G→ R : |f(x)− f(y)| ≤ ρ(x, y)p for all x, y ∈ G} .
Theorem 1 thus estimates the difference of the integrals of f with respect to ν1
and ν2 uniformly in f ∈ Fp. From our methods it also follows (see (19)) that for
any f ∈ Fp,∣∣∣∣∫
G
f dν1 −
∫
G
f dν2
∣∣∣∣≪ 1(1− p)Mp + ∑
π∈Ĝ
0<|λπ|≤M
|λπ|n−r2 ‖f̂(pi)‖HS · ‖ν̂1(pi)− ν̂2(pi)‖HS
with an implied constant depending only on G if 0 < p < 1, and the same estimate
holds with 1/(1 − p)Mp replaced by log(M + 2)/M if p = 1. Hence for a given
f ∈ Fp whose Fourier transform decays fast enough, the results of Theorem 1 can
be improved. Fast Fourier decay follows e.g. from suitable smoothness assumptions
on f , see Sugiura [25]. For instance, if f ∈ Fp is 2m times differentiable and
∆mf ∈ Fp, then |λπ|n−r2 −2 in (1) and (2) can be replaced by |λπ|n−r2 −2−4m; see (20).
Here ∆m denotes the m-fold iteration of the Laplace–Beltrami operator. Note that
Fourier decay rates play a role in classical Berry–Esseen type inequalities as well:
the coefficient |t|−1 (resp. ∏dk=1max{|mk|, 1}−1) in Theorem A (resp. Theorem B)
is explained by the fact that the Fourier transform of the indicator function of an
interval (resp. axis parallel box) decays at this rate.
The most straightforward application of Theorem 1 is estimating the rate of
convergence of random walks in the Wp metric. Let ν
∗k denote the k-fold convo-
lution power of ν, and let µG be the Haar measure on G. Recall that ν
∗k → µG
weakly as k → ∞ if and only if the support of ν is contained neither in a proper
closed subgroup, nor in a coset of a proper closed normal subgroup of G; see
Stromberg [24]. Using a nonuniform spectral gap result of Varju´, we prove the
following application of Theorem 1.
Corollary 2. Let ν be a Borel probability measure on a compact, connected,
semisimple Lie group G. If ν∗k → µG weakly as k →∞, then for any 0 < p ≤ 1,
Wp(ν
∗k, µG)≪ e−pck1/3,
where the constant c > 0 and the implied constant depend only on G and ν.
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The condition of semisimplicity cannot be removed. The main motivation came
from our recent paper [6] on quantitative ergodic theorems for random walks.
Given independent, identically distributed G-valued random variables ζ1, ζ2, . . .
with distribution ν, we showed that for any f ∈ Fp the sum
∑N
k=1 f(ζ1ζ2 · · · ζk)
satisfies the central limit theorem and the law of the iterated logarithm, provided∑∞
k=1Wp(ν
∗k, µG) < ∞. Corollary 2 thus provides a large class of examples of
random walks with fast enough convergence in Wp, and consequently to which our
quantitative ergodic theorems apply. We do not know whether Wp(ν
∗k, µG) ≪
e−ck
1/3
remains true for p > 1.
Another possible application is in uniform distribution theory, where the
goal is finding finite sets {a1, a2, . . . , aN} ⊂ G which make the integration error
|N−1∑Nk=1 f(ak)− ∫G f dµG| small for a suitable class of test functions. Applying
Theorem 1 to ν1 = N
−1∑N
k=1 δak (where δa is the Dirac measure concentrated at
a ∈ G) and ν2 = µG, we can quantitatively measure how well distributed a finite
set is with respect to test functions f ∈ Fp. Note that in this case we have
‖ν̂1(pi)− ν̂2(pi)‖2HS =
1
N2
N∑
k,ℓ=1
χπ(a
−1
k aℓ),
where χπ(x) = trpi(x) is the character of the representation pi ∈ Ĝ. Theorem 1 thus
becomes an abstract version of the Erdo˝s–Tura´n inequality, estimating the distance
of a finite set from uniformity in terms of character sums. As an illustration, we
will show that certain finite sets in SO(3) constructed by Lubotzky, Phillips and
Sarnak using deep number theory are close to being optimal with respect to Wp.
A similar Erdo˝s–Tura´n inequality on compact Riemannian manifolds with re-
spect to sufficiently nice test sets was proved by Colzani, Gigante and Travaglini
[12]. Steinerberger [22] estimated theW2 distance ofN
−1∑N
k=1 δak from uniformity
in terms of the Green function of the Laplace–Beltrami operator on a compact Rie-
mannian manifold. Numerical results for certain finite point sets on the orthogonal
group O(d) and on Grassmannian manifolds were obtained by Pausinger [20].
The discussion above can be generalized from Fp to the class of functions with
an arbitrarily prescribed modulus of continuity, and we will actually work out the
details in this generality. In particular, our results apply to any given f ∈ C(G).
The formal setup and notation are given in Section 2.1; we state the general form
of Theorem 1 with explicit constants in Section 2.2; applications to random walks
and to uniform distribution theory are discussed in more detail, and the proof of
Corollary 2 is given in Section 2.3. The proof of the main result, Theorem 3 is
given in Section 3.
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2 Results
2.1 Notation
Throughout the paper G denotes a compact, connected Lie group with identity
element e ∈ G and Lie algebra g. Let exp : g → G and n = dimG denote
the exponential map and the dimension of G as a real smooth manifold. Fix an
Ad-invariant inner product (·, ·) on g, and let |X| = √(X,X), X ∈ g. This
inner product defines a Riemannian metric on G; let ρ denote the corresponding
geodesic metric on G. The Laplace–Beltrami operator on G is ∆ =
∑n
k=1XkXk
(as an element of the universal enveloping algebra of g), where X1, . . . , Xn is an
orthonormal base in g with respect to (·, ·); this does not depend on the choice of
the orthonormal base.
Let r denote the rank of G, and fix a maximal torus T in G with Lie algebra
t. Let t∗ = Hom(t,R) denote the dual vector space. The sets
Γ = {X ∈ t : exp(2piX) = e} ,
Γ∗ = {λ ∈ t∗ : λ(X) ∈ Z for all X ∈ Γ}
are dual lattices of full rank in t and t∗, respectively. The inner product on g
naturally defines an inner product on t∗, which we also denote by (·, ·); we also
write |λ| = √(λ, λ), λ ∈ t∗. The weights will be considered elements of Γ∗; the
character of T corresponding to λ ∈ Γ∗ is exp(X) 7→ eiλ(X), X ∈ t. Let R be
the set of roots, and choose a set of positive roots R+; we have |R| = n − r and
|R+| = (n− r)/2. Let
C+ =
{
λ ∈ t∗ : (λ, α) ≥ 0 for all α ∈ R+}
be the dominant Weyl chamber; the set of dominant weights is thus Γ∗ ∩C+. The
Weyl group of G with respect to T will be denoted by W (G, T ) = NG(T )/T .
Let Ĝ be the unitary dual of G. For any pi ∈ Ĝ, let dπ and λπ denote the
dimension and the highest weight of pi. The map pi 7→ λπ is a bijection from Ĝ
to the set of dominant weights Γ∗ ∩ C+. Let κπ ≥ 0 denote the negative Laplace
eigenvalue of pi; that is, ∆pi = −κπpi where ∆ acts entrywise. Recall that
κπ = |λπ|2 + 2(λπ, ρ+) and dπ =
∏
α∈R+(λπ + ρ
+, α)∏
α∈R+(ρ
+, α)
,
where ρ+ =
∑
α∈R+ α/2 is the half-sum of positive roots; in particular,
|λπ|2 ≤ κπ ≤ |λπ|2 +O(|λπ|) and dπ ≪ |λπ|(n−r)/2.
Let µG (resp. µT ) denote the normalized Haar measure on G (resp. T ). The
Fourier transform of a function f : G→ C is f̂(pi) = ∫
G
f(x)pi(x)∗ dµG(x), pi ∈ Ĝ;
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that of a Borel probability measure ν on G is ν̂(pi) =
∫
G
pi(x)∗ dν(x), pi ∈ Ĝ. Here
pi(x)∗ denotes the adjoint of pi(x), and the integrals are taken entrywise.
Let g : [0,∞)→ [0,∞) be a nondecreasing and subadditive1 function such that
limt→0+ g(t) = 0, and define
Wg(ν1, ν2) = inf
ϑ∈Coup(ν1,ν2)
∫
G×G
g(ρ(x, y)) dϑ(x, y),
where Coup(ν1, ν2) is the set of couplings, as before. Letting
Fg = {f : G→ R : |f(x)− f(y)| ≤ g(ρ(x, y)) for all x, y ∈ G} ,
the Kantorovich duality theorem states
Wg(ν1, ν2) = sup
f∈Fg
∣∣∣∣∫
G
f dν1 −
∫
G
f dν2
∣∣∣∣ .
Note that Wg is a metric on the set of Borel probability measures on G and it
generates the topology of weak convergence, unless g is constant zero. In the
special case g(t) = tp, 0 < p ≤ 1 we write Wp (resp. Fp) instead of Wg (resp. Fg).
We mention that given f ∈ C(G), the function
gf(t) = sup{|f(x)− f(y)| : x, y ∈ G, ρ(x, y) ≤ t}
is nondecreasing and subadditive, and limt→0+ gf(t) = 0; in fact, gf is the smallest
g for which f ∈ Fg.
Remark. Kantorovich duality is usually stated for g(t) = t, i.e. for Lipschitz
functions. To see the general case, note that g(ρ(x, y)) is another metric on G
generating the topology of G, unless g is constant zero; the subadditivity of g is
needed for the triangle inequality. Kantorovich duality for Lipschitz functions in
the g(ρ(x, y)) metric thus implies Kantorovich duality for Wg as claimed. Fur-
ther, since the usual 1-Wasserstein metric with respect to g(ρ(x, y)) generates the
topology of weak convergence, so does Wg.
2.2 Berry–Esseen inequality on compact Lie groups
Fix dual bases2 β1, . . . , βr and α1, . . . , αr in the lattices Γ and Γ
∗, respectively;
that is, αk(βℓ) = δk,ℓ. By a lattice box in Γ
∗ of size L ∈ N we mean a set of the
form {
v0 +
r∑
k=1
nkαk : n1, . . . , nr ∈ [0, L− 1] ∩ Z
}
1That is, g(t+ u) ≤ g(t) + g(u) for all t, u ≥ 0.
2The set of roots might not span Γ∗, since we did not assume that G is semisimple.
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with some v0 ∈ Γ∗. Since the dominant Weyl chamber C+ is a closed, convex cone
in t∗ with a nonempty interior, the set {λ ∈ t∗ : |λ| ≤ M/2} ∩ C+ contains a
lattice box in Γ∗ of size L ≫ M with an implied constant depending only on G.
The main result of the paper is the following Berry–Esseen type inequality.
Theorem 3. Let ν1 and ν2 be Borel probability measures on a compact, connected
Lie group G. Let g : [0,∞) → [0,∞) be nondecreasing and subadditive such that
limt→0+ g(t) = 0, and let
ψ(t) = |W (G, T )|
r∑
k=1
∫ t/2
0
g
(
2pi|βk|
t
x
)
sin2(pix)
x2
dx,
φ(t) = inf
0<c<2(
√
n2+n−n)
√
n
1− c− c2/(4n) ·
g
(
c
nt
)
c
nt
.
Then for any real number M > 0,
Wg(ν1, ν2) ≤ ψ (L) + φ(M)
 ∑
π∈Ĝ
0<|λπ |≤M
dπ
κπ
‖ν̂1(pi)− ν̂2(pi)‖2HS

1/2
provided {λ ∈ t∗ : |λ| ≤M/2} ∩ C+ contains a lattice box in Γ∗ of size L ∈ N.
If g(t) = tp with some 0 < p ≤ 1, then choosing e.g. c = (√17 − 3)/2 (this is
optimal in the worst case p→ 0, n = 1) yields φ(M) ≤ 3n3/2−pM1−p. In addition,
for all L ∈ N,
ψ(L) ≤
{
|W (G, T )|
∑r
k=1 5|βk|p
1−p L
−p if 0 < p < 1,
|W (G, T )| (∑rk=1 pi|βk|) 2+logLL if p = 1.
This follows directly from the definition of ψ; for a detailed proof we refer to [6,
Proposition 3]. As observed, we can always choose L ≫ M , therefore Theorem 3
implies Theorem 1.
We mention that ψ(t)≪ g(1/t), and consequently ψ(L)≪ g(1/M) holds for a
large class of g. This is the case for instance if t−pg(t) is nondecreasing for some
0 < p < 1; simply use g(2pi|βk|x/t) ≤ (2pi|βk|x)pg(1/t), and extend the integration
to [0,∞). Note that this covers all cases when g(t) is larger than any positive
power of t as t → 0+, i.e. when the prescribed modulus of continuity is weaker
than Ho¨lder continuity. As we shall see in Section 2.3.3, in the case ψ(t)≪ g(1/t)
Theorem 3 is sharp up to a constant factor depending on G and g.
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2.3 Applications
2.3.1 Spectral gaps and random walks
Given Borel probability measures ν1 and ν2 on G, let ν1 ∗ ν2 denote their con-
volution, and let ν∗1(B) = ν1(B
−1), B ⊆ G Borel. If ζ1 and ζ2 are independent
G-valued random variables with distribution ν1 and ν2, then ν1 ∗ ν2 (resp. ν∗1) is
the distribution of ζ1ζ2 (resp. ζ
−1
1 ).
Let L20(G, µG) be the orthogonal complement of the space of constant functions
in L2(G, µG); that is, the set of all f ∈ L2(G, µG) with
∫
G
f dµG = 0. Given a
Borel probability measure ν on G, let Tν : L
2
0(G, µG)→ L20(G, µG),
(Tνf)(x) =
∫
G
f(xy) dν(y)
be its associated Markov operator. Observe that Tν1∗ν2 = Tν1Tν2 and Tν∗ = T
∗
ν ; in
particular, Tν is self-adjoint (resp. normal) if and only if ν = ν
∗ (resp. ν ∗ ν∗ =
ν∗ ∗ ν).
We start with a trivial estimate for Wp(ν, µG) in terms of Tν . It is not difficult
to see that
qν := ‖Tν‖op = sup
π∈Ĝ
π 6=π0
‖ν̂(pi)‖op,
where pi0 ∈ Ĝ denotes the trivial representation, and ‖ · ‖op is the operator norm.
Let f ∈ Fp with
∫
G
f dµG = 0 be arbitrary, and note that Tνf ∈ Fp. Since
|Tνf | ≥ |(Tνf)(e)|/2 on the ball centered at e with radius r = (|(Tνf)(e)|/2)1/p,
we have
‖Tνf‖22 ≥
(
(Tνf)(e)
2
)2
µG (B(e, r))≫ |(Tνf)(e)|2+n/p,
‖Tνf‖22 ≤ ‖Tν‖2op · ‖f‖22 ≪ ‖Tν‖2op.
Therefore | ∫
G
f dν| = |(Tνf)(e)| ≪ q2p/(n+2p)ν , and consequently
Wp(ν, µG)≪ q2p/(n+2p)ν . (3)
We now deduce an almost sharp improvement on the trivial estimate (3). Recall
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that ‖A‖HS ≤
√
dπ‖A‖op for any dπ × dπ matrix A. With ν1 = ν and ν2 = µG,∑
π∈Ĝ
0<|λπ |≤M
|λπ|n−r2 −2‖ν̂1(pi)− ν̂2(pi)‖2HS ≤
∑
π∈Ĝ
0<|λπ|≤M
|λπ|n−r2 −2dπ‖ν̂(pi)‖2op
≪
∑
π∈Ĝ
0<|λπ|≤M
|λπ|n−r−2q2ν
≪

q2ν if n = 1,
(log(M + 2))q2ν if n = 2,
Mn−2q2ν if n ≥ 3.
(4)
Optimizing the value of the free parameter M > 0, in dimension n ≥ 3 Theorem
1 thus gives
Wp(ν, µG)≪
{
(1− p)2p/n−1q2p/nν if 0 < p < 1,
(log(2 + 1/qν))
1−2/n q2/nν if p = 1
(5)
with implied constant depending only on G. Using Theorem 3 instead, we get
Wg(ν, µG) ≪ g(q2/nν ) provided ψ(t) ≪ g(1/t). Similar estimates can be deduced
in dimensions n = 1 and 2. Clearly qν ≤ 1, and qν1∗ν2 ≤ qν1qν2 ; in particular, (5)
gives an upper bound for Wp(ν1 ∗ · · · ∗ νN , µG) in terms of
∏N
k=1 qνk .
We say that ν has a spectral gap, if the spectral radius of Tν is strictly less
than 1; note that this is a direct generalization of Crame´r’s condition in classical
probability theory. Assuming Tν is normal, having a spectral gap is equivalent to
qν < 1; for general Tν , it is equivalent to qν∗m < 1 for some integer m ≥ 1. Deciding
whether a given ν has a spectral gap is a highly nontrivial problem. Generalizing
results of Bourgain and Gamburd [8], [9] on SU(2) and SU(d), Benoist and Saxce´
considered a Borel probability measure ν on a compact, connected, simple Lie
group G. They proved [3, Theorem 3.1] that if the support of ν is not contained
in any proper closed subgroup, and each element of the support (as a matrix) has
algebraic entries, then ν has a spectral gap. The same authors also conjectured
that the condition that the matrix entries are algebraic can be dropped.
Using (5) (or even just (3)), Wp(ν
∗k, µG) → 0 exponentially fast as k → ∞
whenever ν has a spectral gap. Corollary 2 is thus basically an unconditional (i.e.
not assuming the conjecture of Benoist and Saxce´), weaker form of this fact. In
contrast to the (semi)simple case, Wp(ν
∗k, µG) → 0 polynomially fast for certain
finitely supported measures ν on the torus Rd/Zd [6].
So far we have only discussed the relationship between Wp(ν, µG) and the spec-
tral gap of ν. Theorem 1, however, provides a quantitative relationship between
Wp(ν, µG) and the spectrum of the self-adjoint operator T
∗
ν Tν itself. Indeed, by
the Peter–Weyl theorem L20(G, µG) = ⊕π∈Ĝ,π 6=π0Vπ, where Vπ is the vector space
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spanned by the entries of pi(x). Since (Tνpi)(x) = pi(x)ν̂(pi)
∗, the action of Tν on
Vπ is determined by ν̂(pi); in particular, dπ‖ν̂(pi)‖2HS is simply the sum of all spec-
trum points of T ∗ν Tν on Vπ. The proof of Corollary 2 is based on this quantitative
relationship.
Proof of Corollary 2. It will be enough to prove the claim for p = 1. Indeed,
the general case follows from Wp(ν1, ν2) ≤W1(ν1, ν2)p, 0 < p ≤ 1; this can be seen
directly from the definition of Wp and the Ho¨lder inequality.
Varju´ [27, Theorem 6] proved that for any Borel probability measure ϑ on G
and any M > 0,
1− max
π∈Ĝ
0<|λπ|≤M
‖ϑ̂(pi)‖op ≥ c0
1− max
π∈Ĝ
0<|λπ|≤M0
‖ϑ̂(pi)‖op
 1
logA(M + 2)
, (6)
where the constants c0,M0 > 0 and 1 ≤ A ≤ 2 depend only on the group G;
in fact, the exact value of A was also given. Since ν∗k → µG weakly, we have
ν̂(pi)k = ν̂∗k(pi) → 0 for all pi 6= pi0, and hence the spectral radius of ν̂(pi) is less
than 1. It follows that for any pi ∈ Ĝ with 0 < |λπ| ≤M0, we have ‖ν̂(pi)m‖op < 1
with some positive integer m = m(G, ν); in particular,
b = b(G, ν) := c0
1− max
π∈Ĝ
0<|λπ |≤M0
‖ν̂(pi)m‖op
 > 0.
Applying (6) to ϑ = ν∗m, we get that for any positive integer k and any M > 0,
max
π∈Ĝ
0<|λπ|≤M
‖ν̂∗k(pi)‖op ≤
 max
π∈Ĝ
0<|λπ|≤M
‖ν̂(pi)m‖op
⌊k/m⌋ ≤ (1− b
logA(M + 2)
)(k−m)/m
≤ e−b(k−m)/(m logA(M+2)).
Hence ∑
π∈Ĝ
0<|λπ|≤M
|λπ|n−r2 −2‖ν̂∗k(pi)‖2HS ≤
∑
π∈Ĝ
0<|λπ|≤M
|λπ|n−r2 −2dπ‖ν̂∗k(pi)‖2op
≪
∑
π∈Ĝ
0<|λπ|≤M
|λπ|n−r−2e−b(k−m)/(m logA(M+2))
≪ Mne−b(k−m)/(m logA(M+2)).
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The first factor is actually 1, log(M + 2), Mn−2 in the cases n = 1, n = 2, n ≥ 3,
but this will not play an important role. Theorem 1 thus gives that for anyM > 0,
W1(ν
∗k, µG)≪ log(M + 2)
M
+Mn/2e−b(k−m)/(2m log
A(M+2)).
Choosing logA+1M = b(k −m)/(2mn), we deduce
W1(ν
∗k, µG)≪ k
1
A+1 exp
(
−n
2
(
b(k −m)
2mn
) 1
A+1
)
,
and the claim follows with any 0 < c < n
2
· ( b
2mn
)
1
A+1 .
Remark. Assume g : [0,∞) → [0,∞) is nondecreasing and concave, and
limt→0+ g(t) = 0; concavity implies, and is only slightly stronger than subadditivity.
Then Wg(ν1, ν2) ≤ g(W1(ν1, ν2)) follows from the Jensen inequality. In particular,
the general form of the conclusion of Corollary 2 is Wg(ν
∗k, µG)≪ g(e−ck1/3).
2.3.2 Uniform distribution theory
Next, we consider applications in uniform distribution theory. It is not difficult to
see e.g. directly from the definition of Wg, that for any given nonempty finite set
A ⊂ G and any g as in Section 2.1,
inf
supp ν⊆A
Wg(ν, µG) =
∫
G
g(dist (A, x)) dµG(x), (7)
where the supremum is over all probability measures ν whose support is contained
in A, and dist (A, ·) denotes distance from the set A. Indeed, the infimum is
attained when for any a ∈ A, ν({a}) is the Haar measure of the Voronoi cell
{x ∈ G : dist (A, x) = ρ(a, x)}.
In this case the optimal transport plan from ν to µG is to simply spread ν({a})
evenly over the given Voronoi cell. Recall that open balls B(x, r) in G of radius
0 < r < diamG satisfy rn ≪ µG(B(x, r))≪ rn. A standard ball packing argument
(using e.g. the “3r covering lemma” of Vitali) shows that the optimal distance from
a probability measure supported on at most N points to the Haar measure is
g(N−1/n)≪ inf
|supp ν|≤N
Wg(ν, µG)≪ g(N−1/n) (8)
with implied constants depending only on G. In particular, (7) and (8) hold for
Wp, 0 < p ≤ 1. We mention that both estimates hold also for any 1 < p <∞ with
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Wp replaced by W
p
p . For a detailed proof in the case 1 < p < ∞ see Kloeckner
[15]; the proof for 0 < p ≤ 1 and for more general g is identical. We refer to
the same paper for far reaching generalizations (e.g. to more general measures on
Riemannian manifolds).
Lubotzky, Phillips and Sarnak [17], [18] considered the problem of finding well
distributed finite sets in SO(3), and consequently, on the sphere S2. For any
N such that 2N − 1 is a prime congruent to 1 modulo 4, they constructed a
symmetric set {a1, a2, . . . , a2N} ⊂ SO(3) for which the probability measure νN =
(2N)−1
∑2N
k=1 δak satisfies qνN =
√
2N − 1/N ; this spectral gap is in fact optimal
among all symmetric sets of size 2N . Since SO(3) has dimension n = 3, (5) yields
Wp(νN , µSO(3))≪
{
(1− p)2p/3−1N−p/3 if 0 < p < 1,
(logN)1/3N−1/3 if p = 1
with a universal implied constant. By (8), this is optimal up to the factors
(1 − p)2p/3−1 and (logN)1/3. Note that the trivial estimate (3) only yields
Wp(νN , µSO(3))≪ N−p/(3+2p). More generally, we have Wg(νN , µSO(3))≪ g(N−1/3)
provided ψ(t)≪ g(1/t).
Clozel [11] proved a similar optimal (up to a constant factor) spectral gap
estimate in terms of the size of a finite set in U(d). Less precise estimates on more
general compact homogeneous spaces were obtained by Oh [16].
2.3.3 Empirical measures
Finally, we address the optimality of Theorems 1 and 3; we do so by deducing a
simple estimate on the mean rate of convergence of empirical measures. Let ν be
an arbitrary Borel probability measure on G, and let ζ1, ζ2, . . . , ζN be independent,
identically distributed G-valued random variables with distribution ν. The proba-
bility measure νN := N
−1∑N
k=1 δζk is called the corresponding empirical measure.
Theorem 1 gives an estimate for Wp(νN , ν) — a random variable! — as follows.
Let Eπ = Epi(ζ1) = ν̂(pi)
∗. With ν1 = νN and ν2 = ν we then have
ν̂1(pi)− ν̂2(pi) = 1
N
N∑
k=1
(pi(ζk)− Eπ)∗ ,
and by independence, the “variance” satisfies
E ‖ν̂1(pi)− ν̂2(pi)‖2HS =
1
N2
N∑
k=1
E tr (pi(ζk)
∗pi(ζk)−E∗πEπ) ≤
dπ
N
.
In the last step we used that pi(x) is unitary. Following the steps in (4), in dimen-
sion n ≥ 3 Theorem 1 gives that for any 0 < p < 1 and any M > 0,
EWp(νN , ν) ≤
√
EWp(νN , ν)2 ≪ 1
(1− p)Mp +M
1−p
√
Mn−2
N
,
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and a similar estimate holds for p = 1. Optimizing the value of M > 0, we finally
obtain that in dimension n ≥ 3,
EWp(νN , ν)≪
{
(1− p)2p/n−1N−p/n if 0 < p < 1,
(logN)1−2/nN−1/n if p = 1
(9)
with an implied constant depending only on G. More generally, we have
EWg(νN , ν) ≪ g(N−1/n) provided ψ(t) ≪ g(1/t). Thus (8) shows that Theo-
rem 1 is indeed sharp up to the factors 1/(1 − p) in (1) and log(M + 2) in (2);
similarly, in the case ψ(t) ≪ g(1/t) Theorem 3 is sharp up to a constant factor
depending only on G and g. Note that the only compact, connected Lie groups in
dimension n = 1 and n = 2 are R/Z and R2/Z2, and the optimality of Theorem 1
on these groups up to the same factors follows from results in [6].
The estimate in (9) is neither new, nor fully optimal. The rate of convergence
of empirical measures in Wp on more general metric spaces was studied by Bach
and Weed [1], and by Boissard and Le Gouic [5]. Instead of Fourier methods, they
used a sequence of partitions of the metric space, each refining its predecessor to
construct transport plans. It follows e.g. from [5, Corollary 1.2] that EWp(νN , ν)
satisfies the fully optimal upper bound ≪ N−p/n for all 0 < p ≤ 1. We refer to [1]
for improvements for measures ν supported on sets of lower dimension than the
ambient space.
3 Proof of Theorem 3
The proof of Berry–Esseen type inequalities are usually based on smoothing with
an approximate identity whose Fourier transform has bounded support. For in-
stance, in the proof of Theorem A this Fourier transform is the “rooftop function”
max{1−|t|/T, 0}, supported on [−T, T ]. The proof of Theorem B uses the discrete
version
∏d
k=1max{1− |mk|/(M +1), 0}, supported on [−M,M ]d; in the setting of
the torus this is known as the Feje´r kernel.
Our proof of Theorem 3 follows the same idea. Let BL ⊂ Γ∗ ∩ C+ be a lattice
box of size L ∈ N. Consider the function
FL(x) =
1
|BL|
∣∣∣∣ ∑
π∈Ĝ
λπ∈BL
χπ(x)
∣∣∣∣2,
where χπ(x) = trpi(x) is the character of pi, and |BL| = Lr is the cardinality of
BL. Clearly FL ≥ 0, and by the orthonormality of the characters,
∫
G
FL dµG = 1.
Remark. We emphasize that FL, while inspired by it, is not a natural analogue
of the Feje´r kernel on G; indeed, we do not use all possible dominant weights. The
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main technical advantage of FL is that it factors at a crucial stage of the proof;
see equation (14) below. Using natural analogues of the Feje´r kernel would entail
a complicated combinatorial argument to handle exponential sums over dilated
polytopes, and would only yield an improvement in Theorem 3 by a constant
factor depending on G. For convergence properties of natural analogues of the
Feje´r kernel we refer to [10], [14] and [26].
Clearly,∣∣∣∣∫
G
f dν1 −
∫
G
f dν2
∣∣∣∣ ≤ 2‖f − f ∗ FL‖∞ + ∣∣∣∣∫
G
f ∗ FL dν1 −
∫
G
f ∗ FL dν2
∣∣∣∣ , (10)
where f ∗ FL denotes convolution. Our goal is to find an upper estimate of the
right hand side which is uniform in f ∈ Fg; by Kantorovich duality, the same
upper estimate will hold for Wg(ν1, ν2). We bound the first term in (10) in Section
3.1; prove a decay estimate for the Fourier transform of f in Section 3.2; bound
the second term and finish the proof of Theorem 3 in Section 3.3.
3.1 Approximation in supremum norm
In this section we bound the supremum norm ‖f − f ∗ FL‖∞ appearing in (10).
Similar estimates for p-Ho¨lder functions on classical groups with various versions
of the Feje´r kernel were given by Gong [14]. We shall need the celebrated Weyl
integral formula andWeyl character formula, which we now recall. Let δG : T → R
be
δG(exp(X)) =
∏
α∈R
(eiα(X) − 1) =
∏
α∈R+
∣∣eiα(X) − 1∣∣2 (X ∈ t).
The Weyl integral formula [7, p. 338] states that for any central function ϕ ∈
L1(G, µG) we have ∫
G
ϕ dµG =
1
|W (G, T )|
∫
T
ϕ · δG dµT .
We also record for future reference that for any ϕ ∈ L1(T, µT ),∫
T
ϕ(t) dµT (t) =
∫
t/Γ
ϕ(exp(2piX)) dµt/Γ(X), (11)
where µt/Γ is the normalized Haar measure on t/Γ. This follows from the fact that
X 7→ exp(2piX) from t/Γ to T is an isomorphism of compact commutative groups,
and hence, a measure preserving map.
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The Weyl character formula [7, p. 356] expresses an arbitrary character χπ as
χπ(exp(X)) =
∑
w∈W (G,T ) sign (w)e
iλπ(Xw)eiρ
+(Xw−X)∏
α∈R+(1− e−iα(X))
(X ∈ t).
Here sign (w) is ±1 depending on whether w is the product of an even or odd
number of reflections, and (w,X) 7→ Xw is the canonical action of W (G, T ) on t.
We emphasize that this form of the Weyl character formula holds even without
assuming ρ+ ∈ Γ∗, as exp(X) 7→ eiρ+(Xw−X) is well defined.
Proposition 4. For any f ∈ Fg and any L ∈ N,
2‖f − f ∗ FL‖∞ ≤ ψ(L).
Proof. Recall that the geodesic metric ρ is translation invariant both from the
left and from the right. Since f ∈ Fg, we have
‖f − f ∗ FL‖∞ = sup
x∈G
∣∣∣∣∫
G
(
f(x)− f(xy−1))FL(y) dµG(y)∣∣∣∣
≤
∫
G
g(ρ(e, y))FL(y) dµG(y)
=
1
|W (G, T )|
∫
T
g(ρ(e, t))FL(t)δG(t) dµT (t).
(12)
In the last step we used the Weyl integral formula. By the definition of FL and
the Weyl character formula, with t = exp(2piX), X ∈ t,
FL(t)δG(t) =
δG(t)
|BL|
∣∣∣∣∣∣∣∣
∑
w∈W (G,T )
sign(w)
e2πiρ
+(Xw−X)∏
α∈R+(1− e−2πiα(X))
∑
π∈Ĝ
λπ∈BL
e2πiλπ(X
w)
∣∣∣∣∣∣∣∣
2
≤ δG(t)|BL| |W (G, T )|
∑
w∈W (G,T )
1∏
α∈R+ |1− e−2πiα(X)|2
∣∣∣∣ ∑
π∈Ĝ
λπ∈BL
e2πiλπ(X
w)
∣∣∣∣2
=
|W (G, T )|
|BL|
∑
w∈W (G,T )
∣∣∣∣ ∑
π∈Ĝ
λπ∈BL
e2πiλπ(X
w)
∣∣∣∣2.
Applying the integral transformation (11) in (12), we thus get
‖f − f ∗ FL‖∞ ≤ 1|BL|
∑
w∈W (G,T )
∫
t/Γ
g(ρ(e, exp(2piX)))
∣∣∣∣ ∑
π∈Ĝ
λπ∈BL
e2πiλπ(X
w)
∣∣∣∣2 dµt/Γ(X).
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Here ρ(e, exp(2piX)), the lattice Γ and µt/Γ are invariant under the actionX 7→ Xw
of the Weyl group. Therefore the terms in the previous sum are equal, and we
have
‖f − f ∗ FL‖∞ ≤ |W (G, T )||BL|
∫
t/Γ
g(ρ(e, exp(2piX)))
∣∣∣∣ ∑
π∈Ĝ
λπ∈BL
e2πiλπ(X)
∣∣∣∣2 dµt/Γ(X).
(13)
Recall that β1, . . . , βr and α1, . . . , αr are dual bases in Γ and Γ
∗. Let us parametrize
X ∈ t/Γ as X = x1β1 + · · · + xrβr, x ∈ [−1/2, 1/2]r. Since the exponential map
is a geodesic, ρ(e, exp(2piX)) ≤ 2pi|X| for all X ∈ t. By the subadditivity of g, in
(13) we have
g(ρ(e, exp(2piX))) ≤ g(2pi|X|) ≤
r∑
k=1
g(2pi|xkβk|).
We chose BL to be a lattice box in Γ
∗, therefore in (13) we also have∣∣∣∣ ∑
π∈Ĝ
λπ∈BL
e2πiλπ(X)
∣∣∣∣2 =
∣∣∣∣∣
L−1∑
n1,...,nr=0
e2πi(n1x1+···+nrxr)
∣∣∣∣∣
2
. (14)
Hence (13) yields
‖f − f ∗ FL‖∞ ≤ |W (G, T )||BL|
r∑
k=1
∫
[−1/2,1/2]r
g(2pi|xkβk|)
r∏
ℓ=1
∣∣∣∣∣
L−1∑
nℓ=0
e2πinℓxℓ
∣∣∣∣∣
2
dx
=
|W (G, T )|
|BL|
r∑
k=1
∫ 1/2
−1/2
g(2pi|xkβk|)
∣∣∣∣∣
L−1∑
nk=0
e2πinkxk
∣∣∣∣∣
2
Lr−1 dxk
= 2|W (G, T )|
r∑
k=1
∫ 1/2
0
g(2pi|βk|xk) sin
2(Lpixk)
L sin2(pixk)
dxk
≤ |W (G, T )|
2
r∑
k=1
∫ 1/2
0
g (2pi|βk|xk) sin
2(Lpixk)
Lx2k
dxk.
By a simple integral transformation, the right hand side is ψ(L)/2.
3.2 Decay of the Fourier transform
We prove a decay estimate for the Fourier transform in somewhat greater generality
than what we need.
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Proposition 5. Assume that f ∈ L1(G, µG) satisfies(∫
G
|f(xh)− f(x)|2 dµG(x)
)1/2
≤ g(ρ(h, e))
for all h ∈ G with some nondecreasing function g : [0,∞)→ [0,∞). Then for any
real number M > 0,
∑
π∈Ĝ
0<|λπ |≤M
dπκπ‖f̂(pi)‖2HS ≤ inf
0<c<2(
√
n2+n−n)
n
1− c− c2/(4n) ·
g
(
c
nM
)2(
c
nM
)2 .
If g(t) = tp with some 0 < p ≤ 1, we can choose e.g. c = (√17− 3)/2 yielding∑
π∈Ĝ
0<|λπ|≤M
dπκπ‖f̂(pi)‖2HS ≤ 9n3−2pM2−2p. (15)
In the special case p = 1 the factor 9 can be removed, since the optimal choice is
then to let c → 0 (and M → ∞). An estimate similar to (15) has recently been
proved by Daher, Delgado and Ruzhansky [13], with an unspecified implied con-
stant in the place of 9n3−2p. Our main improvement is that this implied constant
does not depend on f ; a crucial feature in the study of the p-Wasserstein metric.
Proof of Proposition 5. We follow ideas in [13]. For the sake of simplicity,
we shall think about pi ∈ Ĝ as a dπ × dπ unitary matrix-valued function on G.
For any matrix A ∈ Cdπ×dπ let ‖A‖op = sup{|Av| : v ∈ Cdπ , |v| = 1} and
‖A‖HS =
√
tr (A∗A) denote the operator norm and the Hilbert–Schmidt norm,
respectively. The operator norm is submultiplicative; further, for all A,B ∈ Cdπ×dπ
we have ‖AB‖HS ≤ ‖A‖op·‖B‖HS, and the Cauchy–Schwarz inequality |tr (A∗B)| ≤
‖A‖HS · ‖B‖HS.
One readily verifies the identity
(pi(h)− Idπ) f̂(pi) =
∫
G
(f(xh)− f(x))pi(x)∗ dµG(x),
where Idπ denotes the dπ × dπ identity matrix. By the Parseval formula and the
assumption on f , for any h ∈ G we have∑
π∈Ĝ
dπtr
(
(pi(h)− Idπ)∗ (pi(h)− Idπ) f̂(pi)f̂(pi)∗
)
=
∫
G
|f(xh)− f(x)|2 dµG(x)
≤ g(ρ(h, e))2.
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Since the exponential map is a geodesic, we have ρ(exp(uX), e) ≤ |uX| for all
X ∈ g and u ∈ R. For any h = exp(uX) the previous estimate thus yields∑
π∈Ĝ
dπtr
(
(pi(h)− Idπ)∗ (pi(h)− Idπ) f̂(pi)f̂(pi)∗
)
≤ g(|uX|)2. (16)
Next, we wish to find a lower estimate. For any X ∈ g let
dpi(X) =
d
du
pi(exp(uX)) |u=0∈ Cdπ×dπ
denote the derived representation of pi.
Lemma 1 (Taylor expansion of degree 1). For any X ∈ g and any u ∈ R,
‖pi(exp(uX))− Idπ − u · dpi(X)‖op ≤
u2
2
‖dpi(X)‖2op.
Proof of Lemma 1. We simply apply the usual Taylor formula to the matrix-
valued function F (u) = pi(exp(uX)). Since pi is a homomorphism, we have F ′(u) =
pi(exp(uX))dpi(X). First, note that for any u ∈ R,
‖pi(exp(uX))− Idπ‖op =
∥∥∥∥∫ u
0
pi(exp(yX))dpi(X) dy
∥∥∥∥
op
≤
∫ |u|
0
‖pi(exp(yX))‖op · ‖dpi(X)‖op dy
= |u| · ‖dpi(X)‖op.
We used the fact that pi(exp(yX)) is a unitary matrix and thus has operator norm
1. Therefore
‖pi(exp(uX))− Idπ − u · dpi(X)‖op =
∥∥∥∥∫ u
0
(pi(exp(yX))− Idπ) dpi(X) dy
∥∥∥∥
op
≤
∫ |u|
0
‖pi(exp(yX))− Idπ‖op · ‖dpi(X)‖op dy
≤
∫ |u|
0
|y| · ‖dpi(X)‖2op dy
=
u2
2
‖dpi(X)‖2op.
Lemma 2 (Sugiura). For any X ∈ g, we have ‖dpi(X)‖op ≤ |λπ| · |X|.
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Proof of Lemma 2. In [25, Theorem 2] Sugiura stated and proved the estimate
‖dpi(X)‖HS ≤
√
dπ|λπ| · |X|. His proof is based on the fact that with some dπ × dπ
unitary matrix U , we have Udpi(X)U∗ = diag (iλ(X) : λ ∈ W (pi)), where W (pi)
is the set of weights of pi. Further, we have |λ| ≤ |λπ| for all λ ∈ W (pi). Hence
Sugiura’s proof in fact yields the slightly stronger claim of Lemma 2.
Lemma 3. Let X1, . . . , Xn be an orthonormal base in g. For any u ∈ R, the points
hk = exp(uXk) satisfy
n∑
k=1
(pi(hk)− Idπ)∗ (pi(hk)− Idπ) = u2κπIdπ + E
with some E ∈ Cdπ×dπ , ‖E‖op ≤ n|u|3|λπ|3 + n(u4/4)|λπ|4.
Proof of Lemma 3. By Lemma 1 we can write
pi(hk)− Idπ = u · dpi(Xk) + Ek
with some error matrix Ek satisfying ‖Ek‖op ≤ (u2/2)‖dpi(Xk)‖2op. Therefore
n∑
k=1
(pi(hk)− Idπ)∗ (pi(hk)− Idπ) = u2
n∑
k=1
dpi(Xk)
∗dpi(Xk) + E
where
‖E‖op =
∥∥∥∥∥
n∑
k=1
(u · dpi(Xk)∗Ek + E∗ku · dpi(Xk) + E∗kEk)
∥∥∥∥∥
op
≤
n∑
k=1
(
2|u| · ‖dpi(Xk)‖op · u
2
2
‖dpi(Xk)‖2op +
u4
4
‖dpi(Xk)‖4op
)
.
By Lemma 2, the previous estimate yields ‖E‖op ≤ n|u|3|λπ|3 + n(u4/4)|λπ|4. On
the other hand, we have dpi(X)∗ = −dpi(X), and by the definition of the Laplace–
Beltrami operator,
n∑
k=1
dpi(Xk)
∗dpi(Xk) = −
n∑
k=1
dpi(Xk)dpi(Xk) = −(∆pi)(e) = κπIdπ .
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We now finish the proof of Proposition 5. Recall that |λπ|2 ≤ κπ. From Lemma
3 we deduce that for any u ∈ R,
tr
( n∑
k=1
(pi(hk)− Idπ)∗ (pi(hk)− Idπ) f̂(pi)f̂(pi)∗
)
= tr
(
u2κπf̂(pi)f̂(pi)
∗
)
+ tr
(
Ef̂(pi)f̂(pi)∗
)
≥ u2κπ‖f̂(pi)‖2HS − ‖Ef̂(pi)‖HS · ‖f̂(pi)‖HS
≥ u2κπ‖f̂(pi)‖2HS − ‖E‖op · ‖f̂(pi)‖2HS
≥ ‖f̂(pi)‖2HS
(
u2κπ − n|u|3|λπ|3 − nu
4
4
|λπ|4
)
≥ ‖f̂(pi)‖2HS · u2κπ
(
1− n|u| · |λπ| − nu
2
4
|λπ|2
)
.
(17)
Let M > 0 and 0 < c < 2(
√
n2 + n − n) be arbitrary, and choose u = c/(nM).
For any 0 < |λπ| ≤M we then have
1− n|u| · |λπ| − nu
2
4
|λπ|2 ≥ 1− c− c
2
4n
> 0,
and thus (16) and (17) imply
ng
( c
nM
)2
≥
∑
π∈Ĝ
0<|λπ|≤M
dπtr
(
n∑
k=1
(pi(hk)− Idπ)∗ (pi(hk)− Idπ) f̂(pi)f̂(pi)∗
)
≥
∑
π∈Ĝ
0<|λπ|≤M
dπ‖f̂(pi)‖2HS
( c
nM
)2
κπ
(
1− c− c
2
4n
)
.
Since 0 < c < 2(
√
n2 + n− n) was arbitrary, the claim follows.
3.3 The smoothed functions
In this section we estimate the second term in (10), and then finish the proof of
Theorem 3.
Proposition 6. If BL ⊆ {λ ∈ t∗ : |λ| ≤M/2}∩C+, then for any f ∈ L1(G, µG),∣∣∣∣∫
G
f ∗ FL dν1 −
∫
G
f ∗ FL dν2
∣∣∣∣ ≤ ∑
π∈Ĝ
0<|λπ|≤M
dπ‖f̂(pi)‖HS · ‖ν̂1(pi)− ν̂2(pi)‖HS.
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Proof. Let W (pi) denote the set of weights of pi ∈ Ĝ. Since there exists a unitary
matrix U such that Upi(exp(X))U∗ = diag (eiλ(X) : λ ∈ W (pi)), X ∈ t, we have
χπ(exp(X)) =
∑
λ∈W (π)
eiλ(X) (X ∈ t). (18)
Further, |λ| ≤ |λπ| for all λ ∈ W (pi).
By construction, FL is a finite linear combination of functions χπ1χπ2 with
|λπ1|, |λπ2| ≤M/2. Note that χπ1χπ2 = tr (pi1⊗pi2), where pi2 is the contragredient
of pi2. The unitary representation pi1⊗pi2 decomposes into finitely many irreducible
ones, hence χπ1χπ2 =
∑
π∈Ĝmπχπ with some nonnegative integersmπ, only finitely
many of which are nonzero. Using (18), this means that∑
λ∈W (π1)
η∈W (π2)
ei(λ−η)(X) =
∑
π∈Ĝ
mπ
∑
ζ∈W (π)
eiζ(X) (X ∈ t).
These are classical trigonometric polynomials in the coordinates of X ∈ t, it is
thus not difficult to see that for any ζ ∈ Γ∗ which appears with a nonzero coeffi-
cient on the right hand side of the previous formula, there exist (not necessarily
unique) weights λ ∈ W (pi1), η ∈ W (pi2) such that ζ = λ − η. In particular,
|ζ | ≤ |λπ1| + |λπ2| ≤ M , and hence |λπ| ≤ M whenever mπ > 0. Therefore
χπ1χπ2, and consequently also FL, is a finite linear combination of characters χπ
with |λπ| ≤M ; say, FL =
∑
π∈Ĝ,|λπ|≤M cπχπ with some coefficients cπ. Computing
cπ in general is a difficult problem, related to the Clebsch–Gordan coefficients.
However, we only need the trivial upper bound
|cπ| =
∣∣∣∣∫
G
FL · χπ dµG
∣∣∣∣ ≤ ‖χπ‖∞ ∫
G
FL dµG = dπ,
which implies∣∣∣∣∫
G
f ∗ FL dν1 −
∫
G
f ∗ FL dν2
∣∣∣∣ ≤ ∑
π∈Ĝ
|λπ|≤M
dπ
∣∣∣∣∫
G
f ∗ χπ dν1 −
∫
G
f ∗ χπ dν2
∣∣∣∣
=
∑
π∈Ĝ
|λπ|≤M
dπ
∣∣∣tr(f̂(pi)∗ (ν̂1(pi)− ν̂2(pi)))∣∣∣
≤
∑
π∈Ĝ
|λπ|≤M
dπ‖f̂(pi)‖HS · ‖ν̂1(pi)− ν̂2(pi)‖HS .
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Proof of Theorem 3. Using the estimate (10) and Propositions 4 and 6, we get
that for any f ∈ Fg and any real number M > 0,∣∣∣∣∫
G
f dν1 −
∫
G
f dν2
∣∣∣∣ ≤ ψ(L) + ∑
π∈Ĝ
0<|λπ|≤M
dπ‖f̂(pi)‖HS · ‖ν̂1(pi)− ν̂2(pi)‖HS (19)
provided {λ ∈ t∗ : |λ| ≤ M/2} ∩ C+ contains a lattice box in Γ∗ of size L ∈ N.
From the Cauchy–Schwarz inequality and Proposition 5 we further deduce∣∣∣∣ ∫
G
f dν1 −
∫
G
f dν2
∣∣∣∣
≤ ψ(L) +
 ∑
π∈Ĝ
0<|λπ|≤M
dπκπ‖f̂(pi)‖2HS

1/2 ∑
π∈Ĝ
0<|λπ|≤M
dπ
κπ
‖ν̂1(pi)− ν̂2(pi)‖2HS

1/2
≤ ψ(L) + φ(M)
 ∑
π∈Ĝ
0<|λπ|≤M
dπ
κπ
‖ν̂1(pi)− ν̂2(pi)‖2HS

1/2
.
By Kantorovich duality, the same upper bound holds for Wg(ν1, ν2).
Finally, we prove a remark made after Theorem 1. Assume f ∈ Fg is 2m times
differentiable, and ∆mf ∈ Fg. Recall that ∆̂f(pi) = κπf̂(pi). By Proposition 5,∑
π∈Ĝ
0<|λπ|≤M
dπκ
2m+1
π ‖f̂(pi)‖2HS =
∑
π∈Ĝ
0<|λπ|≤M
dπκπ‖∆̂mf(pi)‖2HS ≤ φ(M)2,
therefore from (19) and the Cauchy–Schwarz inequality we similarly get
∣∣∣∣∫
G
f dν1 −
∫
G
f dν2
∣∣∣∣ ≤ ψ(L) + φ(M)
 ∑
π∈Ĝ
0<|λπ|≤M
dπ
κ2m+1π
‖ν̂1(pi)− ν̂2(pi)‖2HS

1/2
(20)
provided {λ ∈ t∗ : |λ| ≤M/2} ∩ C+ contains a lattice box in Γ∗ of size L ∈ N.
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