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Abstract
This paper is devoted to analyze a conjecture in D-optimal designs proposed by Bora-Senta
and Moyssiadis [An algorithm for finding exact D- and A-optimal designs with n observations
and k two-level factors in the presence of autocorrelated errors, J. Combin. Math. Combin.
Comput. 30 (1999) 149–170] in 1999. With the aid of techniques of differential calculus,
Hadamard’s and Fisher’s inequalities for symmetric and positive definite matrices, we prove
that the conjecture is true for n autocorrelated observations and k two-level factors with n = 4ν
and k = 2.
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1. Introduction
In this paper we consider an optimization problem in the D-optimal design that
attempts to select each row of the design matrix
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X =


1 x11 x12 · · · x1k
1 x21 x22 · · · x2k
...
...
... · · · ...
1 xn1 xn2 · · · xnk


from the design space
DS = {[1, d1, d2, . . . , dk] : each di is either + 1 or − 1}
so that the determinant det(XTS−1X) is maximized, where S−1 = (1 − ρ2)−1Awith
0 = |ρ| < 1 and A = [aij ] is a tridiagonal matrix given by
A =


1 −ρ 0 · · · 0 0
−ρ 1 + ρ2 −ρ · · · 0 0
0 −ρ 1 + ρ2 · · · 0 0
...
...
...
.
.
.
...
...
0 0 0 · · · 1 + ρ2 −ρ
0 0 0 · · · −ρ 1


.
This problem arises from optimal designs with the D-optimality criterion and under
the first-order autoregressive process (AR(1) for short) assumption. We refer the
reader to, for example, [2,3] for more details.
In this article, we study the D-optimal design under the AR(1) errors assumption
for the case that the design matrix X is an n× 3 matrix, namely, n autocorrelated
observations and k two-level factors with k = 2. We first define the following nota-
tion:
〈t〉+ = [(−1)2, (−1)3, (−1)4, . . . , (−1)t+1],
〈t〉− = [(−1)1, (−1)2, (−1)3, . . . , (−1)t ],
(t)+ = [+1,+1, . . . ,+1︸ ︷︷ ︸
t
],
(t)− = [−1,−1, . . . ,−1︸ ︷︷ ︸
t
].
In 1999, based on their experience of several exhaustive searches, Bora-Senta and
Moyssiadis [1] proposed the following conjecture:
Conjecture. The D-optimal designs for the case k = 2 and n is a multiple of 4, say
n = 4ν, have the design matrices of the form
XT =

 (4ν)
+
〈4ν〉+
〈2ν〉+〈2ν〉−

 if 0 < ρ < 1,
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XT =

 (4ν)
+
(2ν)+(2ν)−
(ν)+(2ν)−(ν)+

 if −1 < ρ < 0.
Recently, Yeh and Lo Huang [4] proved the conjecture to be true whenever 0 <
ρ < 1. On the other hand, for negative ρ, they also showed that it is true if −(n+
1)−1  ρ < 0. However, it can be easily observed that −(n+ 1)−1 → 0 as n → ∞.
In the present paper, with the aid of techniques of differential calculus, Hadamard’s
and Fisher’s inequalities for symmetric and positive definite matrices, we prove that
the conjecture is true whenever −1 < ρ < 0.
2. Preliminaries
From now on, we use the terminology of Horn and Johnson [5] for matrix analy-
sis, and follow the notation of Yeh and Lo Huang given in [4]. The set of all m× n
matrices with each entry lies in {+1,−1} is denoted by Mm,n(±1), and Mn,n(±1) is
abbreviated to Mn(±1). Let 1 be an n-tuple column vector all of whose entries equal
1. Throughout this paper, let x = [x1, x2, . . . , xn]T and y = [y1, y2, . . . , yn]T be two
n-tuple column vectors with each component xi , yi in {+1,−1}.
For any column vector z = [z1, z2, . . . , zn]T ∈ Mn,1(±1), define
cs(z) = #{i : zi = −zi+1, 1  i  n− 1},
fcs(z) = min{i : zi = −zi+1, 1  i  n− 1},
scs(z) = min{i > fcs(z) : zi = −zi+1}.
For example, if z = [+1,+1,+1,−1,−1,−1,+1,+1,+1,+1]T then we have
cs(z) = 2, fcs(z) = 3, and scs(z) = 6.
In what follows, for any two n-tuple column vectors x and y, the function f (x, y)
is defined by
f (x, y) = det

1
TA1 1TAx 1TAy
xTA1 xTAx xTAy
yTA1 yTAx yTAy

 .
Note that f (x, y) = det(XTAX), where X is the n× 3 matrix [1 x y].
We need the following lemmas, which proofs can be found in [5].
Lemma 2.1. The matrix A is positive definite.
Lemma 2.2. Assume that B is an n× n positive definite matrix. If X is an n×m
matrix, then
(i) XTBX is positive semi-definite;
(ii) rank(XTBX) = rank(X).
So that rank(X) < m implies det(XTBX) = 0.
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Lemma 2.3 (Hadamards’s inequality). If A = [aij ] ∈ Mn is positive semi-definite,
then
det(A) 
n∏
i=1
aii .
Furthermore, when A is positive definite, then equality holds if and only if A is
diagonal.
Lemma 2.4 (Fischer’s inequality). Assume that
P =
[
A B
B∗ C
]
is a positive definite matrix that is partitioned so that A and C are square and non-
empty. Then
det(P )  det(A) det(C).
Lemma 2.5. f (x, y) = f (y, x) = f (−x, y) = f (−x,−y).
3. The conjecture is true for
We first define the following notation:
 = 1TA1,
xˆ = [(2ν)+(2ν)−]T,
yˆ = [(ν)+(2ν)−(ν)+]T,
and
fˆ =f (xˆ, yˆ) = det


 0 2ρ(1 − ρ)
0 + 4ρ 0
2ρ(1 − ρ) 0 + 8ρ


=(+ 4ρ)(+ 8ρ)− 4ρ2(1 − ρ)2(+ 4ρ).
In this section, we will prove that the conjecture is true for −1 < ρ < 0. With the
above notation, the statements of the conjecture can be rewritten as follows:
Theorem 3.1. fˆ  f (x, y) for any x, y ∈ Mn,1(±1), provided that n = 4ν and
−1 < ρ < 0.
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Table 1
Proof of Theorem 3.1
−1 < ρ < 0 cs(x) cs(y) fcs(x) fcs(y) scs(y)
Lemma 3.1(i) 2 2
Lemma 3.1(ii) =1 3
Lemma 3.2 =1 =1
Lemma 3.3 =1 =2 /=n2
Lemma 3.4 =1 =2 =n2 n2
Lemma 3.5 =1 =2 =n2 <n2 >n2
Similar to the ideas in [4], we divide the proof of Theorem 3.1 into several parts
as shown in Table 1. The reason that we do not need to deal with the following case
in Table 1,
cs(x) = 1, cs(y) = 2, fcs(x) = n
2
, fcs(y) <
n
2
, and scs(y)  n
2
is because that it turns out to the case considered in Lemma 3.4 by the following fact
observed in [1]:
Remark 3.1. Assume that x = [x1, x2, . . . , xn]T and y = [y1, y2, . . . , yn]T. If x˜ and
y˜ are obtained from x and y respectively by reversing the order of the components,
i.e., x˜ = [xn, xn−1, . . . , x1]T and y˜ = [yn, yn−1, . . . , y1]T, then f (x, y) = f (x˜, y˜).
Lemma 3.1. If x and y are vectors in Mn×1(±1) having either (i) cs(x)  2 and
cs(y)  2, or (ii) cs(x) = 1 and cs(y)  3, then fˆ  f (x, y).
Proof. Without loss of generality, we may assume that rank([1 x y]) = 3. Clearly
[1 x y]TA[1 x y] is positive definite. With the aid of Hadamard’s inequality for
positive definite matrices, one has f (x, y)  (1TA1)(xTAx)(yTAy).
(i) If cs(x)  2 and cs(y) ≥ 2 then
f (x, y)(1TA1)(xTAx)(yTAy) (Hadamard’s inequality)
(+ 8ρ)(+ 8ρ).
The last inequality follows from the fact that for any z ∈ Mn×1(±1) with cs(x)  2
one has zTAz  + 8ρ since ρ < 0. Therefore
fˆ − f (x, y) (+ 4ρ)(+ 8ρ)− 4ρ2(1 − ρ)2(+ 4ρ)− (+ 8ρ)2
=− 4ρ{(+ 8ρ)+ ρ(1 − ρ)2(+ 4ρ)}
− 4ρ{(+ 4ρ)(+ 8ρ)+ ρ(1 − ρ)2(+ 4ρ)} (ρ < 0)
=− 4ρ(+ 4ρ){+ 8ρ + ρ(1 − ρ)2}
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− 4ρ(+ 4ρ){4 − 6ρ + 2ρ2 + 8ρ + ρ(1 − ρ)2}
(since n  4 implies   4 − 6ρ + 2ρ2)
=− 4ρ(+ 4ρ){ρ3 + 3ρ + 4}
=− 4ρ(+ 4ρ)(1 + ρ)(ρ2 − ρ + 4) > 0 (−1 < ρ < 0).
(ii) If cs(x) = 1 and cs(y)  3 then
f (x, y)(1TA1)(xTAx)(yTAy) (Hadamard’s inequality)
(+ 4ρ)(+ 12ρ)
(+ 8ρ)(+ 8ρ).
The second inequality follows from the fact that for any n× 1{1,−1}-matrices, z and
w with cs(z) = 1 and cs(w)  3, one has zTAz = + 4ρ and wTAw  + 12ρ
since ρ < 0. And the last inequality follows from part (i). This completes the proof.

The following remark is useful for proving Lemma 3.2.
Remark 3.2. If −1 < ρ < 0, then one can claim that
4ρ(+ 4ρ)− 4ρ2(1 − ρ)2(+ 4ρ)+ n(1 − ρ)4(+ 4ρ)  0.
Since + 4ρ > 0 and n = 4ν, let h(ρ) = 4ρ− 4ρ2(1 − ρ)2 + n(1 − ρ)4, we see
that h is strictly increasing with respect to ρ with h(−1) = 0, which implies the
above assertion.
Lemma 3.2. If cs(x) = cs(y) = 1 then fˆ  f (x, y).
Proof. To shorten notation, let fcs(x) = a and fcs(y) = b. Without loss of general-
ity, we assume that x1 = y1 = 1 and a > b. Note that the matrix [1 x y]TA[1 x y] is
positive definite and
f (x, y) = det

  (2a − n)(1 − ρ)
2 (2b − n)(1 − ρ)2
(2a − n)(1 − ρ)2 + 4ρ 
(2b − n)(1 − ρ)2  + 4ρ


=(+ 4ρ)2 + 2(2a − n)(2b − n)(1 − ρ)4
−(2a−n)2(1−ρ)4(+4ρ)−(2b − n)2(1−ρ)4(+4ρ)−2,
where  := (n− 2a + 2b − 2)(1 − ρ)2 + 2(1 − ρ). We first consider the trivial
case that n = 4:
(i) For (a, b) = (2, 1) or (a, b) = (3, 2), we have
fˆ − f (x, y) = 4ρ(+ 4ρ)− 4ρ2(1 − ρ)2(+ 4ρ)+ 4(1 − ρ)4(+ 4ρ)
+ 4(1 − ρ)2
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 4(1 − ρ)2 (by Remark 3.2)
> 0.
(ii) For (a, b) = (3, 1), we obtain
fˆ − f (x, y)  8(1 − ρ)4(−2(1 − ρ)2 + 2(1 − ρ))+ 4(1 − ρ)4(+ 4ρ)
+ (−2(1 − ρ)2 + 2(1 − ρ))2 (by Remark 3.2)
 0.
Thus, the assertion holds for n = 4. Now consider n = 4ν for ν = 2, 3, . . .We define
an extension quadratic function F in variables a and b by F(a, b) = fˆ − f (x, y) on
the region  := {(a, b) ∈ R2| 2  b + 1  a  n− 1}. Then it suffices to show that
F(a, b)  0 for all (a, b) ∈ .
We divide the remainder of the proof into following several cases:
Case 1. Assume that F has a relative minimum occurs at the critical point (a∗, b∗)
in the open interior region 0 of . We begin by finding the critical points of F in
0.
F
a
=− 4(2b − n)(1 − ρ)4+ 4(2a − n)(2b − n)(1 − ρ)6
+ (8a − 4n)(1 − ρ)4(+ 4ρ)
+{(−4n+ 8 + 8a − 8b)(1 − ρ)4 − 8(1 − ρ)3},
F
b
=− 4(2a − n)(1 − ρ)4− 4(2a − n)(2b − n)(1 − ρ)6
+ (8b − 4n)(1 − ρ)4(+ 4ρ)
+{(4n− 8 − 8a + 8b)(1 − ρ)4 + 8(1 − ρ)3}.
To locate critical points, let
F
a
= 0 and F
b
= 0.
Since relative extrema occur only at critical points, the relative minimum of F at the
point (a∗, b∗) ∈ 0 must satisfy the following condition:
0=
(F
a
+ F
b
)∣∣∣
(a,b)=(a∗,b∗)
=−4(2a∗ + 2b∗ − 2n)(1 − ρ)4+ (8a∗ + 8b∗ − 8n)(1 − ρ)4(+ 4ρ)
=−4(2a∗ + 2b∗ − 2n)(1 − ρ)4{− (+ 4ρ)}.
Since a∗  b∗ + 1 and −1 < ρ < 0, we obtain − (+ 4ρ) < 0, which implies
a∗ + b∗ = n, and since a∗  b∗ + 1, we have a∗  n+12 and b∗  n−12 . Now, substi-
tuting b∗ = n− a∗ into F(a∗, b∗), we obtain
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F(a∗, n− a∗) = 4ρ(+ 4ρ)− 4ρ2(1 − ρ)2(+ 4ρ)
+ 2(2a∗− n)2(1− ρ)4{(3n− 4a∗ − 2)(1 − ρ)2+ 2(1 − ρ)}
+ 2(2a∗ − n)2(1 − ρ)4(+ 4ρ)
+{(3n− 4a∗ − 2)(1 − ρ)2 + 2(1 − ρ)}2.
We now consider the following two subcases:
(i) If n+ 1
2
< a∗  3n− 2
4
, then we have 3n− 4a∗ − 2  0, and
F(a∗, n− a∗)  2(2a∗ − n)2(1 − ρ)4{(3n− 4a∗ − 2)(1 − ρ)2 + 2(1 − ρ)}
+ 2(2a∗ − n)2(1 − ρ)4(+ 4ρ)− n(1 − ρ)4(+ 4ρ)
+{(3n− 4a∗ − 2)(1−ρ)2+ 2(1−ρ)}2 (by Remark 3.2)
 2(2a∗ − n)2(1 − ρ)4{(3n− 4a∗ − 2)(1 − ρ)2 + 2(1 − ρ)}
+ 2(2a∗ − n)2(1 − ρ)4(+ 4ρ)− n(1 − ρ)4(+ 4ρ)
+ (3n− 4a∗ − 2)2(1 − ρ)4(+ 4ρ) (since ρ < 0).
One can claim that 2(2a∗ − n)2 − n+ (3n− 4a∗ − 2)2  0 for n+ 1
2
< a∗ 
3n− 2
4
, which together with n = 4ν (ν = 2, 3, . . .) implies F(a∗, n− a∗)  0.
(ii) Assume that 3n− 2
4
< a∗ < n− 1. Since the directional derivative of F at
(a∗, n− a∗) along the line segment a + b = n is equal to zero, one can verify that
0 = 8(2a∗ − n)(1 − ρ)4{(3n− 4a∗ − 2)(1 − ρ)2 + 2(1 − ρ)}
− 8(2a∗ − n)2(1 − ρ)6 + 8(2a∗ − n)(1 − ρ)4(+ 4ρ)
− 8(1 − ρ)2{(3n− 4a∗ − 2)(1 − ρ)2 + 2(1 − ρ)},
which implies (3n− 4a∗ − 2)(1 − ρ)2 + 2(1 − ρ) > 0. Also, note that 2(2a∗ −
n)2 − n  0 for n = 4ν, ν = 2, 3, . . . It follows that
F(a∗, n− a∗)  2(2a∗ − n)2(1 − ρ)4{(3n− 4a∗ − 2)(1 − ρ)2 + 2(1 − ρ)}
+ 2(2a∗ − n)2(1 − ρ)4(+ 4ρ)− n(1 − ρ)4(+ 4ρ)
+{(3n− 4a∗ − 2)(1 − ρ)2 + 2(1 − ρ)}2
 0.
Combining (i) and (ii), we can conclude that F(a, b)  0 for all (a, b) ∈ 0.
Next, with the help of the estimate in Remark 3.2, we are going to check that
F(a, b) is always nonnegative on the three segmental boundary of .
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Case 2. For a = b + 1, we have
F(a, b) − 2(2b + 2 − n)(2b − n)(1 − ρ)4((n− 4)(1 − ρ)2 + 2(1 − ρ))
− n(1 − ρ)4(+ 4ρ)+ (2b + 2 − n)2(1 − ρ)4(+ 4ρ)
+ (2b − n)2(1 − ρ)4(+ 4ρ)+ ((n− 4)(1 − ρ)2 + 2(1 − ρ))2
− 2(2b + 2 − n)(2b − n)(1 − ρ)4((n− 4)(1 − ρ)2 + 2(1 − ρ))
+ (2b + 2 − n)2(1 − ρ)4((n− 4)(1 − ρ)2 + 2(1 − ρ))
+ (2b − n)2(1 − ρ)4((n− 4)(1 − ρ)2 + 2(1 − ρ))
 0.
Case 3. For a = n− 1, one can check that
F(a, b) − 2(n− 2)(2b − n)(1 − ρ)4((2b − n)(1 − ρ)2 + 2(1 − ρ))
− n(1 − ρ)4(+ 4ρ)+ (n− 2)2(1 − ρ)4(+ 4ρ)
+ (2b − n)2(1 − ρ)4(+ 4ρ)+ ((2b − n)(1 − ρ)2+ 2(1 − ρ))2
− 2(n− 2)(2b − n)(1 − ρ)4((2b − n)(1 − ρ)2 + 2(1 − ρ))
+ (2b − n)2(1 − ρ)4(+ 4ρ)+ ((2b − n)(1 − ρ)2+ 2(1 − ρ))2
 0.
Case 4. For b = 1, we can verify that
F(a, b) − 2(2a − n)(2 − n)(1 − ρ)4((n− 2a)(1 − ρ)2 + 2(1 − ρ))
− n(1 − ρ)4(+ 4ρ)+ (2a − n)2(1 − ρ)4(+ 4ρ)
+ (n− 2)2(1 − ρ)4(+ 4ρ)+ ((n− 2a)(1 − ρ)2 + 2(1 − ρ))2
− 2(2a − n)(2 − n)(1 − ρ)4((n− 2a)(1 − ρ)2 + 2(1 − ρ))
+ (2a − n)2(1 − ρ)4(+ 4ρ)+ ((n− 2a)(1 − ρ)2+ 2(1 − ρ))2
 0.
This completes the proof. 
Lemma 3.3. If cs(x) = 1 having fcs(x) /= n/2, and cs(y) = 2, then fˆ  f (x, y).
Proof. To simplify expressions, let fcs(x) = a. Without loss of generality, assume
that x1 = 1. Clearly the matrix [1 x y]TA[1 x y] is positive definite. From the fact
that cs(y) = 2 it follows that yTAy = + 8ρ. Hence
f (x, y) = det

  (2a − n)(1 − ρ)
2 1TAy
(2a − n)(1 − ρ)2 + 4ρ xTAy
yTA1 yTAx + 8ρ

 .
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Using Fischer’s inequality, we have
f (x, y)(+ 8ρ)× det
[
 (2a − n)(1 − ρ)2
(2a − n)(1 − ρ)2 + 4ρ
]
=(+ 8ρ){(+ 4ρ)− (2a − n)2(1 − ρ)4}
=(+ 8ρ)(+ 4ρ)− (2a − n)2(1 − ρ)4(+ 8ρ).
Then
fˆ − f (x, y) −4ρ2(1 − ρ)2(+ 4ρ)+ (2a − n)2(1 − ρ)4(+ 8ρ)
−4ρ2(1 − ρ)2(+ 4ρ)+4(1−ρ)4(+8ρ)
(
since a /= n
2
)
= 4(1 − ρ)2{−ρ2(+ 4ρ)+ (1 − ρ)2(+ 8ρ)}
= 4(1 − ρ)2{−ρ2(+ 4ρ)+ (1 − ρ)2(+ 4ρ + 4ρ)}
= 4(1 − ρ)2{−ρ2(+ 4ρ)+ (1 − 2ρ)(+ 4ρ)
+ ρ2(+ 4ρ)+ 4ρ(1 − ρ)2}
= 4(1 − ρ)2{(1 − 2ρ)(+ 4ρ)+ 4ρ(1 − ρ)2}
= 4(1 − ρ)2{(1 − 2ρ)(n− 2)(1 − ρ)2
+ 2(1 + ρ)(1 − 2ρ)+ 4ρ(1 − ρ)2}
= 4(1 − ρ)2{(n− 2)(1 − ρ)2 − 2ρ(n− 2)(1 − ρ)2
+ 2(1 + ρ)(1 − 2ρ)+ 4ρ(1 − ρ)2}  0
(since n  4 and − 1 < ρ < 0).
This finishes the proof. 
The underlying ideas of the proofs of the following two lemmas can be found in
[4]. For completeness of the presentation, we still give the details.
Lemma 3.4. If cs(x) = 1 with fcs(x) = n/2, and cs(y) = 2 with fcs(y)  n/2, then
fˆ  f (x, y).
Proof. Without loss of generality, we may assume that x1 = y1 = 1. Let b = fcs(y)
and c = n− scs(y) to shorten expressions. Since
x = [+1,+1, . . . ,+1,︸ ︷︷ ︸
n/2
−1,−1, . . . ,−1︸ ︷︷ ︸
n/2
],
we have
f (x, y) = det

 0 0 + 4ρ xTAy
 yTAx + 8ρ

 ,
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where  := (2b + 2c − n− 2)(1 − ρ)2 + 2(1 − ρ). Clearly, f (x, y)  (+
4ρ){(+ 8ρ)− 2}, and hence
fˆ − f (x, y)(+ 4ρ){2 − 4ρ2(1 − ρ)2}
=(+ 4ρ)(1 − ρ)2{((2b + 2c − n− 2)(1 − ρ)+ 2)2 − 4ρ2}
(+ 4ρ)(1 − ρ)2{22 − 4ρ2}
0,
in which the last two inequalities come from the facts that b  n/2, c  1, and −1 <
ρ < 0. This completes the proof. 
Lemma 3.5. If cs(x) = 1 with fcs(x) = n/2, and cs(y) = 2 with fcs(y) < n/2 and
scs(y) > n/2, then fˆ  f (x, y).
Proof. Without loss of generality, we may assume that x1 = y1 = 1. Let b = fcs(y)
and c = n− scs(y) to shorten expressions. Since b < n/2, c < n/2 and
x = [+1,+1, . . . ,+1,︸ ︷︷ ︸
n/2
−1,−1, . . . ,−1︸ ︷︷ ︸
n/2
],
we have
f (x, y) = det

 0 0 + 4ρ Υ
 Υ + 8ρ


=(+ 4ρ)(+ 8ρ)− (+ 4ρ)2 − Υ 2,
where  := (2b + 2c − n− 2)(1 − ρ)2 + 2(1 − ρ) and Υ := 2(b − c)(1 − ρ)2. To
show fˆ − f (x, y)  0, we consider the following two subcases.
Case 1. b /= c: In this case one has
fˆ − f (x, y)  (+ 4ρ){(+ 8ρ)− 4ρ2(1 − ρ)2}
−(+ 4ρ)(+ 8ρ)+ Υ 2
=− 4(+ 4ρ)ρ2(1 − ρ)2 + 4(b − c)2(1 − ρ)4
− 4(+ 4ρ)ρ2(1 − ρ)2 + 4ρ2(1 − ρ)2
(since b /= c and − 1 < ρ < 0)
= 4ρ2(1 − ρ)2(−4ρ)  0 (since ρ < 0).
Case 2. b = c: In this case  = (4b − n− 2)(1 − ρ)2 + 2(1 − ρ) and Υ = 0, and
hence
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fˆ − f (x, y) = (+ 4ρ){(+ 8ρ)− 4ρ2(1 − ρ)2}
−(+ 4ρ)(+ 8ρ)+ (+ 4ρ)2
= (+ 4ρ)(1 − ρ)2{((4b − n− 2)(1 − ρ)+ 2)2 − 4ρ2}.
Now, if 4b = n then fˆ − f (x, y) = 0. Otherwise, If 4b /= n and 4b − n− 2  0,
then clearly fˆ − f (x, y)  0 since −1 < ρ < 0. Finally consider the scenario that
4b /= n and 4b − n− 2 < 0. Since n = 4ν, one has 4(b − ν)− 2 = 4b − n− 2 < 0
which leads to b − ν  0. Furthermore, since 4b /= n = 4ν, we have b − ν  −1
and hence 4b − n− 2 = 4(b − ν)− 2  −6. We conclude that
fˆ − f (x, y)  (+ 4ρ)(1 − ρ)2{(−6(1 − ρ)+ 2)2 − 4ρ2}
 (+ 4ρ)(1 − ρ)2{(−6 + 2)2 − 4ρ2}
 0 (since − 1 < ρ < 0).
This completes the proof. 
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