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1. Introduction et notations
Nous allons considérer dans cet article les polynômes hyper-elliptiques,
c’est à dire de la forme :
h= y2 + P(x)
où P est un polynôme d’une seule variable à coefficients complexes de
degré n+ 1 :
P(x)= xn+1 + bnxn + · · · + b1x + b0 ∈C[x].
On peut voir h comme une application polynômiale de C2 dans C, on
note alors Ft = h−1(t) la fibre au-dessus de t . Nous allons nous intéresser
à h d’un point de vue géométrique et donc on peut supposer sans perte de
généralité pour notre propos que les coefficients bn et b0 de P sont nuls.
Nous noterons Cr[x] l’espace des polynômes d’une variable de degré
inférieur ou égal à r .
Il existe un ensemble fini de points de C noté B(h) tel que si
on note T = C \ B(h) et W = h−1(T ) alors h :W → T réalise une
fibration topologique localement triviale (c’est vrai pour toute application
polynomiale). B(h) est appelé l’ensemble de bifurcation de h, si t ∈ B(h)
on appelle Ft une fibre spéciale sinon on parle de fibre générique. La
première partie de cet article est consacré à l’étude purement topologique
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des fibres Ft . On va notamment montrer que B(h) coïncide avec C(h)
l’ensemble des valeurs critiques de h. C’est pourquoi on va noter
B(h)= {c1, . . . , cp}.
Nous noterons V le système local de Gauss–Manin associé à h, c’est à
dire V=R1h∗CW . Rappelons que V est un faisceau localement constant
deC-espaces vectoriels, dont la fibre au-dessus de t ∈ T estH 1(Ft ). Dans
cet article la cohomologie considérée est celle de De Rham qui semble
être la plus commode pour faire des calculs. Nous verrons en effet, que
l’on peut donner une base explicite de H 1(Ft ) en utilisant les formes
différentielles rationnelles.
Rappelons qu’il y a une équivalence de catégorie classique entre les
systèmes locaux sur T et les représentations linéaires du groupe fonda-
mental de T : pi1(T , t0) (voir [11] par exemple). Notons ρ :pi1(T , t0)→
Aut(H 1(Ft0)) la représentation associée à V, l’opérateur linéaire sur
H 1(Ft0) associé à un lacet élémentaire γc issu de t0 entourant un unique
point c de B(h) est noté Tc et est appelé Opérateur de Monodromie as-
socié à c.
Nous noterons V le fibré vectoriel algébrique associé à V, c’est à dire
V =V⊗OT
V est un OT -module libre donc on peut le décrire à l’aide de ses sections
globales. Nous noterons ∇ la connexion de Gauss–Manin de h définie
sur V . Nous allons donner une méthode simple permettant de calculer
explicitement cette connexion et d’en déduire une relation intriguante
entre les valeurs propres du résidu de cette connexion au point c ∈ B (h)
et les spectres des singularités de la fibre Fc .
Nous montrerons ensuite que pour la représentation linéaire de mono-
dromie de h le problème de Riemann–Hilbert admet une solution expli-
cite.
Nous finirons par une description du D-module associé à un polynôme
hyper-elliptique, en donnant une preuve élémentaire d’un résultat récent
de Sabbah [26] sur le réseau de Brieskorn
M0 = Ω
2(C2)
df ∧ dΩ0(C2)
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(voir Proposition 7.1). Pour consulter une autre approche des polynômes
hyper elliptiques, on peut consulter [19].
2. Topologie des fibres
Soit µ le nombre de Milnor global du polynôme h, on rappelle que
µ= dim C[x, y]
(hx, hy)
dans notre cas particulier on a donc
µ= dim C[x]
(P ′(x))
= n.
2.1. Ensemble de bifurcation
L’ensemble B(h) défini dans l’introduction contient évidemment
l’ensemble C(h) des valeurs critiques de h. Il contient en général d’autres
valeurs dites irrégulières à l’infini qui correspondent aux fibres Ft pour
lesquelles le nombre de Milnor de la singularité à l’infini est différent de
celui des fibres génériques. Pour plus de détails voir [17].
DEFINITION 1. – Un polynôme est dit bon à l’infini si il n’a pas de
valeurs irrégulières à l’infini.
Examinons ce qu’il en est pour h.
2.2. Compactification projective
Soit Ft la fibre générique d’équation : y2+P(x)= t . Soit F¯t la cloture
projective de Ft dans P2(C), l’équation de F¯t est donc
y2zn−1 + zn+1P
(
x
z
)
− tzn+1 = 0.
La droite à l’infini L∞ d’équation z= 0 et F¯t se coupent donc en un seul
point p = (0 : 1 : 0) ∈ P2(C). L’équation locale de la courbe compactifiée
en ce point (i.e. dans la carte z 6= 0) est
zn−1 + zn+1P
(
x
z
)
− tzn+1 = 0.(1)
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Cette singularité est µ-équivalente à la singularité ζ d’équation
zn−1 + xn+1 = 0
(car c’est la composante quasi-homogène de plus bas degré, et qu’elle est
à singularité isolée, voir [13] ou [2], vol. I, p. 194) donc
µ(F¯t , p)= dim C{x, z}
(xn, zn−2)
= n(n− 2).
Il suffit de remarquer que µ(F¯t , p) est indépendant de t pour pouvoir
énoncer :
PROPOSITION 2.1. – Les polynômes hyper-elliptiques sont bons à
l’infini.
Remarque 2.2. – On peut aussi le voir, en utilisant le résultat de
Broughton, voir [10] car les polynômes hyper-elliptiques sont non-
dégénérés pour leur polygone de Newton et commodes.
Une conséquence importante pour notre propos est qu’alors si t /∈
B(h),
dimH 1(Ft )= µ= n.
Notons que l’on connait aussi le premier nombre de Betti des fibres
spéciales, il est donné par la formule :
dimH 1(Ft )= n−µ(t),
avec
µ(t)=∑
a∈Ft
µ(Ft , a),
où µ(Ft, a) est le nombre de Milnor local du germe de Ft en a (en
particulier µ(Ft, a)= 0 si a est un point lisse de Ft ).
Nous noterons dans la suite ∆(t) le discriminant de P(x)− t .
t est une valeur critique de f si il existe x ∈ C tel que P(x) = t et
P ′(x) = 0, donc les valeurs critiques de h sont les racines de ∆(t). En
résumé
t ∈ B(h)⇔∆(t)= 0.
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2.3. Irréductibilité des fibres
PROPOSITION 2.3. – Si il existe une valeur t0 et un polynôme Q tels
que
P(x)− t0 =Q(x)2
alors cette valeur t0 est unique, Ft0 a deux composantes irréductibles
et toutes les autres fibres sont irréductibles. Si cette valeur n’existe pas,
toutes les fibres de h sont irréductibles.
Démonstration. – La seule factorisation possible pour y2 + P(x) − t
vu comme polynôme de C[x][y] est de la forme (y− iQ(x))(y+ iQ(x))
et si il existait deux valeurs t0 et t1 telles que
P(x)− t0 =Q0(x)2,
P (x)− t1 =Q1(x)2,
alors on aurait
t1 − t0 =Q0(x)2 −Q1(x)2 = (Q0(x)−Q1(x))(Q0(x)+Q1(x)),
ce qui n’est possible que si t1 = t0 et Q1 =±Q0.
Remarque 2.4. – Dans notre cas si l’on a une fibre réductible, ses
composantes irréductibles ont pour équations y − Q(x) = 0 et y +
Q(x) = 0, et donc ne sont pas disjointes. Donc toutes les fibres d’un
polynôme hyper-elliptique sont connexes.
2.4. Compactification lisse
Considérons
φ :P2(C) 99K P1(C),
(x : y : z) → (h˜ : zd).
Par une suite finie d’éclatements des points d’indétermination de φ
on définit une application pi :W → P2(C) telle que φ¯ = φ ◦ pi soit
régulière sur W (ainsi l’on sépare les transformées strictes des fibres F¯t ).
Au besoin, on fait quelques éclatements supplémentaires pour que les
transformées totales des courbes F¯t soient des diviseurs à croisement
normaux. On notera N :W→ P2(C) la composition de ces deux séries
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d’éclatements. On a W = C2 ∪ D où D est un arbre formé de courbes
isomorphes à P1(C). Cette méthode dite de résolution à l’infini a été
introduite par [21]. Comme les polynômes hyper-elliptiques sont bons à
l’infini on aD =D∞∪Ddic.D∞ est l’ensemble des courbes sur lesquelles
φ prend la valeur ∞(= (1 : 0)) et Ddic est l’ensemble des composantes
dicritiques, i.e. telles que la restriction de φ à une de ces composantes soit
surjective. Le nombre de ces composantes dicritiques est noté δ(f ). SiD
∈Ddic on définit en général le degré deD par degD = deg(φ|D), mais ici
d’après la Proposition 2.1 de [5] toutes les composantes dicritiques sont
de degré 1.
Supposons maintenant que t n’est pas une valeur critique de h.
Notons F˜t la transformée stricte de F¯t et soit g son genre. La suite finie
d’éclatements réalisée nous donne aussi un morphisme N : F˜t → F¯t qui
coïncide avec le morphisme de normalisation. De plus, Lê et Ramanujan
ont montré que deux singularités isolées d’hypersurface de Cm, µ-
équivalentes sont topologiquement équivalentes pour m 6= 3, voir [22].
• Si n est pair, ζ est irréductible donc le germe de F¯t également. Donc
F¯t \ {p} est homéomorphe à F˜t privé d’un point donc,
χ(F¯t )= χ(F˜t )= 2− 2g.
Or on a vu que dimH 1(Ft )= n donc
χ(F¯t )= 1+ χ(Ft )= 2− n,
et donc on a :
g = n
2
.
• Si n est impair, ζ a deux branches, en effet le plus grand diviseur
commun à n+ 1 et n− 1 est 2. Donc
χ(F¯t )= χ(F˜t )− 1= 1− 2g
= 2− n
et donc
g = n− 1
2
.(2)
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2.5. Etude de l’opérateur de monodromie à l’infini
On veut décrire plus précisément le comportement de h au voisinage de
l’infini. Dans ce but, il est classique d’introduire un nouvel opérateur de
monodromie de h dit à l’infini, noté T∞ qui correspond à un grand lacet
de C entourant (une fois) tous les points de B(h). On peut évidemment
obtenir T∞ en composant dans l’ordre adéquat les opérateurs Tci .
PROPOSITION 2.5. – L’opérateur de monodromie à l’infini de h est le
même que celui de la singularité y2 + xn+1. Donc T∞ est diagonalisable
et ses valeurs propres sont {−α;α ∈ \{1}, αn+1 = 1}.
Démonstration. – Le polygone de Newton à l’infini de f est le même
que celui de y2 + xn+1. Comme h est commode et non dégénéré sur
son polygone de Newton à l’infini, celui ci détermine complétement
la monodromie de h à l’infini. Posons g = y2 + xn+1, l’ensemble de
bifurcation de g ne contient qu’une valeur : 0. Donc son opérateur de
monodromie à l’infini coïncide avec son opérateur de monodromie autour
de 0. Celui-ci est calculé dans [12, pp. 94–95]. 2
COROLLAIRE 2.6. – On rappelle que δ(h) désigne le nombre de
composantes dicritiques de h. On a δ(h)=
∣∣∣∣∣∣ 1 si n est pair2 si n est impair.
Démonstration. – Ce résultat est la conséquence directe de la propo-
sition précédente car la multiplicité de la valeur propre 1 dans T∞ est
égale à δ(h)− 1, voir [14] (Theorem 1). On peut aussi le voir directe-
ment en remarquant que toutes les composantes dicritiques de h sont de
degré 1. 2
3. Cohomologie de De Rham de la fibre générique
3.1. Base de formes de H 1(Ft )
Notons ω0 la forme différentielle sur Ft définie par
ω0 =

dx
y
si y 6= 0,
−2 dy
P ′(x)
si P ′(x) 6= 0
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comme dh= 2y dy +P ′(x) dx = 0 sur Ft , ω0 est bien définie.
Ft est lisse (t /∈ C(f )), donc Ω1(Ft) : le faisceau des 1-formes
différentielles sur Ft est un OFt -module localement libre de rang 1.
Comme Ft est affine, il suffit d’ étudier l’ensemble des sections globales
Γ (Ft ,Ω
1(Ft )) qui est un C[Ft ]-module libre de rang 1. ω0 ne s’annule
pas sur Ft donc peut être choisi comme base de ce module. On rappelle
C[Ft ] = C[x, y]
(y2 + P(x)− t) =
{
q(x)+ r(x)y, (q, r) ∈C[x]2}.
PROPOSITION 3.1. – Si on pose ωi = xiω0, la famille {[ω0], [ω1], . . . ,
[ωn−1]} forme une base de H 1(Ft ).
Démonstration. – Les formes exactes de Ω1(Ft ) s’écrivent :
d
(
q(x)+ r(x)y)= (q ′(x)+ r ′(x)y) dx + r(x) dy.
En prenant r(x) = 0 on voit que toute forme s’écrivant a(x)dx est
exacte, dans la carte y 6= 0 on a :
a(x) dx = a(x)y dx
y
= a(x)yω0.
Donc les formes de type a(x)yω0 sont exactes il ne reste donc en
cohomologie que les formes s’écrivant b(x)ω0. Or on a :
d(r(x)y)= r ′(x)y dx + r(x) dy
=
(
r ′(x)y2 − r(x)P
′(x)
2
)
dx
y
=
(
r ′(x)
(
t −P(x))− r(x)P ′(x)
2
)
dx
y
dans la carte y 6= 0. Donc les formes s’écrivant(
r ′(x)
(
t − P(x))− r(x)P ′(x)
2
)
ω0(3)
sont exactes. Si l’on prend r(x) = 1 dans la formule (3), on voit que
[xnω0] s’exprime en fonction de {[ω0], [ω1], . . . , [ωn−1]}, de même par
une récurence évidente en remplaçant r(x) par xp, on démontre que pour
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tout p > n, xpω0 s’exprime en fonction de {[ω0], [ω1], . . . , [ωn−1]} qui
est donc un système générateur de H 1(ft). C’est ausi un système libre
car la formule (3) montre que siQ(x)ω0 est une forme exacte, donc nulle
dans la cohomologie, alors le degré deQ est supérieur à n. En effet si l’on
note α le coefficient dominant de r(x) et r son degré, un calcul immédiat
donne que le coefficient dominant de Q est −α(n+12 + r) et donc est non
nul. 2
Remarque 3.2. – Il est clair que l’on peut généraliser le raisonnement
ci-dessus afin d’obtenir que la famille {[e0ω0], [e1ω1], . . . , [en−1ωn−1]}
forme une base de H 1(Ft) pourvu que {e0, e1, . . . , en−1} soit une base de
Cn−1[x].
3.2. Base de sections de V
L’ensemble des sections globales de V forment un Γ (T ,OT )-module.
Notons que
Γ (T ,OT )=C[t](t−c1)···(t−cn)
l’anneau localisé de C[t] en les points de B(h) c’est à dire les fractions
rationnelles n’admettant des pôles qu’en les valeurs de B(h). On notera
dorénavant cet anneau Zt . De plus Γ (T ,V) est un module libre de rang n.
Ce paragraphe est destiné à en donner une base explicite.
Soit
l = ∏
c∈C(f )
(c− h).
Il est clair que l s’annule sur tous les points critiques de h donc d’après
le nullstellensatz il existe deux polynômes l1 et l2 et un entier positif m
tels que lm = 2yl1 + P ′(x)l2.
Remarque 3.3. – Dans ce cas précis on peut choisir m = 1. En effet,
un théorème classique de Noether dit :
h ∈ (y,P ′(x))⊂C[x, y] ⇔ ∀a ∈C2, ha ∈ (y,P ′(x))⊂OC2,a
or les points où la est l’équation d’un germe non vide sont les points
critiques de h et on a vu qu’en ces points le germe la est de type Ak et
donc la condition de droite est trivialement vraie en ces points.
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Posons
Ω0 = −1
l
(l1 dx − l2 dy)
il est alors facile de voir que
dl ∧Ω0 = dx ∧ dy
et que
Ω0|Ft =−
ω0
2
(car (2y dy + P ′(x) dx)|Ft = 0). Posons
si(t)= [xiΩ0|Ft ].
PROPOSITION 3.4. – La famille {s0, s1, . . . , sn−1} forme une base des
sections globales de V .
Démonstration. – Soit M la matrice des coordonnées de {s0, s1, . . . ,
sn−1} dans la base canonique de Γ (T ,V), ses coefficients sont dans Zt .
Notre proposition équivaut à dire que cette matrice est inversible dans
Mn(Zt ). Il suffit donc de montrer que le déterminant deM est un élément
inversible de Zt , c’est à dire qu’il ne s’annule pas sur T . Or si celui-
ci s’annulait en t0 ∈ T , cela contredirait le résultat montré en 3.1 sur
H 1(Ft0).
3.3. Extension des formes
Soit V¯= R1h∗CW¯ où W¯ =N−1(T ) et At = F˜t \Ft on a la suite exacte
de systèmes locaux suivante :
0−→ V¯ i∗−→V Re´s−→V∞ −→ 0
où V∞ = V/V¯, i est l’inclusion Ft ↪→ F¯t et Re´s est le résidu de Leray–
Poincaré (voir [5] où cette suite est étudiée dans le cas général des
polynômes de deux variables). Si l’on se place au niveau des fibres de ces
systèmes locaux on retrouve la suite exacte de Gysin du couple (F˜t ,At) :
0−→H 1(F˜t ) i
∗−→H 1(Ft ) Re´s−→ H˜ 0(At)−→ 0.
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Explicitons les morphismes de cette suite. i∗ est l’application de
restriction des formes différentielles. Soit [ω] ∈ H 1(Fs), on peut voir ω
comme une forme définie sur F˜s ayant des pôles en les points de At , alors
Re´s([ω]) est l’application qui à chaque point de At associe le résidu de
la forme ω en ce point.
Si n est pair, alors |At | = 1 (d’après le Corollaire 2.6) et i∗ est un
isomorphisme.
Si n est impair alors |At | = 2, donc dim H˜ 0(At)= 1.
PROPOSITION 3.5. – Notons n = 2m + 1. Pour tout j vérifiant
06 j 6m− 1 on a
Re´s
([ωj ])= 0
et
Re´s
([ωm]) 6= 0.
De plus les formes {N∗(ωj ), 0 6 j 6 m − 1} se prolongent en des
formes régulières sur F˜t et donnent une base de Γ (F˜t ,Ω1F˜t ) (N : F˜t→ F¯t
désignant le morphisme de normalisation).
Démonstration. – L’équation locale de la courbe F¯t au voisinage de
p= (0 : 1 : 0) est (cf. 1)
Z2m+X2m+2 + · · · − tZ2m+2 = 0
où X = x
y
et Z = 1
y
(en effet (x, y) ∈ C2 = (x : y : 1) ∈ P2(C) =
( x
y
: 1 : 1
y
)).
Le polygone de Newton de ce polynôme n’a qu’une seule face donnée
par Z2m +X2m+2, on a
Z2m +X2m+2 = (Zm + iXm+1)(Zm − iXm+1)
donc le germe de F¯t en p a deux branches. Chaque branche admet une
paramétrisation de Puiseux du type :{
X(s)= sm,
Z(s)= αsm+1 + βsm+2 + · · ·
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où αm =±i. On veut écrire la forme ωj = xj dxy avec les coordonnées X
et Z, pour cela remarquons que y = 1
Z
et x = X
Z
. On obtient donc
ωj =
(
X
Z
)j
Z dX−XdZ
Z
.
Calculer N∗(ωj ) consiste à exprimer ωj en fonction de s.
N∗
((
X
Z
)j)
= s
mj
(αsm+1 + βsm+2 + · · ·)j =
1
(αs)j
l(s)
avec l(0)= 1 6= 0.
N∗
(
ZdX−XdZ
Z
)
= −αs
2mds + · · ·
αsm+1 + · · · = −s
m−1h(s) ds
avec h(0)= 1 6= 0. Donc
N∗(ωj )= sm−1−j k(s) ds
avec k(0)= 1
αj
6= 0. Pour j compris entre 0 et m− 1, cette forme n’a pas
de pôles en 0 et donc Re´s([ωj ])= 0 et la forme N∗(ωj) se prolonge en
une forme régulière sur F˜t . De plus la formule précédente montre que la
famille {N∗(ωj ),06 j 6m− 1} est libre. La dimension de Γ (F˜t ,Ω1F˜t )
est le genre de la courbe F˜t , c’est donc m (cf. 2).
Pour j = m la forme N∗(ωm) a un pole d’ordre 1 avec un résidu
Re´s([ωm])= 1αj non nul et indépendant de t . 2
COROLLAIRE 3.6. – La section Re´s(sm(t)) est une section horizon-
tale de V∞.
Remarque 3.7. – Si n= 2m un calcul similaire montre que les formes
N∗(ωj ), 0 6 j 6 m − 1 se prolongent sur F˜t et donnent une base de
Γ (F˜t ,Ω
1
F˜t
).
4. Calcul de la connexion de Gauss–Manin
Rappelons que ∆(t) désigne le discriminant de P(x)− t , donnons en
quelques propriétés utiles pour la suite.
G. BAILLY-MAITRE / Bull. Sci. math. 124 (2000) 621–657 633
PROPOSITION 4.1. – Notons µ(ci) la somme des nombres de Milnors
des singularités de la fibre Fci (qui sont toutes de type Ak).
(i) On a :
∆(t)= γ
p∏
i=1
(t − ci)µ(ci)
où γ ∈C∗, en particulier le degré de ∆(t) est n.
(ii) Notons ϕ l’endomorphisme de C[x]
(P ′) défini par la multiplication
par [P ]. ϕ est diagonalisable et son polynôme caractéristique est
∆(t) (au coefficient dominant près).
Démonstration. – Ecrivons
P ′(x)= (n+ 1)
l∏
i=1
(x − ai)αi .
Les valeurs critiques de h sont les images : {P(ai),1 6 i 6 l}. Soit c
une telle valeur, supposons que P(a1)= P(a2) = · · · = P(ak) = c. Une
définition du résultant donne :
∆(t)= γ ′
l∏
i=1
(P (ai)− t)αi
donc la multiplicité de c comme racine de ∆(t) est
∑k
i=1 αi . D’autre part
au voisinage du point critique de h de coordonnées (ai,0) la singularité
de Fc est équivalente à la singularité Aαi d’équation :
y2 + xαi+1 = 0
dont le nombre de Milnor est αi . Le premier point est donc démontré.
On va construire une base de Cn−1[x] qui donne dans le quotient une
base qui diagonalise ϕ. Soit c ∈ C(h), supposons que P(a1)= P(a2)=
· · · = P(ak)= c.
On prend E0c pour avoir la relation :
P ′(x)=
k∏
i=1
(x − ai)αi ×E0c
on pose ensuite
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E1c = (x − a1)E0c ,
...
Eα1c = (x − a1)α1E0c ,
Eα1+1c = (x − a1)α1(x − a2)E0c ,
...
E
(
∑k
1 αi)−1
c = (x − a1)α1(x − a2)α2 · · · (x − ap)αk−1E0c .
On procède de la même facon pour toutes les valeurs critiques de h, et
ainsi on construit
∑l
i=1 αi = n polynômes de degré inférieur à n− 1. On
voit facilement que cette famille est libre (écrire une combinaison linéaire
et examiner les développements de Taylor en chaque point ai). Donc la
famille {[Eic], c ∈C(h)} est une base de C[x](P ′) .
Reprenons l’hypotèse P(a1) = P(a2) = · · · = P(ak) = c, notons que
l’on a :
P − c=
k∏
i=1
(x − ai)αi+1 ×Qc(x)
où Qc est un polynôme dont toutes les racines sont simples. On pose
R0c =
k∏
i=1
(x − ai)×Qc(x)
et donc on a : (P − c)E0c = P ′R0c , en posant
Ric =
Eic
E0c
R0c
on a la relation suivante :
(P − c)Eic = P ′Ric(4)
donc
[P ][Eic] = c[Eic].
Par conséquent [Eic] est un vecteur propre de ϕ associé à la valeur
propre c. Or pour c fixé, on a construit µ(c) polynômes Eic . Cela conclut
le deuxième point de cette proposition. 2
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Remarque 4.2. – On peut montrer en utilsant les résultats de K. Saito
dans [27] que pour toute application polynômiale f de Cn dans C à
singularités isolées on a l’assertion suivante :
L’application
C[X1, . . . ,Xn]
(fX1, . . . , fXn)
−→ C[X1, . . . ,Xn]
(fX1, . . . , fXn)
[φ] −→ [f φ]
est diagonalisable si et seulement si toutes les singularités de f sont
quasi-homogènes. Ce résultat est démontré dans [6].
4.1. Calcul de la connexion
Une propriété bien connue du résultant de deux polynômes nous dit
qu’il existe deux polynômes de C[x, t] : A(x, t) et B(x, t) vérifiant :
A(x, t)(P (x)− t)+B(x, t)P ′(x)=∆(t).(5)
On rappelle que dans notre contexte T = {t ∈ C,∆(t) 6= 0} = C \ C(f ).
On notera D la dérivée covariante de la connexion de Gauss–Manin par
rapport au champ de vecteurs d
dt
.
Pour calculerD, il suffit de calculer l’image de la base {s0, s1, . . . , sn−1}
décrite en 3.2.
Soit Re´s l’ application résidu de Leray–Poincaré qui apparait dans la
suite de Gysin du couple Ft ⊂ C2 (voir [12, p. 46]), dans notre contexte
c’est un isomorphisme :
Re´s :H 2
(
C2 \ Ft) v−→H 1(Ft)
de plus on a :
Re´s
[
dh∧ω
h− t
]
= [ω|Ft ]
(voir [12, p. 46]), posons ω= fΩ0 on obtient :
Re´s
[
f dx ∧ dy
h− t
]
=
[
−fω0
2
]
(6)
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la fonctorialité de la suite de Gysin nous permet alors de calculer dans
H 2(C2 \Ft) de la façon suivante :
D
(
Re´s−1
(
si(t)
))= d
dt
[
xidx ∧ dy
h− t
]
=
[
xidx ∧ dy
(h− t)2
]
,
∆(t)D
(
Re´s−1
(
si(t)
))
= (A(x, t)(P (x)− t)x
i +B(x, t)P ′(x)xi)
(h− t)2
=
[
A(x, t)xidx ∧ dy
h− t −
A(x, t)y2xidx ∧ dy
(h− t)2
+ B(x, t)P
′(x)xidx ∧ dy
(h− t)2
]
.
Or
d
(
xiB(x, t) dy
h− t
)
= (Bxx
i + ixi−1B)dx ∧ dy
h− t −
BP ′(x)xidx ∧ dy
(h− t)2
et
d
(
xiA(x, t)y dx
h− t
)
= −Ax
i dx ∧ dy
h− t +
2Axiy2 dx ∧ dy
(h− t)2
donc on obtient
∆(t)D
(
Re´s−1
(
si(t)
))
=
[
Axi dx ∧ dy
h− t
]
−
[
Axi dx ∧ dy
2(h− t)
]
+
[
(Bxx
i + ixi−1B)dx ∧ dy
h− t
]
=
[
Axi dx ∧ dy
2(h− t)
]
+
[
(Bxx
i + ixi−1B)dx ∧ dy
h− t
]
et finalement :
D(si)(t)=
[
Axi + 2Bxxi + 2iBxi−1
2∆(t)
ω0
]
.
Exemple 4.3. – Considérons h = y2 + ax2 + x3. On trouve ∆(t) =
−t (27t − 4a3) et A(x, t)= 27t − 4a3 − 6a2x, B(x, t)=−3at + (2a3 −
9t)x + 2a2x2
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D
([ω0])= [9t + 2a2x2∆(t) ω0
]
=
[
− 9t + 2a
2x
2t (27t − 4a3)ω0
]
,
D
([xω0])= [−6at + (4a3 − 9t)x + 6a2x22∆(t) ω0
]
.
La relation (3) avec r(x)= 1 donne [x2ω0] = [− 2a3 xω0].
On obtient donc :
D
([xω0])= [ 6a + 9x2(27t − 4a3)ω0
]
.
Donc la matrice représentant D dans la base choisie est :
− 9
2(27t − 4a3)
3a
(27t − 4a3)
− a
2
t (27t − 4a3)
9
2(27t − 4a3)
 .
Remarque 4.4. – On constate que la matrice précédente est de trace
nulle. Ce n’est pas une particularité de l’exemple comme nous le verrons
en 6.
4.2. Calculs des opérateurs de monodromie
Soit {S1, S2, . . . , Sn} une base du fibré V , notons M(t) la matrice de D
dans cette base et si s ∈ V s’écrit
s =
n∑
i=1
yi(t)Si
alors
D(s)=
n∑
i=1
dyi
dt
Si +
n∑
i=1
yi(t)D(Si)
donc s est une section de V si et seulement si son vecteur coordonnées
Y (t)=
 y1(t)...
yn(t)

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est solution du système d’équations différentielles :
Y ′(t)=−M(t)Y (t).
On l’appelle le système différentiel de Picard–Fuchs. La théorie
classique de Fuchs nous donne alors un moyen très simple de calculer
les opérateurs de monodromie (à équivalence près), voir le chapitre écrit
par Haëfliger dans [9]. Si le système à un pôle d’ordre 1 en c, on peut
calculer la matrice résidu R du système en c, si les valeurs propres de
cette matriceR ne diffèrent pas par des nombres entiers (on peut toujours
s’y ramener) alors on a
Tc ' e2piiR.
En particulier avec l’exemple calculé ci-dessus on obtient
R0 =
( 0 0
1
4a
0
)
et donc T0 '
( 1 0
pii
2a
1
)
'
(1 1
0 1
)
et
R4 =
 −
1
6
a
9
− 1
4a
1
6
' (0 10 0
)
et donc T4 '
(1 1
0 1
)
.
On va voir à la fin de la Section 5 une méthode directe s’appliquant au
cas des polynômes hyper-elliptiques.
4.3. Section invariante par monodromie
Le sous-système local trivial maximal de V sera noté Vρ et H 1(Ft)ρ
désignera le sous-espace de H 1(Ft) invariant par l’action de la monodro-
mie. On a donc
H 1(Ft )
ρ =
p⋂
i=1
Ker(Tci − Id)
et on a la formule :
rang(Vρ)=∑
b∈B
(
n(Fb)− 1)(7)
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où n(Fb) est le nombre de composantes irréductibles de Fb, voir [1]. Dans
notre cas on a vu que ce rang est égal à 0 ou 1 et qu’il est égal à 1 si et
seulement si il existe t tel que P(x)− t =Q(x)2. Plaçons nous dans ce
dernier cas et, quitte a faire une translation, supposons que l’on a
P(x)=Q(x)2.
PROPOSITION 4.5. – Sous les hypothèses précédentes, le générateur
de Γ (T ,Vρ) est la section
t→ [Q′(x)Ω0|Ft ].
Démonstration. – Il suffit de démontrer que c’est une section horizon-
tale, i.e. que D([Q′(x)Ω0 |Ft ])= 0. Il est aisé en suivant les calculs faits
en 4.1 de montrer que
D
([
Q′(x)Ω0|Ft
])= 1
2∆(t)
[(
AQ′ + 2(Q′B)′)ω0].
On va montrer que si l’on prend t ∈ T quelconque alors la forme
Ωe = (AQ′ + 2(Q′B)′)ω0 est une forme exacte de Γ (Ft ,Ω1(Ft )) ce qui
permettra de conclure.
On a vu que les formes exactes sont de la forme (3)(
r ′(x)
(
Q2 − t)+ r(x)QQ′)ω0 = κ(r)ω0
et on va voir que Ωe est de cette forme. On a en effet
AQ′ + 2(Q′B)′ = κ
(
−1
t
(AQ+ 2Q′B)
)
=−1
t
κ(AQ+ 2Q′B).
Il ne nous reste plus qu’à vérifier la véracité de cette formule.
κ(AQ+ 2Q′B)=AQ′(Q2 − t)+A′Q(Q2 − t)
+ 2(Q′B)′(Q2 − t)+AQ2Q′ + 2Q(Q′)2B
= (AQ′ + 2(Q′B)′)(Q2 − t)
+A′Q(Q2 − t)+AQ2Q′ + 2Q(Q′)2B.
La formule (5) s’écrit dans notre cas
A
(
Q2 − t)+ 2BQQ′ =∆(t)
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en la dérivant par rapport à x et en ordonnant les termes on obtient
A′
(
Q2 − t)+AQQ′ + 2(Q′)2B =−AQQ′ − 2Q(BQ′)′
en multipliant par Q et en remplacant dans l’égalité précédente. On
obtient
κ(AQ+ 2Q′B)= (AQ′ + 2(Q′B)′)(Q2 − t)−AQ2Q′ − 2Q2(BQ′)′
=−t(AQ′ + 2(Q′B)′)
ce qui est bien le résultat annoncé. 2
5. Problème de Riemann–Hilbert
L’historique de ce problème et les différentes approches pour y accéder
sont clairement exposées dans [3]. Rappelons en néanmoins brièvement
l’énoncé. Soit A(z) une matrice dont les coeficients sont des fonctions
méromorphes sur P1(C) n’admettant que des pôles d’ordre 1, soit P ⊂
P1(C) l’ensemble de ces pôles. On suppose que∞∈ P et que z est une
coordonnée sur C= P1(C) \ {∞}. On peut donc écrire
A(z)= ∑
p∈P\{∞}
Ap
z− p
où Ap ∈Mn(C). Considérons alors le système d’équations différentielles
linéaires
Y ′(z)=A(z)Y (z)
celui-ci admet des solutions holomorphes globales sur le revêtement
universel de P1(C) \ P (on parle aussi de fonctions multiformes sur
P1(C) \ P) qui forment un C-espace vectoriel de dimension n. On
peut faire opérer le groupe fondamental pi1(P1(C) \ P) sur cet espace
de solutions, la représentation obtenue est appelée représentation de
monodromie du système différentiel. Le problème de Riemann–Hilbert
consiste à savoir si toute représentation du groupe pi1(P1(C) \ P) peut
s’obtenir de la façon précédente.
La réponse est non, A. Bolibruch a donnée une série de contre-
exemples (voir [7] ou [20] par exemple). Néanmoins on a des conditions
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suffisantes pour qu’une représentation ρ :pi1(P1(C) \ P) → Gln(C)
provienne d’un système différentiel à pôles simples. Choisissons un
point base arbitraire q de P1(C) \ P . Soit p un point de P , soit γp le
lacet élémentaire partant de q faisant le tour de p et n’entourant aucun
autre point de P , notons Tp = ρ(γp) l’opérateur linéaire associé à γp.
La représentation ρ est engendrée par les opérateurs Tp . Si l’une des
deux conditions suivantes est vérifiée alors ρ est la représentation de
monodromie d’un système différentiel à pôles simples :
• La représentation ρ est irréductible (voir [8] ou [20]).
• Au moins un des opérateurs Tp est diagonalisable (c’est l’hypo-
thèse implicite des démonstrations classiques de Plemelj [24] et Bir-
khoff [4]).
Un corollaire de la Proposition 2.5 est que la théorie générale nous
dit que la représentation de monodromie associée à un polynôme hyper-
elliptique provient d’un système différentiel à pôles simples. Nous allons
redémontrer ce résultat en calculant de manière explicite la matrice de ce
système. Il suffit de trouver une base par rapport à laquelle la matrice de
D n’a que des pôles simples en les valeurs ci et en l’infini.
PROPOSITION 5.1. – Avec les notations précédentes, il existe une
base de sections de V telle que la connexion de Gauss–Manin s’exprime
sur les éléments de cette base via la formule :
D(s)=A1(tId −A0)−1s
où A0 et A1 sont des matrices constantes à coefficients dans C. A0 est
une matrice diagonale dont le polynôme caractéristique est ∆(t) (au
coefficient dominant près).
Démonstration. – Soit {Eic, c ∈ C(h)} la base de Cn−1[x] introduite
dans la démonstration de la Proposition 4.1. Soit sic(t) ∈ H 2(C2 \
Ft,C) l’antécédent par l’isomorphisme de résidu : R :H 2(C2 \Ft ,C)→
H 1(Ft ,C) de [Eicω0]. On a
sic(t)=
[
Eic dx ∧ dy
h− t
]
donc
D
(
sic(t)
)= [ d
dt
Eic dx ∧ dy
h− t
]
=
[
Eic dx ∧ dy
(h− t)2
]
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en multipliant par (t − c)= (t − h+ h− c) on obtient :
(t − c)D(sic(t))= [−Eic dx ∧ dyh− t + E
i
c(h− c) dx ∧ dy
(h− t)2
]
comme h= y2 + P , on utilise la relation (4) :
(t − c)D(sic(t))=−sic(t)+ [P ′Ric dx ∧ dy(h− t)2
]
+
[
Eicy
2 dx ∧ dy
(h− t)2
]
.
D’autre part si G et H désignent des polynômes quelconques de
C[x, y] on a :
d
(
Gdx
f − t
)
=
(
Gy
f − t −
2yG
(f − t)2
)
dy ∧ dx,
d
(
Hdy
f − t
)
=
(
Hx
f − t −
HP ′
(f − t)2
)
dx ∧ dy.
Donc on a : (H =Ric)[
P ′Ric dx ∧ dy
(h− t)2
]
=
[
(Ric)
′ dx ∧ dy
h− t
]
et (G= y/2) donne :
[
Eicy
2 dx ∧ dy
(h− t)2
]
=
[1
2
Eic dx ∧ dy
h− t
]
= 1
2
sic(t).
Finalement on obtient
(t − c)D(sic(t))=−12sic(t)+
[
(Ric)
′ dx ∧ dy
h− t
]
.
Comme degEic < n = degP ′ la relation (4) montre que degRic <
n+ 1, donc (Ric)′ ∈ Cn−1[x]. Donc il existe des coefficients λjc ∈ C tels
que : (
Ric
)′ =∑
j,d
λ
j
dE
j
d
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par conséquent,
(t − c)D(sic(t))=−12sic(t)+∑
j,d
λ
j
ds
j
d (t)
ce qui prouve la proposition. 2
Remarque 5.2. – On a A1 = A2 − 12Id où A2 est est la matrice des
coeficients des polynômes (Ric)′ par rapport à la base {Eic}. Notons que
ces matrices ne sont pas diagonales par blocs comme le montre l’exemple
suivant.
Exemple 5.3. – Reprenons h = y2 + ax2 + x3, on a P ′ = 3x( 2a3 + x)
et les valeurs critiques de h sont 0 et c= 4a327 . Par définition
E00 = 2a + 3x et R00 = ax + x2,
E0c = 3x et R0c = x2 +
a
3
x − 2a
2
9
(désormais on va omettre les indices supérieurs qui sont inutiles ici). On
a donc R′0 = a+ 2x = E02 + Ec6 et R′c = 2x+ a3 = E06 + Ec2 donc la matrice
A1 est
A1 =
 0
1
6
1
6
0

or on a
A0 =
0 0
0
4a3
27

on obtient donc que la matrice de D dans la nouvelle base est
A1(tId −A0)−1 =
 0
9
2(27t − 4a3)
1
6t
0
 .
On vérifie facilement ce résultat en appliquant la formule de change-
ment de bases à la matrice trouvée auparavant.
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COROLLAIRE 5.4. – La connexion de Gauss–Manin d’un polynôme
hyper-elliptique a un pôle simple en l’infini. et son résidu est la
matrice A1.
Démonstration. – On a
Dt(s)=A1(A0 − tId)−1s
posons u= 1/t , on a
Du(s)= −1
u2
Dt(s)
= −1
u2
A1(A0 − 1
u
Id)−1s
= 1
u
A1(Id − uA0)−1s
= 1
u
A1s + · · ·
ce qui donne le résultat.
Cette proposition et son corollaire montrent bien que la représenta-
tion de monodromie des polynômes hyper-elliptiques est solution du pro-
blème de Riemann–Hilbert.
5.1. Valeurs propres du résidu dans la base spéciale
La matrice du système différentiel de Picard–Fuchs par rapport à la
base précédente est B(t) = A1(A0 − tId)−1, nous allons calculer les
valeurs propres de son résidu en une valeur critique c. On va utiliser
les notations précédentes, de plus on va supposer à nouveau P(a1) =
P(a2) = · · · = P(ak) = c. On rappelle que µ(c) la multiplicité de c
comme racine de ∆(t) vérifie
µ(c)=
k∑
i=1
αi
c’est donc le nombre d’éléments Eic , et le nombre de fois que c apparait
dans A0. Supposons que la base soit ordonnée de telle sorte que les µ(c)
premiers éléments de la diagonale de A0 soient c. Le résidu en c de B(t)
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est la matrice A1 où toutes les colonnes de rang >µ(c) sont nulles. Nous
allons essayer de déterminer les valeurs propres (non nulles) de cette
matrice. Comme A1 = 12Id − A2, il suffit d’examiner la matrice extraite
de A2 formée de ses µ(c) premières colonnes et donc d’étudier l’écriture
des polynômes {(Ric)′} dans la base {Ejd , d ∈C(h)}.
Notons (
Ric
)′ = µ(c)∑
j=1
λjcE
j
c +
∑
j,d
λ
j
dE
j
d(8)
(on a pris les coefficients indépendants de i pour ne pas surcharger les
notations, on prendra soin par la suite de n’étudier les polynômes (Ric)′
que l’un après l’autre pour éviter toute confusion).
• Commencons par i = 0. En posant x = a1 dans (8) on obtient(
R0c
)′
(a1)= λ0cE0c (a1).
Rappelons que
R0c =
k∏
i=1
(x − ai)×Qc(x)
donc on obtient
(
R0c
)′
(a1)=
k∏
i=2
(a1 − ai)Qc(a1).
Dérivons P − c=∏ki=1(x − ai)αi+1 ×Qc(x), on obtient
E0c =
k∏
i=1
(x − ai)Q′c(x)+Qc(x)
k∑
i=1
(αi + 1)
∏
j 6=i
(x − aj )(9)
donc
E0c (a1)= (α1 + 1)
k∏
i=2
(a1 − ai)Qc(a1)
et donc
λ0c =
1
α1 + 1 .
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• Examinons le cas 0 < i < α1. Ric = (x − a1)iR0c donc (Ric)′ est
divisible par (x − a1)i. Comme Ejd est divisible par (x − a1)α1 pour
d 6= c, la relation (8) et l’unicité du développement de Taylor en a1
du polynôme (Ric)′ permettent d’affirmer que λjc = 0 pour j < i et
que λic = E
i
c
(Ric)
′ (a1). On trouve alors aisément
λic =
i
α1 + 1
en résumé :
∀j < i, λjc = 0 et λic =
i
α1 + 1 .
• Si i = α1. Le raisonnement d’unicité du développement de Taylor en
a1 de (Rα1c )′ nous donne λjc = 0 pour j < α1, mais nous n’obtenons
pas de renseignements sur λα1c . Mais dans la formule (8) en prenant
x = a2 on obtient : (Rα1c )′(a2) =
∑α1
j=0 λjcEjc (a2) = λα1c Eα1c (a2).
Alors on obtient aisément
∀j < α1, λjc = 0 et λα1c =
1
α2 + 1 .
• Si i > α1 on procède de la même façon, en considérant (8) comme
le développement de Taylor du polynôme (Ric)′ en a1, puis en a2,
puis en a3, et ainsi de suite.
En conclusion, on montre que la matrice extraite de la matrice A2 est
triangulaire inférieure et que les éléments de la diagonale sont :
S =
{ 1
α1 + 1 , · · · ,
i
α1 + 1 ,
α1
α1 + 1 ,
1
α2 + 1 , · · · ,
α2
α2 + 1 ,
1
α3 + 1 , · · · ,
αk
αk + 1
}
et donc les valeurs propres non nulles du résidu en c sont −12 + S , donc
sont dans ]−12 , 12 [ et cet ensemble est symétrique par rapport à 0.
On peut alors donner la forme de Jordan de l’opérateur Tc . On sait
que cette matrice contient comme blocs les opérateurs de monodromie
locaux associés aux singularités de Fc or celle-ci sont de type Ak , donc
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ces blocs sont diagonaux. Tous les autres blocs de la forme de Jordan
de l’opérateur Tc sont associés a la valeur propre 1 et sont de taille 1
ou 2. Comme on a décrit ci-dessus les éléments de sa diagonale, pour
pouvoir finir la description il suffit donc de connaitre le nombre de blocs
de Jordan de taille 2 ou de manière équivalente la dimension de l’espace
propre associé à la valeur propre 1. Or dans [1] se trouve la démonstration
des assertions suivantes :
Codim ker(Tc − Id)= µ(c)+ 1− n(Fc)
où n(Fc) désigne le nombre de composantes irréductibles de Fc.
Si l’on reprend l’exemple h= y2+ax2+x3, P ′(x)= 3x( 2a3 +x) donc
α1 = α2 = 1 et
T0 '
(1 1
0 1
)
et T4 '
(1 1
0 1
)
.
Comme le résidu de la connexion à l’infini est A1 et que les valeurs
propres de cette matrice sont 1/6 et −1/6, on connait une forme de
Jordan de l’opérateur de monodromie de h à l’infini :
T∞ '
(
e−i
pi
3 0
0 ei pi3
)
On retrouve le résultat de la Proposition 2.5 dans ce cas.
6. Réseaux
On a vu que les sections globales de V forment un C[t](t−c1)···(t−cn) =
Zt module libre de rang n. Un réseau L de V est un sous C[t]-module de
Γ (T ,V) tel que
L⊗Zt = Γ (T ,V).
Chaque base Γ (T ,V) donne un réseau, en particulier on notera L0 le
C[t]-module engendré par la base {s0, . . . , sn−1}. Notons que la base
spéciale obtenue dans la section précédente engendre elle aussi L0
puisque la matrice de changement de bases est à coefficients constants.
Si on a deux bases B1 et B2 d’un même réseau pour lesquelles la
matrice de la connexion D s’écrit D1 et D2 alors si on note N la matrice
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de changement de base on a
D2 =N−1D1N +N−1 dN
dt
.
Comme N et N−1 sont à coefficients polynomiaux il est clair que D1
et D2 ont des pôles de mêmes ordres en les valeurs {ci}. De plus si D1
et D2 ont un pôle d’ordre 1 en c alors les résidus en c sont conjugués.
Donc la classe de conjugaison du résidu ne dépend que du réseau. Pour
le réseau L0 le calcul fait en 5.1 nous donne :
PROPOSITION 6.1. – Les valeurs propres non nulles du résidu de
la connexion de Gauss–Manin au point c, par rapport au réseau
L0, coïncident avec la réunion des spectres réduits (privés de 0) des
singularités de la fibre Fc .
Démonstration. – Il suffit d’utiliser le fait que pour une singularité de
type Ak: y2 + xk+1 = 0 le spectre est donné par {− 12 + ik+1 ,1 6 i 6 k}(voir [2], vol. II, p. 383–390). 2
Remarque 6.2. – On peut conjecturer que ce dernier résultat se généra-
lise à tout polynôme bon à l’infini dont toutes les singularités sont quasi-
homogènes.
Il est un autre invariant du réseau qui est la trace de la matrice de la
connexion, c’est une conséquence immédiate du lemme suivant :
LEMME 6.3. – Si N est une matrice inversible dans Mn(C[t]) alors
tr
(
N−1
dN
dt
)
= 0.
Démonstration. – Il est classique de dire : “la différentielle du détermi-
nant c’est la trace”, plus précisément le résultat classique est le suivant :
Si on a dY
dt
=G(t)Y (t) où G est une matrice à coefficients continus sur
C alors
(detY )′ = tr(G)detY
comme on a dN
dt
= ( dN
dt
N−1)N et que le déterminant de N est constant,
on conclut aisément. 2
PROPOSITION 6.4. – Par rapport au réseau L0 la trace de la
connexion de Gauss–Manin est nulle.
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Démonstration. – Le calcul du Paragraphe 5.1 donne en fait les
éléments de la diagonale de la matrice de D dans la base spéciale. Sur
le bloc diagonal correspondant à la valeur critique c on les obtient en
multipliant par 1
t−c les valeurs propres du résidus par rapport à c qui
comme on l’a vu forment un ensemble symétrique par rapport à 0 et donc
sont de somme nulle. 2
On peut construire ΛnV qui est aussi noté det(V), c’est un fibré de
rang 1 et la connexion induite sur det(V) par ∇ est tr(∇).
COROLLAIRE 6.5. – La section s0 ∧ s1 ∧ · · · ∧ sn−1 est une section
horizontale non nulle du fibré det(V).
Remarque 6.6. – ΛnV est le système local qui correspond au fibré
det(V) muni de sa connexion tr(∇). De plus ΛnV = CT : le faisceau
constant car pour tout opérateur de monodromie Tc on a
det(Tc)= exp(tr(Rc))= 1.
7. D-module associé et réseau de Brieskorn
On va noter A1(C) l’algèbre de Weyl de dimension 1 à coefficients
complexes. On rappelle qu’il s’agit de la sous-algèbre des endomor-
phismes linéaires de C[t] engendrée par la multiplication par t et la déri-
vation ∂ par rapport à t .
Pour tout polynôme de deux variables f , on peut munir le fibré V
d’une structure de D-module sur T (plus précisément de A1(C)⊗C[t ]Zt -
module), en effet c’est déja un Zt -module et si l’on pose ∂.s = D(s)
la formule de Leibniz montre que les axiomes sont vérifiés. Il existe
un A1(C)−module M sur C qui “prolonge” V , c’est à dire que si on
localise M on obtient un A1(C)⊗C[t ] Zt -module sur T isomorphe à V .
M s’appelle le D-module associé à f (ou le système de Gauss–Manin
de f ). Une étude de ce D-module associé à un polynôme dans une
situation plus générale est faite dans [15] et [26] dans le cas algébrique.
On peut aussi consulter [23] pour le cas analytique local. Pour les
propriétés élémentaires des D-module le lecteur peut se reporter à [9].
Rappelons la définition de M . Considérons le complexe :
0→Ω0(C2)[∂]→Ω1(C2)[∂]→Ω2(C2)[∂]→ 0
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muni de la différentielle df définie par :
df (
∑
ωk∂
k)=∑dωk∂k −∑(df ∧ωk)∂k+1.
Chaque terme de ce complexe est muni d’une structure de A1(C)-module
par les formules suivantes :
∂
(
ω∂k
)=ω∂k+1,
t
(
ω∂k
)= fω∂k − kω∂k−1.
Le A1(C)-module M est le deuxième espace de cohomologie du
complexe précédent, c’est à dire
M = Ω
2(C2)[∂]
df (Ω1(C2)[∂]) .
On s’intéresse aussi au sous-module M0 formé des éléments de M de
degré 0 en ∂ appelé le réseau de Brieskorn de f c’est à dire
M0 = Ω
2(C2)
df (Ω1(C2)[∂])∩Ω2(C2) .
Or si ω ∈ df (Ω1(C2)[∂])∩Ω2(C2) on a
ω= dα avec df ∧ α = 0
si f est à singularité isolée son complexe de Koszul est exact, c’est à dire
que df ∧ α = 0 implique α = df ∧ β. Donc ω= df ∧ dβ. Donc pour le
polynôme h on a
M0 w
Ω2(C2)
dh∧ dΩ0(C2) .
Claude Sabbah a montré dans [26] que si un polynôme est bon à
l’infini alors M0 est un C[t]-module libre de rang fini, de rang égal à
µ le nombre de Milnor global du polynôme f . Dans [15] on trouve une
autre démonstration de ce résultat. Dans ce qui suit nous allons illustrer
ce résultat en montrant que pour les polynômes hyper-elliptiques on peut
décrire une base explicite du C[t]-module M0.
Notons
Dh :C[x, y] → C[x, y]
Dh(g)= gyP ′(x)− 2ygx
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la dérivation associée à h. On a alors
M0 w
C[x, y]
Dh(C[x, y])
et la structure de C[t]-module est donnée par t.[g] = [hg].
PROPOSITION 7.1. – Avec les notations précédentes, la famille F =
{[1], [x], [x2], . . . , [xn−1]} donne une base du C[t]-module M0.
Démonstration. – Nous allons tout d’abord montrer que cette famille
est génératrice, puis qu’elle est libre. Il suffit de montrer qu’elle engendre
les classes de tous les monômes.
• En premier lieu montrons que F engendre toutes les classes de la
formes [xi ], i ∈ N. Pour cela nous allons démontrer à l’aide d’un
raisonnement par récurrence sur k la proposition suivante :
Pour tout k ∈N, la famille F engendre la famille
Fk = {[1], [x], . . . , [xn−1], . . . , [xn−1+k]}.
Le cas k = 0 est alors évident. On a
Dh
(
yxl
)= xlP ′(x)− 2ky2xl−1(10)
donc si l = 0, on obtient [P ′(x)] = 0, ce qui donne le résultat pour
k = 1. Faisons l’hypothèse de vérité du rang k. Il suffit alors de
montrer que le C[t]-module engendré par Fk contient [xn+k]. Or
l’équation (10) donne
t
[
xk−1
]= [f xk−1]= [xkP ′(x)
2k
+ xk−1P(x)
]
=
[
n+ 1+ 2k
2k
xn+k + termes de degré inférieurs à n+ k
]
ce qui permet de conclure.
• Il est facile de voir que Dh(C[x]) = yC[x] donc pour tout entier j
on a [
yxj
]= [0].
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Nous allons démontrer pour terminer que pour tout couple d’entiers
(i, j) il existe un polynôme Qi,j ∈C[x] tel que[
yixj
]= [Qi,j (x)].
On procède alors avec un raisonnement par récurrence sur i. On a
déja le cas i = 0,1. Comme on a
y2k+exj = hkyexj −
k−1∑
i=0
(
k
i
)
y2i+eP (x)k−ixj
pour e ∈ [0,1], il est aisé de conclure. Notons que si i est impairQi,j
est le polynôme nul.
• Montrons maintenant que la famille F est libre. Pour cela considé-
rons l’application de localisation
loc :M0→ Γ (T ,V)
qui à f associe la section
sf (t)=
[−f
2
Ω0|Ft
]
∈H 1(Ft ).
Il est clair que cette application est bien définie et c’est un
morphisme de C[t]-module. Si on a une relation de dépendance
linéaire entre les éléments de F on peut en déduire une relation du
type :
n−1∑
i=0
βi(t)si(t)= 0
ce qui est impossible car la famille {s0, . . . , sn−1} forme une base de
Γ (T ,V) (voir 3.2). 2
Remarque 7.2. – On peut trouver un résultat similaire pour les poly-
nômes semi-quasi-homogènes dans [18] (Theorem 1.1).
Si ω ∈Ω2(C2), il existe un forme α ∈Ω1(C2) telle que dα = ω alors
∂−1
([ω])= [dh∧ α]
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adoptons la notations
dh∧ α =Dh(α) dx ∧ dy
donc
∂−1[dα] = [Dh(α)].
M0 est stable par l’action de ∂−1 donc c’est aussi un C[∂−1]-module. On
va noter ce module G0 comme dans [16]. On a alors :
PROPOSITION 7.3. – La famille {[1], [x], [x2], . . . , [xn−1]} donne une
base de G0.
Démonstration. – Il est bien connu que le rang de ce module est
également µ = n. Il suffit donc de montrer que cette famille est
génératrice. Or par récurrence c’est très simple car on a les relations
suivantes :
∂−1
([
xm
])= [xm+1P ′(x)
m+ 1
]
(qui montre que l’on peut engendrer toutes les puissances de x) et
∂−1
([
xmyl
])= [2xmyl+2
l + 1
]
(qui permet de montrer que l’on peut genérer [xmyl] si l est pair). Et
c’est fini car on a montré au cours de la démonstration précédente que
pour tout l ∈N et tout j ∈ N on a :[
y2l+1xj
]= 0.
Remarque 7.4. – Il est clair que tout changement de bases à coeffi-
cients constants appliqué à la famille {[1], [x], [x2], . . . , [xn−1]} donne
encore une base deM0 et deG0. Ainsi la famille {[Eic], c ∈C(h)} est une
base.
Dans le cas de l’étude locale d’une singularité quasi-homogène de Cn
dans C, on définit de façon analogue les modules M0 et G0 et il est bien
connu que l’on a
∂−1G0 = tM0.
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Ce n’est plus le cas dans le cas global en général. La proposition suivante
précise la relation entre ces deux sous-modules dans le cas des polynômes
hyper-elliptiques.
PROPOSITION 7.5. – La famille {(t − c)[Eic]} forme une base de
∂−1M0.
Démonstration. – On a déja vu qu’une forme [ω] ∈ ∂−1M0 si et
seulement si il existe α tel que ω = dh∧ α. Donc[
yF1(x, y)
] ∈ ∂−1G0,[
P ′(x)F2(x, y)
] ∈ ∂−1G0
pour tout polynômes F1 et F2. Soit [Q] un élément quelconque de M0
d’après la remarque ci-dessus il existe des polynômes λic ∈ C[t] tels que
[Q] =∑
i,c
λic(t)
[
Eic
]
=
[∑
i,c
λic(h)E
i
c
]
=
[∑
i,c
λic(P (x))E
i
c
]
+ [yQ1]
or par définition
(P − c)Eic = P ′Ric
il est aisé d’en déduire qu’il existe un polynôme Rλ tel que
λ(P )Eic = λ(c)Eic +P ′Rλ.
Finalement on peut écrire
[Q] =
[∑
i,c
λic(c)E
i
c
]
+Ω
où Ω ∈ ∂−1M0. Or le polynôme d’une variable ∑i,c λic(c)Eic est de degré
inférieur ou égal à n− 1. C’est donc un multiple de P ′ si et seulement si
c’est le polynôme nul. En conclusion
[Q] =∑
i,c
λic(t)
[
Eic
] ∈ ∂−1M0⇔∀i, c, λic(c)= 0.
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Donc la famille {(t − c)[Eic]} est génératrice de ∂−1M0 comme elle est
libre dans M0 on peut conclure. 2
7.1. Très bonnes bases
La notion de très bonne base pour les singularités isolées est introduite
par M. Saïto dans [28] et est étudiée en détail dans le cas global dans [16]
et [26].
DEFINITION 2. – Une base de G0 est dite spéciale si la matrice de la
mutiplication par t par rapport à cette base est de la forme
A0 +A1∂−1
où A0 et A1 sont des matrices à coeficients constants.
PROPOSITION 7.6. – La base {[Eic], c ∈ C(h)} est une base spéciale
de G0.
Démonstration. – On a
t.
[
Eic
]= [hEic]= [y2Eic]+ [PEic]
= [y2Eic]+ [cEic]+ [P ′Ric]
= [cEic]+ [Dh(−y2Eic dx +Ricdy
)]
= [cEic]+ ∂−1[12Eic + (Ric)′
]
.
Donc la matrice de la multiplication par t est
A0 + (A1 + Id)∂−1
où les matrices A0 et A1 sont celles de la Proposition 5.1. 2
Remarque 7.7. – Dans la notion de très bonne base introduite par
Sabbah dans [26] est ajoutée la condition que A1 soit diagonale et que
l’ensemble de ses valeurs propres coïncide avec le spectre à l’infini du
polynôme. On peut appliquer la méthode donnée dans [16] à notre cas,
car les polynômes hyper-elliptiques sont commodes et non-dégénérés. La
base que l’on obtient est alors {[1], [x], [x2], . . . , [xn−1]}. Un critère pour
que l’on ait une solution du problème de Riemann–Hilbert est alors que
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la matrice A0 soit diagonalisable. C’est évidemment le cas et c’est notre
base spéciale qui diagonalise A0.
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