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In the Anderson model on Zd, we consider a sequence of its finite volume approxi-
mation Hkk and construct a set of sequences composed of the eigenvalues and
eigenfunctions of Hk in the localized region I which converge to those of H
simultaneously. For its proof, Minami’s estimate turns out to be important. This
result implies that, in the localized region, each eigenfunction behaves almost in-
dependently around their centers of localization. © 2007 American Institute of
Physics. DOI: 10.1063/1.2716970
I. INTRODUCTION
The model we consider in this paper is the so-called Anderson model given by
Hx = 
x−y=1
y + Vxx ,
where VxxZd are independent, identically distributed random variables on some probability
space  ,F ,P whose common distribution has the bounded density . It is well known that the
spectrum of H is almost surely equal to the fixed set  Ref. 6
H = ª − 2d,2d + supp , a.s. 1.1
and we can find some intervals I such that the spectrum of H on I consists of densely
distributed eigenvalues with exponentially decaying eigenfunctions Anderson localization, Refs.
1,2. In this paper, we consider the sequence of boxes 12¯ and the restrictions Hkª Hk with suitable boundary condition to approximate H. We show in Theorem 2.1 that the
sequences suitably chosen from the set of eigenvalues in I and corresponding eigenfunctions of
Hkk converge to those of H and vice versa. The motivation of this problem is to examine an
intuition that the locations of eigenvalues of H in I are determined so that the eigenvalues of all
different scales are compatible.
Remark 1: Since Hk converges to H strongly, for any H we have a sequence k
Hk, with k→. Nevertheless, the results in Theorem 2.1 are not quite trivial as it sounds,
because (i) it can happen that n→ I \{eigenvalues of H} and (ii) we would like to construct the set
of sequences of eigenfunctions as well as eigenvalues simultaneously.
We first fix notations.
Notation
1 For L	0, xZd, let
Lx ª 	y = y1,y2, . . . ,yd Zd:xj − yj
 L2 , j = 1,2, . . . ,d

be the box in Zd centered at x with size L, and for a box  let
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˜ª x,y c:x − y = 1 ,
ª x :x,y ˜ for some y c
be two notions of its boundary.
2 For a box , let Hª H be the restriction of H onto . We impose the Dirichlet boundary
condition unless stated otherwise.
3 Let 	0, ER. A box Lx is said to be  ,E-regular if and only if iff EHLx
and the following estimate holds.
GLxE;x,y
 e
−L/2
, ∀ y Lx ,
where GE ;x ,yª xH−E−1y is the matrix element of Green’s function.
4 For ER, 	0, IE ,ª E− ,E+ is an open interval with center E and width 2.
5 For  l2Zd, let
X ª x Zd:x = max
yZd
y
be the set of centers of localization which is defined by Ref. 3 by which they studied the
dynamical localization property of H. To be free from ambiguities, we choose a unique point
xX according to certain order on Zd. This procedure will cause no essential prob-
lems in our situation, for the elements of X are not far apart from each other in Anderson
localization. For an eigenvalue E of H, we pick the corresponding eigenfunction  and let
XE=X, xE=x. In the case of degeneracy, we fix eigenfunctions along some pro-
cedure. For a box C, we say  respectively E is localized in C iff xC respec-
tively xEC.
6 For the Hamiltonian H=H, interval JR, and a box C, we define
EH,J ª eigenvalues of H in J ,
EH,J,C ª eigenvalues of H in J localized in C ,
EfH,J ª normalized eigenfunctions of H in J ,
EfH,J,C ª normalized eigenfunctions of H in J localized in C ,
NH,J ª  EH,J ,
NH,J,C ª  EH,J,C .
We consider the following assumption for an interval I= a ,b.
Assumption
We can find p	4d, 	0 such that
PFor any E I,HL00 is ,E-regular 1 − L0
−p
for large L0.
Assumption is known to hold for some regions band edges, extreme energies, etc. in , and
by which we can deduce that Anderson localization holds on I via the multiscale analysis.10 Take
 with 12p / p+2d and let Lk+1ªLk, k=0,1 ,2 , . . .. Then by Ref. 10, we have
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PFor ∀ E I, either kx or ky is ,E-regular 1 − Lk
−2p
, 1.2
for k=1,2 , . . . and for any x ,yZd with x−y	Lk.
II. CONVERGENCE OF EIGENVALUES AND EIGENFUNCTIONS
Let kªLk0 be the box with size Lk centered at the origin and let Hkª Hk with periodic
boundary condition. Let
Ck ª x k:dx,k Lk−1 ,
Dk ª x k:dx,k 2Lk−1 ,
Fk ª x k:dx,k 4Lk−1
be boxes in k. We further take any 0 and let
k ª
lk
l−1, l ª e−Ll/2,
I = a,b, Ik ª a + k,b − k .
Theorem 2.1: For a.e. , we can find K=K , ,d , , such that the following facts
hold for kK: we can construct the one to one map
k,k+1:EHk,Ik,Dk → EHk+1,Ik+1,k ,
with the following property. Let
Ej ;K,K j = EHK,IK,DK ,
Ej ;k,k j = EHk,Ik,Dk \ k−1,kEHk−1,Ik−1,Dk−1, k	 K ,
Ej ;k,m = m−1,m  m−2,m−1  ¯  k,k+1Ej ;k,k, m	 k ,
then the limit
Ej,k ª lim
m→
Ej ;k,m
exists for any j ,k and are eigenvalues of H on I. Furthermore, the corresponding normalized
eigenfunctions  j,k,m of Hm converge to those of H in l2Zd, and XEj ,kk.
Conversely, for any eigenvalue E of H on IK, we can uniquely find the sequence
Ej ;k ,mm converging to E.
Proof: We first consider the following event.
k ª : For any E I, either k−1x of k−1y is ,E-regular
for any x,y k+1 with x − y	 Lk−1 .
Since we have Pk
c
 constk+12Lk−1
−2p
= constLk−1
22d−2p by Eq. 1.2 and since p	4d, 0ª lim infk→k satisfies P0=1. For 0, we can find k0 such that k whenever k
k0. We next use the argument in Ref. 5 here: let
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dk ª 1k2k2
and divide I= j=1
Nk xj ,xj+1, xj −xj+1=dk, Nk= I+1 /dk. Let Ijª Ixj ,dk and cover I by over-
lapping intervals Ij j. We consider the following events.
˜ k ª :NHk,Ij
 1 for any j = 1,2, . . . ,Nk .
For ˜ k, the minimum spacing of the eigenvalues of Hk is larger than dk. By Minami’s
estimate,7 we have
P˜ k
c
2
2
j=1
Nk
Ij2k2 = const
1
dk
dk
2k2 =
const
k2
so that ˜ 0ª lim infk→˜ k satisfies P˜ 0=1, and hence for ˜ 0 we can find k˜0 such that
˜ k for kk˜0. Let 0˜ 0 and take Kk0∨k˜0∨k3 ,d , , large enough
with 2K−1dK+11. Then by Lemma 3, if kK, for any EEHk , Ik ,Dk, there is unique
element k,k+1E IE ,k−1EHk+1 , Ik+1 ,k which is the definition of the map
k,k+1 :EHk , Ik ,Dk→EHk+1 , Ik+1 ,k. Noting EHk+1 , Ik+1 ,kEHk+1 , Ik+1 ,Dk+1 for large k,
we can iterate this procedure. On the other hand, elements in EHk+1 , Ik+1 ,k \k,k+1EHk , Ik ,Dk
and in EHk+1 , Ik+1 ,Dk+1 \k are the ones which first appear in the k+1th step, which we denote
Ej ;k + 1,k + 1 j=1Nk+1 ª EHk+1,Ik+1,Dk+1 \ k,k+1EHk,Ik,Dk .
Then the set of all eigenvalues we have up to the kth step is given by l=K
k Ej ; l ,k j=1Nl , where
we set
Ej ;l,k ª k−1,k  k−2,k−1  ¯  l,l+1Ej ;l,l
for k	 l. Since E−k,k+1E
k−1 for EEHk , Ik ,Dk,
Ej ;l = lim
k→
Ej ;l,k
exists. To show that they are the eigenvalues of H, we have to study the correspondence between
eigenfunctions.
Claim 1: For any kk3 ,d , ,, we can find = ,d , ,	0 with the following
properties. If k˜ k and if EfHk , E ,Dk, E Ik and ˜EfHk+1 , k,k+1E ,k, we
have
 − ˜ l2k+1
 e
−Lk−1
.
Proof of Claim 1: Let P be the spectral projection of Hk+1 corresponding to IE ,k−1. Then
we have ˜ = P / Pl2k+1 and by the argument of the proof of Lemma 3, − Pl2k+1

 1/2e−Lk−1 for some 	0. 
By Claim 1,  j,l,kEfHk , Ej ; l ,k ,Dk converges to some  j,l in l2Zd which implies
Ej , l is an eigenvalue of H with  j,l corresponding to normalized eigenfunctions. XEj , ll
follows from the following claim.
Claim 2: We can find k0=k0 ,d , with the following properties. If kk0, and if 
 l2k,  l2Zd satisfy l2k= l2Zd=1, xDk, and −l2Zd
e
−Lk−1, then x
k.
Proof of Claim 2: Suppose xkc. Then x
e−Lk−1 for xk and l2kc
2

e−2Lk−1.
1k3 ,d , ,, k4 ,d , , are constants given in Lemmas 3 and 4 in the Appendix depending only on  ,d , ,.
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Taking k0 ,d , large enough with k+1e−2Lk−11 leads us to a contradiction. 
To show the converse statement, we pick EEH , IK and take k large enough with xE
Fk. By Lemma 4, if kk0∨k4 ,d , ,∨K is large enough, we can uniquely find l
K with Ej ; l ,kEHk , Ik ,Dk IE ,k−1. The proof of Theorem 1 is completed. 
Remark 1: Since  j,l,k j,l,k for j , l j , l and since the eigenvalues of H are simple,5
Ej , lEj , l for j , l j , l. Thus Ej , l is a labeling of eigenvalues of H.
Remark 2: We can easily construct sequences which are composed of Ej ; l ,kl,k,j and con-
verge to the elements of I \{eigenvalues of H}. In fact, for any F I \{eigenvalues of H}, we can
find an eigenvalue Ejk , lk of H with F−Ejk , lk1/k for any k. Since limk→ lk=,
limk→ Ejk ; lk , lk=F.
Remark 3: The proof of Theorem 1 suggests that the finite volume eigenfunctions do not move
too much to become the infinite volume ones modulo exponentially small error. It also suggests
that to construct the set of sequences of finite box eigenvalues which converge to the dense point
spectrum simultaneously, one needs extra information (such as Minami’s estimate) to construct the
correspondence between eigenfunctions of different boxes. In other words, Minami’s estimate tells
us that eigenfunctions localize around their centers in space almost independently from each other,
so that the finite volume approximation HkHk holds not only in the sense of eigenvalues but
also in eigenfunctions.
This situation contrasts with that in Ref. 9 (cf. Ref. 4), where we studied the point process
whose atoms are eigenvalues and their centers. There we needed the correspondence between
eigenvalues only to prove the infinite divisibility of the limiting point process, so that Minami’s
estimate was not necessary.
APPENDIX
We collect the basic facts used in this paper, whose proofs are only sketched or omitted, for
they are elementary or already given elsewhere e.g., Refs. 3, 5, 8, and 9.
The following two lemmas give us the exponential decay of eigenfunctions away from their
center of localization.
Lemma 1 (Ref. 3): Let H=E , l2Zd. Then Lx is  ,E-singular if LL0 for
some L0d ,.
Take k1 ,d , with Lk1	L0d ,.
Lemma 2: For any 01, we can find k2 ,d , ,1 with the following properties. If k
k2, k, k−1k1 ,d ,, Hk=E, E I, l2k=1, and xCk, then
y
 e−1Lk−1/2, y k.
To prove Lemma 2, we use the formula
x = 
y,y˜k−1x
Gk−1xE;x,yy
and the fact that k−1x is  ,E-regular, since k−1x is  ,E-singular and k. This is
the place where the periodic boundary condition on Hk is used.
When Anderson localization holds, an eigenvalue of small box Hamiltonian produces one of
the bigger boxes and vice versa. More precisely, the following facts Lemmas 3 and 4 are derived
by using Lemmas 1 and 2. They are essentially proven in Ref. 5, Lemma 1, and Ref. 9, Lemmas
4.7 and 4.4 but here we need the control of the centers of localization. For the rest of this section,
we take any  with 0 and any interval JI.
Lemma 3: We can find k3=k3 ,d , , such that if kk3 and k, then
NHk,J,Dk
 NHk+1,J + I0,k−1,k .
Idea of proof: Let MªNHk ,J ,Dk and let P be the spectral projection of Hk+1 corresponding
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to J+ I0,k−1. Since 1 , . . . ,MEfHk ,J ,Dk decay exponentially on Ckc, so are P1 , . . . , PM.
We can write
P1 = 1 + 1, . . . ,PM = M + M ,
where  jSpan EfHk+1 ,J+ I0,k−1 ,k,  jSpan EfHk+1 ,J+ I0,k−1 ,kc. Since Pl
are ONS on l2Ck modulo the exponential error, and since  j decays exponentially on Ck,
1 , . . . ,M are linearly independent so that NHk+1 ,J+ I0,k−1 ,kM. 
We do the converse. Let
loc ª : generalized eigenfunction on I decays exponentially
which satisfies Ploc=1 by Ref. 10.
Lemma 4: We can find k4=k4 ,d , , such that, if kk4 and lklloc, we have
NH,J,Fk
 NHk,J + I0,k−1,Dk .
Lemma 4 is proven similarly as Lemma 3.
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