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Abstract
Due to environmental and economic incentives the penetration of distributed energy resources
(DERs) is increasing worldwide. The concept microgrid (MG) is expected as a promising solution
to deal with the huge amount of DERs. A MG contains usually interconnected loads, storages and
DERs, which can operate both in grid-connected (GC) and islanded mode. In this thesis a control
concept for MGs in both GC and islanded mode is presented. This control concept consists of a
distributed energy management system (EMS) and a fully decentralized primary control system.
The distributed EMS is based on a price-based model predictive control approach, where a so-
called market-maker (MM) is introduced to coordinate the electricity consumers, resources and
storages within a MG. The decisions on consumption, production and charging strategy are dis-
tributed to each electricity end-user, whereas the MM gathers the power demand from each end-
user and initiates a negotiation process if the network requirements or the power balance would be
violated. The electricity price would converge to a new point/sequence depending on the network
conditions and a compromise for all parties would be found.
The decentralized primary control system is designed based on the H1-optimal control approach.
To that purpose a network model with quick dynamics is set up. The H1-norm of the performance
channels mapping from the disturbances to the predefined performance outputs is minimized by
tuning the control parameters collectively. Especially in islanded mode, the droop control law for
inverters with a first-order low-pass filter has been interpreted as a mimic of classical synchronous
generator dynamics with inertia. By tuning the virtual inertias of inverters a better performance
can be achieved.
XZusammenfassung
Aufgrund von ökologischen und ökonomischen Anreizen steigt die Verbreitung dezentraler En-
ergieressourcen weltweit. Das Konzept Microgrid (MG) wird als vielversprechende Lösung für
den Umgang mit der großen Menge an verteilten Energieressourcen eingeschätzt. Im Prinzip ent-
hält ein MG verschaltete Lasten, Speicher und dezentrale Energieressourcen und kann sowohl im
netzgekoppelten als auch im Insel-Modus betrieben werden. In dieser Arbeit wird ein Regelungs-
konzept für MGs sowohl im netzgekoppelten als auch im Insel-Modus vorgestellt. Dieses Konzept
besteht aus einem verteilten Energiemanagementsystem (EMS) und einem vollständig dezentralen
Primärregelsystem.
Das verteilte EMS basiert auf einem preisbasierten modellprädiktiven Regelungsansatz, bei dem
ein sogenannter Market-Maker (MM) eingeführt wird, um die Stromverbraucher, Ressourcen
und Speicher innerhalb eines MG zu koordinieren. Die Entscheidungen über die Verbrauchs-,
Produktions- und Ladestrategie werden an jeden Stromendbenutzer verteilt, während der MM den
Strombedarf von jedem Endnutzer sammelt und einen Verhandlungsprozess einleitet, falls die Net-
zwerkanforderungen oder das Gleichgewicht der Leistung verletzt wird. Der Strompreis würde,
abhängig von den Netzwerkbedingungen, zu einem neuen Punkt bzw. einer neuen Sequenz kon-
vergieren, und somit ein Kompromiss für alle Parteien gefunden werden können.
Das dezentrale Primärregelsystem basiert auf dem H1-optimalen Regelungsansatz. Hierzu wird
ein Netzwerkmodell mit schneller Dynamik erstellt. Die H1-Norm der Kanäle, die von den
Störungen auf die vordefinierten Bewertungsausgänge abbilden, wird minimiert, indem die Regel-
parameter kollektiv festgelegt werden. Insbesondere im Insel-Modus lässt sich das Regelgesetz
für Wechselrichter mit einem Tiefpassfilter erster Ordnung als Nachahmung der klassischen Syn-
chrongeneratordynamik mit Trägheit interpretieren. Durch die Abstimmung der virtuellen Träg-
heiten von Wechselrichtern kann ein besseres dynamisches Systemverhalten erreicht werden.
11 Introduction
Forming a definition for microgrids has been a difficult and elusive endeavor [113].
1.1 Motivation
1.1.1 Problem
Due to environmental and economic incentives the penetration of renewable energy generation at
medium and low voltage (MV and LV) is increasing worldwide. For instance, in Germany more
than 90% of the installed capacity of photovoltaic (PV), which has the highest share of installed
capacity among the renewable energies, is located in the MV and LV networks [38]. 70% of it is
located in LV networks [7]. The power generation structure is changing from few large, central-
ized power plants towards many small, distributed energy resources (DERs). While the application
of DERs can potentially reduce the need for traditional system expansion, operating a potentially
huge number of DERs creates a daunting new challenge regarding the network safety and effi-
ciency. Furthermore, as the e-mobility market grows, especially as the fast charging technology
matures, a great impact of the plug-in electric vehicles (EVs) on the distribution network can be
foreseen. Nevertheless, the impact of EVs does not necessarily have to be negative. The concept of
vehicle-to-grid offers the opportunity to reinforce the reliability of the distribution network, where
the batteries of EVs provide additional reserve for power balancing, both locally and remotely.
Also, Lawrence Berkeley Laboratory statistics show that 80% to 90% of all grid failures begin at
the distribution level of the electricity service [54]. Therefore it is crucial to have a reliable local
solution on the distribution level to maintain the stability and also to utilize the additional degrees
of freedom provided by DERs, EVs and other types of storages to improve service quality. MGs
are expected to be one of the possible solutions to those challenges.
1.1.2 Microgrid
The concept of MG was first introduced in [70]. Although numerous researches have been con-
ducted, the definition of MG is still under discussion, see e.g. [28, 81]. Generally speaking a MG
should contain interconnected loads, storages and DERs, which can operate both in grid-connected
(GC) and islanded mode. The MG should not only provide local control for the distributed energy
units, but it should also be integrated with the interfaces into the larger grid. For end-users a MG
acts as an intelligent distribution power network, which offers a more reliable energy network
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Figure 1.1: Development of the electricity retailing and feed-in tariffs for three-person households
with PV systems smaller than 10 kWp in Germany since 2001 in ct=kWh [24, 25]
due to its ability to operate standalone. Also the communication infrastructure of the MG enables
cooperative control strategies to improve the power quality. From the point of view of the grid
operators, MGs have the capability to communicate with the larger grid and to present themselves
as controlled entities to it, thereby reducing the control burden on the grid and permitting them to
provide their full benefits. These include loss reduction at both production and transmission sides
and the ability to provide ancillary services for both frequency and voltage stability [53].
1.1.3 Energy storage
In context of MG, the energy storage (ES) has to be mentioned. ES is one of the key components,
which enables an uninterrupted power supply for MG in islanded mode. Moreover it can level out
the power generation of DERs. Although it has been investigated that presently ESs have very low
capital returns for investors [120], the political decision makers become aware of the importance
of the ES. For instance, in Germany the installation of solar energy storages has been supported
and promoted by the government since 2013 [8]. Some new business models are successfully
implemented, such as leasing ES or grouping up small ESs to provide ancillary services to energy
suppliers. Also, for private households the electricity price is over twice as high as the feed-in
tariff and this price difference has been constant over the last years, as one can see in Fig. 1.1.
Installing solar ESs can be particularly profitable, when they are used to shift the load curve to
improve self-consumption. It can be observed that many ESs have been installed in LV networks
in the last few years and it can also be foreseen that in the near future the trend of installing ESs is
not going to stop. Some fast-reacting ESs, such as lithium-ion batteries, supercaps and flywheels,
can not only be used for energy management but also for the primary control of the MG, which
will be discussed in the next paragraph.
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1.1.4 Control strategies
The most common control strategy for MGs is the three-layer hierarchical control [84], which
includes two communication-based top layers and a fully decentralized lower layer, as shown in
Fig. 1.2. This hierarchical structure benefits from the decentralized control, which avoids the single
point of failure, while possessing the ability to coordinate spatially distributed units. The primary
control deals with the inner control of the distributed units, which gives a quick response to the
changes in the network based on local measurements to maintain power quality. These changes
could be fluctuations in load or in power generation. The secondary control is responsible for
economical and reliable operation of the MG, which is also referred to as the energy management
system (EMS). In context of EMS, the model predictive control (MPC) has drawn the attention of
the power system community recently [87]. In comparison with classical methods, such as look-
up table [60], PID, multi-agent system [80], MPC utilizes the current forecasts of the generation
and load and explicitly takes the hard constraints into account, like capacity and power limits of
the storage. The tertiary control is the highest level of control and coordinates the MG with the
host grid. It communicates the requirements and prices from the host grid and transfers it to the
secondary control level. It serves as a connecting link between MG and the host grid, which is less
interesting from the point of view of control methods and will not be discussed further. This thesis
focuses on the communication-based secondary control and the decentralized primary control for
MGs in both grid-connected and islanded mode. Depending on the operation mode there are some
variations on the control objectives.
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In grid-connected mode, the power deficit can be supplied by the main grid and the excess power
generation in the MG can be traded with the main grid. The control objective hereby is to reduce
the operational costs while preserving network requirements, which are in this case the voltage
requirements.
In islanded mode, the MG can be seen as an array of end-users sharing a power pool. The
size/capacity of the pool can be expanded or shrunk by operating the ESs. This mode of opera-
tion is significantly more challenging than the grid-connected mode, because the critical demand-
supply equilibrium requires the implementation of accurate load sharing mechanisms to balance
sudden active power mismatches. Voltages and frequency of the microgrid are no longer supported
by a host grid, and thus they must be controlled by the DER units. The key objective is to maintain
the reliability of the MG.
Remark 1.1. Since both secondary and tertiary layer are communication-based, the boundary
between them is not very clear. For instance, some have proposed the EMS to be in the tertiary
layer [48]. This definition will not be pursued in this thesis.
1.2 Related works and innovations
Depending on where and how the decisions are made, there are generally three kinds of control
structures: central control, decentralized control and distributed control. A fully centralized control
relies on the data gathered in a dedicated central controller that performs the required calculations
and determines the control actions for all the units at a single point, requiring extensive commu-
nication between the central controller and controlled units, as shown in Fig. 1.3a. On the other
hand, in a fully decentralized control each unit is controlled by its local controller, which only re-
ceives local information and is neither fully aware of system-wide variables nor other controllers’
action, as shown in Fig. 1.3b. Distributed control is somehow a compromise between them, where
the decisions are made locally, making the method scalable. Also, the local decision makers adjust
their outputs by exchanging their decisions through a limited communication channel, which is
marked in red in Fig. 1.3c.
1.2.1 Secondary control
As mentioned before, MPC prevails over other methods in the field of EMS. A MPC for EMS
amounts to a series of optimal power flow (OPF) problems with a moving horizon. In general, an
OPF problem is non-convex due to the nonlinear power flow equations [12]. Some central MPC
approaches have therefore neglected the network constraints, see [40, 51, 58, 85, 75, 87, 112]. A
review of relaxation and convexification of the OPF can be found in [76] and their exactness is
examined in [77]. Recently, the distributed MPC (DiMPC) method has been investigated because
DiMPC distributes the computing effort and only requires low communication cost. Moreover, it
protects privacy and maintains flexibility. Some applications can be found in [14, 22, 90, 105].
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Figure 1.3: Three control structures regarding the location of decision making. a) centralized con-
trol, b) decentralized control, c) distributed control. Dashed lines indicate the physical couplings
among subsystems.
Especially in [14, 105] the network constraints have been taken into account, using the second-
order cone program relaxation and LinDistFlow approximation.
Up to this point, all previously mentioned approaches have seen the MG as an entity and minimize
the total loss / maximize the total profit of the MG. However in reality, DERs usually have different
owners, whose interests and information are not necessarily desired to be shared. The authors in
[22, 111] have proposed a distributed approach based on the concept of so-called market-maker
[41] to enable end-users to pursue their own profit. The market-maker serves as a coordinator,
sending the price information to each end-user. Following the work [111] a price-based DiMPC
is proposed in this work striving for a maximal profit of each end-user while meeting the
network constraints. The price mentioned here contains not only the real electricity price,
but also the penalty regarding the network constraints. Also, in comparison with [111] the
convergence of the proposed DiMPC is achieved.
6 1 Introduction
Prevalent methods of solving DiMPC problems are the subgradient-based dual decomposition
method, the alternating direction method, the proximal method of multipliers, and the partial in-
verse method. In general, these methods are based on alternating minimization in a Gauss-Seidel
fashion of an augmented Lagrangian followed by a steepest ascent update for the multipliers [82].
For simplicity the subgradient-based dual decomposition method is chosen.
1.2.2 Primary control
There are some differences between the primary control for GC mode and for islanded mode. In
GC mode the main grid acts as a stiff voltage source, which specifies the frequency. DERs are
all trying to keep step with this frequency. The only concern in this mode is the voltage drop and
rise along the cables. Q   V droop control is ubiquitous in the literature, see e.g. [29]. The idea
is simple: if the measured bus voltage is higher than the set point, the DERs produces additional
reactive power. If the voltage is lower than the set point, more reactive power will be absorbed by
DERs. Authors in [35] and [61] have interpreted the conventional voltage droop control as an opti-
mization problem and given a deep insight into the droop control from a new perspective. To solve
this optimization problem they proposed a proximal gradient upgrade rule which can be used as a
decentralized control law. For this upgrade rule, the so-called incremental method, a sufficient con-
dition for convergence is given. An adaptive droop control approach has been proposed in [107],
which employs both real and reactive power to control the voltage. Among all these researches
on droop control, only few works have considered the overall dynamic performance. One work
is [29], where the L1-norm has been used for a measure of the dynamic performance. Parameters
of the droop coefficients are optimized using particle swarm optimization. Because L1-norm and
H1-norm are both induced norms, they are well-suited for robustness analysis [104]. While the
L1-controller synthesis under structural constraints remains difficult, the H1-controller synthesis
under structural constraints has been well-developed in the past few decades [6, 50]. This thesis
will follow the non-smooth optimization approach introduced by [6], which results in moderate
size optimization programs even for very large systems. Although this method doesn’t guarantee
to reach the global optimum, in practice it yields good performance.
The primary control for DERs in islanded mode is considerably more complex. Firstly, not only
voltage but also frequency have to be controlled, which show a strong coupling due to the high
r=x-ratios in LV networks. Conventional Q   V and P   ! droop may lead to undesired os-
cillations in the network, sometimes even instability. Secondly, most of the DERs, like PVs, are
connected to the network through an inverter, whose frequency can be set arbitrarily. The chal-
lenge thereby is not to control their frequencies, but to set them so meaningfully that they can
cooperate with the synchronous machines in the network to achieve load sharing. Furthermore,
due to the nature of power electronic devices the MG possesses very low physical inertia. Fortu-
nately, it is possible to increase the network inertia artificially by using appropriate control strate-
gies for power electronic devices equipped with ESs. Also, as the penetration of fluctuating DERs
increases, unexpected power raises or drops may be significantly large. Therefore, ensuring the
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robustness against those disturbances becomes another challenge. Numerous research work has
been done on this topic including [21, 48, 100, 103, 117, 118, 119].
The author’s work [117] will be presented and extended in this thesis to address these chal-
lenges. Oscillations are mitigated by the collective design of controller parameters and the
robustness is evaluated through the H1-norm. Special control structures are employed to
achieve load sharing and to raise the inertia.
1.2.3 Inverter control
Conventionally, inverters have inner control loops to track the references sent by a primary con-
troller, which is not explicitly shown in Fig. 1.2. Regarding the grid-supporting function there are
typically two kinds of inner control loops [95], as shown in Fig. 1.4. In Fig. 1.4a the inverter is
controlled as a power source, which is usually used in GC mode. For islanded mode, the control
structure in Fig. 1.4b is usually in use, where the inverter is controlled as a voltage source. In some
literature the inverter control has been referred to as level-0 control. Although it doesn’t belong to
primary control, it is still an essential element.
(a)
(b)
Figure 1.4: Conventional inner control loops for inverters with grid supporting function. a) oper-
ating as a power source, b) operating as a voltage source
Typically, the dynamics of inner control loops are considered as being decoupled from the primary
control. However, this assumption does not always hold when the network is dominated by invert-
ers and the power lines are short with high r=x-ratio. In any case they can be treated collectively.
The authors in [49] have proposed a direct power control method for a grid-tied inverter. Again,
they have designed the controller based on an one-device system by assuming the rest of the net-
work being stiff. In this thesis, we will break the old power/voltage-current cascade control
8 1 Introduction
Figure 1.5: Control of inverters without inner loops
structure and consider the interaction between the inverters at the physical level within the
MG, as shown in Fig. 1.5.
Remark 1.2. The author is aware that the level-0 controller has the essential functions of rejecting
high frequency disturbances and providing harmonic compensation, which is not considered in
this thesis. These functions can be designed separately and added to the proposed controller.
Remark 1.3. The so-called virtual oscillator control for inverters is introduced in [59]. Inverters
in islanded mode are controlled as oscillators, which can be synchronized due to the nature of
oscillators. However, there are some unsolved problems regarding power sharing and integration
with the main grid. Therefore, this control mode will not be followed any further.
1.3 Outline
This thesis is organized as follows. A series of standard methods and definitions from the fields
of power systems, robust control, graph theory and convex optimization are presented in Chapter
2. The definitions of per unit (p.u.) system, coordinate transformation and instantaneous power
are crucial for establishing the results in this work. Commonly used methods for calculating the
power flow, especially for the power flow in LV networks are given, which will be employed
for determination of operating points for the primary control. Some norm definitions for robust
control are given. Besides that, in order to simplify proofs using existing theorems, fundamentals
of graph theory are also reviewed. Finally, we introduce the MPC concept.
Chapter 3 deals with the modeling of the MG and gives an overview of the control structure. It
begins with the introduction of a benchmark model given by [86], which will be employed to verify
the approaches proposed in the following chapters. Afterwards, a general modeling for the basic
elements of the benchmark model, like storages, power lines, etc, is provided. Here, PV panels are
chosen as the DERs for their representativeness. The prediction profiles used for optimization and
simulation are also given. At the end of the chapter the hierarchical control structure for both GC
mode and islanded mode is briefly explained. There are slight differences between the two modes.
After all, the objectives are different. GC mode focuses on the economic operation and islanded
mode focuses on the reliable operation.
Chapter 4 addresses the secondary control problem, i.e. energy management. The problem will
be abstracted and mathematically formulated. A price-based DiMPC will be introduced for both
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operating modes. Although the objectives of the two modes differ, the approach remains the same.
The algorithm is tested on the benchmark model.
Chapter 5 treats the primary control problem. A model with quick dynamics will be given to
meet the time scale of the primary control loop. A fully decentralized approach will be introduced
for both operating modes. The H1-norm is employed to measure the dynamic performance and
robustness. In islanded mode a special control structure for inverters is presented, which partially
mimics the dynamic behavior of synchronous machines in order to increase the network inertia.
The algorithm is tested again in the benchmark model.
Chapter 6 concludes the thesis and gives future research directions which are beyond the scope of
this work but are natural extensions of the results presented here.
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2 Preliminaries
2.1 Notation
The set of real numbers is denoted byR and set of non-negative real numbers byRC. Also, the set
of complex numbers is denoted byC and the set of positive natural numbers byN. Let 0nm denote
the n m matrix of all zeros, 1nm the n m matrix of all ones and In the n  n identity matrix.
The operator ./T denotes the transpose and ./ the complex conjugate transpose of a scalar or
matrix. The operator ˝ denotes the Kronecker product and ˇ the element-wise multiplication
(the Hadamard or Schur product). Unless specified otherwise, t 2 R denotes the time. We denote
dom.f / as the domain of the function f . The symbols , ,  and  are employed for element-
wise inequalities. Given A 2 Rnm, the matrix .A/C is defined in RnmC by setting the negative
elements in A to be zeros.
2.2 Preliminaries in power systems
In this thesis three-phase alternating current (AC) MGs under symmetric conditions are investi-
gated. This section presents some useful definitions and standard methods, which facilitate the
further investigation.
2.2.1 dq-transformation
The dq-transformation, also called dq0- or Park-transformation, transfers three-phase quantities
into a rotating reference frame with d- and q-axis. Through the dq-transformation the time-variant
ac waveforms can be considered as dc signals, which enables diverse processing possibilities
for the signals. Also, the dq-transformation offers the advantage that the symmetric three-phase
signals can be completely represented by two signals. According to [88] the dq-transformation
matrix reads:
Tdq D 2
3
24 cos./ cos.   23 / cos. C 23 /  sin./   sin.   2
3
/   sin. C 2
3
/
1
2
1
2
1
2
35 : (2.1)
Authors in [4] suggest a different dq-transformation matrix to obtain a power-invariant transfor-
mation. However, it shows certain drawbacks which are discussed in [52].
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𝑢a 𝑢b 𝑢c 
𝑖a 𝑖b 𝑖c 
Figure 2.1: Schematic representation of a three-phase source
For a symmetric three-phase AC electrical power system the signals xabc, such as voltages and
currents, have the form:
xabc D
24xaxb
xc
35 D
24 A sin.!t/A sin.!t   2
3
/
A sin.!t C 2
3
/
35 : (2.2)
After dq-transformation we obtain
xdq0 D
24xdxq
x0
35 D Tdqxabc D
24 A sin.!t   / A cos.!t   /
0
35 : (2.3)
Under symmetric conditions x0 D 0 always applies. In addition, if the dq-coordinates rotate
with the angular velocity of !, xd and xq would be constants. In the following, only xd and xq
will be considered. Sometimes these two values will be combined into one complex value as
xdq D xd C jxq to mitigate the notational effort.
2.2.2 Instantaneous power
The instantaneous power output of a three-phase source shown in Fig. 2.1 is simply [67]
p D uaia C ubib C ucic: (2.4)
Under symmetric conditions we have24uaub
uc
35 D
24 Vm sin.!t/Vm sin  !t   23 
Vm sin
 
!t C 2
3

35 and
24iaib
ic
35 D
24 Im sin.!t   '/Im sin  !t   '   23 
Im sin
 
!t   ' C 2
3

35 : (2.5)
Substituting (2.5) into (2.4) we obtain
p DVmIm sin.!t/ sin.!t   '/C VmIm sin

!t   2
3

sin

!t   '   2
3

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C VmIm sin

!t C 2
3

sin

!t   ' C 2
3

D1
2
VmIm

2 sin.!t/ sin.!t   '/C 2 sin

!t   2
3

sin

!t   '   2
3

C 2 sin

!t C 2
3

sin

!t   ' C 2
3

D1
2
VmIm

cos.'/   cos.2!t   '/C cos.'/   cos

2!t   4
3
  '

C cos.'/   cos

2!t C 4
3
  '

D1
2
VmIm

3 cos.'/   cos.2!t   '/   2 cos.2!t   '/ cos

4
3

D1
2
VmIm .3 cos.'/   cos.2!t   '/C cos.2!t   '//
D3
2
VmIm cos.'/: (2.6)
If the amplitudes and phases of the voltages and currents do not change, the instantaneous power
of a three-phase source is a constant. This presents a great advantage of three-phase AC power
systems over single-phase AC systems. According to [67], the instantaneous active power can
also be presented in dq-coordinate as
p D 3
2
.udid C uqiq/: (2.7)
Together with the instantaneous reactive power defined in [2]
q D 3
2
.uqid   udiq/; (2.8)
we obtain the instantaneous apparent power in the complex form
s D 3
2
.udid C uqiq/C j3
2
.uqid   udiq/ D 3
2
udqi

dq: (2.9)
Remark 2.1. The instantaneous reactive power presented in (2.8) is just a mathematical definition.
As we can see from (2.6) the three-phase instantaneous power contains no oscillating components.
Actually, in symmetric three-phase power systems, the reactive power in each individual phase is
not zero but their sum is zero at any instant.
2.2.3 Per unit system
In power system analysis, the p.u. system is usually used to express the system quantities as
fractions of pre-specified base unit quantities. Calculations are clearly simplified because the
quantities of both sides of a transformer are directly comparable without any conversion. Also,
a well-chosen p.u. system can facilitate understanding of system characteristics. Normally, the
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base values are chosen so that the principal variables will be equal to 1 p.u. under rated condi-
tion. A p.u. system provides units for: power, voltage, current, impedance, and admittance. Except
impedance and admittance, any two of these are independent and can be arbitrarily selected as
base values. For a three-phase AC MG the base quantities are defined according to [67]:
Vbase W Peak value of rated line-to-neutral voltage of the MG side (V)
Sbase W Rated apparent power of the transformer (W):
The base current impedance and admittance can be calculated from Vbase and Pbase as:
Ibase D 2
3
Sbase
Vbase
Zbase D 3
2
V 2base
Sbase
Ybase D 1
Zbase
:
Also, we define !base D 2  50 rad/s as the base value for the frequency.
The instantaneous active power (2.7) can be extended in p.u. as:
3
2
p
Sbase
D 3
2

ud
Vbase
id
Ibase
C uq
Vbase
iq
Ibase

) p D udid C uqiq; (2.10)
where the over-line denotes variables in p.u. system. Applying this for (2.9) derives
s D udqidq: (2.11)
We can see that through the introduced dq-transformation and the choice of base values for the
p.u. system the three-phase power can be calculated just like in single-phase with the coefficient
being eliminated. In the following the variables, unless specified differently, are all defined in p.u.
system. Over-line will not be used to denote p.u. any further.
2.2.4 Power flow calculation
Computation of power flow is one of the most fundamental tasks in power system analysis. It
is usually of interest for planning and operating interconnected power systems. Research effort
has been carried out and numbers of methods have been introduced. Considering the power flow
calculation as a topic on its own, we only briefly review its principle.
Recall the power delivery equation at a single bus i
si D udq;iidq;i : (2.12)
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(a) (b)
Figure 2.2: Schematic one-line representation of meshed networks (left) and radial networks
(right)
Obviously, for a network with n buses there are 2n real equations and 6n real variables, namely
pi , qi , ud;i , uq;i , id;i and iq;i , i 2 Œ1; : : : ; n. The network equations
idq D Yudq
offer additional 2n real equations, where Y is the node admittance matrix of the network corre-
sponding to the power lines. The idea of the power flow calculation is to specify 2n variables, such
that the rest 4n unknown variables can be computed by the 4n real equations. In our case, buses
are sorted in two categories:
 Slack bus, where ud and uq are specified.
 PQ bus, where p and q are specified.
Of course, there are other types of buses in the theory of power flow analysis. Detailed bus classi-
fication can be found in many textbooks, such as [47, 67].
As mentioned before, under symmetric conditions a three-phase power system can be represented
by a one-line diagram, as shown in Fig. 2.2. Diverse methods for solving the nonlinear power
flow equations are proposed, from which the Gauss-Seidel and Newton-Raphson methods are
commonly used for meshed transmission networks shown in Fig. 2.2a. However, due to high r=x-
ratios in the power lines of LV networks, aforementioned methods may not converge or can be
inaccurate [3]. In addition, LV networks usually have radial structure or are only weakly meshed,
where the classical methods have been shown to be inefficient [91, 97]. We exclusively consider
the MG in radial structure in this thesis for its representativeness. The prevalent method for cal-
culation of power flow in radial networks is the so-called backward/forward (BW/FW) sweep
method, which will be briefly explained in the following.
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Figure 2.3: Schematic explanation of BW/FW sweep method
Let us consider a radial network with a unique slack bus shown in Fig. 2.2b. The BW/FW sweep
method can be carried out in two stages iteratively:
1. Backward sweep stage: Based on the initial/calculated bus voltages at the previous stage the
current at each PQ bus (load current) will be computed/updated using (2.12). The branch
currents (currents in the power lines) are computed by summarizing corresponding load
currents.
2. Forward sweep stage: The voltage drop from the slack bus towards each bus is calculated
based on the branch currents obtained from the last stage and the line impedance. Given the
prespecified voltage at the slack bus, the voltage at each PQ bus is easily obtained.
The iterative process is again shown in Fig. 2.3. It will be terminated when the voltage mismatch
between two iterations is less than the specified error tolerance. This method is only applicable for
radial networks because for meshed networks there is in general no unique solution for the branch
currents at the backward stage.
In this thesis, BW/FW sweep method is used to determine the operating point for the primary
controller based on the real and reactive power given by the secondary controller.
2.3 Preliminaries in H1-optimal control and robustness analysis
We start with a linear MIMO system
y D Gu; (2.13)
with G being the plant model, u being the input vector and y being the output vector. As [104,
p.2] stated,
“The objective of a control system is to make the output behave in a desired way by manipulating
the plant input.”
Before introducing the control method, some definitions must be reviewed.
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2.3.1 Norms
Definition 2.1. A norm of e (which may be a vector, matrix, signal or system) is a real number,
denoted kek, that satisfies the following properties
1. Non-negative: kek  0
2. Definite: kek D 0, e D 0
3. Homogeneous: k˛  ek D j˛j  kek for all complex scalars ˛
4. Triangle inequality: ke1 C e2k  ke1k C ke2k
Definition 2.2 (vector norms). For a vector x D Œx1; : : : ; xnT 2 Cn1 the following vector norms
are defined:
 1-norm: kxk1 DPniD1 jxij
 2-norm: kxk2 D
qPn
iD1 jxij2
 1-norm: kxk1 D maxi jxij
Definition 2.3 (Frobenius norm). For a matrix A 2 Cnm its Frobenius norm is defined as:
kAkF D
sX
i;j
jaij j2; (2.14)
where aij is the entry of A at i -th row and j -th column and i 2 f1; : : : ; ng and j 2 f1; : : : ;mg.
The Frobenius norm can be interpreted as an extension of the 2-norm of vectors to matrices. Some
matrix norms can also be derived from the vector norm as shown in the following
Definition 2.4 (induced norms). Given a matrix A 2 Cnm and a vector x 2 Cm1 the following
induced norms are defined:
 induced 1-norm: kAki1 D maxx¤0m1 kAxk1kxk1
 induced 2-norm: kAki2 D maxx¤0m1 kAxk2kxk2
 induced1-norm: kAki1 D maxx¤0m1 kAxk1kxk1
The induced norms are of interest if we assume A to be the plant and x to be the inputs, such that
Ax represents the outputs. The relationship between inputs and outputs can be evaluated by the
induced norms.
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2.3.2 Singular value decomposition and its interpretation
Definition 2.5. A (complex) matrix V is unitary if
V D V 1: (2.15)
Every matrix A 2 Cnm can be factorized using the singular value decomposition
A D U†V (2.16)
where U 2 Cnn and V 2 Cmm are unitary matrices. † 2 Cnm contains a diagonal matrix †1
of real, non-negative singular values i , arranged in a descending order as in
† D
8ˆˆˆ<ˆ
ˆˆ:
†1 for n D m
†1
0.n m/m

for n > m
†1 0n.m n/

for n < m
where †1 D diagf1; : : : ; kg and k D minfm; ng. We also define
  1  2      k  :
It can be shown that the maximal singular value  of A is equal to its induced 2-norm [104,
p.77]. Recall the system (2.13), assuming the system matrix G is independent of the frequency,
the maximal singular value of G gives an upper bound of the length of output vector y excited
by any input vector of unit length. In comparison with the induced 2-norm the singular values
are much easier to compute numerically. This powerful mathematical tool enables us to continue
evaluating dynamic systems.
2.3.3 H1-norm and shifted H1-norm
Definition 2.6 (H1-norm). The H1-norm of a stable transfer function G.s/ is defined as
kG.s/k1 D sup
!2R
.G.j!//:
The H1-norm is equal to the largest singular value over the whole frequency band. In other words,
it presents the highest system gain.
Definition 2.7 (shifted H1-norm). The shifted H1-norm is an useful generalization of the H1-
norm, which is defined by [19, p. 100]
kG.s/k1;a D kG.s   a/k1 D sup
!2R
.G.j!   a//; 8a 2 R:
It has the important property that the a-shifted H1-norm of a transfer function G.s/ is finite if and
only if the real parts of the poles of G.s/ are less than  a.
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Figure 2.4: Block diagram of a classical feedback control system
(a) (b)
Figure 2.5: Control configuration for H1-optimal control (left) and robustness analysis (right)
2.3.4 Standard structure of H1-optimal control
We generalize the system (2.13) to
y D GuCGdd; (2.17)
to include the disturbance, where Gd is the disturbance transfer funtion and d the disturbance.
Fig. 2.4 presents a classical feedback control system. The controller K has to be designed to
stabilize the system and satisfy certain performance requirements. We investigate the requirement
for the H1-optimal control scheme. Firstly, the performance input w and output z are selected.
Commonly we choose
w D

r
d

and z D

y
u

The control configuration for the H1-optimal control is shown in Fig. 2.5a, we assume the closed
loop transfer function mapping w ! z to be F which is a function of G, Gd and K. The stability
requirement can be defined as
F is internally stable1 (2.18)
and the performance requirements can be defined as
kFk1 < ; (2.19)
1Definition of internal stability can be found in [104, p. 139]
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Figure 2.6: Relationship of the control requirements
where  specifies the upper bound of the gain of the closed loop system. For a scaled system  is
usually set to be 1.
If the plant model is inaccurate, we can define a perturbed plant model
Gp D Gp .G;/ ; (2.20)
which is a function of the nominal model G and the model uncertainty . Also, following terms
shall apply
1. kk1 < 1
2. If D 0, i.e. model uncertainty does not exist, Gp D G.
A standard configuration of robustness analysis is shown in Fig. 2.5b. The new closed loop transfer
function F
0
is a function of G, Gd, K and. The system is said to be robust stable (RS), if
F
0
is internally stable: (2.21)
In addition, we define the system to be robust performant (RP), if
kF0k1 < 0 : (2.22)
Again, for a scaled system 
0
equals 1. (2.18) and (2.19) are called conditions for nominal stability
(NS) and nominal performance (NP), respectively. The relationship between NS, NP, RS and RP
are shown in Fig. 2.6. The objective of H1-optimal control is to find a controller K such that the
H1-norm of the closed loop system is minimized.
2.3.5 Structured singular value
The conditions (2.21) and (2.22) are only definitions for RS and RP. To evaluate the RS and RP in a
more efficient way, structured singular value (SSV) is in use. Assuming a system with uncertainty
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Figure 2.7: M-structure for a system with uncertainty
shown in Fig. 2.7, where  and M are stable. According to the small gain theorom [64, p. 217],
the closed loop M-system is stable if kM.j!/.j!/ki2 < 1; 8!.
The SSV for M.j!m/ at an arbitary frequency !m is defined mathematically as:
.M.j!m//
D 1
min fkmjdet.I   kmM.j!m// D 0 for structured; ./  1g : (2.23)
The objective is to find the smallest km which makes the matrix det.I   kmM.j!m// D 0. Since
./  1 from definition, if km > 1, i.e. .M.j!// < 1; 8!, there does not exist a combination
of M.j!/.j!/ that makes kM.j!/.j!/ki2  1; 8!. The SSV for M.j!/ gives a measure for
the stability of the M-system with an unknown complex uncertainty representation.
2.4 Preliminaries in graph theory
In mathematics, graph theory is the study of graphs, which are mathematical structures used to
model pairwise relations between objects. The paper written by Leonhard Euler on the Seven
Bridges of Koenigsberg and published in 1736 is regarded as the first paper in the history of graph
theory [17]. Meanwhile, the applications of graph theory can be found in diverse fields of science,
such as electrical power networks, computer networks, logistics and biology.
As shown in Fig. 2.8 the interconnected objects are represented by points termed as vertices, and
the links that connect the vertices are called edges. Mathematically, a graph G is a pair of sets
.V; E/, where V is the set of vertices with
V D fa; b; cg (2.24)
and E is the set of edges, connecting the pairs of vertices as
E D f.a; b/; .b; c/; .a; c/g: (2.25)
Definition 2.8 (undirected graph). An undirected graph is a graph in which edges have no orien-
tation.
An undirected graph is illustrated in Fig. 2.8a. We denote the edge between vertex x and y in an
undirected graph as .x;y/. From the definition it is clear that the edge .x;y/ is identical to the
edge .y;x/.
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(a) Undirected graph (b) Directed graph
Figure 2.8: Schematic drawing of an undirected graph (left) and a directed graph (right)
Definition 2.9 (directed graph). A directed graph or digraph is a graph in which edges have
orientations.
The edge .x;y/ in a directed graph specifies the edge from x pointing to y, which is not equal to
.y;x/, as dipected in Fig. 2.8b. The edge .x;y/ in a directed graph is also denoted as .x!y/ to
distinguish from the undirected edge.
Definition 2.10 (walk, path, cycle). Given an undirected graph G D .V; E/, a walk is a sequence
of vertices v1; v2; : : : ; vn such that .vi; viC1/ 2 E ; 8i 2 f1; 2; : : : ; n   1g. A path is a walk where
vi ¤ vj ; 8i ¤ j . In other words, a path is a walk that visits each vertex at most once. A cycle is
a closed path, i.e. a path combined with the edge .vn; v1/.
Definition 2.11 (connected graph). A graph is said to be connected if there is an (undirected) path
between every pair of vertices.
Definition 2.12 (tree, branch). A tree is a connected undirected graph with no cycles. A path in a
tree is also called branch.
Lemma 2.1. For a tree the number of edges is always one less than the number of vertices.
Definition 2.13 (directed rooted tree). A rooted tree is a tree in which one vertex has been desig-
nated the root. The edges of a rooted tree can be assigned a natural orientation, either away from
or towards the root, in which case the structure becomes a directed rooted tree. When a directed
rooted tree has an orientation away from the root, it is called an out-tree.
As we can see the radial structure shown in Fig. 2.2b is a tree but the meshed structure in Fig. 2.2a
not.
Definition 2.14 (incidence matrix for directed graphs). For a directed graph G D .V; E/ with
V D fv1; : : : ; vng and E D fe1; : : : ; emg, its incidence matrix B D .bij / is defined through
bij D
8<:
1; if ej D .vi;x/
 1; if ej D .x; vi/
0; otherwise
(2.26)
for an arbitary x 2 V .
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For an undirected graph its incidence matrix can be obtained by assigning an orientation to each
edge, which is arbitrary but fixed. For instance, an incidence matrix of the directed graph 2.8b
reads 24 1 0 1 1 1 0
0  1  1
35 (2.27)
and an incidence matrix of the undirected graph 2.8a can be24 1 0 1 1 1 0
0  1  1
35 or
24 1 0  11 1 0
0  1 1
35 (2.28)
Lemma 2.2. For a connected graph G D .V; E/ with V D fv1; : : : ; vng and E D fe1; : : : ; emg, the
rank of its incidence matrix is n   1 [11].
Lemma 2.3. For a graph G D .V; E/ with the incidence matrix B 2 Rnm, 1n1 is always a kernel
of BT.
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2.5.1 Definitions and notations
Definition 2.15 (convex set). A set C is convex if for any x; y 2 C and any  with 0    1, we
have [20]
x C .1   /y 2 C:
Definition 2.16 (convex, strictly convex and affine function). A function f is convex if dom.f / is
a convex set and if for all x; y 2 dom.f /, and 0    1, we have
f .x C .1   /y/  f .x/C .1   /f .y/: (2.29)
A function f is strictly convex if strict inequality holds in (2.29) whenever x ¤ y and 0 <  < 1.
A function is affine if equality holds in (2.29).
We use the notation
min
x
f .x/
s.t. hi.x/  0; i D 1; : : : ;m
hj .x/ D 0; j D mC 1; : : : ;mC p
(2.30)
to describe the optimization problem (OP) of finding an x which minimizes f .x/ among all x that
satisfy the conditions hi.x/  0;8i 2 f1; : : : ;mg and hj .x/ D 0;8j 2 fm C 1; : : : ;m C pg.
We call x 2 Rn the optimization variable and f W Rn ! R the objective function or cost
function. A point x is said to be feasible if it satisfies the constraints hi.x/  0;8i 2 f1; : : : ;mg
and hj .x/ D 0;8j 2 fmC 1; : : : ;mC pg.
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Definition 2.17 (feasible OP). The problem (2.30) is said to be feasible if there exists at least one
feasible point and is infeasible otherwise.
Definition 2.18 (convex OP). The problem (2.30) is said to be convex if the functions hi.x/;8i 2
f1; : : : ;mg are convex and hj .x/;8j 2 fmC 1; : : : ;mC pg are affine.
2.5.2 Dual problem
The basic idea in Lagrangian duality is to take the constraints in (2.30) into account by augmenting
the objective function with a weighted sum of the constraints. We define the Lagrangian L W
Rn RmCp ! R associated with the problem (2.30) as
L.x;/ D f .x/C
mCpX
iD1
ihi.x/ (2.31)
with  D Œ1;    ; mCpT being the Lagrange multiplier. The dual problem is
min

  g./
s.t. i  0; 8i 2 f1; : : : ;mg
(2.32)
where
g./ D inf
x
.L.x;// : (2.33)
The OP (2.30) is also called primal problem. In some situations, a partial dual problem is consid-
ered and is still referred to as the dual. We define subsets QXi  f1; : : : ;mg, QXe  fmC1; : : : ;mC
pg and Q D fiji 2 QXi [ QXeg. Instead of relaxing all the constraints a partial Lagrangian
considers only a part of the constraints as
QL.x; Q/ D f .x/C
X
i2 QXi[ QXe
ihi.x/: (2.34)
The dual problem is
min
Q
  Qg./
s.t. i  0; 8i 2 QXi [ QXe
(2.35)
with
Qg. Q/ D inf
x2D
 QL.x; Q/ ;
whereD D
n
x j .hi.x/  0;8i 2 f1; : : : ;mgn QXi/ \ .hj .x/ D 0;8j 2 fmC 1; : : : ;mC pgn QXe/
o
.
Definition 2.19 (strong duality). If the optimal value of the primal problem is equal to the optimal
value of the dual problem, the strong duality holds.
Theorem 2.1 (Slater’s theorem). For a convex OP given in form of (2.30) the strong duality holds
if there exists an x such that
hi.x/ < 0; 8i 2 f1; : : : ;mg and hj .x/ D 0; 8j 2 fmC 1; : : : ;mC pg: (2.36)
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2.5.3 Dual decomposition
Given an optimization problem of the form:
min
u
X
i2N
fi.ui/ (2.37)
s.t. ui 2 Ui (2.38)X
i2N
hi.ui/  0; (2.39)
where the objective function (2.37) is separable and most constraints (2.38) are separable except
for some so-called complicating constraints or global constraints, as given in (2.39). This problem
can be solved via dual decomposition, which is originally presented in [9]. Firstly, we form the
partial Lagrangian:
L.ui;/ D
X
i2N
fi.ui/C T.
X
i2N
hi.ui//
D
X
i2N
 
fi.ui/C Thi.ui/

:
Therefore the partial dual problem is
min
0
 g./ (2.40)
with
g./ D
X
i2N
gi./ D
X
i2N
inf
ui2Ui
 
fi.ui/C Thi.ui/

:
This is the master problem in dual decomposition. To solve this master problem the basic subgra-
dient method is chosen for its simplicity. There are many ways to speed up the subgradient method
from case to case, e.g. [45], which is out of scope of this thesis. To evaluate a subgradient of  g,
the following lemma is presented.
Lemma 2.4. A subgradient of  g at the point N is  Pi2N hTi . Nui/, where
Nui D arginfui2Ui

fi.ui/C NThi.ui/

:
Proof. Consider the value of  g at another point Q:
 g. Q/ D  
X
i2N
inf
u2U

fi.ui/C QThi.ui/

  
X
i2N

fi. Nui/C QThi. Nui/

D  
X
i2N

fi. Nui/C NThi. Nui/C . QT   NT/hi. Nui/

D  g. N/  
X
i2N

. QT   NT/hi. Nui/

D  g. N/C
 
 
X
i2N
hTi . Nui/
!
. Q   N/
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This completes the proof. As we can see the calculation of g and the subgradient can be done sep-
arately. Based on this knowledge a distributed method for the original problem, the subgradient-
based dual decomposition method, is presented here:
1. Beginning from an initial point .0/, the values of  gi

.0/

and the subgradient hTi

u.0/i

will be calculated distributedly.
2. The values of the objective function of the master problem and of its subgradient will be
obtained by adding up the distributed values  gi

.0/

and hTi

u.0/i

:
 g..0// D  
X
i2N
gi.
.0// (2.41)
r. g..0/// D  
X
i2N
hTi .u
.0/
i / (2.42)
3.  will be upgraded by:
 WD
 
.0/ C ˛k.
X
i2N
hTi /
!
C
; (2.43)
where ˛k is a step size that can be chosen in any of the standard ways, which will be briefly
introduced in the following.
4. repeat 1 - 3 using upgraded values of  and ui .
Remark 2.2. This method is based on the strong duality, which holds, in general, for a convex
problem. In the case that the strong duality doesn’t hold, a lower bound for the original problem
will be provided.
Choice of step size
Many different types of step size rules are used for the subgradient method. Some basic rules are
shown here:
 Constant step size:
˛.k/ D c:
The step size is a positive constant that is independent of the number of iterations k.
 Nonsummable diminishing step size, which satisfies:
˛.k/  0; lim
k!1
˛.k/ D 0;
1X
kD1
˛.k/ D1:
A typical example is ˛.k/ D a=pk, where a > 0.
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 Not summable but square summable diminishing step size, which satisfies:
˛.k/  0;
1X
kD1

˛.k/
2
<1;
1X
kD1
˛.k/ D1; lim
k!1
˛.k/ D 0:
A typical example is ˛.k/ D a=.b C k/, where a > 0 and b  0.
 If the optimal value of the objective function f  is known or can be estimated, the Polyak’s
step size can be chosen, which is given by:
˛.k/ D f
 
x.k/
   f 
kg.k/k22
;
where the g.k/ is any subgradient of f at x.k/.
2.5.4 Model predictive control
A general structure of a finite horizon optimal control problem (OCP) is
min
x.t/;u.t/
t0CNT 1X
tDt0
l.x.t/;u.t// (2.44a)
s.t. u.t/ 2 U ; 8t D t0; : : : ; t0 CNT   1 (2.44b)
x.t/ 2 X ; 8t D t0; : : : ; t0 CNT (2.44c)
x.t C 1/ D f.x.t/;u.t//; 8t D t0; : : : ; t0 CNT   1 (2.44d)
x.t0/ D x0: (2.44e)
This problem is also called dynamic OP because (2.44d) contains the dynamics of the system to
be controlled, which is in dependence of time. u represents the inputs and x the states. Note that
x can recursively be eliminated in general by x0 and u, the OCP can be seen as a special case of
the classical OP in (2.30). For l being a convex function, U ;X being convex sets and f being an
affine function, the dynamic OP is convex.
Typically in the literature, e.g. in [27, 93], model predictive control (MPC) is introduced via the
receding horizon principle visualized in Fig. 2.9. At the time instant t0 the OCP (2.44) with the
prediction horizon NT will be solved given x.t0/ measured at time instant t0. Usually, the first
element u.t0/ from the optimal sequence u is used to control the system before the horizon is
shifted. At the next time step t D t0 C 1, the OCP will be solved again based on the current state
x00 as
min
x.t/;u.t/
t0CNTX
tDt0C1
l.x.t/;u.t// (2.45a)
s.t. u.t/ 2 U ; 8t D t0 C 1; : : : ; t0 CNT (2.45b)
x.t/ 2 X ; 8t D t0 C 1; : : : ; t0 CNT C 1 (2.45c)
x.t C 1/ D f.x.t/;u.t//; 8t D t0 C 1; : : : ; t0 CNT (2.45d)
x.t0 C 1/ D x00: (2.45e)
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Figure 2.9: Schematic representation of the receding horizon principle for NT D 4. Solid lines:
variables in the past, dotted lines: variables in the future
This repetitive process will continue. The system model is not used for designing the controller
but explicitly involved for computing the system input. Thus, it is called model predictive con-
trol. Even though no classical feedback-loop is involved, MPC is still feedback control, since
the measurement x.t/ is used to compute the system input u.t/. It has already been successfully
implemented in many fields of industry, such as control of chemical processes or power plants
[32].
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3 Microgrid Modeling and control structure
This chapter is focusing on modeling of LVMGs. As mentioned before, MGs are located in MV
and LV networks. MV networks are likely to have relatively smaller r=x ratios in the power
lines and stronger connection through mesh topology than LV networks. Therefore it is more
challenging to control a LV network. Note that most of the LV networks are operating in the
radial structure [62], only radial networks will be taken into consideration. In the first section
a benchmark model is introduced, on which the proposed algorithms will be tested in the later
chapters. Modeling of the components and the network is given in the later sections. At the end of
the chapter real data of load and PV generation from Ausgrid are analyzed.
3.1 Benchmark model
The benchmark network is introduced in [86]. The network has a radial structure with distributed
consumers and generation, as shown in Fig. 3.1. It consists of 13 buses (including root/slack bus)
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Figure 3.1: Benchmark model (left) and its equivalent circuit diagram (right)
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and seven consumers. Each consumer has a set of DER and ES. Without loss of generality we
number the buses as shown in the equivalent circuit diagram (right hand side of Fig. 3.1). By
defining the orientation of current/power flows we obtain an out-tree structure. The root bus is
numbered as 0. We define bus i as the parent of bus j if bus i is the next bus in the way from
bus j towards the root bus. Accordingly, bus j is a child of bus i if bus j is directly connected
to bus i moving away from the root bus. For instance, in the benchmark model bus 1 has one
parent (bus 0) and two children (bus 2 and bus 3). In an out-tree topology each bus only has one
parent except for bus 0. Because the number of branches (power lines) exactly equals the number
of vertices (buses) minus 1, every branch variable, like line impedance zb, branch current Ib and
branch power flow Sb, can be indexed by the number of the child without ambiguity, as shown in
Fig. 3.1. The parameters of the benchmark model are given in Appendix A.1.
3.2 Components of the benchmark model
Since the 1950s power electronics become increasingly important in our daily life. It allows a
flexible conversion of AC/DC and thereby changes the way we produce and consume electrical
energy. In the MG application alone, diverse power electronic devices could be in use. Since a
large share of DERs are DC power sources, DC-DC converters are employed to control the DC
link voltage. Maximum power point tracking (MPPT) for solar panels and wind turbines is also
enabled by DC-DC converters. DC-AC converters (inverters) are required to connect these DC
sources to the MG, which is usually an AC network. A great part of the electricity consumption
is contributed by DC-devices. This is not possible without AC-DC converters (rectifiers). Some
DERs are operated at high or variable frequencies. AC-AC frequency converters can be used to
correct these frequencies to the network frequency. The share of power electronic devices in the
electricity grid is already considerable and will still grow. Therefore, we focus on a MG dominated
by power electronics.
3.2.1 PV-storage system
In the benchmark model each household has a set of PV panels and batteries. There are two
prevalent structures of a PV-storage system, as shown in Fig. 3.2. The difference between the two
structures is whether the PV and storage are DC-coupled or AC-coupled. In the DC-coupled case
the output voltage of the battery is adjusted by a DC-DC converter and in the AC-coupled case it is
realized by a separate inverter and a transformer with a fixed turns ratio. The AC-coupled structure
is more flexible regarding location of installation. It also has a lower cost of battery because
the output voltage of the battery can be small. The DC-coupled structure has the advantage that
the energy can be stored directly from the DC link, i.e. the efficiency is high. Also, it saves the
cost of one additional inverter. However, which of the structures is favorable differs from case to
case. Nevertheless, we are not focusing on the coupling of PV and storage, but on the device that
provides the degree of freedom, which is always the storage. Therefore, the PV-storage system
can be assumed to be separated into a storage behind an inverter, whose power Ps is controllable,
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Figure 3.2: Prevalent structures for PV-storage systems
and an uncontrollable energy source (PV), which can be seen as a negative load  PPV, as shown
in Fig. 3.3. The inverters that are mentioned in the remainder of the thesis refer to the controllable
inverter with storage, which is boxed in red in Fig. 3.3.
Figure 3.3: Reduced model of PV-storage system
Dynamics of ESs
We denote the state of charge of an ES as xSoC. During the charge and discharge process, the
storage has the following dynamics
PxSoC D
(
 xSoC C CPs Ps  0 .charge/
 xSoC C 1 Ps Ps < 0 .discharge/
; (3.1)
where C and   are the charging and discharging efficiencies and Ps is the charging and dis-
charging power.  is the self-discharge rate. By viewing the charging and discharging process
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Figure 3.4: Schematic representation of a transmission line with distributed parameters
separately, we obtain a linear differential equation, which eases the optimization
PxSoC D  xSoC C CPCs  
1
 
P s ; (3.2)
where
Ps D PCs   P s
PCs ;P
 
s  0:
3.2.2 Power line
To describe the electrical transmission lines telegrapher’s equations are usually used. They are
time- and location-dependent partial differential equations, as given in (3.3) and (3.4)
@u.x; t/
@x
C r 0i.x; t/C l 0 @i.x; t/
@t
D 0; (3.3)
@i.x; t/
@x
C g0u.x; t/C c 0 @u.x; t/
@t
D 0: (3.4)
A schematic representation of the elementary components of a transmission line is shown in
Fig. 3.4. The distributed resistance of the conductors is represented by a series resistor r
0
(ex-
pressed in Ohms per unit length). The distributed inductance, caused by the self-inductance and
mutual inductance, is represented by a series inductor l
0
in Henries per unit length. The capaci-
tance, which is the result of the potential difference between the conductors, is represented by a
shunt capacitor c
0
in Farads per unit length. The conductance of the dielectric material separating
the two conductors is represented by a shunt resistor g
0
in Siemens per unit length. This accounts
for the leakage current at the insulators of overhead lines and through the insulation of cables.
According to [47], there are three assumptions, which can be made for a short transmission line
(typically shorter than 80 km):
1. The shunt resistors and capacitors are so small that they can be omitted entirely with little
loss of accuracy.
2. The distributed parameters can be rolled up into lumped parameters.
3. The dynamics of power lines are negligible.
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Figure 3.5: Schematic representation of a transmission line with lumped parameters and shunt
elements being neglected
These assumptions are also confirmed by other standard textbooks [63, 67, 98]. With the first
assumption we are able to neglect (3.4) and make the current i in (3.3) location-independent. The
second assumption turns (3.3) into
u2.t/   u1.t/C r i.t/C l di.t/dt D 0: (3.5)
The new equivalent circuit diagram is presented in Fig. 3.5. Since the thesis is restricted to sym-
metrical networks, (3.5) can be generalized to three-phase systems as
uabc;2.t/   uabc;1.t/C r iabc.t/C l diabc.t/dt D 0: (3.6)
We can not directly cross out the differential term in (3.6), because the terms r iabc.t/ and l diabc.t/dt
have about the same order of magnitude. In high voltage transmission lines the magnitude of
l diabc.t/dt can even be ten times bigger than that of r iabc.t/. After dq-transformation of the three-
phase variables in (3.6) 1, we obtain
ud;2.t/   ud;1.t/C r id.t/   l O!iq C l did.t/dt D 0; (3.7)
uq;2.t/   uq;1.t/C r iq.t/C l O!id C l diq.t/dt D 0; (3.8)
where O! is the nominal frequency of the AC system. With the third assumption made before, it is
possible to neglect the two differential terms. According to [99] these dynamics are much faster
than the primary and secondary control loops we are interested in, so that they can be neglected,
which can be proven using singular perturbation approach. The reader is referred to [108] for
details of this approach.
We denote u as the complex number with u D udC juq. The same denotation shall apply to other
three-phase variables. Finally, we use the following equation to describe the transmission line
u1   u2 D .r C jx/i ; (3.9)
with x D O!l .
1Derivation can be found in Appendix A.2
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3.2.3 Load
Loads represent the electricity consumption. Exact modeling of the load of a household is compli-
cated because it is composed of many devices, like lamps, refrigerators, heaters, motors and power
electronic devices, etc. Even if the load composition were exactly known, it would be impractical
to consider every single component because they are changing frequently. Nevertheless, the load
dominated by power electronic devices can be assumed as a constant power load [33]. Therefore
in this thesis the load at a bus is simply aggregated into a base load plus a bias term
S c.j!/ D S c,base CS c.j!/ (3.10)
The index c stands for consumption. The bias term is set to be frequency-dependent, which is only
relevant for the primary control. The frequency-dependency will be discussed in later chapters.
Remark 3.1. In the author’s opinion this kind of load model also contains a certain degree of
generality since it is somehow suitable for any type of load. In addition, the dynamics of the load
can be represented by the frequency-dependent bias term.
3.3 Network model
A network model is required to combine the components discussed before. Firstly, we denote
G D .N ; E/ as a connected directed tree representing a radial power network, where each node
in N represents a bus and each link in E represents a power line. We index the nodes (buses)
by i D 0; 1; : : : ; n and especially the root node (bus) by 0. All links in E point away from the
root. We denote a link by h!i if it points from node h to node i . For each link h!i we have
zb;i D rb;i C jxb;i as the complex impedance of the power line and yb;i D 1=zb;i D gb;i C jbb;i
as the complex admittance of the line. The same denotation applies for other branch variables, as
mentioned in the first section.
We start with the model of the branch (power line)
uh   ui D zb;ii b;i; 8 h!i 2 E ; (3.11)
and the branch power flow
Sb;i D uhib;i; 8 h!i 2 E : (3.12)
Substituting (3.12) into (3.11) yields
ui D uh   zb;iSb;i=uh; 8 h!i 2 E : (3.13)
Defining V as the magnitude of u, we obtain
uiu

i D
 
uh   zb;iSb;i=uh
   uh   zb;iSb;i=uh
) V 2i D V 2h C jzb;ij2jSb;ij2=V 2h  
 
zb;iS

b;i C zb;iSb;i

; 8 h!i 2 E : (3.14)
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Figure 3.6: Power balance at bus i
We study the power balance at one node, e.g. node i , as shown in Fig. 3.6. It is clear that the
power flowing from the parent node equals the power consumed plus the power transmitted further
towards the child nodes. Therefore
Sb;i D S i C
X
j Wi!j2E
Sb;j C zb;i
jSb;ij2
V 2
h
(3.15)
S i D  PPV;i C S c;i C S s;i : (3.16)
S i is the residual power consumed at bus i , which contains the power consumed by the household
devices S c;i , power consumed by the storage S s;i and real power generation from PV panels as a
negative load  PPV;i . The term zb;i jSb;i j
2
V 2
h
represents the real and reactive power consumed by the
power line (power loss).
P
j Wi!j Sb;j represents the power flowing towards child nodes j , for all
j that satisfy i!j 2 E . Sb;i is the power flowing from the parent node. For each bus i 2 N=0,
there is an unique h 2 N that satisfies h!i 2 E .
The network model (3.14)-(3.16) and the storage dynamics (3.2) will be used for the secondary
control/EMS. This model does not include the dynamics of inverter and synchronous generator,
since their time constants are much smaller than the relevant time scale for the EMS. To avoid
confusion here, a completely different modeling using polar coordinates for the network including
the quick dynamics of inverter and synchronous generator will be given later in Chapter 5.
3.4 Load and generation profiles
The data used here are generously provided by Ausgrid [10]. It includes load and generation pro-
files from 300 randomly selected solar customers in Ausgrid’s electricity network area in New
South Wales, Australia. This data is measured by gross meters that recorded the total amount of
energy flow every 30 minutes from 2010-07-01 to 2013-06-30. In comparison with the data sets
that are used to be found publicly, this data set is much more detailed. Therefore, it is a valuable
resource for researchers. A comprehensive study of this data set is to be found in [92]. The aggre-
gated generation and load in summer days and winter days of the data set are illustrated in Fig.
3.7. The difference in peak time of the solar generation in winter and summer is caused by the
clock changes between summer and winter. We can observe two load peaks in winter, at 7 a.m.
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Figure 3.7: Aggregated load and generation of 300 customers in Ausgrid averaged over three years
and 6 p.m., while in summer there is only one peak at 6 p.m. It is interesting to see that unlike
the PV generation peak, there is no time offset for the load peaks between summer and winter
at 6 p.m. This is caused by the fact that the human activities adapt to the clock. The aggregated
demand (load minus generation) of the 300 customers in summer and winter is shown in Fig. 3.8.
It is obvious that the surplus from PV panels in summer is bigger than in winter. However, the
average PV generation is clearly smaller than the average load, which makes the inverse power
flow insignificant for the voltage control. Moreover, the benchmark network is designed at a base
power of 100 kW. The average load of this data set is far more than the base power of the bench-
mark network. Therefore the data are modified by dividing the power consumption by 2, while
keeping the PV generation unchanged. This shrinks the average power demand within the base
power and improves the share of PV generation, as shown by the red curves in Fig. 3.8. Of course,
on some days the demand and generation would exceed the base power. After some investigations,
we learned there were 58 days of the total 1096 days (3 years), in which an overvoltage would
occur without a voltage control, from which 49 days are in summer. There are also 137 days, in
which an undervoltage would arise without a voltage control, from which 125 days are in winter.
Those days are critical days, in which the proposed algorithms will be tested. The aggregated and
averaged curves presented here are not used to test algorithms, but to check the plausibility of the
existing data set and to gain an overview.
Assumed predictions of load and generation
Note that the forecast of the load and generation is a topic on its own and we will not go deep
into it. But being aware of the progress in this area we can assume that the load and generation
are well predicted for the next 24 hours. Also the advanced computing performance nowadays
allows the prediction being frequently repeated using the current weather data, etc. In order to test
the robustness of the control algorithms, some artificial errors to the real data will be created to
simulate the prediction error. The prediction model should have following patterns:
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Figure 3.8: Aggregated demand of 300 customers in summer (left) and winter (right) averaged
over three years
 The prediction in the first few hours is probably more accurate than in long-term.
 The prediction is always acceptable for the first 24 hours. This means the prediction error
for the first 24 hours is bounded.
 The prediction of solar generation must make sense. For instance, the solar panels are not
supposed to produce energy at night.
To cope with those patterns, the following mathematical model is used. Defining independent
random variables Z0; : : : ;ZNT 2, where each variable is either 1 or  1, with a 50% probability
for either value and NT is the prediction time horizon, the assumed predicted value is
Ppred.k C j / D Preal.k C j /
 
1C a  tan 1  brj 8j D 0; : : : ;NT   1; (3.17)
with
rjC1 D rj CZj 8j D 0; : : : ;NT   2; (3.18)
r0 D 0: (3.19)
a and b are coefficients which fine-tune the biases. Equations (3.18) and (3.19) describe simply an
integer random walk. Starting with r0 D 0 the standard deviation of rj increase with the time
index j . The multiplication in (3.17) prevents the prediction from being senseless. The function
tan 1 bounds the random walkrj to . =2; =2/. For instance, the predicted PV generation at
time k with a prediction horizon of NT is depicted in Fig. 3.9. The prediction has been carried out
ten times to show its plausibility.
3.5 Hierarchical control structure
In this section a 2-level control structure with a communication-based secondary control and a
fully decentralized primary control for the MG is briefly discussed. The secondary control layer
3.5 Hierarchical control structure 37
0
10
20
30
40
50
60
70
80
90
100
R
ea
l p
ow
er
 (k
W
)
real data
biased data
k
NT
Figure 3.9: Real and predicted PV generation from time step k
serves as an online trajectory planner. In this thesis we propose a secondary control consisting of
a market-maker and several DiMPC controllers, as shown in Fig. 3.10 boxed up by the dashed
line. Based on the local state of charge (SoC), the latest prediction of load, generation and also the
price information sent by the market-maker, DiMPC controllers calculate their demands locally.
The market-maker adjusts the price based on the network requirement and the demand. This is a
negotiation process. After price and demand are settled, the resulting (optimal) real power demand
Popt, reactive power demand Qopt and the optimal bus voltage Vopt will be sent downwards to
the primary control. The primary controllers attend to track the reference values based on the
local measurements exclusively. Similar to [114] the primary controllers proposed here are fully
decentralized to avoid the affect of the communication failure. The H1-norm is employed as the
measure for the dynamic performance. Also, parameters of the primary controllers are collectively
designed, so that the coupling between the DERs regarding the current operating point can be
taken into consideration.
In the GC mode, the DiMPC of each consumer attends to find the most cost-efficient demand
curve for himself based on the SoC, price and forecasts. The decentralized primary controller
tries to partially compensate the small deviations of voltage regarding the reference voltage by
providing/absorbing additional reactive power.
Without the support from the main grid each consumer attends to find the most reliable operation
for himself in islanded mode. The task of primary controller is to share the real/reactive power
capacity to compensate unexpected short-term disturbances, which differ from the reference de-
mand, and to maintain the functionality of the MG.
The typical time scale of secondary control ranges from several minutes to several hours, whereas
the time scale of primary control ranges in seconds. Because of this huge gap in time scale the
two control levels are separately handled in the following two chapters respectively. Also the
differences for GC and islanded mode will be explained in these chapters.
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4 Secondary control
As mentioned before, MGs have two operating modes, GC mode and islanded mode. In the GC
mode the main grid balances the supply and demand. The main objective is to minimize the costs
of every consumer. However, as the penetration of the DERs rises and the electricity consumption
increases through e.g. the e-mobility, holding the voltage level becomes a major issue in the LV
network. For instance, at midday when the solar energy is massively produced and the load is
pretty low, an overvoltage may arise. On the other side, the voltage can also drop across the
lower bound in the evening when high load occurs and no solar energy is produced. This is a
great concern especially for networks with radial structure, where the connection between buses
is weak. In islanded mode the focus lies on the reliability of the network, i.e. if the network can
still function without the support from the main grid. A foresighted planning of generation and
consumption can fully exploit the capacity of the MG to satisfy the consumers as much as possible.
To ensure fairness and transparency, the decision of using energy will be made by the consumer
himself.
This chapter is organized as follows. The first section deals with the energy management for GC
mode, including the problem formulation, convexification and the investigation of the conver-
gence. The energy management for islanded mode is outlined in the second section. The methods
stay the same for both GC and islanded mode, however the objective function and the decision
variables have to be modified. Simulation results for the GC and islanded mode are presented at
the end of each corresponding section. The terms secondary control and energy management have
the same meaning in this case and therefore will be used interchangeably in the following.
4.1 Energy management for grid-connected mode
As the DERs have usually different owners, the problem can be formulated that each end-user
attends to maximize his own profit, i.e. to minimize his own costs, under the constraints that the
voltage level in the MG stays in a reasonable range. Conventionally, real power generation and
reactive power compensation are treated separately, see e.g. [105]. But it is known that the real
power has a significant influence on the voltage level in LVMG for its high r=x ratio. With the
reactive power compensation alone it may not be that easy (technically and financially) to hold the
voltage level. The real power exchange between the consumer and the grid can be shifted in time
if the reactive power compensation reaches its limit, which may not cause any significant loss to
the consumer due to the storage. Note that the MPC is a series of OPs and we present the proposed
algorithm at a fixed time instant to mitigate the notational effort.
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4.1.1 Notation
The sampling time is defined as Ts 2 R and the prediction horizon as NT 2 N. We define
Nc as the set f1; 2; : : : ; ng and NT as the set f0; 1; : : : ;NT   1g. Pi 2 RNT1 are defined as
Pi.0/ Pi.1/ : : : Pi.NT   1/
T
. This denotation also applies to Qi , Ps;i , Qs;i , Vi , etc.
4.1.2 Problem formulation
Objective function
The objective thereby is to minimize the cost of each consumer. For consumer i the cost consists
of the electricity cost fe;i and the cost of storage operation fo;i , i.e. provisioning real and reactive
power from the storage. Since the electricity feed-in prices p  2 RNT1 and retailing prices
pC 2 RNT1 are usually different, the electricity consumption Pi is decomposed into two parts to
represent the electricity cost:
fe;i D Ts
 
pC
T PCi   Ts .p /T P i (4.1)
where
Pi D PCi   P i ; (4.2)
PCi  0; (4.3)
P i  0: (4.4)
The cost of storage operation consists of quadratic penalty terms:
fo;i D wP;i .Ps;i/T Ps,i C wQ;i .Qs;i/T Qs,i; (4.5)
where wP;i and wQ;i are the penalty coefficients for providing/absorbing real and reactive power,
respectively. wP;i is inversely proportional to the maximum charge cycles of the energy storage,
while wQ;i can be set to be related to the lifespan of the inverter. Actually, in comparison with wP;i
the value of wQ;i is insignificantly small. However, in order to keep the objective function strictly
convex wQ;i should always have a value greater than zero. The total cost for the end-user i reads:
fi D fe;i C fo;i D Ts
 
pC
T PCi   Ts .p /T P i C wP;i .Ps;i/T Ps,i C wQ;i .Qs;i/T Qs,i: (4.6)
It can be shown that at the optimum
 
PCi
T P i D 0 holds, i.e. the two vectors are always orthogo-
nal. A simple proof can be found in Appendix A.3.
Remark 4.1. The decomposition of Pi is only applicable if the feed-in price is less expensive than
the retailing price, which should always be the case. One can imagine if the feed-in price were
higher than the retailing price, the most straightforward strategy would be to purchase as much
electricity as possible and then to sell it directly back to the grid.
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Constraints
There are two kinds of constraints in this application, namely the local constraints and the global
constraints. The local constraints include: 8i 2 Nc,
1. The charge and discharge limits of the ESs. Given the equation
Ps;i D PCs;i   P s;i; (4.7)
the real power flow Ps;i between ES and the grid is divided into the charging part PCs;i and
the discharging part P s;i , which are separately limited as
0  PCs;i  PCs,max;i (4.8)
0  P s;i  P s,max;i : (4.9)
It can be shown that at the optimum PCs;i and P s;i are also orthogonal. This has the physical
interpretation that charging and discharging process will not appear simultaneously because
this leads to pure loss without having a positive contribution on the result.
2. The capacity of providing and absorbing the reactive power
Qs,min;i  Qs;i  Qs,max;i; (4.10)
which depends on the physical design of the inverter.
3. The ES dynamics, initial value and capacity
xSoC;i.k C 1/ D .1   Ts/xSoC;i.k/C TsCPCs;i.k/   Ts
1
 
P s;i.k/ 8k 2 NT; (4.11)
xSoC;i.0/ D x0;i; (4.12)
0  xSoC;i.k C 1/  Ci 8k 2 NT: (4.13)
As we can see (4.11) is the Euler approximation of the continuous dynamics (3.2). Combin-
ing (4.11) - (4.13) a matrix form is given as follows
0  Asx0;i C BCs PCs;i   B s P s;i  Ci (4.14)
with
As D
26664
1   Ts
.1   Ts/2
:::
.1   Ts/NT
37775 BCs D
26664
Ts
C 0    0
.1   Ts/TsC TsC    0
:::
:::
: : :
:::
.1   Ts/NT 1TsC .1   Ts/NT 2TsC    TsC
37775
B s D
266664
Ts
1
  0    0
.1   Ts/Ts 1  Ts 1     0
:::
:::
: : :
:::
.1   Ts/NT 1Ts 1  .1   Ts/NT 2Ts 1     Ts 1 
377775
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4. Real and reactive power balance of every consumer
PCi   P i   Pc;i C PPV;i   PCs;i C P s;i D 0 (4.15)
Qi  Qc;i  Qs;i D 0; (4.16)
where Pc;i and Qc;i are the predicted real and reactive power consumption. PPV;i is the real
power generated by the PV panels at node i .
Remark 4.2. The elastic loads can also be seen as ES-devices. For instance, shortly before the
load peak, refrigerators can be cooled down a little bit deeper to avoid using power at the critical
time.
Besides the local constraints there are some global constraints, which are also called the compli-
cating constraints. These contain the DistFlow equations, which are the equations (3.14)-(3.15) in
terms of real variables: 8i 2 Nc; k 2 NT,
Pb;i.k/ D
X
j Wi!j 2 E
Pb;j .k/C rb;ilb;i.k/C PCi .k/   P i .k/ (4.17a)
Qb;i.k/ D
X
j Wi!j 2 E
Qb;j .k/C xb;ilb;i.k/CQi.k/ (4.17b)
V 2i .k/ D V 2h .k/   2 .rb;iPb;i.k/C xb;iQb;i.k//
C .r2b;i C x2b;i/lb;i.k/ 8h W h! i 2 E
(4.17c)
lb;i.k/ D
P 2b;i.k/CQ2b;i.k/
V 2
h
.k/
8h W h! i 2 E (4.17d)
and the voltage constraints
Vmin  Vi.k/  Vmax 8i 2 Nc; k 2 NT: (4.18)
As we can see Pb;i and Qb;i are the power flows between buses, which represent the coupling.
The OP we are investigating can be summarized as follows.
min
Ps;Qs
nX
iD1
fi
s.t. 8i 2 Nc; k 2 NT
Eq. (4.3)   (4.10); (4.14)   (4.16) and (4.17)   (4.18):
(4.19)
Remark 4.3. The author is aware that the reactive power is often not accurately predictable [99].
Thus, a worst case approach can be used to avoid this inconvenience and make the system more
robust, see e.g. [112]. It does not affect the problem formulation itself, one just needs to adjust the
limits Qs,min;i and Qs,max;i according to the uncertainty at each bus i . Therefore, this thesis will not
explicitly deal with the inaccuracy of the reactive power prediction any further.
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(a) AC network with two buses
(b) Phasor diagram for low r=x ratio
(c) Phasor diagram for high r=x ratio
Figure 4.1: Mini-example of the relationship between real power transmission and phase angle
difference with low r=x ratio and high r=x ratio
4.1.3 Convexification
Linear power flow equations
Because of the nonlinear power flow equations (4.17a)-(4.17d) the optimization problem (4.19)
is non-convex. For transmission networks, due to the relative low r=x ratio and the constant volt-
age level the DC power flow is an appropriate approximation of the power flow. However, the
assumptions made when deriving DC power flow are not valid for the MG anymore. Firstly, it is
not desired to assume the voltage to be always at 1 p.u., since the voltage is the value that we are
interested in. Besides, the real power transmission between two buses is by no means proportional
to the angle difference. Sometimes the angle difference can be negative even if the real power
transmission is positive. As illustrated in Fig. 4.1 the phase angle difference between voltage and
current is smaller than 90ı, i.e. the real power flows from bus 1 towards bus 2. However, the phase
angle between voltages at bus 1 and bus 2 can be totally different, e.g. positive for low r=x ratio
and negative for high r=x ratio.
Often, numerical difficulties occur when one starts directly with the non-convex OP given in
(4.19). In a well-dimensioned MG it can be observed that the terms rb;ilb;i , xb;ilb;i and
.r2b;i C x2b;i/lb;i in (4.17) are usually fairly small. For instance, the energy loss in LV networks
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of the city Munich amounts to 2.42%, i.e. rb;ilb;i D 2:42% on average. Under this observation the
so-called LinDistFlow model for the radial network has been developed. It was first introduced by
Baran in [12, 13] and reviewed by Bolognani and Low in [18, 76]: 8i 2 Nc,
Pb;i D
X
j Wi!j 2 E
Pb;j C Pi (4.20a)
Qb;i D
X
j Wi!j 2 E
Qb;j CQi (4.20b)
V 2i D V 2h   2 .rb;iPb;i C xb;iQb;i/ 8h W h! i 2 E (4.20c)
As discussed in [18], the LinDistFlow equations (4.20c) still have nonlinear terms V 2i for8i 2 Nc.
These terms preserve a certain degree of accuracy but will not affect the convexity. Because of
Vi  0, the terms V 2i and Vi have an one-to-one mapping.
In order to verify the approximation, a comparison between DistFlow and LinDistFlow model and
the overlap between the feasible region of the original OP and the simplified OP will be presented
in the next subsection.
Remark 4.4. There are also other methods to convexify the power flow equations, e.g. Wang’s
second-order cone program formulation [110] or Tse’s semidefinite program formulation [115].
But they are not specifically designed for radial networks with high r=x ratio and also not suitable
for a distributed OP formulation, in which we are actually interested. Therefore these convexifi-
cations are not chosen for this application.
Analysis and validation
To compare the original power flow equations with the simplified LinDistFlow, we take a close
look at (4.17c) and rewrite it in the form without time index k:
V 2h   V 2i D 2 .rb;iPb;i C xb;iQb;i/
   r2b;i C x2b;i P 2b;i CQ2b;i
V 2
h
:
(4.21)
As we can see there are two parts which influence the voltage drop: namely the linear term
2 .rb;iPb;i C xb;iQb;i/ and the nonlinear term
 
r2b;i C x2b;i
 P2b;iCQ2b;i
V 2
h
. Because LinDistFlow neglects
the nonlinear term, its model error can be simply investigated by evaluating the nonlinear term.
Defining ˛ D Qb;i=Pb;i , ˇ D rb;iPb;i and  D rb;i=xb;i , (4.21) can be rewritten as
V 2h   V 2i D 2

1C ˛


ˇ„ ƒ‚ …
Lˇ
 

1C 1
2
  
1C ˛2ˇ2
V 2
h„ ƒ‚ …
Nˇ
(4.22)
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Figure 4.2: Maximal voltage error in dependence of ˛
Figure 4.3: Bus 0 and 1 of the benchmark model
An upper bound of the nonlinear term Nˇ can be calculated by solving1
V 2max   V 2min D 2

1C ˛


ˇ  

1C 1
2
  
1C ˛2ˇ2
V 2min
where we obtain ˇ in dependence of Vmax;Vmin;  and ˛. Substituting the typical values  D 3,
Vmax D 1:05 and Vmin D 0:95, the value ofNˇ is a function of ˛. In the normal operation condition,
where the power factor is greater than 0.9, i.e.  0:4843  ˛  0:4843, the voltage error Nˇ is
always smaller than 0.028 p.u., as shown in Fig. 4.2. In case of ˛ > 0, i.e. Pb;i and Qb;i have both
the same sign, the error would be limited up to about 0.015 p.u.
The error of 0.028 p.u. presents an upper bound of the voltage error under the normal operating
condition. Studying the benchmark model gives us more confidence to employ LinDistFlow. We
take a close look at the bus 0 and 1 with the "real" line impedance given in Chapter 3, as shown in
Fig. 4.3. Assuming V0 D 1, the values of V1 calculated by both nonlinear power flow equations
and simplified power flow equations are compared in Fig. 4.4. It can be seen that only when Pb;1
and Qb;1 are both approaching 5 p.u., i.e. 500 kW or kvar, the voltage error reaches 0.015 p.u. If
Pb;1 and Qb;1 stay within 1 p.u., the error is even smaller than 4  10 4 p.u., as shown in Fig. 4.4b.
Combining the voltage constraints (4.18) a comparison of the feasible set of the original power
flow equation (4.17) with the simplified LinDistFlow (4.20c) is shown in Fig. 4.5. One can see
that both feasible regions are well covered by each other. They differ partially when the reactive
1Proof can be found in Appendix A.4.
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Figure 4.5: Comparison of the feasible regions of original and simplified power flow equations
power flow is massive, which is, as previously mentioned, excluded from the normal operating
condition. Due to the satisfying results the original OP (4.19) can be simplified as follows. The
remaining part of this chapter is based on this formulation.
min
Ps;Qs
nX
iD1
fi
s.t. 8i 2 Nc; k 2 NT
Eq. (4.3)   (4.10); (4.14)   (4.16); (4.18) and
Pb;i.k/ D
X
j Wi!j
Pb;j .k/C PCi .k/   P i .k/
Qb;i.k/ D
X
j Wi!j
Qb;j .k/CQi.k/
V 2i .k/ D V 2h .k/   2 .rb;iPb;i.k/C xb;iQb;i.k// 8 h! i 2 E :
(4.23)
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Remark 4.5. In order to perform the comparison of the linear model with the nonlinear model
in three dimensions, only the first line of the benchmark model has been investigated. However,
the actual decision variables are far more than two, which makes the illustration of a feasible set
impossible. Nevertheless, the qualitative shape of the feasible set in the hyperplane remains the
same. One can gain an interesting insight into the complicated hyperplane by this simple example.
4.1.4 Dual decomposition
The constraints of the OP (4.23) are obviously not in the form (2.38) and (2.39). Some transfor-
mation is still needed to be carried out in order to enable the distributed optimization method.
Defining Pb D

Pb;1 Pb;2 : : : Pb;n
 2 RNTn, Qb D Qb;1 Qb;2 : : : Qb;n 2 RNTn,
PC D PC1 PC2 : : : PCn  2 RNTn, P  D P 1 P 2 : : : P n  2 RNTn, P D PC   P  , Q D
Q1 Q2 : : : Qn
 2 RNTn and W D V1 V2 : : : Vnˇ V1 V2 : : : Vn 2 RNTn,
we can write the LinDistFlow in a matrix presentation
PT D  QBPTb (4.24)
QT D  QBQTb (4.25)
QBTWT D  EV 20 C 2RPTb C 2XQTb ; (4.26)
where QB 2 Rnn is a quadratic submatrix of the incidence matrix B 2 Rn.nC1/ with the row
corresponding to the root bus 0 being removed. Without loss of generality we can arrange the row
corresponding to the root bus 0 to be on the top of the incidence matrix so that
B D
26664
B0
B1
:::
Bn
37775 QB D
264B1:::
Bn
375 :
E 2 RnNT is defined as
E D BT0 ˝ 11NT
R and X are diagonal matrices with resistances and impedances on the diagonal, as
R D
264rb;1    0::: : : : :::
0    rb;n
375 X D
264xb;1    0::: : : : :::
0    xb;n
375 :
In order to eliminate the variables Pb and Qb following corollary is introduced.
Corollary 4.1. Deleting any row of the incidence matrix of a directed tree graph leaves an invert-
ible quadratic matrix.
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Proof. According to Lemma 2.2 the incidence matrix of a connected directed graph with n C 1
vertices has a rank of n. Removing any one row from the incidence matrix of a connected graph
with n C 1 vertices still leaves a matrix of rank n [31, p. 140]. According to Lemma 2.1, the
incidence matrix of a connected directed tree with nC1 vertices has exactly n colunms. Therefore,
deleting a row leaves a quadratic matrix with full rank n. Thus, it is invertible. In this case QB is
invertible and so is QBT.
Substituting (4.24) and (4.25) into (4.26), we obtain
WT D  
 QBT 1 EV 20   2  QBT 1 R QB 1PT   2  QBT 1 X QB 1QT:
D  
 QBT 1 BT0 ˝ 11NTV 20   2  QBT 1 R QB 1PT   2  QBT 1 X QB 1QT: (4.27)
Lemma 4.1. For a radial network with an incidence matrix B D
"
B0
QB
#
, the following equation
applies
 
 QBT 1 BT0 D 1n1 (4.28)
Proof. According to Lemma 2.3, 1.nC1/1 is a kernel of the transpose of the incidence matrix
B 2 R.nC1/n, which leads to
BT  1.nC1/1 D 0: (4.29)
Note that BT D
h
BT0 QB
T
i
, we can decompose (4.29) as
BT0  1C QB
T  1n1 D 0;
which leads to
1n1 D  
 QBT 1 BT0:
Substituting (4.28) into (4.27) results in
WT D 1nNTV 20   2
 QBT 1 R QB 1„ ƒ‚ …
RQB
PT   2
 QBT 1 X QB 1„ ƒ‚ …
XQB
QT: (4.30)
Considering the voltage constraints:
Vmin  Vi.k/  Vmax; 8i 2 Nc; 8k 2 NT
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and the nature of the bus voltage Vi  0, the following constraints can be obtained:
 WT C 1nNTV 2min  0
WT   1nNTV 2max  0:
(4.31)
Substituting (4.30) into the voltage constraints (4.31) a separable form
Pn
iD0 hi  0 is obtained,
with the elements:
h0 D

1nNT
 
V 2min   V 20

1nNT
 
V 20   V 2max

h1.P1;Q1/ D 2

rQB;1
 rQB;1

PT1 C 2

xQB;1
 xQB;1

QT1
:::
hn.Pn;Qn/ D 2

rQB;n
 rQB;n

PTn C 2

xQB;n
 xQB;n

QTn;
where RQB D

rQB;1 : : : rQB;n

and XQB D

xQB;1 : : : xQB;n

.
Distributed algorithm
Based on the dual decomposition introduced in Chapter 2, a distributed algorithm for MG in grid-
connected mode is proposed. A control structure consisting of one MM and n distributed end-users
(DUs) is required here:
 Definition:
– Define the Lagrange multiplier  2 R.2nNT/ and the subgradient r 2 R.2nNT/
 Initialization:
– For MM: .0/ D 0
– For each DU i 2 Nc: .0/ D 0
 Main loop for l > 0 2 N:
DU i :
– Receive the .l 1/ from MM if applicable
– Solve the subproblem i :
min
Ps;i ;Qs;i
fi C

vec

.l 1/
T
vec .hi.Pi;Qi//
s.t. Eq. (4.3)   (4.10); (4.14)   (4.16)
(4.32)
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– Calculate the optimal P.l/i ;Q
.l/
i and send it to the MM:
P.l/i D P.l/s;i C Pc;i   PPV;i
Q.l/i D Q.l/s;i CQc;i
MM:
– Gather the demand P.l/i ;Q
.l/
i from DUs and calculate the subgradient by
r .l/ D h0 C
nX
iD1
hi

P.l/i ;Q
.l/
i

(4.33)
– Upgrade the  using a not summable but square summable diminishing step size ˛:
.l/ WD

.l 1/ C ˛.l/  r .l/

C
;
– Broadcast .l/ to the DUs
Remark 4.6. It is assumed that the voltage at bus 0 is known but controlled independently from the
DiMPC. Of course, the voltage control at bus 0 can be also integrated into this approach. One just
needs to consider the control unit at bus 0 as an additional distributed agent without economic
objective but only with quadratic penalty terms. The usage of the DiMPC approach remains the
same.
Interpretation as constraints negotiation
 can be interpreted as the price for producing and absorbing the real and reactive power. De-
pending on the location of each DU i in the network the price will be weighted by hi . A maximal
profit of each DU will be striven for if the global constraints are not violated. Otherwise the MM
will broadcast a new price higher than 0 to each DU based on how deeply the constraints are vio-
lated, which is given by the subgradient r i . The DUs receive the new price and adjust their output
correspondingly. The negotiation process could last some iterations until the price is settled. This
method is called non-cooperative distributed MPC, which means each DU has its own objective
and constraints. The MM does not have to know the capacity, the rated power, the current SoC of
each storage and the load curve of the each consumer, which keeps the privacy and flexibility to
some extent. Moreover,  can be used as a measure of the contribution of each DU for preserving
global constraints, which will be eventually paid off to maintain fairness.
Convergence of the DiMPC
Before the proof of convergence is given, two assumptions have to be made:
1. The feasible region of OP (4.23) is not empty.
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2. The electricity feed-in price is cheaper than the retailing price and the penalty coefficients
wP;i and wQ;i are positive, for 8i 2 Nc.
The first assumption means OP (4.23) must have at least one solution. If the first assumption does
not hold the network is overloaded. Then certain protection mechanism will intervene, which is
out of scope of this thesis. The second assumption ensures not only the strong duality but also an
one-to-one mapping between solutions of primary and dual problem. These two assumptions are
practical and fair.
The dual function  g./ of the primary problem (4.23) is defined on R.2nNT/ ! R, which is
given as follows
 g./ D  
nX
iD1
inf
Pi ;Ps;i ;Qi ;Qs;i
 
fi C .vec .//T vec .hi.Pi;Qi//
   .vec .//T vec .h0/ :
The aforementioned two assumptions ensure a solution of the dual problem min0 g./, say
. The subgradient-based method is not a descend method, which means the value of the objec-
tive function is not always decreasing at each step. Therefore, we start the proof with the Frobenius
norm of the matrix .lC1/  to measure the distance to the optimal solution at the iteration lC1,
which is denoted as k.lC1/   kF. Recalling the upgrade law
.lC1/ D P

.l/ C ˛.l/r .l/

;
we deduce: .lC1/   2
F
D
P .l/ C ˛.l/r .l/   2
F
:
If .l/   ˛.l/r .l/  0, it is obvious that:P .l/ C ˛.l/r .l/   2
F
D
.l/ C ˛.l/r .l/   2
F
:
If this is not the case, namely .l/   ˛.l/r .l/  0, we obtain:P .l/ C ˛.l/r .l/   2
F
<
.l/ C ˛.l/r .l/   2
F
:
The inequality is caused by the fact that the entries of  are all non-negative. Therefore we have:.lC1/   2
F

.l/ C ˛.l/r .l/   2
F
D
.l/   2
F
C
˛.l/r .l/2
F
C 2˛.l/  tr

.l/   
T  r .l/ : (4.34)
Based on Lemma 2.4 the following corollary is given to evaluate the trace term in (4.34).
Corollary 4.2.
tr

.l/   
T  r .l/  g .l/   g   : (4.35)
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Proof. Consider the value of  g at the optimal point :
 g   D  nX
iD1
inf
Pi ;Ps;i ;Qi ;Qs;i

fi
 
Pi;Ps;i;Qs;i
C  vec  T vec .hi.Pi;Qi//
   vec  T vec .h0/
  
nX
iD1

fi

P.l/i ;P
.l/
s;i ;Q
.l/
s;i

C  vec  T vec hi.P.l/i ;Q.l/i /
   vec  T vec .h0/
D 
X
i2Nc

fi

P.l/i ;P
.l/
s;i ;Q
.l/
s;i

C

vec

.l/
T
vec

hi.P.l/i ;Q
.l/
i /

 

vec
 

   vec .l/T X
i2Nc

vec

hi.P.l/i ;Q
.l/
i /

 

vec

.l/
T
vec .h0/  

vec
 

   vec .l/T vec .h0/
D  g

.l/

C

vec

.l/   
T
vec

r .l/

D  g

.l/

C tr

.l/   
T  r .l/ :
We can complete the proof by moving  g

.l/

to the left hand side. Substituting (4.35) into
(4.34) and applying it recursively, we get
.lC1/   2
F

.0/   2
F
C
lX
dD0
˛.d/r .d/2
F
C 2
lX
dD0
˛.d/

g..d//   g  
Note that
.lC1/   2
F
 0, thus
2
lX
dD0
˛.d/

g
 

   g..d//  .0/   2
F
C
lX
dD0
˛.d/r .d/2
F
:
Denoting  g. N/ as the nearest point to the optimum  g./ we obtain
0   g. N/   . g.// 
.0/   2
F
CPldD0  ˛.d/2 r .d/2F
2
Pl
dD0 ˛.d/
: (4.36)
It is obvious that
.0/   2
F
is bounded and
r .d/2
F
is also bounded because the dual function
 g./ is Lipschitz continuous2. Since the step size is chosen to be not summable but square
summable we can conclude that the right hand side of (4.36) tends to be zero as k ! 1, which
means the DiMPC method converges to the optimal point.
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(b) Convergence with appropriate step size
Figure 4.6: Comparison of convergences with different step sizes after 20 iterations. Dotted lines:
sub-level sets
Convergence rate
As shown in (4.36), the convergence of the DiMPC depends strongly on the step size ˛. The
step size is usually chosen empirically, which is said to be a difficult task. If the step size were
chosen too small the convergence would be unacceptable slow, as shown exemplarily in Fig. 4.6.
Nevertheless, knowing the dimension of the MG will facilitate the searching of a proper step size.
Since the dual decomposition is a first-order method, the condition number of the network has also
a certain influence on the convergence. For example, if a bus is weakly connected to the rest of the
network, the effective resistances from this bus to other buses are large. The sub-level set of the
dual problem will be a fairly flat hyper-ellipsoid, which drags down the speed of the convergence
[20]. Preconditioning the data offline is often very helpful to recover performance [36]. Roughly
speaking, by scaling the problem data we choose a new coordinate system that adjusts better to
the geometry of the problem. In our case the adjustment should take place in the dual space. More
details can be found in [43, 44].
4.1.5 Benchmark test
The DiMPC approach is tested in the benchmark network given in Chapter 3. Firstly, the algorithm
is tested at one time step to validate the convergence. Secondly, the algorithm is tested in a rolling
time window to check the robustness against the prediction error.
At one time step
We start with the test at a fixed time step. No prediction error will be considered in this case be-
cause here the main focus is to investigate the convergence and to check the plausibility of storage
operation. Two scenarios are chosen to test the proposed approach: Summer days, where the en-
ergy demand is smaller than the generation and winter days, where the demand is greater than
the generation. As discussed in Chapter 2, only critical days will be considered. As example we
2Similar proof can be found in [82]
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(a) Load and PV generation profile of a summer day
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(b) Load and PV generation profile of a winter day
Figure 4.7: Load and PV generation profiles of two scenarios
choose two extreme days: 2012-12-05 in summer and 2010-07-02 in winter. The load and gener-
ation profiles of these two days are illustrated in Fig. 4.7. In Fig. 4.7a the extreme summer day is
shown, where the PV generation at midday is extremely high in comparison with the consumption.
The reverse power flow could be over 2 p.u. at midday, which is clearly beyond the rated power
of the network. In Fig. 4.7b the PV and load profile of a winter day with extremely heavy load is
presented, where the total load could reach 1.5 p.u. in the evening despite of the down-scaling of
the load.
Remark 4.7. Due to the air-conditioning there are also summer days, where both PV generation
at midday and load in the evening are large, which is very typical in the tropical and subtropical
countries. This case is included by combining the summer and winter scenarios and therefore will
not be singled out further.
The optimization is carried out for the time window between 0 a.m. and 12 p.m. of the days under
consideration. Firstly, we look at the optimization results for the summer day, which are presented
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(a) Real and reactive power output of the storages at a summer day
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(b) Real and reactive power output of the storages at a winter day
Figure 4.8: Operations of the storages for a summer and a winter day
in Fig. 4.8a. It can be seen that all the ESs are going to store the energy at midday and release
it in the evening. As a result the self-consumption of the end-users will be improved and thereby
their losses caused by price difference of selling and purchasing electricity will be reduced. The
real and reactive power have to be dispatched in such a way, that at midday time, when the solar
energy is heavily produced, the voltage will not exceed the upper limit of the voltage. The one for
a winter day is presented in Fig. 4.8b. In this case the voltage rise is not an issue but the voltage
drop. Therefore, the real and reactive power are cooperating to prevent the voltage dropping below
the lower limit in the evening. Since providing reactive power is less expensive than providing real
power, the storage at bus 6 will be operated only if the reactive power reaches its limit.
The first and the last iteration of the summer day scenario are illustrated in Fig. 4.9 to show how the
negotiation works. At the first iteration  is full of zeros, i.e. no global constraints are considered
at each DU. Therefore, the storages are charging and discharging in a mild way to minimize the
quadratic penalty term as shown in the left-hand side of Fig. 4.9a. It is also unnecessary to produce
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(a) Real power output of the storages
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(b) Reactive power output of the storages
Figure 4.9: Comparison of the operation of the storages at the first iteration and the last iteration
any reactive power, as presented at the left-hand side of Fig. 4.9b. However, after the first iteration
the MM realizes that in such a mild way the voltage at midday would exceed the upper limit. The
price for selling electricity at midday goes down to discourage the transmission of energy from
DU to the grid. In order to avoid the additional costs the DUs try to deliver more electricity to the
grid or store less energy in the rest hours of the daytime to make sure that there is enough space
for the storages to be more charged at the critical midday time (at 12 a.m.). Combining this with
the operation of reactive power (Fig. 4.9b) the voltage rise can be avoided. The resulting price for
i -th consumer after iteration l is 
.l/
T  2rQB;i
 2rQB;i

:
As we can see the prices for consumers are different based on their positions in the network. This
leads to an unbalanced charge and discharge strategy for each consumer. This unfairness will be
compensated by refunding the cost of operating the storage. The prices of the real and reactive
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Figure 4.10: Price change of real and reactive power
power after negotiation are shown in Fig. 4.10. Although the price is fairly low the global con-
straints are thereby held. The cost of providing reactive power will also be paid off. At the end of
the negotiation the operations of the storages converge to optimal points, where the objective func-
tion is minimized under consideration of the local and global constraints. As mentioned before,
the Lagrange multiplier  also converges, which is presented in the Fig. 4.11. A convergence is
achieved after about 20 iterations. As mentioned the method dual decomposition is not a descend
method, therefore the  is not decreasing after every iteration. Generally speaking, a convergence
after 20 iterations cannot be guaranteed because it depends on the condition of the OP and step size
chosen. However, in the benchmark model, where the network is well conditioned/dimensioned, a
convergence after about 20 iterations is always to be expected under an appropriate choice of the
step size.
To validate the result the decision variables Ps and Qs are tested in the nonlinear DistFlow model.
The voltages at all buses at the most critical time (12 o’clock at the summer day and 18 o’clock
at the winter day) are shown in Fig. 4.12. It can be seen that under “real” conditions the results
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Figure 4.11: Convergence of the  for the summer day scenario
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Figure 4.12: The bus voltages simulated in the nonlinear model in both summer (left) and winter
(right) scenarios
are still quite satisfying. The voltage at bus 6 in the summer day scenario doesn’t reach Vmax
while the voltage at bus 6 in the winter day scenario is slightly below Vmin. This means the linear
approximation of the nonlinear power flow equation at voltage being lower than 1 p.u. is slightly
aggressive while it is somewhat conservative at voltage being greater than 1 p.u. , which was also
implicitly shown in Fig. 4.5 before. The inaccuracy of the first-order method may also be a part of
the reason [36].
Remark 4.8. Note that this dissertation makes the assumption that market participants are price
takers, meaning that the additional game-theoretic aspects behind the market mechanism design
are not considered. The focus is rather on price discovery mechanisms.
Remark 4.9. In the simulation V0 is assumed to be 1 p.u. Beside this ideal case, the proposed
DiMPC approach will still apply as long as V0 is controllable or predictable.
Simulation with moving time horizon
With the artificial error introduced in Chapter 3, we are able to examine the robustness of the
MPC scheme. The parameters of (3.17) are chosen as a D 1

and b D 0:1. Solving the OP at
the time point 0 a.m. on 2012-12-05 we obtain the optimal Ps and Qs over the total prediction
time horizon, given the initial SoC of zeros. The first columns of these variable matrices are used
to define the operation of the network for the next 30 minutes. Every 30 minutes the OP will
be solved again under the current states and forecasts. It is hard to illustrate the whole repeating
process given the limited space. Therefore, only the comparison between the solution of the OP
at 0 p.m. on 2012-12-05 without prediction error and the "real" running curves (updated every 30
minutes) with prediction error is shown in Fig. 4.13. As we can see the real curves (solid lines)
always stick around the solution without prediction error (dashed lines) except for the discharging
process after 6 p.m. The reason is that the OP without prediction error only minimizes the cost
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(a) Comparison of charging/discharging
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Figure 4.13: Comparison of the solution of the OP at 0 pm on 2012-12-05 without prediction error
with the "real" running curve. Dashed line: without prediction error, solid line: with prediction
error
for the 24 hours of the day and doesn’t consider the prediction of the next day. However, as the
time window moves forward, the "real" running curves gradually consider the prediction of the
next day. By having the knowledge of the next day a more reasonable decision is made: Instead of
fully discharging the storage at the end of the day, a part of the stored energy will be saved for the
next day.
4.2 Energy management for islanded mode
Without the support from the main grid the MG can only meet the demand if the total power
generation is higher than the consumption and the ESs are large enough to store the solar energy
at day time to cover the evening, when the load clearly exceeds the production. For now and for the
near future this is hardly to be profitable. The most natural way of maintaining the fundamental
function of MG is to curtail the generation and load when necessary. It is also called demand
side management. Conventionally, the power capacity of MG is distributed to the consumers in
a centralized way [78]. In this section a price-based distributed approach is developed to allow
consumers to decide on the usage of electricity energy for themselves based on the price and their
individual acceptance limits.
4.2.1 Preliminaries
Instead of the unlimited capacity of the main grid, we assume to have a diesel generator (DG)
with a limited power capacity Pgen,max at bus 0 in case of an islanding to ensure a basic supply.
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The electricity generated by the DG has a basic price of pgen. This cost can be calculated by the
price of the diesel and the efficiency of the generator (usually 3-4 kWh per liter diesel).
4.2.2 Problem formulation
Objective function
In the GC mode charge and discharge rates of the ESs Ps and Qs are the only variables that can
be really manipulated. The power demand that can not be fulfilled by the solar panels is provided
by the main grid. The surplus from the PV that can not be consumed will be sold to the main
grid. In comparison with that, PPV and Pc should also be manipulable in the islanded mode to
balance the supply and demand within the MG. The objective is thereby to find a compromise
between satisfying the load and the electricity bill. The objective function fi for the i -th consumer
should contain the basic cost of the generated power by the diesel generator fe;i , the cost of being
unsatisfied fs;i and the cost of operating ESs fo;i , as given below
fi D fe;i C fo;i C fs;i : (4.37)
Just like in the GC mode the cost of operating the ES consists of quadratic penalty terms:
fo;i D wP;i .Ps;i/T Ps,i C wQ;i .Qs;i/T Qs,i; (4.38)
where wP;i and wQ;i are the penalty coefficients for providing/absorbing real and reactive power,
respectively. The basic electricity cost fe;i is represented by pgen, which is the price for the elec-
tricity generated by the DG, as:
fe;i D Ts
 
pC
T PCi   Ts .p /T P i ; (4.39)
where pC is pgen1NT1. The selling price p  should be greater than zero but smaller than pgen to
encourage the self-consumption.
Now, we will translate the satisfaction into cost function by taking irritation (caused by the load
curtailment) as a cost. As we can imagine, it is not a problem to give up a small part of the desired
power consumption. Some unimportant devices can be turned off. As the share of the load to be
given up increases, the irritation rises. In other words one would pay more for the essential load
and pay less for the insignificant consumption. For simplicity we assume this relationship to be
linear, as shown in Fig. 4.14a
Willingness to pay pro kWh D  a.Pc   b/: (4.40)
The cost of being unsatisfied fs is the negative integral of the willingness to pay over power
consumption, as shown in Fig. 4.14b
fs D a
2
.Pc   b/2: (4.41)
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(a) (b)
Figure 4.14: Willingness to pay (left) and cost of being unsatisfied (right)
The curve of cost of being unsatisfied corresponds to the requirement that the curtailment of more
essential load should be more penalized.
To cope with the real cost of DG the values of a and b will be quantified in the following. As shown
in Fig. 4.15, each consumer has the possibility to set its tolerances of the price. P 0c is the predicted
(desired) power consumption, it varies depending on time points and consumers. pmin stands for
the price, at which the consumer is willing to pay for all his desired power consumption. pmax
stands for the price, at which the consumer will not pay for any of his desired power consumption.
The coefficients a and b can be calculated by
Tspmax D  a.Pc   b/jPcD0 (4.42)
Tspmin D  a.Pc   b/jPcDP0c ; (4.43)
(a) (b)
Figure 4.15: Willingness to pay (left) and cost of being unsatisfied (right) with price acceptance
limits
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which results in
a D Tspmax   pmin
P 0c
(4.44)
b D pmaxP
0
c
pmax   pmin : (4.45)
The total cost for the end-user i in the whole prediction horizon can be derived as
fi D fe;i C fo;i C fs;i
D Ts
 
pC
T PCi   Ts .p /T P i C wP;i  Ps;iT Ps,i C wQ;i  Qs;iT QTs,i
C Ts.pmax;i   pmin;i/
2

Pc;i   pmax;i
pmax;i   pmin;i P
0
c;i
T 
diagP0c;i
 1 
Pc;i   pmax;i
pmax;i   pmin;i P
0
c;i

:
The modeling of the cost of being unsatisfied can be explained by a simple example, in which we
assume the end-user i to be a passive energy consumer without any PV-devices and storages, such
that:
Ps;i D PPV;i D P i D 0
Note, that in this case PCi D Pc;i and the OP is unconstrained, the optimal Pc;i can simply be found
by
@fi
@Pc;i
WD 0
) .pmax;i   pmin;i/
 
diagP0c;i
 1 Pc;i   pmax;i
pmax;i   pmin;i P
0
c;i

C pC D 0
) .pmax;i   pmin;i/
 
diagP0c;i
 1 Pc;i D  pmax;i   pgen 1NT1
) Pc;i D pmax;i   pgen
pmax;i   pmin;i P
0
c;i :
If pmax;i is set to equal pgen, then Pc;i D 0. This means none of the desired load will be activated
because the price pgen is too high for the consumer i . If pmin;i is set to equal pgen, then Pc;i D P0c;i .
This means all of the desired load will be activated because the price pgen is fair for the consumer
i . If pmin;i < pgen < pmax;i , the optimal Pc;i is in the interval between 0 and P0c;i . This is only the
simplest case. For the case, where Ps;i; PPV;i ¤ 0, the solution would be much more complicated.
Also, analyzing the results of the OP with global constraints shows that the resulting price (basic
price pgen plus the penalty) varies depending on the supply and demand, which will be presented
later in the benchmark test. Independently of the occurrance of constraints, the principle to find a
compromise between cost and load satisfaction remains the same.
Remark 4.10. The relationship of price and satisfaction of load does not necessarily have to be
linear. As long as it stays monotonically decreasing in the defined area, i.e. the cost function fs;i
stays strictly convex, the proposed algorithm applies.
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Constraints
The constraints in islanded mode are also classified into local and global constraints. The local
constraints for i -th consumer are
1. The charge and discharge limits of ESs (4.7) - (4.9)
2. The capacity of providing and absorbing reactive power (4.10)
3. The ES dynamics (4.14)
4. The real and reactive power balance of every consumer (4.15) - (4.16)
5. Besides the constraints above, which are shared with the GC mode, PPV;i and Pc;i also have
their limits in islanded mode because they are no longer constants but variables
0  PPV;i  P0PV;i (4.46)
0  Pc;i  P0c;i : (4.47)
Assuming a fixed power factor the reactive power Qc;i changes with Pc;i . Thus, we restrict
the reactive power as
Qc;i D
 
diagP0c;i
 1 Pc;i ˇQ0c;i : (4.48)
The global constraints contain voltage constraints (4.30) - (4.31) and the generation limit of the
DG, which is presented by the sum of the demands of all nodes:
0 
nX
iD1
Pi  Pgen,max; (4.49)
where
Pgen,max D Pgen,max1NT1: (4.50)
To facilitate further investigation the global constraints (4.30)-(4.31) and (4.49)-(4.50) are written
in form of
Pn
iD0 his;i  0, with
his;0 D
26664
1nNT
 
V 2min   V 20

1nNT
 
V 20   V 2max

01NT
 11NTPgen,max
37775 ;
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and
his;1.P1;Q1/ D
26664
2rQB;1
 2rQB;1
 1
1
37775PT1 C
26664
2xQB;1
 2xQB;1
0
0
37775QT1
:::
his;n.Pn;Qn/ D
26664
2rQB;n
 2rQB;n
 1
1
37775PTn C
26664
2xQB;n
 2xQB;n
0
0
37775QTn:
Optimization problem
The OP for islanded mode can be summarized as
min
Ps;Qs;Pc;PPV
nX
iD1
fi
s.t. 8i 2 Nc; k 2 NT
Eq. (4.7)   (4.10); (4.14)   (4.16); (4.46)   (4.48) and
nX
iD0
his;i  0
(4.51)
4.2.3 Distributed algorithm for islanded mode
 Definition:
– Define the Lagrange multiplier  2 R.2nC2/NT and the subgradient r 2 R.2nC2/NT
 Initialization:
– For MM: .0/ D 0
– For each DU i 2 Nc: .0/ D 0
 Main loop for l > 0 2 N:
DU i :
– Receive the .l 1/ from MM if applicable
– Solve the subproblem i :
min
Ps;i ;Qs;i ;Pc;i ;PPV;i
fi C

vec

.l 1/
T
vec .his;i.Pi;Qi//
s.t. Eq. (4.7)   (4.10); (4.14)   (4.16); (4.46)   (4.48)
(4.52)
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– Calculate the optimal P.l/i ;Q
.l/
i and send it to the MM:
P.l/i D P.l/s;i C P.l/c;i   P.l/PV;i
Q.l/i D Q.l/s;i CQ.l/c;i
MM:
– Gather the demand P.l/i ;Q
.l/
i from DUs and calculate subgradient by
r .l/ D h0 C
nX
iD1
his;i

P.l/i ;Q
.l/
i

(4.53)
– Upgrade the  using a not summable but square summable diminishing step size ˛
.l/ WD

.l 1/ C ˛  r .l/

C
:
– Broadcast .l/ to the DUs
4.2.4 Discussion
Through the decomposition of the original OP into sub-problems, we can better understand the
price tolerance of each consumer. At the first iteration, where  D 0, the consumer decides on
the usage of the electricity only based on the basic price pgen. If the global constraints will not
be violated through the decisions of all consumers, there will not be a price change, i.e.  keeps
equaling 0. However, if the global constraints couldn’t be held, the price would be adjusted ac-
cordingly. Usually the price at midday is lower to stimulate the power consumption and the price
in the evening is higher to discourage the power consumption. Some consumers would pay more
for their load. This would be the case, when the consumer is willing to pay for all his desired load
despite of a price rise. Some would pay less for their load, i.e. they would set the price acceptance
very low. It can happen that they would even sell their power generation instead of consuming it
themselves.
Convergence
As proved in the last section, the convergence will be achieved if the feasible region of (4.51)
is nonempty. In principle the condition number of the OP in islanded mode is larger than in GC
mode, because there are two quadratic terms in the objective function of each consumer, which
may slow down the convergence process to some extent.
4.2.5 Benchmark test
The algorithm will also be tested in both winter and summer scenarios. The maximal power output
of the DG is set to be 0.5 p.u. The purchasing and selling price of electricity are set to be 30
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cent/kWh and 6 cent/kWh, respectively. The lower price acceptance limit pmin for all consumers
is equally set to be 30 cent/kWh meaning that the consumers are ready to fulfill all their desired
consumption under normal operating condition, i.e. when there is no price rise. The upper price
acceptance limit pmax is different for each consumer to investigate the distribution of the capacity
of DG to each consumer. The values are listed in Tab. 4.1.
Table 4.1: Upper limits of the price acceptance
pmax (cent/kWh)
bus 2 bus 4 bus 5 bus 6 bus 8 bus 10 bus 12
40 48 52 60 48 56 64
Test at a fixed time step
In the extreme summer day (2012-12-05) the total load in the evening is greater than Pgen,max,
however this vacancy of power demand can be covered by storages. Therefore, no load should
be turned off in this case. The problem lies on the generation curtailment at midday. As shown
in Fig. 4.16, the ESs store the energy at midday and release it in the evening. The charge and
discharge processes are fairly smooth meaning that the global constraints are not problematic.
Therefore the reactive power output of the storage stays zero over the 24 hours, as depicted in
Fig. 4.16b. Although all the storages are fully charged at midday, there is still overflowing energy,
which cannot be used in time. Therefore, the generation must be curtailed to stabilize the network.
In Fig. 4.16c the PV power usage is presented in percentage. At some points over 70% of the PV
generation is abandoned. The upper limit of the total load is not attained, therefore no price rise
can be observed, see Fig. 4.16e. Since all the consumers are supposed to fully accept the base
price, the load stays 100% satisfied, as shown in Fig. 4.16d. The total electricity cost is
Ts.pC Cp./„ ƒ‚ …
pCt
/TPCi   Ts.p  Cp./„ ƒ‚ …
p t
/TP i ; (4.54)
with pCt being the total purchasing price and p t being the total selling price. p./ is a function
of . As we can see from the Fig. 4.16e, p at midday is very low, which stimulates the use of
energy. Howeverp is always greater than  30 cent/kWh, i.e. pCt is always greater than 0, which
prevents the DG from being abused. The total selling price p t is less than zero discouraging the
selling because the surplus of the consumer i is also not needed by other consumers. In one word,
both selling and buying the electricity are unprofitable at midday. It is very interesting to see that
unlike in the GC mode the price here is the same for every consumer. The reason is that the global
power constraints doesn’t depend on the position anymore. The impact on the global constraints is
the same for all the consumers, which is also indicated by the last two rows of the his. Apparently
the voltage will not attain its limits, otherwise the prices would differ from each other. The price
of reactive power equals zero meaning that there is no incentive for producing/absorbing reactive
power.
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Figure 4.16: Optimal operation in the summer scenario
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Figure 4.17: Optimal operation in the winter scenario
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In the extreme winter day (2010-07-02) the PV generation at midday is not a concern but the
power consumption in the evening. As shown in Fig. 4.17c 100% of the PV generation is in use.
The voltage level remains harmless as indicated by Fig. 4.17b and 4.17f. Part of the load should
be turned off to reach a compromise between satisfaction and cost. There are two consumption
peaks, as we can tell from the Fig. 4.17e: a smaller peak in the morning and a bigger peak in
the evening. The storages will save some energy before each peak, where the price is lower, and
discharge when the price is high. The price peak in the evening reaches 40 cent/kWh, which is
beyond the consumer’s prespecified price acceptance limit at bus 2. Therefore the consumer at bus
2 is not willing to buy any electricity from the grid. Instead, he would turn off most of his load
and let the remaining small part of the load be powered by his storage. As we can see from Fig.
4.17a the discharge behavior of the storage at bus 2 (dark blue curve) between 4 p.m. and 11 p.m.
is quite different from other storages.
Remark 4.11. We define the usage of the PV generation as 100%, when there is no PV generation
at all, e.g. in the evening.
Because the MG in islanded mode is a miniature of the main grid, it is very interesting to compare
the price with the case where no storage is installed and to see how the storages influence the
electricity market qualitatively. As presented in Fig. 4.18a the peak pricing with storage (solid
line) seems to be well "damped", varying from 2 to 10 cent/kWh instead of from 0 to 15 cent/kWh.
Using storage the load curtailment is able to be shifted, i.e. some critical load at certain time points
can be secured by cutting down a few inessential loads at other time points. As shown in Fig.
4.18b the satisfaction is clearly improved. As consequence the price also rises at the "relaxed"
time by about 2 cent/kWh. This improvement of satisfaction requires only a storage set with a
total capacity of 138 kWh for a MG with a rated power of 100 kW. As the technology of ESs
improves the installation of ESs will become more lucrative, which is a decisive prerequisite for a
high penetration of variable energy resources.
The calculated optimal operations are implemented in the nonlinear model. The results are quite
satisfying. As we can see from Fig. 4.19 the power generation of DG stays within the limits in
summer while it goes slightly beyond the limits in winter. This slight excess equals the energy
loss in the power line, which is neglected in the linear algorithm. As discussed previously, this
loss amounts to about 2% of the total load. The loss can be less than 2% when there is less power
flowing through the power line, as e.g. in the summer scenario, where there is even no power flow
at midday. In comparison with the summer day, in winter the capacity of DG is fully exploited
over the 24 hours. The slight violation of the constraints can be handled by making the constraints
stricter than the physical limits. The voltage level is not a concern in islanded mode, as shown in
Fig. 4.20.
Remark 4.12. A part of the capacity of DG must also be reserved for the primary control to react
to unexpected short-term disturbances. This has to be distinguished from the reservation of the
capacity for the non-linearity introduced here.
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Figure 4.18: Comparison of the price and load satisfaction with and without storage. Solid line:
with storage, dashed line: without storage
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Figure 4.19: Power generated by DG in the nonlinear model for both summer and winter scenarios.
Left: summer, right: winter
Test with moving time horizon
The winter scenario has been chosen for the simulation. As shown in Fig. 4.21 the solutions with
and without prediction error are similar. Since the most critical time is between 5 p.m. and 11
p.m., there is no reason to save the energy for the next day. Thus, the discharging curves are in
both cases almost identical. Some oscillations occur in the load curtailment of the curve using the
prediction error because it is very sensitive to the prediction, especially at high satisfaction level,
as shown in Fig. 4.21b.
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Figure 4.20: Voltage level in the nonlinear model for both summer and winter scenarios. Left:
summer, right: winter
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Figure 4.21: Comparison of the solution of the OP at 0 p.m. on 2010-07-02 without prediction
error with the "real" running curve with prediction error. Dashed line: without prediction error,
solid line: with prediction error
4.3 Summary
In this chapter innovative distributed energy management systems for both GC and islanded mode
have been presented. The idea is to construct a new electricity price through an automatic nego-
tiation process to influence the behavior of power consumption of the end-users. The approach
is based on the dual decomposition method, which has been initially developed to distribute the
computing effort. In the case of MG this powerful method additionally enables the consumers to
make decisions locally in observance of the network requirements.
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5 Primary control
To improve the quick response to unexpected fluctuations in generation or load and to mitigate
the affect of communication failures, e.g. the communication delay, fully decentralized frequency
and voltage control is a necessary supplement of the communication-based MPC. This chapter is
divided into two parts, namely the primary control for the GC mode and for the islanded mode.
Each part contains a control-oriented modeling, the control approaches and ends up with the case
study on the benchmark model. Various control structures are proposed to meet different control
objectives. The H1-optimal control method is employed to design the control parameters.
5.1 Modeling for primary control in grid-connected mode
5.1.1 Definition of system inputs and outputs
For a control-oriented modeling it is required to define the input and output of the plant, which are
also called manipulated variables and controlled variables. The objective of the primary control
in the GC mode is to track the charging strategy and maintain the bus voltage planned by the
secondary controller. Therefore, the output power of the inverters and bus voltages have to be
chosen as the outputs of the plant.
Figure 5.1: Structure of an inverter with control and output signals
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Figure 5.2: Equivalent circuit diagrams of the inverters neglecting the switching frequency
In order to find the manipulated variables we look at the physical structure of an inverter with a
L-filter, which is shown in the Fig. 5.1. The reference signal voltage is compared with the carrier
wave. Depending on whether the reference signal is larger or smaller than the carrier waveform,
either the positive or negative dc bus voltage is applied at the output controlled by the PWM
signal. The resulting chopped square waveform contains a replica of the desired waveform in its
low frequency components, with the higher frequency components being at frequencies close to
the carrier frequency, which will be filtered. Neglecting the high frequencies, which is usually
higher than 1 kHz, the inverter can be represented by a voltage source which is behind its filter,
as shown in Fig. 5.2. The amplitude E and frequency ! are the manipulated variables we are
searching for. It has to be emphasized that this representation is independent of the operation
mode.
Remark 5.1. Unlike conventional control approaches for inverters presented in Chapter 1, refer-
ence value of reactive power will not be tracked for two reasons. On the one hand, reactive power
consumption can not be well predicted [99], which makes the calculated reference value also bi-
ased from the optimum. On the other hand controlling reactive power is only a medium to hold
the voltage level but not the ultimate objective. An unnecessary intermediate step can be saved by
skipping the reactive power control.
Remark 5.2. For simplicity the L-filter is chosen here. LCL filter is also a prevalent filter for
inverters. As analyzed in [72], the L- and LCL-filter have very similar dynamic behavior at low
frequencies (under 1 kHz). Moreover, the procedure of modeling an inverter with L- and LCL-filter
is the same. The only difference lies on the equations that describe the output power of the inverter,
as listed in [1]. Therefore, the construction of an inverter with LCL-filter will not be pursued any
further.
5.1.2 Modeling of microgrid
Preliminaries
We recall that G D .N ; E/ is a directed graph representing the MG. Again, each node in N
represents a bus and each line in E represents a power line. We also denote Ni as a sub-set of N
including only the buses, to which inverters are directly connected. The bus numbered as 0 is the
root bus. We let a WD col .ai/ ; 8i 2 A denote a vector with entries ai , where i 2 A.
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Modeling of the inverter dynamics
The state of an inverter is the phase of its output voltage, whose derivation can be directly manip-
ulated. Therefore, the dynamics are simply
Pıi D O!!i; 8i 2 Ni; (5.1)
where O! is the nominal frequency, which in our case equals 2  50 rad/s.
Modeling of the network
The DistFlow model presented in Chapter 3 gives a relationship between branch power and volt-
age, which is useful for the secondary control. In comparison with that we are also interested in
the phases/frequencies for the primary control level. In order to present the interested variables we
start with the apparent power flows from h towards i , 8h!i 2 E
Sb;i D uhib;i
D uh
u
h
  ui
zb;i
: (5.2)
The demand of each node with or without consumer reads
S i D
  PPV;i C S c;i C S s;i; i 2 Ni
0; i 2 Nn fNi; 0g : (5.3)
The power absorbed by the storage/inverter from the bus is
S s;i D ui
ui   ei
zf;i
; 8i 2 Ni (5.4)
where ei is the voltage of the inverter presented in complex value. The power balance at the nodes
can be described by
Sb;i D S i C
X
j Wi!j 2 E
Sb;j C zb;iji b;ij2: (5.5)
It is clear that the power received from bus h is equal to the power sent to bus i minus the power
loss in the power line between bus h and i . Mathematically,
ui
u
h
  ui
zb;i
D Sb;i   zb;iji b;ij2: (5.6)
Combing all the equations above the branch power flows are eliminated and we obtain
0 D
8<: ui
u
i
 u
h
zb;i
CPj Wi!j 2 E ui ui  ujzb;j C ui ui  eizf;i   PPV;i C S c;i; 8i 2 Ni
ui
u
i
 u
h
zb;i
CPj Wi!j 2 E ui ui  ujzb;j ; 8i 2 Nn fNi; 0g : (5.7)
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Defining the complex voltage in polar coordinates as
ui D Vi .cos.i/C j sin.i//
D Vieji ;
where i stands for the voltage phase at bus i . The impedance in polar coordinates is defined as
zb;i D zb;i .cos.b;i/C j sin.b;i//
D zb;iejb;i ;
where b;i D tan 1

xb;i
rb;i

, which is defined in Œ =2; =2. The equation (5.7) can be rewritten
as
0 D
8ˆˆˆ<ˆ
ˆˆ:
V 2
i
 VhViej.i h/
zb;i
ejb;i CPj Wi!j 2 E V 2i  ViVj ej.i j /zb;j ejb;j
CV 2i  ViEiej.i ıi /
zf;i
ejf;i   PPV;i C S c;i
; 8i 2 Ni
V 2
i
 VhViej.i h/
zb;i
ejb;i CPj Wi!j 2 E V 2i  ViVj ej.i j /zb;j ejb;j ; 8i 2 Nn fNi; 0g :
(5.8)
Formulating (5.8) in terms of real variables leads to: 8i 2 Ni
0 Drb;iV
2
i
z2b;i
  rb;iViVh
z2b;i
cos.i   h/C xb;iViVh
z2b;i
sin.i   h/
C
X
j Wi!j
 
rb;jV
2
i
z2b;j
  rb;jViVj
z2b;j
cos.i   j /C xb;jViVj
z2b;j
sin.i   j /
!
C rf;iV
2
i
z2f;i
  rf;iViEi
z2f;i
cos.i   ıi/C xf;iViEi
z2f;i
sin.i   ıi/   PPV;i C Pc,base;i CPc;i
(5.9)
0 Dxb;iV
2
i
z2b;i
  xb;iViVh
z2b;i
cos.i   h/   rb;iViVh
z2b;i
sin.i   h/
C
X
j Wi!j
 
xb;jV
2
i
z2b;j
  xb;jViVj
z2b;j
cos.i   j /   rb;jViVj
z2b;j
sin.i   j /
!
C xf;iV
2
i
z2f;i
  xf;iViEi
z2f;i
cos.i   ıi/   rf;iViEi
z2f;i
sin.i   ıi/CQc,base;i CQc;i
(5.10)
and for the buses, to which no consumers are connected, i.e. 8i 2 Nn fNi; 0g
0 Drb;iV
2
i
z2b;i
  rb;iViVh
z2b;i
cos.i   h/C xb;iViVh
z2b;i
sin.i   h/
C
X
j Wi!j
 
rb;jV
2
i
z2b;j
  rb;jViVj
z2b;j
cos.i   j /C xb;jViVj
z2b;j
sin.i   j /
! (5.11)
0 Dxb;iV
2
i
z2b;i
  xb;iViVh
z2b;i
cos.i   h/   rb;iViVh
z2b;i
sin.i   h/
C
X
j Wi!j
 
xb;jV
2
i
z2b;j
  xb;jViVj
z2b;j
cos.i   j /   rb;jViVj
z2b;j
sin.i   j /
!
:
(5.12)
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Nonlinear total model
The total model is nothing else than jNij integrals (5.1) coupled by the nonlinear network equa-
tions (5.9) - (5.12). We denote
v WD col

Vi
i

2 R2.jN j 1/1; 8i 2 Nnf0g (5.13)
as the algebraic variables, which will be eliminated by the 2n network equations. As mentioned
before the states are defined as
x WD col .ıi/ 2 RjNij1; 8i 2 Ni: (5.14)
The inputs are defined as
u WD col

!i
Ei

2 R2jNij1; 8i 2 Ni: (5.15)
The outputs are defined as
y WD col

Ps;i
Vi

2 R2jNij1; 8i 2 Ni; (5.16)
where the power injection from the inverter to the bus Ps;i is a function of Ei , Vi , ıi and i , which
can be derived from (5.4), as
Ps;i D rf;iViEi
z2f;i
cos.ıi   i/C xf;iViEi
z2f;i
sin.ıi   i/   rf;iV
2
i
z2f;i
: (5.17)
The disturbances are defined as
d WD col

Pc;i
Qc;i

2 R2jNij1; 8i 2 Ni: (5.18)
There are still two undefined variables in (5.9) - (5.12), namely the bus voltage V0 and phase 0 of
bus 0. Because in GC mode bus 0 is the slack bus we can assume V0 D 1 and 0 D 0 without loss
of generality. We define fx as a vector of the right-hand side of (5.1), for all i 2 Ni. Also let fal be
a vector of the right-hand side of the algebraic equations (5.9) - (5.12), for all i 2 Nnf0g. Finally,
the output function fy is defined in (5.16), with Ps;i being substituted by (5.17). The nonlinear total
model is given in the following
Px D fx.u/ (5.19)
0 D fal.v; x;u; d/ (5.20)
y D fy.v; x;u; d/: (5.21)
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Figure 5.3: Connection between MG and an inverter through a residential coupling point
5.1.3 Operating point and small-signal model
The operating point is determined centrally by employing the backward/forward sweep method
introduced in Chapter 2 and using the optimal P;Q values calculated from the secondary control
level. This process will be repeated regularly, e.g. every 30 minutes. As soon as an operating
point is calculated the primary control will attend to hold the operating point for the next 30
minutes. Assuming a good primary control the linearization about the operating point is a good
approximation of the nonlinear system for the next 30 minutes, which enables the use of diverse
classical linear controller synthesis.
Let ./o denote the variables at the operating point. Except for the disturbances d, which are
already in perturbation form, all the variables will be marked with a-term after the linearization
to represent the deviation from the operating point. Since the secondary control level plans only
the power flow up to the residential coupling point, it does not consider the filter and the inverter
behind it. As shown in Fig. 5.3 the unknown variables are Eo and ıo, which can be determined
by solving the real and reactive power flow equations (5.4) between inverters and the residential
coupling points, for all i 2 Ni:
0 D rf;iV
o
i E
o
i
z2f;i
cos.ıoi   oi /C
xf;iV
o
i E
o
i
z2f;i
sin.ıoi   oi /  
rf;i.V
o
i /
2
z2f;i
  P os;i (5.22)
0 D xf;iV
o
i E
o
i
z2f;i
cos.ıoi   oi /  
rf;iV
o
i E
o
i
z2f;i
sin.ıoi   oi /  
xf;i.V
o
i /
2
z2f;i
 Qos;i : (5.23)
After all the variables in steady state are calculated we can linearize the nonlinear model (5.19) -
(5.21) as
Px D B1u (5.24)
0 D A21vC A22xC B2uC E2d (5.25)
y D A31vC A32xC B3uC E3d (5.26)
with
B1 D @fx
@u
ˇˇˇˇ
vo;xo;uo
A21 D @fal
@v
ˇˇˇˇ
vo;xo;uo
; A22 D @fal
@x
ˇˇˇˇ
vo;xo;uo
; B2 D @fal
@u
ˇˇˇˇ
vo;xo;uo
; E2 D @fal
@d
A31 D @fy
@v
ˇˇˇˇ
vo;xo;uo
; A32 D @fy
@x
ˇˇˇˇ
vo;xo;uo
; B3 D @fy
@u
ˇˇˇˇ
vo;xo;uo
; E3 D @fy
@d
:
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For a modeling of physical elements with appropriate choice of coupling equations and algebraic
variables the matrix A21 should always be regular. For some cases, where certain assumptions,
e.g. for simplification, are made, the matrix A21 could be singular. By investigating diverse test
cases of the benchmark model we found that the matrix A21 is always regular and even not near-
singular. However, due to the assumption of constant power loads, it can not be guaranteed that
A21 is always regular. For the case that A21 is singular, the constant power load can be recalculated
into the corresponding impedance by
zc D
uc
i c
D ucu

c
Sc
:
By doing this the modeling considers only physical elements, which ensures an invertible A21.
A small example is given in Appendix A.5. In the following we focus on the case that A21 is
invertible. The linear model (5.24) - (5.26) can be further simplified by eliminating the algebraic
variables v
Px D AxC Bu (5.27a)
y D CxC DuC Ed; (5.27b)
with
A D 0
B D B1
C D A32   A31A 121 A22
D D B3   A31A 121 B2
E D E3   A31A 121 E2:
5.1.4 Relative gain array
In order to check the feasibility of a decentralized control, we investigate the relative gain array
(RGA) of the system (5.27). RGA is originally introduced in [23], detailed definition and its
interpretation is presented in Appendix A.6. It is interesting to see that although the system has
certain dynamics, its RGA value is independent of the frequencies. This can be easily proved by
investigating the matrices B and D. It is obvious from (5.1) that B D O!I˝ 1 0. Since fal and fy
do not depend on the frequencies !, we also have D D MD ˝

0 1

, where MD is a full matrix
with some entries that are of no interest. Recalling the definition of RGA value
ƒ.G.s// D G.s/ˇ .G 1.s//T;
with
G.s/ D C.sI   A/ 1BC D
D C1
s
BC D
D O!C1
s
 
I˝ 1 0CMD ˝ 0 1 : (5.28)
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Through the formula .X1 ˝ X2/ .X3 ˝ X4/ D X1X3˝X2X4 we are able to decompose G.s/ into
a frequency-independent part QG0 and a frequency-dependent part QG.s/, as
G.s/ D   O!C  I˝ 1 0CMD ˝ 0 1 I˝ 1s 0
0 1

D .CBC D/„ ƒ‚ …
QG0

I˝

1
s
0
0 1

„ ƒ‚ …
QG.s/
: (5.29)
This yields
ƒ.G.s// D
 QG0 QG.s/ˇ  QGT0 1  QGT.s/ 1 : (5.30)
Because QG.s/ is a diagonal matrix, we apply the theorem presented in [56, p. 304]:
Theorem 5.1. Suppose A and B are m  n matrices, D and E are diagonal matrices of size m; n
respectively, then
.AE/ˇ .DB/ D Aˇ .DBE/ : (5.31)
Therefore we obtain
ƒ.G/ D QG0 ˇ
 QGT0 1  QGT.s/ 1 QG.s/ (5.32)
D QG0 ˇ
 QGT0 1 ; (5.33)
which is completely independent of the frequency. After investigating the benchmark model under
different load conditions we have observed three noteworthy features of the network regarding the
decentralized control:
1. Diagonal entries of RGA corresponding to !i   Pi are always slightly larger than 1 while
other entries in the same rows or columns are mostly much smaller or even negative.
This indicates that the pairings !i   Pi are meaningful.
2. Diagonal entries of RGA corresponding to Ei   Vi are always much larger than 1 (usually
larger than 5) while other entries in the same rows or columns are mostly much smaller than
1 or even negative.
This indicates that the pairings Ei   Vi can be greatly influenced by other loops, which
partially reflects that Ei has only limited impact on Vi . According to [104] the pairings
Ei   Vi are not ideal but at least better than other pairings with entries much smaller than 1
or negative.
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3. An exception observed is that the entries of RGA-matrix corresponding to E5   P6 and
!6   V5 are close to one.
This indicates a strong interaction between bus 5 and 6, which is the weak point of the net-
work from the point of view of the decentralized control. However, this pairing is impossible
due to the spatial distance. This difficulty can only be eradicated by a new dimensioning of
the power line between bus 5 and bus 6.
5.1.5 Validation of the model
In order to validate the linearized model we take the nonlinear model built up in Simscape Power
Systems in Simulink as the reference, which is shown in Appendix A.12. Considering the winter
scenario at 6 p.m. and letting the disturbance be a step change in load Pc;6 D 0:1 p.u. at bus 6,
we obtain the simulation results illustrated in Fig. 5.4.
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Figure 5.4: Comparison of the inverter output and voltage before and after a step increase of 0.1
p.u. in load at bus 6 at t D 2 s. Dotted lines: results in nonlinear model in Simscape Power Systems,
solid lines: results in linear model
The power and voltage are measured through first-order low-pass filters with time constants of 50
ms in both linear and nonlinear model. As we can see the two models match each other fairly well.
There are also smallest deviations at the steady state after the load change, which are hard to tell
from Fig. 5.4. These smallest deviations are mainly caused by the non-linearity. As the disturbance
increases, the model moves further away from the operating point. Therefore, the deviations are
more obvious, as shown in Fig. 5.5, where the load change is extremely large. Using an appropriate
control approach will keep the system working close to the pre-defined operating point. Therefore,
we are able to design the controller based on the linearized model, which is fairly accurate around
the operating point.
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Figure 5.5: Comparison of the inverter output and voltage before and after a step increase of 1 p.u.
in load at bus 6 at t D 2 s. Dotted lines: results in nonlinear model in Simscape Power Systems,
solid lines: results in linear model
As given in (5.1) all the eigenvalues of the system are zeros, which make the system unstable.
However, the simulation for model validation is carried out under the condition that all inverters
and main grid are working exactly at 50 Hz. Therefore there is no phase-drift between them. In
the reality the inverters are controlled by different micro-controllers, which have different clocks.
Also, the main grid is not always working at 50 Hz, therefore it is impossible to synchronize the
inverter to the grid without a controller.
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5.2.1 Scaling
In order to make meaningful statements of the system dynamics, it is helpful to scale the variables
at the start of the controller design process [104]. To do so, input signals are scaled by their
limits, disturbances are scaled by their expected magnitudes and outputs are usually scaled by
their allowed magnitudes. Recall the linearized model (5.27)
Px D AxC Bu
y D CxC DuC Ed:
Introducing the scaling matrices Su, Sy and Sd with the maximal allowed or expected values on
the diagonal, the new inputs, outputs and disturbances are obtained:
bu D S 1u u; by D S 1y y; bd D S 1d d: (5.34)
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Thus, the new system equation reads:
Px D AxC BSubu
Syby D CxC DSubuC ESdbd;
which yields
Px D AxC BSu„ƒ‚…bB
bu (5.35a)
by D S 1y C„ƒ‚…bC
xC S 1y DSu„ ƒ‚ …bD
buC S 1y ESd„ ƒ‚ …bE
bd: (5.35b)
For simplicity we use the original notation, i.e. without hats, for already scaled system matrices
for the remaining part of this chapter.
5.2.2 Modeling of measurements
The measurement of real power is usually carried out through a first-order low-pass filter [30, 89],
as
P
0
s D
1
Tmeas,ps C 1Ps (5.36)
where Tmeas is the time constant of the measurement. We also assume to have a low-pass filter for
the voltage measurement
V
0 D 1
Tmeas,vs C 1V: (5.37)
Through this filtering the ripples in the power and voltage measurements can be leveled out.
5.2.3 Controller design
Since no uncertainty is considered in GC mode, we directly design the controller using the nominal
model, as shown in Fig. 2.5a.
Controller structure
Recalling the control objective, the most intuitive control structure for an inverter is given in Fig.
5.6. The voltage and power controllers are trying to compensate the deviations of the voltage and
power from the reference values, respectively. E and ! are determined by the two controllers
separately and will be integrated into a sinusoidal signal E sin.!t C ı0/ by a reference generator.
This sinusoidal signal is compared with the carrier signal to generate the PWM-signal to control
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Figure 5.6: Primary control structure for MG in GC mode
the output voltage of the inverter. In order to follow the values V o and P os with zero stationary
error, the voltage and power controllers are two PI-controllers having the form
! D  kPps C kIp
s
P
0
s
E D  kPvs C kIv
s
V
0
:
(5.38)
For the inverter at bus i , the dynamics of the measurement (5.36)-(5.37) and the two PI controllers
(5.38) can be combined in a state-space representation as
Pxd;i D Ad;ixd;i   Bd;iyi
ui D Cd;ixd;i;
(5.39)
with
Ad;i D
26664
  1
Tmeas,p
0 0 0
0   1
Tmeas,v
0 0
1 0 0 0
0 1 0 0
37775 Bd;i D
26664
1
Tmeas,p
0
0 1
Tmeas,v
0 0
0 0
37775 Cd;i D

kPp;i 0 kIp;i 0
0 kPv;i 0 kIv;i

:
Summarizing the controllers at all the buses in one representation, we obtain
Pxd D Adxd   Bdy (5.40a)
u D Cdxd; (5.40b)
where Ad D diag .Ad;i/i2Ni , Bd D diag .Bd;i/i2Ni and Cd D diag .Cd;i/i2Ni . As we can see Ad and
Bd are matrices with fixed entries. The tunable parameters of the controllers are all collected in
the matrix Cd.
However, as mentioned in the last section E has very limited impact on V for the high r=x-ratio
in power lines. E must be very large to compensate the full influence on the voltage from the
disturbance. Unfortunately, due to the limited DC-link voltage range, the stationary accuracy of
the bus voltage is very difficult to achieve by manipulating E alone. In order to achieve accept-
able control results considering this difficulty, we investigate two possibilities to relax the control
objective, which lead to two different control structures:
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Figure 5.7: Primary control structure with PI for power control and P for voltage control
1. Deviations in voltage are allowed.
As shown in Fig. 5.7, the I-component of voltage controllers can simply be crossed out as
! D  kPps C kIp
s
P
0
s
E D  kPvV 0 :
(5.41)
The stationary accuracy of real power output of inverters can still be guaranteed. However
the voltage can not be exactly restored to the reference value. In this case the controller for
one inverter can simply be written in form of (5.39), with
Ad;i D
264 
1
Tmeas,p
0 0
0   1
Tmeas,v
0
1 0 0
375 Bd;i D
264
1
Tmeas,p
0
0 1
Tmeas,v
0 0
375 Cd;i D kPp;i 0 kIp;i
0 kPv;i 0

:
2. Deviations in real power output of inverters are allowed.
Inspired by the authors in [68], who claim a pairing of Ps with V , a cascade control structure
is proposed, as shown in Fig. 5.8. The idea is to charge/discharge more than planned to
compensate the impact of disturbance on voltage. Through the PI controller
Ps,ref D  kPcs C kIc
s
V; (5.42)
which is called real power corrector in the figure, the stationary accuracy of voltage is guar-
anteed. However, the real power output Ps will differ from the reference P os in steady state.
Combining the two P controllers
E D  kPvV (5.43)
! D kPp.Ps,ref  Ps/; (5.44)
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Figure 5.8: Cascade primary control structure
we obtain the controller in the form of (5.39), with
Ad;i D
264 
1
Tmeas,p
0 0
0   1
Tmeas,v
0
0 1 0
375 ; Bd;i D
264
1
Tmeas,p
0
0 1
Tmeas,v
0 0
375 ;
Cd;i D

kPp;i kPc;ikPp;i kIc;ikPp;i
0 kPv;i 0

:
Closed loop
We define the performance input w as d because we are dealing with a disturbance rejection
problem withd being the only exogenous input signals. We also define the performance output z
as

y
u

. This means the influences of disturbances on both controlled and manipulated variables
have to be damped as much as possible. A tradeoff between them should be found.
In order to find a minimal system mapping from w to z, we firstly substitute (5.40b) into (5.27):
Px D AxC BCdxd (5.45)
y D CxC DCdxd C Ed: (5.46)
Substituting (5.46) into (5.40a) leads to
Pxd D Adxd   BdCx   BdDCdxd   BdEd: (5.47)
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The state-space form of the total model mapping w! z is presented as follows
Px
Pxd

D

A BCd
 BdC Ad   BdDCd

„ ƒ‚ …
Ac

x
xd

C

0
 BdE

„ ƒ‚ …
Bc
d (5.48a)

y
u

D

C DCd
0 Cd

„ ƒ‚ …
Cc

x
xd

C

E
0

„ƒ‚…
Dc
d: (5.48b)
Therefore the closed loop system reads:
z D Gcw; (5.49)
with
Gc D Cc .sI   Ac/ 1 Bc C Dc:
5.2.4 Dynamic weighting
The system limits are considered by scaling the inputs and outputs. However, only using the static
scaling the optimized control parameters will be too conservative. Note that disturbances have cer-
tain bandwidths, the dynamic channel mapping from d ! z should be weighted by a frequency-
dependent weighting matrix Ww. Normally, a weighting matrix with low-pass characteristic is
chosen, because disturbances, i.e. load changes, are usually significant in low frequency range.
Sometimes, certain frequency bandwidth can be more weighted to specially suppress system gains
at these frequencies. An example can be found in Section 5.4.5, where a special dynamic weighing
matrix is used to improve the robustness of the closed loop system with uncertainty. The resulting
closed loop transfer function reads GcWw.
5.2.5 Control parameters optimization
The objective of the control problem is to minimize the H1-norm of the weighted closed loop
transfer function mapping w! z. Additionally, we are able to specify the spectral abscissa limit of
the closed loop by considering the shifted H1-norm. The optimization problem can be formulated
as
min kGcWwk1
s.t. kGcWwk1;aw < C1
(5.50)
where k  k1;a is the a-shifted H1-norm. According to [19] the eigenvalues of the closed loop
system lie left to aw if and only if kGcWwk1;aw is finite. Therefore, aw can be seen as the upper
limit of the spectral abscissa of the closed loop system. Given the fixed structure in Cd and the
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constraint the optimization problem is no longer convex. To solve the problem research efforts
have been carried out, see [6, 55, 71], to name a few. Generally speaking, authors in [55, 71] have
reformulated the problem in a smooth problem by introducing additional Lyapunov variables from
which a bilinear matrix inequality problem arises [5]. To deal with the problem that the number of
Lyapunov variables grows quadratically with the number of states, authors in [6] have developed a
subgradient-based non-smooth method to directly solve non-smooth OPs. In order to evaluate the
subgradient of the H1-norm, it starts with a D a0 such that the a0-shifted H1-norm is finite for
the initial guesses of Cd. a will be iteratively reduced until it reaches aw. The non-smooth method
with the iterative procedure have been integrated in the MATLAB-command hinfstruct, which
will be used to solve our problem (5.50).
aw presents the stability margin and the speed of convergence of the dynamic process. However,
it can not be chosen too large for two reasons. On the one hand, the spectral abscissa of the closed
loop system is physically limited through the plant and the fixed structures in controllers. On
the other hand, unconsidered high-frequency oscillations in the measurement may be amplified
through the high gain in controllers.
5.2.6 Case study
The controller is tested on the benchmark model in the winter scenario at 6 p.m., where the load
is extremely heavy. From the secondary control level we have found that the weak point of the
network is bus 6, see e.g. Fig. 4.12. Therefore, we assume a step change in load at bus 6 as the
disturbance to simulate the worst case. A low-pass dynamic weighing
Ww D 1000
s C 1000
with a cut-off frequency of 1000 rad/s is chosen, because frequencies above it are irrelevant in our
case. We use the nonlinear model built up in Simscape Power Systems to evaluate the designed
controllers.
First, we would like to compare the closed loop on the linear model with the nonlinear model, as
shown in Fig. 5.9. The controllers are in PI structure as given in (5.38). A step increase of 0.1 p.u.
in real power at bus 6 is chosen to be the disturbance. As we can see, the two models match very
well. Therefore, the simulation results using the linear model will not be shown any more. The
I-components of the controller ensure the stationary accuracy of both Ps and V . Apparently, it will
take some time to converge to steady state. This slow convergence can be revealed by investigating
eigenvalues of the closed loop system, which are illustrated in Appendix A.7. There are exactly
seven dominant eigenvalues, which are fairly close to the origin. Presumably they are correspond-
ing to the I-components of the seven voltage controllers. Due to the multiple eigenvalues in zero
the open loop system matrix can not be transformed to diagonal form, which aggravates further
evaluating of the controllability of each single eigenvalue. Nevertheless, we find empirically that
these seven eigenvalues are very difficult to move to the left, as we try to decrease the value of aw.
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Figure 5.9: Real power outputs of the inverters and bus voltages before and after a step increase
of 0.1 p.u. in load at bus 6 at t D 1 s. Dotted lines: results in nonlinear model in Simscape Power
Systems, solid lines: results in linear model
However, the slow convergence behavior is still not a main concern when using the control struc-
ture of two PI-controllers. If the simulation is extended to 10 seconds, we observe a voltage rise
of over 0.12 p.u. at the inverter output at bus 6, as shown in Fig. 5.10a, which is already beyond
the pre-specified limit of 0.1 p.u. As mentioned before, E would even be larger if the disturbance
were larger. This can also be recognized by the singular values of the channel d! E, which has
a peak value of 23.3 dB, as shown in Fig. 5.10b. This means in some extreme cases the deviation
of E will be 10 23:320 D 14:6 times as large as allowed, i.e. ˙1:46 p.u., which is not possible since
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Figure 5.10: Illustration of large E using two PI-controllers for each inverter
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the voltage amplitude can not be negative by definition. In the following we will examine the two
modified control structures as discussed in Section 5.2.3.
Stationary accuracy for Ps (PI-P-controller)
The optimization procedure is carried out in MATLAB. The initial values of the control param-
eters for all inverters are chosen uniformly by trial and error, where a relative good dynamic
performance is already attained. However, it can be shown that achieving better overall dynamics
is in principle always possible through a collective optimization. For space-saving the eigenval-
ues and the parameters before and after optimization are only shown in Appendix A.7 and A.8.1.
Some key optimization results are listed here in Tab. 5.1.
Table 5.1: Characteristic values of the closed loop system before and after optimization
Before Optimization After Optimization
H1-norm (dB) -0.8536 -3.6276
Spectral Abscissa -1.2664 -5.0005
As depicted in Fig. 5.11 the H1-norm of the closed loop system is reduced by damping the
resonances at the frequency of about 30 rad/s. The dominant poles are pushed to the left about
four times, which can not directly be seen from the Fig. 5.11. However, the improvement is clear
if we look at the simulation results in the time domain. In Fig. 5.12 the manipulated variables u and
the controlled variables y are presented. We can see from Fig. 5.12a and 5.12c that the oscillations
in frequencies and real power outputs of inverters are much smaller and the deviations recover
more quickly when the optimized controllers are in use. The gains of the voltage controllers are
tuned to be smaller, as illustrated in Fig. 5.12b. It is mainly because increasing the gains of the
voltage controllers worsens the dynamics and has little influence on the bus voltages, as shown in
Fig. 5.12d.
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Figure 5.11: Comparison of largest singular values of the closed loop systems before and after the
optimization
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Figure 5.12: Manipulated and controlled variables of the closed loop systems before and after the
optimization in time domain with PI-P-controllers. Dotted lines: initial parameters, solid lines:
optimized parameters
Stationary accuracy for V (Cascade controller)
For testing the cascade control structure shown in Fig. 5.8 the initial values of the control param-
eters are also empirically determined. Because of the good choice of initial values the H1-norm
stays unchanged after the optimization as listed in Tab. 5.2. However, the dominant eigenvalues are
considerably pushed to the left through the optimization. Like before the changes in parameters
and eigenvalues are only listed in the appendix.
Fig. 5.13 compares the simulation results with the cascade controller in time domain. As expected,
frequencies are synchronized after a while. As presented in Fig. 5.13a and 5.13b the manipulated
variables are more exploited to ensure a quick dynamic, taking the price that some additional os-
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Table 5.2: Characteristic values of the closed loop system before and after optimization
Before Optimization After Optimization
H1-norm (dB) -1.5424 -1.5424
Spectral Abscissa -0.1666 -1.8000
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Figure 5.13: Manipulated and controlled variables of the closed loop systems before and after the
optimization in time domain with cascade controllers. Dotted lines: initial parameters, solid lines:
optimized parameters
cillations are included in comparison with the system with the initial parameters. These additional
oscillations are not a great concern since the H1-norm indicates the upper bound of the oscilla-
tions that can occur. The slow dynamics with the initial parameters can be clearly seen in Fig.
5.13c, where the real power outputs of inverters at bus 5 and 6 with the initial parameters (dot-
ted lines) converge fairly slowly to the steady state. On the other hand, the convergence already
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takes place in four seconds with the optimized parameters (solid lines). Regarding the voltages
the disturbances are compensated more quickly with the optimized parameters. It is also quite
interesting to see from Fig. 5.13c that the disturbance, i.e. load change at bus 6, is compensated
locally in steady state. Although the inverters at other buses participate in the disturbance rejec-
tion in the first seconds, their contributions approach zero in steady state. This phenomenon can
be clarified by considering the power flow equations (5.9)-(5.12), where there are 2n equations
and 4n variables, V;;P;Q. In a normal operating condition, if V and Q stay unchanged,  and
P will also hold. Therefore, P6 must stay unchanged after the real power load change at bus 6 in
steady state, which means the changes in real power must be balanced within the bus 6. In practice
however, a real power change is almost always accompanied by a reactive power change, such that
the disturbance rejection with purely local compensation will not be observed.
Discussion
As verified in the case study, the output voltages of the inverters have only limited influence on
the controlled variables. Therefore, it is difficult to guarantee the stationary accuracy for both real
power output and bus voltage. The choice of the control structure with relaxed control objective
depends on the network requirements, which differ from case to case. Nevertheless, E may be
utilized to improve the dynamic behavior in a certain frequency band. Due to the physical limits
of the network and the inverters, to find perfectly satisfying control parameters is not an easy task,
sometimes even impossible. Nevertheless, given the existing hardware/control capacity there is
almost always room for improvement.
5.3 Modeling for primary control in islanded mode
5.3.1 Modeling of diesel generator
Assume there is a DG at bus 0 as emergency power supply in the islanded mode. Power sharing
and voltage maintenance are the two control objectives. Obviously, the controlled and manipulated
variables for the inverters remain the same as in GC mode. However, a DG has completely different
controlled and manipulated variables as inverters. As shown in Fig. 5.14, DG consists basically of
a diesel engine (DE) and a synchronous generator (SG) driven by DE.
Figure 5.14: Schematic diagramm of a DG consisting of a SG and a DE
We choose the third-order flux-decay model [98] to describe the dynamics of SG. This model is
a typical simplified DG model which includes the mechanical and the field circuit dynamics with
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Figure 5.15: One-axis equivalent circuit of a SG
amortisseurs neglected, as given in the following:
Pı0 D O!!0 (5.51)
P!0 D 1
2H
.Pm   Pe  D.!0   1// (5.52)
PE 0q D
1
T
0
d0

Efd  E 0q   .Xd  X
0
d/Id

: (5.53)
H is the inertia constant, D is the damping coefficient. Although the amortisseurs are neglected,
their effects can be approximately considered in the parameter D. T
0
d0 is the open-circuit transient
time constant. Xd, X
0
d are the d-axis synchronous and transient reactances, respectively. Pm is the
mechanical power provided by the DE and Pe is the electrical power flowing towards the grid,
including the energy loss on stator resistance. E
0
q and Efd are defined to be proportional to the flux
linkage and the voltage of the field winding, respectively. Id and Iq are the stator currents which
are functions of network states, as shown in Fig. 5.15.
Rs is the stator resistance. V0ej0 is the voltage at bus 0 in polar presentation. Following equations
can be derived from the figure
0 D RsId  XqIq C V0 sin.ı0   0/ (5.54a)
0 D RsIq CX 0dId  E
0
q C V0 cos.ı0   0/ (5.54b)
Pe D E 0qIq C .Xq  X
0
d/IdIq: (5.54c)
The real and reactive power balance equations at bus 0 are
Pbase,DG
Pbase,MG
 
V0Id sin.ı0   0/C V0Iq cos.ı0   0/
 D rb;1V 20
z2b;1
  rb;1V0V1
z2b;1
cos.0   1/
C xb;1V0V1
z2b;1
sin.0   1/
(5.55)
Pbase,DG
Pbase,MG
 
V0Id cos.ı0   0/   V0Iq sin.ı0   0/
 D xb;1V 20
z2b;1
  xb;1V0V1
z2b;1
cos.0   1/
  rb;1V0V1
z2b;1
sin.0   1/;
(5.56)
which are the extension of (5.9) - (5.12). To be emphasized is that since the variables of DG and
MG have different base quantities, they must be taken into account for the coupling equations.
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Pbase,DG and Pbase,MG are the base power for DG and MG, respectively. The algebraic variables Id,
Iq, Pe, V0 and 0 will be eliminated in the linearization section.
The diesel engine is also called prime mover, which has certain dynamics due to the delay in
actuator and combustion process. Authors in [106] have modeled the diesel engine as a first-order
lag element multiplied with a dead time element
Pm D 1
T1s C 1e
 T2sPm,in; (5.57)
where Pm,in stands for injected power of the DE. Since the dead time element can not be described
by finite number of states [37] it aggravates diverse classical control design methods including the
H1-based approach. Also, in comparison with some other dynamics in the system T2 is relatively
small. In addition, T2 may be time-variant depending on the operating point. Thus, we propose to
only include the first-order lag element into the nominal model to ease the control design process,
such that:
Pm D 1
T1s C 1Pm,in: (5.58)
The neglected dead time element with uncertain T2 will be considered in frequency domain in the
robustness analysis.
In summary, the DG at bus 0 is described by four first-order differential equations (5.51) - (5.53)
and (5.58) with five algebraic equations (5.54) - (5.56).Pm,in andEfd are the manipulated variables.
!0 and V0 are the controlled variables of the DG.
Remark 5.3. For simplicity the power injection Pm,in is considered as the manipulated variable
instead of considering the fuel injection rate, etc.
5.3.2 Nonlinear total model and small-signal model
Nonlinear total model with definition of variables
The total model contains one DG and nc inverters, which are coupled by the power lines. The
dynamics for DG are described by (5.51) - (5.53) and (5.58) and the dynamics for inverters are
described by (5.1) as presented in the last section. The coupling algebraic equations are given in
(5.9) - (5.12) and (5.54) - (5.56). The states of the system are defined as
x WD
26664
!0
E
0
q
Pm
col .ıi/
37775 2 R.jNijC4/1; 8i 2 f0;Nig: (5.59)
The manipulated variables are defined as
u WD
26664
Pm,in
Efd
col

!i
Ei

37775 2 R.2jNijC2/1; 8i 2 Ni: (5.60)
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Also, the controlled variables are defined as
y WD
26664
!0
V0
col

Ps;i
Vi

37775 2 R.2jNijC2/1; 8i 2 Ni: (5.61)
The algebraic variables are defined as
v WD
2666664
Id
Iq
Pe
col

Vi
i

3777775 2 R.2jN jC3/1; 8i 2 N : (5.62)
Small-signal model
Because the linearization has already been discussed in the previous sections, it is not described
here. For the power flow calculation we still assume the bus 0 to be slack node. It doesn’t mean
that the DG has unlimited capacity, quite the opposite, the power flow has been approximately
planned by secondary controller such that the maximal power of DG will not be exceeded. In
the islanded mode the frequency in the operating point is defined within the MG instead of being
defined by the main grid, we can assume that the frequency in the operating point equals 50 Hz.
Some would ask why do the frequencies of output voltages of the inverters vary instead of being
directly set to 50 Hz. The reasons are twofold. On the one hand, the output voltage of an inverter
can not be exactly controlled at 50 Hz due to the clock drift of the micro-processor. On the other
hand, varying the frequencies of output voltages of the inverters contributes to the power sharing
and also improves the dynamic behavior due to the additional degrees of freedom in manipulated
variables.
As we derive the linearized model in the form of
Px D AxC BuC E1d (5.63a)
y D CxC DuC E2d; (5.63b)
we find that the system has an unobservable eigenvalue of zero. Since the measurements only refer
to relative phases rather than the absolute phases, one state variable is superfluous. As discussed
in [118] this eigenvalue is "harmless" for the system stability. However, it is undesired in the
controller design, since the optimizer in MATLAB always tries to move the eigenvalues of the
closed loop system to the left side of the imaginary axis or even of the desired spectral abscissa,
which is unfortunately impossible due to the unmovable eigenvalue at 0. We can solve this problem
by using a new state vector, without absolute phases
Ox WD
26664
!0
E
0
q
Pm
col
 
ıj   ı0

37775 2 R.jNijC3/1 (5.64)
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with a transformation matrix
T D
"
I33 031 03jNij
0jNij3  1jNij1 IjNijjNij
#
2 R.jNijC3/.jNijC4/; (5.65)
such that
Ox D Tx and x D TCOx: (5.66)
Substituting (5.66) into (5.63) the resulting system reads:
POx D OAOxC OBuC OE1d
y D OCOxC ODuC OE2d
with OA D TATC, OB D TB, OE1 D TE1, OC D CTC, OD D D and OE2 D E2.
5.3.3 Modeling of uncertainty
A control system is robust if it is insensitive to model errors. This error is referred to as model
mismatch or simply model uncertainty. The key idea in the H1 robust control scheme is to check
whether the design specifications are satisfied even for the "worst-case" of the uncertainty. There
are in principle two kinds of uncertainty.
 Parametric uncertainty
The model structure is known but some of the parameters vary within certain ranges, e.g.
temperature, coefficient of friction.
 Unstructured (frequency-dependent) uncertainty
This kind of uncertainty is caused by missing dynamics, usually at high frequencies, either
through deliberate neglect or because of a lack of understanding the physical process.
Apparently the latter one is suitable for describing the uncertainty in our problem because the
neglected time delay e j!T2 in the prime mover is of infinite order, which is costly to handle.
Since the prime mover is an actuator, a multiplicative input uncertainty is defined, as shown in
Fig. 5.16.
Figure 5.16: Prime mover with multiplicative uncertainty
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(b) Magnitude of resulting transfer func-
tion with uncertainty with 100 samples
Figure 5.17: Presentation of neglected delay in DE and its upper bound for T2 2 Œ0 0:02
Apparently, Wp should cover all possible values of 1   e j!T2 in frequency domain. Assuming
T2 varies in the range Œ0T2;max, we have the upper bound of
ˇˇ
1   e j!T2 ˇˇ, [104, p. 272]:
Lp D
 ˇˇ
1   e j!T2;max ˇˇ ; ! < =T2;max
2; !  =T2;max : (5.67)
Note that for j.j!/j  1, the weight Wp must be chosen such that:ˇˇ
Wp
ˇˇ  Lp: (5.68)
As shown by the solid blue line in Fig. 5.17a, a first-order function could be a simple choice
Wp D kps
s C !p ; (5.69)
which satisfies (5.68). The resulting transfer function 1CWp in frequency domain is illustrated
exemplarily for T2 2 Œ0 0:02 in Fig. 5.17b. We can see that the uncertainty has barely influence
on the system at low frequencies but begins to be more significant at frequencies ! > 10 rad/s.
The appropriate choices of parameters kp and !p are discussed in Appendix A.11.
5.4 Primary control for islanded mode
The control objective in the islanded mode is to maintain both voltage and frequency in a pre-
specified range. Despite that limited resources are available by a single device, maintaining the
frequency can still be achieved by power sharing, i.e. by cooperation of all power generation units.
Through a model-based collective design the cooperation can be realized by a decentralized con-
trol, which also ensures the robustness regarding communication delay/failure. However, due to
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the nature of the decentralized control, the controller is structurally constrained. The -syntheses
is problematic for the non-convexity in tunable parameters [104, p. 329]. Therefore, we firstly
design the controller using nominal model without uncertainty term , as shown in Fig. 2.5a.
Afterward, we analyze the robustness of the designed controller against the uncertainty modeled
in the last section using the so-called N-structure depicted in Fig.2.5b.
5.4.1 Control structure
Firstly, we investigate the classical control structure for a single synchronous machine. As depicted
in Fig. 5.18 it consists of a frequency controller and a voltage controller.
 Frequency controller
The frequency controller is usually a P   ! droop controller having the linear form:
Pm,in D  kf! (5.70)
 Voltage controller (excitation system)
The voltage controller, also called the excitation system, regulates the SG terminal voltage
magnitude. To model the diverse excitation systems is a topic on its own, see e.g. [57].
Assuming we have a static excitation system, whose actuation dynamic is negligible, the
excitation system can be simply modeled as a first-order control loop containing an amplifier
gain and a first-order lag element [67, 98]
Efd D  kA 1
TRs C 1V; (5.71)
where TR represents the time constant of the voltage transducer.
Due to the mature application we pursue this control structure for the DG. In the following, we
determine the control structure of the inverters, which mimics the dynamic behavior of the DG.
Figure 5.18: Classical control structure of a SG
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Inertia for inverters
Recall the mechanical swing equation in the perturbed form
 P!0 D 1
2H
.Pm  Pe  D!0/ ; (5.72)
which has the interpretation that the shaft speed will only smoothly change despite of a step change
in electrical load Pe. The change rate depends on the inertia constant H of the rotor and prime
mover. The authors in [100] found that a droop-controlled inverter with a first-order low-pass filter
for the real power measurement
! D   1
kP
 1
TPs C 1Ps (5.73)
mimics the mechanical dynamics of a SG. Comparing (5.72), kPTP can be seen as the artifi-
cial/virtual inertia constant for the inverter. kP is the droop coefficient. Following this interpreta-
tion we further claim the time constant TP of the low-pass filter to be tunable as long as it stays
larger than the physically required value for the measurements. Doing so we may deliberately slow
down the measurements such that the change of the frequency ! is even more insensitive to the
change in the output power Ps of the inverter. We hereby win an additional degree of freedom.
The same applies for the voltage controller
Ev D  kv 1
Tvs C 1V; (5.74)
where the time constant Tv is also tunable. The control structure for inverters resulting from (5.73)
and (5.74) is shown in Fig. 5.19.
Figure 5.19: Proposed control structure of an inverter
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Closed-loop system
Formulating the control equations (5.70), (5.71), (5.73) and (5.74) in form of (5.40), we obtain for
i D 0
Ad;i D   1
TR
; Bd;i D
h
0 1
TR
i
;
Cd;i D

0
kA

; Dd;i D

kf 0
0 0

;
and for i 2 Ni
Ad;i D
"
  1
TP;i
0
0   1
Tv;i
#
; Bd;i D
"
1
TP;i
0
0 1
Tv;i
#
;
Cd;i D
"
1
kP;i
0
0 kv;i
#
; Dd;i D

0 0
0 0

:
Assuming a scaled and order-minimized MG model in form of (5.63), the closed-loop system in
state space form reads
Px
Pxd

D

A   BDd.IC DDd/ 1C BCd   BDd.IC DDd/ 1DCd
 Bd.IC DDd/ 1C Ad   Bd.IC DDd/ 1DCd

„ ƒ‚ …
Ac

x
xd

C

E1   BDd.IC DDd/ 1E2
 Bd.IC DDd/ 1E2

„ ƒ‚ …
Bc
d
(5.75a)

y
u

D

.IC DDd/ 1C .IC DDd/ 1DCd
 Dd.IC DDd/ 1C Cd   Dd.IC DDd/ 1DCd

„ ƒ‚ …
Cc

x
xd

C

.IC DDd/ 1E2
 Dd.IC DDd/ 1E2

„ ƒ‚ …
Dc
d:
(5.75b)
Similar to GC mode the control parameters will be optimized by minimizing the H1-norm of the
closed-loop system including the jNij inverters and one DG with their corresponding controllers.
5.4.2 Proof of power sharing
Assuming an achieved synchronization, i.e.
!0 D !1 D    D !n (5.76)
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we obtain from (5.58), (5.70) and (5.73)
1
kf
T1sC1 CD
Pe;0 D 1
kp;j
1
Tp;js C 1Pe;j ;8j 2 Ni: (5.77)
In the steady state, i.e. substituting s D 0, we have
1
kf CDPe;0 D
1
kp;j
Pe;j ;8j 2 Ni: (5.78)
Obviously, if kf CD and kp;j ;8j 2 Ni are set to be in a desired proportion, the power sharing in
steady state is achieved.
A necessary condition for the synchronization (5.76) is that the inverters do not reach their output
limits. If a single inverter reaches its limit, it must be immediately switched to a new controller,
which will make the inverter behave like a power source, i.e. decoupled from the power sharing.
The power sharing will still be achieved by the rest of the power devices, as long as their limits
are not attained. A mini example of being out of synchronization due to the limitation of inverters
is shown in Appendix A.9.
Investigation of RGA is senseless in this case, because the decentralized controllers are trying to
reach a common goal, i.e. power sharing, instead of exclusively local goals.
5.4.3 Frequency restoration
In the transmission power network the frequency restoration is always referred to as the secondary
control. Many researchers have proposed to pass the classical frequency restoration on MGs, see
e.g. [74, 101]. Typically, PI-controller will be in use for an SG for the frequency restoration as
Pm,in D  

kPf C kIf
s

!: (5.79)
For inverters, authors in [101] have proposed a PI controller to adjust the frequency reference to re-
store the frequency. This controller is nothing else than adding a first-order differential component
to the real power controller (5.73) as
! D   1
kP
 1
TPs C 1 
s
s C !frPs: (5.80)
This means that the real power controller will not react to a step change of Ps in steady state.
The frequency restoration controllers (5.79) for SGs and (5.80) for inverters can only exist in one
DER, which will specify the network frequency and fully takes over the additional unexpected
disturbance in steady state. If more than one frequency restoration controller exists in the MG, the
closed-loop system will have uncontrollable eigenvalues at 0, which make the system unstable.
These eigenvalues are brought into the system by the I-component of the controller (5.79) and the
D-component of the controller (5.80), which can not be shifted to the stable area. This effect is
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so-called decentralized fixed mode, which was first introduced in [109]. We investigate a simple
example to explain the decentralized fixed mode in Appendix A.10.
To overcome this effect, auxiliary information in the MG is needed, which is not local [103],
i.e. communication is needed. As we can see from the last section, the power sharing in a fully
decentralized manner is only possible, when there is a frequency deviation from the operating
point. The frequency deviation serves as an implicit communication link. Restoring the frequency
to the nominal value would lead to dissolving the power sharing.
The frequency restoration will not be pursued in this thesis for two reasons. On the one hand, in a
MG there is typically no dominant power generation device, which has the ability to compensate
every disturbance, but only many small DERs. On the other hand, the communication-based power
distribution has already been done by the EMS using DiMPC introduced in the last chapter.
5.4.4 Analysis of robustness
Besides the nominal model we also investigate the model with the uncertainty to verify the ro-
bustness of the closed control loop. As shown in Fig. 5.20 the multiplicative input uncertainty is
included.
Figure 5.20: Closed loop system with one input uncertainty
The plant model is
G.s/ D C.sI   A/ 1BC D:
Also, we have
K.s/ D Cd.sI   Ad/ 1Bd C Dd;
for the controller. The disturbance transfer function reads
Gd D C.sI   A/ 1E1 C E2:
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We define mT D

1 0 : : : 0
 2 R12.jNijC1/ to select the first input from u. From Fig. 5.20
we can derive
y D  WpmTKy (5.81)
y D GuCGdd (5.82)
u D mu  Ky: (5.83)
Substituting (5.83) into (5.82) deduces
y D G.mu  Ky/CGdd
) y D .ICGK/ 1.Gmu CGdd/: (5.84)
Substituting (5.84) into (5.81) we have
y D  WpmTK.ICGK/ 1.Gmu CGdd/: (5.85)
Also, substituting (5.82) into (5.83) we obtain
u D mu  K.GuCGdd/
) u D .ICKG/ 1.mu  KGdd/: (5.86)
Note that w D d and z D

y
u

, we summarize (5.84), (5.85) and (5.86) into the N-structure
shown in Fig. 5.21a
u ! y W N11 D  WpmTK.ICGK/ 1Gm
w! y W N12 D  WpmTK.ICGK/ 1Gd
u ! z W N21 D

.ICGK/ 1Gm
.ICKG/ 1m

w! z W N22 D

.ICGK/ 1Gd
 .ICKG/ 1KGd

:
We also define the transfer function mapping w towards z with uncertainties as
F.N; / D N22 C N21.1  N11/ 1N12; (5.87)
as shown in Fig. 5.21a. Recall that the system is nominal stable, i.e. the controller has been de-
signed in such a way that the system without uncertainties N is stable. Without loss of generality
we also assume that  is stable. Thus, N11 is the only key element that decides on the robust
stability (RS). Indeed, according to the Theorem 8.4 in [104, p. 303] the closed loop is RS if and
only if
kN11k1 < 1: (5.88)
In order to further investigate the robust performance (RP), we recall the definition:
RP, kF.N; /k1 < 1; 8kk1  1: (5.89)
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(a) N-structure (b) Extended system with uncertaintyP
Figure 5.21: Configurations for robustness analysis
As shown in Fig. 5.21b the system is extended by a fictitious uncertainty blockP, which presents
the H1 performance specification. P is hereby a full complex matrix, which has the property
kPk1  1. According to Theorem 8.7 in [104, p. 317], the condition of RP can be equivalently
formulated as
kF.N; /k1 < 1; 8kk1  1
,  O.N.j!// < 1; 8!; (5.90)
where the structured singular value (SSV)  is computed with respect to the uncertainty structure
O D

 0
0 P

:
The upper bound of the SSV can be found by solving the formulation introduced in [34], which is
included in the Robust Control toolbox in MATLAB.
5.4.5 Case study
The control parameters are optimized based on the linearized benchmark model with the simpli-
fied third-order SG model. A comparison between the largest singular values of the closed loop
system with initial parameters and the optimized parameters is illustrated in Fig. 5.22. It can be
observed that the system gain at about 60 rad/s is considerably damped. However, the gain in the
low frequency range is larger. An optimized trade-off is attained, since the gains at both critical
frequency (60 rad/s) and the lower frequencies are at the same height. As we can see from the
Tab. 5.3 the H1-norm of the closed-loop system becomes clearly smaller after the optimization
but in exchange of having a larger spectral abscissa. The dominant pole is mainly related to the
dynamics of the proposed controllers.
If the controllers (5.73), (5.74) are badly parametrized, undesired large oscillations arise. As we
can see from Tab. 5.4 the optimized parameters are hugely changed from the initial values. The
"inertia" TPkP becomes larger at bus 2 and 10 while it decreases at other buses. Considering the line
data listed in A.1, it can be somehow interpreted that the "inertia" is preferred by those inverters,
which are weakly coupled with the network. Also, it can be observed that the gain of the voltage
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Figure 5.22: Comparison of largest singular values of the closed loop system before and after the
optimization
Table 5.3: Comparison of characteristic values of the closed loop system before and after opti-
mization
Before Optimization After Optimization
H1-norm (dB) -2.6306 -6.7770
Spectral Abscissa -1.5808 -0.1055
controller at bus 8 is set to be zero and its time constant is set to be much larger than the initial
value. This means the voltage controller at bus 8 is in this case not necessary, on the contrary,
it affects the dynamic performance and is therefore deactivated. Also, the excitation system for
the DG is deactivated for kA being set in a negative way. In this sense, the proposed additional
degrees of freedom attached to the droop controller presents additional options. Whether they are
beneficial or not will be determined by the optimizer.
Since Pm for the DG and Ps for the inverters are scaled by their limits, the droop coefficients
for all devices are set to be equal to achieve a fair power sharing. As we can see from Tab. 5.4
the droop coefficients are tuned to be much smaller, which means a larger frequency deviation in
Table 5.4: Changes of control parameters after optimization
TP kP Tv kv
bus 2 0.05!0.3162 1!0.2920 0.05!0.0592 1!4.9981
bus 4 0.05!0.0500 1!0.2920 0.05!0.0500 1!5.0000
bus 5 0.05!0.0882 1!0.2920 0.05!0.0500 1!5.0000
bus 6 0.05!0.0504 1!0.2920 0.05!0.0500 1!5.0000
bus 8 0.05!0.0500 1!0.2920 0.05!1.8346 1!0.0000
bus 10 0.05!0.4467 1!0.2920 0.05!0.0500 1!5.0000
bus 12 0.05!0.1530 1!0.2920 0.05!0.0515 1!0.3142
kf kA TR
DG 1!0.2920 0.1!0.0000 0.05!9.4812
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Figure 5.23: Comparison between the closed loop system with initial parameters and with opti-
mized parameters in islanded mode. Dotted lines: initial parameters, solid lines: optimized param-
eters
steady state is allowed. By doing so, an overreaction from the prime mover can be avoided, which
is a main cause of the oscillation at 60 rad/s.
The maximal cut-off frequency for the measurement is assumed to be 20 rad/s, such that TP and
Tv will always be kept greater than 0.05.
Simulation results are shown in Fig. 5.23, which are obtained at the operating point at 6 p.m. in
the winter scenario. A step change in load at bus 6 at t D 0:5 s is assumed. It is noticeable that the
capacities of ! and E are more utilized. As the result, the oscillations in the real power at 60 rad/s
(about 10 Hz) are reduced. Especially, the oscillation in Pm of DG (black curve in Fig. 5.23c) is
considerably smaller after the optimization, which is mainly responsible for the largest singular
value.
Since kP and kf become smaller, the frequency deviations in steady state are larger, as shown in
Fig. 5.23a. The additional unexpected load is distributed based on the scaling of the DG and in-
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Figure 5.24: Comparison of linearized simplified model (dotted lines) with nonlinear detailed
model (solid lines)
verters, which corresponds to their limits. Since the scaling factors of inverter 5 and 8 are identical,
their contributions to the load distribution are the same. The same applies for the DG and inverter
12, as shown in Fig. 5.23c. The small deviations of the powers in the steady state between initial
parameters and optimized parameters are caused by the damping torque/power D!0 of the DG,
which is in the dependence of !0 for D ¤ 0.
The controller is also tested on the nonlinear network built on the Simscape Power Systems in
Simulink with a more detailed SG model. A comparison between the linear simplified model and
the nonlinear detailed model is presented in Fig. 5.24, where the optimized parameters are used.
It can be said that the nonlinear detailed model is fairly well covered by the linearized simplified
model. Some slight differences are caused by the neglected field circuit dynamics and the snubber
element installed at the SG side in the Simscape Power Systems model. The snubber element is
required to avoid the numerical failure caused by the series connection between the SG and the
line inductance.
Robustness analysis and redesign
Based on the parameter given in [15] we assume that the time delay T2 of the DG varies in
0 0:02

s. As discussed in Appendix A.11, we choose !p D 90:91 and kp D 2:35 to cover all
the possible uncertainty. As listed in Tab. 5.5 the RS is achieved for kN11k1 D 0:7446 < 1.
However, the RP can not be ensured for sup
!
 ON.j!/ D 1:1078 > 1. The value of sup
!
 ON.j!/
has also the interpretation that a model uncertainty of 1= sup
!
 ON.j!/ will lead to a maximal
system gain of sup
!
 ON.j!/. In our case, a model uncertainty of 1=1:1078 D 90:27% may lead
to a system gain of up to 1:1078.
The singular values in the dependence of the relevant frequencies are shown in Fig. 5.25. It can
be seen that the critical frequency lies at about 65 rad/s. Taking this acknowledgment, we may
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Figure 5.25: (Structured) singular value for RS- and RP-analysis (blue curves). Dashed red lines:
limits for RS/RP
"shape" the closed loop purposefully with a frequency-dependent dynamic weighting to suppress
the gain at the critical frequency. This would be an iterative process until a satisfying compromise
is achieved and may possibly result in a larger H1-norm. As an example, following dynamic
weighting is chosen for the closed loop system.
Ww D Tw;2s C 1
Tw;1s C 1 ; with Tw;2 D 0:024; Tw;1 D 0:016:
As we can see from Fig. 5.26 both RS and RP are achieved after the loop-shaping. As expected, in
order to "relax" the resonance at ! D 65 rad/s the largest singular values become larger at lower
frequencies, which results in a larger H1-norm, as shown in Fig. 5.27. The inverse of the loop-
shaping weighting is represented in red, which exactly shapes the singular values in frequency
domain.
Fig. 5.28 shows a part of the simulation results with and without loop-shaping. It can be observed
that the first overshoots of the real power curves are clearly reduced, which are more likely related
to high-frequency resonance in the frequency domain. In compare to that, the long-term behavior
of! is impaired, which is also represented by the higher gain in the low-frequency range of Fig.
5.27. In consequence, the robust performance is provided.
Remark 5.4. The loop-shaping technique may not only be used to improve RS, but also be used to
damp the critical resonances, which e.g. affect the lifespan of the shaft of a SG.
Table 5.5: Key values for RS- and RP-analysis
kN11k1 sup
!
 ON.j!/
Before loop-shaping 0.7446 1.1078
After loop-shaping 0.6015 0.9356
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Figure 5.26: (Structured) singular value after loop-shaping for RS- and RP-analysis (blue curves).
Dashed red lines: limits for RS/RP
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Figure 5.27: Largest singular values of the closed loop systems before and after the loop-shaping.
Red curve: inverse of the dynamic weighting
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Figure 5.28: Comparison of closed loop system with (solid lines) and without (dotted lines) loop-
shaping
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5.5 Summary
In this chapter a H1-based control approach is introduced for the MG in both GC and islanded
mode. A considerable improvement of the overall dynamic performance has been obtained through
the collective optimization of the parameters of the decentralized primary controllers considering
the operating point. The system limits will also be implicitly considered by scaling the inputs
and outputs. Finally, the robustness against the system uncertainty is investigated using the N-
structure.
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6 Conclusions
6.1 Summary
In conclusion, a control concept for MGs in both GC and islanded mode is proposed in this thesis.
This control concept consists of an EMS and a primary control system. Due to nature of DERs,
which are spatially distributed, a distributed EMS and a fully decentralized primary control system
are proposed. The distributed EMS utilizes a price-based MPC control approach, where a so-called
market-maker has been introduced to coordinate the DERs. The decentralized primary control
system is based on the H1-optimal control approach, which minimizes the critical system gains.
Chapter 1 has stated the current problems in most electrical power systems, which has elicited the
concept of MG. As mentioned, although MGs provide promising solutions to the problems they re-
quire intelligent and reliable control methods. Some representative established control approaches
for MG have been reviewed. Finally, the highlights of the present thesis have been shown.
In order to present the proposed control concept some definitions and theorems have been given
in Chapter 2. These stem from the fields of power systems, H1-based control theory, graph theory
and convex optimization.
A benchmark for MG and its modeling are presented in Chapter 3. This model has been used to test
the proposed control approaches under different scenarios. In addition, the generation and demand
profiles for the benchmark model have been extracted from Ausgrid in Australia. For secondary
control the demand profile sequences in critical days are of interest, whereas for primary control
systems the demand profiles at critical time instants are of significance. Some artificial errors have
been introduced to imitate the prediction errors that may occur.
Following the classical hierarchical control structure, which was briefly expanded at the end of
Chapter 3, the EMS has been investigated in Chapter 4 as the first part of the control concept.
A DiMPC approach has been proposed for this control level. This distributed approach allows
the end-users to make decisions on their own, while preserving the full benefit of a MPC. These
include the ability of utilizing the forecasts of generation and demands and taking explicitly the
system limits into account. For islanded mode, not only the charging but also the load curtail-
ment strategies have been considered. The power distribution has been realized by introducing a
price acceptance scheme. With the help of a market-maker the global constraints have also been
satisfied. The negotiation process is coordinated by the market-maker and its convergence is math-
ematically proved.
In order to deal with short-term disturbances in MG, a fully decentralized primary control system
has been presented in Chapter 5. To meet the time scale of primary control the DERs have been
modeled with dynamics instead of being simply considered as power sources as in the EMS. The
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Figure 6.1: Development of microgrids in Berlin
network model has also been correspondingly adapted to the DER models. Especially in islanded
mode, the droop control law for inverters with a first-order low-pass filter has been interpreted
as a mimic of classical SG dynamics with inertia which is a key element for stabilizing present
power systems. The control parameters are collectively optimized using the H1-optimal control
principle. The collective design has taken the coupling between DERs into consideration and
the overall system dynamics, especially the critical dynamics, have been considerably improved.
Also the H1-norm and the SSV have been employed to analyze the robustness against the system
uncertainty.
6.2 Future work
The term Microgrid is becoming more commonplace in today’s power engineering architecture
vocabulary. It is still a concept that is in its initial stage but has huge potential not only for special-
ized facilities and geographic footprints such as petrochemical plants, industrial parks, hospitals
and military bases, but also for common use as construction stones for the future power networks
to deal with increasing DER penetration and to offer local solutions for end-users. Investigation
and implementation of MGs have been a hot topic worldwide and this trend will continue in the
next years. As an example Fig. 6.1 shows a fairly rapid development of MGs in Berlin, Germany
[16].
Limitations of present work
Regarding this work, a number of potential limitations need to be considered. First, the author is
aware that the power unbalance is an important topic in LV networks. In an unsymmetrical net-
work, the proposed approaches including modeling must be modified. The reference [94] gives
some insight in this regard. Nevertheless, the proposed DiMPC approaches can be used for one
phase and may be of interest for symmetrising the three-phase power flow by considering addi-
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Figure 6.2: Block diagrams of primary control with step change in reference signal
tional constraints
Pa D Pb D Pc:
Moreover, the LinDistFlow has its own validation range. In some extreme cases the solutions
of LinDistFlow may even be infeasible for the OPF problem with exact nonlinear power flow
equations. Latest researches [39, 83] have presented new convexification methods for the nonlinear
power flow equations, which guarantee the feasibility in all cases and ensure the exactness under
certain conditions. Although they are still not suitable for the proposed DiMPC approach, the
research direction of exact convexification for OPF has been enlightened.
Besides, the primary control has only been designed at certain time instants. Oscillations may
occur during the transition between two operating points due to sudden changes in reference values
and control parameters, as shown in Fig. 6.2a. To deal with this problem a two degrees of freedom
control structure can be used as shown in Fig. 6.2b. The transition planer may be designed via,
e.g. optimal control with smooth bound conditions or spline parameterisation [46]. The primary
controller may also be adapted with, e.g. gain scheduling to smoothen the controller outputs [96].
In this work we have considered only AC-coupled DERs, which are assumed to be perfectly
controlled as a power source or voltage source. The DC-link controlling, including battery man-
agement and MPPT for PV devices, has been neglected. It is meaningful to answer the question
to what extent does the assumption hold. This is particularly significant if there exist many DC-
coupled energy resources/consumers behind one inverter, where they should be properly coordi-
nated. This problem is also referred to as controlling of a DC-nanogrid [116].
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Further research directions
As presented before the MG dynamic model is actually a differential algebraic equation (DAE)
system, which is also called descriptor system. In this thesis, we have transformed the descriptor
system into a classical state space system by eliminating the algebraic variables. Authors in [69,
79] have given the inspiration to design the controller directly in DAE form, which may avoid
the singularity problem of high-indexed descriptor system. Especially in [69] a trajectory track-
ing controller for DAE systems has been proposed. It is meaningful to combine this idea with
structurally constrained H1-optimal control problem.
Sometimes it is unnecessary to consider the overall dynamics. The so-called overlapping decom-
position, e.g. in [26, 102] allows us to decompose a dynamic system into many overlapping sub-
systems. This is especially of interest for MGs with large number of DERs. The overlapping de-
composition method can not only mitigate computation effort for controller design for large-scale
systems, but also offer a deep insight of the couplings in the network, which may be exploited for
the network planning, e.g. clustering DERs as a MG.
In this thesis we have modeled load changes as disturbances. The H1-based control approach
is well suited in this case, because it investigates the input-output dynamic performance and can
also be well combined with the robustness analysis. In many literature, e.g. in [42], the loads are
modeled as passive elements and the load changes are thereby referred to as parameter changes.
A direct method of pole assignment with structural constraint introduced in [65] seems to be a
well suited approach. Regarding the robustness against parameter changes and other uncertainties
the pole region assignment [66] can be employed, which may also be of interest for the aforemen-
tioned trajectory control.
MGs are expected to be construction stones for future power networks. Thus, investigating the
interaction between MGs and network operators is a natural extension of this thesis, as shown in
Fig. 6.3. Note, that due to the similarities with the structure inside a MG, the proposed price-based
DiMPC approach can also be applied. In this case the network operator will only communicate
with the market-makers of the MGs without considering the numerous DERs inside the MGs. This
confirms our statement of reducing the control burden at the beginning of this thesis.
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A.1 Parameters of the benchmark model
The base values are chosen as: Sbase D 100 kVA, Vbase D 400
p
2p
3
V and Zbase D 1:6. The line
data of the benchmark model is given in Table A.1.
Table A.1: Impedance data for the benchmark network lines
From To Line type
r x Length
(=km) (=km) (km)
0 1 OL - Twisted cable 4  120 mm2 Al 0.284 0.083 0.070
1 2 SC - 4  6 mm2 Cu 3.690 0.094 0.030
1 3 OL - Twisted cable 4  120 mm2 Al 0.284 0.083 0.035
3 4 SC - 4  16 mm2 Cu 1.380 0.082 0.030
3 5 OL - Twisted cable 3  70 mm2 AlC 54:6 mm2 AAAC 0.497 0.086 0.105
5 6 SC - 3  50 mm2 AlC 35 mm2 Cu 1.380 0.082 0.030
3 7 OL - Twisted cable 4  120 mm2 Al 0.284 0.083 0.070
7 8 SC - 4  25 mm2 Cu 0.871 0.081 0.030
7 9 OL - Twisted cable 4  120 mm2 Al 0.284 0.083 0.105
9 10 SC - 4  6 mm2 Cu 3.690 0.094 0.030
9 11 OL - Twisted cable 4  120 mm2 Al 0.284 0.083 0.035
11 12 SC - 4  16 mm2 Cu 1.380 0.082 0.030
OL: Overhead line, SC: Service connection, AAAC: All Aluminium Alloy Conductors
ESs are assumed to possess very high efficiency and very low self-discharging rate.
Table A.2: Parameters of the energy storages
Pmax (kVA) Qmax (kVA) C (kWh)  C  
bus 2 5 5 5 0 0.99 0.99
bus 4 40 40 50 0 0.99 0.99
bus 5 20 20 10 0 0.99 0.99
bus 6 30 30 30 0 0.99 0.99
bus 8 20 20 10 0 0.99 0.99
bus 10 3 3 2 0 0.99 0.99
bus 12 10 10 20 0 0.99 0.99
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A.2 Derivation of dynamics of power lines in dq-coordinates
system
Recall the equation (3.6)
uabc;2.t/   uabc;1.t/C r iabc.t/C l diabc.t/dt D 0:
With the dq-transformation matrix Tdq given in (2.1), we obtain
Tdq .uabc;1.t/   uabc;2.t// D Tdqr iabc.t/C Tdql diabc.t/dt
) udq;1.t/   udq;2.t/ D r idq.t/C l didq.t/dt   l
dTdq
dt
iabc
D r idq.t/C l didq.t/dt   l
P

0 1
 1 0

idq
D r idq.t/C l didq.t/dt   l!

iq
 id

:
In the nominal operation point we assume ! D O!, thus
ud;2.t/   ud;1.t/C r id.t/   l O!iq C l did.t/dt D 0;
uq;2.t/   uq;1.t/C r iq.t/C l O!id C l diq.t/dt D 0:
A.3 Proof of orthogonality for Section 4.1.2
We start with the linear scalar problem
min
PC;P 
f .PC;P / D aPC   bP 
s.t. PC   P  D P
PC  0; P   0
(A.1)
where P,a and b are constants and a > b applies. At least one of the solution set PC;P  must
be zero.
Proof. Assuming we have a solution set OPC > 0 and OP  > 0. There exists always a set QPC  0
and QP   0, which makes f . QPC; QP / < f . OPC; OP /. For the case P  0,
QPC D OPC   OP  and QP  D 0;
and for the case P < 0,
QPC D 0 and QP  D OP    OPC:
Therefore, the set OPC > 0 and OP  > 0 is not a solution for the problem (A.1).
The proof can be extended to multidimensional.
A.4 Worst case of voltage error for Section 4.1.3 117
𝑉ℎ
2 − 𝑉𝑖
2 
𝛽 
𝒍𝟐 
𝒍𝟏 
𝑉max
2 − 𝑉min
2  
𝑉min
2 − 𝑉max
2  
Figure A.4: Voltage drop in dependence of ˇ
A.4 Worst case of voltage error for Section 4.1.3
Recall the voltage drop equation (4.22)
V 2h   V 2i D 2

1C ˛


ˇ  

1C 1
2
  
1C ˛2ˇ2
V 2i
Clearly, the nonlinear term increases with jˇj. Therefore it is crucial to investigate the allowed
range of jˇj. Under normal operation condition we have 1 C ˛

> 0 and

1C 1
2

.1C˛2/
V 2
i
> 0. By
setting V 2i at the right hand side of the equation to be Vmin, the qualitative dependency between
voltage drop and ˇ can be depicted in Fig. A.4. As we can see, l2 is always larger than l1 due to
the negative curvature. Therefore, as long as the voltage drop V 2max  V 2min is attainable, Vh D Vmax
and Vi D Vmin are the worst case to be investigated, where the nonlinear term

1C 1
2

.1C˛2/ˇ2
V 2
i
has
the largest value.
A.5 Small example of singularity in descriptor systems
Consider a DC network shown in Fig.A.5a. The system can be seen as subsystem 1 and 2 coupled
by a resistive line. id;1 and id;2 are assumed to be disturbances/loads.
Clearly, the differential equations for the system are
Pi1 D 1
L1
.u1   V1/ (A.2)
Pi2 D 1
L2
.u2   V2/ : (A.3)
The coupling equations read
0 D  

i1
i2

C

1=R  1=R
 1=R 1=R

„ ƒ‚ …
A21

V1
V2

 

id;1
id;2

: (A.4)
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(a) (b)
Figure A.5: A DC network with and without load representation
As we can see det.A21/ D 0, i.e. A21 is singular. We can model the disturbances as impedances,
as shown in Fig. A.5b. Then the coupling equations read
0 D  

i1
i2

C

1=RC 1=Rd;1  1=R
 1=R 1=RC 1=Rd;2

„ ƒ‚ …
A21

V1
V2

; (A.5)
where the matrix A21 is clearly invertible.
A.6 Decentralized control
A decentralized control presupposes that the overall system to be regulated consists of several
coupled subsystems. This is usually a natural consequence of the construction of technical systems
from assemblies of different function/devices [73]. Without loss of generality we assume a system
consisting of n subsystems. The system in the sense of subsystems with a decentralized control is
shown in Fig. A.6. The off-diagonal entries in G represent the couplings of the system. As we can
observe the control matrix K is diagonal, meaning yi being only controlled by ui . To investigate
the feasibility of decentralized control, i.e. to investigate the influence of the couplings, relative
gain array is introduced.
Figure A.6: Schematic representation of decentralized control
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Relative gain array
RGA provides a measure of interactions for MIMO systems [23]. Given a system with inputs
u 2 Rn, outputs y 2 Rm and the system gain G, its RGA is defined as
RGA.G/ D ƒ.G/ D Gˇ .G 1/T; (A.6)
which is the ratio of two gains representing first the process gain G0 in an isolated loop and second,
the apparent process gain in that same loop when other control loops are closed. Mathematically
for one element in ƒ.G/
ij
D gopen;ij
gclosed;ij
(A.7)
with
gopen;ij D

@yi
@uj

ukD0;k¤j
D ŒGij
gclosed;ij D

@yi
@uj

ykD0;k¤i
D ŒG 1ji
The ratio ij indicates to which extent the channel uj ! yi will be affected by other channels.
ij D 1 means a perfect pairing of uj and yi . ij > 1 or ij < 1 means a suppress or a support
for the gain of the channel uj ! yi by other channels. One should avoid to pair the channels with
negative RGA values, meaning sign changes in the gains.
A.7 Eigenvalues of the closed loop systems
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Figure A.7: Pole map of the closed loop system in GC mode with two PI-controllers
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Figure A.8: Pole map of the closed loop system in GC mode with PI-P-controller. Left: all poles,
right: zoomed
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Figure A.9: Pole map of the closed loop system in GC mode with cascade controller. Left: all
poles, right: zoomed
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Figure A.10: Pole map of the closed loop system in islanded mode. Left: all poles, right: zoomed
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A.8 Optimized parameters
A.8.1 Optimized parameters for the PI-P-controller in GC mode
Table A.3: Changes of control parameters after optimization
kPp kIp kPv
bus 2 0.2!0.4949 1!2.5390 0.2!0.0006
bus 4 0.2!0.4577 1!1.3989 0.2!0.0000
bus 5 0.2!0.2546 1!0.6851 0.2!0.0058
bus 6 0.2!0.3387 1!0.8344 0.2!0.0501
bus 8 0.2!0.1975 1!0.4303 0.2!0.0000
bus 10 0.2!0.0492 1!0.1442 0.2!0.0000
bus 12 0.2!0.1330 1!0.4271 0.2!0.0000
A.8.2 Optimized parameters for the cascade controller in GC mode
Table A.4: Changes of control parameters after optimization
kPp kPc kIc kPv
bus 2 0.2!0.0612 1!1.3039 5!23.2186 0.2!0.6311
bus 4 0.2!0.5603 1!1.5980 5!9.0761 0.2!0.3384
bus 5 0.2!0.0441 1!5.8814 5!35.3580 0.2!0.5615
bus 6 0.2!0.1145 1!5.6524 5!15.5532 0.2!0.5593
bus 8 0.2!0.0587 1!5.0757 5!14.4229 0.2!0.1821
bus 10 0.2!0.0133 1!1.8913 5!18.4236 0.2!0.0000
bus 12 0.2!0.1195 1!2.5767 5!26.6629 0.2!0.4745
A.9 Mini example of being out of synchronization
We assume a MG with two identical inverters with identical control parameters feeding a load PL,
as shown in Fig. A.11. In case of a load change and the synchronization is reached, we have
P1 D P2  PL CPL
2
where PL is defined as the load deviation from the operating point, and
!1 D !2 D K.PL
2
  P1/ (A.8)
However, if P1 is somehow limited and can not reach PLCPL2 , inequality arises, i.e.
P1 ¤ P2;
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Figure A.11: A mini MG with two inverters
which according to (A.8) results in
!1 ¤ !2
and therefore the two inverters are out of synchronization.
A.10 Explaination of decentralized fixed mode
Aside from the voltage dynamics the model of a small MG with two inverters can be reduced to
a single integrator with y1 and y2 representing the real power output of the two inverters. we also
include the differential component from (5.80) to the model, which leads to fictive inputs u1 and
u2, as shown in Fig. A.12.
Figure A.12: Reduced model of a MG with two inverters
The total open loop system reads
Px D AxC Bu (A.9)
y D Cx (A.10)
with
A D
24 !fr;1 0 00  !fr;2 0
 1 1 0
35 B D
24!fr;1 00 !fr;2
1  1
35 C D 0 0 k1
0 0 k2

:
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It is obvious that the system has a pole at 0. Applying a decentralized control law
u D Ry; (A.11)
with
R D

r1 0
0 r2

:
The resulting system matrix A   BRC is24 !fr;1 0  k1r1!fr;10  !fr;2  k1r1!fr;2
 1 1 k2r2   k1r1
35 ;
which always has at least one eigenvalue of zero. This means that the eigenvalue of zero of the
open loop system can not be shifted by any choice of a decentralized control law in form of
(A.11). The result of having decentralized fixed mode is extendable to any MG with two frequency
restoration controllers in form of (5.79) or (5.80).
A.11 Discussion of approximation of upper bound of the delay
Recall the upper bound of
ˇˇ
1   e j!T2 ˇˇ, with T2 varies in 0 T2;max [104, p. 272]:
Lp D
 ˇˇ
1   e j!T2;max ˇˇ ; !  =T2;max
2; ! > =T2;max
:
The objective is to find a Wp D kpssC!p , such that
ˇˇ
Wp
ˇˇ  Lp. We start with !  =T2;maxˇˇ
Wp
ˇˇ  Lp
)
ˇˇˇˇ
j!kp
j! C !p
ˇˇˇˇ
 ˇˇ1   e j!T2;max ˇˇ
)
ˇˇˇˇ
ˇ!2kp C j!!pkp!2 C !2p
ˇˇˇˇ
ˇ  ˇˇ1   e j!T2;max ˇˇ
)
ˇˇˇˇ
ˇ!2kp C j!!pkp!2 C !2p
ˇˇˇˇ
ˇ  j1   cos.!T2;max/C j sin.!T2;max/j
) !
4k2p 
!2 C !2p
2 C !2!2pk2p 
!2 C !2p
2  2   2 cos.!T2;max/
) !
2k2p
 
!2 C !2p
 
!2 C !2p
2  2   2 cos.!T2;max/
) !
2k2p
!2 C !2p
 2   2 cos.!T2;max/
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) k
2
p
1C !2p
!2
 2   2 cos.!T2;max/
) k2p  .2   2 cos.!T2;max//
 
1C !
2
p
!2
!
Setting !p D ˛T2;max , we can choose
kp 
vuut.2   2 cos.!T2;max// 1C ˛2
.!T2;max/
2
!
(A.12)
This can be solved numerically by sampling ! in the range of

0 =T2;max

. As long as (A.12)
applies, the case ! > =T2;max will also be considered automatically due to the monotonic in-
creasing behavior of Wp in the frequency domain. ˛ is a tuning parameter, which decides on
goodness of fit between Wp and Lp at desired frequency range. For example if ˛ is chosen small,
Wp and Lp match very well at high frequencies, whereas for ˛ being larger Wp and Lp match
better at low frequencies, as shown in Fig. A.13.
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Figure A.13: Goodness of fit between Wp and Lp for different ˛
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A.12 Model in Simscape Power Systems
The buses are marked in orange. The blocks load 2 - load 12 represent the end-users with con-
sumption, ESs and PV-panels.
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