We have developed a finite-difference time domain (FDTD) method and a novel geometric ray-tracing model for the calculation of light scattering by hexagonal ice crystals. In the FDTD method we use a staggered Cartesian grid with the implementation of an efficient absorbing boundary condition for the truncation of the computation domain. We introduce the Maxwell -Garnett rule to compute the mean values of the dielectric constant at grid points to reduce the inaccuracy produced by the staircasing approximation. The phase matrix elements and the scattering efficiencies for the scattering of visible light by two-dimensional long circular ice cylinders match closely those computed from the exact solution for size parameters as large as 60, with maximum differences less than 5%. In the new ray-tracing model we invoke the principle of geometric optics to evaluate the reflection and the refraction of localized waves, from which the electric and magnetic fields at the particle surface (near field) can be computed. Based on the equivalence theorem, the near field can subsequently be transformed to the far field, in which the phase interferences are fully accounted for. The phase functions and the scattering efficiencies for hexagonal ice crystals computed from the new geometric raytracing method compare reasonably well with the FDTD results for size parameters larger than approximately 20. When absorption is involved in geometric ray tracing, the adjusted real and imaginary refractive indices and Fresnel formulas are derived for practical applications based on the fundamental wave theory.
INTRODUCTION
Information about the single-scattering properties of nonspherical ice crystals is fundamental to an understanding of radiative transfer in high-level clouds and the radiation budget of the Earth-atmosphere system. Interpretation of the bidirection radiance data obtained from space observations also requires knowledge of the scattering characteristics of ice particles. From in situ aircraft observations it has been shown that a large portion of ice crystals occurring in the Earth's atmosphere has a hexagonal structure. 1 This is also evident from observations of halos associated with cirrus clouds. The importance of ice in the atmosphere with respect to remote sensing and climate modeling has been articulated by Liou, 2 Liou and Takano, 3 and Stephens et al. 4 It appears unlikely that an exact solution for the scattering by hexagonal particles can be derived because an appropriate coordinate system for the boundary condition at the particle surface cannot be imposed. For this reason research on light scattering by hexagonal ice crystals in the past two decades has used the principles of geometric optics in terms of the ray-tracing technique to determine the scattering and polarization properties of hexagonal ice particles. 5 -12 Geometric ray tracing has been employed to identify the optical phenomena occurring in the atmosphere. 10, 11 More recently, scattering properties for more complex ice crystal shapes have also been determined by the geometric ray-tracing method. 13, 14 In the limit of the geometric optics a light beam may be thought of as consisting of a bundle of separate rays that hits the particle. Each ray will then undergo reflection and refraction and will pursue its own path along a straight line. However, the laws of geometric optics may be applied to scattering of light if the particle with a locally smooth surface is much larger than the incident wavelength. It has been estimated that the geometric optics approximation should be valid for size parameters larger than approximately 30 -40. 15 Although numerous methods, including the discrete-dipole approximation, 16, 17 the extended boundary condition method, 18 and the integral equation technique, 19, 20 have been developed for the solution of light scattering by nonspherical particles, they are usually applicable to size parameters smaller than approximately 10 -15 in the three-dimensional case. It is evident that single-scattering properties for hexagonal ice crystals with size parameters less than approximately 30 do not exist. In particular, there is a void of scattering information for size parameters between approximately 10 and 30. In light of the preceding discussion, there is a practical necessity to develop a light-scattering methodology that can be applied effectively to this size parameter range and that one can use as a reference to determine the applicability of the conventional geometric ray-tracing approximation for the computation of light scattering by hexagonal ice crystals.
In this paper we present the finite-difference time domain (FDTD) approach for the solution of light scattering by hexagonal ice particles. In addition, a novel geometric optics model has also been developed for the calculation of scattering properties of hexagonal ice particles. In Section 2 the principle of FDTD is outlined, and an improved absorbing boundary condition associated with FDTD is described. The new geometric optics approximation based on the equivalent theorem is presented in Section 3, where we also discuss the absorption effect in geometric optics. Numerical results are reported in Section 4, in which the results computed from the FDTD method are compared with those from the exact solution for light scattering by circular cylinders. Relative accuracies of the phase function and the scattering efficiencies computed from the geometric optics approximations are presented with respect to the FDTD results for the size parameters of hexagonal ice particles from 10 to 40. Finally, conclusions are given in Section 5.
FINITE-DIFFERENCE TIME DOMAIN METHOD
Pioneered by Yee 21 in 1966, the FDTD method has been used extensively to solve various kinds of electromagnetic problems. 22 -27 With the development of a number of highly absorbing boundary conditions in the late 1970's and 1980's, 28 -32 the usefulness of the FDTD method in dealing with the scattering by an arbitrarily shaped or inhomogeneous object has been widely recognized. In recent years significant efforts have been focused on constructing the FDTD numerical schemes on curvilinear grids and nonorthogonal target-conforming grids. 27,33 -37 Researchers have carried out these endeavors to avoid the staircasing approximation of an oblique surface in a rectangular mesh. The numerical schemes based on computational fluid dynamics 38, 39 have also received considerable attention for some special electromagnetic problems, such as the propagation of a pulse in which a steep gradient appears. Although target-conforming schemes are more accurate, they are relatively inflexible when scatterers of various sizes and shapes are considered. In addition, the cells in a globally irregular mesh usually differ so greatly in size that one must use a small time increment in order to obtain stable solutions. Further, the irregular schemes are inherently more complicated and tedious. Ice, unlike metal, is not so different from vacuum in terms of electromagnetic properties. For this reason the staircasing does not pose a serious problem in our study, provided that a proper method is used in the evaluation of the dielectric constant over the grid. We find that the rectangular Cartesian grid is most appropriate for the present investigation. In what follows, we shall outline the procedure for the FDTD method and discuss improvements in conjunction with light scattering by long cylinders.
A. Time-Stepping Scheme for the Near Field
The scattering of light by an infinitely long cylinder with normal illumination is a two-dimensional (2-D) problem. It is an excellent approximation for the scattering of normal incident light by a cylinder whose length is much larger than its radius. In this case an arbitrarily polarized wave can be decomposed into TM-and TE-polarized waves. The source-free Maxwell equations can be written in component forms for the TM-polarized case as follows:
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where e is the permittivity and c is the speed of light. The permeability is taken as m 1 because the scatterer in our study is nonferromagnetic. The axis of the cylinder has been chosen to be normal to the xy plane. 
whereH z ͑x, y, t͒ is taken as 2H z ͑x, y, t͒ so that the signs in Eqs. (1) and (2) are symmetrical.
Equations (1) and (2) are the governing equations for the total field. Because the electric properties of the medium in our consideration are linear, the total field is the superposition of incident field and induced field that is produced by the presence of the scattering object. If the incident wave is taken as a plane wave propagating along the x axis, then the equations for the incident wave in the TM case can be written in the form
1 c 
Note that using the mean value of the permittivity in the computations over the grid cell will offset somehow the effect of the stepping approximation on the scatter. Applying to Eq. (4) the above discretization procedures in space along with a leapfrog difference scheme for temporal variation, we obtain a set of finite-difference equations for the TM-polarized case as follows:
where the superscript n denotes the time step. The above equations represent the time-stepping variation of the pure scattered field for the TM-polarized wave. Similar expressions can be obtained for the TE case. Once the values of the field at the grid mesh are given, we can obtain those at the next time step by explicitly updating the finite-difference scheme. It should be pointed out that the results computed from the pure-scatteredfield formulation do not differ significantly from those computed from the total-field formulation 23 because the present study does not involve heavily shielded cavities.
B. Boundary Condition for the Numerical Mesh
The actual scattering problem is one that is unbounded in space. However, in practice, the domain of numerical computations must be truncated, leading to the requirement of a boundary condition for the truncated domain. Mathematically, it is clear that the time iteration of the electric field at the boundary requires the values of the magnetic field that are outside the truncated domain if the spatial domain is cut off through the centers of certain cells. For this reason the electric field at the boundary cannot be provided by the iterative difference equations but must be given by an appropriate boundary condition so that the scattered wave would not be reflected back to the computational domain artificially. In conjunction with this, various kinds of absorbing boundary condition have been developed. 28 -32 Among them, the second-order absorbing boundary condition developed by Mur 30 based on a one-way wave equation is often used for truncation of the numerical mesh. However, there are several disadvantages associated with this method. First, applying this second-order absorbing boundary condition involves the field at the mesh corners, where the truncation of the spatial domain does not permit implementation of the formulation. At the corners either a first-order absorbing boundary condition or an extrapolating scheme must be used. Second, the solution converges slowly with increasing white space if thesecondorder absorbing condition is used. 40 Last, the absorbing boundary conditions derived from the one-way wave equation are usually tedious, especially when higher orders are considered in the three-dimensional (3-D) case.
The transmitting boundary method, which was originally developed in studies of seismology and earthquake engineering, has been found to perform extremely well for transient-wave analyses. 28 When the values of the field in the boundary equation are not at nodal locations, a general expression of the boundary condition is given by the quadratic interpolation scheme; that is, for a boundary at
where U is any component of the field evaluated by the boundary condition, C N j is a binomial coefficient, and T j is given by
where b caDt͞Ds and a is an artificial transmitting coefficient, defined as the ratio of the artificial transmitting speed to the real speed of the physical wave. The transpose of U j on the right-hand side of Eq. (8) is defined by U T j ͓U 1,j , U 2,j , . . . , U 2j11,j ͔, where U ij U ͑t j , x i ͒, x i x 1 2 ͑i 2 1͒Ds, and t j t 2 ͑ j 2 1͒Dt. The above algorithm is the general form of the transmitting boundary condition developed by Liao et al. 28 We find that the second-or third-order formulations can yield accurate results in a number of FDTD calculations.
However, the algorithm is still rather tedious, in that the field at 2N 1 1 grid points is required for the N thorder formulation. In what follows, we present a simpler formulation in conjunction with the FDTD method. The basic version of the transmitting formula is given by 28 U ͑t 1 Dt, x͒
If the artificial transmitting coefficient a is chosen as unity and the time interval is properly selected so that the values of the field on the right-hand side of Eq. (11) are located at nodal points, the computation will become much more efficient. Moreover, if the cells in the numerical mesh are chosen to be squares (for the 2-D case) or cubes (for the 3-D case) with a size Ds, the Courant -Friedrichs -Levy conditions for the stability of the FDTD time-stepping algorithm are
Thus, if we choose cDt 0.5Ds for a generous stability condition, the values of the field in Eq. (11) may be selected to locate at nodal points, leading to a simplified formula for the transmitting boundary. For example, at the left-hand boundary the second-order transmitting boundary condition can be written as
and the third-order condition can be expressed by
Although the third-order method is more accurate than the second-order method, it is slightly unstable in numerical computations. To stabilize the algorithm we may use the weighted superposition of Eqs. (14) and (15) in the form
Using this weighted method and selecting a value of 0.1 for g, we find that the algorithm is stable even for 10,000 steps of iteration. Since the boundary condition proposed here is simple and the boundary field at the previous time step is not required, the algorithm is very suitable for application of the super absorption technique, 41 designed to improve absorbing boundary conditions. In addition, it should be noted that there are no special requirements for the mesh corners if the transmitting boundary is used because the fields at the corners will not affect those at the interior grid points, as is evident from Eqs. (7).
C. Field in the Frequency Domain
The values of the near field computed by the above FDTD algorithm are in the time domain. In order to obtain the frequency response of the scatterer, we require a transform of the time-dependent fields to the corresponding fields in the frequency domain. For this purpose we use the Gaussian pulse propagating toward the scatterer as an incident wave, along with a Fourier transform. Because the size of the scatterer is fixed for a given execution in numerical computations, the Fourier transform at various frequencies (or wave numbers) will provide the scattered field in the frequency domain for different size parameters.
Let f be a component of the field and its value at the time step n be f n . Then the time variation of f can be written as
where d is the Dirac delta function and the time step N is so chosen that the field in the domain of computation has been reduced significantly to a small value. The corresponding spectrum in the wave-number domain is given by
where k is the wave number in vacuum. To avoid aliasing and numerical dispersion and to obtain a correct frequency spectrum, one must band the maximum wave number or the minimum wavelength. Let the minimum wavelength permitted by the grid size Ds be l min p2pDs. Because we have selected cDt͞Ds 1͞2, it follows that
where k max 2p͞l min . Thus, for a desirable wave number k qk max , where q is a real number between 0 and 1, the frequency spectrum is given by
If the radius of the scatterer is a, then the corresponding size parameter is ka aq͞pDs. In numerical computations we may take a number of q and fix the other parameters so that the scattering fields for different size parameters can be obtained. Next, the input Gaussian pulse is represented in discrete form as
where A is a constant and w is a parameter controlling the width of the pulse. In the present study we have chosen w to be 30 to avoid the numerical dispersion that can occur in the pulse propagation. The center of the Gaussian distribution is shifted by 5w so that the pulse can start with a small value (ϳ10 211 ) at the initial time.
D. Transformation of Near Field to Far Field
In order to obtain the scattering characteristic of the scatterer, we must transform the near-field properties obtained from the FDTD method to those of the far field. Let us consider a curve that encloses the scatterer in a 2-D space. For the TM-polarized case the electric field at any location outside the curve can be expressed by
where the integral is along the enclosing curve,n is the outward unit vector normal to the curve, and G is Green's function for the 2-D case, which can be expressed in terms of the zero-order Hankel function of the first kind as follows:
For the far field we must have k͑jr 2 r 0 j͒ !`. Using the asymptotic behavior of the Hankel function, we have
wherer r͞jrj. In the numerical computation we find that one should discretize the derivative term in Eq. (24) by a fourth-order difference scheme in order to obtain high accuracy. For example, ifn is along the x axis, this term is approximated by
. (25) For a 2-D case with an arbitrarily polarized incident wave the scattering wave can be expressed in terms of the scattering matrix in the form
whereŝ denotes the scattering direction and the matrix elements can be obtained from
The nonzero elements of the corresponding Stokes matrix can then be expressed by
where the asterisk denotes the complex conjugate. For nonabsorbing cases the scattering (or extinction) cross section is given by the optical theorem as follows:
wherex is the unit vector along the incidence direction.
NOVEL GEOMETRIC OPTICS MODEL
The principles of geometric optics may be applied to the scattering of light by a scatterer whose size is much larger than the incident wavelength. In this case light rays can be localized, and one can carry out geometric ray tracing to obtain the scattered energy. In the context of geometric optics, the total field is assumed to consist of the diffracted rays and the reflected and refracted rays, as shown in Fig. 1 . The diffracted rays pass around the scatterer. The rays impinging on the scatterer undergo local reflection and refraction, referred to as Fresnelian interaction. The energy that is carried by the diffracted and the Fresnelian rays is assumed to be the same as the energy that is intercepted by the particle cross section projected along the incident direction. The intensity of the far-field scattered light within the small-scattering-angle interval DQ in the scattering direction Q can be computed from the summation of the intensity contributed by each individual ray emerging in the direction between Q 2 DQ͞2 and Q 1 DQ͞2. Except in the method presented by Cai and Liou, 8 essentially all the conventional geometric ray-tracing techniques ignored phase interferences between relevant rays. It is usually assumed that the interference may be smoothed out when the particles are randomly oriented. 9 In this case the extinction efficiency of the scatterer is 2.
On the basis of Babinet's principle, diffraction by a scatterer may be regarded as that by an opening on an opaque screen perpendicular to the incident light, which has the same geometric shape as the projected cross section of the scatterer. In the case of randomly oriented 2-D hexagonal ice crystals we can determine the diffraction intensity by using Fraunhofer diffraction with the normalized scattering phase function given by
where Q is the scattering angle and x 2pa͞l. The reflection and refraction components are determined by the ray-tracing procedure. The directions of the rays denoted by the unit vectors shown in Fig. 1 
where m p m (refractive index of the scatterer) for p 1 and m p 1͞m for p . 1. When m p 2 , 1 2 ͑ê i p ?n p ͒ 2 , total reflection occurs, and there will be no refracted ray. The electric field associated with the rays can be computed by the Fresnel formulas. Summing the energies of the rays that emerge within a small-scattering-angle interval in a given direction, we can obtain the phase function for this part. Let the normalized phase function that is due to reflection and refraction be P r ͑Q͒. Then the normalized phase function P ͑Q͒ ͓P d ͑Q͒ 1 ͑2ṽ 2 1͒P r ͑Q͔͒ ͞2ṽ, whereṽ is the single-scattering albedo.
The above discussion outlines the conventional geometric ray-tracing method. In numerical computation the polarization properties of the light rays must be considered. Following the procedures presented by Cai and Liou, 8 one can define and numerically compute the complete phase matrix associated with the four Stokes parameters and the scattering and absorbing cross sections.
The conventional ray-tracing technique requires the localization of the geometric rays. In addition, it also assumes the following: First, the scattering field is artificially decomposed into contributions from diffraction and Fresnelian rays, each of which contains 50% of the incident energy. Second, the vector property of the electromagnetic field is not completely accounted for because the Fraunhofer diffraction formulation in the context of geometric ray tracing is in scalar form. Moreover, the Kirchhoff assumption or Kirchhoff's boundary condition is required in the diffraction theory. 44 As discussed by Stratton and Chu, 45 the Kirchhoff assumption is not mathematically well posed as either a Dirichlet problem or a Neumann problem. As a result, the effect of the charges along the edge contour of the opening defined in the conventional method cannot be taken into consideration in the computation. Finally, calculations of the far field directly by ray tracing will produce a discontinuous distribution of the scattered energy, such as the delta transmission associated with 0 ± refraction produced by two parallel prismatic faces, as noted by Takano and Liou.
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A. Theory of Geometric Optics Model for Light-Scattering Calculations
To overcome the disadvantages in the geometric optics approach discussed above, we have developed a method to obtain the equivalent tangential electric and magnetic currents on the surface of the scatterer. One can then invoke these equivalent currents to solve the far field by means of the rigorous electromagnetic theory. As we show in Fig. 2 , the wave front of the incident light beam is divided into a number of small wavelets or localized waves. We postulate that each of these wavelets propagates rectilinearly outside and inside the scatterer with the propagation deviation determined by Snell's law only at the surface. Therefore these wavelets behave as a plane wave locally. Subject to this postulation, the electric and magnetic fields associated with a certain wavelet would satisfy the transverse wave condition locally and can be expressed by
whereê is the unit vector along the propagating direction of the wavelet and can be determined by Eqs. (31a) and (31b). We can obtain the electric field by using the Fresnel formula and taking into account the phase differences. To illustrate the procedure for calculating the electric field at the surface, let us consider a vertically polarized incident wave for the 2-D case. Referring to Fig. 2 , the incident wave at point Q 1 is given by
where A is the amplitude of the incident wave andê z is a unit vector along the z axis (not shown in the diagram). The externally reflected electric field at the surface associated with the wavelet is given by
where R 1 is the Fresnel reflection coefficient. After the wavelet reaches point Q 2 , a phase delay occurs, and the refracted electric field just outside the scatterer can be expressed by
where T 1 and T 2 are the Fresnel refraction coefficients at Q 1 and Q 2 , respectively. The related magnetic fields can be obtained from Eqs. (32a) and (32b). Following this procedure, we can solve the sequential reflections and refractions for all the wavelets to obtain the total surface electric and magnetic fields. For example, the total surface electric field is given by
Since the total field may be regarded as a linear superposition of the incident field and the induced (or scattered) field that is due to the presence of a scatterer, it is clear from Eq. (36) that the scattered field on the shadowed surface is E t ͑r͒ 2 E i ͑r͒. The scattered waves on the shadowed surface of the particle will produce a strong forward-scattering peak that is due to phase interferences. We note that the surface field obtained from the above procedure is the same as that from the Kirchhoff approximation, which was first presented by Jackson 46 and applied to a scattering problem by Muinonen. 12 However, Muinonen simplified the Kirchhoff approximation in which the scalar Fraunhofer diffraction formula was used, and the phase interference was not accounted for in the numerical computation.
In applying the procedure to obtain the surface field, one must take into account appropriately the area illuminated by the incident and internally reflected wavelets. Let the width of the incident wavelet be s i . Then, for the external reflection, the area on the surface where the wavelet makes a contribution is
For refraction after internal reflections of p 2 1 the area can be proved to be
In Eqs. (37) and (38) all the unit vectors have the same definitions as they did in Eqs. (31) . After the surface fields are obtained, the equivalent surface tangential electric current J and the equivalent tangential magnetic current M can be defined as 23 J͑r͒ n 3 H͑r͒ ,
M͑r͒ 2n 3 E͑r͒ .
Using the equivalent currents, one can obtain the far field.
In the 2-D case the elements of the scattering matrix denoted in Eq. (26) can be expressed by
where the amplitude of the incident wave is set as unity, n x and n y are the components of the surface normal vector, and the integration is performed along the contour of the scatterer surface. It should be pointed out that the new method is completely different from the conventional raytracing technique in the aspect of determining various cross sections. For extinction, scattering, and absorbing cross sections, only two of them are independent, and the third can be obtained from the other two on the basis of energy conservation. In the conventional ray-tracing technique the extinction efficiency is assumed to be 2, and the absorbing cross section is obtained by summation of the absorption of individual rays inside the particle. However, in the new method the extinction cross section is given by Eqs. (29) , and the scattering cross section is determined by the fundamental expressions In light of the above discussion, the approximation in the improved geometric optics model comes from the calculation of the surface field by means of the geometric ray tracing. However, the transformation of the surface wave to the far field is exact. By the nature of the method the improved geometric optics model may be regarded as a hybrid method.
B. Absorption Effect in Geometric Optics
The geometric optics approach that has been used in the past generally assumes that the effect of absorption in the particle on the propagating direction of a ray can be neglected, so that the refracted angle and the ray path length can be computed from Snell's law and the geometry of the particle. This is a correct approach if the absorptions are small, such as those of ice and water in most of the solar wavelengths. For large-absorption cases rays refracted in the particle are almost totally absorbed. The geometric optics method can also be used in the computation of diffraction and external reflection as long as the particle size is much larger than the incident wavelength. Although the above argument is physically correct for small-and large-absorption cases, we shall consider the absorption effect in the context of geometric optics based on the fundamental electromagnetic wave theory and assess its relative importance in the raytracing calculation. Note that the effect of the complex refractive index on light beams has been formulated only in the Fresnel coefficients (see Born and Wolf 44 ). Consider the propagation of the incident wave from air to ice, as shown in Fig. 3 . The wave vectors associated with the incident and reflected waves are real because these waves, which are outside the ice medium, must have the same properties. However, the wave vector of the refracted wave is complex; this is referred to as the inhomogeneity effect. These wave vectors can be represented by
whereê i ,ê r ,ê t , andê a are unit vectors defined in Fig. 3 ; the subscripts i, r, and t denote the incident, reflected, and refracted waves, respectively; k 0 2p͞l, where l is the wavelength in air; and k t and k a are two real parameters that determine the complex wave vector of the refracted wave. For nonabsorptive cases k a is zero. The corresponding electric vectors can be expressed by
E r ͑r, t͒ A r exp͓i͑k 0 r ?ê r 2 vt͔͒ , (43b)
where A i , A r , and A t are the amplitudes of these electric vectors, v is the angular frequency, and r is a position vector. Further, we define the following parameters:
At the interface of the two media, at which the position vector is denoted as r s , the phases of the wave vibration must be the same for the incident, reflected, and refracted waves. Thus, from Eqs. (43) and (44), we obtain
Since the wave vectors for the incident and reflected waves are real, we must havê
e a ? r s 0 .
Based on the geometry illustrated in Fig. 3 , Eq. (46a) represents a generalized form for the Snell law such that
where Q i , Q r , and Q t denote the incident, reflected, and refracted angles, respectively, and Eq. (46b) implies that the vectorê a is normal to the interface of the two media. Therefore it is clear from Eq. (43c) that the planes of constant amplitude of the refractive wave are parallel to the interface. To determine N r , we use the electric field of the refracted wave, which must satisfy the wave equation in the form
where c is the speed of light in vacuum. Substituting Eq. (43c) into Eq. (48) and using Eqs. (44), we obtain
Let N i N ‫ء‬ i cos Q t ; then we obtain from Eqs. (46) and (49) the following expressions:
These two parameters are referred to as the adjusted real and imaginary refractive indices. After determining N r and N i , one can write the refractive wave given in Eq. (43c) in the form
where l ͑ê a ? r͒͞cos Q t is the distance for the propagation of the refractive wave along the directionê t . It is clear that the direction of the phase propagation for the inhomogeneous wave inside the medium can be determined by N r through Snell's law, and the attenuation of the wave amplitude during the wave propagation is determined by N i . Consequently, the refracted wave can be traced precisely. In what follows, we shall derive the approximate Fresnel formula in conjunction with the inhomogeneous refracted wave. By letting E t ͑r͒ A t exp͑2k 0 N i l͒, we can rewrite Eq. (51) in the form
The corresponding magnetic vector is given by
Substituting Eqs. (52) and (53) into the Maxwell equations, we obtain
where the permeability has been taken as unity and p e m r 1 im i . From Eqs. (54c) and (54d) it is noted that the refracted wave is no longer a transverse wave with respect to the directionê t . The method of geometric optics is applicable to high-frequency waves. 44 In this case k 0 is very large, so that the terms on the right-hand sides of Eqs. (54) are much smaller than those on the lefthand sides. As a result, these imaginary terms may be neglected. However, in order to ensure that Eq. (54a) is a well-posed equation after the term on the right-hand side is neglected, we may take e ഠ N r 2 , where p e m r 1 im i . Thus we havê
where relations (55c) and (55d) are the transverse wave conditions that permit tracing of the electromagnetic fields associated with the rays. With the use of relations (55) the Fresnel reflection and refraction coefficients can be derived and are given by
where the subscripts l and r denote the horizontally and vertically polarized cases, respectively. Thus the inhomogeneity effect of the refracted wave may be accounted for approximately by adjustment of the refractive index. The simplification from Eqs. (54) to relations (55) implies that the inhomogeneous refracted wave can be approximated by a localized homogeneous plane wave whose wave front w͑r͒ is determined by = 2 w͑r͒ N r 2 , which is the well-known eikonal equation in geometric optics, 44 and that the energy propagation of the localized wave is along the direction off =w͞j=wj ê t .
NUMERICAL RESULTS AND DISCUSSION
Light scattering by infinite circular cylinders with normal illumination can be solved analytically in terms of a series of cylindrical wave functions and computed by numerical means (referred to as the exact method). In order to verify the feasibility and the accuracy of the FDTD method, we have carried out numerical computations for the scattering of light by circular cylinders, using the FDTD and the exact methods. Comparisons are made for the phase matrix elements and the scattering efficiencies for the two polarization configurations. Figure 4 shows the normalized phase function and three phase matrix elements for a size parameter of 20 and a refractive index of 1.31. For this size parameter the differences for the phase matrix elements computed from the two methods are within 0.3%. The total scattered energy computed by the FDTD method is approximately 0.9% less than that computed by the exact solution. The error in the FDTD method is caused mainly by a small amount of residual energy that, at the termination of the time-stepping iteration for the near field, remains inside the spatial domain enclosed by the curve on which the integration for the far field is defined. As we discussed in Section 2 above, the convergence of the near-field computation requires that the field inside the closed domain approach zero. However, a sufficiently long time period is required for exact convergence of the solution. Figure 5 is the same as Fig. 4 , except that the size parameter used is increased to 60. Again, the results computed by the FDTD method agree closely with those from the exact solution. Minor deviations occur in a number of side-scattering and backscattering directions at which the scattered energy is small. The errors for the phase matrix elements computed by the FDTD method are of the order of 1% with respect to the exact solution, except for the several directions mentioned above. In terms of the total scattered energy or the scattering efficiency, the FDTD results are approximately 3% less than the exact result. It is clear that the results for the size parameter 20 are better than those for the size parameter 60 because of the convergence requirement of the nearfield computation.
In Fig. 6 are shown the scattering efficiencies as functions of the size parameter. A maximum error of approximately 5% is found for the size parameter 54. The fluctuating magnitude of the absolute error decreases as the size parameter decreases. The pattern of the error distribution may be understood from the fact that the wavelength of the wave mode given by the Fourier transform of the pulse is inversely proportional to the size parameter, since the size of the particle is fixed in the computation. Also, the numerical dispersion and the error produced by the staircasing effect are smaller for longer wavelengths. Based on the results presented in Figs. 4 -6 , we conclude that FDTD is an accurate method for solving the scattering problem. In what follows, we use the FDTD results as references to investigate the accuracy of the geometric optics models.
In order to provide some quantitative knowledge of the accuracy and the applicable region of size parameters for the geometric ray-tracing technique, we have carried out the computations for the scattering of randomly oriented 2-D ice columns by using FDTD and geometric optics models. Figure 7 displays the normalized phase function computed by the convectional geometric ray-tracing method (GOM1), the new method (GOM2), and the FDTD method for the size parameters 20 and 40. Significant discrepancies are shown for the results computed by the GOM1 and the FDTD methods. For both size parameters the characteristics of the scattering patterns computed by the conventional ray-tracing technique do not agree with those produced by the FDTD method. In particular, the GOM1 method does not produce fluctuation patterns noted in the FDTD results that are associated with the phase configuration of the scattered wave. The assumption in the GOM1 method that one may smooth out the phase interference by averaging the particle orientations is not valid for the present cases. In comparison with the FDTD results, the relative error in the forward scattering computed by the GOM1 approach is approximately 98% for the size parameter 20 and 33% for the size parameter 40. It is clear that the Fraunhofer diffraction theory used in the GOM1 method is not a good approximation for size parameters smaller than 40.
For the size parameter 20 the results for the GOM2 method have similar fluctuating ripple structures to those for the FDTD method in the scattering region 0 ± -50 ± , although slightly larger values are produced by the GOM2 method. This implies that the phase configuration of the scattered wave determined by the GOM2 method is approximately correct in this region. It should be pointed out, however, that errors in the calculation of the wave amplitude cannot be avoided in the GOM2 approach because the Fresnel reflection and refraction coefficients are determined from the unbounded wave and interface. The relative difference for the forward scattering by the FDTD and GOM2 methods is approximately 10%. In terms of the total scattering energy, the relative error in the GOM2 method as compared with that of the FDTD method is also approximately 10%. When the size parameter increases to 40, the accuracy in the GOM2 method is much improved. The scattering patterns computed by the GOM2 method are very close to those computed by the FDTD method in the scattering region 0
± -80
The relative errors in the forwardscattering and the total scattering efficiency determined by the GOM2 method in this case are approximately 3% compared with those of the FDTD method. Thus, if the phase effect and the vector properties of the electromagnetic wave are accounted for, geometric optics can be accurately applied to the scattering by particles with size parameters larger than approximately 40. The GOM2 method is less accurate in the region around the backscattering direction. Although the cause of this is not entirely clear at this point, it is noted that the higherorder terms in the multipole expansion of the scattered field make significant contributions to the field in the backscattering direction that cannot be accounted for in geometric optics. 47 In Fig. 8 we present that scattering efficiencies of randomly oriented 2-D hexagonal ice crystals for size parameters 10 -40, using the FDTD, GOM1, and GOM2 methods. Deviations of the geometric optics results from FDTD solutions are also shown. The results obtained by the GOM1 method show large deviations because the conventional geometric optics is the asymptotic form of the rigorous electromagnetic theory for large size parameters. The assumption that the scattered energy in the nonabsorbing case contains two times the energy intercepted by the geometric cross section of the particle is not entirely correct for moderate size parameters. The new geometric optics method (GOM2) developed in this paper improves the accuracy of scattering efficiencies. The oscillating patterns in the scattering efficiency computed by the GOM2 method closely follow those computed by the FDTD method. The GOM2 results have relative errors of the order of 3% for the size parameter regions 23 -28 and 35 -40 and 10% for the size parameter regions 18 -22 and 29 -34. The maxima and minima errors approximately correspond to the scattering minima and maxima, respectively. We also note that the scattering maxima and minima computed by the GOM2 method slightly shift toward smaller size parameters with respect to the FDTD solution, but this shifting decreases with increasing size parameter. Significant GOM2 errors occur when size parameters are smaller than approximately 15, mainly because of the computation of the surface field by means of the geometric optics technique. In the GOM2 method we postulate that only the portion of the incident wave front that is in the region of the projected area of the particle interacts with the particle. This leads to a sharp division of the illuminated and shadowed sides of the particle surface. In a real situation variation of the field intensity on the particle surface from the illuminated side to the shadowed side is continuous because of the contribution of the part of the incident wave front outside the projected area of the particle. The effect of this phenomenon is significant for small particles and cannot be correctly handled by the GOM2 method. Nevertheless, the GOM2 method may be applied to size parameters larger than approximately 15 with acceptable accuracy. The improved accuracy of the GOM2 method in the computation of the scattering efficiency is significant for many practical applications, particularly for ice clouds that contain small ice crystals. Limited to the computer resources available at the time when the present investigation was conducted, we were able to carry out the FDTD computation for size parameters less than 40.
In Subsection 3.B we discussed the inhomogeneity of the refracted wave inside an absorbing particle. To illustrate this effect on the scattered field, we carried out computations of the single-scattering parameters, including extinction efficiency Q e , single-scattering albedoṽ, and asymmetry factor g, for the size parameters 40 and 100 for a number of wavelengths for which ice has weak-to-strong absorption, as shown in Table 1 . For the cases involving weak absorption at the wavelengths 0.1757, 2.22, and 3.775 mm there is no detectable effect of the inhomogeneity on the scattered field. For the wavelengths 3.077, 3.345, 10.75, and 15.15 mm, in which large absorption occurs, the inhomogeneity effect on the singlescattering parameters is also negligible for both size parameters 40 and 100. Deviations occur only in the third to fourth digits. Although the inhomogeneity effect on the scattered field is insignificant for both cases, the mechanisms involved are quite different. For weak absorption the imaginary part of the refractive index is extremely small, so that the inhomogeneity effect on the refraction can be ignored. The inherent inhomogeneity of the refracted wave may be significant for the moderateand strong-absorption cases. However, the wave that is refracted into the particle is essentially absorbed in these cases, and the absorption increases with the increase in the particle size. As a result, the scattered field is contributed mainly from the externally reflected wave. On the basis of the above discussion and the results presented in Table 1 , we conclude that the absorption effect of ice on the calculation of the direction of refraction and the path length of the refracted wave can be neglected for wavelengths from 0.2 to 20 mm.
CONCLUSIONS
In this paper we have developed a finite-difference time domain (FDTD) technique and a novel geometric optics method for the calculation of light scattering by hexagonal ice crystals. We have also examined the effect of absorption on the refracted wave in the context of geometric ray tracing. The accuracy of the FDTD technique is first verified by a canonical problem involving the scattering of light by infinite circular cylinders for which an exact solution is available. For size parameters 0 -60 it is shown that the errors produced by the FDTD technique are less than 5% in terms of the total scattered energy. The errors caused by the reflection of the artificial border and by the staircasing representation of the particle shape on a rectangular Cartesian grid appear to be negligible. As a reliable method, FDTD can be used as a reference for investigating the accuracy of the ray-tracing technique.
With respect to the geometric optics method, the conventional ray-tracing technique requires the light rays to be localized. Compared with the FDTD method, the conventional ray-tracing approach can produce significant errors for the scattering of light by ice crystals with size parameters smaller than 40, especially in the scattering angle regions near 22
± and 154 ± , where the scattering peaks predicted by ray optics do not appear in the FDTD results. To circumvent the inherent problems in the conventional ray-tracing technique for light-scattering calculations, we have developed a novel hybrid method based on the equivalent theorem to compute the far field. For both phase functions and scattering efficiencies the new geometric optics approach produces accurate results for size parameters as small as 20. It is concluded that the phase configuration of the localized waves and the vector properties of the electromagnetic wave, which are not accounted for in the Fraunhofer diffraction theory, are important in determining the scattering by small ice crystals. Further, we have also investigated the inhomogeneity associated with the refracted waves inside an absorptive particle. The inhomogeneity effect on the scattered field has been shown to be insignificant for the cases of both weak and strong absorption.
The FDTD algorithm for light-scattering calculations for relatively large size parameters is very expensive in terms of both CPU time and memory requirement. It is unlikely to be a practical method for many applications at this point. For the scattering by randomly oriented 2-D hexagonal ice crystals with a size parameter of 40, we find that a CPU time of approximately 10 days is required by the FDTD method for a convergent solution on the Apollo Domain Series 10000 computer. On the other hand, the CPU time is less than 1 min for the GOM1 method and is approximately 0.5 h for the GOM2 method. Since the GOM2 method is applicable for size parameters larger than approximately 20, it will be a useful algorithm for calculating the single-scattering properties of naturally occurring ice crystals for most wavelengths in the solar and thermal infrared wavelengths. Investigations of the scattering of light by randomly oriented hexagonal ice crystals (3-D case) with the use of the FDTD and GOM2 methods are currently ongoing, and the results will be reported in a future paper.
