Abstract-In the recent years, fuzzy variables (FVs) and random-fuzzy variables (RFVs) have been proposed to represent the measurement results with their associated uncertainty. However, up to now, the different authors do not yet agree in the mathematical way FVs should be composed together, so different approaches have been proposed. This paper compares these approaches to find their advantages and disadvantages and shows a new proposal that is supposed to hopefully overcome the disadvantages of the original approaches.
introduced, such as the Monte Carlo simulations, or simplifications are adopted, such as the mere propagation of the first two moments (mean and standard deviation) of distributions. Both solutions, however, show some negative consequences: Monte Carlo simulations are generally time-consuming procedures; considering only the first two moments may lead to a wrong evaluation of the measurement uncertainty, mainly due to the application of the central limit theorem outside its validity conditions.
These reasons have led researchers to look for different theories to handle measurement results and measurement uncertainty. In the last ten years, the possibility theory and the theory of evidence have been investigated by different authors [1] [2] [3] [4] [5] [6] [7] , [10] [11] [12] .
Their common idea is that the measurement results and their associated measurement uncertainty can effectively be represented by FVs; moreover, when measurement procedures are considered, the combination of FVs can be obtained by applying suitable fuzzy operators to directly obtain the final measurement result in terms of a FV. The advantage is immediately clear: thanks to fuzzy operators, FVs can easily be combined with each other.
However, the approaches proposed by the different authors still disagree on the following two points: 1) the kind of FVs to be used (FVs of type 1 or FVs of type 2); 2) the choice and definition of fuzzy operators to be applied to combine FVs.
As far as the first point is concerned, it can be noted that FVs of type 1 are generally considered to replace the random variables. In this respect, they still follow the hypothesis of the GUM [9] that only considers random phenomena, since all the other ones are assumed to be negligible.
It is obvious that, under the hypothesis of only random contributions to uncertainty, the use of FVs of type 1 is sufficient. However, considering the different mathematical assumptions that are behind fuzzy and random variables and the great flexibility shown by FVs, it seems quite reductive to consider FVs as a simple alternative to random variables for representing the same random phenomena.
On the other hand, FVs of type 2 allow one to represent different kinds of incomplete information, and they have been considered to model uncertainty, since not only random phenomena but also unknown and systematic contributions do generally affect a measurement procedure. In particular, among the FVs of type 2, random-fuzzy variables (RFVs) have 0018 suitably been defined to represent systematic and unknown contributions with their inner membership function (MF) and random contributions with their outer MF ( Fig. 1 ) [1] [2] [3] .
In particular, in a recent literature, various applications concerning the representation of systematic effects in uncertainty modelization and propagation have been developed. Some of them deal with the image-processing framework [13] , [14] , considering that in many practical contexts the hypothesis of negligible or at least correctable systematic terms is unrealistic. The reasons are that often the final image, which is corrupted by both random contribution (mostly due to noise) and systematic effects (e.g., geometric distortion due to movement), cannot be preliminary corrected since it carries critical data for medical diagnosis [13] and/or pattern recognition [14] in general.
Therefore, in these practical contexts, we need to embed systematic terms into a more general class of unknown effects. For these terms, we can only estimate an upper and a lower limit, and above all, we should embed them in the uncertainty modelization. Owing to their nature, it is not correct to think of them as random contributions, expecting that over a certain number of samples they can reduce by averaging. In the worst case, they increase or remain constant (according to their dependence on the signal).
In this context, it can be concluded that RFVs could be used to represent measurement results and their associated uncertainty, thus providing a unified model of the global uncertainty contribution. Obviously, a unified model allows us to merge both random and systematic effects, but above all allows us to simultaneously propagate them but in a selective manner. In particular, it is well known that the propagation of systematic contributions can be accomplished by means of a generalization of the well-known mathematics of the intervals [1] , [10] , [15] that appear to be universally accepted. On the contrary, it is not completely known which is the optimal method to propagate the random contributions by means of FVs. Surely, many other methods have been investigated in a recent literature concerning the modelization and propagation of random contributions [16] , and all of them consider a Monte Carlo simulation as a reference value to validate the approach. Obviously, a final comparison in this context is a difficult task since no other method has been developed for the uncertainty propagation of both random and systematic terms. Therefore, the aforementioned second point, that is, the definition of the proper fuzzy operators, is still an open problem and will be discussed in this paper.
Although we will also provide a practical example of a valid application of RFV in the context of uncertainty propagation when both effects are present, the reader should remember that the scope of this paper is to validate the operators used for the propagation of random contributions and not to prove that Monte Carlo simulation is not the best approach to propagate random effects. The validation of the whole method over a specific application, considering both effects, is actually the object of our work [13] .
In the particular context of the propagation of random effects by means of FVs, different approaches have been proposed. Most of them are based on t-norms [17] , whereas one is based on averaging operators [1] , [10] , [17] .
In this paper, these methods are compared and discussed. Finally, a new proposal is presented, with the aim of finding a unified approach and mitigating the disadvantages of the original approaches.
II. EXPERIMENTAL COMPARISON AMONG THE EXISTING APPROACHES
In this section, the methods proposed by different authors for the composition of FVs are compared. To simplify the notations, and for the reasons given in the previous section, only random phenomena are considered here; therefore, the RFVs have nil internal MF. Finally, the result obtained by the methods described in this section will be embedded into the general MF provided by the RFV.
To provide an introductive description of the way FVs can be combined, let us recall some useful notions.
A. T-Norm Operators
A classical way to combine type-1 MFs is through the extension principle (EP) by Zadeh [18] . It states that, given two variables X and Y with MFs μ X and μ Y , respectively, and a variable Z = F (X, Y ), then the MF of Z, μ Z , is given by
where T is called the t-norm. Among the many different t-norms that have been investigated in the literature [19] , here we recall only those that are more suitable for uncertainty modelization. Given that a and b are two MFs, we recall the following t-norms:
1) The Yager's t-norm (in the following t-Yager), which is denoted as Y p , proposed in [11] and reproposed and applied in [12] . It is a parametric t-norm, depending on a real number p defined as follows:
2) The product t-norm (in the following t-prod), which is denoted as T p , introduced in the context of uncertainty propagation in [7] and defined as
As an alternative approach to the application of EP by Zadeh, in a recent literature, a new method based on the averaging operators introduced in [17] has been proposed in this context [1] , [10] . In the following, we will denote it as RFV method. Here, only a brief introduction to this method is provided. For an exhaustive description, see [1] , [10] , and references therein.
B. Mathematics of the RFVs
In this section, we provide a summary of the main operations defining the mathematics of the RFVs. Section IV will further investigate this aspect by providing a generalization of these operators considering also the correlation among variables. Let us consider two RFVs A and B defined through their α-cut, i.e., 
where This operation performs ordered weighted averaging (OWA) through the constant k between two MFs: an inner MF (in) related to the systematic effects and an outer MF (ex) obtained by the transformation of a normal pdf with the same mean and support of the previous MF. Analogously, we get
where k, μ c , [a ] are the same as earlier defined, and σ is given by
where μ r = (c 
Let us now consider the following example of the application of the three methods previously mentioned. Consider two known probability distributions (pdf) pA and pB: 1) a Gaussian pdf (with mean value μ = 1 and standard deviation σ = 0.1) and 2) a uniform pdf (with mean value μ = 2 and a semi-amplitude of the support 0.5). These distributions are then transformed into the equivalent 1 MFs A and B, as defined in [1] , [20] , and [21] . The t-Yager, t-prod, and RFV methods are then applied to A and B for the four elementary operations. This leads to Figs. 2-4. To discuss the validity of the three different methods, the results obtained by applying the Monte Carlo method (MCM) are also drawn. In fact, pure random phenomena are considered, and hence, the Monte Carlo simulation is expected to provide a good approximation of the result.
In this respect, 10 000 extractions 2 are taken from pdfs pA and pB and combined according to the considered operation; a histogram is built by considering 100 bins; a transformation from the histogram to the equivalent MF is done.
However, it is important to consider that different Monte Carlo simulations generally provide different supports and different peak values of the histograms, and this could be a problem in the comparison of the three considered methods and the choice of the best one. In fact, recall that Supplement 1 [22] states that the histogram is not useful to compute the final coverage interval given a coverage probability P . The correct procedure involves instead the construction of the cumulative distribution function (cdf) and the computation of the smallest coverage interval given the coverage probability. To this aim, in Section V, we also compare some coverage intervals obtained by the α cuts of the RFV obtained by the RFV method and by the new proposal discussed in the following with that obtained by MCM. The simulation results we will provide concern the image enhancement for the segmentation of cancer signs in digital mammography.
As useful remarks in the following, we also provide some preliminary considerations concerning the histogram achieved by MCM as the final representation of the results. In addition, the same considerations are provided for the two aforementioned t-norms and the RFV method.
Support: A Monte Carlo simulation randomly combines the extractions taken from the initial pdfs. From a strict theoretical point of view, only an infinite number of extractions can provide all the possible combinations between the values of the two pdfs. When a finite number of extractions is considered, only the most probable combinations are encountered. It follows that, whenever a Monte Carlo simulation is executed, the support of the obtained histogram is always smaller than the possible support of the result, which considers all possible combinations. Then, in different simulations, different supports are generally obtained. It follows that, when the probability-possibility transformation is applied, MFs with different supports are obtained, as shown, for instance, in Fig. 5 . This problem cannot be eliminated and could only be reduced by generating a huge number of samples, making time consuming a critical aspect.
Peak Value: It is known that different Monte Carlo simulations provide different maximum values of the resulting pdf. It follows that, when the probability-possibility transformation is applied, MFs with different peak values are obtained, as shown, for instance, in Fig. 5 . This makes the result obtained with Monte Carlo not comparable with the results provided by the three considered methods, for which the peak value always coincides with the combination of the peak values of the initial MFs.
To overcome this last problem, in this paper, a slight modification of the probability-possibility transformation proposed in [1] and [20] is followed: instead of considering the maximum value of the MF equal to the maximum value of the obtained histogram, the maximum value of the MF is forced to a known value, i.e., the expected value, given by the combination of the maximum values of the two initial pdfs. 3 This seems to be correct from a metrological point of view. In fact, if two measurement results m and n with zero associated uncertainty are considered, then the result of their combination is a number q with zero associated uncertainty. If the uncertainty intervals around the same measurement results m and n are now considered, then it is metrologically correct to assess that an interval (not necessarily symmetric) is added around q. Therefore, it seems to be correct, from a metrological point of view, to consider the combination of the maximum values of the two initial pdfs (q) as the peak value of the MF obtained through Monte Carlo. Values lower than 0.5 provide solutions internal to the narrowest line; values greater than 5 provide solutions external to the widest line; and values between 0.5 and 5 provide solutions in between. It can be concluded that t-Yager should not be used for our metrological purposes, at least for two reasons. First of all, it provides a shape not as smooth as the shape of the MCM (solid line). Moreover, this t-norm always underestimates the uncertainty intervals at high levels of confidence, whichever is p. This can be seen by the abrupt narrowing of the α-cuts at low α levels.
As a matter of fact, this is an intrinsic behavior of Yager's t-norm, since it is nilpotent [19] . As also clarified in Section III-A, nilpotent t-norms are not good for our purposes. difference are considered, but underestimates the confidence intervals at all levels of confidence in the case of product and division. For this reason, this method should also be avoided for our purposes.
RFV-Method: The RFV method (dashed line in Figs. 3  and 4) is the only method proposed in the literature up to now that never underestimates the uncertainty intervals for any α-level and for any operation. However, the RFV method often provides an overestimation of the results, as will be shown in Section V in a practical example.
III. PROPOSAL: HAMACHER'S T-NORM
The foregoing comparison between the available methods shows that the t-Yager and t-prod methods are not able to represent the combination of measurement results affected by random contributions to uncertainty. On the contrary, Figs. 3 and 4 show that the RFV method often overestimates the uncertainty intervals for values α > 0. 4 It could be interesting to estimate whether and when this overestimation is acceptable.
If the measurement procedure is affected by all kinds of contributions to uncertainty, and random contributions are small with respect to the other contributions 5 [15], [23] , then the overestimation provided by the RFV method is totally acceptable. Let us also consider that this method guarantees a very low time consumption, as shown in Section III.
On the contrary, if the random contributions are comparable or greater than all nonrandom contributions, then it could be useful to achieve a better estimation of the result. In this section, a new method is proposed.
A. Theoretical Considerations
A triangular norm (t-norm) T is a binary operation on the unit interval [0, 1] that is commutative, associative, and monotone and has 1 as the neutral element.
In particular, a continuous T-norm is said to be Archimedean if T (x, x) < x for all x ∈ (0, 1). A classical example of a continuous Archimedean T-norm is t-prod (i.e., x 2 < x for x ∈ (0, 1)), whereas non-Archimedean t-norms are t-min (i.e., min(x, x) = x for all x ∈ (0, 1)) and all t-norms built by ordinal sums using not Archimedean t-norm [19] (see Dombi t-norm, for example). The Archimedean property is the basic assumption in many representation theorems used to implement t-norms by using alternative mathematical operators [19] (i.e., additive generators, multiplicative generators, etc.). These different representations are needed to prove the asymptotic properties of t-norms. As an example, consider the shape of the t-norm corresponding to the sum of N variables as N tends to infinity.
Moreover, a continuous Archimedean t-norm can be either strict or nilpotent. It is strict if 0 is the only nilpotent element such that T (x, y) = 0 for every x, y = 0 and T (0, y) = T (x, 0) = 0. On the contrary, a nilpotent T-norm is such that there exists at least x = 0 such that T (x, y) = 0 for every y = 0. An example of a nilpotent t-norm is t-Yager for p ∈ (0, ∞). In our context of uncertainty representation, a nilpotence property cannot be accepted since there can be a nil confidence interval produced by combining nonzero α-cuts. Typically, this fact causes an underestimation of the final α-cuts for α close to 0 (i.e., high confidence levels).
Consequently, we look for a continuous strict Archimedean t-norm. The t-norm called t-Hamacher is proposed. It is a parametric t-norm defined as
where p ∈ [0, +∞], and T D is called the drastic t-norm.
B. Experimental Results
Let us consider the same example taken into account in the previous section. Figs. 6 and 7 show the result obtained by applying MCM (solid line), the RFV method (dashed line), and Hamacher's t-norm (dotted line). In particular, a coefficient p = 0.5 is used for sum and difference, whereas p = 0.1 is used for product and division. The choice of the parameters has been done on the basis of the various simulations performed. The figures show the good approximation provided by the application of t-Hamacher.
C. Implementation of Hamacher's t-Norm on α-Cuts
Definition (2) is given in terms of MFs. Moreover, from considerations in Section II, the t-norm has to be inserted in the EP given by (1) . To reduce the complexity of a direct implementation of the EP, we use the Nguyen theorem [24] . It allows us to define each t-norm in terms of the α-cuts of the two initial FVs A and B as follows:
where T (ξ, η) is the considered t-norm, which is in our case is t-
However, the strict application of (3) is still very time consuming. In fact, (3) shows that the α-cut C α at level α is given by the union of a certain number of intervals f (A ξ , B η ) , where ξ and η obey to T (ξ, η) ≥ α, and A ξ and B η are, respectively, the α-cut at level ξ of FV A and the α-cut at level η of FV B.
Hence, a faster method to implement (3) is proposed in this section. Let us first consider that, for every level α, a certain number of couples (ξ, η) satisfy T (ξ, η) ≥ α. It can be noted that the couples (ξ, η) associated to the different levels α are univocally defined once the t-norm and, if present, the parameter are chosen. Hence, a matrix M 1 = [α, ξ, η] is univocally associated to a certain t-norm (for instance, t-Hamacher with p = 0.5). Moreover, studying at matrix M 1 , it can be noted that, generally, more than one row contains the same values of α and ξ and a different value of η. Since f (A ξ , B η 1 ) ⊂ f (A ξ , B η 2 ) if η 2 > η 1 and because of the union operator in (3), it follows that it is possible to only consider a set of three (α, ξ, η min ), where η min is the minimum value of η associated to defined couples (α, ξ) in M 1 . Therefore, to make the implementation of (3) faster, it is possible to evaluate offline the three-column matrix M = [α, ξ, η min ] for the considered t-norm. Then, each time this t-norm is used, it is sufficient to recall matrix M and operate as follows: First, evaluate, for each level α, the intervals f (A ξ , B η ) , where ξ and η are the numbers in the second and third columns of matrix M for which the value in the first column is α. Second, evaluate the union of all these intervals. With respect to the strict application of (3), the number of calculations is strongly reduced, thus reducing the total execution time.
If this procedure is followed, then the following execution times are obtained in the case of In fact, recall that the operations on the systematic contributions are performed by the interval analysis that is universally known to be very fast.
In the following section, we generalize the operators to be implemented on RFVs in the case of correlated random phenomena. This is a crucial task, since in many applications (see filter bank, for example), the random contributions of adjacent elements are combined through a filter, and a statistical correlation among them is introduced. The uncertainty propagation must take it into account for a correct evaluation.
IV. CORRELATION BETWEEN THE RANDOM PHENOMENA
In the previous sections and in [25] , completely random contributions are considered, more specifically contributions to uncertainty of random natures, which are completely uncorrelated with each other. This is the most encountered situation in measurement practice. However, different values of the correlation factor can also be considered, in particular situations.
The mostly used values are ρ = +1 and ρ = −1. In these cases, the evaluation of the α-cuts of the resulting MF 6 C = f (A, B) is given, as proved in [1] , as follows.
Let us denote A α = {a (A, B) , respectively. 7 Hence, we have the following:
• ρ = −1, where c . 6 Let us remember that only random contributions are taken into account in the paper; therefore, the internal MF of the considered RFVs is always nil. In the most general case, the internal MFs must also be considered. 7 The α-cuts of the RFVs are denoted by two sole numbers, since only random contributions to uncertainty are considered. In fact, under this assumption, 
where
where •
For product and division, for both values ρ = +1 and ρ = −1, after applying the foregoing formulas, it is necessary to check the shape of the resulting RFV. In fact, because of the nonlinear operations, it may happen that the obtained RFV after the application of the above formulas is not convex. In other words, it may happen that an α-cut at a higher level of α is greater than some α-cuts at lower levels. This is of course not acceptable both from a theoretical point of view (the MFs of FVs are convex by definition, that is, the α-cuts are all nested) and from a metrological point of view (the confidence intervals at higher levels of confidence must be not smaller than the confidence intervals at lower levels). To avoid this situation, it is necessary to check the α-cuts at couples, e.g., levels α and α + dα, and force the α-cut at level α + dα to be included in the previous level [1] .
Figs. 8 and 9 show, respectively, the sum, difference, product, and division of A and B for values of the correlation coefficients ρ = 0 (solid line), ρ = +1 (dashed line), and ρ = −1 (dashed-dotted line).
If the RFV method had been applied, then some of the resulting RFVs could coincide with each other (see [1] for more details). On the contrary, different results are obtained in this case. This proves again that, despite the major time consuming, the application of Hamacher's t-norm provides a better estimation of the measurement result with respect to the RFV method [1] .
Sometimes, it could be necessary to consider a different value for the correlation coefficient. It is obvious that a positive correlation coefficient should provide an MF in between that obtained for ρ = 0 and that obtained for ρ = +1. On the contrary, a negative correlation coefficient should provide an MF in between that obtained for ρ = 0 and that obtained for ρ = −1.
This can be obtained by applying an OWA operator [17] , depending on ρ. For positive values of ρ, we have
For negative values of ρ, we have As an example, Fig. 10 adds to the results given in Fig. 8 (left) the MFs obtained for ρ = 0.5 and ρ = −0.8.
In the following section, we provide a practical example of the application of t-Hamacher to uncertainty representation and propagation. We will compare the final result with that obtained by the RFV method and MCM.
V. SIMULATION RESULTS IN THE IMAGE ENHANCEMENT OF MAMMOGRAPHIC IMAGES
Medical image processing is a very specific application field of the image-processing framework. In particular, the development of computer-aided diagnosis and detection systems in the recent years has represented a promising task to assist radiologists in the early diagnosis of cancer signs. To assess the final results obtained by a CAD system, many procedures can be accomplished [26] : visual assessment, specific metrics and performances indexes, and surely uncertainty propagation. In this context, digital mammography is an important field in which small tumoral signs, which are called microcalcifications, can be present in the X-ray digital image of the breast but are difficult to be detected. The reasons are that they are very small (0.1-1 mm) and that the image has a very low contrast owing to the similar absorption characteristics of normal and pathological tissues. Moreover, the images are corrupted by a signal-dependent noise (quantum noise) and by other contributions either of random nature (quantization noise) and systematic (fixed periodic pattern introduced by the scanner used in the digitalization process) [13] . Consequently, the uncertainty modelization should be performed by a method that is able to embed both contributions but simultaneously succeeds in their selective propagation. Therefore, RFVs have represented up to now a promising technique in this context.
In this paper, we provide some results about the enhancement of microcalcifications in digital mammographic images taken from the digital database for screening mammography [27] . In particular, a region of interest (ROI) of 25 × 25 pixels containing small microcalcifications in the middle has been considered. The original and the processed regions are shown in Fig. 11 . The enhancement algorithm is fully described in [25] . Here, we only remark that it is a very time consuming procedure based on wavelet analysis, smoothing filters, and thresholding operators. All these mathematical tools are needed to isolate the different patterns in the image according to their dimension and texture properties. This way, we are able to separate the socalled foreground (mostly containing pathological structures) and background (mostly related to normal tissue). In addition, this procedure allows us to selectively process cancer signs and noise.
Here, the uncertainty of each pixel is modeled by an RFV or by a normal pdf with the mean value equal to the luminance of the pixel and with a standard deviation given by a preliminary noise variance estimation algorithm [28] , [29] suitable in the case of a signal-dependent noise.
Indeed, the whole uncertainty contribution of each pixel is made up of a random term principally due to the signaldependent noise and a systematic term mostly due to a fixed periodic pattern introduced by the scanner used in the digitalization of the images. This complete setting has been taken into account [25] and is at the moment under further investigation. Here, we only consider the random contribution since we would like to validate the particular mathematical operators Starting from the RFV uncertainty modelization, we apply the RFV method and t-Hamacher, whereas starting from the normal pdf with nonconstant variance, we implement MCM to the propagation of uncertainty.
Doing this, as an example, we obtain the RFVs shown in Fig. 12 for a pixel located inside the microcalcification at position (12, 12) . The dashed-dotted lines identify the RFV for that pixel in the original ROI; the dashed lines identify the RFV obtained by the RFV method; the dotted lines identify the normalized histogram obtained by MCM; and finally the solid line refers to the propagation by means of t-Hamacher. In Fig. 13 , we also show the cdf obtained by the Monte Carlo simulation, where the two vertical lines identify the coverage interval corresponding to a coverage probability P = 0.95. An analogous interval can be evaluated for the RFV method and for the t-Hamacher directly from the RFV looking at level α = 0.05 (for p = 0.95). Evaluating also I 0.90 , I 0.75 , and I 0.5 , we obtain the results in Table I : Note that, in all the four cases, the confidence intervals provided by t-Hamacher are much closer to that achieved by MCM than the intervals provided by the RFV method.
At this point, we provide final remarks. We have proved that the application of t-Hamacher in the propagation of random effects brings down the confidence intervals associated to a given coverage probability with respect to the RFV method, and never underestimates with respect to the MCM.
Surely, for high values of P , the overestimation provided by t-Hamacher with respect to MCM can be justified only if systematic effects, which are dominant with respect to random effects, are also present. Anyway, this extended aspect is still under investigation. Moreover, recall that, in the practical ex- ample, the t-Hamacher method was not optimized in terms of its free parameter since a unique value for p has been chosen for all the four algebraic operations.
Although a correct comparison between uncertainty propagation methods exploits the confidence intervals, in this paper, we have also provided the MFs derived from the considered methods (t-norms, RFV, and MCM). First of all, because we show that using MFs as the final result of the uncertainty propagation, we simultaneously provide all the confidence intervals for all the coverage probabilities, and no other processing is needed. Second, because according to the aim of the paper, we had to compare specific properties of the t-norms inspected, and this could be done only by considering their MFs.
VI. CONCLUSION
This paper has shown that, among the different methods proposed in the literature for the combination of FVs representing the measurement results affected by only random contributions to uncertainty, only the RFV method can effectively be employed. In fact, this method never underestimates the measurement uncertainty and is very efficient in terms of time consumption.
However, for α-cuts for levels α > 0, this method provides an overestimation of the confidence intervals. This overestimation is acceptable in most of the measurement procedures for which the nonrandom effects are predominant over the random effects. In other situations, however, it could be necessary to estimate the final result better. For this purpose, Hamacher's t-norm has been proposed in this paper. The application of this t-norm is more complicated than the RFV method and requires more execution time. However, the use of t-Hamacher for the combination of RFVs is of great importance, since it allows combining the measurement results exclusively referring to fuzzy operators and to the theory of evidence with no reference to the probability theory. This is a crucial task when systematic effects have to be embedded into a unified uncertainty model, and the uncertainty propagation has to be accomplished over it but in a selective manner. A practical example of the application of the new proposal in the uncertainty propagation through the enhancement of mammographic images containing cancer signs has also been provided.
