The T cell receptor (TCR) is responsible for discriminating between self-and foreign-derived peptides, translating minute differences in amino-acid sequence into large differences in response. Because of the great variability in the TCR and its ligands, activation of T cells by foreign peptides is a quantitative process, dependent on a mix of upstream signals and downstream integration. Accordingly, quantitative data and computational models have shed light on many important aspects of this process: molecular noise in ligand recognition, spatial dynamics in T cell-APC (antigen presenting cell) interactions, graded versus allor-none decision making by the TCR apparatus, mechanisms of peptide antagonism and synergism, and the tunability and robustness of activation thresholds. Though diverse in their formalism, these studies together paint a picture of how modeling has shaped and will continue to shape understanding of T cell immunobiology.
D
eciphering the detailed basis of antigenspecific T cell activation is classically considered to reside in the realm of cell biology and biochemistry, both "wet lab" disciplines. Molecular approaches complemented by increasingly high resolution imaging tools have identified the components and interactions that translate antigen recognition into gene activation. The application of biophysical tools, initially surface plasmon resonance and later, in situ FRET, have added a quantitative element to the pool of data available in this field (Davis et al. 1998) . But these advances alone, though critical, have not provided a deep conceptual understanding of how ligand discrimination occurs or the peculiarities of the discrimination and activation processes. In particular, they have not yet yielded a framework that can reliably predict how T cells will respond when molecular components of the transduction machinery are altered in concentration or function, such as in the case of genetic polymorphism or mutation.
Over the past decade, mathematical and computational modeling has emerged as a means of integrating the experimental observations resulting from biochemical, biophysical, and imaging studies into a quantitative view of T cell responses to antigens. In this communication we review the contributions of computer modeling to our understanding of T cell immunobiology. First, we discuss how recent technical developments have yielded more quantitative measurements of immune responses and triggered modeling efforts dealing with the dynamics of T cell activation. We will present the computer modeling tools that have been used and their increasing accessibility to immunobiologists. In a second section, we present different conundrums related to T cell activation and describe how they have been addressed through computer modeling (Fig. 1) . Finally, we will discuss why modeling remains only peripherally relevant to experimental immunology, and how this will change through the implementation of better tools and practices.
QUANTITATIVE DATA AND APPROACHES TO MODELING
Quantitative characterizations of T lymphocyte biology are providing both the impetus and the raw materials for models correlating biophysical observables with functional outcomes. Indeed, many immunological components have been characterized, from the organ level (e.g., lymph node architecture), to the cellular level (e.g., varied states of differentiation of lymphocytes), down to the molecular level (e.g., expression of signaling proteins, number of secreted molecules). The molecular components of T cell antigen and cytokine signaling have been isolated and purified, and studies of the isolated molecules have precisely determined many of the biophysical parameters governing ligandreceptor interactions.
A prime example of this latter category involves T cell receptor (TCR) interaction with its ligand, a peptide presented by major histocompatibility complex (MHC) surface proteins. Most (but not all) studies have shown a correlation between minute changes in a single kinetic parameter (off-rate for the receptor/ligand complex) and large differences in signaling patterns and functional responses (Davis et al. Aspects of T cell signaling clarified through computational modeling. Stochasticity (molecular noise) has been incorporated into models of the TCR, operating at the level of recognition of just a few antigens. Serial triggering of multiple TCRs by the same antigenic peptide ( p) presented in a major histocompatibilty complex protein (MHC) and segregation of bulky phosphatases (CD45) and adhesive molecule pairs (LFA-1 and ICAM-1) from smaller pMHC-TCR complexes have been studied in models quantifying spatial regulation of T cell activation. Antagonism, synergism, differential signaling, digital filtering and robustness, have been examined using models describing the biochemical signaling induced by TCR ligation.
1998). As a quantitative explanation for this observation, T. McKeithan first offered a "kinetic proofreading" scheme (Hopfield 1974; Ninio 1975) to account for T cell ligand discrimination (McKeithan 1995) . In that scheme, receptors engaging stably binding ligands engender a complete phosphorylation of TCR-associated proteins, whereas receptors engaging transiently binding ligands fail to reach the endpoint required to trigger effective cellular responses (reviewed extensively in Feinerman et al. 2008a ). McKeithan's seminal study emphasized that static dose-response equilibrium descriptions of this system insufficiently capture its true behavior. Building on this work, following studies emphasized how dynamic interactions within the TCR apparatus can account for the keen specificity of T cell activation. Most of these have focused on the development of meso-scale biochemical models that typically include 10 -30 components such as receptors, adapters, kinases, and phosphatases, representing limited signaling pathways and operating on short timescales (Schoeberl et al. 2002; Faeder et al. 2003; Altan-Bonnet and Germain 2005) . They are often well-mixed, deterministic models that rely on classical ordinary differential equations (mass-action laws, Michaelis-Menten or others) to describe protein -protein interaction and enzymological activities. The principal benefit of such biochemical reaction models is their ability to simulate the behavior of large numbers of molecules by dealing with concentrations rather than individual molecules. The drawback, however, is that the modeler must enumerate all molecular states and transition rates in a series of linked equations for any given signaling pathway. This is reasonably straightforward for a network of reactions in which enzymes and substrates are soluble, do not aggregate, and have a small number of reaction sites. Desktop modeling packages such as CellDesigner (Funahashi et al. 2003) , JDesigner (Le Novere et al. 2009 ), and COPASI (Hoops et al. 2006 ), which allow schematically specified biochemical networks to be translated into explicit biochemical equations, have expanded the accessibility of such techniques. The behavior of these systems over time can then be simulated with classical deterministic or stochastic methods (Gillespie 2007) .
The limitations of this method of model specification become apparent, however, when faced with reactions involving aggregations of components or molecules with large numbers of possible modifications. In these situations, the specification of the network becomes a challenge that has spurred the development of new approaches for defining models. As one example of why this is a central issue in modeling T cell activation, consider the organization of the TCR complex and the earliest biochemical events induced by binding of its ligand, a complex of peptide and MHC ( pMHC). The TCR complex (composed of the ab chains of the TCR as wells as the CD3/z chains) has 10 immunoreceptor tyrosine-based activation motifs (ITAMs) that are phosphorylated during TCR activation and provide docking sites for downstream signaling molecules. Each ITAM consists of two tyrosines, for a total of 20 tyrosines in the TCR complex. Hence, there are theoretically 2 20 .10 6 different phospho-tyrosine states for the TCR complex. Explicitly enumerating all of these phosphorylated states in a model would be very tedious and timeconsuming (Blinov et al. 2004) . A common simplification is to limit the biochemical models to fewer ITAMs (e.g., the three ITAMs associated with one z chain). This approach is problematic, though, as it both underestimates the importance of a full complement of ITAMs (Holst et al. 2008; Malissen 2008) and still allows large models-20 pages in our previous work (Altan-Bonnet and Germain 2005 )-that are difficult to proofread and troubleshoot or to expand when multiplexing with other signaling pathways.
Accordingly, the field is applying a new theoretical formalism-known as rule-based modeling (Faeder et al. 2003; Blinov et al. 2004; Hlavacek et al. 2006; Meier-Schellersheim et al. 2006; Lipniacki et al. 2008 )-to develop in silico models of signaling cascades in lymphocytes. With rule-based modeling, the modeler articulates single biochemical reactions (e.g., interaction between two proteins or phosphorylation of one tyrosine) as rules; the full network of interactions, including the combinatorial complexity in a given signaling cascade, is then generated automatically using a computational algorithm.
In general, rule-based formalism has the advantage of a simple syntax that translates biochemical cartoons into quantitative models. These are thus more accessible to biologists and easier to troubleshoot. More specifically in the case of T cell signaling, rule-based formalism simplifies the development of models where the combinatorial complexity of the signalosome is daunting (Malissen et al. 2005) . Indeed, aggregation of signaling components on phosphorylated ITAMs or on LAT (linker for activation of T cells) downstream of the TCR is automatically accounted for by rules linking individual components, whereas biochemical formalism would require explicit specification of each molecular complex (Fig. 2) . Furthermore, cross-talk of the TCR signaling pathway with cytokine-or costimulation-induced signaling can be easily tested: independently constructed and validated rule-based models for signaling pathways are automatically integrated when combined in a comprehensive model.
Other avenues of exploration attempted to avoid the issue of complexity altogether. Some investigators have tried to manage the large quantity of qualitative observations and dearth of dynamic parameters in the T cell activation literature by developing a Boolean (logic-based) representation of the T cell signaling network (Saez-Rodriguez et al. 2007 ). Even without exact kinetic parameters, it is possible to extract further information from current knowledge by building a large-scale logical model, curated from observations in the literature. For example, Saez-Rodriguez et al. used their Boolean model to make a surprising prediction that they subsequently validated experimentally: Cross-linking of CD28 was sufficient to trigger JNK activation without antigen activation. However, because of their inherent on/off nature, Boolean systems are not suited to investigation of phenomena such as ligand discrimination or thymic selection that involve translation of minute differences in biophysical characteristics of pMHC-TCR interaction into discrete functional differences (Altan-Bonnet and Germain 2005; Daniels et al. 2006) .
Although the dynamics of molecular pathways downstream of the TCR account for a great deal of antigen recognition, incorporating physical processes that modulate this biochemistry remains a challenge with current methods. In particular, computational time can be forbidding when modeling T cell activation with diffusion of signaling components (Loew and Schaff 2001; Meier-Schellersheim et al. 2006) or with combinatorial complexity in the biochemical network (Hlavacek et al. 2006 ). More complex phenomena such as membrane deformation and cytoskeletal coupling are even harder computational problems and have been modeled only in frameworks constructed specifically for that purpose (Qi et al. 2001) . Thus, there exist many ad hoc computational methods that were specifically designed to address specific biological questions. We expect the field of computational biology to converge on a lingua franca for systems immunology that will make the communication of models more efficient (Le Novere et al. 2009 ). This will benefit the computational community, as experimental parameters will be more easily shared, and model-building efforts will be cross-validated. The community of immunologists will also benefit as a "reference" model of T cell activation will emerge from computational efforts.
QUESTIONS IN SIGNAL TRANSDUCTION AND T CELL ANTIGEN RECEPTOR SIGNALING THAT HAVE BEEN ADDRESSED BY QUANTITATIVE MODELING
Digital Filtering and the Specificity, Sensitivity, and Speed of TCR Signaling A striking feature of T cell activation is the specificity of its response to pMHC ligand. Three key observations have set conditions that models of TCR signaling must satisfy (Altan-Bonnet and Germain 2005) . First, T cell activation is a very fast process that can be detected within seconds of T:APC contacts (by kinase recruitment [Bunnell et al. 2002; Huse et al. 2007 ], calcium influx [Delon et al. 1998 ], TCR
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Rule-based model description formalism simplifies simulation of LAT signalosome assembly. Slp76 and SOS are recruited to the signalosome through association of constitutively-associated adaptor proteins (Gads and Grb2, respectively) with two independent phosphotyrosines. A. The first step in model specification is similar in rule-based and differential equation formalisms; both involve descriptions of interactions between unbound LAT and each of the effectors. Differential equations specify the relationships between concentrations of reactants and change in the concentration of products.
Rules specify interactions between specific molecular sites (BioNetGen syntax is used here).
B. The additional step of describing the interaction of one unbound effector with a complex of LAT and the opposite effector are unnecessary when using rule-based formalism, but must be specified in a differential equation system.
Figure 2. Rule-based modeling versus biochemical modeling of LAT signalosome aggregation.
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Cite this article as Cold Spring Harb Perspect Biol 2010;2:a005538 phosphorylation or others). Second, T cell activation is very sensitive, as one or few ligands are enough to trigger a response (Sykulev et al. 1996; Irvine et al. 2002) . Third, T cell activation (beginning at timescales far below a minute) is quite specific: One amino acid variation in an antigenic peptide can ablate its stimulatory function (Davis et al. 1998) . The relevance of this specificity has been challenged recently (Zehn et al. 2009 ), but close examination of these data revealed that minute differences in peptide sequence still yields quantitative difference in T cell proliferation in vivo. Aside from allosteric models (Gil et al. 2002; Schamel et al. 2006; Palmer and Naeher 2009) , few of the modeling attempts building primarily on McKeithan's proofreading formalism have managed to simultaneously incorporate all these key features of T cell responses into the output of their model (as reviewed in Feinerman et al. 2008a) .
One facet of T cell signaling that has attracted a great deal of theoretical attention is the observation that the signal transduction cascade associated with the TCR translates a spectrum of input strength (quality and quantity of antigens) into all-or-none responses associated with cell differentiation or mitotic progression. Theoretical work has shown that both signaling feedback and allosteric cooperativity have the potential to impart switchlike or "ultrasensitive" behavior ( Fig. 3A-C) . Analyses of the TCR signaling apparatus have revealed that multiple modules within the signaling cascade can serve as ultrasensitive switches. The ERK mitogenactivated protein kinase (MAPK) pathway contains three interconnected switches, whereas regulation of NFAT provides a fourth, somewhat independent switch (Fig. 3A) .
The MAPK pathway passes signals from an upstream kinase (such as Ras) to Raf, MEK, then finally ERK. MEK and ERK each have two sites of phosphorylation that are phosphorylated sequentially in two separate enzymesubstrate interactions (Ferrell and Bhatt 1997) . Using an analytical model of this cascade, Huang and Ferrell (Huang and Ferrell 1996) showed that the consequence of this pattern of phosphorylation is a sharpening of the input-output dose-response curve at each step of the pathway. Hence, in the absence of feedback, activation of ERK displays ultrasensitivity to input signals from Ras or analogous kinases. This theoretical result was confirmed in vitro by titrating amounts of input signal and demonstrating ultrasensitive phosphorylation of MEK and ERK in Xenopus eggs (Ferrell 2002; Xiong and Ferrell 2003) .
Within the TCR apparatus, structural and biochemical findings have pointed to the existence of feedback loops-positive (Das et al. 2009 ) and double-negative (Stefanova et al. 2003 ; Altan-Bonnet and Germain 2005)-which are both expected to lead to digital behavior (Ferrell 2002) . Positive allosteric feedback is mediated through SOS, a Ras-activating enzyme, which is itself activated by active Ras. In the case of the TCR and B cell receptor (BCR) signaling machinery, Das et al (2009) showed that this positive feedback resulted in bistability. Note that bistability is a hallmark of a positive feedback signaling module, but is absent in ultrasensitive switches. In the same model, the authors showed that a second Ras-activating enzyme (Ras-GRP) that lacks a positive feedback mechanism is able to turn on the MAPK pathway in a graduated, analog manner. Most interestingly, the computer model predicted that bistability in ERK activation as a function of SOS activity should be hysteretic: once the MAPK activity reaches its high state, it is primed to regain that high state on receipt of subsequent, smaller stimuli (Fig. 3D) . Hysteresis within the TCR, which the authors confirmed experimentally, may have important implications for T cell antigen recognition in vivo, where T cell-APC contacts are often brief but repeated (Henrickson et al. 2008) .
Another signaling module enabling T cell decision-making is a double-negative feedback regulation of TCR signaling. Using computer modeling, we have shown how upstream negative feedback from TCR-induced activation of SHP-1 phosphatase prevents signals from large quantities of subthreshold ligands from initiating full downstream TCR signaling. However, we also found that a downstream feedback mediated by ERK acts to shut down the SHP-1 negative feedback. Such a double-negative feedback drives sustained activation for above-threshold ligands, and stably limits the noise from subthreshold ligands (Feinerman et al. 2008a) .
As in the case of ERK, single-cell measurements on T cells showed that nuclear factor of activated T cells (NFAT) is activated in an allor-none response (Fiering et al. 1990; Macian 2005) . Two groups (Salazar and Hofer 2003; Podtschaske et al. 2007 ) have modeled quantitatively the mechanism by which graded calcium influx drives a graded dephosphorylation of Feedback regulation also generates also a sharp dose response similar to that generated by ultrasensitivity but with hysteresis.
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NFAT at many residues, leading to all-or-none nuclear translocation and activation. The proposed mechanism for the ultrasensitive activation of NFAT is therefore a classical scheme of enzymatic activation through multiple modifications (similar to the double phosphorylation of MAPK that triggers its enzymatic activity). It is worth noting that nuclear localization of NFkB downstream of the TCR is not digital, but rather graded in proportion to stimulation strength (Podtschaske et al. 2007 ). Consequently, cells may commit to digital responses, such as cytotoxic release of granzymes and perforins, secretion of IL-2 or entry into mitosis, while retaining analog functions such as IFNg secretion, CD69 expression and others, allowing diverse immune responses to different antigens (Rabinowitz et al. 1996; Itoh and Germain 1997; Hemmer et al. 1998) .
The study of analog-to-digital filtering in TCR signaling is a prime example of productive dialogue between experimental and theoretical immunology. Established theoretical groundwork provided explanations for many of the initial descriptions of all-or-none phenotypes seen in T cells and helped to illuminate how sensitivity, specificity and speed are wired into the ligand-sensing signaling network. Further exploration of hallmarks of digital circuits through computational modeling has extended the understanding of T cell activation: Hysteresis, characteristic of positive feedback, indicates that T cells may have short-term memory of stimulation. Double negative feedback, wellunderstood to suppress noise in near-threshold systems, may also provide insights into the poorly understood phenomena of peptide antagonism and synergism (discussed below). In this way, studies of digital circuits in T cells have provided both understanding of all-ornone decision-making and hints at further phenotypes for experimental investigation.
Antagonism, Synergism
One of the counterintuitive facets of TCR signaling is that pMHC ligands that bind the TCR nearly as well as agonists decrease its sensitivity to agonists when copresented with otherwise stimulatory ligands, whereas peptides that are far from being agonists increase the sensitivity of T cell responses (Krogsgaard et al. 2007 ). We review here how computer modeling has contributed to our understanding of antagonism and synergism in T cell activation.
Early work to unravel the biochemical mechanism of antagonism showed that it is dependent on signals received through the TCR (Jameson et al. 1993; Racioppi et al. 1996) and is associated with the diffusible spread of the phosphatase SHP-1 (Plas et al. 1996; Dittel et al. 1999; Stefanova et al. 2003) . In computational models of this process, briefly binding ligands induce minimal SHP-1 activation, whereas ligands with longer half-lives induce greater tyrosine phosphorylation of SHP-1 and its subsequent association with Lck in the TCR complex. Consequently, as ligand binding time approaches the agonist threshold, induction of negative feedback increases, directly antagonizing signals coming from neighboring stimulatory ( Synergism (coagonist function) was introduced by the Davis group, who showed that endogenous peptides can increase T cell sensitivity to limiting densities of agonist ligands. Evidence for synergism in TCR signaling is extensive (Krogsgaard et al. 2005; Krogsgaard et al. 2007; Yachi et al. 2007 ) though not unchallenged (Sporri and Reis e Sousa 2002; Ma et al. 2008) . One effort to explain and model synergistic effects expanded the TCR-pMHC picture to include intracellular interaction between Lck and the coreceptor (either CD4 or CD8) and extracellular interaction between the coreceptor and the MHC (Li et al. 2004) , with the coreceptor acting as a bridging molecule. This model allows even momentary interaction between the TCR and self-pMHC to bring TCR ITAM residues near Lck for phosphorylation by dimerizing self-pMHC and agonist-pMHC molecules. Although this model simulated synergy well, it had a number of weaknesses: it could not account for antagonism, allowed for large numbers of endogenous ligands to trigger signaling, and was not validated beyond its ability to qualitatively show a role for endogenous pMHC-TCR complexes in enhancing signaling from agonist pMHC-TCR complexes. At a conceptual level, however, it showed that crosslinking by the coreceptor could produce lattices of pMHC-TCR complexes and hence may be the key to incorporating synergy into models of TCR triggering.
A model simultaneously accounting for both antagonism and synergism has been attempted (Wylie et al. 2007 ) but failed to achieve digital activation of the MAPK pathway. However, two existing models of TCR signaling may account for synergism through the "memory" inherent in their signaling cascades. Both our model (Feinerman et al. 2008a) , which allows protection of previously unengaged TCR through feedback inhibition of SHP-1 by activated ERK, and the model of Das et al (2009) , through hysteretic activation of Ras, may allow weak ligands to contribute in a positive manner to signaling. In these models, crossing of the digital activation threshold by the agonist could allow parallel TCR engagement by weak ligands to drive the analog aspects of the response measured in a synergism assay. Thus existing models may already account for the phenomena of antagonism and synergism, emphasizing the added value of computer modeling efforts to study T cell activation.
Tunability of the T cell Response to Ligand
T lymphocytes must undergo a strict developmental program in the thymus before being released as naïve T cells to the periphery. Hematopoietic progenitors entering the thymus are tested against self pMHC to pass two selecting processes. The absence of responsiveness to self pMHC presented by epithelial cells induces death by neglect, whereas proper responsiveness green-lights further differentiation-so called positive selection. But over-responsiveness toward self pMHC induces apoptosis (negative selection). Ultimately, thymic differentiation leads to the export of mature T cells whose signaling machinery is properly "wired" as indicated by a modest, subactivating level of signaling in response to self-pMHC (Stefanova et al. 2002) . T cells endowed mainly with receptors of intermediate affinity for self pMHC ligands pass the filters of positive/negative selection (Alam et al. 1996; Savage et al. 1999; Savage and Davis 2001) . Beyond the role of the intrinsic affinity of the TCR for selecting ligands in the maturation process, it is also clear that T cells modify the intracellular components of the signaling apparatus to tune the amplitude of their signaling response induced by self-ligand during thymocyte development, extinguishing responses to weak ligands while not constraining responses to strong ligands (Hogquist et al. 1994; Lucas et al. 1999; Yasutomo et al. 2000; Hogquist 2001; Starr et al. 2003) .
This fine-tuning of the activation threshold to diverse ligands is an appealing issue to address with computational models. There is clear evidence for changes at the level of proximal TCR signaling in this regard, based on direct analysis of ZAP-70 and z phosphorylation in immature versus mature thymocytes offered ligands of various binding affinities for the TCR (Lucas et al. 1999) . Studies involving miR181a ) and the ERK cascade (Altan-Bonnet and Germain 2005) as well as the expression of Shp-1 (Plas et al. 1999) suggest that one aspect of the tuning involves a rebalancing of ERK activity relative to SHP-1. Immature cells have fewer ERK phosphatases and higher basal ERK activity, but lower SHP-1 levels than more mature thymocytes; our model predicts that such a state of the feedback control elements would allow weak ligands of the TCR to become stimulatory, as direct biochemical analysis indicates ). Loss of the elevated ERK state and increased SHP-1 in more mature cells would extinguish signaling in response to weak (self-) ligands but preserve responses to strong TCR binders as experiments show (Lucas et al. 1999) and our model predicts (Altan-Bonnet and Germain 2005) . Examination of how these changes drive positive and negative selection during thymocyte differentiation is a challenge well suited to computer modeling.
Stochasticity
Computer modeling has also been particularly illuminating in dealing with the topic of stochasticity in T cell activation. Early experimental measurements estimated that T cells could respond to one or few pMHC (Sykulev et al. 1996; Irvine et al. 2002; Altan-Bonnet and Germain 2005) . Models have pointed out how signaling modules (e.g., MAPK cascade or Ca 2þ response) could convert such a minute stimulation into large, all-or-none (digital) effects downstream. The small number of ligands implies that a certain degree of stochasticity (i.e., molecular noise) might be critical when studying the system's dynamics. Unfortunately, the more commonly employed deterministic models predict a fixed and reproducible threshold for activation (e.g., T cells would be activated reproducibly by a certain number of antigenic ligands).
Artyomov and colleagues studied a toy model of competition between positive and negative feedback to argue for the functional relevance of stochasticity in TCR signaling (Artyomov et al. 2007) . Indeed, in their differential signaling model, the feedbacks are finely balanced, with similar characteristic times of activation. Stochastic fluctuations then generate the experimentally observed bistability, whereby the system decides between activation and repression depending on which feedback-positive or negative-is activated first. However, given the large fluctuations in signaling protein levels from T cell to T cell and the ensuing variation in signaling dynamics (cf. section 2f ), additional mechanisms would be necessary to explain how the system self-regulates to be constantly poised at this tipping point of activation.
More generally, a small amount of random variation in ultrasensitive systems stimulated at near-threshold levels can lead to the system occupying both active and inactive states, either on a cell-by-cell basis (two populations) or temporally switching back and forth between two states (Lipniacki et al. 2008 ). In such cases, biological stochasticity would generate an immune response that would be qualitatively different from that generated by a deterministic mechanism (Germain 2001) . For these, computer models become a critical tool of analysis, without which experimental data may be hard to interpret.
Spatial Regulation of T Cell Activation
Modeling the TCR signaling cascade as a biochemical network in a well-mixed environment has provided great insight into its dynamics and biological function. However, spatial organization of T cell components may be relevant to the regulation of a receptor by its neighbors or by other membrane-signaling proteins within the plasma membrane.
For example, serial engagement of multiple adjacent receptors by a single low-affinity pMHC has been proposed as a mechanism by which few ligands may assemble a robust functional response over time (Valitutti et al. 1995; Itoh and Germain 1997; Hudrisier et al. 1998; Wofsy et al. 2001) . Wolfsy et al estimated analytically the competition between ligand binding/debinding, diffusion, and internalization for a given TCR to illustrate how extensive serial engagement of a given ligand could be. One prediction of this model is that there exists an optimal dwell-time for the ligand-receptor interaction below which the T cell truncates its signaling response and above which ligands fail to serially trigger many TCRs because of excessively long engagement times. Some experimental evidence supports the existence of this optimal dwell time (Kalergis et al. 2001) . However, these findings are incompatible with the high potency of pMHC engineered for extremely lengthy TCR engagement (Holler et al. 2000) .
Settling this issue requires computer models of T cell activation on longer timescales (10 min -1 h) that must also account for welldocumented lateral segregation of proteins within the plasma membrane. Initial pMHC-TCR binding results in the steric exclusion of the negative regulatory phosphatase CD45 (Choudhuri et al. 2005 ) and the concentration of actively signaling TCRs into so-called microclusters (Bunnell et al. 2002; Campi et al. 2005) that move toward the center of the T cell-APC contact (Varma et al. 2006 ). This dynamic reorganization into an immunological synapse (IS) concentrates TCR-pMHC contacts in the center with a surrounding adhesive ring of LFA-1-ICAM-1 interactions. Theoretical work has shown that self-organization of the membrane components can be sufficient for formation of the IS pattern, even in the absence of active cytoskeletal forces (Qi et al. 2001) . This model combined measured values of antigen-receptor interaction and physical properties of the plasma membrane to account for synapse formation. The main prediction of this modelthat lower expression of TCR in thymocytes would yield smaller, more transient, multifocal synapse formation-was subsequently confirmed experimentally (Lee et al. 2003) .
Further modeling efforts have sought to illuminate how the immune synapse modulates T cell activation by suppressing signaling from strong agonists through increased downregulation of the TCR (Cemerski et al. 2008) , as well as by enhancing signaling from less avid agonist peptides through concentration of signaling components (Chan et al. 2001; Lee et al. 2003a) . Other work has probed how exclusion of the bulky CD45 phosphatase could account for TCR triggering-albeit without adequate speed in the models relative to experiment (Burroughs et al. 2006; Burroughs and van der Merwe 2007) . This work accounted for experimental observations whereby genetic modification of the volume or heights of receptors modulated the separation between T cell and APC within the contact area, and resulted in varied levels of activation of T cells (Choudhuri et al. 2005 ). As discussed above, the coupling of local reaction-diffusion with global elastic constraints is a difficult theoretical problem that necessitates specific modeling formalism. Yet, such theoretical effort will certainly illuminate experimental observations on the interplay between TCR signaling and membrane reorganization (currently a field of intense study). Though pharmacological and genetic methods of synapse interruption often have wide-ranging effects that preclude their attribution solely to spatial organization (Lee et al. 2003; Ilani et al. 2009 ), recent work using micropatterned surfaces of membrane and ligands (Mossman et al. 2005; DeMond and Groves 2007) or using photoactivatable ligands (Huse et al. 2007 ) enables the direct testing of the effects of geometric constraints on T cell activation. The quantitative and qualitative data from these efforts will in turn allow the revision and validation of models of immune synapse formation and a better understanding of T cell activation on longer timescales (.10 min).
Reconciliation of Robustness and Variability in T Cell Activation
Robustness is a concept that was introduced to describe a salient feature of cell signaling: although cells have fluctuating levels of the many proteins involved in signal transduction, proper physiological function requires predictable responses to extracellular stimuli (Barkai and Leibler 1997) . First modeled and experimentally validated in bacteria (Alon et al. 1999; Cluzel et al. 2000; Korobkova et al. 2004) , robustness is also critical to T cell discrimination between self and nonself. Quantitative analysis of T cell ligand sensing has shown that the calcium response to a set number of ligands does not vary as much as would be expected from variation in the levels of individual signaling proteins that determine this response (Irvine et al. 2002; Li et al. 2004; Purbhoo et al. 2004; Feinerman et al. 2008a) .
To investigate the effects of this variation on the robustness of self/nonself discrimination by T cells, we have systematically investigated the effects of modulating individual species within an experimentally validated computational model of the TCR apparatus (Feinerman et al. 2008b) . By varying each component within its physiological range, we characterized the effects of natural variability in signaling components in peripheral T lymphocytes. This analysis predicted that signaling components would fall into three categories: (1) Noncritical signaling proteins whose variation in expression within the observed range does not measurably affect
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These theoretical investigations predicted that ERK-1, despite its crucial role in regulation of ligand discrimination, is a noncritical component because its average expression is in such excess that variation within the physiological range does not affect the T cell response. Other noncritical components are Lck, ZAP70, LAT, Raf, and MEK. In contrast, the CD8 coreceptor was predicted to be an analogpositive regulator, increasing sensitivity with increased expression. SHP-1, on the other hand, was predicted to be a digital negative regulator: For high levels of SHP-1, T cells will not respond even to high doses of antigen. Consequently, our model predicted that even in a clonal population of T cells, the natural range of expression of SHP-1 and CD8 would lead to highly variable sensitivity to antigen.
We then developed an experimental assay to correlate T cell responsiveness with the expression levels of signaling components within individual cells. This assay relies on staining of endogenous proteins (e.g., CD8 and SHP-1) and phospho-proteins (e.g., ppERK), followed by flow cytometry to achieve single-cell resolution. Our experimental measurements validated the predictions from our computer model, demonstrating variability across a population of cells, but also added insight into how the system remains robust: Correlation between expression levels of positive and negative regulators (CD8 and SHP-1, respectively) restricts the actual range of sensitivity to a smaller range than would be predicted from theoretical analysis of uncorrelated protein expression variation. This study shed light on the delicate regulation of ligand discrimination in T cells by showing how it can be robustly defined while remaining tunable and flexible in the face of irreducible cell-to-cell variation in molecular phenotype. In this case, the computational model was not the endpoint of the effort, but a tool to enable more precise selection of experimental approaches.
COMPUTATION AND THE STUDY OF T CELL IMMUNOBIOLOGY: GOING FORWARD
In this review, we have discussed computational models that yielded insights on issues of specificity, antagonism, synergism, stochasticity, spatial regulation, and robustness in T cell activation. The majority of these models served principally as illustrations of complex hypotheses, using quantitative data to explain observed phenomena. However, successful application of modeling requires more than accurate fitting of experimental observations or clarification of purely theoretical points. Models with the ability to generate testable predictions and extend current understanding based on a validated mathematical framework have the greatest potential to contribute to immunology (Qi et al. 2001; Altan-Bonnet and Germain 2005; Feinerman et al. 2008; Feinerman et al. 2008b ). In our experience, the added value of such models is correlated to two simple criteria: model parameters that are tightly constrained by experimental measurements and model predictions that are designed to be testable (and hopefully tested) at the bench.
Proliferation of such added-value models will benefit from current trends in both experimental immunology and modeling software development. From the experimental side, the wider application of quantitative methods, including multiplexed surface plasmon resonance , absolute quantitative mass spectrometry (Bantscheff et al. 2007) , and quantitative flow cytometry (Irish et al. 2004) , will continue to restrain the set of unknown parameters, improving the statistical relevance of computer models. From the theoretical side, the rapid dissemination of standardized modeling platforms ( particularly Virtual Cell [Loew and Schaff 2001] , BioNetGen [Blinov et al. 2004 ] CellDesigner [Funahashi et al. 2003 ], and Simmune [Meier-Schellersheim et al. 2006] ) will accelerate the exchange of models for further editing, testing, and validation. Thus, one prospect for computer modeling in immunology is more direct participation from immunologists who will both utilize and extend models of T cell signaling in order to develop a more complete model of T cell activation. In the long term, one can envision a time when immunologists will systematically test pre-established models of T cell signaling to assess the significance of new experimental observations and challenge pre-existing mechanisms.
