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Abstract
Automated Sensitivity Analysis on Spatio-Temporal Biochemical Systems
Rui Zou
Avijit Ghosh, Ph. D.
In silico models of signal transduction pathways have been highly successful in de-
scribing, quantitatively, how complex protein networks govern overall cell function. Un-
derstanding these signaling pathways helps us not only in understanding biology at its
roots, but provides insight into how we can constructively manipulate biological functions,
i.e., the developement of treatments of human diseases. However, the complexity of these
signaling pathways or networks, characterized by feedback loops, cross-talk, redundancy,
hinders the generation of new knowledge, strategies and breakthroughs for the regulation
of cellular machinery. Sensitivity analysis, as one of the most effective approaches for
studying mathematical models of biochemical systems, has the ability to identify domi-
nant parameters, simplify models and answer “what if” questions. In this study, a stiff
Rosenbrock integrator has been developed for sensitivity analysis using a direct sensitiv-
ity approach. Automated sparse Jacobian and Hessian calculations of the coupled sys-
tem (the original model equations and the sensitivity equations) have been implemented in
the freely available software package CellSim. The accuracy and efficiency of this newly
developed R/DM method (Rosenbrock with direct method) are tested extensively on the
complex MAPK (mitogen-activated protein kinase) pathway model of Bhalla et al. Both
time-dependent concentration and parameter based sensitivity coefficients are measured
using several integration schemes. The method is shown to perform sensitivity analysis in
a manner that is both cost effective and accurate. It is several magnitudes faster than tradi-
tional integrators, such as adaptive Runge-Kutta, etc. The error control strategies between
xiii
the DDM (decoupled direct method) and the R/DM are discussed and their computational
accuracies are compared. The method is used to analyze the positive feedback loop within
the MAPK signal transduction pathway.
As systems biology models move from purely kinetic to spatio-temporal models, im-
portant analysis approaches such as sensitivity analysis must be appropriately expanded to
fit this change. We have developed a fast integrator for the sensitivity analysis of spatio-
temporal reaction-diffusion PDE systems. The method is an extension of the previously
developed Rosenbrock integration method aimed for pure reaction systems. The expanded
spatio-temporal sensitivity analysis method is successfully applied to the canonical Gray-
Scott reaction-diffusion system. The mixture of this new integrator and the simulation
together provide an efficient way to analyze the localization of a nonlinear system response
at different times and locations as well as the pattern transitions between adjacent patterns.
11. Introduction
1.1 Systems Biology
Mendel, who is known as the ”father of genetics”, in his study of peas between 1856
and 1863, discovered that traits were transmitted from parents to progeny by discrete, inde-
pendent units, later called genes. He made two very important generalizations from his pea
experiments, know today as Mendel’s Laws of Inheritance[7], which laid the groundwork
for the field of genetics. As science progressed, more and more new proteins were discov-
ered and numerous techniques were invented for the understanding of genes. This includes
Cell-culturing techniques in 1954, the Polymerase Chain Reaction (PCR) techniques in
1983, RNA interference in 1998 and so forth. In more recent times, the completion of
the Human Genome Project (HGP) in 2003 became a landmark of gene research[79, 16].
Systems biology is routed in the facted that traditional biological techniques cannot give
us a comprehensive understanding of how the human body operates under different stim-
uli from inside or outside environments. This is because traditional biology has focused on
identifying individual genes, proteins or cells, and studying their specific functions. Indeed,
the individual genes, proteins and other components in an organism interact together as a
network. It is the systematic understanding of the interplay of the network that is crucial to
understanding the whole organism, and that will help us to prevent, cure and even predict
human diseases more efficiently.
Systems biology emerges from this requirement. It seeks to understand complex biolog-
ical systems at different levels: from gene sequences, gene regulatory networks and protein
2signaling pathways to cells, tissues, organs and ultimately to the entire organism[11]. Sys-
tems biology strives to investigate all involved system components. In ideal circumstances
this would include everything from proteins to genes to small messenger molecules. For
this reason huge data sets of genes/proteins are necessary for this challenge. Recent de-
velopment in high-throughput technologies, such as genome sequencing, microarray, and
mass spectrometry make this possible with increasing accuracy. As a consequence, finding
underlying relationships based on the analysis of these data sets is becoming increasingly
important. Systems biology research can be described as a circle, shown in Fig. 1.1.
The main two approaches of systems biology are a) Data or hypothesis driven mathemat-
ical modeling and simulation to generate predictions, and b) Integration of quantitative
experiment data with knowledge of ’omics’ data to distinguish the correct prediction and
models[53]. Together these propel biological science from a qualitative science to a quan-
titative, and ultimately predictive science.
1.2 Signal Transduction Pathways
As we have seen, systems biology aims at a system level to investigate the interaction of
the genome. However, biological function does not reside in the genotypes (DNA,genes),
but arises from the interaction of their products—proteins. Most importantly, while the
gene itself is rather static, protein expression varies in different locations of the cell, at
different stages of an organism or cell’s life cycle. This is because the proteome is widely
changing through its biochemical interactions with the genome and the surrounding envi-
ronmental conditions. Research into the interaction of genes is therefore shifting to research
into the interaction of the proteins.
3The development and maintenance of multicellular organisms requires constant, accu-
rate and efficient cell-to-cell communication. This is necessary for the multiplication of
new cells and differentiation of cells into distinct tissues in the embryo as well as in the
adult. Meanwhile, the body must make proper adjustments to respond to the changes of
its internal and external environment, such as infections. To accomplish this, each cell has
to govern its own behavior correctly through cell-to-cell communication to ensure the nor-
mal function of an organism as a whole. The cell-to-cell communication is completed by
releasing signaling molecules to target cells. These signaling molecules, usually protein
hormones, have specific effects on target cells. Once the target cells receive the signal, they
recognize, process and transduct these signals by intracellular signaling pathways, shown
schematically in Fig. 1.2. Nearly all biological functions are regulated by these signal-
ing pathways, such as the proliferation of the cell by EGFR-MAPK (Epidermal Growth
Factor Receptor-Mitogen Activated Protein Kinase) signaling pathway[46, 2, 87, 96], the
normal immune system development and function through Fas (TNF receptor superfamily,
member 6)-induced pathway[91, 43], etc. Clearly, mutations in the genes along these intra-
cellular pathways may lead to interference, dysfunction of the normal cell response. In the
worst case, the cell uncontrolled functions, such as the persistant cell proliferation, turning
a normal cell into a tumor cell. Due to these reasons, the dynamic modeling and simulation
of signal transduction pathways becomes a very important theme in systems biology.
1.3 Mathematical Approaches of Signaling Pathways
Mathematical approaches of signaling pathways can be briefly described as two pro-
cesses, identifying the pertinent genes first and understanding their roles next. Both tasks
4are extremely difficult because signaling pathways are notoriously complex, including
many feedback loops, cross-talk, nonlinearity and redundancy.
1.3.1 Computational Approaches for Identifying Pertinent Genes
It is crucial for us to know the involved genes within the signaling pathways, otherwise
computational models of these pathways would be wrong, at least inaccurate. As we know,
many of these signaling pathways exhibit a scale-free topology [27, 69]. And there is grow-
ing evidence that suggest the genes that cooperate in bringing about cellular functions are
often tightly interacted [74]. The recent development of new experimental techniques such
as microarray provides us rapid accumulation of enormous amounts of expression data to
the analysis and investigation, which drives us a need for computational approaches to ef-
fectively translate these data to new understanding of behind biology. More and more com-
putational methods are therefore developed and applied to identify the underlying structure
of gene regulation network. Statistical approaches and matrix decomposition approaches
are two main approaches in this field.
Statistical models using sophisticated algorithms based on microarray expression data
to identify closed related genes[28, 97, 95, 93]. Bar-Joseph et al introduced an algorithm
called GRAM (Genetic Regulatory Modules) for discovering regulatory networks of gene
modules[97]. The algorithm links genes to their regulators, which physical regulatory inter-
actions are provided by DNA binding data. They applied the GRAM algorithm to identify
a genome-wide regulatory module in Saccharomyces Cerevisiae using 106 transcription
factors from over 500 expression experiments. The algorithm is useful to find sets of
coexpressed and potentially coregulated genes. Zhou et al developed an approach, 2nd-
5order expression analysis, that can recover the high-order relationship between the gene
modules[95]. Their 2nd-order method was applied to a yeast model system and the results
suggested the new method can identify genes of the same function without coexpression
patterns, which are not visible at the 1st-order level examination methods.
On the other hand, many matrix decomposition methods are applied to expression data
by treating the microarray expression data as a matrix. The techniques such as non-negative
matrix factorizations (NMF)[51], independent components analysis (ICA)[60], have been
used to cluster genes and make prediction of unknown gene functions. NMF, unlike classi-
cal matrix factorization methods (Principal Component Analysis (PCA) or Factor Analysis)
that learn global patterns present in the whole data set, is able to learn similarity of hidden
localized patterns by allowing extraction of sub-portions of the data. Kim et al applied
the NMF approach to 300 genome-wide expression measurements of yeast as a sample
data to illustrate this new approach[51]. The results suggested that functional relation-
ships predicted by the NMF method may be up to twice as accurate as some conventional
approaches. In 2006, Wang et al developed a new algorithm, least squares non-negative
matrix factorization, LS-NMF, which integrates uncertainty measurements of gene expres-
sion data into NMF updating rules[92]. The LS-NMF algorithm improves the power of the
NMF technique while maintains the advantages of the original NMF algorithm. ICA is a
statistical technique for discovering hidden factors. Lee et al translates microarray data into
statistically independent components to cluster genes according to over(under)-expression
in each component by using both linear and nonlinear ICA[60]. The results showed that
ICA tops other leading methods (k-means clustering, etc.) in identifying functionally co-
herent clusters on microarray datasets from Saccharomyces cerevisiae, Caenorhabditis el-
6egans and human. The following discussion will be focused on computational approaches
for understanding genes interaction, in particular, mathematical modeling a known signal-
ing network/pathway.
1.3.2 Computational Approaches for Understanding Genes Interaction
Modeling signaling pathways translates cell signaling, a cell biological behavior, into
mathematics for subsequent analysis. The benefit of mathematical models is that they can
show the proposed mechanisms are at least theoretically feasible and can suggest further
experiments that might validate them later. In other words, in silico modeling can make
testable predictions, generate new insights, test conditions that may be difficult to study in
the laboratory, etc. It is this interaction between mathematical modeling and experiments
that helps us to understand the biology more accurately.
Computational models of signaling pathways can be done at different levels, from ab-
stracted modeling to specified modeling. These techniques cover from coarse-scale discrete
modeling to fine-scale continuous modeling, such as boolean network models, Bayesian
network models, Markov chain models, differential equation models, etc. The choice of
modeling techniques depends on the focus of the research interest.
Boolean network (BN) models describe global properties of a signaling transduction
pathway at more abstracted level [47]. Boolean network models assign each target gene
with several other genes (predictive genes) as its predictors by a boolean function inferred
from gene expression data. Conceptually, if we observe the occurance of predictive genes,
we are sure of the occurance of the target gene. All variables are assumed to be observed
and the relationships among them are deterministic. However, the system is not free of
7noise, no matter internally or externally. To solve this problem, boolean network models
have been extended into probabilistic boolean network models (PBN) recently to address
the uncertainty [84]. Further discussion of PBN is out of the scope of this study. The
bottom line is either BN or PBN is preferred when modeling large-scale genetic regulatory
networks, but limited to describe the quantitative aspect of signaling pathways.
Friedman et al.[33] have suggested using Bayesian network models of gene expression
networks. Bayesian network uses a joint probability distribution as a directed acyclic graph
whose vertices represent the expression level of genes, and whose edges represent causal
relationship between genes. It explicitly relates the graph model of the causal relations
among the gene expression levels to a statistical hypothesis. It is capable of handling noisy
or missing data and allows for the introduction of a stochastic element and hidden vari-
ables, as well as allowing explicit modeling of the process by which the data are gathered
[12]. However, the disadvantages of Bayesian network models, include the excluding dy-
namic aspects of gene regulation, such as feedback loops between genes, lack of temporal
regulation and control. This can be overcome by the introduction of dynamical Bayesian
network models, but only to some extent [66].
Markov chain models are sequences of states in which the transition of states depends
on the multivariate conditional probabilities of proceeding states[52]. In other words, the
state of each gene at current step is predicted by the expression levels of other genes at
previous step. By doing this way, a pathway of interaction can be described based on these
probabilities. Markov chain models are widely used in steady state analysis [63].
Ideally, kinetic descriptions of individual components of a signaling pathway can be
fully described as simply a set of complex, coupled chemical reactions which occur con-
8currently. The mathematical modeling of these chemical reactions is typically implemented
as a set of nonlinear differential equations, that can be solved numerically to predict the sys-
tems time evolution more quantitatively. Currently, most models of intracellular signaling
pathways in this field are based on ODE (ordinary differential equations), which treat the
cell purely temporally, known as the “well-stirred” approximation[2, 62, 43]. However, a
cell is a complex environment for biochemical reactions. The signal transduction process
spans the gap of cell compartments, such as the extracellular region, cytosol, nucleus, mi-
tochondria, endoplasmic reticulum (ER), Golgi apparatus, lysosomes, etc. Recently, more
and more research shows the inevitable gradients of protein concentration that exists within
these compartments and may play a significant role in signaling transduction[58, 69]. With
experimental and computational technological advancements allowing finer temporal and
spatial resolution, spatio-temporal modeling using PDE (partial differential equations) has
become much more feasible. Each individual technique described above has their own
value, and they can be complementary. Modeling using differential equations is used in
this study because we are more interested in the dynamic behavior and the time evolution
of the system.
1.4 Sensitivity Analysis
One of key components of these systems biology mathematical models is parameter
sets, the rate constants and initial concentrations of the species (proteins, small molecules,
ions, etc.). Usually they are extracted from experiments, however, some parameters are
not known precisely, and may vary within some range of uncertainty. The objective of
sensitivity analysis is to systematically determine the effect of uncertain parameters on
9system responses. By examining how the system outputs, such as species concentrations,
are affected by system parameter changes, sensitivity analysis is one of the most important
approaches to building and evaluating simulation models. It is also used to rank the respec-
tive parameters in the order of their relative importance to the systems response. The model
parameters responsible for the largest relative changes in the responses are then identified
as the most important parameters in a system, suggesting those which should be given the
most attention to when parameter fitting[61, 70]. In addition, sensitivity analysis allows
one to determine what level of accuracy is required for the derived parameters set, produc-
ing the most reasonable and valid models[83]. In short, sensitivity analysis can be used to
identify the key components in the pathway as well as monitoring how robust the system is,
effectively answering the question, “What would happen if this parameter was changed?”.
1.5 The Problem Statement
1.5.1 Sensitivity Analysis in Stiff Systems
In general, complex biological kinetic reaction systems include hundreds of species,
and even more chemical reactions. The system parameter values may span several orders
of magnitude. Traditional integration methods, such as Runge-Kutta and adaptive Runge-
Kutta, become very inefficient or inaccurate when dealing with these stiff systems, espe-
cially in sensitivity analysis. On the other hand, stiff integrators such as the Rosenbrock
methods[72, 73, 82] have been used successfully for solving biochemical systems and hold
much promise in following the time evolution of the coupled system. The price of the
Rosenbrock integrator, which has forestalled its use in mathematical models simulation as
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well as in sensitivity analysis, is the need to calculate the Hessian and the Jacobian terms
of the original set of equations in an automated fashion. This task becomes more difficult
as the scale of the biochemical systems becomes larger.
1.5.2 Sensitivity Analysis using DDM
The decoupled direct method (DDM)[26] is one of the more popular methods in sen-
sitivity analysis using computer algebra. The advantage of DDM is its stability and com-
putational efficiency, while the main disadvantage of DDM is its error controlling strategy.
It does not have error control for sensitivity equations, which generates inaccurate results
when the sensitivities are more prone to integration error than other integrated variables,
such as concentrations.
1.5.3 Sensitivity Analysis in PDE systems
As we mentioned before, most models of intracellular signaling transduction treat the
cell purely temporally ( “well-stirred” approximation ). If the time resolution of the sys-
tem is large enough, this approximation is valid for many materials with fast diffusion
rates and/or small volumes. Furthermore, in many cases the diffusion constant may be
folded into the effective association or disassociation rate constants in Michaelis-Menten
reactions[64, 8]. In this approximation, diffusion acts simply as a mechanism to slow down
the apparent associative or dissociative rate constant, and transport between compartments
may be effectively treated as gradients between spatially averaged concentrations of the
transported species.
However, intracellular signaling occurs in a highly inhomogeneous medium. Signaling
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cascades typically start from the extracellular region and end in the cytosol or cell nu-
cleus. Moreover, many proteins exist only at specific locations in the cell, such as the cell
membrane, cytosol, or mitochondria, etc. When a signal spreads, proteins not only react
with other proteins, but also can be transported to other locations within the cell. As the
diffusion within the cell is usually much slower than the reaction rate, large gradients of
proteins are inevitable. This has important implications for cell signaling [9, 50, 58, 69].
A reaction-diffusion PDE (partial differential equations) model may be therefore consid-
ered a better description for understanding these complex spatio-temporal cell signaling
processes. As systems biology models move from pure kinetic to spatio-temporal models,
important analysis approaches such as sensitivity analysis must be appropriately expanded
to fit this change.
1.6 The Objective of This Study
The Rosenbrock intergrator algorithm implemented in this study is part of a systems
biology package currently under development called CellSim[36, 35, 37], a multiprocessor
C++/MPI based high performance software suite. It is designed to analyze both standard
kinetic models as well as spatio-temporal models such as those described in this study. The
software suite is freely available to the public under the Gnu Public License (GPL). With
this new integrator several magnitudes faster than traditional integrators such as Runge-
Kutta, a significant amount of CPU time is saved for heavy simulation tasks used in lead
drug target prediction. The goal of lead drug target prediction is to eliminate false leads at
an early stage of investigation which could be of great value in reducing time consuming
effort as well as reduce the cost of drug development, an annual cost estimated in the billion
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of dollars.
With the sucesssful implementation of the Rosenbrock intergrator, a sensitivity analysis
module using this algorithm is developed with several other major integrators. The auto-
matic derivative (AD) technique is implemented, which generates all the necessary terms
(Hessian and Jacobian terms) automatically. In addition, a custom sparse linear algebra
package is used to increase the efficiency and reduce the computational overhead of each
integration step.
The sensitivity approach described in this study couples the Rosenbrock integrator with
the Direct Method (DM)[83, 20, 13]. The key difference between DM and DDM is that
DDM only has error estimation of the concentrations, whereas DM can provide error con-
trol on both concentrations and sensitivities explicitly.
Having developed an adaptive step size Rosenbrock integration method with automated
sensitivity analysis for ordinary differential equation (ODE) systems (pure kinetic systems),
the approach is expanded to numerically evaluate the appropriate sensitivity parameters in
PDE systems (spatio-temporal systems). This expanded spatio-temporal sensitivity analy-
sis has been applied to the analysis of localized basins in parameter space which correspond
to particular patterns in the Gray-Scott reaction-diffusion system[40, 71]. By using a mix-
ture of sensitivity analysis and simulation together, one may find the critical points during
the time evolution of a system that correspond to the evolution to particular patterns at
steady state.
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Figure 1.1: Systems biology circle. Systems biology is an integrated discipline of biology,
modeling, simulation, quantitative experiment and data mining. It is focused on under-
standing intracellular protein signaling networks with applications to transferring biology
to drug discovery.
Figure 1.2: A signal transduction pathway can be divided into three steps, reception, trans-
duction and response. In the first step (reception), signal molecules (normally hormones)
bind to specific membrane proteins (receptors) which in turn are activated. In the second
step (transduction), receptors recruit and activate proteins which then activate some other
proteins by kinases in a proper sequence. The activation sequence along these proteins are
so called signaling transduction pathways. The signal is not only transferred in the trans-
duction, but also amplified. In the final step (responses), activated transcription factors
regulate gene expression to initiate the cellular response to the original signal.
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2. Background
Some major mathematical modeling approaches for cell signaling, Quasi-Steady-State
Approximation sensitivity analysis techniques and integration algorithms are discussed in
this chapter, providing insights into their advantages and disadvantages.
2.1 ODE/PDE Modeling of Signaling Pathways
Typically, signaling pathways are described by cartoons that only qualitatively repre-
sent the connections or activation sequence of the individual components along the sig-
naling pathway. These lack quantitative information about the dynamic behavior of the
cell. Without deeper quantitative understanding of these biological responses, the predic-
tion of the outcome of perturbations cannot be made. Therefore, mathematical modeling is
required to translate those qualitative cartoons into quantitative descriptions.
Currently there are two major approaches for mathematically modeling signaling path-
ways. The first, which is also the most frequently used is a continuous(deterministic)
method. The chemical reactions are usually represented as differential equations, such
as EGFR signaling and trafficking models [2, 68, 4, 81], NF-κ B activation models [41, 76]
and JAK-SAT signaling cascade models [86, 67]. The key factors to constructing this type
of mathematical model are the initial concentrations of all reactants and the rate constants
of the reactions. If they are known, the concentrations of these reactants and products can
be predicted quantitatively. The other approach is to apply stochastic models. Stochas-
tic simulations of cell signaling usually apply Monte Carlo methods to predict the per-
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formance of the pathway, such as modeling intercellular calcium wave propagation in rat
hepatocytes[39] and autocrine signaling in cell culture assay[1]. In such an approach, rate
equations are replaced by individual reaction probabilities and the output has a physically-
realistic stochastic nature. Both deterministic and stochastic approach are well suited for
specific situations. When the number of molecules involved is large, then the determinis-
tic simulation which gives the average behavior of the system is a suitable representation
of the reaction. On the other hand, stochastic simulation using probability theory is pre-
ferred to predict so-called stochastic effects when the number of molecules is small. The
mathematical model discussed in this study is focused on the deterministic approach.
2.1.1 Well-Stirred Approximation Modeling – ODE
Under a “well-stirred” approximation, the chemical kinetic reactions can be described
by ordinary differential equations (ODEs) representing the concentration as a function of
time. The framework of the reaction equation is grounded in kinetic rate theory [78]. Every
interaction between members of the signal cascade is expressed as a set of basic chemical
reactions between species such as:
A+B ⇀↽ AB (2.1)
A+B ⇀↽ C +D (2.2)
where eq. (2.1) represents an aggregation event between species A and B and eq. (2.2)
represents a chemical reaction between A and B forming products C and D. k f and kb are
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the forward and backward rate constants to be determined from an analysis of the response
of mammalian cell assay to various perturbations. Enzymatic reactions such as phosphory-
lation or acetylation are represented using the Michaelis-Menten formulation:
E +S ⇀↽ ES → E +S∗ (2.3)
An enzymatic process is the product of two sequential processes. The catalytic step
is irreversible with a rate constant of k3 and the association is reversible with forward and
backward rate constants of k1 and k2 respectively.
The system of kinetic reactions represented by eq. (2.1) and eq. (2.2) can be rewritten
as a series of ODEs. These equations describe a contribution to the rate of change in
concentration of a particular species as a function of time:
d[A]
dt = kb[AB]− k f [A][B] (2.4)
d[A]
dt = kb[C][D]− k f [A][B] (2.5)
with corresponding ODEs for each of the other species expressed in (6) and (7). The
entire pathway is represented as a system of differential equations that describes the change
in concentration of any particular species as a function of rate constants. Modeling protein
interactions using only equations of type (2.4) and (2.5) is referred to as the “well stirred”
approximation. The cell is assumed to be “infinitely mixed” or homogenous.
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2.1.2 Spatio-Temporal Modeling – PDE
The complexity of cellular function is manifest through a signaling network composed
of many signaling cascades, which may exhibit - through feedback, feed-forward, amplifi-
cation and other signaling processes-important biological regulatory and functional mech-
anisms controlling all aspects of cellular function from metabolism to cellular growth.
However, even this immense complexity belies the true nature of cells. A cursory
glimpse into real living cells gives rise to the notion that cells are immense, heterogeneous,
complex machines with a hierarchy of macroscopic ( 10−6 m) to microscopic ( 10−9m)
features acting in unison. Furthermore, cells are organized in multi-cellular systems on a
much larger scale into an array of specialized and differentiated groups forming organs and
other structures that encompass a viable living creature. A host of compartments such as
the mitochondria, endoplasmic reticulum (ER), nucleus, Golgi apparatus, lysosomes and
peroxisomes all play important and localized roles in cellular function. The nucleus serves
as a repository for the genome and is the chief location of regulatory processes controlling
gene expression as well as DNA and RNA synthesis. Synthesis of the integral membrane
and secretory proteins occur within the ER and are later trafficked to their appropriate lo-
cations. The Golgi apparatus is not only a major site of carbohydrate synthesis but also
provides the conduit for trafficked proteins exported from the ER. Specific oxidative reac-
tions that would be harmful if occurring in the cytosol are confined within peroxisomes.
While the complexity of cells is inherently inscribed by the wide array of interacting pro-
tein and molecular networks and systems, the heterogeneous nature of these compartments
as well as their interactions, play a large role in regulating the protein networks thus far
described. Thus, cellular complexity is inherently spatio-temporal-described more fully as
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not only sets of complex protein networks within organelles and the cytosol, but as a set of
interactions between compartments and the cytosol. Protein motility within cells is guided
by both passive and active transport, with protein localization controlled by specialized
sorting signals (either peptides or patches). Gated transport regulates trafficking between
the nucleus and the cytosol, while transmembrane protein complexes can directly transport
proteins through the complex into a neighboring compartment. In addition, a large amount
of soluble protein is also transported by vesicular transport. In this mechanism a vesicle
is formed in a source compartment containing the proteins to be transported and is subse-
quently ejected and then localized to the destination compartment. In all three cases protein
transport may be described as a combination of random motion and localized recognition
via binding events. The recognition occurs through specific signal peptides or patches that
may bind to a complementary recognition complex. In gated transport and transmembrane
protein complexes, the complementary recognition complex is itself directly part of the
transmembrane protein or the nuclear pore complex. On the other hand, vesicular transport
is controlled specifically by SNAREs and targeting GTPases, which serve a similar func-
tion but will localize the entire vesicle rather than a single complex. Transport of a protein
to a nuclear pore complex or to a transmembrane complex is chiefly governed by random
thermal motions within the organelle itself. Similarly, localization of a vesicle to a target
organelle may be considered to be random diffusion of the vesicle coupled to SNAREs or
GTPases which provide localization to the targeted organelle. Clearly, a spatio-temporal
model is more suitable than a pure temporal model to describe the complexity of cell sig-
naling.
In a spatio-temporal model of cell signaling, transport will be treated explicitly. Active
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transport is modeled using elementary reactions and that couple to transporter proteins and
may be represented by differential equations of the type AND. Passive transport can be
represented with the diffusion equation for each species:
dC
dt = D∇
2C (2.6)
where D is the diffusion constant for that particular species. The key to building a
spatio-temporal model is coupling the system of ODEs representing the enzymatic kinetics
(eqns. 2.4 and 2.5) with a system of partial differential equations (eq. 2.6 ) representing
the diffusive behavior of each species within the nucleus or on the membrane. The total
contribution to the rate of change in concentration of any species at position is the sum
total of the contributions to the rate of change from all relevant reactions of type and and
transport. The mathematics of spatio-temporal modeling is described in more detail in
section 5.1.
2.2 Major Methods of Sensitivity Analysis
The methods of sensitivity analysis are divided into two categories, numerical and ana-
lytical. The former is the simplest but inefficient, the later is complicated but fast.
Further categorizing the analytical method can be based on the number of model param-
eters and the number of functional outputs. The forward sensitivity analysis (FSA) method
is mostly suitable when many sensitivities with respect to relatively few parameters are
needed. In this approach, the model is differentiated with respect to each parameter in turn
to yield an additional system of the same size as the original one. The sensitivities are ob-
20
tained by the chain rule of differentiation. Two popular methods, the direct method (DM)
and decoupled direct method (DDM) are discussed in section 2.2.2. The adjoint sensitivity
analysis (ASA) method is more practical than FSA when the number of parameters is large
and only a few sensitivities are needed. In this approach, the solution sensitivities need not
be computed explicitly. Instead, for each output functional of interest, an additional sys-
tem, adjoint to the original one, is formed and solved. The solution of the adjoint system
can then be used to evaluate the gradient of the output functional with respect to any set of
model parameters. The goal of this study is focused on FSA, not ASA.
2.2.1 Numerical Methods
If a model is a set of ordinary differential equations(ODEs), then
dy
dt = f(t,k,y)
y(t0) = y0 (2.7)
Numerical methods determine the sensitivity coefficients via a variation form of the
definition of the derivation, which is called the indirect method:
∂y
∂ki
=
y(t,k+δk j)− y(t,k−δk j)
2δk j
(2.8)
The indirect method is very simple and still useful in complicated atmosphere models[83].
This approach calculates the sensitivity by perturbating parameter values one at a time and
solving the model equations twice for every sensitivity. It is therefore very time consuming
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when the number of sensitivity is large.
2.2.2 Analytical Methods
Due to the inefficiency of the numerical method (indirect method), several new methods
have been developed for calculating sensitivity coefficients quickly for large computational
models. One of them is the direct method (DM), which calculates the sensitivity directly
by using the chain rule of differentiation.
Suppose we have a system of eq. (2.7), where y is a N-dimensional vector. The sensi-
tivity parameters Si, j are defined as the derivatives of the ith system output yi with respect
to the jth system parameters k j,
Si, j =
∂yi
∂k j
i = 1, · · · ,N j = 1, · · · ,M (2.9)
By using the chain rule of differentiation, we have
dSi, j
dt =
d ∂yi∂k j
dt
=
N
∑
p=1
∂ fi
∂yp
∂yp
∂k j
+
∂ fi
∂k j
p = 1, · · · ,N j = 1, · · · ,M (2.10)
Then an extended system, also called coupled system, is formed by combining eqs.
(2.7) and eqs. (2.10).
The direct method integrates this coupled system, in other words, integrates model
equations and sensitivity equations simultaneously to obtain the sensitivity solution. How-
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ever, using traditional integration schemes (Euler, Runge-Kutta, Green’s function, etc) with
DM has been found to be unstable or has failed completely for several stiff problems[21,
22, 56].
In 1984, Dunker developed a method called decoupled direct method (DDM) to over-
come the instability issue of DM in stiff problems. In this approach, the sensitivity equa-
tions are solved separately from the model equations. Dunker used the Gear algorithm [34]
to difference the system (eq. (2.7)),
y(tn) =
qn
∑
l=1
αly(tn−1)+hβ f[y(tn), tn;k]
y(t0) = y0 (2.11)
where h = tn− tn−1 is the time step, qn is the order of the approximation, and αl,β are
coefficients only depending on qn. Differentiating eq. (2.11) with respect to k yields the
sensitivity coefficients S = ∂y/∂k:
(1−hβJ[y(tn), tn;k])Si(tn) =
qn
∑
l=1
αlSi(tn−1)+hβ fi[(y(tn), tn;k)]
Si(t0) =
∂y0
∂ki
(2.12)
where J[y(tn), tn;k] is the Jacobian matrix defined by Ji j = ∂ fi/∂y j. As we have seen,
only systems of N equations need to be solved at any time in the calculation because eq.
(2.11) and eq. (2.12) are solved separately. Compared against the DM, solving N equations
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twice requires less effort than solving 2N equations and has smaller chance to lead numeri-
cal instabilities. Although the Jacobian matrix in eq. (2.12) must be evaluated at each time
step, it is also required to solve eq. (2.11). Hence only one evaluation of Jacobian matrix is
needed for every time step, which makes DDM efficient. However, the same time step and
order sequence are used in eq. (2.11) as used in eq. (2.12). This suggests the error control
in sensitivity coefficients are totally determined by the error control in concentration and
may induce inaccurate results if sensitivity is more stiff than concentration. The discussion
of DDM will be continued in section 3.2 and section 3.3.
2.3 Major Integration Methods
A proper integration method is required to numerically solve the differential equations
and calculate the sensitivities no matter what sensitivity analysis method is used. By far,
many integration algorithms have been developed and several of them are applied in prac-
tice. These integrators can be categorized as implicit or explicit methods, and different in
several factors, such as orders, truncation errors, stability, step size, etc. When the new
value yn+1 is given in terms of old known value yn, then the method is explicit. In contrast,
when the new value yn+1 is obtained in terms of unknown quantities at the new time step
n+1, then the method is said to be implicit. The implicit method usually requires coupled
sets of equations, either a matrix or iterative technique, which is described in detail in the
rest of this chapter. Explicit methods are inexpensive per step but limited in stability. Im-
plicit methods are much more suitable for stiff system although they are more expensive
per step.
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2.3.1 Euler’s Method
A general initial value problem has the formula in the form of:
dy
dt = f (tn,y(tn)) (2.13)
y(t0) = y0 (2.14)
such that
y(tn +h) = y(tn)+h · f(tn,y(tn)) (2.15)
where h is the interval, i.e. time step. This technique is called Euler’s method, which
obtains the value of y(tn +h) from previous known value y(tn). The error term of Euler’s
method is 2nd order because eq. (2.15) ignores the 2nd and higher order terms of the tylor
series of y(tn +h). A method is conventionally called Nth order if its error term is O(hN+1).
Due to the larger error accumulated with each successive step, Euler’s method is neither
very accurate nor very stable. It is not recommend in practical use and only serves to
illustrate the concepts involved in other advanced methods.
2.3.2 Runge-Kutta Method
The derivation of Runge-Kutta method can be explained with Taylor series. The Taylor
series for the solution y(tn+1) has the form:
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y(tn +h) = y(tn)+h · y
′
(tn)+
h2
2
y
′′
(tn)+O(h3) (2.16)
where y′(tn) = f(tn,y(tn)) and
y
′′
(tn) = ft(tn,y(tn))+ fy(tn,y(tn))f(tn,y(tn)) (2.17)
So the Taylor series expansion of eq. (2.16) becomes:
y(tn +h) = y(tn)+h · f(tn,y(tn))
+
h2
2
(ft(tn,y(tn))+ fy(tn,y(tn))f(tn,y(tn)))+O(h3) (2.18)
The Runge-Kutta method advances the solution at tn +h using a linear combination of
the function f (t,y) evaluated at certain points within the interval (step size). In the method
of order 2 this results in the form:
y(tn +h) = y(tn)+Mhf0 +Nhf1 (2.19)
where f0 = f(tn,y(tn)) and f1 = f(tn +Ph,y(tn)+Qhf0). Since f1 is a function of both t
and y, its first order Taylor series can be written as:
f1 = f(tn,y(tn))+ ft(tn,y(tn))Ph+ fy(tn,y(tn))Qhf0 +O(h2) (2.20)
Combined eq.(2.19) and eq.(2.20), we have:
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y(tn +h) = y(tn)+(M +N)hf(tn,y(tn))
+Nh2Pft(tn,y(tn))+Nh2Qfy(tn,y(tn))f(tn,y(tn))+O(h3) (2.21)
This makes eq.(2.21) a 2nd order method because the error term is of O(h3). Comparing
the coefficients in eq.(2.21) with those in eq. (2.18) results in:
M +N = 1
NP =
1
2
NQ = 1
2
If we choose M = 0, then N = 1 and P = Q = 12 , which leads to the classical formulas
of the 2nd order Runge-Kutta:
k1 = h · f(tn,y(tn))
k2 = h · f(tn + h2),y(tn)+
k1
2
)
y(tn +h) = y(tn)+ k2 +O(h3) (2.22)
It takes a trial step to the midpoint of the integration interval h, then use the value of
both t and y at the midpoint to compute the solution for the whole time step.
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The derivation of the coefficients for the fourth order Runge Kutta is similar to but more
complicated than the second order method. The fourth order Runge-Kutta formula has the
form of:
k1 = h · f(tn,y(tn))
k2 = h · f((tn + h2),y(tn)+
k1
2
)
k3 = h · f((tn + h2),y(tn)+
k2
2
)
k3 = h · f((tn +h),y(tn)+ k3)
y(tn +h) = y(tn)+
k1
6 +
k2
3
+
k3
3
+
k4
6 +O(h
5) (2.23)
The fourth order Runge-Kutta method requires four evaluations of the right hand side
of eq.(2.23) in each step, while only two needed in the second order method. The more
expensive computation per step provides higher accuracy, and the total performance may
be compensated by the bigger step size it can take for the same accuracy. Therefore, the
fourth order Runge-Kutta method is prefered in practical use in stead of the second order
Runge-Kutta method considering the balance of the order and the precision. Although
higher order does not guarantee higher accuracy, it is generally so.
2.3.3 Adaptive Runge-Kutta
The purpose of the adaptive stepsize strategy is to minimize the computation cost while
keeping the necessary accuracy. Small time steps are required for drastically changing
terrain, while large time steps should be used in smooth areas. This automatic adjustment
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of the step size improves the computation efficiency by factor of ten, a hundred or even
more over fixed time step method. The key to the implementation of adaptive step size
control is an estimate of the local truncation error at each step.
There are two truncation error estimation strategies for the adaptive Runge-Kutta method,
“step doubling” and “embedding”. Step doubling takes a full step as two half steps, one
step of 2h and two steps of h. For example, step doubling a fourth order Runge-Kutta
method has two numerical approximations in the form of:
y(tn +2h) = y(tn)1 +(2h)5φ +O(h6)+ · · · (2.24)
y(tn +2h) = y(tn)2 +2(h5)φ +O(h6)+ · · · (2.25)
The difference between y(tn)1 and y(tn)2 can be regarded as an indicator of the trunca-
tion error, which is:
△= y(tn)1− y(tn)2 (2.26)
then
y(tn +2h) = y(tn)2 +
△
15 +O(h
6) (2.27)
We adjust step size h to keep the system within a desired accuracy by using △. This
method is a fifth order method, and it requires 11 evaluations per step, which is not very
efficient.
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An alternative strategy is the embedding algorithm, which uses a lower order Runge-
Kutta method embedded in a higher order method to calculate local truncation error. The
general forms of the fifth order and the embedded fourth order Rungke-Kutta are:
y(tn +h) = y(tn)+a1k1 +a2k2 +a3k3 +a4k4 +a5k5 +a6k6 +O(h6) (2.28)
y(tn +h)∗ = y(tn)+b1k1 +b2k2 +b3k3 +b4k4 +b5k5 +b6k6 +O(h5) (2.29)
where a2 = 0,b2 = b5 = 0 [15], then the error indicator is:
△= y(tn +h)− y(tn +h)∗ =
6
∑
i=1
(ai−bi)ki (2.30)
The △ is proportional to h5(eq.(2.29)). If the desired error, current truncation error and
the step size are denoted by △desired , △(tn) and h respectively, then the next step size:
hnext = h|
△desired
△(tn)
|0.2 (2.31)
If △(tn) is larger than △desired , then we should retry the present step using a smaller
step, otherwise step size is increased for the next step. The decreasing or increasing mag-
nitude is determined by eq.(2.31). Usually, the desired accuracy △desired is a relative error
which is obtained by the multiplication of an overall tolerance and a scale factor of y,
denoted by yscale. There are some other fancier methods to set hnext and yscale based on
different requirements. For example, a global accumulation error requirement makes the
△desired depends on not only the values of y but also the step size h.
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In practice, embedded Runge-Kutta formulas shows a roughly a factor or two more
efficient than step doubling, and therefore becomes the primary adaptive scheme.
2.3.4 Rosenbrock
All previous integration methods including adaptive Runge-Kutta are explicit (or for-
ward) methods. The explicit method has a stability issue which is briefly described here.
Considering a system of a set of linear equations:
f(y) = A · y
= λ · y (2.32)
where λ is an eigenvalue vector of A. The explicit Euler scheme gives:
y(tn +h) = (1−hλ ) · y(tn) (2.33)
Clearly it is unstable if h > 2λmax , where λmax is the largest eigenvalue of A. Explicit
methods therefore require unreasonably small time steps in order to maintain stability.
In contrast, implicit Euler methods gives:
y(tn +h) =
1
(1+hλ ) · y(tn +h) (2.34)
The system is stable for all stepsize because 1(1+hλ ) has the magnitude less than one for
all h, but we have to pay the penalty of calculation of the inverse of the matrix 11−hλ at each
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step.
For a more general system,
y(tn +h) = f (y(tn)) (2.35)
implicit schemes derives:
y(tn +h) = y(tn)+hf(y(tn +h)) (2.36)
Linearizing eq.(2.36) by Newton’s’ method, we have
y(tn +h) = y(tn)+h[f(y(tn))+ ∂ f∂y · (y(tn +h)− y(tn))]
= y(tn)+h[1−h
∂ f
∂y ]
−1 · f (y(tn)) (2.37)
Where ∂ f∂y is the Jacobian matrix. Similar to eq.(2.34), we have to invert the matrix
1−h ∂ f∂y at each step to solve y(tn +h).
The Rosenbrock method seeks a solution of the form[77]:
y(tn +h) = yn +
s
∑
i=1
piui (2.38)
The solution is expanded about time tn by a small amount h. The coefficients pi are con-
stant parameters given by the various Rosenbrock methods and independent of the problem.
The parameter s is the order of the method and the coefficient ui is obtained by solving s
linear equations in the form of:
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(1− γhJ) ·ui = hf
(
y(tn)+
i−1
∑
j=1
αi ju j
)
+hJ ·
i−1
∑
j=1
γi ju j, i = 1, · · · ,s (2.39)
where J is the Jacobian matrix. The coefficients γ , αi j and γi j are again fixed constants
defined by the various Rosenbrock methods and independent of the problem. The matrix-
vector multiplication can be avoided by defining a vector g as:
gi =
i
∑
j=1
γi ju j γii = γ f or all i (2.40)
which leads to the following expression for u:
ui =
1
γ gi−
i−1
∑
j=1
bi jg j γ 6= 0 (2.41)
Substituting eq. (2.41) into eq. (2.39) leads to the following expression for g :
(1− γhJ) ·gi = hf
(
y(tn)+
i−1
∑
j=1
pi jg j
)
+
i−1
∑
j=1
qi jg j/h i = 1, · · · ,s (2.42)
The success of these integrators involves embedding a lower order method into the
higher order method. Following the work of Kaps and Rentrop, two estimates of the y(tn +
h) are calculated with the difference being an estimate of the local truncation error (local
extrapolation) which can be subsequently used for step-size control[77, 72, 82]. The error
estimate for each y is then:
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e =
s
∑
i
Eigi (2.43)
where Ei are parameters derived from the embedding scheme. Every Ei is divided by
their own scale factor, yscale, and the maximum value of those quotients are compared
against a predefined tolerance to determine the next time step.
The setting of the scale factor yscale is a little different in stiff system from them in
nonstiff systems. For example, setting yscale equal to y to get constant relative error in
nonstiff systems would be fine for all variables because they are not stiff. On the other
hand, when integrating a stiff system, we are not interested in those strongly decreasing
variables once they are small. So different scale variables need different scale strategy,
which is implemented by,
yscale = max(ythreshold , |y|) (2.44)
Where ythreshold is the threshold for each y. If |y| is above the threshold, then relative
error is used for step size control, otherwise the absolute error is used. This error control
strategy is discussed further in section 3.2.
Taken together, the Rosenbrock method is an implicit integration method which remains
reliable and enough accuracy for stiff systems.
2.4 Quasi-Steady-State Approximation
The application of Quasi-Steady-State Approximation (QSSA) is to avoid the stiffness
of differential equations caused by fast rate constants. By assigning the right-hand side of
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the differential equations causing stiffness to zero, they are replaced by algebraic equations.
For example,
A ⇀↽ B+C k1 f k1b (2.45)
C ⇀↽ D k2 f k2b (2.46)
where k1 f and k1b and k2 f and k2b are forward and backward rate constants in each
equation, which results in:
dC
dt =−k2 f C + k2bD (2.47)
If reaction shown in eq. (2.46) are several orders of magnitude faster than reaction in
eq. (2.46), then species D in eq.(2.46) reaches its steady state much faster than others, and
will remain there because the slow reaction species only perturb it slightly. The steady state
is represented by setting dCdt = 0, then we have:
k2 f C = k2bD (2.48)
which induces to:
D =
k2 f
k2b
C (2.49)
After this, we can replace the original equation set by
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A ⇀↽ B+C k1 f k1b (2.50)
D =
k2 f
k2b
C (2.51)
Therefore, the differential equation relative to species D is removed from the system by
replacing an algebraic equation. Applying QSSA to some biochemical systems not only
avoid stiff behavior of system, but reduce the number of variables of the system. However,
the steady-state approximation applied to a whole solution of system will cause a certain
error which may be or may not be tolerable. Several studies pointed out the significant
errors or missing system behavior by using QSSA[38, 88, 29, 31].
Farrow and Edelson solved an 81-reaction kinetic equation model of a photochemical
smog chamber by using a complete numerical integration as well as a QSSA procedure[29].
The results differ significantly. The sources of the discrepancy are confirmed that the as-
sumed steady-state conditions were not satisfied, leading to errors in the concentrations of
intermediate species which in turn affect critical rates in the reaction model. They con-
cluded that the extent of such errors in QSSA calculations cannot be reliably predicted, the
credibility of predictions derived through QSSA calculations becomes highly suspect.
Flach and Schnell investigated the transient kinetic behavior of an open single enzyme,
single substrate reaction of Van Slyke-Cullen mechanism, a spacial case of the Michaelis-
Menten reaction[31]. The analysis was performed both with and without applying the
QSSA. The results of the full system yielded sustained oscillatory behavior while reduced
model did not demonstrate this behavior.
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Thus, successful application of the QSSA requires that the overall error of important
species be small. In some cases a small instantaneous error in the QSSA species can be
magnified and results in large overall error or missing system behavior. It is recommended
that complete numerical integration of systems of kinetic equations be adopted in future
work, and that the use of QSSA should be abandoned[29]. The new method developed in
this study is optimized in several aspects, which make it handle stiff systems easily as well
as in sensitivity analysis.
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3. Direct Method with Rosenbrock (DM/R)
As we mentioned in the introduction, complex biological kinetic reaction systems are
usually stiff systems because parameter values can span several orders of magnitude. In
addition, in the Direct Method (DM) approach for sensitivity analysis, both the model
equations and the sensitivity equations are combined into a coupled system and solved to-
gether, may make the system more stiff. The approach described in the following chapter
couples the Rosenbrock integrator with the Direct Method (DM). Using DM rather than
Decoupled Direct Method (DDM) is prefered because DDM only has error estimation of
the concentrations, whereas DM can provide error control on both concentrations and sen-
sitivities explicitly. This is particularly important when the sensitivities are more stiff than
concentrations as in these cases DDM will generate inaccurate results. Error control on
both concentrations and sensitivities makes DM more accurate than DDM, but there is a
time penalty due to the extra computation involved in assembling the LU decomposition
for coupled system. The extra cost is mitigated in part by the fact the matrices involved are
sparse, allowing for the use of sparse linear algebra libraries. The only obstacle of using
Rosenbrock integrator, the calculation of the Hessian and the Jacobian terms of the origi-
nal set of equations has also been automated. This sensitivity analysis module is part of a
systems biology package currently under development called CellSim. CellSim is a multi-
processor C++/MPI based high performance software suite. It is designed to analyze both
standard kinetic models such as those described in this chapter as well as spatio-temporal
models. The software suite is freely available to the public under the Gnu Public License
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(GPL).
The outline of the chapter is as follows: (1) A mathematical description of the method
is given. (2) The CellSim software package is presented with a focus on the actual imple-
mentation of the adaptive Rosenbrock method. (3) An application to several complex, stiff
systems is given. The results and computational efficacy of the method are compared with
several other approaches.
3.1 Mathematics
3.1.1 System Description
The mathematical model of biochemical systems may be described by a set of nonlinear
stiff ordinary differential equations (ODEs) in the form of
dCi
dt = fi(C,k, t) C(0) = C0 i = 1, · · · ,N (3.1)
where the measurable system outputs C denote N time-dependent chemical species
concentrations. The time evolution of the system is determined by M system parameters
k which denote parameters typical of biochemical systems such as rate constants, perme-
ability rates, Michaelis-Menten parameters and so forth. The initial values of C are defined
as C0 and fi represents the right side of the chemical reaction ODE for species i. Equation
(3.1) is also called model equation.
The sensitivity parameters Si, j are defined as the derivatives of the ith system output Ci
with respect to the jth system parameters k j.
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Si, j =
∂Ci
∂k j
i = 1, · · · ,N j = 1, · · · ,M (3.2)
The log normalized form of sensitivity coefficients is defined as
ˆSi, j =
∂ lnCi
∂ lnk j
=
∂Ci
∂k j
·
k j
Ci
i = 1, · · · ,N j = 1, · · · ,M (3.3)
An expression for the unnormalized sensitivity coefficients using an adaptive Rosen-
brock integrator will be derived, but both forms have been implemented and their relation
is defined by eq. (3.3). The unnormalized sensitivity coefficients may be expressed as:
dSi, j
dt =
d ∂Ci∂k j
dt
=
N
∑
p=1
∂ fi
∂Cp
∂Cp
∂k j
+
∂ fi
∂k j
p = 1, · · · ,N j = 1, · · · ,M (3.4)
The Jacobian matrix J is an N×N matrix of the model system. The elements of the
Jacobian, Ji,p are given by ∂ fi∂Cp . Combining eqs. (3.1) and (3.4) leads to an extended
biochemical system of size N = (M +1)N:
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

dC1
dt
.
.
.
dCN
dt
dS1,1
dt
.
.
.
dSN,1
dt
.
.
.
dS1,M
dt
.
.
.
dSN,M
dt


In the direct method, one integrates the coupled system to get the concentration and sensi-
tivity coefficients simultaneously. This is normally computationally expensive, which has
lead to the use of decoupled direct method (DDM)[26]. The advantage of DDM is one of
stability and computational efficiency. The chief disadvantage of DDM is that it does not
lend itself well to the use of adaptive time steps in a system where the sensitivity equations
are more stiff than concentration equations.
3.1.2 An adaptive time-step Rosenbrock integrator for sensitivity analysis
The standard Rosenbrock scheme is repeated here but focused on its application on
sensitivity analysis:
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y(t0 +h) = y0 +
s
∑
i=1
piui (3.6)
where y0 is either a concentration C or a sensitivity coefficient S of the coupled system
(eq. (3.4)). The coefficient ui is obtained by solving s linear equations in the form of:
(1− γhJc) ·ui = hfc
(
y0 +
i−1
∑
j=1
αi ju j
)
+hJc ·
i−1
∑
j=1
γi ju j, i = 1, · · · ,s (3.7)
where Jc is the Jacobian matrix of the coupled system including both the concentrations
C and the sensitivity parameters S. The structure of Jc will be discussed in detail in the
next section. The vector function fc is the right hand side of the coupled set of ODEs.
The coefficients γ , αi j and γi j are again fixed constants defined by the various Rosenbrock
methods and independent of the problem.
The same trick using in eq.(2.40) and eq.(2.41) leads to the following expression for g :
(1− γhJc) ·gi = hfc
(
y0 +
i−1
∑
j=1
pi jg j
)
+
i−1
∑
j=1
qi jg j/h i = 1, · · · ,s (3.8)
The embedding and the error estimate are the same as in section 2.3.4, which are ig-
nored here.
For the purposes of this study, a 4th order method shall be applied. The set of linearized
equations (eq. (3.8)) may be solved in two steps. First, the LU decomposition of the
matrix (1− γhJc) is computed. Then the four “solution vectors” gi are calculated by back
substitution. The prerequisite for these two steps is that the Jacobian matrix of the coupled
system, Jc and preferably its decomposition must be known.
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3.1.3 Structure of Coupled System Jacobian — Jc
The structure of Jc has the following simple form,


J | 0 · · · 0
−−− + −−− −−− −−−
S(1 · · ·N,1)1···N | J · · · 0
.
.
. |
.
.
.
.
.
.
S(1 · · ·N,M)1···N | 0 J


The bottom-left quadrant, S(1 · · ·N, j)1···N is the partial derivative of sensitivities with re-
spect to each species concentration:
∂ dSi, jdt
∂Cq
=
N
∑
p=1
∂ 2fi
∂Cp∂Cq
∂Cp
∂k j
+
N
∑
p=1
∂ fi
∂Cp
∂ ∂Cp∂k j
∂Cq
+
∂ 2fi
∂Cq∂k j
(3.10)
The second right side term of eq. (3.10) is zero simplifying the bottom-left part to:
∂ dSi, jdt
∂Cq
=
N
∑
p=1
∂ 2fi
∂Cp∂Cq
∂Cp
∂k j
+
∂ 2fi
∂Cq∂k j
q = 1, · · · ,N j = 1, · · · ,M (3.11)
For a simpler representation, we denote S(i, j)q for ∂Si, j∂Cq . Using this notation, S(i, j)1···N
is then defined as {S(i, j)1,S(i, j)2, · · · ,S(i, j)N}, and S(1 · · ·N, j)1···N is defined as
{S(1, j)1···N,S(2, j)1···N , · · · ,S(N, j)1···N}T .
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3.1.4 LU decomposition of matrix (1− γhJc)
The most time consuming aspect of Rosenbrock-type integrators is the LU decomposi-
tion of the resulting matrix. Directly decomposing this matrix is unacceptable because the
decomposition will scale as O(N 3), where N = (M +1)N, the size of the coupled matrix
Jc[26, 77]. Following the recent work of Sandu and coworkers, one can instead seek the LU
decomposition of the matrix (1− γhJc) directly[80]. The LU decomposition of (1− γhJc)
can be written in the following form:


PT ·L 0 · · · 0
−hγS(1 · · ·N,1)1···NU−1 PT ·L · · · 0
.
.
.
.
.
.
.
.
.
−hγS(1 · · ·N,M)1···NU−1 0 PT ·L


×


U 0 · · · 0
0 U · · · 0
.
.
.
.
.
.
.
.
.
0 0 U


such that J = PT ·L ·U, where J is the original Jacobian, L and U are the lower and
upper triangular decompositions and P is the permutation matrix.
To calculate the decomposition of (1− γhJc), only the decomposition of the N ×N
matrix J is required and corresponding decomposition of Jc may be obtained simply from
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linear algebra. Furthermore, the matrix Jc is very sparse in biological problems. In an
examination of the MAPK signal transduction pathway of Bhalla et al[2], Jc with one
sensitivity is of size 282× 282 but has only around 1800 nonzero elements, i.e. 98%
sparsity. In practice, only nonzero elements are stored for computational efficiency. To
illustrate the efficacy of the procedure, the overall CPU cost for directly decomposing (1−
γhJc) versus using the decomposition of eq. (3.12) in this example system is shown in
Table 3.1.
Table 3.1: LU decomposition time (s)
# sensitivities Direct Using decomposition (eq. (3.12))
1 0.0310 0.0155
2 0.1550 0.0168
3 0.3700 0.0189
4 0.7400 0.0216
CPU timings for the LU decomposition of Jc for various sensitivities using the direct method and the
decomposition shown in eq. (3.12). Timings were performed on a single 2.66 ghz processor Pentium IV
desktop. The test system is MAPK signal transduction pathway of Bhalla et al[2].
In the direct method, one needs to integrate model equations and sensitivity equations
simultaneously. The model equations (eq. (1)) are determined from the underlying chem-
istry and is determined in an automatic manner by CellSim. The sensitivity equations (eq.
(3.4)) are composed of two parts. The first part, ∂ fi∂Cp , is simply the Jacobian (J) of the
model equations. The second part is the partial derivative of model equations relative to the
system parameters: ∂ fi∂k j .
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3.1.5 Jacobian of the model system
For most biological systems, the model equations may be written out as follows:
dCi
dt = fi(C,k, t) = ∑m Tm(C) (3.13)
For example, in mass action chemistry, Tm has the form:
Tm(C) = km ∏
n
Cn (3.14)
Each term Tm is precalculated at each step before integrating the model equations. During
the precalculation steps for Tm, each term is parsed over the n nonzero concentration com-
ponents Cn and the appropriate nonzero Jacobian component ∂Tm∂Cn is added to the Jacobian
matrix.
During each step of the Rosenbrock integrator, the term ∂ fi∂Cp
∂Cp
∂k j must be evaluated to
calculate the first term on the right hand side of eq. (3.8). This is implemented efficiently
by taking advantage of the sparsity of J and multiplying only the nonzero terms of ∂ fi∂Cp .
3.1.6 Jacobian of the coupled system—Jc
The key to using Rosenbrock integrators for sensitivity analysis in systems biology,
is the generation of the sparse form of the coupled Jacobian Jc and the decomposition of
the prediction matrix (1− γhJc) (eq. 3.12). The coupled Jacobian Jc can be calculated
directly from J using eq. (3.9). The only non-trivial part is the bottom left-hand portion of
the matrix S(1 · · ·N, j)1···N written out in eq. (3.11). The terms that need to be evaluated
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are
∂ 2fi
∂Cp∂Cq , i.e. the Hessian, and
∂ 2fi
∂Cq∂k j . Fortunately, these two tensors are also quite
sparse in systems biology applications. Only nonzero terms are precalculated and stored
along with the appropriate Jacobian terms. As each term Tm (eq. (3.13)) is parsed over
during the calculation of the model Jacobian J, the non-zero ∂ 2fi∂Cq∂k j terms and Hessian
contributions from each term Tm can be added to sparse tensor classes. In practice, Jc itself
is not needed but rather the LU decomposition of the prediction matrix (1− γhJc). Once
the S(1 · · ·N, j)1···N terms have been calculated and combined with the LU decomposition
of J, the LU decomposition of the prediction matrix may be easily calculated via linear
algebra using eq. (3.12).
3.2 Adaptive step size control
The success of stiff integrators is contingent upon the use of adaptive step-size control
mechanisms that control the truncation error of the integrator. This is particularly important
in systems biology problems as not only are such systems stiff, but they have steady-state
regimes where drastically increased step sizes are permitted. The step size at each integra-
tion is determined using an estimate of the previous step’s maximum truncation error. It
is known that step-size control on concentration variables only will result in inaccuracy in
sensitivity equations[18]. As we are propagating both concentration and sensitivity values,
we must implement error control for both to ensure accurate solutions. The truncation er-
rors are all scaled using a standard scheme[77]. Each error e(i) is scaled by its own scale
factor yscale(i) if its concentration is above a threshold ymax. The scaled error, eˆ, is the
maximum error of each variable appropriately scaled. For |y| more than ymax, the relative
error |e(i)/yscale(i)| is used, otherwise the error is scaled by ymax.
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yscale = max(ymax, |y|) (3.15)
eˆ = max(|e(i)/yscale(i)|) (3.16)
3.3 Comparison with DDM
As the R/DM method is based on the direct method, we will briefly show how sensi-
tivity analysis using the decoupled direct method (DDM) differs from this approach. The
decoupled direct method calculates the model equations and sensitivity equations alterna-
tively in two stages[26]. First, the model equations are advanced from tn−1 to tn:
y(tn) =
qn
∑
l=1
αly(tn−1)+hβ f[y(tn), tn;k]
y(t0) = y0 (3.17)
where h = tn − tn−1 is the time step, qn is the order of the approximation, and αl,β
are coefficients only depending on qn. The concentration y(tn) is propagated from tn−1 to
tn by solving eq.(3.17). The method chooses a time sequence t = {t0, t1, · · ·} and a order
sequence q = {q1,q2, · · ·} which are generated by error control on concentration values.
The same time and order sequences are used to propagate the sensitivity equations S from
tn−1 to tn. If M sensitivity coefficients are needed, then eq. (3.18) is solved M times.
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(1−hβJ[y(tn), tn;k])Si(tn) =
qn∑
l=1
αlSi(tn−1)+hβ fi[(y(tn), tn;k)]
Si(t0) =
∂y0
∂ki
(3.18)
One of the main advantages of the DDM is that the same LU decomposed matrix used to
propagate the model equations (eq. (3.17)) may be used to propagate each of the sensitivity
parameters (eq. (3.18)). Another advantage is that it is more stable than the direct method,
particularly for stiff systems. In the direct method, the Jacobian and the LU decomposition
of the coupled system must be calculated. Although this can be found directly using the
decomposition of the model Jacobian, there is still a certain degree of overhead as shown
in the timings (Table 4.4). Nevertheless, the overall speed of both methods will scale with
the cost of doing LU decomposition of the Jacobian J.
The chief disadvantage of DDM is that the error control of an adaptive integrator prop-
agated in this way is totally determined by the error control of the model equations only. In
cases where the sensitivity parameters are more stiff than the concentrations, a smaller time
step is needed to propagate these parameters than is needed to propagate the model equa-
tions to maintain accuracy. As DDM uses only the error estimate from the concentrations
to propagate both the sensitivity equations and the model equations, this can lead to an
inaccurate sensitivity calculation[18]. Therefore, error control on both concentrations and
sensitivities are required and makes DM more accurate than DDM at the cost of additional
computational expense.
Standard implementations of the direct method are known to be both inaccurate and
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Table 3.2: The mechanism for ethane pyrolysis
Reaction Rate constants
(1) C2H6 →CH3 +CH3 1.14∗10−2
(2) CH3 +C2H6 →CH4 +C2H5 1.19∗106
(3) C2H5 →C2H4 + H 1.57∗103
(4) H +C2H6 → H2 +C2H5 9.72∗108
(5) H + H → H2 6.99∗1013
See reference [59] for details. The initial concentration of C2H6 is 5.951∗10−6(mol · cm−3). All
other initial concentrations are zero. The fundamental units used are mol, cm and s.
inefficient, particularly for stiff problems[26, 21, 22]. The Rosenbrock method, well known
as being robust for stiff problems and explicitly having error control for the sensitivity
equations, addresses the chief shortcomings of direct method. The stability and accuracy
of Rosenbrock schemes for integrating stiff ODEs such as eq. (3.7) are described in detail
in reference [14, 94, 10, 73]. This allows for time-step adaptivity without compromising
the accuracy of the sensitivity equations.
3.3.1 Ethane Pyrolysis and Formaldehyde Oxidation Systems
To illustrate the stability of the R/DM approach, we have examined the chemical mech-
anism of pyrolysis of ethane as well as the oxidation of formaldehyde. These systems have
been previously shown to be unstable using both the direct method and the Greens func-
tion method[26]. Following Dunker, the relevant chemical reactions for the pyrolysis of
ethane are shown in Table 3.2 and the corresponding chemical reactions for the oxidation
of formaldehyde are shown in Table 3.3.
The integrated sensitivity coefficients are shown in Table 3.4 and Table 3.5 respectively.
A total of 27 steps are needed to integrate the model system for the pyrolysis of ethane out
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Table 3.3: The mechanism for formaldehyde oxidation
Reaction Rate constants
(1) HCO + O2 → HO2 +CO 6.02∗1010
(2) HO2 +CH2O → H2O2 + HCO 3.43∗1010
(3) H2O2 + M → 2OH + M 4.01∗106
(4) OH +CH2O → H2O + HCO 9.64∗1013
(5) OH + H2O2 → H2O + HO2 3.07∗1012
(6) H2O2 → H2O2(wall) 1.05∗102
(7) HO2 → HO2(wall) 1.05∗101
(8) HO2 + HO2 → H2O2 + O2 1.81∗1012
(9) OH +CO→CO2 + H 1.99∗1011
(10) HO2 +CO→CO2 + OH 7.23∗108
(11) H +CH2O → H2 + HCO 1.63∗1012
(12) H + O2 → OH + O 3.32∗1010
(13) H + O2 + M → HO2 + M 3.63∗1015
(14) HO2 + M → H + O2 + M 2.83∗105
(15) O + H2 → OH + H 1.82∗1011
(16) O +CH2O → OH + HCO 6.02∗1013
(17) H + H2O2 → HO2 + H2 7.83∗1011
(18) H + H2O2 → H2O + OH 3.55∗1012
(19) O + H2O2 → OH + HO2 6.02∗1010
(20) HCO→ H +CO 4.60∗10−12
(21) OH + H2 → H2O + H 6.02∗1012
(22) CH2O + O2 → HCO + HO2 1.75∗104
(23) H + HO2 → 2OH 3.01∗1012
(24) H + HO2 → H2O + O 3.01∗1013
(25) H + HO2 → H2 + O2 2.71∗1013
See reference [21, 89] for details. The initial concentrations are: [CH2O] = 1.124∗10−7; [O2] =
2.109∗10−6; [CO] = 4.699∗10−6; [N2] = 4.832∗10−6, [M] = 1.1772∗10−5. All other initial
concentrations are zero. The fundamental units used are mol, cm and s.
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to 1 second. An additional 9 steps are needed to integrate out this system out to 20 seconds.
The computational time is negligible. The results at 1 second using R/DM are the same
as the indirect method. The indirect method of Dunker et.al. calculates the sensitivity
numerically based on the variation form of the definition of the derivative[26]. The indirect
method method is used as a reference for comparison and defined as:
∂ lnyi
∂ lnki
∼=
yi(tn;ki +δki)− yi(tn;ki−δki)
2δyi(tn;ki)
where δ is 0.05. At 20 seconds, R/DM has better or equal accuracy to DDM. The maximum
relative error is only 0.5 percent. A total of 47 steps are needed to integrate a more complex
formaldehyde oxidation system using the R/DM method. The maximum relative error is
again 0.5 percent. The results are similarly same or better than DDM in comparison to
the indirect method. As a further check on the accuracy of the results, two integration
schemes, a 4th order adaptive Rosenbrock with tolerance 10−20 and a 4th order Runge-
Kutta algorithm with step size 10−10 were used to evaluate the indirect method. The results
were identical to the 3rd decimal place.
The timing of both algorithms will, in theory, scale as the cost of the LU decomposition.
As the decomposition for both the direct method and the DDM method is only performed
once on a matrix of the same size as the original Jacobian, the overall cost per step is
essentially the same. In practice, however, the extra sparse matrix multiplies needed to
reassemble the LU decomposition of the coupled system incurs a non-negligible overhead.
This time penalty is more than mitigated by the use of adaptive time step control and error
control for both the model system and the sensitivity parameters (see Table 4.4).
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Table 3.4: Sensitivity coefficients for ethane pyrolysis
Species ∂ ln[Yi]∂ lnk1 at 1.0 s
∂ ln[Yi]
∂ lnk1 at 20.0 s
DDM R/DM Indirect method∗ DDM R/DM Indirect method∗
C2H6 -0.044 -0.044 -0.044 -0.820 -0.819 -0.819
CH3 1.000 1.000 1.000 1.000 1.000 1.000
CH4 0.976 0.976 0.976 0.643 0.644 0.644
C2H5 0.662 0.662 0.662 -0.210 -0.210 -0.209
C2H4 0.681 0.680 0.680 0.323 0.323 0.324
H2 0.602 0.602 0.602 0.221 0.221 0.221
H 0.478 0.478 0.478 0.090 0.091 0.091
A tolerance of 10−8 is used for R/DM.
∗: calculated from ±5% variations in rate constant k1 (See eq. 3.19), 4th order adaptive
Rosenbrock algorithm is used for integration.
Table 3.5: Sensitivity coefficients for formaldehyde oxidation
Rate constant ∂ ln[O]∂ lnki
∂ ln[HO2 ]
∂ lnki
DDM R/DM Indirect method∗ DDM R/DM Indirect method∗
3 0.843 0.835 0.835 0.707 0.700 0.700
2 0.836 0.827 0.827 0.690 0.683 0.683
22 0.737 0.742 0.742 0.682 0.685 0.686
8 -0.300 -0.296 -0.296 -0.309 -0.306 -0.306
9 1.158 1.156 1.156 0.211 0.210 0.210
4 -1.157 -1.156 -1.160 -0.210 -0.209 -0.210
12 0.980 0.979 0.979 0.190 0.188 0.188
10 1.031 1.031 1.031 0.165 0.164 0.164
11 -0.660 -0.659 -0.660 -0.122 -0.121 -0.121
13 -0.327 -0.327 0.327
16 -1.000 -1.000 -1.002
The system is integrated out to 0.005s. A tolerance of 10−15 is used for the adaptive procedure.
∗: calculated from ±5% variations in rate constant k1 (See eq. 3.19), 4th order adaptive
Rosenbrock algorithm and 4th order Runge-Kutta algorithms are both used for integration and
yield the same results. The difference between R/DM and indirect method is within 0.5 percent.
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4. DM/R application on EGFR-MAPK Signal Transduction Pathway
4.1 EGFR-MAPK Signaling Pathway
A real world example of sensitivity analysis for large biochemical systems has been
also examined. The EGFR-MAPK (Epidermal Growth Factor Receptor-Mitogen Activated
Protein Kinase) signal transduction pathway is an important, well-studied pathway in cell
signaling which controls cell growth, differentiation among other processes[90, 75, 54, 25,
45, 6]. It is evolutionarily conserved in cells from yeast to mammals and consist of three
tiers activation cascade, MAPKKK (MAPK kinase kinase), MAPKK (MAPK kinase) and
MAPK[68, 5]. A simplified outline of the main central pathway may be described as fol-
lows, shown in Fig. 4.1 [55]. Extracellular EGF binds to the EGF receptor on the cell
membrane. This induces receptor dimerization and autophosphorylation[81]. The bound
receptor forms a docking site for the signaling molecule complex of SoS-Grb2 which then
activates the G-protein Ras by stimulating the exchange of GDP by GTP. This causes a
conformational change in Ras, enabling it to bind to Raf leading to Raf activation (MAP-
KKK tier). Activated Raf phosphorylates and activates MEK (MAPKK tier) which in turn
activates ERK (Extracellular Signal-Regulated Kinase, MAPK tier). Activated ERK can
then translocate into the nucleus and phosphorylate transcription factors such as Elk-1 and
other Ets family proteins, and eventually implement divergent cellular functions[49, 48].
As we have seen, the MAPK signaling cascade relay a stimulus from extracellular EGF to
activate ERK through a series of reactions.
The central pathway is itself controlled through several feedback and feedforward loops
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which can act as bistable switches within the network (see Fig. 4.2)[2, 3]. This central
pathway interacts with the PLC-γ-PKC pathway at two critical points. PKC (Protein Kinase
C) activates both Raf and Ras which in turn leads to the activation of ERK in a positive
feedback loop. In addition, ERK activates PLA2 (Phospholipase A2) which results in the
activation of PKC via AA (Arachidonic Acid), leading to another coupled feedback loop
(see Fig. 4.9). Conversely, activated ERK downregulates its own activation via the double
phosphorylation of Raf in a negative feedback loop. ERK also phosphorylates SOS leading
to the inactivation of EGFR signaling in another negative feedback loop[42]. The careful
balance of positive and negative feedback loops within these coupled pathways dictate the
response[90, 54]. Mutations within these cascades, ultimately lead to an imbalance and
manifest themselves via ERK as either uncontrolled proliferation or apoptosis.
4.2 Computational Performance
An investigation of how the system output ERK may be affected by key interactions
within this complex pathway is investigated using sensitivity analysis. First, the system is
equilibrated for 3600 seconds to steady state without EGF. This is followed by a buffered
EGF (2nM) stimulation for 6000 seconds. Finally, the stimulation is removed and the
system is allowed to evolve for a final 4800 seconds. While following the time evolution of
the system, the evolution of the sensitivities of activated ERK with respect to several key
rate constants and initial concentrations is performed using RK2 (2nd order Runge-Kutta),
RK4 (4th order Runge-Kutta), ARB2 (2nd order Adaptive Rosenbrock) and ARB4 (4th
order Adaptive Rosenbrock) integration methods. Stability requirements are such that the
maximally allowed time step for both RK2 and RK4 for this system is 0.001 s. The relative
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tolerance is 10−4 for both ARB2 and ARB4. The results computed by RK4 are taken as the
reference solution. Four species concentrations (Activated ERK, Activated Raf, AA and
Activated PLA2) and 12 sensitivities with respect to activated ERK are selected to show
accuracy, robustness and the efficiency of R/DM method.
The time evolution of activated ERK, PLA2, AA and activated Raf concentrations is
shown in Fig. 4.3. The log of the average relative error at each time step is calculated
using:
Rel. Error = Log10
[
1
N
N
∑
i=1
abs
(
(C(t)i|other−C(t)i|re f )
C(t)i|re f
)]
(4.1)
The term C(t)i|other is the ith concentration at time t using RK2, ARB2 and ARB4
integrators, while the reference is RK4. The log of the average relative error of the concen-
trations is shown in Fig. 4.4.
In previous work by Pant and Ghosh[70], both steady state analysis and direct stimu-
lation were used to gauge how changes in interactions of the MAPK signal transduction
pathway are most likely to cause aberrant signaling[70]. These changes may be described
as the biological consequence of how mutations effect signal transduction. As the MAPK
signal transduction pathway is related to cell proliferation and differentiation, those muta-
tions in which small changes in the free energy of a state can lead to large activated ERK
levels, may be considered to be a lead predictor of oncogenic mutations. Mutations may
be of two types: ones that lead to a change of expression level of a protein and ones that
change the way two proteins may interact. Mutations which affect expression levels will
change the initial total concentration of a particular species. A mutation which affects the
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Table 4.1: Top 6 mutations of rate constants
Reaction Dir Parameter Number
(1) X∗−PP2A→ PP2A + X f k65
(2) Ra f ∗+ GTP−Ras⇀↽ Ra f −GTP−Ras∗ b k115
(3) GTP−Ras−GAP⇀↽ GT P−Ras−GAP f k89
(4) GTP−Ras−GAP→ GAP+ GDP−Ras f k91
(5) PKC−DAG−AA⇀↽ PKC−DAG−AA∗ b k127
(6) X∗−MKP1→ X + MKP1 f k64
Top 6 inhibiting rate constant mutations. Reactions with X or X∗ represent group reactions. f:
forward rate constant, b: backward rate constant.
Table 4.2: Top 6 enzymes for overexpression and underexpression
Species overexpression Species underexpression
PKCcytosolic PP2A
craf-1 GAP
GDP-Ras MKP1
ERK activation is most sensitive to PKC overexpression and PP2A underexpression.
interaction between that species and another will affect the underlying kinetic parameters
governing that interaction. The top mutations of both types found using a direct simulation
technique are listed in Table 4.1 and Table 4.2.
The time evolution of these top 12 sensitivities after stimulation is shown in Fig. 4.5.
The sensitivities are log normalized by eq. (3.3). The average relative error for the sensi-
tivity calculations in comparison to a fixed RK4 integrator is shown in Fig. 4.6.
In Figs. 4.3 - 4.6, the time evolution of both the concentrations and sensitivities gener-
ated by 4 different integration methods is followed. In both cases, the Rosenbrock integra-
tors show a close match to the reference RK4 method. From a quantitative point of view,
relative errors generated by the 4th order Rosenbrock algorithm against a fixed time step
method such as RK4 is only 10−3 for concentrations and 10−5 for sensitivities respectively.
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The computation efficiency of the adaptive Rosenbrock integration algorithm can be
seen with the timing tests shown in Table 4.3. Although the Rosenbrock method has a
larger computational time per step than explicit methods such as Runge-Kutta because of
the LU decomposition necessary, this computation time is more than compensated for by
the large increase in step sizes. In general, for systems biology models which rapidly
approach steady state, the Rosenbrock method can be several orders of magnitude faster
than traditional fixed step size methods. It is interesting to note that in practice the adaptive
Runge-Kutta method is approximately 3 times slower than a hand-tuned fixed timestep
method. While the total number of steps has decreased by 30%, the computational cost
has increased by an even larger factor. The reason for this is straightforward. Explicit
methods such as Runge-Kutta are limited in stability to a maximum timestep that is defined
by the characteristic equations. In practice, it is straightforward to hand tune an explicit
method, fixed time step algorithm to approach this limit. Additionally, the second order
adaptive Runge-Kutta method needs 3 more function evaluations than fixed Runge-Kutta
equivalent. While the time step using an adaptive Runge-Kutta is still 30% larger than a
fixed step method, it can not compensate for the extra computational overhead needed for
adaptivity.
An example of the improved computational cost for integrating out multiple sensitivi-
ties simultaneously using the 4th order adaptive Rosenbrock method is shown in Fig. 4.7.
The same system is integrated with the total computational cost for 0 to 5 sensitivities (in
the order of Table 4.4). In the first row only the model equations are integrated. The total
number of steps represents the true cost of the calculation, that is the number of LU decom-
positions needed to integrate out the system of equations. This number exceeds the number
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Table 4.3: Computation steps and time of sensitivity of k62 with respect to ERK.
Integration Method Steps Time(s)
RK2 14400000 5652.0
RK4 14400000 11764.0
ARK2 10807000 15660.0
ARB2 534 4.5
ARB4 262 3.6
RK2: 2nd order Runge-Kutta, RK4: 4th order Runge-Kutta, ARK2: adaptive RK2
ARB2: 2nd order adaptive Rosenbrock, ARB4: 4th order adaptive Rosenbrock
All calculations were performed on a single 2.66 ghz processor Pentium IV.
of actual steps taken because adaptive time steps which lead to an error that exceeds the
defined tolerance require a recalculation for that step.
The increase in the computational cost per step between the model equations and in-
tegrating a single sensitivity parameter is due to the increase in the number of nonzero
elements in the Jacobian as well as the expense of calculating the additional partial deriva-
tives (eq. (3.11)). In calculating one or more sensitivities simultaneously, the cost per
step is roughly proportional to the resulting number of non-zero elements in the Jacobian.
The total computational cost ultimately depends on the stiffness of the resulting sensitivity
equations which govern the total number of steps needed to perform the time integration.
For this reason, the total computational time is not necessarily linear with the number of
sensitivity parameters.
Using tighter (smaller) tolerance results in an increase in the number of steps but has
no effect on the average cost per step. This is shown in Table 4.5. A tighter tolerance
increases the number of steps with a similar percentage increase in the total computational
time needed to perform the calculation.
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Table 4.4: Computational performance for model equations and sensitivity analysis based
on ARB4
Time (s) Total Steps Time(s)/Step Nonzero elements
integration only∗ 0.645 149 0.00433 5957
k64 3.415 182 0.01876 21709
k64,k89 4.596 182 0.02525 37448
k64,k89,k65 10.953 335 0.03270 54600
k64,k89,k65,k91 15.878 377 0.04212 70832
k64,k89,k65,k91,k127 19.874 377 0.05272 86995
*: Only model equations are integrated. No sensitivity calculation is included.
The tolerance used is 10−4. All calculations were performed on a single 2.66 ghz processor Pentium IV. The
rightmost column denotes the number of nonzero elements in the LU decomposition of (1− γhJc) in
equation (3.8).
Table 4.5: Computational performance using different tolerances, 1e-3 and 1e-4
Total Time Total Steps
1e-3 1e-4 1e-3 1e-4
integration only∗ 0.510 0.645 119 149
k64 2.666 3.415 139 182
k64,k89 3.561 4.596 139 182
k64,k89,k65 6.250 10.953 187 335
k64,k89,k65,k91 8.973 15.878 211 377
k64,k89,k65,k91,k127 11.218 19.874 211 377
*: Only model equations are integrated. No sensitivity calculation is included.
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4.3 Preliminary Sensitivity Analysis
In the original work of Bhalla and Iyengar, it was shown that under three stimulatory
conditions (6000 seconds of 2nM EGF, 490 seconds of 5nM EGF and 6000 sec of 5nM
EGF), only the 5nM EGF stimulation for 6000 secs results in the activation of a positive
feedback loop that activates ERK via PKC even after the EGF is withdrawn (Fig. 4.8)[2].
Above a certain threshold, phosphorylated PLA2 leads to AA production which in turn
leads to the production of DAG, activating PKC. PKC activates Raf which closes this 4 step
cycle by phosphorylating PLA2 (Fig. 4.9). As an illustration of the usefulness of sensitivity
analysis in systems biology, we have performed an analysis of the positive feedback loop
involved in the stimulatory pathway.
There are several reactions which generate 5 PLA2 complexes which generate AA and
6 sets of reactions which activate PKC during the first two steps of positive feedback loop
(see Table 4.6). By using sensitivity analysis, one may determine which reactions exert the
biggest influence on the ERK response. The relevant sensitivity curves are shown in Fig.
4.10, where stimulation of 5nM, 6000s is used. Although the sensitivity calculation starts
from time zero, the relevant part is after 3600 seconds (after the start of stimulation). In this
analysis, rate constants k52 and k126 are the most sensitive in their respective groups of
reactions and contribute the most to the persistent activation ERK after withdrawing EGF
stimulus. In the PLA2 related reactions, although k46 is smaller than k49, its sensitivity is
clearly higher than k49. In the PKC related reactions, the ratio of k122 and k123 is equal
to the ratio of k126 and k127. However, the sensitivity of k126 is much higher than k122.
Thus, sensitivity is not determined by single ratio, but is a property of an entire system.
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Table 4.6: Group reactions in step 1 and 2 of positive feedback loop
Step 1. Ca, DAG, PLA2 complexes → AA
APC PLA2-Ca* → PLA2-Ca* + AA :: 5.4 k40;
APC PIP2-PLA2*→ PIP2-PLA2* + AA :: 11.04 k43;
APC PIP2-Ca-PLA2*→ PIP2-Ca-PLA2* + AA :: 36 k46;
APC DAG-Ca-PLA2*→ DAG-Ca-PLA2* + AA :: 60 k49;
APC PLA2*-Ca → PLA2*-Ca + AA :: 120 k52;
Step 2. Ca, AA, DAG, PKC → PKC complexes
PKC-Ca ⇀↽ PKC-Ca-memb* :: 1.2705 3.5026 k120 k121;
PKC-Ca-DAG ⇀↽ PKC-DAG-memb* :: 1 0.1 k122 k123;
PKC-Ca + AA ⇀↽ PKC-Ca-AA* :: 0.0012 0.1 k124 k125;
PKC-DAG-AA ⇀↽ PKC-DAG-AA* :: 2 0.2 k126 k127;
PKC-cytosolic ⇀↽ PKC-basal* :: 1 50 k128 k129;
AA + PKC-cytosolic ⇀↽ PKC-AA* :: 0.00012 0.1 k130 k131;
The sensitivity of k52 with respect to ERK under 3 different EGF stimulus is investi-
gated in Fig. 4.11. The parameter k52 is much less sensitive to ERK under high concen-
tration and long stimulus times (5nM, 6000s) than under low concentrations (2nM,6000s).
Only a small percent increase of k52 is required for sustained ERK under 2nM stimulus,
but large percent drop is expected to be required to stop the persistent ERK under 5nM EGF
stimulation. This is confirmed by Fig. 4.12. It is shown that only 1% increase is needed to
obtain sustained ERK under 2nM, 6000s EGF stimulation, whereas 40% percent reduction
is necessary to inhibit sustained ERK under 5nM, 6000s stimulation.
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Figure 4.1: EGFR is dimerized and activated when EGF binds to it. Activated EGFR
recruits the GDP-GTP exchange factor SOS to activate Ras. Activated Ras binds to Raf to
promote the activation of Raf, which in turn leads to the phosphorylation of MEK, which
subsequently activates ERK. Activated ERK translocates into the nucleus to phosphorylate
transcription factors which regulate gene expression to initiate the cellular response to the
EGF signal. The pic is adapted from [55].
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Figure 4.3: The time evolution of four species: activated ERK, activated Raf, AA, and
activated PLA2 is followed. The system is first equilibrated without stimulus, then given
a fixed 2nM EGF stimulation for 6000 seconds. The adaptive integrators use interpolated
time points for comparison with RK2 and RK4 integration methods.
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Figure 4.4: Time evolution of the relative error of 4 concentrations ( activated ERK, acti-
vated Raf, AA and activated PLA2) using RK2, ARB2 and ARB4 integration methods.
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Figure 4.5: Evolution of 12 normalized sensitivities with respect to ERK. The relative error
is shown in Fig. 4.6.
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Figure 4.6: Time evolution of the relative error of 12 sensitivities with respect to ERK using
RK2, ARB2 and ARB4 integration methods.
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Figure 4.7: Total computation time, average time per step and average number of nonzero
elements in A matrix per step are listed in (a), (b) and (c). A matrix is LU decomposition
of (1− γhJc).
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Figure 4.8: Activated ERK concentration under 3 different EGF stimulus conditions. Equi-
libration occurs until 3600 seconds after which stimulation is given.
Stimulus condition A: 2nM of 6000 secs, B: 5nM of 490 secs, C: 5nM of 6000 secs.
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Figure 4.9: Positive feedback loop within EGFR-MAPK signaling pathway. Phosphory-
lated PLA2 leads to AA production which in turn leads to the production of DAG which in
turn activates PKC. PKC activates Raf which closes the cycle by phosphorylating PLA2.
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Figure 4.10: Sensitivities of rate constants of PLA2 and PKC related reactions with respect
to ERK. Stimulus condition: 5nM and 6000 seconds.
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Figure 4.11: Sensitivity of k52 with respect to ERK under 3 different EGF stimulus.
Stimulus condition A: 2nM of 6000 secs, B: 5nM of 490 secs, C: 5nM of 6000 secs.
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Figure 4.12: Percentage variation needed to obtain sustained ERK under 2nM, 6000s EGF
stimulation and to inhibit sustained ERK under 5nM, 6000s EGF stimulation.
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5. Sensitivity Analysis on Spatio-Temporal Systems
As describerd in Chapter 3, the use of ordinary differential equations (ODE) is a widely
accepted approach for building mathematical models of intracellular signaling cascades.
Sensitivity analysis is typically used to validate these models by investigating the effects of
uncertainty or variation in parameters on the output of these nonlinear systems [61, 83, 44,
30]. The chief limitation of such models of intracellular signal transduction is that the cell
is treated purely temporally, also known as as the “well-stirred” approximation [2, 62, 43].
However, Intracellular signaling occurs in a highly inhomogeneous medium. Signaling
cascades typically start from the extracellular region and end in the cytosol or cell nucleus.
Moreover, many proteins exist only at specific locations in the cell, such as the cell mem-
brane, cytosol, or mitochondria, etc. When a signal spreads, proteins not only react with
other proteins, but also can be transported to other locations within the cell. As the diffu-
sion within the cell is usually much slower than the reaction rate, large gradients of proteins
are inevitable. This has important implications for cell signaling [9, 50, 58]. A reaction-
diffusion PDE (partial differential equations) model may be therefore considered a better
description for understanding these complex spatio-temporal cell signaling processes.
5.1 Spatio-Temporal Modeling
The reaction-diffusion system has the generalized form:
dC
dt = FD(C(x, t))+FR(C(x, t)) = D∇
2C(x, t)+ f(C(x,P, t)) (5.1)
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where C(x, t) denotes a vector of N species concentrations and f(C(x,P, t)) denotes
the kinetics components of the system with a vector P of M parameters. The diffusion
component is D∇2C, where D is a diagonal matrix of diffusion constants. Through the
remainder of the paper, let C denote C(x, t) for simplicity.
5.1.1 Diffusion Operator
Many schemes exist for integration of diffusion. The most straightforward implementa-
tion of the diffusion operator is the forward time-centered space algorithm (FTCS). Using
reduced units by setting the constant a = Ddtdx2 , the FTCS method calculates the concentration
at the next time step as follows:
Ct+1x = (1−2a)Ctx +a(Ctx−1 +Ctx+1) (5.2)
Stability analysis of this algorithm reveals a stability condition of 2a< 1 for the method
to be stable. While this method is simple and stable for small time steps, it is generally
inefficient and undesirable. To remove the stability condition, one could use a first order
implicit scheme where we apply the Laplacian a step ahead of the current time,
Ct+1x −Ctx
dt = D(
Ct+1x−1−2C
t+1
x +Ct+1x+1
dx2 ) (5.3)
If spatial boundary conditions (Dirichlet or Neumann) are known then the set of equa-
tions produced by the above equation can be solved iteratively. Such solution by recursion
is typical of implicit methods where concentrations at a forward time step appear on the
right side of the equation. Related to this approach are 2nd order schemes such as Crank-
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Nicholson, which has a simple description as the average of the previous two methods:
Ct+1x −Ctx
dt =
1
2
(D(
Ct+1x−1−2Ct+1x +C
t+1
x+1
dx2 )+D(
Ctx−1−2Ctx +Ctx+1
dx2 )) (5.4)
Crank-Nicholson is unconditionally stable for dt and dx, and yields second order ac-
curacy in time and space. Implicit methods have the main advantage of being uncondi-
tionally stable but also require a matrix inversion. For one-dimensional problems, this
method requires the diagonalization of a tridiagonal matrix at each time step. While the
one-dimensional case is relatively inexpensive, in two and especially three-dimensional
problems require solutions of considerably more complex (although still sparse) matrices.
To alleviate this unwieldy structure, further operator splitting of the diffusion operator into
three 1D operators may be used.
This involves splitting the multi-dimensional diffusion into appropriate time intervals
and applying a 1D step for each direction. In two dimensions using two steps of δ t2 the
scheme’s stability properties are maintained, but this is lost in three dimensions(with three
δ t
3 time steps) and the scheme becomes only conditionally stable[77]. For problems in
higher dimensions, an Alternating Direction Implicit (ADI) introduced by Douglas[23],
maintains unconditional stability, is second order accurate in both space and time, and is
generalizable for solving diffusion problems of arbitrary dimensionality. In 3D, it may be
schematically written out as:
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C∗−Cn
△t
=
α
2
δ 2x (C∗−Cn)+αδ 2y Cn +αδ 2z Cn (5.5)
C∗∗−Cn
△t
=
α
2
δ 2x (C∗−Cn)+
α
2
δ 2y (C∗∗−Cn)+αδ 2z Cn (5.6)
Cn+1−Cn
△t
=
α
2
δ 2x (C∗−Cn)+
α
2
δ 2y (C∗∗−Cn)+
α
2
δ 2z (Cn+1−Cn) (5.7)
where α = Dδx2 and δ
2
dir is a tridiagonal matrix representing 1D diffusion along a strip
of space in the direction of the subscript.
Subtracting eq. (5.5) from eq. (5.6) and eq. (5.6) from eq.(5.7) and defining a = αδ t,
the scheme is reduced to eqns. (5.8) to (5.10), each of which can be solved efficiently
using elementary linear algebra. In one dimension, it is simply a standard Crank-Nicolson
diffusion scheme[17].
(1− a
2
δ 2x C∗) = (1+
a
2
δ 2x +aδ 2y +aδ 2z )Cn (5.8)
(1− a
2
δ 2y C∗∗) = C∗−
a
2
δ 2y Cn (5.9)
(1−
a
2
δ 2z Cn+1) = C∗∗−
a
2
δ 2z Cn (5.10)
5.1.2 Operator Splitting
A reaction-diffusion solution operator L (τ) is used to find the solution of eq. (5.1) at
time t+ τ:
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C(t+ τ) = L (τ)C(t) (5.11)
The numerical approximation to L (τ), denoted by L(τ), is propagated by Strang split-
ting [85]. The operator L is split into suboperators with the specific ordering:
L(τ) = LR(
τ
2
)LD(τ)LR(
τ
2
) (5.12)
where LR is the numerical reaction propagator and LD is the numerical diffusion prop-
agator. Equation (5.12) states that the system concentrations are first propagated forward a
half time step using the reaction operator, the resulting concentrations are propagated for-
ward a full time step using the diffusion operator, and a final half time step propagation by
the reaction operator ends the operation of L(τ).
5.2 Sensitivity Analysis on Spatio-Temporal Systems
As systems biology models moves from pure kinetic to spatio-temporal models, impor-
tant analysis approaches such as sensitivity analysis must be appropriately expanded to fit
this change.
An adaptive step size Rosenbrock integration method with automated sensitivity analy-
sis for ODE systems has been developed by our group previously [98]. In this chapter, this
approach has been expanded to numerically evaluate the appropriate sensitivity parameters
in reaction-diffusion systems. The method is applied to the Gray-Scott system [40, 71]. The
Gray-Scott system is a simple reaction-diffusion system that evolves into complex patterns.
Small changes of parameter values for the system can lead to many different patterns.
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These small changes using sensitivity analysis are investigated to explain how such
patterns are related. The chapter continues with a mathematical description of the sensitiv-
ity analysis on a generalized reaction-diffusion system, followed by the application to the
Gray-Scott system.
5.3 Methods
The generalized log-normalized time dependent sensitivity matrix ˆS(x, t), simplified as
ˆS, is given by:
ˆS = ∂ lnC∂ lnP =
∂C
∂P ·
P
C (5.13)
where P is a parameter vector containing any combination of rate constants or initial
concentrations. In our mathematical description, we use the unnormalized sensitivity ma-
trix S = ∂C∂P , which is, componentwise:
Si, j =
∂Ci
∂P j
i = 1, · · · ,N j = 1, · · · ,M (5.14)
We can obtain these components by numerically integrating the following expression
in time:
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dSi, j
dt =
d ∂Ci∂P j
dt
=
∂ dCidt
∂P j
=
∂FD(Si)
∂P j
+
∂FR(Si)
∂P j
= Di∇2
∂Ci
∂P j
+
N
∑
l=1
∂ fi
∂Cl
∂Cl
∂P j
+
∂ fi
∂P j
(5.15)
The final two terms of eq. (5.15) can be calculated very quickly and efficiently by the
method presented in [98], an adaptive step size Rosenbrock integration method using sparse
matrix techniques. Additionally, the first right hand side term of eq. (5.15), the 2nd spatial
derivative of the sensitivity matrix, can be easily calculated using any standard differencing
scheme (FTCS, Crank-Nicolson, etc) [77, 17]. Since we use a 2nd order implicit Rosen-
brock integrator for the reaction operator, we use the 2nd order ADI (Alternating Direction
Implicit) differencing method [23, 24], which in “two dimensions” has the form:
(1−
a
2
δ 2x )(
∂C
∂P )
∗ = (1+
a
2
δ 2x +aδ 2y )(
∂C
∂P )n (5.16)
(1−
a
2
δ 2y )(
∂C
∂P )n+1 = (
∂C
∂P )
∗−
a
2
δ 2y (
∂C
∂P )n (5.17)
where a = Dτ
△x2
, (∂C∂P) vectors are sensitivities at successive locations, (
∂C
∂P)n+1 is the
next time step value for (∂C∂P )n, starred terms are intermediate step results for (
∂C
∂P)n+1, and
the differencing terms δ 2x and δ 2y are tridiagonal matrices of the form:
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

−2 1 0 0 · · · 0 0 0 1
1 −2 1 0 · · · 0 0 0 0
.
.
.
0 0 0 0 · · · 0 1 −2 1
1 0 0 0 · · · 0 0 1 −2


The method is the same regardless of whether the components of P are initial con-
centrations or rate constants. When determining the sensitivity with respect to an initial
concentration, a certain subtlety in definitions arrises. The definition we have taken mea-
sures the response of the system to a differential change in the initial concentration in all
parts of the system. Such a definition has a close experimental parallel. It measures how the
outputs change if the initial concentration of a species increases a small amount on every
grid point (not just a single grid point) in the system.
5.4 The Gray-Scott System
The method is applied to the Gray-Scott system to validate the sensitivity calculation on
a reaction-diffusion system. The canonical Gray-Scott system used in [71] includes only
two reactions:
U +2V → 3V
V → P (5.18)
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Which lead to the following reaction-diffusion PDE system:
dU
dt = DU ∇
2U −UV 2 +F(1−U)
dV
dt = DV ∇
2V +UV 2− (F + k)V (5.19)
Based on the method of the previous section, the sensitivity coefficient ∂U∂k has the form:
d ∂U∂k
dt = DU
∂ (∇2U)
∂k −
∂U
∂k V
2−2V ∂V∂k U −F
∂U
∂k
= DU
∂ 3U
∂x2∂k −
∂U
∂k V
2−2V ∂V∂k U −F
∂U
∂k (5.20)
The initial conditions consist of U = 1 and V = 0 over the grid with a square 20 ×
20 point area located in the center of the grid with U = 0.5 and V = 0.25, and then are
perturbed with ±1% random noise [71]. Periodic boundary conditions and the values of
DU and DV are all kept the same as in previous work by Pearson [71]. System integration
and sensitivity analysis are implemented with 2nd order adaptive Rosenbrock method to
10000 seconds using the freely available computational package CellSim developed by our
group under the GNU Public License (GPL) [32]. All time dependent species concentration
and sensitivity coefficients are saved.
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5.5 Results and Discussion
The map of patterns from [71] is shown here for convenience (Fig.5.1). Although we
reproduced all 12 patterns presented in [71], only the Greek letters appearing in the shaded
region are selected for pattern transition investigation. Since the pattern transition usually
happens during the initial evolution of the system, mainly at the center, we use a 48 × 48
grid system to “zoom in” on the area of interest. Sensitivity analysis (∂Ci/∂P j) can be
seen as an indicator of response to small changes in some parameter Pj on amount of δP.
This assumes the system changes linearly within that parameter change, such that:
Ci(P j +δP j)≈ Ci(P j)+
∂Ci
∂P j
·δP j (5.21)
Equation (5.21) does not hold if the system is nonlinear with respect to the parameter
change. In this case, sensitivity analysis cannot explain that transition for that parameter
change unless we use the right range of that parameter, δP.
The pattern transitions are divided into two categories in Table 5.1, based on which
parameter is perturbed. The parameter values of the 7 patterns chosen for discussion are
listed in Table 5.2. The visualization of time dependent species concentrations and corre-
sponding sensitivity coefficients is performed by CellVis, a 3D visualization tool and a GUI
front-end module for CellSim.
The transition caused by increasing F is discussed first (for pattern λ1 to µ), then fol-
lowed by four other transitions induced by increasing k.
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Table 5.1: Investigated Pattern Transitions
From To Increased parameter
λ1 µ F
η κ1 F
θ κ1 k
κ1 λ1 k
κ2 µ k
η λ2 k
Table 5.2: Parameter Values of 7 patterns
Pattern F k
κ2 0.045 0.064
µ 0.045 0.065
θ 0.039 0.061
κ1 0.039 0.063
λ1 0.039 0.065
η 0.0355 0.063
λ2 0.0355 0.065
5.5.1 Pattern λ1 to µ
The time evolution of U for patterns λ1 and µ as well as the sensitivity ∂U∂F are shown in
Fig. 5.2. Six time points are chosen to illustrate both the development of each pattern and
the sensitivity. The top, middle and bottom rows are λ1, µ and ξ (∂U∂F ), respectively. The
logarithm plot is used for sensitivity ∂U∂F because of the large scale it spans over the devel-
opment period of 10000 sec. In order to keep sign consistency between ∂U∂F and log(
∂U
∂F ),
the value of ∂U∂F is raised by 1 before taking its log if the original
∂U
∂F is positive (i.e., we use
log(∂U∂F +1) instead of log(
∂U
∂F )). Similarly, the value of ∂U∂F is reduced by 1 before taking
its log if the original ∂U∂F is negative. Taken together,
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ξ (∂U∂F ) =


log(∂U∂F +1) if
∂U
∂F ≥ 0
log(∂U∂F −1) if
∂U
∂F < 0
(5.22)
Patterns λ1 and µ have the same initial conditions, but reach very different steady states.
The differences develop during a period that we shall call the “critical time period”. The
length of the critical time period varies for different parameter values. During this early
critical period, the 4 spots of pattern λ1 (t = 1143.3 sec) divide into 8 spots reminiscent of
cell multiplication. Some of these 8 spots continue to split and move until reaching a final
state (t = 9984.8 sec). In contrast, the 4 spots in pattern µ do not split, instead, these spots
elongate into stripes which then grow in length to reach a different final state. A central time
point (t = 1600 sec) during this critical time period is selected for the following discussion
because our main interest is to investigate what drives the pattern transition.
The patterns λ1, µ and ∂U∂F of λ1 at t = 1600 sec are shown in Fig. 5.3. The bottom
row contains 3D plots, the top row contains contour plots as in Fig. 5.2. We use original
sensitivity values in Fig. 5.3 rather than log values in Fig. 5.2 to allow for a better differen-
tiation between pattern figures. The 3D plots are rotated 45 degrees anticlockwise to allow
a more unobstructed view of the bottom left corner. The spots marked 1 and 2 are almost
separated from each other in λ1 (Fig. 5.3(d)), whereas they are largely connected in µ (Fig.
5.3(e)). The parameter difference between patterns λ1 and µ is an increase in the value of F
from 0.039 to 0.045 only. Because of an upward spike at spot 3 in the sensitivity plot (Fig.
5.3(f)), one would expect U to be larger in µ than in λ1 at the same spot. Unfortunately,
Fig. 5.3(d) and Fig. 5.3(e) exhibit the opposite phenomena, the value of U at spot 3 in µ
is much lower than in λ1. Similarly, the negative values (downward spike) of spot 1 and 2
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in Fig. 5.3(f) suggest values of U at these two spots should decrease when F is increased.
However, their increase from 0.273 to 0.292 betrays the outcome expected from sensitivity
analysis.
The inconsistency between sensitivity and concentration variation indicate that the sys-
tem is nonlinear as F increases from 0.039 to 0.045. To find out the transition value for
this transition, further simulations with different values of U are taken. The values of U are
shown in Fig. 5.4 with F increasing from 0.039 to 0.044 gradually. The pattern remains
λ when F is increased to 0.043 (transition value), while it changes to µ when F is 0.044.
The value of U at spot 3 should decrease gradually from Fig. 5.4(a) to Fig. 5.4(f) if the
system is linear. However, an increase at spot 3 is observed in Fig. 5.4(b), and conversely
U decreases from 0.277 to 0.275 at spots 1 and 2. All these changes match the sensitivity
shown in Fig. 5.3(f). The sensitivity plots shown in Fig. 5.3(f) do not explain the transition
from pattern λ1 to µ , but provide the rationale for a λ pattern to another λ pattern.
For further verification, sensitivity from Fig. 5.4(e) (F = 0.043) is calculated, shown
in Fig. 5.5. The upright spikes at spot 1 and 2 in Fig. 5.5(f) are verified by the value of U
increase from 0.288 in Fig. 5.5(d) to 0.292 in Fig. 5.5(e), and the negative spike at spot 3
in Fig. 5.5(f) corresponds to a decrease in U . The transitions at other symmetric locations
in pattern λ1 are similar to this bottom-left corner, and are therefore not discussed.
5.5.2 Pattern θ to κ1
Pattern θ and κ1 develop in a similar manner in the early period (Fig. 5.6). The differ-
ence is generated around t = 153 sec. Pattern θ always keeps a rectangular shape while κ1
splits into 4 spots. During evolution, the rectangle in θ expands to the edge, and the middle
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of each edge moves inward (t = 760.55 sec) to reach the final state (t = 9990.4 sec). On
the other hand, the 4 spots in κ1 stretch and grow into stripes until reaching steady state.
The transition starts around 153 sec, and therefore this time point is selected for sensitivity
analysis (Fig. 5.7).
The transition of the bottom edge (circled area) from θ to κ1 consists of changing the
values of U at spots 1 to 3 in Fig. 5.7(a) to the values in Fig. 5.7(b). Spots 1 and 3, two of
four dark (red in color) spots in Fig. 5.7(f), represent the decreasing trend at these locations
and are consistent with the reduction of the lowest value from 0.267 in θ to 0.265 in κ1.
The sharply spiked rectangular feature (labeled by the large white arrows) of Fig. 5.7(f)
indicates a large increase of U at that location. This increase occurs because there is a
depressed region of concentration of U in Fig. 5.7(d) that is larger than in κ1. The spike at
spot 2 in Fig. 5.7(f) suggests the edge in θ will split to form the separate spots in κ1. The
transitions of the other 3 edges are the same as this bottom edge.
The total consistency between the trend indicated by sensitivity analysis and the changes
of U from pattern θ to κ1 represents the system transits linearly at this moment during this
range of the parameter(k) change.
5.5.3 Pattern κ1 to λ1
Pattern κ1 evolves somewhat more slowly than λ1 (Fig. 5.8). A similar shape occurs in
κ1 at t = 682.89 sec as what develops at 1441.9 sec in pattern λ1. At this point, pattern κ1
maintains this shape beyond 2156 sec while pattern λ1 splits to 8 spots. The two patterns
continue to develop independently (t = 5365.3 sec). The final states (around 10000 sec)
are not shown, and are the same as κ1 in Fig. 5.6 and λ1 in Fig. 5.2.
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As we have seen, the total consistency between the sensitivity analysis and the actual
changes of U is observed. The transition from pattern κ1 to λ1 is a “stripe” to “split spots”
transition. We focus on a time point (t = 2156 sec) within this transition period (Fig.
5.9). There are five major differences labeled from 1 to 5 in Fig. 5.9(a) and Fig. 5.9(b).
Huge positive spikes at point 1 and 5 of the sensitivity coefficient ∂U/∂k plot (Fig. 5.9(f))
indicate an increase of U should be observed at these two locations when k is increased.
This is validated by the green color at these two points in κ1 while blue in λ1 in contour
plots. Negative points 2 and 4 in Fig. 5.9(f) represent a decreasing trend, and indeed the
values of these two points decrease from 0.297 in κ1 to 0.278 in λ1. The upright spike at
point 3 in Fig. 5.9(f) indicates the stripe will break into spots if k is increased.
5.5.4 Pattern κ2 to µ
The time evolution of the κ2 and µ patterns are shown in Fig. 5.10. Until the critical
time period, pattern κ2 and µ develop similar distributions but not simultaneously (1377.3
sec for κ2 and 2458.1 sec for µ). The difference appears after 2458.1 s. The stripes of
pattern κ2 grow to the edge, however, µ stays unchanged for a while (beyond 4070.7 sec)
and then the stripes move in a manner as in Fig. 5.2 (t = 6894.5 sec) before reaching the
final state (t = 9999.8 sec).
The critical time period at t = 2458.1 sec is chosen for further analysis. Sensitivity
coefficient ∂U/∂k in Fig. 5.11(f) indicates that U should increase at point 1 and 5. In
addition, a negative sensitivity value is needed for reducing the value from 0.313 in κ2 to
0.299 in µ at spots 2 and 4. The arc shape at location 3 in κ2 would be eliminated as per
the small hump of ∂U/∂k at the same location in Fig. 5.11(f). As we have seen, pattern
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κ2 finishes the transition to µ (Fig. 5.11(a) to Fig. 5.11(b)) once the changes suggested by
these points are accomplished. The total consistency between the sensitivity analysis and
the actual changes of U is shown again.
5.5.5 Pattern η to λ2
Fig. (5.12) shows the time evolution of pattern η and λ2. Pattern λ2 evolves much
slower than η and show nonlinearity when t = 1278.1 sec. The value of U at spot 1
decreases from pattern η and λ2(Fig. 5.13(d) and Fig. 5.13(e)). However, sensitivity
∂U/∂k in Fig. 5.13(c) has a positive value at the same spot, which means U should increase
when k increases. The opposite trend indicated by sensitivity and the change of the U from
pattern η to λ2 represents the system becomes nonlinear when k increases from 0.063 to
0.065.
The system is re-evaluated using a smaller increment (0.0001) of k from 0.063 to 0.065.
The pattern changes from η to λ when k just increases to 0.0631 (transition value). Al-
though systems has a λ pattern when k is either 0.0631 or 0.065 at the steady state, their
evolutions are very different. The evolutions of pattern λ2 (k = 0.065), λ (k = 0.0631) and
η are shown in Fig. 5.14. The time evolution of pattern λ2 is very similar to pattern λ1
shown in Fig. 5.2. But pattern λ shows much quicker evolution than λ2 (compared with
the shape of λ2 at t = 4521.3 sec ) but almost the same shape as η up to t = 1278.1 sec.
After t = 2320.5 sec, λ enters a pretty much the same but still different shape with pattern
η . The main difference becomes more clear when t = 4521.3 sec. At that moment, pattern
η shows two stripes while not in λ . This difference is caused by the different changes at
spots C and D, E and F (Fig. 5.15) in two patterns when t = 2320.5 sec. Spots C and D,
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E and F, connect with each other till the end in η which induce the stripes while remain
separate in λ . Sensitivity analysis in Fig. 5.15 clarify this trend.
5.5.6 Pattern η to κ1
Due to the nonlinearity of F as one increases this parameter value from 0.0355 to 0.039,
the system is re-evaluated to find out the transition value for the transition. The pattern
remains η when F is increased to 0.0376, while it changes to κ when F is increased further.
The discussion of this transition is omitted here because it is very similar to the reverse
transformation of pattern κ2 to µ , from Fig. 5.11(b) to Fig. 5.11(a).
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Figure 5.1: Map of locations of 12 patterns, adapted from [71]. Each letter in the map
represents a pattern generated by different values of parameters F and k. Matching letters
show that similar patterns are found at those points in the parameter space. The letters
R and B and the region outside them represent two spatially uniform red and blue states
respectively. The system is bistable in the region above the solid line and below the dotted
line. There are 12 patterns besides R and B that are generated in this parameter space.
Sensitivity analysis and simulation are performed at seven patterns in the shaded area to
explore the localization of this nonlinear system and explain the pattern transitions among
these patterns.
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1.01
λ1
0.219
1.01
µ
0.219
1.53
ξ (∂U∂F )0
−1.55
t=0 t=1143.3 t=1600.0 t=3651.9 t=6894.5 t=9984.8
Figure 5.2: Time evolution of species U in pattern λ1 and µ as well as the sensitivity ξ (∂U∂F )
in λ1 is shown. Top row: λ1, Middle row: µ , Bottom row: ∂U∂F . The scale of the original
values of λ1 and µ is 0.219 to 1.01. The scale of the log plot ξ (∂U∂F ) (eq. (5.22)) is -1.55
to 1.53. The use of log axiis plot is due to the large scale spanned by the values of the
sensitivity. The white color represents the highest value, followed by blue, green, yellow,
orange, and red. The same color represents the same value in different plots as long as they
belong to the same pattern or sensitivity.
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(a) λ1 (b) µ (c) ∂U/∂F
(d) λ1 (e) µ (f) ∂U/∂F
Figure 5.3: Sensitivity analysis of pattern λ1 to µ at t = 1600 sec is shown. Each plot has
its own scale. In this figure, the sensitivities at spots 1, 2 and 3 in (f) represent the opposite
trend of the changes of values of U at those spots from λ1 and µ . This suggests the system
is not linear when F is increased from 0.039 to 0.045.
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(a) λ : F = 0.039 (b) λ : F = 0.040 (c) λ : F = 0.041
(d) λ : F = 0.042 (e) λ : F = 0.043 (f) µ : F = 0.044
Figure 5.4: The concentration of species U based on different F values when t = 1600 sec
is shown. The system remains as λ1 when F is increased to 0.043, and changes to µ when
F is 0.044. The system is nonlinear because the value at spot 3 does not decrease gradually
from (a) to (f). In contrast, it increases from (a) to (b). Therefore, the sensitivity in Fig. 5.3
does not describe the transition of λ1 to µ , but provides an explanation of a λ (a) to another
λ (b).
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(a) λ1: F = 0.043 (b) µ : F = 0.044 (c) ∂U/∂F : F = 0.043
(d) λ1: F = 0.043 (e) µ : F = 0.044 (f) ∂U/∂F: F = 0.043
Figure 5.5: The sensitivity analysis of pattern λ1 to µ at t = 1600 sec based on the proper
value of F (0.043) is shown. All trends indicated by sensitivity in (f) can be validated by
the changes in the concentration U from (d) to (e). The increasing of U from 0.288 to 0.292
at the spot 1 and 2 in (d) and (e) is consistent with the upright (positive) spike of sensitivity
in (f). The negative spike at spot 3 in (f) matches the decreasing of the concentration U
from (d) to (e).
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1.01
θ
0.232
1.01
κ1
0.232
1.85
ξ (∂U∂k )
−1.15
t=0 t=54.59 t=153.47 t=760.55 t=1566.9 t=9990.4
Figure 5.6: The time evolution of species U in pattern θ and κ1 as well as the sensitivity
ξ (∂U∂k ) in θ is shown. Top row: θ , Middle row: κ1, Bottom row: ∂U∂k . The scale of the
original values of λ1 and µ is 0.232 to 1.01. The scale of the log plot ξ (∂U∂k ) is -1.15 to
1.85. The time evolution of pattern θ and κ1 are very similar in the early period (t = 54.59
sec), then differentiate around t = 153.47 sec. Pattern θ keeps a rectangular shape while
κ1 splits into 4 spots, which starts the critical time period. The time point 153.47 sec is
selected for the sensitivity analysis in Fig. 5.7.
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(a) θ (b) κ1 (c) ∂U/∂k
(d) θ (e) κ1 (f) ∂U/∂k
Figure 5.7: The sensitivity analysis of pattern θ to κ1 at t = 153 sec is shown. The rect-
angular area of θ (concave area in (d)) is larger than in κ1. A positive upward rectangular
wall (large white arrows) is therefore observed in (f). The spike at spot 2 in (f) suggests the
edge will split into spots in κ1. Dark (red in color) spots 1 and 3 in (f) are consistent with
the reduction of the lowest value from 0.267 in θ to 0.265 in κ1.
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1.01
κ1
0.219
1.01
λ1
0.219
2
ξ (∂U∂k )
−1.7
t=0 t=682.89 t=1441.9 t=2156 t=4401.4 t=5365.3
Figure 5.8: The time evolution of species U in pattern κ1 and λ1 as well as the sensitivity
ξ (∂U∂k ) in κ1 is shown. The early development of pattern κ1 and λ1 are similar to each other
but evolve at different rate. The shape that occurs in κ1 at t = 682.89 sec needs 1441.9 sec
to be seen in pattern λ1. After that, pattern κ1 maintains this shape beyond 2156 sec while
pattern λ1 splits to 8 spots. At this point, κ1 begins to stretch and break at the upper left
and lower right locations while λ1 keeps unchanged (t = 4401.4 sec). The two patterns
continue to develop to their later period shape (t = 5365.3 sec). The final states (around
10000 sec) are not shown here because they are the same as κ1 in Fig. 5.6 and λ1 in Fig.
5.2.
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(a) κ1 (b) λ1 (c) ∂U/∂k
(d) κ1 (e) λ1 (f) ∂U/∂k
Figure 5.9: The sensitivity analysis of pattern κ1 to λ1 at t = 2156 sec is shown. Upright
spikes at point 1 and 5 of ∂U/∂k in (f) indicate the increasing trend at these two locations.
This is consistent with the green color at these two points in κ1 while blue in λ1. In addition,
the reduction of the lowest values at point 2 and 4 from 0.297 in κ1 to 0.278 in λ1 matches
the negative values at these locations in ∂U/∂k. The upright spike at point 3 in (f) is
required to break the stripe to spots to complete the transition from κ1 to λ1.
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1.01
κ2
0.248
1.01
µ
0.248
3.15
ξ (∂U∂k )
−2.57
t=0 t=842.04 t=1377.3 t=2458.1 t=4070.7 t=9999.8
Figure 5.10: The time evolution of the κ2, µ and the correspondent sensitivity ξ (∂U∂k ) in κ2
is shown. The distributions of κ2 and µ at 1377.3 sec and 2458.1 sec suggest pattern κ2 and
µ are analogous to each other in the early period but are not evolving simultaneously. Once
entering the critical time period, κ2 stretches its strips to the edge, however, µ stays almost
unchanged (beyond 4070.7 sec) and moves as in Fig. 5.2 (t = 6894.5 sec). The distribution
of pattern κ2 around 10000 sec is not similar to κ1 in Fig. 5.6 because κ2 develops at a
much slower rate than κ1.
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(a) κ2 (b) µ (c) ∂U/∂k
(d) κ2 (e) µ (f) ∂U/∂k
Figure 5.11: The sensitivity analysis of pattern κ2 to µ at t = 2458.1 sec is shown. The
concentrations of species U at spots 1 and 5 in κ2 is clearly lower than in µ , and positive
spikes are therefore observed at these edges in sensitivity coefficient ∂U/∂k in (f). Nega-
tive values of spots 2 and 4 in ∂U/∂k explain the reduction of U from 0.313 in κ2 to 0.299
in µ . The arc shape at location 3 in κ2 would be eliminated by small hump of ∂U/∂k at
the same location in Fig. 5.11(f).
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1.01
η
0.239
1.01
λ2
0.239
2.97
ξ (∂U∂k )
−2.94
t=0 t=288.75 t=570.92 t=1278.1 t=2320.5 t=4521.3
Figure 5.12: The time evolution of the η , λ2 and the correspondent sensitivity ξ (∂U∂k ) in
η is shown. Pattern η and λ2 are almost the same up to around 288 sec. The difference
appears around 570 sec, where 4 spots split into 8 spots in η while still keep 4 spots in λ2.
The sensitivity shows the consistency with the changes of U here but not when t = 1278.1
sec.
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(a) η (b) λ2 (c) ∂U/∂k
(d) η (e) λ2 (f) ∂U/∂k
Figure 5.13: The sensitivity analysis of pattern η to λ2 at t = 1278.1 sec is shown. The
value of U decreases at spot 1 from η to λ2, however, positive sensitivity ∂U/∂k shows
an increase trend. The inconsistency between value changes and the trend predicted by
sensitivity represents the system response is nonlinear here.
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1.01
λ2
0.239
1.01
λ
0.239
1.01
η
0.239
t=0 t=288.75 t=570.92 t=1278.1 t=2320.5 t=4521.3
Figure 5.14: The time evolution of pattern λ2, λ and η . Pattern λ2 and λ have the same
shape at the steady state, but have very different intermediate states. λ is actually more like
η up to t = 2320.5 sec. The difference become more clear when t = 4521.3 sec and can be
explained with sensitivity in Fig. 5.15.
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(a) η (b) λ (c) ∂U/∂k
(d) η (e) λ (f) ∂U/∂k
Figure 5.15: The sensitivity analysis of pattern η to λ at t = 2320.5 sec is shown. Higher
values (spot 1 to 8) of U in λ than in η are supported by the increasing trend indicated
by sensitivity in Fig. (5.15(f)). On the other hand, lower values of U at locations 9 →
12 in λ than in η are consistent with the negative values of ∂U/∂k. The positive spike at
spot 13 in Fig. (5.15(f)) inhibits the connection between A and B. Spot C and D, E and F
remain connected in η while are separate in λ . The upright spikes are therefore observed
at spot 14 and 15 using sensitivity analysis as expected. The positive sensitivity at point 16
is explained by the wider white region in λ than in η .
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6. Conclusion and Future Work
6.1 Sensitivity Analysis using DM/R
In this study, the Rosenbrock/direct method (R/DM) has been developed and imple-
mented. A customized sparse linear algebra package has been implemented which takes
advantage of the sparse Jacobian and Hessian terms. Traditional Runge-Kutta and Rosen-
brock algorithms were both tested on a mathematical model of the complex MAPK sig-
naling pathway as well as two other well known stiff problems to assess the computational
performance of sensitivity analysis using the R/DM method.
Adaptive step size control for both concentrations and sensitivity coefficients were ap-
plied in the Rosenbrock algorithm. It is shown that sensitivity analysis using the R/DM
method provides enough accuracy for both concentration and sensitivity coefficients. At
the same time, R/DM is very computationally cost effective. The time dependent aver-
age relative error compared against RK4 only varied within a range from 10−6 to 10−3
for concentrations, and from 10−10 to 10−5 for sensitivities. The ratio of total model in-
tegration time to total sensitivity time is not necessarily linear with respect to the number
of sensitivities. It is primarily determined by the selected model parameters. The average
time of single trial step is primarily depended on the number of nonzero elements in LU
decomposition of (1− γhJc).
The sensitivity described in this paper is also called local sensitivity. It indicates how an
infinitesimal change of system parameters influence the system output. In contrast, func-
tional sensitivity explores how the system behaves under the parameter values within a large
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range, usually 10 or 100 fold. As functional sensitivity extends the analysis of response
beyond the linear regime, it must be analyzed strictly by simulation. Which sensitivity
method one should use depends on the interest of one’s research. Functional sensitivity is
the appropriate tool for investigating the system response in the nonlinear regime, while
local sensitivity analysis is more appropriate for investigating which parameters exert the
biggest effect under a specific set of values.
6.2 Sensitivity Analysis on Spatio-Temporal Systems
As systems biology moves from purely kinetic models to spatio-temporal models, the
tools for analysis must be appropriately extended. As such, we have designed a straightfor-
ward extension to the Rosenbrock based automated sensitivity analysis method developed
previously [98].
Strang splitting has been used to propagate sensitivity parameters within a reaction-
diffusion system along with the original model system equations. The reaction components
are propagated by the 2nd order Rosenbrock scheme, and the diffusion components are
propagated by the 2nd order ADI scheme for both concentration and sensitivity parameters.
The extended sensitivity analysis propagator has been applied to the canonical Gray-Scott
reaction-diffusion system and has been used to successfully explain the disparate range of
behavior within the Gray-Scott system in response to small perturbations in the parameters.
Besides this, it would be more valuable for us to know where and when the system behaves
linearly in a nonlinear system. One can use spatio-temporal sensitivity analysis to identify
whether the system responses linearly or not at specific time and location at the first, then
use simulation to discover the transition value for pattern transition. In this study, 3 out of
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6 patterns have linear transitions ( from θ to κ1, from κ1 to λ1 and from κ2 to µ ). Others
are nonlinear, specific transition values of U are discovered for each transition by further
simulations. Even the very similar patterns (λ2 and λ ) are observed at the steady state, the
development of their intermediate states are quite different (Fig. 5.14). Sensitivity analysis
combined with simulation help us to find and understand this subtle situation.
In addition, one of the chief applications of sensitivity analysis includes parameter es-
timation which usually uses the least-square fit. The purpose of least-square is to minimize
the cost function F:
F =
N
∑
i=1
(Ci(e)−Ci(xi,P1, ·,PM, t))2 (6.1)
where Ci(e) is the experimental data, Ci(xi,P1, · · · ,PM, t) is the simulation data. A
lot of optimization algorithms ( conjugate gradient, Levenberg-Marquardt,etc) require the
derivative information of ∂F∂P j , which is:
∂F
∂P j
= 2
N
∑
i=1
(Ci(xi,P1, · · · ,PM, t)−Ci(e))
∂Ci(xi,P1, · · · ,PM, t)
∂P j
(6.2)
As we have seen, calculating ∂F∂P j is actually calculating
∂Ci(xi,P1,··· ,PM,t)
∂P j , which is al-
ready done by our automated sensitivity computation described in this paper. Therefore,
parameter estimation for a spatio-temporal model can be done without much extra work.
New imaging techniques such as high-resolution confocal microscopy combined with
fluorescent quantum dot markers allow targeting multiple proteins and tracking intracellu-
lar signaling dynamics in a large number of cells simultaneously [57]. A novel bottom-up,
multiscale segmentation algorithm used in [57] defines regional zones of all cells automat-
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ically, such as nuclear regions and cell boundaries. This allows us to quickly quantify the
concentrations of proteins at various times and locations from the membrane to the nucleus
for entire cell cultures, rather than a single cell. The ability to analyze the properties of
many cells on a per-cell basis allows fast measurement of EGFR (epidermal growth factor
receptor) internalization [81, 42] as it changes with incubation time. Due to the difficulty in
measuring of rate constants, parameter estimation could be extended to the spatio-temporal
regime, taking advantage of the wealth of data these imaging techniques afford and the
derivative information provided by sensitivity calculation implemented in this paper. Fu-
ture study would be focused on quantitative description of the internalization mechanism
of EGF signaling pathway.
Since EGFR and some other species along the EGF signaling pathway undergo active
transport, the numerical analogues of active transport such as advection must be imple-
mented, such as the simulation of chemotaxis [19], actin dynamics [65] and other phenom-
ena. Work is currently under way to extend the sensitivity analysis approach outlined to
include support for advection.
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