Reconstruction of ancestral DNA and amino acid sequences is an important means of inferring information about past evolutionary events. Such reconstructions suggest changes in molecular function and evolutionary processes over the course of evolution and are used to infer adaptation and convergence. Maximum likelihood (ML) is generally thought to provide relatively accurate reconstructed sequences compared to parsimony, but both methods lead to the inference of multiple directional changes in nucleotide frequencies in primate mitochondrial DNA (mtDNA). To better understand this surprising result, as well as to better understand how parsimony and ML differ, we constructed a series of computationally simple ''conditional pathway'' methods that differed in the number of substitutions allowed per site along each branch, and we also evaluated the entire Bayesian posterior frequency distribution of reconstructed ancestral states. We analyzed primate mitochondrial cytochrome b (Cyt-b) and cytochrome oxidase subunit I (COI) genes and found that ML reconstructs ancestral frequencies that are often more different from tip sequences than are parsimony reconstructions. In contrast, frequency reconstructions based on the posterior ensemble more closely resemble extant nucleotide frequencies. Simulations indicate that these differences in ancestral sequence inference are probably due to deterministic bias caused by high uncertainty in the optimization-based ancestral reconstruction methods (parsimony, ML, Bayesian maximum a posteriori). In contrast, ancestral nucleotide frequencies based on an average of the Bayesian set of credible ancestral sequences are much less biased. The methods involving simpler conditional pathway calculations have slightly reduced likelihood values compared to full likelihood calculations, but they can provide fairly unbiased nucleotide reconstructions and may be useful in more complex phylogenetic analyses than considered here due to their speed and flexibility. To determine whether biased reconstructions using optimization methods might affect inferences of functional properties, ancestral primate mitochondrial tRNA sequences were inferred and helix-forming propensities for conserved pairs were evaluated in silico. For ambiguously reconstructed nucleotides at sites with high base composition variability, ancestral tRNA sequences from Bayesian analyses were more compatible with canonical base pairing than were those inferred by other methods. Thus, nucleotide bias in reconstructed sequences apparently can lead to serious bias and inaccuracies in functional predictions.
Introduction
Reconstructions of ancestral nucleotide and amino acid sequences are useful in many forms of comparative biology (Karlin, Mocarski, and Schachtel 1994; Maddison and Maddison 2000; Zhang et al. 2003) . Accurate reconstruction of ancestral sequences enables us to infer evolutionary pathways; study adaptation, behavioral changes, and functional divergences; and correlate site-specific changes with geography or known paleontological events (Bleiweiss 1998; Giannasi, Thorpe, and Malhotra 2000; Beardsley, Yen, and Olmstead 2003) . Reconstructions are also at the core of experimental paleo-molecular biochemistry, a pursuit in which sequences of extant taxa are used to predict and resurrect the sequences and functions of ancestral macromolecules (Pauling and Zuckerkandl 1963; Krawczak, Wacey, and Cooper 1996; Benner 2002; Zhang and Rosenberg 2002; Gaucher et al. 2003) .
Parsimony and maximum-likelihood (ML) methods of reconstruction have been used extensively in various ancestral sequence analyses (Stewart, Schilling, and Wilson 1987; Malcolm et al. 1990; Messier and Stewart 1997; Hassanin and Douzery 1999; Hibbett and Binder 2002; Richard, Lombard, and Dutrillaux 2003; Soltis et al. 2003 ) and can sometimes be reliable. For example, ancestral reconstructions using parsimony were 98% accurate in predicting ancestral sequences from experimental phylogenies created by serial propagation of bacteriophage T7 in the presence of a mutagen (Hillis et al. 1992; Bull et al. 1993) . Ancestral reconstruction of sequences using parsimony is, however, known to be biased for skewed base compositions (Collins, Wimberger, and Naylor 1994; Zhang and Nei 1997; Eyre-Walker 1998; Sanderson et al. 2000) . The bias in parsimony-reconstructed ancestral sequences deterministically decreases the frequency of the rare base and increases that of the most common base.
Although it has been generally assumed that ML sequence reconstruction does not suffer from the same problems (Collins, Wimberger, and Naylor 1994; Zhang and Nei 1997; Eyre-Walker 1998; Sanderson et al. 2000) , both ML and parsimony can sometimes fail when reconstructing quantitative traits (Schluter et al. 1997; Hormiga, Scharff, and Coddington 2000; Oakley and Cunningham 2000; Webster and Purvis 2002) . ML reconstructions of continuous ancestral traits can be particularly uncertain for traits with frequent changes (Schluter et al. 1997; Cunningham, Omland, and Oakley 1998) , but continuous trait reconstruction is arguably hindered much more by modeling inadequacies than by problems with inference techniques. Even with discrete traits, however, ML reconstruction has limitations; in a recent ''experimental phylogenetics'' analysis using PCR-generated mutations, comparisons between known ancestral sequences and those reconstructed using ML showed that while most ancestral sequences were accurately reconstructed, errors increased with the depth of the sequence in the tree (Sanson et al. 2002) . Although the models used are still imperfect (Yang, Kumar, and Nei 1995; Koshi and Goldstein 1996) , and reconstruction is clearly not error-free, ML is more commonly used in ancestral reconstruction, mostly due to the large biases of parsimony.
For phylogenetic analyses, ML is generally preferred over parsimony and distance methods due to its greater accuracy and incorporation of more realistic models of evolution (Huelsenbeck 1995; Yang 1996a Yang , 1996b Huelsenbeck and Rannala 1997; Pollock and Bruno 2000) . This is especially true for highly divergent sequences, such as vertebrate mtDNAs. Posterior probability (Bayesian) methods using Markov chain Monte Carlo (MCMC) simulations have, however, recently gained considerable attention in phylogenetic analysis, because they are computationally more efficient and faster than ML methods, particularly for analyzing more complex evolutionary models and larger data sets Bollback 2002; Douady et al. 2003) . They also allow nuisance parameter integration, generation of credibility intervals, and analysis of parameter distributions, rather than only the most likely parameters (Antezana 2003) . Posterior probability methods are therefore a potentially useful alternative to parsimony and ML methods for reconstructing ancestral sequences (Koshi and Goldstein 1996; Nielsen 2002; Huelsenbeck, Nielsen, and Bollback 2003) .
Statistical biases may exist even in Bayesian methods, and the behavior of Bayesian methods in ancestral sequence reconstruction (Koshi and Goldstein 1996) is not presently well known. We have implemented a modification of Nielsen's Bayesian approach (Nielsen 2002; Nielsen and Huelsenbeck 2002) whereby internal states are mapped onto the phylogeny as augmented data during the course of the Markov chain, and we use this method here to address the differences between the Bayesian and ML approaches to ancestral reconstruction. We consider a simplification of this approach in which internal states are mapped only to internal nodes (not within branches) and the number of substitutions between nodes is limited to one or two per branch per site. We call this a ''conditional pathway'' approach, because likelihood calculations are conditional on a reduced or restricted set of possible substitution paths. Although this simplification is unlikely to be formally correct (i.e., more than two substitutions will almost certainly occasionally occur at a single site on a single branch during the course of evolution), it is likely to be a good approximation under many circumstances. It may not affect results dramatically in any case, because the probability of substitution between any two states with only two substitutions separating them may not be much different than the probability given many more intervening substitutions. For comparison, we also implement an extremely simple approach that is independent of branch length.
Although Bayesian methodologies are relatively efficient in phylogenetics, they can still become slow when the complexity of the model increases , so considering this aspect of computational limitations is important. The potential benefits of our implementation include increased computational speed and a dramatic increase in the feasibility of incorporating more complex models of evolution than are currently feasible, particularly those in which instantaneous rate matrices vary among gene positions, over time, or with changing sequence context. Computational costs for standard matrix exponentiation methods will increase linearly with the number of matrices and will increase with the square of the number of states in the matrices, whereas the methods described here will not. In our experience, it is also much easier to program new models with the methods described here, and there is no need to incorporate complicated memorization schemes to save computational time. For example, in work to be described elsewhere we implemented a model in which the instantaneous rate matrices were different at every site over the entire length of the mitochondrial genome (N. M. Krishnan et al., in preparation) . Our purpose here, however, is not to demonstrate the implementation of such complex models, but to demonstrate the accuracy of our conditional pathway implementation by comparing it to full likelihood calculations as implemented by standard programs. The series of computationally simple conditional pathway methods that we implemented also result in a series of calculations intermediate between those of parsimony and full likelihood calculations, and this helps to clarify the reasons and conditions under which bias in ancestral reconstruction may occur.
We tested our program by analyzing its ability to infer ancestral sequence distributions from primate mtDNA sequences and from simulated data. Parsimony was recently used to study evolutionary changes of nucleotide composition in primate mtDNA genomes (Schmitz, Ohme, and Zischler 2002) , and it was suggested that nucleotide frequencies had changed from their ancestral states. We performed preliminary analysis with ML in addition to parsimony that supported this result, but the analysis also suggested that nucleotide frequencies had changed many times along various primate lineages, always in the same direction. We present evidence that these results may have been strongly influenced by bias in these ancestral sequence reconstruction methods. In an analysis of the cytochrome b (Cyt-b) and cytochrome oxidase I (COI) gene sequences from selected primates, we find that frequencies estimated from the posterior distribution of our conditional pathway methods are dramatically more similar to extant sequences than frequencies estimated using either parsimony or ML. Surprisingly, ML reconstructions are sometimes less similar to extant sequences than parsimony reconstructions. We simulated primate mtDNA evolution under plausible conditions of stationary and changing mutation processes and found that considering the entire posterior distribution produced more accurate reconstructions, even with methods involving very simple calculations; the simplifying assumption of one or two substitutions per site per branch introduces very 1872 Krishnan et al. little bias. While there was little difference between the ML and Bayesian approaches to estimating parameters of the substitution model, the ML approach of estimating a specific ancestral sequence was considerably worse than the Bayesian approach of considering the entire posterior frequency distribution. Using the predicted folding of tRNAs into cloverleaf structures, we also considered the strong possibility that bias in reconstructed sequences can affect functional inferences, a potentially important consideration for paleo-molecular biochemistry.
Materials and Methods

Genome Sequences and Phylogeny
Thirteen complete primate mitochondrial genomes were available from GenBank when this study was initiated: Cebus albifrons (NC_002763; Arnason et al. 2000) , Gorilla gorilla (NC_001645; Horai et al. 1995) ; Homo sapiens (NC_001807; Ingman et al. 2000) ; Hylobates lar (NC_002082; Arnason, Gullberg, and Xu 1996) ; Lemur catta (NC_004025; ; Macaca sylvanus (NC_002764; Arnason et al. 2000) ; Nycticebus coucang (NC_002765; Arnason et al. 2000) ; Pan paniscus (NC_001644; Horai et al. 1995) ; Pan troglodytes (NC_001643; Horai et al. 1995) ; Papio hamadryas (NC_001992; Arnason, Gullberg, and Janke 1998); Pongo pygmaeus pygmaeus (NC_001646; Horai et al. 1995) ; Pongo pygmaeus abelii (NC_002083; Xu and Arnason 1996) ; and Tarsius bancanus (NC_002811; Schmitz, Ohme, and Zischler 2002) . Three other primate genomes, Cercopithecus aethiops, Colobus guereza, and Trachypithecus obscurus came from colleagues (R. L. Raaum et al., in preparation), and two nonprimate outgroups from GenBank, Tupaia belangeri (NC_002521; Schmitz, Ohme, and Zischler 2000) and Cynocephalus variegatus (NC_004031; Arnason and Janke 2002), were also used. Alignments of all tRNAs, rRNAs, and protein-coding genes were created using ClustalW (Thompson, Higgins, and Gibson 1994) , concatenated using in-house PERL scripts, and a neighbor-joining tree was determined with the BioNJ algorithm using ML distances based on the general time reversible (GTR) model in PAUP* 4.0 (Swofford 2000) . This phylogeny conforms to most expectations for primate phylogeny (Goodman et al. 1998) , with the exception of the placements of Tupaia and Tarsius (Schmitz, Ohme, and Zischler 2000) . Because this tree has a greater likelihood than the ''true'' primate species tree according to both DNA and amino acid complete mitochondrial data, it was deemed approximately correct and thus used in all further analyses presented here. Optimization of branch lengths on this topology under the ML criterion in PAUP* (using the lscores command) did not produce substantially different branch lengths or ancestral reconstructions. Questions regarding the reasons for topological inaccuracies of mtDNA-based phylogenies are complex, involving gradients of different mutation types along the genome (Faith and Pollock 2003) and will be dealt with in detail for primates in a subsequent manuscript. Ancestral sequence reconstructions were carried out using the Cyt-b and COI alignments. These genes were chosen for our analysis because they are positioned at the two extremes of a linear G/A gradient on the heavy strand of the mtDNA genome, which increases with the time spent single-stranded during replication (Faith and Pollock 2003) . They therefore have the most distinctly different nucleotide frequencies possible in this data set.
Likelihood Calculations
Classical phylogenetic likelihood methods integrate over all possible ancestral states and all possible branchspecific substitution histories, which requires matrix multiplications and decompositions into Eigenvalues and Eigenvectors. We avoid this here by augmenting the sequence data with mapped ancestral states and calculating probabilities of occurrences of specific events, which simplifies calculations and avoids the matrix multiplication calculations along each branch required by matrix exponentiation methods. States at internal nodes are treated as hyperparameters and updated over the course of the Markov chain. The probability of a substitution event occurring at time t and not before is given (Rice 1995) as
where k is the rate at which the event (or set of events) occurs, and the probability that no substitution events occur until t is e 2kt . If we consider two nodes in a tree with states x and z and separated by a branch of length t b , and we assume that a single event occurred at time t 1 , with no events occurring over time t 2 ¼ t b 2 t 1 , then the probability of this substitution is given as:
where k xz is the substitution rate from state x to state z, based on the current values of the model parameters and
Because there is almost no information concerning the timing of the event, we integrate this probability over all possible times such that
This calculation will be referred to as the B1 method, because there is one substitution per branch. A similar equation was recently independently derived by D.
Robinson and colleagues (J. Thorne, personal communication) and a method based on equation (2) was used in a different scenario in which the assumption of independence among sites was relaxed and all substitution events along branches were mapped (Robinson et al. 2003 ).
If we assume that two substitutions occurred between the nodes rather than one, such that state x changes to state Ancestral Reconstruction Bias and Functional Inference 1873 y changes to state z, then similar calculations and integrations can be made to obtain: P E ðE j t b ; x; y; zÞ
This will be referred to as the B2 method, because there are up to two substitutions per site per branch. The above calculation was summed over all possible states of y to obtain P(E j t b ,x,z) for the B2 method. Further calculations could be made for more than two substitutions between nodes in some cases (J. Thorne, personal communication), but the calculations become excessive, as suggested by the difference in complexity between equations (3) and (4), and there is no simple formula available for the general case. Alternatively, extra nodes could be inserted between branch points for particularly long branches, where the states at these extra nodes would be treated as a part of the augmented data; this is simpler to program, if not faster to calculate, than a theoretical ''B4'' method. We do not consider these alternatives here, but rather focus on whether these simplified calculations can be used effectively in some cases to speed computation without great loss in accuracy. In addition, we consider a method (BL-) in which the probability of substitution is independent of branch length, such that
The cumulative probability for all events, D, along a branch, b, is
where C b xz is the counted number of changes from state x to state z along branch b over the entire augmented data set. For B2, during the summation over internal states, y, if x ¼ y or y ¼ z, then equation (3) is used; if, however, x ¼ y ¼ z, then the calculation made is the probability that no substitutions occurred. For B1 and BL-, the summation over y is irrelevant, and for BL-, t b is ignored. Calculations are generally made as sums of log likelihoods of each internal event for computational accuracy, and the log likelihood over the entire tree is the sum of log likelihoods for each branch in the tree.
Running the Markov Chain
Markov chains were run using Monte Carlo techniques that included a mixture of the Metropolis Hastings algorithm (Metropolis et al. 1953; Hastings 1970) and Gibbs sampling (Geman and Geman 1984; Gelfand and Smith 1990) . Parameters and augmented data states were initialized in a sequence of approximations similar to the steps in an expectation maximization (EM) algorithm (Little and Rubin 1983; Meng and Rubin 1991) . A first set of states at internal nodes was obtained by moving from the tips of the tree upwards, randomly choosing a state for each internal node from the states of the two immediate descendant nodes. The model parameters were then initialized by summing substitutions over the entire tree based on the initial augmented internal states and calculating the frequencies of these substitutions as proportions of the counts for each nucleotide,
where C x ¼ P y C xy . For the simplest method (eq. 5), these initial estimates are close to the final ML value under a nonreversible model. For most of our calculations we utilized a general time reversible (GTR) substitution model in which the rates are constrained such that k xz ¼ a xz p z , where the rate parameters a xz ¼ a zx , and p x is the equilibrium frequency of state x. In this case, the total forward and backward substitutions are averaged to obtain initial estimates of the rate parameters,
where the p i values are estimated independently as p
y . After initialization of the model parameters and augmented states, we ran a Markov chain in which either the internal states or rate parameters were updated with equal probability at each step. The full rate matrix was updated using the Metropolis-Hastings algorithm, in which each set of parameters in the chain, h t at step, depended only on the parameters in the previous step, h t21 . The parameter values for a new step were proposed based on a proposal density, q(h9 j h t21 ), and this proposal was accepted or rejected based on the Metropolis-Hastings acceptance function,
where
In the Markov chains run for this study, the parameter priors, P(h), were uniform such that P(h9)¼P(h t21 ) for all h, and the proposals were symmetric such that q(h9 j h t 2 1 ) ¼ q(h t 2 1 j h9) for all h; the acceptance probability therefore reduced to the likelihood ratio. The chains works best if the proposal densities match the shape of the target distribution, P(x), but this density is unknown. Here, the proposed changes for the rate parameters followed a normal distribution with variance determined by the acceptance probabilities, and they were thus symmetric and not biased towards any parameter values. Proposals of values out of range (e.g., rates less than zero) were reflected about the range boundary. If proposal steps are too small, the chain will mix slowly, i.e., it will move around the space slowly and converge slowly to P(x). If the proposal steps are too large the acceptance rate will be low because the proposals are likely to land in regions of much lower probability density. Since the appropriate size of the proposal step depends on the data set being used, short simulations with 50 different window range values were run for 200 iterations prior to starting each chain to determine appropriate parameter proposal window sizes. The window sizes for proposals were fixed at values for which 60%-80% of the proposals from the initial point were accepted. A full matrix update was proposed for the rate matrix in an MCMC generation and accepted according to the Metropolis-Hastings criterion.
States at internal nodes were updated using a Gibbs sampler (Geman and Geman 1984; Gelfand and Smith 1990; Wang, Rutledge, and Gianola 1994; Liu, Neuwald, and Lawrence 1995; Firat, Theobald, and Thompson 1997 ). An initial internal node was picked randomly and a new state was calculated from the probability density of substituting to or from the states at the three surrounding nodes. The remaining internal nodes were then updated in a similar fashion, moving outward from the initially chosen node. Because each new state was sampled from the conditional posterior density, the randomly sampled state was always accepted.
Chain Convergence Diagnostics
After initialization, the Markov chain was run for 2,000 iterations until equilibrium, at which point the initial values no longer affect the current values of the model parameters. These ''burn-in'' samples prior to chain convergence were discarded and excluded from analyses. Chain convergence was confirmed for likelihood and all substitution parameters. To determine whether the chains indeed converged to a stationary distribution, we ran three parallel chains with over-dispersed starting values for the transition matrix. Convergence was confirmed (Gelman et al. 1992; Gelman and Rubin 1996) when the within-chain variance (W T ) was equal to the estimated asymptotic variance (r 2 T ). If T is the number of points generated in a chain and N is the total number of chains, then the among-chain variance is
and the within-chain variance is
and the estimated asymptotic variance iŝ
For BL-, sampling continued for 25,000 generations, while for B1 and B2 it continued for 50,000 generations. Nucleotide frequencies and nucleotide ratios were calculated at each internal node and averaged across all sampled points. The effective sample size (N Eff ) was calculated as
where N is the total sample size, B is the size of the sample removed for burn-in, and r 1 is a lag one autocorrelation function such that
where D i is the ith sampled data point and l is the sample mean with burn-in excluded. To determine a sampling frequency that represented a good tradeoff between independence of points and the length of the chain, a test chain (using B2 on the COI data) was sampled at different frequencies between 1 and 10. For sampling every four generations, the proportion of independent data points was ;0.92 (vs. ;0.95 for sampling every tenth generation) but the time required to collect these points was less than half that for sampling every tenth generation; we therefore chose every fourth generation as a reasonable sampling interval. Most of the results on convergence diagnostics are presented as Supplementary Material online.
Parsimony, Maximum-Likelihood, and Bayesian Estimation
To contrast results from the Markov chains and methods described above with more familiar methods, we performed parsimony and ML ancestral reconstructions using PAUP* 4.0 (Swofford 2000) . In addition to estimating the frequencies for each site, we recorded the maximumlikelihood value for the chains run under the BL-, B1, and B2 approaches. Although we present primarily the ML and parsimony results from PAUP* and the posterior distribution estimates from our own program, there was not a qualitative difference between the biases produced from the ML estimate with our method or with PAUP*, or between assuming either constant rates or gammadistributed rates in PAUP*. An important technical point worth clarifying here is that bias from the optimization methods is a result of choosing a particular nucleotide as ''best,'' as opposed to tracking the entire distribution. We used the top choice for parsimony reconstruction produced by PAUP* without considering alternative equallyparsimonious solutions; consideration of these alternatives should not change the bias of parsimony because PAUP* chooses randomly among equally-parsimonious solutions, and hence when one looks across many sites one gets a fair estimate of the performance of the method.
Functional Test
Primate mitochondrial tRNAs were aligned using ClustalX (Thompson, Higgins, and Gibson 1994) , and tRNAscan-SE (www.genetics.wustl.edu/eddy/tRNAscan-SE/) was used to obtain predicted secondary structures (Lowe and Eddy 1997) . Only perfectly aligned and consistently paired sites were considered in our analyses, meaning that sites in the alignment were discarded if they included gaps, if they included loops in any of the predicted secondary structures, or if they were paired with different sites in predicted secondary structures from different species. These alignment and pairing criteria were necessary to avoid alignment ambiguity and to avoid Ancestral Reconstruction Bias and Functional Inference 1875 changes in the base-pairing context, which our approach cannot accommodate. Thus, out of about 22,000 aligned sites, 13,803 sites did not have gaps and only 7,740 sites were consistently paired in predicted secondary structures. Of these, 3,360 were variable across the data set. The alignments for six tRNAs (tRNA-Gln, tRNA-Glu, tRNAIle, tRNA-Met, tRNA-Leu4, and tRNA-Pro) were used in their entirety, whereas tRNA-Tyr aligned poorly and contributed few sites. The base composition variability at a site was measured with the Shannon index at that site across the species in the study, S ¼ 2
is the frequency of nucleotide i (A, C, G, or T) at that site. The Shannon index was also used to estimate the ambiguity of the posterior probability distribution for the inferred nucleotide state at each internal node at each site.
Simulations of Constant and Variable Evolution
For the constant evolution simulations, evolution was stationary along each branch on the primate phylogeny. Hence, simulations were performed under the most likely model for a gene by starting at the deepest node and keeping the rate matrix and equilibrium frequencies constant. Under the variable model of evolution, the average of all inferred ancestral node frequencies was used for all the internal branches, while the external branches were simulated using the nearest tip frequencies. The ML rate parameters were kept constant throughout. The frequencies observed in the simulations were recorded for each base and for each internal node (h bn ), and reconstructions (ĥ bn ) were made using parsimony, ML, BL-, B1, and B2. Differences between the reconstructed and simulated frequencies for each base (b) and for each internal node (n) were used to estimate the bias (ĥ bn 2 h bn ). The total bias in the frequency reconstruction was summarized using the mean squared error (MSE):
where k is the total number of internal nodes.
Results
Chain Convergence
For primate COI and Cyt-b alignments, burn-in was achieved after 200 and 500 sampled generations, respectively (see online Supplementary Material). Apparent convergence can be seen by the lack of change in equilibrium values, made clearer in the expanded windows (online Supplementary Material and fig. 1 ), for which the noise is greater than any directional trend in the data. Samples were graphed for all 16 transition matrix parameters for confirmation of convergence of each rate parameter (data not shown), and posterior probability distributions were calculated for each parameter (e.g., fig. 1 ). Chain diagnostics confirmed that convergence had been reached, since differences among chains and estimated asymptotic variance were generally less than 1% (see online Supplementary Material). After excluding burn-in, the effective sample sizes were 24,111 for CO1 and 47,692 for Cyt-b.
Differences in Base Frequencies of Reconstructed Ancestral Sequences
Ancestral reconstructions by both parsimony and ML had different base frequencies than the extant taxa (tips), 
(A) T!A, A!T, A!C, C!A, G!A, and A!G; (B) T!C and C!T; (C) G!T, C!G, G!C, and T!G; and (D) C!C, T!T, A!A, and G!G.
Because the model is reversible, the substitution probabilities at any time point are equal to the rate parameter times the equilibrium frequency of the nucleotide being substituted to.
1876 Krishnan et al. particularly for the less frequent bases (tables 1 and 2; values shown are for the heavy strand). For all codon positions together, the use of a model with gammadistributed rates (gML) does not change the inferred ancestral nucleotide frequencies very much, and in some cases for COI it is slightly worse than the GTR without gamma. In contrast, ancestral frequencies estimated by tracking the entire posterior distribution using any of the three intermediate conditional pathway methods were generally more similar to extant sequence frequencies. The ancestral state frequencies were most similar to the extant frequencies when up to two substitutions per branch were allowed, indicating that there is little or no bias for this method (95% credible intervals for state frequencies are always within 0.2% of the mean values). The lowfrequency base biases in parsimony and ML reconstructions were more noticeable at the more variable third codon sites, which had more uneven frequency distributions (tables 1 and 2). The most extreme frequencies were seen for C on the heavy strand at third codon positions, where average COI frequencies at the tips were 0.065 and Cyt-b frequencies were 0.037. Posterior ancestral frequency estimates with two substitutions per branch (B2) were 0.061 and 0.032, respectively, but for parsimony they were 0.028 and 0.011 and for ML they were 0.026 and 0.009, substantially less than found in the genes from the extant species. Reducing the allowable number of substitutions per branch to one (B1) only marginally increased the difference between the Bayesian estimates and tip frequencies, but omitting the influence of branch lengths entirely (BL-) produced estimates that had half the apparent bias of the parsimony and ML estimates.
For COI, at third codon positions the average C/T ratio was 0.177 for B2, 0.070 for parsimony, 0.067 for ML, and 0.188 at the tips. Differences in C/T ratios were similar for third codon positions in Cyt-b, whereas ML was similar to parsimony (both were around 75% lower than extant sequence frequencies). B2 and B1 were most similar to the tips, off by only about 15%. It is worth noting that under the GTR model, estimates from the posterior with the simple conditional pathway method were much more similar to estimates from the tips than were the ML estimates, despite the fact that the likelihood maxima in these runs were considerably lower (table 3). NOTE.-Internal node frequencies for all analyses shown were calculated using reversible models. For tip sequences, the observed nucleotide frequencies are shown. Bold numbers indicate the least biased method, and bold italics indicate the most biased method for each nucleotide frequency and frequency ratio. Maximumlikelihood (ML) estimates of ancestral node states were used for the general time reversible model, whereas for the intermediate restricted likelihood methods BL-, B1, and B2 the posterior distribution at each node was used.
a Internal node frequencies were calculated using reversible models assuming constant rates among sites. b Internal node frequencies were calculated using reversible models accounting for among-site rate variation using a gamma distribution. NOTE.-Internal node frequencies for all analyses shown were calculated using reversible models. For tip sequences, the observed nucleotide frequencies are shown. Bold numbers indicate the least biased method, and bold italics indicate the most biased method for each nucleotide frequency and frequency ratio. Maximumlikelihood (ML) estimates of ancestral node states were used for the general time reversible model, whereas for the intermediate restricted likelihood methods BL-, B1, and B2 the posterior distribution at each node was used.
a Internal node frequencies were calculated using reversible models assuming constant rates among sites. b Internal node frequencies were calculated using reversible models accounting for among-site rate variation using a gamma distribution. Presumably, the lower maxima were due to the limitation on the number of substitutions per branch per site, but the biases of ML in this situation were overwhelming. Ignoring branch lengths (BL-) produced an even larger drop in likelihood maxima, and differences from the tips were about half as large as those of ML and parsimony. In contrast, the likelihood maxima for the B2 approach using a nonreversible model were significantly higher than for the GTR model (table 3) . For the third codon position data, C/T frequency ratio estimates using parsimony, ML, and B2 were mapped to each node in the primate mitochondrial phylogeny (fig. 2) . There was considerable variation in frequency ratios among both extant and ancestral nodes, but B2 ancestral C/T ratios generally reflected the C/T ratios of nearby nodes, whereas parsimony and ML frequencies deviated in the direction of their apparent bias.
Simulation Results
For simulations with variable evolutionary rates (table 4), the average bias over all the ancestral nodes was highest for the most frequent nucleotide (i.e., T): about 0.113 for ML, followed by parsimony at 0.09. For the least frequent nucleotide (i.e., C), the frequency was lower by 0.14 for ML and 0.08 for parsimony. Biases for the Bayesian methods were much lower, in the range of 0.008 to 0.012 for T and 20.02 to 20.03 for C. The mean squared errors (MSEs; table 4) were lowest for B2 (0.0017) and highest for ML (0.0089). For constant rate simulations, parsimony was more biased than ML for C (the rarest nucleotide) and less biased for T (table 4). In comparison, B2 deviated by less than half a percent for all four nucleotides. The MSEs for the Bayesian methods were about four times less for constant evolution than for   FIG. 2. -The primate phylogeny most compatible with the mitochondrial sequences, along with the ancestral state C/T frequency ratios of B2, parsimony, and maximum likelihood (ML) mapped to the internal nodes, with observed ratios for the sequences at the tips. Data are shown as percentages for the third codon positions of COI. This phylogeny was estimated using the neighbor-joining algorithm with the BioNJ option, with distances calculated using ML and the general time reversible model. Further optimization of branch lengths with the PAUP* lscores option using ML yielded different branch lengths but did not change reconstruction results. This phylogeny is probably slightly inaccurate in some details with respect to species divergences (see Materials and Methods).
1878 Krishnan et al. variable evolution, but those for parsimony and ML were about twice as big under constant evolution.
Comparison of Base Frequencies and Structure Stabilities of Reconstructed tRNAs
To evaluate the effect of base frequency bias on functional inferences, we reconstructed ancestral sequences for all primate mitochondrial tRNAs and examined the compatibility of canonically paired sites in consistently paired ancestral tRNA helices. A similar approach was used to detect sequencing errors by showing that withinspecies variants that decreased the stabilities of folded sequences were often conserved among other species, and thus were probably erroneous (Noor and Larkin 2000) . Here, the reconstructed variants of tRNAs that did not retain canonical base pairing were assumed to be less likely to fold into stable structures, and they were thus inferred to be indicative of inaccurate reconstruction. We evaluated the canonical base pairing for all methods but present only the comparison of the ML method (calculated using PAUP*; parsimony results were similar) with the joint set of posterior probabilities for the B2 method (B1 was slightly worse, but similar to B2) both calculated using the GTR model of evolution. Because the B2 method is only marginally biased (based on the simulations), it can reasonably represent posterior estimates in general. Moreover, the importance of the comparison is between optimization methods and posterior estimation of ancestral states, not between full or conditional pathways, or between Bayesian and ML methods for parameter estimation.
There were 3,360 consistently paired nucleotides at 15 internal nodes for variable sites, and Bayesian integrations were more compatible with base pairing than ML in 1,096 cases (32.6%). To understand which sites were contributing to this effect, we classified reconstructions according to the base composition variability of the site and how ambiguously the node and site combination was reconstructed (table 5). The percentage of cases in which the integrated posterior compatibility was better than the ML reconstruction varied according to the extent of base composition variability at a site and the ambiguity of nucleotide reconstruction (table 5) .
At low base composition variability, the integrated posterior compatibility was slightly less than for ML, but this trend was substantially reversed for sites with high base composition variability. The effect of ambiguity also varied, such that for sites with low variability ML did relatively better with increasing node ambiguity, whereas for sites with high variability ML did considerably worse with increasing node ambiguity. These results make a reasonable amount of sense, in that bias in ancestral base frequencies away from low frequency nucleotides is unlikely to influence results until a moderate level of nucleotide variability is achieved. This was clear from the average amount of improvement in degree of base pairing complementarity with different levels of variability ( fig. 3) . Although ML has a small advantage when variability is low, the disadvantage of ML when variability is high can be quite large.
The observed effects on functional inferences occurred despite the fact that nucleotide frequencies in this data set of structurally conserved helix pairs were only moderately different than the tips for parsimony and even more different for ML, whereas B2 integrated posterior frequencies were barely different than the tips (table 6). Some differences depended on which strand encodes the tRNA, but the ordering of the methodologies was similar.
Discussion
Methods that reconstruct an optimal ancestor (parsimony and ML) create large nucleotide frequency differences between reconstructed ancestral sequences and true ancestral sequences, and they are therefore biased. Ancestral frequencies estimated by tracking the entire posterior distribution do not show such differences and are much less biased even when the evolutionary process varies over time. It was surprising that the bias in ML reconstruction was usually similar or more extreme than in parsimony reconstruction. The bulk of the bias seems to arise from the use of optimization methods on these ambiguously determined discrete hyperparameters (ancestral states), rather than from whether the method or model is statistically or theoretically well founded. Our results do not indicate fundamental differences between the performance of ML and Bayesian analyses for estimating substitution model parameters but instead show that biases occur when the most likely ancestor is chosen rather than tracking the entire ancestral distribution. Thus, being ''most likely is not enough'' (Antezana 2003) . When incorporated into Bayesian analyses, features of parsimony, including consideration of only one substitution per branch per site and ignoring branch lengths, produce up to half as much bias as seen in parsimony. It is possible that parsimony's inability to make anything but a random choice between equally parsimonious reconstructions is solely responsible for making it slightly less biased than ML in our simulations.
Based on the predicted effect on tRNA structure, we infer that the cumulative effects of ancestral reconstruction biases can be important for functional inference. Comparisons between evolutionary models (GTR, ''parsimony''), full or conditional pathway likelihood calculations (BL-, B1, B2, ML), methods of inferring ancestors (Bayesian, ML, parsimony), and programs (PAUP*, our programs) help to clarify the nature of the bias and show that it is not an artifact of any particular set of procedures. Differences between tip sequences and ancestral reconstructions in primates were consistent with expected biases produced by ML and parsimony. Clearly, the idea that ancestral primates evolved from radically different frequencies than those seen today (Schmitz, Ohme, and Zischler 2002) is no longer tenable, since Bayesian estimates of ancestral frequencies are similar to extant sequences, and there is only a small amount of bias in Bayesian reconstructions whether the evolutionary process is variable or constant. Nucleotide frequencies have clearly changed during primate evolution ( fig. 2) , but not by nearly as much as are inferred from ML and parsimony reconstructions, and not in consistent and convergent directions along lineages leading to tip sequences.
The effects of reconstruction bias are not limited to errors in reconstructing nucleotide frequencies, but they can lead to serious bias and inaccuracies in functional predictions. All else being equal, one would normally predict that integrating base-pairing potential over posterior probabilities would yield considerably less complementarity than would optimization, since with canonical base-pairing three out of four of the possible matches are suboptimal. The observation that Bayesian estimates of ancestral tRNA base pairs are better than ML estimates in 20%-40% of the cases is disturbing enough, but the fact that at sites with highly variable base composition they can be better in 85% of the cases has sobering implications for reconstruction enthusiasts. We can make predictions that more variable sites and more ambiguous reconstructions are likely to suffer from the greatest amount of bias, but it does not seem possible to accept reconstruction of ancestral conditions without question, even when the posterior probability of a particular reconstruction is high. If the measured functional features are correlated with particular nucleotides (e.g., RNA secondary structure stability is likely correlated with GC content), then functional interpretations will be biased. Any situation where physicochemical properties must be matched or balanced, as is the case with nucleotide pairing in RNA secondary structure, will also be biased.
Although we analyzed nucleotide content here, there is no reason to believe that the results cannot be generalized to amino acid sequences, and therefore to reconstruction of functional properties in ancestral proteins. For example, Gaucher et al. (2003) recently concluded not only that the common ancestor of all elongation factors of the bacterial Tu family proteins (Ef-Tu) was thermophilic rather than mesophilic, but also, surprisingly, that the common ancestor of all mesophiles was thermophilic, too. It is possible that mesophiles were derived from thermophiles, but if the last common ancestor of mesophiles was thermophilic, mesophily must have arisen in parallel at least twice among the NOTE.-Internal node frequencies for all analyses were calculated using reversible models. For tip primate sequences, the observed frequency is shown. Maximum-likelihood (ML) estimates of ancestral node states were used for the general time reversible model, whereas for the intermediate methods BL-, B1, and B2 the posterior distribution at each node was used.
FIG. 3.-Differences between B2 and ML (B2-ML) in tRNA basepairing compatibility of predicted ancestral sequences (Á complementarity) as a function of the nucleotide variability observed at a site. Most data points are averages of all 15 internal nodes at a single site, but we averaged over internal nodes at multiple sites when several sites had the same base composition variability, as noted by a label next to the point indicating the number of sites contributing to that point. Filled circles indicate significant differences from zero (P , 0.05, two-tailed t-test).
1880 Krishnan et al. descendents of this ancestor, and all thermophilic descendents must have gone extinct (or, at least, not have been sampled by Gaucher et al. [2003] ).
Although great care was taken in the study by Gaucher et al. (2003) to consider alternative reconstructions at ambiguous nodes, our results strongly imply that extremely biased reconstructions can appear certain precisely because of the bias and that effects of bias may be cumulative. If thermostability is correlated with whichever amino acids are favored in a biased reconstruction, then the inference that the ancestral mesophile was thermophilic (and thus the inference of multiple parallel derivations of mesophily) would be false. If this is the case, consolation may be found in the possibility that reconstruction of ancestors may then be a profitable means to produce thermotolerant proteins from relatively less stable descendants. An obvious means to alleviate some (but not all) of these considerations in future studies would be to take care to maintain amino acid frequencies for all classes or conservation levels within the protein. This will reduce frequency bias, but problems with incorrect functional inference unfortunately may still remain due to interactions among sites (e.g., Pollock, Taylor, and Goldman 1999) .
Our results also provide an interesting comparison concerning the effects of different assumptions on likelihood maxima and on reconstruction biases. Our simplest approach, BL-, was similar to parsimony in that branch lengths were ignored, although incorporation of variation of rates among substitution types provided more flexibility than the standard parsimony algorithm. For both proteincoding genes, the likelihood maxima for this method were around 4,000 log likelihood units worse than the maxima for the methods with branch lengths (table 2), providing strong evidence to reject the hypothesis that branch lengths do not matter.
Allowing two substitutions per branch per site rather than only one improved the log likelihood maxima by about 800-900 units, and allowing an infinite number of substitutions per branch improved the maxima by another 300-400 units. In many ways this is not surprising, because there is no theoretical justification for limiting the number of substitutions per branch, but it is interesting to note that incorporating a nonreversible model of evolution while limiting the substitutions to two per site per branch results in likelihood maxima that are 200 units better than the maxima for reversible models with an infinite number of substitutions allowed. The assumption of a reversible model is usually made for computational convenience, rather than because of any compelling theoretical justification. For the methodology developed here, nonreversible models do not have any greater computational burden than reversible models, so a nonreversible model limited to two substitutions per branch per site may be both computationally and statistically more justified. We developed this approach to allow incorporation of more complex and biologically realistic models without undue computational burden, so it is encouraging that the assumptions made result in small likelihood reductions that are easily compensated by other means, and that the reconstructions are only slightly divergent from extant or simulated nucleotide frequencies.
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