It is hard to find any kind of media with a growth-rate as high as the World Wide Web. At the same time, it is hard to find one that stores within itself such an amount of metadata, useful for an in-depth study. It is wrong to look at the WWW simply as a kind of information store. Although all its contents are information one way or the other, the truth is there are quite a few ways of letting the users interact with that information, either to manipulate it (via ajax-based applications), to alter it (through the use of wikis), to add to it (via blogs and web sites themselves) or to transform and amplify its meanings. These are only a few examples of what can be done today. Web site access logs are the main information source on how the WWW is used. Rather than asking the users if they viewed the pages (such as a TV station might do), any web site has the means to keep a permanent record about its visitors. By analyzing these logs, we are able to get a better understanding of the roles played by the web site. In this paper we borrow a few concepts from biology, in order to establish a kind of 'DNA' for each document on the web site of the Portuguese Tribunal de Contas (Court of Auditors). We do this by looking at the WWW as an information source and by processing what we find. At the same time, we try to extend the same approach to the users who looked for those documents, by processing the web access logs. The results of such an approach might enable future uses of automatic document classification, as well as an effective personalization of information delivery.
Introduction
Given the abundance of information available in the World Wide Web, it is surprising that some of the underlying structures are so fragile. At the same time, there are so many ways of using that content, and so many people using it that it is virtually impossible to find a "one size fits all" kind of solution.
The perfect web site should be able to provide the adequate information to all its users every time. Unfortunately, such a thing seldom occurs. Providing the correct answers and the appropriate information is a task that demands permanent care and attention from those who manage the web site. Apart from content itself, web usage analysis is one of the most used technical resources to ensure some degree of knowledge on usage habits and needs.
Web mining techniques provide a large amount of (often) useful information on the way people use a web site. Exploring such information may give insights on subjects such as:
• Web site structure optimization, by studying web page navigation patterns (either manually or automatically [8] ); • Database optimization on dynamic content web sites, by studying information needs; • Web site usability evaluations [17] ;
• Establishing the adequacy of content vs. objectives (something rather useful for e-commerce web sites who gain a lot from knowing their users very well [10] ). In this paper we show one way of using web mining techniques to discover web site access patterns, and to classify its users, based on the content of the documents they access. We do so over the information gathered from and provided by the Portuguese Court of Auditors web site (http://www.tcontas.pt) for the six-year period between March 14, 2001 and March 14, 2007 . To present our findings we borrow a concept from biology and classify both users and documents according to an artificially constructed "DNA". Given the fact that this web site does not have any kind of user tracking or identification in place (only basic web usage processing), this work presents an opportunity of getting to know better a whole class of users and their needs.
The Portuguese Court of Auditors web site 2.1 Characterization of the Portuguese Court of Auditors
The Portuguese Court of Auditors is a sovereign body of the Portuguese Republic, defined as "the supreme body which examines the legality of public expenditure and rules on the accounts which the law has ordered to be submitted to the Court" [14] . Its attributions correspond to the need for auditing public funds, public revenue and expenditure and public assets. The Court of Auditors exercises the function of financial and jurisdictional control in relation to those entities which are part of the Public Administrative Sector and of the Public Business Sector and, in general, to all entities administrating or using public money. Documents created by the Court of Auditors are called Acts and are addressed to several entities, such as the Portuguese Parliament, the Regional Legislative Assemblies of the islands of Madeira and Azores, as well as all audited entities.
Act processing
All acts created by the Court of Auditors are made available on the court intranet and are managed by an internally developed application, called TCJure. This application manages both the document contents and additional metadata, allowing for some flexible information retrieval operations. Record management is performed manually -there is a department responsible for the insertion of new acts in the underlying database, as well as updating content as necessary. Document classification is supported by a dedicated thesaurus, also managed within the same application.
A subset of all the acts is made available on the Court of Auditors web site (http://www.tcontas.pt). Unlike the intranet, there are no advanced document retrieval options, only basic browsing. Some types of acts (decisions and sentences) have their own search interface on the web site, and are also subject to a specific set of processing rules before being made available to the public. This also means that there are differences in the way the same content is presented and accessed inside and outside the institution. Although the TCJure application is the cornerstone of act processing for the whole Court, it is not used on the web site. All document classification available on the intranet is lost when the same documents are published on the web site.
The thesaurus
The thesaurus used by the TCJure application contains a total of 8.556 terms, headed by 32 Top Terms. When following thesauri-specific rules (which contemplate a number of relations between terms, such as Top Term, Equivalent Term, Related Term and Use), there are only 6.349 terms available. All the others are "loose" within the thesaurus (in the sense that they do not relate to any of the 32 Top Terms). Document classification within the TCJure application is done manually, a method which has several known limitations [15, 18, 21] .
The web site
The Court of Auditors web site is active since May 1998. Until March 2001 it was used mainly to show what the institution was and how it worked, while providing a small amount of documentation (although, for a brief period until 1999, the TCJure application was available to the general public). From March 14, 2001 until the present, the web site publicizes a large number of acts.
As it was mentioned before, there is no data collection on the site regarding specific user identification. Web usage data is permanently collected and processed on a daily basis (albeit in a rather basic fashion, presented in a report available at http://www.tcontas.pt/diario.html). However, the amount of data collected this way was vital for our work by showing the most active users on the web site as well as the most visited documents. It made possible further processing in order to reach our goal -to classify both documents and users according to the same classification framework.
Web mining
The field of web mining is rather recent, due to the age of the underlying technologies (the WWW itself has not turned 20, yet). The explosive growth of the WWW guarantees an almost endless amount of data sources which, in turn, resort to web mining techniques in order to answer its users' needs. Information is abundant in the WWW and that abundance demands new approaches. According to [4] web mining comprises four different steps:
• Resource identification, in which the resources needed for information extraction are identified (either through search engines or through dedicated spiders and scrapers [20] ). Web sites of a dynamic nature are quite often ignored in this process [7] ; • Pre-processing, in which relevant information is selected from found information sources. This step is directly related to information extraction techniques ( [2, 4] ); • Generalization, in which automatic pattern discovery is made on several web documents. This step uses data mining techniques as well as clustering and classification trees; • Analysis, in which pattern discovery is validated and interpreted. These four steps are put together and applied in different ways, according to the type of information source upon which they are made to act.
Web usage mining
Web usage data is easily collected. It only takes a web server with logging functions enabled to gather a large amount of useful information concerning the way users interact with content. Such data not only shows what was seen on the web site, but also when it was seen, from which place, using which operating platform (amongst other details). When further processed, it may also shed some light on web server behaviour (by showing web page loading answer times), on web server security conditions (by showing possible attack fingerprints disguised as malformed web page requests), on user needs and motivations (by analyzing information requests and the paths taken through the web site).
Web usage mining is not a magic solution for all information needs concerning the way users access a web site. In fact, there are quite a few obstacles creeping along the. What is being measured -page views, hits, user sessions? What exactly do each of these terms mean? How about search engine spiders, which leave trails through web access logs that can be used to study their evolution and behaviour [6] but must be cleaned before analyzing human access to the same web pages [19] . Proxy servers may remove traffic from a web site, by providing users with web pages more quickly, avoiding them the need to go www.witpress.com, ISSN 1743-3517 (on-line) live on the WWW, but also making possible to get the wrong idea from the web usage logs ("my web site is known and famous but my usage logs are empty..."). Corporate local networks hiding behind firewalls, with hundreds of unique users, may appear in web usage logs as a single user with a single IP address.
Web usage mining techniques provided us with the information necessary to identify both the top users of the web site, and the most popular documents.
Web content mining
Given the size of all the resources available on the WWW, human users are hardly expected to be able to apprehend everything. It is difficult to control such an amount of data, either due to time constraints, or to our natural inability in finding useful patterns among huge volumes of seemingly unrelated pieces of information.
Web content mining techniques allow for the automated discovery of knowledge. Most of these techniques are highly complex and demand abundant technical resources, two characteristics that put them away from most users. However the same techniques have been put to god use and some of their results are used daily by millions of users worldwide. Every major search engine (Google, Yahoo and Live Search) as well as most of the smaller ones, gathers information through web content mining, processing hundreds of millions of web pages as well as all sorts of documents in many different formats.
Extracting information from web documents this way opened a world of opportunities in areas such as • Geo-location, in which web page content is used to identify its geographic location [9] ; • Content extraction for automated structuring of naturally unstructured documents (such as the majority of existing web pages [16] ); • User privacy [13] ;
• Keyword extraction, not only for automatic document classification, but also as helpers for thesauri and ontology creation. We used web content mining techniques for trying to find a way to automatically classify documents, through text mining and keyword selection.
Web structure mining
Web structure mining techniques try to discover models underlying the hyperlink structure of the WWW [4] . Such models can be used to categorize web pages as well as to provide information on the degree of similarity between web pages and the way pages are related to each other. The results obtained are extremely important and can be found in every major algorithm in use by the most important WWW search engines, such as the HyperSearch [5] , PageRank [11] , HITS [12] and TrustRank [3] algorithms.
Establishing a DNA for both documents and users
Our first approach was based on the information provided by the TCJure application and its associated thesaurus. Since it is the only document classification method actually used in the Court of Auditors, it provides a stable framework on which to base a new way to look at things.
Document DNA
From a grand total of a 1003 documents available on the Court of Auditors web site, only 742 are registered in the TCJure application. Steps taken to establish the document DNA included
• Identifying every term of the thesaurus used to classify each of the 742 documents. 6018 terms were found, from which only 3266 were considered (the remaining 2752 did not relate to any Top Term); • Grouping terms according to their Top Term within the thesaurus. Each document was then "given" a Top Term, according to the terms used in its classification. The same document could belong to several Top Terms at the same time; • Weighting each Top Term according to the ratio between the amounts of terms related to it inside the document, and the full amount of terms used in its classification. The weight stands between 0 and 9. The result of these calculations is shown partially in Figure 1 . Given the fact that the document classification provided by the TCJure application is not used on the web site, next we tried to establish another kind of document DNA, based on automatic keyword discovery, using text mining techniques. Software used was SAS 9.1. Keyword discovery and extraction was an iterative process. From a total of 63.022 keywords initially found through SAS, several rounds of manual optimization reduced this total to 2.208 keywords. Further processing steps included:
• Weighting each keyword according to the amount of occurrences inside the 742 documents being processed. The weight stands between 0 and 9; • Randomly selecting 20 documents classified under each of the five most used Top Terms of the TCJure thesaurus. As the same document may belong to more than one Top Term, we used only 90 documents; • Counting the occurrences of each keyword inside these 90 documents.
The total number of occurrences for each keyword was then multiplied by the weight found on the previous step. By doing this we tried to value multiple occurrences of keywords with low weights. Due to time constraints, our analysis was further confined to documents belonging to the most representative Top Term inside the thesaurus, the one called Direito (Law). From the original 90 documents, 15 related to Law, having between them 40 keywords. For comparison, the same calculations were made using all of the 493 documents belonging to the Law Top Term. Table 1 shows the results for both sets of documents, with keywords ordered by their relative importance in the 15 document set.
The top 40 keywords from the 493 document set only include 19 from the 15 document set. Table 1 shows the relation between them, according to their relative importance. For instance, the most important keyword in the 15 document set, autarquias locais, ranks only in the 8th position in the 493 document set. We found it difficult to use these values as a basis for document classification. used to discover the top five users of the web site (we restricted ourselves to five users in order to keep processing operations down to a manageable level). These five users are institutional users, the first four being entities belonging to the central government, and the fifth belonging to the local government. User DNA is determined according to the following rules:
• After viewing the first document, the user is assigned the document's DNA; • For every next document viewed by the same user, the DNA from the new document is added to his own DNA, the result being a rounded average of both values. The result of these operations when applied to access data from the top user of the web site is shown in Figure 2 . User classification becomes possible using both web usage data and the TCJure document classification.
Conclusion
By studying the Court of Auditors web site we were able to gather information on the way documents are classified and used. There are document processing rules active only inside the institution, without benefits towards the web site. Although this situation is expected to change in the near future, there is quite a sizeable amount of access data which cannot be easily interpreted, unless several pre-processing steps, such as the ones we described in this paper, are taken.
The TCJure thesaurus is, at present, the main tool being used for document classification. Such classification is performed manually, by human operators. We tried to establish the grounds for an automatic classification procedure, based on keyword discovery. However, in order for such an approach to succeed, it would be necessary to establish an adequate keyword list, a task for which some intensive human input would be necessary. Time constraints prevented us from doing that. As such, the thesaurus stood as the only viable option to classify documents.
We used the terms of the thesaurus in a new way, at least as far as document classification and grouping is concerned. Some of its limitations soon became apparent -for instance, including quite a large number of terms not related to any other, something that is quite contrary to the objectives of any thesaurus. Other limitations have to do with the way the thesaurus itself is used. If not enough terms are used to classify a document, then a whole document collection may seem limited in scope or subject. By using a biological metaphor such as DNA, we tried to convey the notion of personalization. Although this specific DNA (both for documents and users) has little to do with the biological version, it keeps its symbolic meaning. By assigning a DNA to a document, we are classifying it in a manageable way. By using the same information as the basis for user DNA, we are establishing a direct relationship between document content and user interest. Given the way user needs evolve through time, user DNA also evolves, keeping in line with those interests. Future work may include thesaurus optimization, as well as "better resolution" in document classification. Input from people who use the thesaurus should prove vital in helping to define a keyword list for using in automatic document classification procedures. Real world usage of such concepts as "document DNA" and "user DNA" will depend on including new interfaces on the web site, both for user registration, and for defining searches based on these classification schemes.
