Motivation: Surface generation and visualization are some of the most important tasks in biomolecular modeling and computation. Eulerian solvent excluded surface (ESES) software provides analytical solvent excluded surface (SES) in the Cartesian grid, which is necessary for simulating many biomolecular electrostatic and ion channel models. However, large biomolecules and/or fine grid resolutions give rise to excessively large memory requirements in ESES construction. We introduce an out-of-core and parallel algorithm to improve the ESES software. Results: The present approach drastically improves the spatial and temporal efficiency of ESES. The memory footprint and time complexity are analyzed and empirically verified through extensive tests with a large collection of biomolecule examples. Our results show that our algorithm can successfully reduce memory footprint through a straightforward divide-and-conquer strategy to perform the calculation of arbitrarily large proteins on a typical commodity personal computer. On multi-core computers or clusters, our algorithm can reduce the execution time by parallelizing most of the calculation as disjoint subproblems. Various comparisons with the state-of-the-art Cartesian grid based SES calculation were done to validate the present method and show the improved efficiency. This approach makes ESES a robust software for the construction of analytical solvent excluded surfaces. Availability and implementation: http://weilab.math.msu.edu/ESES.
Introduction
As a principal tool to study the biomolecular world, molecular modeling and analysis have an increasing impact in computational biology. The accuracy and efficiency of molecular modeling and analysis are often crucial in enabling more sophisticated downstream research. Researchers and all the atoms in memory, and at the same time, distribute the computation to multiple processors. Thus, for large molecules or fine grids, both space and time efficiency can be substantially improved. By restricting the active subdomains that are being executed, the whole procedure can always be done on a personal computer (PC) with a fixed memory, e.g., 2GB. Testing and comparison are done on the 2016 core set of PDBbind database (http://www.pdbbind.org.cn/), with additional validation by users worldwide through the authors' website for the project.
The rest of the paper is organized as follows. Section 2 discusses design of the improved algorithm with locality. Section 3 is devoted to the space and time complexity analysis of the proposed algorithm. The validation and comparison of our results are carried out in Section 4. Section 5 concludes the paper with a comment on future work.
Algorithm 2.1 Recap of ESES
As we aim at improving the efficiency of ESES [14] , we assume the same input, a list A of atoms, represented by the center location c i and the corresponding van der Waals radius r i for each atom,
where N is the number of atoms.
We also assume the same output: first, a 3D array of Boolean indicating whether each grid point is inside the molecule surface,
where h is the grid spacing, and M is the volume enclosed by SES; and second, a set of intersection points between grid edges and the SES I = {s, t, λ st } st∈E ,
where s and t are grid points with st representing the corresponding edge, and E is the grid edge set with two grid points adjacent to each other and Inside[s] = Inside [t] . The location of the intersection point can be computed through
Note that, using the connectivity construction procedure in the standard marching cubes algorithm, we can also output a triangle mesh based on the Eulerian output.
Overview
The main idea for reducing the main memory requirement is through a simple domain decomposition without the need to explicitly handle the boundary matching problem. Owing to the locality of the ESES algorithm, we can straightforwardly decompose the computational domain into many non-overlapping subdomains. With each subdomain retaining only a small number of atoms that are less than the largest van der Waals radius away from the subdomain boundary, we have all the information necessary to determine the inside and the outside information, as well as the intersections of the SES surface and the grid edges within the subdomain. Thus, we can successfully reduce the memory footprint by controlling the size of each subdomain so as Figure 1 : Illustration of subdomain based algorithm. The bounding box of the whole molecular surface is divided into several non-overlapping subdomains, which can be computed independently with a small memory footprint. Finally, patches of the SES from each subdomain can be assembled into a watertight surface identical to the one constructed with ESES. Note that the patches form a watertight surface, the gaps between the adjacent patches from different subdomains are added for visualization only.
to fit within the main memory limit of a typical PC. The memory storage for the list of atoms relevant for the subdomain is negligible compared to the storage requirement for the subgrid, since the grid spacing in practical applications would typically be smaller than the van der Waals radius of the smallest atom. As shown in Figure 1 , patches rendered with different color belong to different subdomains, and they can be independently constructed by intersection detection locally within the corresponding subdomain, followed by using the marching cubes algorithm. With a direct concatenation of all the output, we can construct the whole molecular surface. It is also possible for the downstream applications to choose only the subdomains relevant for the calculation that they perform.
When designing a parallelizable out-of-core algorithm, the first and foremost problem to deal with is to analyze the dependence among different steps of the procedure or different parts of the data. In this section, we examine the four main stages of the ESES algorithm [14] :
• construction of the grid and the analytical expression for patches of the SES,
• classification of the grid points to the inside points or the outside points of the SES,
• calculation of the intersection between grid edges and the SES,
• and assembly of the output.
When performed in a subdomain of the entire domain, the first three steps need to performed in the given order, but they do not have data dependence to the calculation done on any other subdomain. For instance, the classification of any grid point can be locally determined by the nearby atoms, more precisely, atoms at a distance less than the sum of the probe radius and the largest van der Waals radius. Similarly, where the intersection is on a grid edge depends only on the SES analytical patch expressions determined by nearby atoms. Thus we can set up one thread per subdomain, without any possibility of race conditions, i.e., our output is independent on the timing of each thread.
If file I/O exchanges are done through sequential devices such as a hard drive, the final output step would have to be done after finishing the previous three steps. On the other hand, if the final output is to reside in a random access memory, once the size of output for each subdomain is determined, it is possible to assemble the output in sublinear time. If the file system allows for concatenation without moving data blocks, it is also possible for each thread to write to a different file, and concatenate them in a time linear manner with respect to the number of subdomains.
As in ESES, for the robustness of the calculation, there are some grid points left undetermined as inside or outside in the second step, and only finalized in the third step after the intersections of nearby grid edges are determined [14] . Nevertheless, this procedure will only have a local data dependence. Thus, partitioning the whole grid into several subdomains does not change the final classification of such points. As confirmed by our large set of test results, the uncertain grids are rare as indicated by [14] , and when they indeed exist, their classification in the subdomain based approach is identical to that in the original ESES.
In sum, we can safely assume that there is no communication of information between intermediate results from different subdomains. This implies that we can do out-of-core calculation by loading only one subdomain, and/or parallelizing the calculation by simultaneously initiating one thread per subdomain.
Decomposition to subdomains
The entire calculation domain in ESES is a regular Cartesian grid inside a cuboid. Typically, it is constructed as a tight bounding box of the list of the atoms, padded with a few additional layers of grid cells to provide some margin for easy handling of the boundary cells.
Therefore, it is a natural choice to design the subdomain as non-overlapping cubes with the same number of grid cells in each of the three dimensions. The domain can be extended slightly if the size of the original entire domain in any direction is not a multiple of the size of the subdomain. We will call a cubic subdomain as a block, following the similar term used in CUDA parallel thread mapping design.
By focusing on the local computation within each block, the memory footprint is mainly determined by the size of the block, since we only need to keep one block in the main memory at a time. Some memory storage is required to store the list of atoms relevant for the analytical SES patch construction. If we store the entire list of atoms, for large molecules, it can still require a large block of memory, and may require more time to perform the nearest neighbor search. Fortunately, due to the localized nature of the calculation, it is possible to determine whether Figure 2 : 2D Index mapping Example. All the indices are 0-based. Given a cell with global coordinates (i, j) in block (k, l) (green) and its local coordinates (m, n) within the block, the one-to-one mapping is straightforward as illustrated. Note that (m, n) would require fewer bits to store than (i, j). This is typical in parallel processing such as CUDA threads.
an atom is inside or within a small distance from a block. The rest of the atoms do not need to reside in the memory, and one can treat the calculation inside the block as if it were for a smaller molecule, without any unfavorable effect on the final output.
Index mapping
After the computation is done for each individual block, we need to map the result within that block to the original domain. The index mapping is similar to the CUDA parallel thread mapping design for 3D. We illustrate the basic idea in 2D through Figure 2 . Each block has coordinates (b x , b y , b z ) indicating the position of its top left back corner. Assuming that the grid cell count along one edge of each block is (b s ), for a grid point with local coordinates (i, j, k) in the block, its corresponding global coordinates are found through the following function
Subdomain boundary treatment
While the subdomains are not overlapping with the outer boundary of the total computational domain, they may intersect at a zero-measure set, such as a common rectangle, a common line segment, or a common point. Thus, during the final assembly of the output from all the blocks, the boundary grid points and boundary grid edges are to be carefully handled. Otherwise, redundant information for grid point classification and intersection points on subdomain boundaries may appear in the output. For instance, whether a grid point is inside may be duplicated up to 8 Figure 3 : Redundancy elimination. For each subdomain, we only keep the information on faces with a normal along negative axis directions (red), the other faces (yellow) are omitted because they have already been accounted for by adjacent subdomains. After concatenation (dashed line), only the output for faces of the entire grid with normals along the positive axis directions is missing. However, with the margin padded to the molecule when constructing the domain, they do not contain any intersection information to begin with.
times, if it is at the corner point shared by 8 subdomains. Similarly, the intersection information may also be duplicated up to 4 times, if a grid edge is shared by 4 subdomains. One way to eliminate the redundancy is to add a post-processing step. However, using ideas commonly used for eliminating such redundancies, we can directly avoid the generation of redundant data. This more efficient approach is based on the partitioning of the domain into truly disjoint subdomains, each of which has the form of a half-open half-closed box, in other words, the Cartesian product of three half-open half-closed intervals:
Thus, only the grid points and grid edges that lie on the left, top and back faces of the subdomain are considered for the output, while the front, right and bottom faces are ignored as shown in Figure 3 . When taking the union of the output from the blocks, we eventually omit all the grid points and grid edges that are on the front, right and bottom boundary faces of the entire domain. Fortunately, by leaving the sufficient margin as mentioned earlier, the whole domain is a bounding box of the molecule, and no inside points or intersection points exist on those faces.
Pipeline
Algorithm 1 provides the pseudocode of the main procedures for the parallelized version of ESES. The function ESES is identical to the original procedure introduced in [14] . Each block (subdomain) uses a unified data structure to store all the necessary information for the part of ESES computation within that block, including the subgrid, the list of relevant atoms, and the output-inside/outside information for grid points and intersection locations on grid edges.
Algorithm 1 ParaESES Algorithm
1: function ParaESES(data, probeRadius, gridSize, margin)
2:
CreateBlocks(data, blocks) 3: for all b ∈ blocks do in parallel 4:
GlobalToLocalIndexMapping(b, bLocal)
6:
ESES(bLocal, probeRadius, gridSize, margin)
7:
RemoveDuplicates(bLocal) end for
Spatial and temporal complexity analysis
Our treatment does reduce the total memory requirement but not the total amount of computation. The number of grid point classification operations to perform, and the number of edge and SES intersection tests are not reduced. Nevertheless, as we divide these task into subdomains of the entire domain, we can either handle the previously intractable problem on a commodity PC with few gigabytes of memory, or greatly reduce the amount of time on a computer cluster or a multi-core computer.
As the number of atoms grows larger or as the resolution becomes finer, the number of grid cells increases asymptotically at O(whd/h 3 ), where h is the grid spacing, and w, h, and d are the width, height, and depth of the bounding box of the molecule respectively. When dealing with large proteins in the original ESES [14] on fine grids, the memory storage is essentially cubic to the number of cells along an edge of the box domain. For instance, a grid with the size of 1000×1000×1000 would require roughly n Giga-Byte if each grid point or grid cell requires n Byte storage. As ESES requires the data to reside in the main memory for the grid point classification and grid edge intersection, it cannot fit in the memory of a regular PC, even with virtual memory.
Our straightforward domain decomposition into blocks can effectively shrink the memory footprint, i.e., the maximum memory requirement at any point of the calculation, since all the information required for the localized calculation is associated with the block (or subdomain). No matter how large the original grid size is, we can treat the problem as if it is for the subgrid of size b s grid edges to check for intersections when processing one block. The overhead introduced to handle the boundary of the blocks is negligible, since for each block, there will be 3b 2 s duplicate grid points and 6(b s − 1)b s duplicate grid edges to check. So in terms of each grid block, there will be an approximate ratio of O(1/b s ) overhead. As mentioned in the previous section, we introduced a procedure to determine which atoms can influence a particular block, which brings an overhead that is also negligible to the dominating time and space requirement for the grid. This part of the overhead can be further reduced by any spatial data-structure such as a kd-tree, since the construction of the list of atoms within a block is just a query for spatial database entries within a certain spatial range. However, an overly small block size can increase the proportion of the memory the overhead requires, so we do not recommend to aggressively reduce the block size. Fortunately, in practice, even the memory of any modern smart phone can easily accommodate the block size with b s = 32.
If multi-core machines or clusters with multiple computers are available, one can use our block-based design to achieve essentially a speedup factor controlled by the number of available cores, assuming each core has access to a memory space that can store one block. In an ideal case with infinitely available cores, the time complexity is dropped to O(b 3 s ), which is entirely determined by a single block size.
Validation and application
We performed our tests on a PC with Intel(R) Xeon(R) CPU E5-1630 v3 @ 3.70GHz and 8GB memory. For parallel computing, we used OpenMP (https://computing.llnl.gov/ tutorials/openMP/). We first tested our algorithm on an extremely large multiprotein complex to verify the capability of our algorithm. Then, we analyze the impact of using different block sizes and numbers of threads in terms of the execution time and memory footprint at various grid spacings. Based on the resulting statistics with varying parameter settings, we have confirmed empirically that the memory footprint and execution time indeed behaved as predicted in our analysis above.
All molecular structures used in our validation were downloaded from Protein Data Bank (PDB, https://www.rcsb.org/). The protein-ligand complexes used in our application were obtained from PDBbing (http://www.pdbbind.org.cn/). All structures were processed with pdbto-xyzr (https://github.com/Pymol-Scripts/Pymol-script-repo/blob/master/modules/ MSMS/i64Linux2/pdb_to_xyzr) to assume appropriate van der Waals radii in addition to atomic coordinates.
Validation on multiprotein complex
In our tests, the algorithm was able to produce the SES successfully for multiprotein complexes with an arbitrary list of atoms at a very high resolution. For instance, Figure 4 shows a multiprotein complex consisting of tubulin, Drosophila melanogaster kinesin-13 KLP10A and microtubule [1] constructed by protein 3j2u with 15575 atoms shown in Figure 5 as the building block. There are 42 such blocks plotted in this multiprotein complex. This typical protein assembly is crucial for investigating the recognition and deformation of tubulins in a microtubule. Due to its excessively large size, such a complex is always an obstacle to handle in theoretical modeling. However, with our software, by only assigning 8 threads to perform the block-based tasks in parallel, the combined memory footprint is controlled to the reasonable amount of 2GB. The whole procedure took about 10 minutes to generate the SES output, including the grid point classification and the intersection information. We were also able to mark different chains in the large protein assembly in the process, with auxiliary information provided by our algorithm, which is the nearby atoms of intersections points. This demonstrates the versatility of our algorithm when used in downstream applications, such as solving the Poisson-Boltzmann equation for electrostatic analysis [13] .
Single-thread analysis
Protein 5z10, shown in Fig. 6 left, reported by [24] is tested as an example for single-thread performance. This protein is a typical mechanosensitive ion channel constructed by three identical blade-like subunits. It is found that by probing the state of surrounding membrane, the channel opens with the distortion of these three blades.
We provide some memory footprint statistics in Figure 7 with only a single thread launched. As the plot indicates, if we do not incorporate the block design and use the original method with the entire grid residing in the memory at all time, the memory footprint increases for fine grids, shown by the curve with circular nodes. If we use blocks with size b s = 128, the memory footprint drops significantly, simply because only a single block needs to reside in the memory for the single thread, in addition to other auxiliary information, as shown by the curve with square nodes. For the block size b s = 64, the curve with diamond nodes shows that the memory footprint is further reduced. By assigning blocks, the memory footprint is dominated and restricted by the information stored within a single block, which is controlled only by the block size and is independent of the grid sizes. Therefore, memory footprint of our approach is well-controlled.
The statistics of execution time is provided in Figure 8 for molecule 5z10 with only a single thread. The execution time for different block sizes did not vary significantly. This behavior is expected, since we did not change the total amount of the calculation, for the single-thread version, only the memory footprint is reduced. Note that change was made to the grid point classification or grid edge intersection detection parts. Stated differently, there is no change in analytical nature of the original ESES algorithm. 
Multi-thread analysis
Protein 5vkq, shown in Fig. 6 right, reported by [11] is used as an example to test multi-thread performance. This protein is a typical mechanosensitive ion channel in bacteria. Its long and spring shaped domains are tethered with microtubules, which will open when it senses the motion of the cytoskeleton environment.
If we initiate N threads in parallel, we expect that the memory footprint is roughly N times the numbers when the number of N is large. In practice, we observed that it is actually smaller due to that some of the overhead is shared by the threads, especially when N is small. In Figure 9 , we present the statistics of memory footprint for protein 5vkq with 8 threads launched in parallel. The curve with circular nodes serves as a baseline when we stick to the original ESES algorithm, which shows an excessive memory requirement. When launching 8 threads, obviously the memory footprint shifted higher compared to launching a single thread simply because we need to load the execution context for all 8 blocks. Nevertheless the memory footprint is still significantly reduced compared to the baseline, unless the number of threads matches the number of blocks. In addition, we still control the memory footprint by the number of threads launched.
The curve with square nodes shows the memory usage with block size b s = 128, and the curve with diamond nodes shows the case with block size b s = 64.
The execution time statistics for the same 8-thread experiment for protein 5vkq are shown in Figure 10 . The curve with circular nodes gives us a baseline when we stick to the original ESES algorithm. In this example, the execution time was reduced significantly simply by launching several threads at the same time. It is not a perfect 8-times improvement, as predicted by Amdahl's Law [15] , because there are always critical sections that need serial execution such as file I/O. We also found that a smaller block size (curve with diamond nodes) also brings some additional improvements as in the single-thread mode. It is most likely due to the same reason that the memory allocation is easier for smaller blocks. Taking into account both the spatial and temporal statistics, we observed that by reducing the block size, we can significantly reduce the memory footprint without any negative impact on the time performance and algorithm accuracy.
Finally, we apply the present approach to a large set of protein-ligand complexes. We consider the PDBbing v2016 core set of 290 protein-ligand complexes. Our results in terms of grid dimension, block dimension, surface area, and surface enclosed volume are given for each protein in Appendix 1. These results can be used by independent researchers to validate their own surface generations. The computational parameters are set to probe size 1.4Å, grid spacing 0.4Å, grid extension 0.8Å and block size 64. Note that the proposed method has no effect on the ESES generation quality. The proposed method can thus be used as an efficient replacement to ESES, and be applied to any solvent excluded surface based molecular modeling and analysis.
Conclusion
We present a divide-and-conquer approach to solve the memory explosion issue when dealing with large macromolecules at high grid resolutions. The approach is based on the localized nature of the computations involved in Eulerian solute-excluded surfaces (ESESs) [14] . In the present approach, we partition the entire computational domain into subdomains (blocks) that can fit into a given size of memory space. The memory requirement is determined by the data in the block(s) used in the current calculation. In this manner, we can control the upper bound of the memory footprint, and allow the user to run our software on a typical commodity personal computer (PC). Taking the advantage of the locality, we also incorporate the power of parallel computing to further enhance the performance. With such a practical implementation, we can significantly extend the applicability of the earlier ESES algorithm by lifting its constraints of memory requirements and running on a single CPU. The present improvement does not change the analytical nature of the original ESES algorithm. The proposed method is validated on the ESES generation of an excessively large protein complex and a couple of large proteins. Application is considered to 290 protein-ligand complexes.
There is still a room for further improvements. In the potential analytical patch construction, especially for the saddle and concave patches, we simply consider all possible pairs of atoms which are at a distance below a threshold determined by the van der Waals radii. Apparently, there is a redundancy in such an approach, since some patches are buried inside the molecular surface and may be pre-culled to save computation. As future work, we wish to explore fast calculations that can eliminate such patches before classifying grid points. Another direction to explore is to consider GPU computing, since a similar parallelized design can be applied when mapping them to GPU threads and blocks instead of CPU cores. A central issue in carrying out a GPU implementation is how the analytical SES patch construction and the associated high order polynomial root finding at grid edge and surface intersection can be efficiently adapted to the less powerful ALU units on GPUs. Further simplifications may be desirable to harness the power of GPU for this problem.
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