Abstract Ð A recently developed direct search method for inversion, known as a neighbourhood algorithm (NA), is applied to the hypocentre location problem. Like some previous methods the algorithm uses randomised, or stochastic, sampling of a four-dimensional hypocentral parameter space, to search for solutions with acceptable data ®t. Considerable¯exibility is allowed in the choice of mis®t measure.
Introduction
The location of seismic events in space and time is an important part of seismological practice with a wide range of applications, but has particularly signi®cance in the context of monitoring a comprehensive test-ban treaty. A primary discriminant between man-made events and the majority of natural earthquakes is provided by the depth of the source. Drilling techniques for the emplacement of devices preclude a source depth of more than a few kilometres. Where the depth of an event can be established to be deeper than 15 km, the event is very unlikely to be man-made, even allowing for location errors. A signi®cant role for location procedures in monitoring compliance with the treaty is therefore to act as a winnowing device to segregate the very large number of intermediate and deep-focus events occurring in subduction zones, especially around the Paci®c Rim. For shallower events there is a need to obtain the best possible location by combining data from regional and more distant stations, and then to try to characterise the source using additional information.
One of the dicult tasks for a global monitoring system with a limited number of stations is the association of arrivals and waveform segments from a widely separated seismic stations with a single event. Across the network, it is quite likely that seismic phases from more than one event will be being recorded simultaneously. At least in the initial stages of location estimation, the procedures used should cope with the possibility that some phase readings may be misassociated, and not belong to the event of interest.
Hypocentre Location
In order to describe the hypocentre of a seismic event we have to specify the spatial location and the origin time of the event. These four pieces of information, the latitude, longitude, depth and the time of initiation of seismic energy have to be inferred indirectly. The primary information is the times of arrival of seismic phases at dierent stations; when seismic arrays are used these times can be supplemented with vector slowness information for phases, comprising the azimuth of the wavefront crossing the array and the horizontal slowness of the wavefront.
We can formulate the task of locating an event in the following terms: Given the arrival times [and slownesses] of seismic waves at a number of dierent receivers, deduce the best estimate of the origin time and spatial location of the hypocentre of the event (i.e., the point at which radiation is initiated). This task depends on us having a clear identi®cation of the seismic phases whose arrival time [or slowness] is measured, and a good representation of the propagation processes associated with the measured passage times [or slownesses] for the dierent phases.
The task of phase association is not entirely straightforward but can be aided by the use of array information (see e.g., KVAERNA and DOORNBOS, 1986; RINGDAL and KVAERNA, 1989) or by using multiple attribute analysis for three-component broadband records (CHRISTOFFERSSON et al., 1988; KENNETT, 1995, 1996) . In this work we will assume that the identity of each observed phase is known but allow for the possibility of using dierent classes of phases and types of information.
The approach used to determine an event location should not be limited by the representation of the propagation process. Ideally we would like to take account of the full three-dimensional structure of the earth, or at the very least allow for regional structure in the neighbourhood of the source. A practical ®rst step is to determine a location with a spherically symmetric earth model, such as the iasp91 model of KENNETT and ENGDAHL (1991) which is currently employed in the International Data Center for the CTBT, or ak135 (KENNETT et al., 1995) which has an improved representation for S and core phases. Once an approximate location is established, region speci®c corrections can be applied or alternatively a more complex model representation used.
The speci®cation of the location of the event requires the determination of four parameters t h Ð the origin time of the seismic disturbance x h = (x h , y h , z h ) Ð the spatial coordinates of the hypocentre which together de®ne the 4-vectorĥ of hypocentral parameters.
We will assume that we have N T observations t i of the arrival times of identi®ed phases at a set of seismic receivers with associated errors r i ; these arrival times may be associated with dierent ray paths for a single wave type or dierent wave types. The time information may also be supplemented with N S observations of the vector slowness of arrivals (derived from seismic arrays).
For the i-th seismic phase we calculate the travel time t ri (x s ) for passage between a source at x s x s ; y s ; z s and the requisite receiver by ray tracing in an earth model. From these travel times we construct estimates t ci of the arrival times of the phases for an assumed origin time t s as t ci x s ; t s t s t ri x s ; 1 and these arrival times have to be compared with the observations t i . We note the clear separation between the dependence of the estimated arrival time t ci on the spatial and temporal components of the estimated location. In a similar way we construct estimates for the j-th vector slowness s cj to be compared with the measured vector slownesses s j .
We now need to establish suitable measures of the extent to which the calculated arrival times and slowness match the observations so that we use these mis®t measure to guide the inversion for the hypocentreĥ.
For arrival times the statistics of the residuals can often be well represented by a distribution suggested by JEFFREYS (1932) which consists of a Gaussian superimposed on a slowly varying pedestal function. Commonly, the narrower Gaussian provides a representation of the eect of picking errors and the broader background arises mostly from the dierences between the real earth and the times predicted from a simpli®ed model. The net eect is that the probability distribution has a substantially longer`tail' than a Gaussian (L 2 norm).
A simpler form with a similar property is to use L p measures of mis®t with p < 2. For many purposes, satisfactory results can be produced with p = 1.25 which is tolerant to large outliers, even though this may not represent a close approximation to the actual probability distribution for the residuals . In particular, when many dierent types of seismic phases are employed, the residual distributions can dier signi®cantly between phases. An advantage of the L p measures with p < 1.5 is that they are robust and much less aected by large outliers than the conventional squared residual measures.
We construct an L p measure for the mis®t between observed and calculated arrival times as
where r i is the estimate of the error in the i-th arrival time observation. Array information can be included by the inclusion of an extra term in the mis®t function (see e.g., BRATT and BACHE, 1988) . For each vector slowness measurement s j , we construct corresponding theoretical slownesses s cj for the current source location and calculate
where N S is the number of slowness measurements and r sj is the error in the j-th slowness observation. Although the residual distribution for vector slowness is likely to be somewhat dierent from that for arrival times, we have achieved good results by using the same value of p for both the time and slowness mis®t terms C T and C S . We use the composite mis®t function
as the measure of the quality of the location estimate.
Nonlinear Inversion
The conventional approach to event location is to use L 2 mis®t representations in iterative inversion with linearisation around successive location estimates, which requires calculation of the derivatives of the times and slownesses with respect to the hypocentral parameters. The calculation of such derivatives limits the class of velocity models that can be conveniently employed.
However, with the advent of faster computers it is now feasible to calculate the travel times afresh for each postulated source location rather than rely on linearisation and so avoid any dierentiation. This more¯exible formulation allows us to use the more general representations of the mis®t functions such as L p norms introduced above. For teleseismic arrivals, the tau-spline procedure of BULAND and CHAPMAN (1983) gives an ecient scheme for multi-phase travel time or slowness calculation for a given epicentral distance in a spherical model and has been adopted for the IASPEI91 travel-time tables (KENNETT and ENGDAHL, 1991) .
We have noted earlier the separation of the dependence of the arrival times for the seismic phases on the estimate of the origin time t s and the spatial location of the event x s . This has been used as the basis of a number of dierent schemes in which a four-dimensional search procedure isolates the regions of best ®tting hypocentres. For example, SAMBRIDGE and KENNETT (1986) used a directed spatial grid search with bracketing of the origin time and KENNETT (1992) introduced a contracting grid scheme which exploits the fact that the arrival times for dierent origin times do not require recalculation of travel times for a ®xed source location. Such directed search procedures cannot guarantee that a global minimum for the mis®t function will be found by the discrete search. However, the results obtained with dierent starting meshes are generally very consistent.
Alternative classes of nonlinear procedures based on direct calculation of travel times and dierent classes of optimisation algorithm have also been successfully used to ®nd hypocentral estimates. Such methods include genetic algorithms (KENNETT and SAMBRIDGE, 1992; SAMBRIDGE and GALLAGHER, 1993; BILLINGS et al., 1994) , simulated annealing (BILLINGS, 1994) and evolutionary programming (MINSTER et al., 1995) . Even so, grid methods retain the attraction of simplicity of implementation and good performance even with poor network geometry.
In this paper we introduce the neighbourhood algorithm (NA) for location. The NA procedure exploits all previous information in the inversion procedure to focus in on those parts of parameter space for which the current mis®t measure is least (SAMBRIDGE, 1999a) . For the location problem the neighbourhood algorithm, as currently used, has approximately the character of a contracting irregular grid in four-dimensional hypocentre space. The procedure is very ecient and able to work with multiple local minima (SAMBRIDGE, 1998).
The use of a neighbourhood algorithm
The neighbourhood algorithm is a derivative-free method for searching a multidimensional parameter space for models (hypocentres) of acceptable data ®t. It is based on some simple geometrical concepts, involves two tunable parameters, and makes use of randomised, or stochastic, sampling of parameter space. We outline the approach below. Full details can be found in SAMBRIDGE (1999a).
The central idea behind the neighbourhood algorithm is the use of Voronoi cells to guide the search in parameter space. Voronoi cells are simply nearest neighbour regions, as de®ned by a suitable distance norm (VORONOI, 1908; DELAUNAY, 1934) . Here we use the L 2 -norm. Figure 1 shows examples of Voronoi cells, de®ned about an irregular set of points in the plane. Each cell is a convex polygon about its de®ning point. Note that the sides of each cell are formed from the perpendicular bisectors between neighbouring pairs of points. Voronoi cells have many useful properties and have found applications in a number of ®elds (see OKABE et al., 1992 , for a review). From Figure 1 we see that the size and shape of Voronoi cells automatically adapt to the density and distribution of the de®ning points. This is the property which is exploited in the search algorithm. Figure 1 shows that the Voronoi cell de®nes a neighbourhood about each point.
The neighbourhood hypocentre location algorithm can be summarised as follows: First, an initial population of n s hypocentres is generated. Usually these follow a uniform random distribution within the parameter space bounds. At each iteration, the current n r hypocentres with lowest data mis®t are determined and a new set of n s hypocentres is uniformly distributed inside their Voronoi cells, that is, n s /n r in each cell. Subsequent iterations are repeated in a similar manner, with the n r best hypocentres and their Voronoi cells being updated at each iteration. The number of hypocentres per iteration n s and the number of Voronoi cells to be occupied n r are the two tuning parameters of the NA procedure. For each hypocentre tested, we calculate the associated arrival time and slowness information and use this to generate the appropriate mis®t measure.
Note that the algorithm only uses the mis®t measure to rank the goodness of ®t of the hypocentres; the actual value of the mis®t is not used directly. The use of a rank measure to drive the algorithm allows considerable freedom in controlling the way in which the data in¯uence the NA search. For example, one may choose a single mis®t measure combining arrival time and array measurements as in (4), with the relative weighting depending on the choice of assigned errors. Alternatively, one might separately rank hypocentral estimates according to the mis®t for arrival time and array data; an overall rank could then be constructed from some combination of the two. Figure 1 , shows an example of the neighbourhood algorithm (used for epicentral location) at iterations 1, 5, 10, and 20, with n s = 9 and n r = 2. Notice how the Voronoi cells adapt to the sampling and quickly focus in the southeastern part of the domain. The precise details of the sampling method are described in SAMBRIDGE (1999a). It turns out that the bookkeeping calculations are surprisingly straightforward and may be handled very eciently.
The behaviour of the search algorithm depends on the two control parameters, n s and n r . As can be seen in Figure 1 , for small values of n r it takes on the character of a contracting irregular grid, and can eciently optimise a function. The power of the approach is due to the fact that at each iteration the sampling is driven by the size and distribution of the Voronoi cells, and these are controlled automatically by all previous samples.
Location assessment
In the absence of external information about the seismic source, the accuracy of the hypocentral location has to be estimated from the information available in the inversion. The implied precision of the estimates is therefore model-based and can be distinctly misleading as to the error in the location of the true hypocentre, e.g., through neglect of the in¯uence of 3-D earth structure.
Commonly con®dence intervals for the hypocentral location can be deduced by examining the distribution of Ch Ch À Cĥ; 5
where C is the mis®t criterion andĥ is the best estimate of the location of the hypocentre.
The results from the neighbourhood algorithm inversion can be used a posteriori to build up an estimate of the probability distribution for the hypocentral estimates (SAMBRIDGE, 1999b) . Bayesian measures of information (for example the posterior model covariance matrix, resolution matrix and marginal density distributions) may be useful in assessing the degree of constraint and trade-o between parameters. A fully nonlinear calculation of Bayesian measures involves the evaluation of various integrals of the posterior probability density distribution (PPD) over the hypocentral parameter space. SAMBRIDGE (1999b) describes a`resampling' technique whereby estimates of these integrals may be obtained from the ®nite ensemble of hypocentres generated during the search stage. The accuracy of these measures depends in part on the size and distribution of the available ensemble.
It is common for covariance and resolution matrices to be determined using local linearisation, for example, by approximating the contours of G(h) by ellipsoids about the best ®t hypocentre (for example, see BULAND, 1976) . If the nonlinearity is severe, e.g., with a sparse network, then the linearised estimates are likely to be both inaccurate and biased. In such circumstances, we anticipate that the fully nonlinear approach would produce more accurate results. However, in either case knowledge of the statistics of all noise process in the data is required and this may be dicult in some cases.
Illustrations of Event Location
We illustrate the NA location scheme with two examples using dierent types of data. The ®rst example is for a test event in the Marianas including arrival time and array information, and the second example is for P arrivals from a nuclear blast at the E. Kazakh test site with known location. These examples have previously been used with other nonlinear procedures (KENNETT, 1992 (KENNETT, , 1996 and so provide a good base for comparative performance.
From a wide variety of tests we have chosen to use the NA procedure with an initial population of 9 random estimates spanning the search region and then 20 iterations in which 9 further estimates are produced at each stage. We have allowed resampling of up to 2 cells at each stage (i.e., n s = 9 and n r = 2). With these settings we have found that we achieve good convergence on a location estimate with a modest total of 189 sets of travel-time/slowness calculations.
Arrival time and array slowness information
The ®rst example is based on an event in the Marianas. The arrival times have been supplemented with simulated array information, and so we use the extended de®nition of the mis®t function.
The phase information used for this trial is presented in Table 1 . Apart from two close stations, the data are from teleseismic distances with a limited range of azimuths. We have undertaken a number of dierent inversions for this data set using dierent styles of algorithms and dierent assumptions for constraints on the location.
For the ®rst group of tests we have taken a region 2°across in both latitude and longitude, with a depth interval of 60 km and a time interval of 40 s centred on the ISC location. We have then used a variety of dierent nonlinear algorithms with the IASPEI91 reference model. In each case we have used the same L 1 -norm measure of mis®t and we compare the results in Table 2 . All these nonlinear methods give some shift from the ISC location derived using the Jereys-Bullen travel-time tables (without the array information). The smallest variations are obtained using the simulated annealing method [SA] (BILLINGS, 1994) , and a similar result with a shallower depth is also found from the use of the contracting grid scheme [CG] ( KENNETT, 1992) . By contrast the application of genetic algorithms [GA] (KENNETT and SAMBRIDGE, 1992) produce a better ®t with a deeper source; two dierent GA results are displayed based on the use of dierent seed for the random processes. For each of these GA inversions 1320 sets of travel-time evaluations were undertaken to arrive at the location estimate. The neighbourhood algorithm produces a result with the smallest mis®t of any of the methods. The NA method employs only 189 traveltime and slowness evaluations which is less than a quarter of that for any of the other techniques. The NA procedure does not depend on having a good initial estimate of the location. We illustrate this for the Marianas event event by taking a starting model displaced by more than 100 km from the likely location and with a signi®cant time oset. We employ a grid with a AE2 range in latitude and longitude, 40 km range in depth and 30 s in origin time about 13.52 N, 147.5 E, 39.0 km, 47.9 s for which the L 1 mis®t is 1.916. We show in Figure 2 the progress of the NA scheme with an L 1 measure of mis®t towards the best ®tting location by means of projections onto the spatial axes and a time bar. The display covers almost the entire allowed ranges on the parameters.
The neighbourhood algorithm initially explores much of the allowed domain but quite quickly shifts attention to a zone with improved mis®t. The convergence towards a cluster of well-®tting location estimates is rapid even though the starting point is well displaced from the best estimate of the location. Each of the samples tested in an individual iteration is indicated by the same symbol. As the iteration number increases the number of sides is also increased and then solid symbols are introduced for the last few iterations. The best ®t location is very close to that reached with the domain centred at the ISC solution [14.484 N, 146 .761 E, 43.156 km, 52.30 s] with an L 1 mis®t of 0.716.
The progress of the NA procedure for this case is illustrated in Figure 3 . The initial model estimate used as the centre of the bounds on the parameter distribution provides a moderately good ®t. It requires several iterations of the exploration of the model space to ®nd a better model. Exploration continues and from time to time a model is found which has lower mis®t than all its predecessors. As the 20th iteration is approached, all models are tightly clustered around the best ®t (as can also be seen in Fig. 2) .
As a ®nal test for this same data set we have undertaken an inversion with a very broad set of initial bounds [5°in latitude and longitude, 60 km in depth and 60 s in origin time] about the same starting point as in the previous example. If we run the NA procedure for 20 iterations as in the previous example we obtain a very satisfactory location given the weak imposed constraints: [14.441 N, 146.625 E, 59 .03 km, 52.30 s] with a mis®t of 0.780. This solution is not far from that found with much smaller bounds but has higher mis®t. This shows that with the control parameters used in this case, it is possible for the NA search to get distracted by local minima and therefore not reach the best possible solution.
With a low cost approach such as the neighbourhood algorithm it is possible to construct solutions from a number of dierent starting points and accept that which gives the best ®t. Thus with the same coarse grid around the centre point [14.0 N, 146.0 E, 50.0 km, 58.0 s] we reach an L 1 mis®t of 0.712 at [14.496 N, 146.734 E, 45 .189 km, 52.64 s] in 189 sets of travel-time calculation.
Once a reasonable solution has been found it is also eective to restart the NA search with a smaller zone in order to re®ne the hypocentre. In our experience the neighbourhood algorithm is the most robust method for assessing likely locations when the bounds on the allowed solution are very large, as is likely to be the case with the sparse global IMS network operating under the Comprehensive NuclearTest-Ban Treaty.
East Kazakh event
In the second example we consider a nuclear test at the Semipalatinsk test site for which precise coordinates are available from Soviet sources (BOCHAROV et al., 1989) . We have chosen one of the smaller events and used the set of arrival times reported by the Bulletin of the International Seismological Centre. The station distribution relative to the event is illustrated in Figure 4 , and displays a high concentration of stations in Europe with a scatter across the rest of the globe and a broad open azimuth sector towards the Paci®c. There are no close stations so that the resolution in depth is expected to be rather poor. Representation of the progress of the NA technique towards convergence on a location estimate via projections onto the dierent spatial planes. The centre is the reference point about which the parameter bounds were speci®ed. The group of models generated at each iteration are indicated by the same style of polygons. The number of sides increases as the iterations proceed, but for clarity solid symbols are introduced for the last few iterations.
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We illustrate the progress of the hypocentral inversion in Figure 5 with an L 1.25 measure of mis®t using a range of 1°in latitude and longitude, 10 km in depth and 10 s in origin time, centred at the Soviet location. Each of the symbols in Figure 5 represents one of the location estimates which has been assessed in the progress of the NA inversion. The symbols are coded in greytone by the level of mis®t with darker tones indicating better ®t. The display in Figure 5 shows only a portion of the original search region and therefore displays the nature of the mis®t function in the neighbourhood of the best ®tting model. The lightest symbols have a mis®t approximately twice that of the best. The immediate neighbourhood of the best locations indicates relatively slow variation but away from this region the mis®t in arrival times grows quite rapidly. As indicated above the sampling of the mis®t function in the course of the NA inversion can be put to use in a retrospective assessment of the probability distribution for the hypocentre parameters.
The Soviet location (at the centre of the main grid) is one of the models tested in the NA process but does not provide the best ®t because of the in¯uence of both 3-D heterogeneity in the earth and the geometry of the available network. In all the dierent inversions we have tried, the best ®tting location is displaced about 6 km to the east and 1 km to the south of the true location. With the IASPEI91 travel times the origin time lies within 0.6 s of the Soviet information. Because of the limited Figure 3 The progress of convergence in the NA procedure for the Marianas test. The best ®tting model per iteration, the mean mis®t across all the models in each iteration and the current best ®t are shown. All converge over the 20 iterations of the neighbourhood algorithm.
depth constraints the depth estimate depends more strongly on the range of allowed depths. With an allowed depth range from 0±50 km we ®nd a depth of 7 km and tighter limits on the depth sampling produce shallower solutions with a mis®t that decreases slowly with decreasing depth. The best ®t is achieved for a constrained solution at the Soviet depth of 0.139 km but with only a very small shift in horizontal position (about 0.25 km). As discussed in section 2.1, it is possible to make use of the ensemble of hypocentral estimates generated in the NA search to generate an a posteriori probability distribution for the hypocentral parameters. The distribution of mis®t in hypocentral space can also be used directly as an indication of the reliability of the postulated hypocentre. If we can prescribe a satisfactory level of ®t, then the`cloud' of hypocentres whose mis®t lies below this level outline a nonlinear error domain for the solution. The process can be illustrated with Figure 5 where the cluster of the darkest symbols (indicating least mis®t) occupy a zone about 3 km E/S by 5 km N/S.
The quality of the location estimates we have achieved using the IASPEI91 travel times is very good when we allow for the limited data set and the in¯uence of lateral heterogeneity. Inclusion of site speci®c corrections would readily shift the solution to the`ground truth'. The environs of the best ®tting model are well explored and this information is available for assessment of the probability distribution of the hypocentral parameters.
Phase rejection during location
For any global network, a signi®cant aspect of the location of seismic events is the separation of seismic phase information for a particular time period into sets of information associated with separate events. In an initial scan it may not be apparent whether certain observations should be associated with others in the de®nition of an event. KENNETT (1996) has shown how a contracting grid procedure with a robust measure of mis®t such as an L 1 or L 1.25 norm can be used to recognise observations which do not match with the main group of phase readings, so that these can be removed from further consideration. The approach is to undertake a preliminary inversion over a wide area (e.g., 20°across and 200 km deep) with a coarse initial grid and look for a location estimate with the least mis®t even though the variation in the mis®t may be small because of the major outliers. This approximate location is then used to identify those observations which are regarded as having too large residuals to be reliably associated with the event. The data set is then reduced to include only the consistent information and then a ®ner grid search, over a smaller region, is used to improve the location estimate.
This style of procedure is readily adapted to use with the neighbourhood algorithm. Once again the initial model scan is over a broad region and the algorithm is run for a limited number of iterations and then the best ®tting location estimate is used to screen the observations. We recall that we depend only on the ranking of the mis®t of the dierent location estimates and the algorithm is not aected by a large bias from the discordant observations. Once the data set is reduced the neighbourhood algorithm is used over a smaller zone such as those employed above to improve the estimate of the event location.
Discussion
The neighbourhood algorithm is able to achieve good quality locations with far fewer travel-time evaluations than any previous nonlinear location procedure we have tried. In the examples we have shown we have been able to get good results with a total of 189 travel-time computations. In contrast the contracting grid scheme of KENNETT (1992) requires at least 500 travel-time computations to achieve comparable levels of mis®t. Note that trial bounds can be speci®ed independently on each parameter so that it is possible to impose strong constraints on the depth of an event if required.
The particular advantage of the neighbourhood algorithm approach is that the computational eort is concentrated on those portions of hypocentral space where the mis®t is least, and further the scheme can follow multiple minima (SAMBRIDGE, 1998) and therefore provide information on alternative location possibilities. When combined with the retrospective assessment of the probability distribution of the location parameters, the scheme provides both an eective location estimation and assessment procedure which can be used with any class of velocity model for which ray-tracing can be undertaken including full 3-D structure.
