The Normal and Laplace's methods of approximation for posterior density based on the location-scale family of distributions in terms of the numerical and graphical simulation are examined using S-PLUS and R Software.
. A few important models, namely, normal, logistic and extreme value are some important members of the location-scale family.
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where p(μ) and p(σ) are priors for μ and σ, respectively. Using Bayes theorem, the posterior density of
The joint posterior density of μ and σ is assumed to contain all information required in the statistical analysis (e.g., Box & Tiao, 1973) , therefore, the main job remains to study the different features of
The posterior mode can be obtained by maximizing (2.3) with respect to μ and σ . To formalize this, define 
operator. Consequently, the score vector of logposterior 
Similarly, the Bayesian analog of likelihood ratio criterion is
where the symbol ≈ means approximately distributed as. Defining 
Similarly, marginal posterior of σ can be obtained as (Box & Tiao, 1973; Zellener, 1971) . But if either assumption of normality is extended to other members of location scale family or the prior is changed then closed form expressions cannot be obtained and approximations must be relied upon (Khan, 1997) . In practice, the GaussHermite quadrature (Naylor & Smith, 1982) 
Normal Approximation
The normal approximation of marginal posterior
In addition, the Bayesian analog of likelihood ratio criterion can also be defined as a test criterion based on (3.1) as 
Bayesian Analysis of Logistic Distribution The pdf of the logistic distribution is given by Box and Tiao (1973), Gelman, et al. (1995) For drawing inferences about μ and σ simultaneously, the joint posterior (7.3) is used.
Using normal approximation, a bivariate normal approximation of (7.3) can be written as 
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and c is the normalizing constant. 
