Modern text-to-speech algorithms pose a vital threat to the security of speaker identification and verification (SIV) systems, in terms of subversive usage, i.e. generating presentation attacks. In order to distinguish between presentation attacks and bona fide authentication attempts, presentation attack detection (PAD) subsystems are of utmost importance. Until now, the vast majority of introduced spoofing countermeasures rely on speech production and perception based features. In this paper, we utilize the complete frequency band without further filterbank processing in order to detect non-smooth transitions in the full and high frequency domain caused by unit-selection attacks. For the purpose of especially detecting unit selection attacks, the applicability of Fast Fourier Transformation (FFT) and Discrete Wavelet Transformation (DWT) is examined regarding non-smooth transitions in the full and high frequency domain, excluding filter-bank analyses. Gaussian Mixture Model (GMM) and Support Vector Machine (SVM) classifiers are trained on the German Speech Data Corpus (GSDC) and validated on the standard ASVspoof 2015 corpus resulting in EERs of 7.1% and 11.7%, respectively. Despite language and data shifts, the proposed unit-selection PAD scheme achieves promising biometric performance and hence, introduces a new direction to voice PAD.
Introduction
Biometric systems can be seen as identity management systems. Subjects can be identified or verified by processing and comparing reference and probe voice samples. In security scenarios, the performance of a biometric system is examined regarding subversive usage with respect to different system levels [1] . Attacks at the sensor level are referred to as presentation attacks [2] . SIV systems are threatened in particular, due to the advanced development of speech synthesis techniques [3] . Voice presentation attacks are categorized in six attack types [4] : synthesis [5] , voice conversion [4] , mock-up [6] , replay [7] , unit-selection [3] and mimicry [8] . Figure 1 provides an overview on the different types of voice presentation attacks. In a speech synthesis attacks, attackers creates a synthetic voice of the targeted identity, in order to synthesize speech samples which are accepted by the SIV [5] . In a voice conversion attack, an existing speech sample of the impostor is altered, such that it becomes more similar to the voice signal of the target subject [4] . In a mock-up attack, the impostor generates a synthetic signal in order to circumvent SIV systems by causing high comparison scores without necessarily containing speech signals [6] . Replay attacks refer to the playback of a previous captured voice sample to the SIV system [7] . For unit-selection attacks, speech samples of the attacked subject are captured, segmented into parts, called units, and replayed in different sequence to the SIV system. Imitation or Mimicry is the attempt of an impostor to mimic an enrolled subject, in order to get access to the system via the foreign account [8] . This paper is organized as follows: Section 2 provides a short overview over state-of-the-art PAD systems for unit-selection attacks. In section 3 unfiltered frequency-domain features are proposed and evaluated in section 4, followed by discussion and conclusion.
Voice PAD: ASVspoof 2015
In the ASVspoof 2015 spoofing challenge, the focus is placed on the detection of text-independent attacks, in particular synthesis, voice conversion, and unit-selection [3] . Five of ten attack algorithms are known during the PAD system development phase in order to investigate the detection robustness against unknown attacks. State-of-the-art voice PAD systems [9, 10, 11, 12] are capable of detecting 9 of 10 attack algorithms at EERs of about 0%. The countermeasures utilize phase-based features, which detect non-natural phase shifts in generated artefact samples, as during the synthesis process only amplitude information is concerned in the vocoding stage, making phase-based features convenient for detecting such artefacts. In contrast to synthetic speech signals, unit-selection creates artefacts by reusing previous recorded samples [13] , thus the natural phase-shift of the sample is preserved and the applicability of countermeasures utilizing phase-based features is limited. However, a successful countermeasure against unit-selection attacks, proposed in [14] , employs a feature-combination of Cochlear Filter Cepstral Coefficients (CFCC), Instantaneous Frequency (IF), and Mel Frequency Cepstral Coefficient (MFCC). The CFCC, introduced in [15] , is calculated by uti-lizing an Audiotory Transform (AT), followed by a filter bank and Discrete Cosine Transform (DCT). The AT itself is a function emulating the filter function of the cochlear [16] . In order to take phase information into account, a CFCCIF is designed, combining CFCC with IF. Fused with MFCCs this approach yields an EER of 1.2% on the ASVspoof data, in particular an EER of 8.5% on unit-selection attacks, which is the best result achieved in the context of the ASVspoof 2015 [14] . In context of ICASSP 2016, the same authors proposed a unit-selection detection utilizing prosodic features, i.e. fundamental frequency (f0) contour and strength of excitation (SoE), achieving an EER of 12.41% on the ASVspoof 2015 data [17] . Most common features that analyze frequencies, such as MFCCs of CFCCs, aim at emulating the perception of humans. However, the human hearing is rather specialized for speech recognition, thus state-of-the-art presentation attack countermeasures are capable of yielding significantly better PAD performances compared to human observers [18] .
Frequency Analysis of Sound Unit Transitions
In our frequency-domain analysis of unit-selection attacks, speech is interpreted as a concatenation of phonemes or likewise sound units, where concatenation points are referred to as transitions. In bona fide (human) speech, the phonemes are smoothly transferred into each other. The continuous transition of a bona fide speech signal is depicted in figure 2 . Audio-signals which are compound of multiple voice fragments (phonemes, or other units) and not smoothed afterwards, show more abrupt changes of the frequency in the signal, as displayed in figure 3 . In bona fide speech, smooth transitions result in natural transitions in the frequency-domain as exemplary depicted in figure 4, whereas the transformation of the non-natural concatenated signal causes abrupt changes in the whole frequency band. Figure 5 illustrates unit-selection artefacts in the spectrum: in particular higher frequencies comprise abrupt changes in the magnitude, which compared to natural human speech comprise more density and occur more often. Motivated by this analysis, we propose Fourier-and wavelet-based features in order to distinguish between human speech and unit-selection attacks. 
Fourier-based Features
In contrast to the result of a Short Time Fourier Transform (STFT), as visualized in figure 5 , the Fourier transform omits any time information. Thus, as the sudden changes in time domain, caused by non-natural transition, yield higher amplitudes for higher frequencies in frequency domain, a Fourier-based feature vector is motivated. The resulting vector of the Fourier transform represents the amplitude as natural value a and phase as imaginary values bi. For the purpose of compatibility with machine learning algorithms, the magnitude, |a + bi| of the signal is calculated as: |a + bi| = √ a 2 + b 2 .
Wavelet-based Features
As visible in figure 5 and 4, higher frequencies are more significant for distinguishing bona fide from unit-selection samples than lower frequencies. A successive decomposition of a signal into bandpass-signals without losing information is possible, according to the Mallat theorem [19] . The Discrete Wavelet Transform (DWT) can be understood as bandpass filter decomposing the signal in iterative steps. Earlier iterations provide higher frequencies bands, later iterations lower. Assuming the discriminativity of higher frequencies, a feature vector extracting the fifth detail level is examined. This choice was elaborated based on experimental results employing 10 343 bona fide and 10 461 attack samples. In order to cover multiple frequency bands establishing more discriminative robustness, the proposed DTW feature comprises information fused from third to fifth iteration. As the DWT represents a bandpass filter, the dimension of the result depends on the length of the analyzed signal. In order to obtain features with a fix dimension, a Fourier transformation is applied.
Experimental Results
The ASVspoof 2015 corpus [3] only contains unit-selection attacks in the evaluation set, thus we employ a contrastive database for development an optimization of countermeasures, in order to remain the ASVspoof data unseen, for the purpose of later comparison with countermeasures proposed at the spoofing challenge 2015. The unit-selection database is derived from the GSDC provided by the TU Darmstadt [20] . The unitselection attacks are generated utilizing Mary-TTS [13] . The database protocol is depicted in table 1. 
where N represents the number of attack presentations. Resi takes value 1 if the i-th presentation is classified as an attack presentation, and value 0 if classified as a bona fide presentation. BPCER is calculated as:
whereas NBF represents the number of bona fide presentations.
Resi is defined as for the APCER. The EER of APCER and BPCER is estimated by the BOSARIS toolkit [21] .
Model Training
The machine learning algorithms examined in this work are SVMs and GMMs. SVMs are chosen, as they represent a wellestablished machine learning algorithm which provides binary classification and are known for good pattern recognition performance [16] . Following the assumption, that Fourier based feature spaces comprise linear segregable populations, linear SVM kernels may yield adequate performance. As an alternative to the SVM approach, GMMs are trained. Log Likelihood Ratio (LLR) scores are conducted from 16-component GMMs representing bona fide and unit-selection speech, respectively. Assuming, that the proposed feature space results in different probabilistic clusters.
Results on Calibration Set
The EER of the machine learning algorithms strongly depends on the size of the analyzed feature vector. In an analysis of the frequency resolutions from 100 to 3000 in steps of 100, the most promising configurations are elaborated, depicted in table 2. In general, a frequency resolution above 1100 bins leads to a rapid increasing EER. This effect is likely to be caused by the machine learning algorithms, as larger feature vectors require more training data in order to obtain satisfactory results. On SVMs, the Fourier-based feature yields an EER of 6.1% on the calibration set with an FFT analyzing 1000 frequencies. The feature providing the fifth iteration of a wavelet fusion, referred to as DWT-5+FFT, yields an EER of 23.1%, a feature combining the third to fifth iteration, referred to as DWT-fusion+FFT, exceeds the basic Fourier approach by 1.1 percent points achieving 5.0%.
Results on Evaluation Set
The configurations scoring best on the calibration set are examined on the evaluation set. The observed EERs are depicted in table 3. In general, the EERs observed on the evaluation set are higher than on the calibration set. On this data set, the performance of the SVMs is less affected than those of the GMMs. The performance of the SVM analyzing the DWT-fusion+FFT-feature an EER of 7.1% is yielded, 2.1 percent points higher than for the calibration set. 
Results on ASVspoof data
Tested on the ASVspoof data, the performance of the proposed algorithms is slightly reduced, a comparison to the evaluation set is depicted in table 3. The EER of the DWT-fusion+FFT algorithm with SVM is raised by 4.6 percent points to 11.7%. Remarkable is the performance increase of the DWT-5+FFT feature analyzed, reducing the EER by 15.3 percent points to 11.7%. The DET of the DWT-5+FFT feature with SVM yields the best overall DET-plot on the ASVspoof data, as depicted in figure 7 . 
Discussion
The proposed features are able to detect unit-selection attacks with an EER of 7.1% on the GSDC and 11.7% on the ASVspoof unit-selection attacks. Compared to the algorithms proposed at ASVspoof 2015, e.g. [14] , the introduced features DWT-5+FFT (SVM) and DWT-fusion+FFT (SVM) yields competitive results with EERs of 11.7%, as depicted in table 3, operating on comparatively low computational costs, as a Fourier transformation (FFT) is utilized instead of the more expensive Spectrogram (STFT). Our proposed feature space and classifiers represent a contrastive PAD system, knowing the unit-selection attack scheme to face, which is unknown for the countermeasures described in section 2. However, our analysis comprise data shifts in terms of capture environments, the experimental setup, and the examined language. The field of PAD, especially unit-selection detection is very active. Current research proposes pitch analyses (fundamental frequency). A fusion of these features with low-level frequency analyses seems promising.
Conclusions
This paper shows that unfiltered frequency-domain features are feasible in PAD applications even when data and language shifts are persistent between development and evaluation data. Effective unit-selection voice PAD countermeasures are proposed by examining FFT and DWT properties of probe samples in a single-system fashion. Thereby, neither speech production nor speech perception theory is necessary. SVM-and GMMclassifiers are capable of distinguishing bona fide and unitselection attacks samples. Further research on the frequency analysis of unfiltered speech signals promises improvement of the detection performance.
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