Conception d'architectures de calcul à hautes performances pour la comparaison de séquences génétiques by Hireche, Nasreddine
UNIVERSITE DE MONTREAL 
CONCEPTION D'ARCHITECTURES DE CALCUL A HAUTES 
PERFORMANCES POUR LA COMPARAISON DE SEQUENCES GENETIQUES 
NASREDDINE HIRECHE 
DEPARTEMENT DE GENIE INFORMATIQUE 
ECOLE POLYTECHNIQUE DE MONTREAL 
MEMOIRE PRESENTE EN VUE DE L'OBTENTION DU 
DIPLOME DE MAITRISE ES SCIENCES APPLIQUEES 
(GENIE INFORMATIQUE) 
AVRIL 2008 
© Nasreddine Hireche, 2008 
1*1 Library and Archives Canada 
Published Heritage 
Branch 
395 Wellington Street 





Patrimoine de I'edition 
395, rue Wellington 
Ottawa ON K1A0N4 
Canada 
Your file Votre reference 
ISBN: 978-0-494-41562-7 
Our file Notre reference 
ISBN: 978-0-494-41562-7 
NOTICE: 
The author has granted a non-
exclusive license allowing Library 
and Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non-
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 
AVIS: 
L'auteur a accorde une licence non exclusive 
permettant a la Bibliotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par Plntemet, prefer, 
distribuer et vendre des theses partout dans 
le monde, a des fins commerciales ou autres, 
sur support microforme, papier, electronique 
et/ou autres formats. 
The author retains copyright 
ownership and moral rights in 
this thesis. Neither the thesis 
nor substantial extracts from it 
may be printed or otherwise 
reproduced without the author's 
permission. 
L'auteur conserve la propriete du droit d'auteur 
et des droits moraux qui protege cette these. 
Ni la these ni des extraits substantiels de 
celle-ci ne doivent etre imprimes ou autrement 
reproduits sans son autorisation. 
In compliance with the Canadian 
Privacy Act some supporting 
forms may have been removed 
from this thesis. 
Conformement a la loi canadienne 
sur la protection de la vie privee, 
quelques formulaires secondaires 
ont ete enleves de cette these. 
While these forms may be included 
in the document page count, 
their removal does not represent 
any loss of content from the 
thesis. 
Canada 
Bien que ces formulaires 
aient inclus dans la pagination, 
il n'y aura aucun contenu manquant. 
UNIVERSITE DE MONTREAL 
ECOLE PQLYTECHNIOUE DE MONTREAL 
Ce memoire intitule: 
CONCEPTION D'ARCHITECTURES DE CALCUL A HAUTES 
PERFORMANCES POUR LA COMPARAISON DE SEQUENCES GENETIQUES 
presente par : HIRECHE Nasreddine 
en vue de l'obtention du diplome de Maitrise es en sciences appliquees 
a ete dument accepte par le jury d'examen constitue" de : 
M. BOIS Guv, Ph.D., president 
M. LANGLOIS Pierre, Ph.D., membre et directeur de recherche 
Mme NICOLESCU Gabriela, Doct, membre et codirecteur de recherche 
M. ABOULHAMID El Mostapha. Ph.D., membre 
IV 
DEDICACE 
A ma mere et ma grand-mere, mon epouse et tous les membres de mafamille. 
V 
REMERCIEMENTS 
Je tiens tout d'abord a remercier mon directeur de recherche, M. Pierre Langlois 
et ma codirectrice Mme Gabriela Nicolescu pour leur encadrement tout au long de ce 
travail de recherche. Je desire remercier aussi Pierre d'avoir consacre de son temps 
pour reviser ce memoire, de m' avoir fourni des remarques pertinentes et constructives. 
Je remercie le personnel administratif et technique du departement de genie 
informatique, bien qu'ils n'aient pas participe directement aux travaux de recherche. 
Mes remerciements et affections vont a ma chere maman, ma soeur, mes freres, et 
mes beaux parents, pour leur soutien moral. Un remerciement particulier pour mon 
frere Mohammed pour ces recommandations et encouragements pleins de 
perseverance. 
Mes vifs remerciements a mon epouse, d'avoir consacre son temps pour lire, 
reviser et corriger ce memoire, bien que le mot FPGA n'est qu'un acronyme pour elle. 
Merci pour Toufik et son epouse, Youcef, Abdelfattah, Salah, Youssef de Lyon et 
tous mes amis que je n'ai pas cite ici, pour leurs encouragements et soutien moral qui 
m'ont incite a accomplir ce memoire. 
VI 
RESUME 
La bioinformatique joue des roles importants dans la recherche biologique et 
medicale. La biologie computationnelle et 1'organisation des donnees biologiques se 
sont reliees aux objectifs du genome visant l'elaboration et la mise en oeuvre de 
strategies de recherche. L'application de cette information sert a la determination des 
origines des maladies, et a d'autres applications commerciales. 
La bioinformatique s'interesse au developpement des outils pratiques pour la 
gestion des donnees et leur analyse. Les algorithmes utilises dans ce domaine 
necessitent des systemes a grande puissance de traitement, d'ou le defi de calcul a haute 
performance de ces applications. 
La loi de Moore montre que le nombre de transistors integrables double tous les 
18 mois. Cependant, la quantite de donnees genomiques dans GenBank, une collection 
annotee de sequences d'ADN disponible publiquement, double tous les six mois. Le 
fosse entre la quantite de l'information a analyser et la densite d'integration ne cesse de 
croitre. Ceci implique une mise en ceuvre de differentes strategies d'implementation. Un 
effort considerable de conception est requis pour choisir le meilleur compromis entre 
trois criteres: flexibilite, programmabilite et densite computationnelle du systeme de 
traitement a realiser. 
L'objectif ultime de ce projet est d'apporter un gain de performances a 
l'application de comparaison de sequences genetiques. Principalement, ce gain provient 
de 1'acceleration de la vitesse de traitement, et l'augmentation de la capacite de 
comparer des sequences genetiques plus longues. 
Pour accelerer la vitesse de traitement, deux methodes de parallelisation sont 
adoptees. D'abord, une parallelisation logicielle est effectuee. Elle utilise des approches 
basees sur les standards de programmation parallele OpenMP {Open Multi-Processing) 
VII 
et MPI (Message-Passing Interface). En suite, une methode de parallelisation materielle 
est suivie. Elle se resume a une etude de conception et des realisations de systemes de 
traitement. Une simplification des formules de calcul du resultat de la programmation 
dynamique a apporte des gains a la vitesse de traitement, ainsi qu'au cout materiel des 
systemes realises. Ces systemes ont des niveaux de granularite differents, simple, 
double et quadruple. Ceci a donne lieu a une etude comparative de leurs performances. 
Ces systemes de traitement ont permis d'obtenir une complexite O(n), au lieu de 0(n2) 
dans le cas d'un algorithme de programmation dynamique implements en logiciel. 
Notre tableau systolique base sur un element de traitement simple (PE_lxl) 
presente une acceleration qui varie entre 13% et 142% comparativement aux 
realisations existantes. A titre indicatif, notre PE_lx 1x7400 peut comparer un 
ensemble de 3.54 millions de sequences ayant une longueur de 7400 nucleotides, durant 
1 minute uniquement. Ce tableau systolique a la plus grande vitesse de traitement pour 
la plus grande taille des sequences (7400 nucleotides) qu'on peut implementer sur la 
carte FPGA de la famille Virtex 2 (xc2v6000-6). 
Les deux autres tableaux systoliques a niveau de granularite double et quadruple 
ont des gains de performances specifiques. Le tableau systolique double (PE_2x2) 
depasse legerement le PE_lxl en vitesse de traitement, mais permet de comparer des 
sequences moins longues (6000 nucleotides). Ce systeme est le plus equilibre au point 
de vue utilisation de ressources materielles (memoire-logique). 
Le tableaux systolique quadruple (PE_4x4) presente un gain de vitesse de 8% par 
rapport au systeme a elements simples, mais permet de comparer des sequences d'une 
longueur de 4200 nucleotides. Ce tableau systolique necessite plus de ressources 
logiques que de ressources de memorisation. 
Enfin, une vision d'un systeme reconfigurable est proposee, elle concerne la 
possibilite de varier le niveau de granularite selon la longueur des sequences comparees. 
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ABSTRACT 
Bioinformatics plays important roles in biological and medical research. 
Computational biology and biological data organization related to genomes aim for the 
formulation and implementation of search strategies. The application of this information 
will help determine the origin of diseases, in pharmacology and in other commercial 
applications. Bioinformatics focuses on the development of practical tools for data 
management and analysis. 
Moore's Law observes that the number of transistors that can be integrated 
doubles every 18 months. However, the amount of genomic data at GenBank, an 
annotated collection of all publicly available DNA sequences, is doubling every six 
months. The growing gap between the amount of information to be analyzed and 
integration density implies that different implementation strategies must be considered. 
This requires a massive design effort to choose the best compromise between three 
criteria: flexibility, programmability and computational density. 
The ultimate objective of this project is to provide a performance increase for the 
implementation of genetic sequence comparison applications. The two areas where 
performance enhancements are important are processing speed and maximum sequence 
length. To accelerate processing speed, two parallel methods are adopted. First, a 
software parallelization is done. It uses approaches based on two parallel programming 
standards, OpenMP (Open Multi-Processing) and MPI (Message-Passing Interface). 
Second, a method of hardware parallelization is followed. It involves a design study and 
the realizations of processing systems. Simplification of dynamic programming score 
formulas calculation has produced gains in processing speed and a reduction in the 
hardware cost of implemented systems. These systems have different granularity levels: 
simple, double and quadruple. A comparative study of their performances was 
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performed. These processing systems have resulted in an 0(«) complexity instead of 
0(n2) in the case of a dynamic programming algorithm implemented in software. 
Our systolic array based on a simple processing element (PE_lxl) presents an 
acceleration varying between 13% and 142% compared to existing realizations. As an 
indication, the proposed PE_lx 1x7400 is able to compare 3.54x10 sequences having 
a length of 7400 nucleotides in only one minute. This systolic array has the highest 
processing speed for the largest size of sequences (7400 nucleotides) that can be 
implemented on the FPGA Virtex 2 family (xc2v6000-6). 
The two other systolic arrays with double and quadruple granularity levels have 
specific performance gains. The double systolic array (PE_2x2) slightly exceeds 
PE_lxl in processing speed, but it allows comparison of shorter sequences (6000 
nucleotides). This system is the more balanced with respect to considerations of 
physical resources use (memory-logic). 
The quadruple systolic array (PE_4x4) presents a speed gain of 8% compared to 
the single element system, but it compares sequences with a maximal length of 4200 
nucleotides. This systolic array requires more logic resources than memory resources. 
Finally, a reconfigurable system vision is suggested. It concerns the possibility of 
changing the granularity level, depending on the compared sequences length. 
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INTRODUCTION 
La bioinformatique est un champ de recherche multidisciplinaire ou travaillent 
conjointement biologistes, informaticiens, mathematiciens et physiciens dans le but 
de resoudre des problemes scientifiques poses par la biologic Dans ce qui suit, nous 
donnons une breve revue de ce domaine de recherche en determinant notre plan 
d'action. 
Historique et description 
L'histoire du calcul biologique remonte aux annees 1920 ou les scientifiques 
pensaient deja a 6tablir des lois biologiques de l'analyse des donnees seulement par 
induction (par exemple A.J. Lotka, Elements of Physical Biology, 1925). Cependant, 
le developpement des ordinateurs puissants, et la disponibilite des donnees 
experimentales qui peuvent etre aisement traitees par calcul, ont lance la 
bioinformatique comme discipline independante [1]. 
Le lien entre l'informatique et la biologie est naturel pour plusieurs raisons. En 
premier lieu, le taux phenomenal auquel des donnees biologiques sont produites 
presente des defis, car des quantites massives de donnees doivent etre stockees, 
analysees, et rendues accessibles. En second lieu, la nature des donnees est souvent 
sujette a une analyse, et par consequent au calcul. Ceci s'applique en particulier a 
l'information sur les sequences de proteines et a l'organisation temporelle et spatiale 
de leur expression dans la cellule codee par l'ADN. En troisieme lieu, il y a une 
analogie forte entre une structure d'ADN et une machine a etats dans un systeme 
informatique (dependance de donnees entre les differents etats du systeme complet) 
[1]. 
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Interet scientifique du domaine de comparaison de sequences 
Un nouveau gene une fois trouve, les biologistes n'ont souvent pas une 
indication sur sa fonctionnalite. Une approche commune pour deduire un nouveau 
gene sequence est de trouver la similarite avec d'autres genes ayant des 
fonctionnalites connues. Un exemple representatif d'une telle decouverte biologique 
au moyen de la recherche de similarite est arrive en 1984. Des scientifiques ont utilise 
une simple technique computationnelle pour comparer le nouveau oncogene v-sis 
cancereux, avec tous les autres genes connus a 1'epoque. Avec beaucoup 
d'etonnement, le gene cancereux avait une similarite avec un gene normal necessaire 
pour la croissance et le developpement, appele PDGF (platlet-drived growth factor) 
[2]. Apres avoir decouvert cette similarite, les scientifiques ont suspecte le fait que le 
cancer pourrait etre cause par une croissance normale d'un gene transforme, a 
l'origine, dans le mauvais moment. Ce qui veut dire qu'un bon gene faisait une chose 
correcte, mais au mauvais moment. 
Etablir un lien entre les genes cancereux et les genes normaux est parmi les 
premiers succes du domaine de comparaison de sequences. D'autres applications et 
algorithmes de comparaison ont suivi. Actuellement, les approches de la 
bioinformatique sont parmi les techniques dominantes pour la decouverte des 
fonctionnalites genetiques [2]. Dans le premier chapitre, nous detaillons les 
techniques et caracteristiques des algorithmes bases sur la programmation dynamique, 
dedies au domaine de comparaison de sequences, specialement la qualite de leurs 
resultats de comparaison renvoyes. 
Defi d'explosion des bases de donnees genetiques 
Avec l'arrivee de l'ere du genome, la bioinformatique joue des roles 
importants dans la recherche biologique et medicale. La biologie computationnelle et 
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l'organisation des donnees biologiques se rejoignent aux objectifs du genome pour 
appliquer cette information genetique. La bioinformatique se concentre sur le 
developpement d'outils pratiques pour la gestion des donnees et leur analyse [3]. 
Durant les dernieres annees* il y a eu une croissance explosive des donnees 
biologiques provenant des projets du genome, de la proteomique (technique 
permettant l'analyse simultan6e de plusieurs proteines) [4], Beaucoup de donnees 
proviennent aussi de l'expansion rapide dans la numerisation des donnees biologiques 
des patients. Des techniques informatiques a hautes performances sont necessaires 
pour comprendre et analyser l'information biologique codee par les sequences d'ADN, 
ce qui constitue un defi. 
La comparaison des sequences g^netiques constitue une etape initiale dans la 
resolution de plusieurs problemes en bioinformatique, ou la similitude entre les 
sequences est souvent recherchee [4]. 
Objectifs du projet 
Ce travail vise la conception et la realisation d'une plateforme qui elabore une 
parallelisation materielle du calcul HPC (high performance computing), tout en 
ameliorant la vitesse de traitement et en reduisant le cout materiel sur puce. Ceci 
devrait repondre au defi d'explosion de taille des bases de donnees genetiques. Plus 
specifiquement nous visons les points suivants : 
1. Determiner les gains de performance qu'une parallelisation logicielle peut 
apporter aux applications de comparaison de sequences; 
2. Simplifier la conception d'une unite de traitement elementaire basee sur 
la programmation dynamique, dans le but de realiser une parallelisation 
materielle; 
3. Concevoir d'autres unites de traitement en variant le niveau de 
granularite; 
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4. Determiner le niveau de granularite optimal (nombre de cellules traitees a 
chaque iteration) du tableau de traitement systolique qui permet une 
acceleration maximale de traitement, avec un cout materiel minimal 
(meilleur gain de performances). 
Contribution 
La contribution de ce memoire se resume essentiellement a V acceleration du 
traitement parallele en materiel, pour des applications de comparaison de sequences 
genetiques. Trois architectures innovatrices sont proposees grace a l'introduction de 
deux nouvelles equations qui regissent le comparateur elementaire de la cellule de 
programmation dynamique. 
La conception de trois elements de traitement de type simple, double et 
quadruple, a permis de realiser trois systemes a niveaux de granularites 
correspondants a ces elements. Le premier systeme (simple) a permis de traiter des 
sequences d'une longueur de 7400 nucleotides, avec un gain de vitesse de traitement 
qui varie entre 13% et 142% par rapport aux systemes similaires existants. Une 
reduction d'utilisation de ressources materielle de 25% est obtenue, comparativement 
au systeme presente par Yu et al. [5]. 
Les deux autres systemes, double et quadruple, traitent des sequences moins 
longues. lis presentent des gains de vitesse qui varient entre 2% et 8% par rapport au 
systeme a element simple. Ces realisations ont permis de tirer des conclusions quant 
aux performances obtenues en fonction des niveaux de granularite associes, et des 
couts materiels requis pour leurs implementations. 
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Organisation du memoire 
Ce memoire contient quatre chapitres. Le premier chapitre donne un rappel 
des concepts de base du domaine de comparaison de sequences. II contient aussi une 
definition de la problematique de notre sujet de recherche. Le deuxieme chapitre est 
une revue de litterature, ou les principales realisations materielles et logicielles sont 
presentees, avec une analyse critique de ces travaux. 
Le troisieme chapitre expose nos deux parallelisations logicielle et materielle. 
Les approches de parallelisation logicielle sont detaillees avec leurs resultats obtenus. 
Pour la parallelisation materielle, une etude de conception est presentee, avec des 
explications des principes theoriques utilises. Ce chapitre detaille aussi la 
composition des trois systemes de comparaison realises, a niveaux de granularite 
varies. 
Le quatrieme chapitre resume les resultas des trois systemes realises et 
detailles au troisieme chapitre. Une etude comparative analyse les apports de 
performances obtenus. 
Le memoire se termine avec une conclusion generale, ainsi qu'une vision des 
travaux futurs qui pourrait donner une continuation a ce projet de recherche. 
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CHAPITRE 1 CONCEPTS DE BASE ET 
PROBLEMATIQUE DU DOMAINE DE 
COMPARAISON DE SEQUENCES 
Dans ce premier chapitre, nous presentons un rappel des concepts de base 
relies a la nature de 1'information genetiques. Principalement, nous decrivons sa 
localite, sa forme, son codage, ainsi que son evolution historique. Nous presentons 
aussi les techniques utilisees pour comparer cette information sous forme de 
sequences d'ADN ou de proteines. Nous detaillons specifiquement la methode de 
programmation dynamique qui constitue notre objectif d'etude. La derniere section de 
ce chapitre presente la problematique du sujet aborde dans ce projet de recherche face 
au defi d'explosion de la taille des bases de donnees genetiques. 
1.1 Cycle de vie 
Les organismes vivants etant composes a la base de cellules, l'etude de fa vie 
revient alors a etudier la cellule. 
Malgre la grande variete des cellules existantes, elles ont certaines 
caracteristiques en commun, comme le cycle de vie. Ce cycle commence par la 
naissance, il comporte le besoin de se nourrir et l'etape de division. II s'acheve par la 
mort. Les cellules suivent des procedures complexes sous forme de reactions 
chimiques pour la composition/decomposition de la matiere, ainsi que la generation 
des signaux indiquant le moment de se nourrir ou de mourir. Ces algorithmes 
complexes qui controlent ce cycle de vie res tent toujours en dehors de notre 
comprehension [3]. 
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La cellule peut etre vue comme un systeme mecanique complexe contenant 
des parties en mouvement. Non seulement est-elle capable de memoriser 
l'information dans une copie complete d'elle-meme, mais elle dispose aussi de tous 
les mecanismes necessaires pour la fabriquer. Cette information est conservee dans 
trois types de molecules primaires: ADN (acide desoxyribonucleique), ARN (acide 
ribonucleique), et les proteines. Grosso modo, l'ADN d'une cellule constitue une 
large bibliotheque qui decrit le fonctionnement de la cellule. L'ARN agit comme 
transporteur de courtes parties de cette bibliotheque vers differents endroits de la 
cellule. Ces petites parties d'information sont utilisees pour former les proteines. A 
leur tour, les proteines forment les enzymes responsables du fonctionnement de la 
cellule. 
1.2 Information genetique 
L'ADN est le support de l'heredite ou de l'information genetique, car il 
constitue le genome des etres vivants, et se transmet en totalite ou en partie lors des 
processus de reproduction. L'ADN determine la synthese des proteines, qui est un 
processus par lequel une cellule assemble une chaine de proteines. Ceci en combinant 
des acides amines isoles presents dans son cytoplasme. La synthese des proteines se 
deroule, au moins, en deux etapes: la transcription de l'ADN en ARN messager et la 
traduction de 1'ARN messager en une proteine. Dans les cellules eucaryotes, l'ADN 
est contenu dans le noyau. Dans les cellules procaryotes, l'ADN est contenu dans le 
cytoplasme [3]. 
1.2.1 Composition du nucleotide d'ADN et genome 
Un nucleotide est compose de trois parties: un groupement phosphate, un 
sucre correspondant a un desoxyribose, et une base azotee purique (A ou G), ou 
pyrimidique (T ou C). Une helice a doubles brins antiparalleles de nucleotides forme 
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l'ADN. lis sont toujours etroitement relies entre eux par des liaisons hydrogene 
('liaisons H' ou 'ponts H') formees entre les bases complementaires A-T et G-C. 
Les nucleotides sont complementaires entre eux. Ainsi, l'adenine est 
complementaire a la thymine et la guanine est complementaire a la cytosine. Deux 
liaisons hydrogenes retiennent ensemble la paire A-T et trois retiennent la paire G-C. 
En consequence, les deux brins d'ADN sont aussi complementaires, car les purines (A 
et G) d'un brin font toujours face a des pyrimidines de l'autre brin (T et C) [6]. 
La combinaison des trois bases code un acide amine, ou forme les codants 
d'arret UAG, UGA, UAA. La longue sequence d'ADN liee a des proteines telles que 
les histones forme "la chromatine" que Ton trouve au niveau du noyau d'une cellule 
[7]. 
Un gene est caracterise par sa longue sequence de nucleotides d'ADN qui 
constitue le support d'un message code determinant la nature des proteines, c.-a-d. le 
nombre, l'ordre, et l'identite de leurs acides amines [7] L'ensemble du materiel 
genetique d'un individu ou d'une espece est le genome. Les genes ne constituent 
qu'une partie du genome. Celui-ci est constitue de molecules d'acides nucleiques : 
l'ADN et l'ARN. Le genome humain est reparti sur 46 chromosomes [8], dont une 
copie est presente dans chacune des cellules. 
1.2.2 Codage de l'information genetique et relations evolutionnaires 
L'information g6netique est codee sous forme d'un systeme de 
correspondance entre la sequence nucleotidique de l'ARN messager (et done celle de 
l'ADN) et la sequence en acides amines de la proteine. La sequence d'acides 
nucleiques est une combinaison de 4 nucleotides A, C, T, G. Leur enchainement 
codera les 20 acides amines possibles dans les proteines. Pour qu'il soit fait d'une 
maniere non ambigue, le codage d'acides amines doit se faire avec 3 bases, on obtient 
alors 4x4x4=64 codons. II est possible done de coder 63 differents acides amines et 
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un codon signifiant 'pas d'acide amine' (codon d'arret). Dans la nature, un acide 
amine est code par plusieurs enchainements differents de bases: le code est dit 
degenere. C'est pour cette raison qu'on parle de redondance du code genetique. Par 
exemple, 1'acide amine 'leucine' peut etre code par 6 enchainements differents : 
UUA, UUG, CUU, CUC, CUA, CUG [6]. Nous remarquons que la thymine (T) est 
remplacee par l'uracile (U), car les codons sont portes par l'ARN messager, utilise par 
la cellule pour transmettre l'information genetique a l'exterieur du noyau. 
Dans une meme famille d'acides nucleique ou de proteine, les variations 
internes a cette famille constituent une grande source d'information de revolution 
biologique. L'information des sequences est dorenavant grandement disponible, ce 
qui permet de detecter un gene ancetre, comme un ARN ribosomal, ainsi que 
quelques proteines. La detection d'ancetre peut se faire en suivant le chemin arriere 
dans l'arbre de vie (arborescence de classification des especes vivantes) vers la racine 
[3]. 
La description de l'arbre de vie et le catalogage de la biodiversite, tirent profit 
des bases de donnees des projets de comparaison du genome. La description et 
l'analyse des relations evolutionnaires entre les proteines basees sur 1'analyse du 
genome constitueront une avancee majeure. Specialement, ceci sert a comprendre 
revolution de la structure du genome et l'organisation biochimique et structurelle des 
organismes [9]. De plus, les sequences de proteine sont predites par traduction de 
sequences d'ADN qui sont des copies des sequences d'ARN messager. 
1.3 Projet du genome humain et bases de donnee genetiques 
Le Projet du Genome Humain (HGP) est un projet entame' officiellement en 
1990 par une coordination entre le Departement d'Energie (ED) et l'lnstitut National 
de Sante (NIH) des Etats-Unis. Le Wellcome Trust (Royaume-Uni) est devenu l'un 
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des principaux partenaires; des contributions supplementaires venaient du Japon, de 
France, d'Allemagne, de Chine et d'autres [10]. 
La mission du projet etait d'etablir le sequencage complet du genome humain. 
Le projet etait initialement prevu pour une dur6e de 15 ans, mais l'acceleration des 
progres technologiques a avance la date d'achevement en 2003. II porte l'ensemble de 
1'information genetique, distribute sur 20000-25000 genes dans l'ADN humain. Entre 
autre, ce projet avait comme objectifs 1'identification des 3 milliards de paires des 
bases chimiques qui composent l'ADN humain, le stockage des informations dans des 
bases de donnees, ainsi que l'amelioration des outils d'analyse de donnees [10]. 
La collection des sequences d'ADN dans les bases de donnees GenBank a 
commence en 1974 par le groupe de biologie et biophysique theorique au laboratoire 
national de Los Alamalos du Nouveau-Mexique (USA). En Europe, le laboratoire de 
biologie moleculaire europeen (EMBL) [ll]etait fonde en 1980. Du cote du Japon, 
leur base de donnees DNA DataBank (DDBJ) [12] a vu le jour en 1984. GenBank est 
actuellement sous la protection du centre national de 1'information biologique (NCBI) 
[13]. Par la suite, GenBank, EMBL, et DDBJ ont forme la collaboration de base de 
donnees internationale de sequences de nucleotides [9] [13]. Cette collaboration prend 
en charge la facilite d'echange quotidien de donnees [3]. Des bases de donnees 
d'autres types de sequences sont decrites chaque annee dans le journal Nucleic Acids 
Research [14]. 
Dans une base de donnees, une entree de sequence comporte un nom de 
fichier ainsi que des fichiers de sequences d'ADN ou de proteine. Ces fichiers 
peuvent contenir des informations additionnelles sur la sequence, comme sa fonction, 
ses mutations, les prolines encodes, ses sites reguliers et ses references [3]. Ces 
informations sont annotees dans un format determine pour qu'elles soient pretes aux 
consultations [3]. Cette derniere pourrait se faire via les sites Internet de ces bases de 
donnees qui disposent d'interfaces dediees a cette fin [11][12][13]. L'augmentation 
de la taille des ces bases de donnees est continuelle. Par exemple, dans GenBank il y 
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avait 1.26x 109 bases en decembre 1997, il y en avait 39x 10 bases en avril 2004 [3]. 
Une illustration de revolution historique des donnees genetiques est presentee par la 
Figure 1.7 de la section 1.7. 
1.4 Alignement de sequences genetiques 
L'alignement de sequence est une maniere de disposer les composantes 
(nucleotides ou acides amines) des ADNs, des ARNs, ou des sequences primaires de 
proteines. Le but est d'identifier les zones de concordance qui traduisent des 
similarites ou dissemblances entre les sequences [3]. 
II y a deux types d'alignement de sequences, global et local [3]. Dans 
l'alignement local (LA), des bouts de sequences ayant la plus grande densite de 
ressemblance sont alignees, ce qui produit une ou plusieurs regions de similarite ou 
des sous alignements. L'alignement local est plus approprie aux sequences qui ont 
des regions semblables au long de certaines de leurs longueurs, mais differentes 
ailleurs. Dans l'alignement global (GA), les deux sequences sont alignees sur toute 
leur longueur. La Figure 1.1 (a) donne un alignement global de deux sequences, alors 
que la Figure 1.1 (b) donne un alignement local de deux autres sequences d'ADN, ou 
il trouve une region de forte homogeneite. 
TTAC- TTAC- -ATCG-A-TCGAAA-T 
II I I I II I I 
TT- CGTTCG- -ATGCCC -CCCCTTT 
Figure 1.1 (a) Alignement global. 
-ATCG -A-
I I II I 
-ATCGGA 
(b) Alignement local. 
L'alignement de sequences est utilise pour decouvrir 1'information 
evolutionnaire et structurale des sequences genetiques (ADN, proteine). II est 
important d'obtenir un alignement optimal (maximum de similarite) pour decouvrir 
cette information. A proprement dit, des sequences sont similaire si elles ont 
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probablement la meme fonctionnalite. Ceci signifie, soit un role regulier dans le cas 
d'ADN, soit une fonction biochimique ou une structure tridimensionnelle similaires 
dans le cas des proteines. En outre, si deux sequences de deux organismes differents 
sont similaires, ils pourraient avoir la meme sequence ancetre en commun. De ce fait, 
les deux premieres sequences peuvent etre definies comme des sequences 
homologues. Done, un alignement indiquera les changements que les deux sequences 
ont vecu durant leur evolution par rapport a leurs sequences ancetres [3]. 
L'alignement de sequences peut etre effectue a l'aide de trois methodes: 
analyse de matrice de points (dot-matrix), algorithmes de programmation dynamique, 
et la methode de duplets de mots [3]. Le principe de ces trois methodes est decrit 
brievement dans ce qui suit. 
1.4.1 Analyse par matrice de points 
L'approche d'analyse par matrice de points produit implicitement une famille 
d'alignements pour des regions de sequences. Cette approche est qualitative meme si 
elle consomme un temps considerable sur une grande echelle. Avec cette methode, 
ont peut identifier visuellement certaines caracteristiques des sequences telles que les 
insertions et les suppressions a partir d'un graphique d'une matrice de points. 
Pour construire la matrice de point, les deux sequences sont ecrites sur la 
premiere rangee et la colonne la plus a gauche d'une matrice bidimensionnelle. Un 
point est place a toute position de similitude (i, j) entres les caracteres des deux 
sequences. Ceci revient a faire un graphique recurent, ou l'intensite des points traces 
depend du degre de similitude entre les deux sequences comparees. Le graphique des 
points etroitement lies apparaitra comme une seule longue ligne situee sur la 
diagonale principale de la matrice de comparaison. 
Le principal avantage de cette methode est que tous les residus de similitudes 
entre les deux sequences sont trouves. Ceci laissera le choix a l'utilisateur d'identifier 
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les regions les plus significatives sous forme de ligne de points paralleles a la 
diagonale (Figure 1.2). Puis, l'alignement peut etre effectue en determinant le resultat 
maximal des regions de sequences concern6es, par l'utilisation de l'une des deux 
autres methodes, la methode de duplets de mots ou la programmation dynamique. La 
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Figure 1.2 Analyse de deux sequences d'ADN par la matrice de points. 
1.4.2 Methode de fc-uplets de mots 
Les methodes basees sur la recherche de mots, aussi connues sous le nom k-
uplets de mots, sont des methodes heuristiques qui ne garantissent pas un resultat 
d'alignement optimal. Cependant, elles sont plus rapides que les solutions basees sur 
la programmation dynamique. Ces methodes sont utilisees dans les recherches de 
bases de donnees a grande echelle, ou une grande proportion des sequences cibles 
n'auront essentiellement pas de similitude avec la sequence requete. Les methodes de 
duplets sont, specialement, utilisees dans les implementations des outils de recherche 
de bases de donnees FASTA [3][15] et la famille d'outils BLAST [3][16]. 
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Une methode de duplets identifie une serie de courtes sous-sequences 
('mots') dans la sequence objectif, pour qu'elles soient comparees avec les sequences 
cibles de la base de donnees. Les positions relatives des mots dans les deux sequences 
comparees sont soustraites de maniere a obtenir un decalage. Ceci indiquera une 
region d'alignement si plusieurs mots distincts produisent le meme decalage. Si cette 
region est detectee, ces methodes appliquent des criteres d'alignements plus sensibles. 
Ainsi, de nombreuses comparaisons avec les sequences ayant une mauvaise 
similitude seront eliminee [3]. 
Dans la methode de FASTA, l'utilisateur definit une valeur k comme longueur 
des mots permettant d'interroger la base de donnees. La methode est lente mais plus 
sensible pour des petites valeurs de k, qui sont egalement preferees pour les 
recherches impliquant de courtes sequences cibles. Les methodes de recherche de la 
famille BLAST fournissent un certain nombre d'algorithmes optimises pour certains 
types de requetes, telle que la recherche de sequences ayant des relations de 
similitudes distantes [3]. BLAST a ete developpe pour fournir une solution alternative 
plus rapide par rapport a FASTA, mais avec moins de precision. BLAST, comme 
FASTA, utilise une recherche par mot de longueur k, mais en evoluant uniquement les 
similitudes de mots les plus significatifs, pas tous les mots comme le fait FASTA. Des 
implementations des deux solutions existent sur des portails Web tels que YEMBL 
FASTA [15] et BLASTNCBI [16]. 
1.4.3 Programmation dynamique 
La methode de la programmation dynamique peut etre appliquee pour 
produire un alignement global via l'algorithme de Needleman-Wunsch [17], et un 
alignement local via l'algorithme de Smith-Waterman [18]. 
Typiquement, les alignements de proteines utilisent une matrice de 
substitution. Cette matrice attribue des resultats de similarite ou de dissimilitude aux 
acides amines. Elle fait correspondre une penalite de trou d'un acide amine d'une 
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sequence a un trou dans l'autre sequence. Les alignements d'ADN et d'ARN utilisent 
une matrice de resultat. Souvent, on attribue un resultat positif pour la similitude, un 
resultat negatif pour la dissimilitude, ainsi qu'une penalite de trou negative [2]. 
La methode de programmation dynamique constitue notre objectif d'etude, de 
simplification, et d'implementation. Nous allons detailler ses deux principaux 
algorithmes dans la section (1.5). 
1.5 Principes de la programmation dynamique 
1.5.1 Definition 
Inventee par le professeur Richard Bellman (mathematicien, 1920-1984), la 
programmation dynamique (DP) permet de resoudre au moyen d'un ordinateur tout 
probleme d'optimisation dont la fonction objectif se decrit comme la somme de 
fonctions monotones non-decroissantes des ressources [19]. Concretement, cela 
signifie que Ton va pouvoir deduire la solution optimale d'un probleme a partir d'une 
solution optimale d'un sous-probleme [2]. 
Le premier algorithme base sur la programmation dynamique pour la 
comparaison des sequences d'ADN fut publie par Saul Needleman et Christian 
Wunsch [17]. Russel Doolittle et ses collegues utilisaient des heuristiques pour 
determiner la similarite entre les genes cancereux et le gene PDGF [2] en 1983. 
Quand Needleman et Wunsch ont publie leur papier en 1970, ils ne savaient pas 
qu'un algorithme tres similaire etait publie, deux ans avant, dans un article pionnier 
dans le domaine de reconnaissance automatique de la parole [20]. Plus tot, Vladimir 
Levenshtein a introduit la notion de la distance d'edition, mais il n'a pas etabli un 
algorithme pour la calculer [2]. L'algorithme de l'alignement local introduit par 
Temple Smith et Michael Waterman en 1981 est devenu, rapidement, l'outil 
d'alignement le plus populaire dans le calcul biologique [2]. 
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1.5.2 Programmation dynamique et alignement de sequences 
La programmation dynamique est utilisee pour 1'alignement de sequence 
d'ADN ou de proteines. Cette methode de calcul est tres importante, car dans un sens 
mathematique elle produit le plus haut resultat, ou l'alignement optimal entre deux 
sequences [3]. Les deux alignements global et local peuvent etre obtenus en 
effectuant un simple changement dans la formule de la programmation dynamique. 
Un programme qui produit un alignement global sera base sur l'algorithme de 
Needleman-Wunsch (N-W) [17], Alors qu'un programme qui produit un alignement 
local sera base sur 1'algorithme de Smith-Waterman (S-W) [18]. 
Les algorithmes bases sur la programmation dynamique sont utilises pour 
l'alignement de sequences en utilisant la distance d'edition (edit distance) au lieo de 
la similarite entre les sequences. Nous prdsentons, ci-dessous, la formule de 
l'algorithme de N-W et celle de l'algorithme de S-W, ainsi que le type des resultats 
qu'ils renvoient. 
1.5.3 Formules de calcul des resultats 
Soient deux sequences genetiques M=m;m2...m,...mm etN=niri2...ni...nn. Pour 
calculer le resultat maximal de similarite entre deux sous sequences mi...mi et nj...nj, 
la formule recursive de Needleman-Wunsch est utilisee [2]: 
Sf , = max 




ou a est la penalite pour un espace de longueur 1, JU est la penalite pour aligner 
les deux caracteres a la position i etj, et Stj est le resultat a cette position. L'equation 
(1) peut egalement etre exprimee sous la forme suivante [21]: 
Vi :S i,0 penalite ,,, xi,\/j:S0J = G.m x j penalite 
Vi,j,ix j ± 0 : 
S 
StJ = max 
_ f 
i-l,7'-l penalite 
C _ f 
i,j~\ penalite 
S,._u + D{mi,nj) 
(2) 
ou Gpinaiue est la penalite de trou et Z)fm; , rij) est la distance entre les 
caracteres m, et n7. 
Un resultat biologique ayant une signification particuliere est donne par le 
systeme d'equations (3). Ce resultat permet de calculer le nombre minimum 
d'insertion et de suppression entre deux sequences [21]. 




= - 2 
Le calcul de la distance d'edition permet de representer le nombre minimal 
d'operations necessaires pour transformer une sequence SI vers une autre sequence 
S2. Par exemple, pour transformer la sequence AGCTATA vers la sequence 
TACCGTA, deux operations de suppression, deux operations d'insertion, et une 
operation de substitution sont necessaires selon l'ordre mentionne dans la Figure 1.3. 
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suppression du dernier A 
suppression du dernier T 
insertion du T au debut 
substitution du G par C a la 36me position 
insertion du G avant le dernier T 
Figure 1.3 Operations de la distance d'edition pour transformer AGCTATA vers 
TACCGTA. 
L'equation (3) calcule ce nombre en effectuant la somme des operations 
d'insertion et de suppression (deletion) entre ces deux sequences, ainsi que la 
substitution qui revient a faire une suppression et une insertion (Figure 1.4.a). Ceci 









































Pour un resultat d, necessitant les valeurs des voisins : diagonal a, vertical b, 
et horizontal c, la formule (2) prendrait la forme suivante [22]: 
d = min •< 
b + 1 
c + 1 
a -» if O , = nj) 
a + 2 —> if (mt ^ n j) 
(4) 
Le calcul de la distance d'edition a une propriet6 tres interessante, decouverte 
par Lipton et Lopresti [22]. Les valeurs des voisins horizontal et vertical (b et c) dans 
la matrice des resultats different de ± 1 par rapport aux voisins diagonaux (a ± 1, 
d±\). La Figure 1.5, ci-dessous, illustre une presentation generale de ces valeurs 
















Figure 1.5 Presentation generale des valeurs du voisinage de d dans la matrice des 
resultats. 
Ainsi Lipton et Lopresti ont simplifie le calcul du resultat d dans toute case de 
la matrice des resultats, donne par la formule suivante [22]: 
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, a if(b=a-\) AND (c=a-l) OR (m=n.) 
d= J 
a + 2 if(b=a+l) AND (c = a+l) AND (m^rij) (5) 
Plusieurs articles presentent des realisations materielles du calcul de la 
distance d'edition [5][23][24][25][26][27]. Les auteurs discutent l'algorithme de S-W, 
tandis que cet algorithme est employe pour trouver l'alignement local. Dans ce cas-ci, 
ralgorithme de S-W garantie de trouver le meilleur alignement de segments de 
sequences objectif et cible ayant un maximum de similitude [2]. Son predecesseur, 
l'algorithme de N-W, donne un resultat final dans la derniere cellule de la matrice des 
resultats. Un alignement global est obtenu en faisant un chemin arriere (trace back). 
Les deux algorithmes emploient des formules de calcul de resultats 
differentes, et produisent des resultats differents. L'algorithme de S-W inclut des 
resultats negatifs pour des dissimilitudes de caracteres. Quand les resultats de la 
programmation dynamique deviennent negatifs, ils sont reinitialises a zero. Ceci 
permet de mettre fin a l'alignement en cours, et de commencer un nouvel alignement 
local. Le resultat maximal permettra de determiner le debut de la zone ayant un 
alignement local optimal entre les deux sequences comparees. Ainsi, pour deux 






ou St;J est le resultat a la position (i, j) des deux sequences N et M et 
sub(N(i),M(j)) est le resultat pour aligner les caracteres a la position (i,j). 
Finalement, del(N(i)) et ins(M(j)) sont, successivement, les penalites de 
St, =max< 
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suppression et d'insertion dans les sequences M et N, prenant des valeurs negatives 
[3]. 
Avec cette maniere, 1'application de la formule (6) permet de remplacer toutes 
les valeurs negatives des resultats par des zeros dans la premiere ligne et la premiere 
colonne, ainsi que pour toutes les cases de la matrice de calcul des resultats. La 
Figure 1.6 (a) donne un exemple de calcul des resultats utilisant la formule de S-W. 
La Figure 1.6 (b) montre un alignement local de deux sous sequences, faisant parties 
















































































Figure 1.6. (a) Matrice des resultats de Smith-Waterman. (b) Alignement local. 
1.6 Acceleration materielle de traitement 
Le domaine de la comparaison des sequences genetiques ne differe pas du 
domaine de comparaison des chatnes de caracteres standard, a l'exception de la 
longueur des sequences comparees. Ceci limite 1'utilisation des algorithmes dedies a 
ce genre d'applications a cause de la gigantesque longueur des sequences genetiques, 
ou des centaines de millions de caracteres doivent etre traites pour detecter les regions 
de similitude. Cette grandeur et la dependance de donnees excluent les processeurs a 
GG-T 
I I I 
GGAT 
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usage general de cette tache consommatrice de beaucoup de ressources (unites de 
calcul, unites de memorisation) et de temps. 
Pour remedier a cette situation, la parallelisation de traitement a ete largement 
investie sous differentes formes [21]. Principalement, des systemes qui implementent 
des parallelisations a gros grain comme les supercalculateurs, les grappes de 
processeurs ou les reseaux de calcul. Les accelerateurs FPGA sont les plus adaptes 
pour 1'acceleration materielle a fin grain grace a la bonne performance et la grande 
flexibilite de cette technologie [4]. Autres technologies sont exploiters sous forme de 
coprocesseurs, comme les ASICs. 
L'analyse a hautes performances des sequences se fonde souvent sur la 
parallelisation des algorithmes de complexity 0(n2) de la programmation dynamique. 
L'implementation de ces algorithmes presente toujours un defi de conception systeme 
pour ameliorer le calcul biologique a haute performance (HPC) en utilisant 
differentes approches d'analyse [4]. 
1.7 Problematique du sujet 
La loi de Moore montre que le nombre de transistors integrables double tous 
les 18 mois [28]. Cependant, la quantite de donnees genomique dans GenBank [29], 
une collection annotee de sequences d'ADN disponibles publiquement, double tous 
les six mois (Figure 1.7). L'espace croissant entre la quantite de l'information a 
analyser et la densite d'integration implique la consideration de differentes strategies 
d'implementation. Ceci exige un grand effort de conception pour choisir le meilleur 
compromis entre trois criteres : flexibilite, programmabilite et densite 
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Figure 1.7 Explosion des donnees genetiques dans GenBank [29]. 
Un des principaux buts des concepteurs des systemes de calculs biologiques a 
hautes performances, est de developper une plateforme pour l'analyse efficace des 
sequences biologiques [21]. Un resultat de comparaison optimal est produit en 
utilisant les algorithmes de programmation dynamique [2]. Cependant, ces 
algorithmes ont une complexite 0(n ) et leur implementation exige une haute 
parallelisation de calcul. 
Tel que mentionne precedemment, les processeurs a usage general (GPP) ne 
peuvent pas relever efficacement ces defis par eux-memes [2]. Au cours des dernieres 
annees, l'augmentation de la frequence des GPPs a ralenti, mais la densite 
d'integration des transistors ne cesse d'augmenter [30]. Les nouvelles evolutions 
technologiques accentuent l'importance de decharger les GPPs des taches de calculs 
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intensifs, comme ceux lies aux bases de donnees biologiques. Ceci cree deux raisons 
expliquant partiellement la tendance vers l'utilisation des accelerateurs de traitement. 
La premiere raison se resume par le fait que l'accelerateur peut etre couple et 
integre sur puce avec une unite centrale de traitement (CPU), afin d'avoir les memes 
avances technologiques. Particulierement, ces avances concernent une consommation 
a basse puissance et un meilleur deploiement de l'espace sur puce. 
Le deuxieme et principal avantage est que la progression du niveau 
d'integration implique une grande densite d'elements de traitement (PEs) et une 
frequence operationnelle effective combinee tres elevee. 
L'augmentation de la vitesse d'execution des fonctionnalites specifiques en 
utilisant des accelerateurs n'est pas nouvelle, mais les defis specifiques du calcul HPC 
en bioinformatique exigent de nouvelles solutions. Le potentiel des FPGAs en tant 
qu'accelerateurs de calcul reconfigurable resulte du parallelisme a fin grain exige pour 
chaque accroissement de la performance du calcul [31]. Cette efficacite 
supplemental produirait un rendement de calcul plus eleve. 
Pour le calcul reconfigurable, un effort considerable de definition de la 
methodologie de conception reste a faire, car les niveaux moyens de conception sont 
absents entre les structures logiques et les niveaux d'integration a moyenne echelle, et 
la couche application [31]. II n'y a pas encore l'equivalent du BSP pour un calculateur 
reconfigurable FPGA qui isolerait le systeme d'exploitation (OS) des particularites de 
chaque configuration materielle specifique. II serait utile de soutenir le 
developpement de n'importe quelle future couche OS qui pourrait fonctionner sur un 
processeur reconfigurable FPGA [31]. 
Conclusion 
Ce chapitre a presente un survol des connaissances de bases decrivant 
rinformation genetique. Cette information est sauvegardee dans des bases de donnes 
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genetiques sujettes a des consultations pour des buts de comparaison. Les elements de 
la problematique du sujet ont ete detailles. Particulierement, un effort de conception 
qui produit une amelioration des outils de traitement pour ameliorer la qualite des 
resultats ainsi que l'efficacite des methodes de comparaison. Ceci permettra de 
repondre au defi d'explosion de taille des bases de donnees genetiques. 
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CHAPITRE 2 REVUE DE LITTERATURE 
Nous presentons dans ce chapitre une revue de litterature du domaine de 
calculs a hautes performances, ou nous exposons les types et techniques de 
parallelisation utilises ainsi que les systemes realises. Nous discutons aussi les 
performances atteintes par ces systemes. Nous justifions par la suite notre choix de la 
technologie du support materiel cible de notre realisation. 
2.1 Parallelisme logiciel/materiel et transformations 
Le parallelisme peut se faire en logiciel ou en materiel. En logiciel, la 
parallelisation est realisee au niveau du code avec differentes techniques et strategies. 
II existe une multitude de transformations manipulant les boucles de code haut 
niveau, pour des buts d'optimisation dans le cas des processeurs superscalaires et 
vectoriels. Ces transformations maximisent le parallelisme et la localite (spatiale et 
temporelle) de la memoire. Elles considerent les proprietes des tableaux en utilisant 
1'analyse de dependance des boucles. 
D. Bacon, S. Graham, et O. Sharp [32] ont fait une bonne couverture des 
techniques traitant des transformations de boucles. On pourrait en citer quelques unes. 
La fusion de boucle est une transformation qui permet de regrouper plusieurs 
boucles en une seule. L'augmentation de la localite temporelle est obtenue par 
rapprochement de plusieurs instructions manipulant un tableau dans le meme corps de 
boucle [32]. 
La distribution de boucles est la transformation inverse de la fusion. Dans ce 
cas, une boucle est separee en plusieurs boucles dans le but de diminuer le nombre 
d'instructions et de transferts presents dans chacune d'elles [33]. 
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Le pavage de boucle est une transformation qui permet de diviser l'espace 
d'iteration d'une boucle en blocs. Les nouveaux petits espaces d'iteration constituent 
des nids de boucles, ce qui permet de manipuler moins de donnees. Cette 
transformation augmente la profondeur des nids. Ainsi, les possibilites de reutilisation 
des valeurs a l'interieur d'un bloc sont ameliorees car ceci diminue significativement 
les conflits de capacites des caches et des bancs de registres. Ceci reduit la quantite 
des donnees manipulees par les iterations [33]. 
L'echange de boucles permet de changer la position de deux boucles dans un 
nid de boucle. Generalement, une des boucles les plus externes est placee vers une 
position la plus interne [34]. Cette transformation peut ameliorer efficacement les 
performances de traitement [32]. 
Le decalage d'instruction dans une boucle est connu aussi sous le nom de 
pipelinage logiciel {software pipelining) ou retiming [35]. Cette transformation 
consiste a definir une date d'ordonnancement multidimensionnel (dans le cas des nids 
de boucles). La date d'ordonnancement est determinee en nombre d'iterations [33]. 
Les transformations citees plus haut conduisent a des ameliorations 
individuelles de la localite d'un programme. La combinaison de plusieurs 
transformations peut etre adoptee, comme la methode proposee par Carr, McKinley et 
Tseng [36]. Cette methode considere les combinaisons possibles de transformations 
utilisant la fusion, l'inversion, la permutation et la distribution [33]. Les nids de 
boucle sont optimises separement puis combines avec les nids des boucles adjacentes 
[33]. 
D'autres transformations sont specifiques aux machines paralleles [32]. Bacon 
et al. mentionnent la distribution des donnees sur une architecture multiprocesseurs 
donnee, en utilisant differentes techniques : decomposition en tableaux reguliers, 
decomposition automatique et alignement, privatisation scalaire et alignement de 
cache [32]. Les auteurs citent aussi des techniques de parallelisme a gros grains pour 
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le partitionnement de calcul. lis citent aussi des techniques d'optimisation des 
communications (vectorisation des messages, communication collective, pipelinage 
de messages, elimination des communications redondantes, etc.). 
La bibliotheque standard open source MPI (Message - Passing Interface) est 
utilisee par Darling et al. dans le cas du parallelisme logiciel [37]. En general, 
l'utilisation de cette bibliotheque fait appel a une ou plusieurs techniques citees ci-
dessus. Dans les travaux que nous avons consulted, il n'y avait pas de details sur le 
type de la technique ou la transformee utilisee pour la parallelisation du code. 
L'autre categorie est le parallelisme materiel. Nous commencons par une 
classification des systemes existants du calcul a haute performance. 
2.2 Classification des systemes HPC 
Comme nous l'avant mentionne a la section 1.7, le fosse croissant entre la 
quantite de l'information a analyser et la densite d'integration implique que differentes 
strategies d'implementation doivent etre considerees. Ceci exige un grand effort de 
conception pour choisir le meilleur compromis entre trois caracteristiques : flexibilite, 
programmabilite et quantite de calcul (GOPS) [4]. La flexibilite implique la 
possibilite de reutiliser le materiel pour differentes applications. La programmabilite 
est un attribut au niveau systeme concernant sa capacite de supporter la 
reconfiguration au besoin. La densite computationnelle est un attribut HW/SW se 
rapportant a la quantite de calcul par espace, volume, ou puissance. Elle peut 
correspondre inversement au prix par unite de performance. 
En prenant en consideration ces trois criteres, et en analysant les differents 
systemes existants, quatre types de systemes de traitement sont employes pour 
l'alignement des sequences genetiques [38]: 
Les supercalculateurs a usage general sont les plus flexibles pour l'analyse 
rapide des sequences, mais ils sont tres onereux. 
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Les processeurs a application specifique peuvent realiser la performance la 
plus elevee pour un seul algorithme, mais avec des prix allant jusqu'a plusieurs 
dizaines de milliers de dollars. 
Les coprocesseurs programmables visent a obtenir la flexibilite algorithmique 
des systemes reconfigurable, et la vitesse et la densite des systemes a application 
specifique. Le cout et la facilite de programmation se situe, generalement, entre les 
deux autres types. Les accelerateurs de la technologie ASIC ont l'inconvenient du bas 
volume de production, et done les couts de conception ne peuvent pas etre repartis sur 
un grand nombre d'unites. Des exemples de ce type d'accelerateurs sont Kestrel [39] 
et le GeneMatcher 2 [40]. 
Le materiel reconfigurable inclut les systemes bases sur la technologie 
FPGAs. Ces systemes ont tendance a avoir une densite d'elements de traitement 
inferieure a celle des processeurs a application specifique, mais ils peuvent etre plus 
rapides que les supercalculateurs. Les FPGAs et la technologie des compilateurs 
s'ameliorent, et les accelerateurs FPGA sont beaucoup moins chers a concevoir. Un 
exemple d'un accelerateur FPGA recent est le DeCypher de propriete industrielle 
[41], sur lequel peu de details de conception ont ete publies. 
Dans la section suivante nous presentons une classification des plateformes 
d'acceleration des algorithmes de comparaison genetique. Nous regroupons d'abord 
les plateformes qui implementent les algorithmes de la programmation dynamique 
(ceux de Smith-Waterman et Needleman-Wunsch) sous forme d'accelerateurs FPGA 
et ASIC. Ensuite, nous presentons quelques plateformes qui implementent des 
approches heuristiques, comme BLAST. Ces approches necessitent moins de 
puissance de calcul mais elles sont moins precises (au point de vue resultats 
renvoyes) par rapport aux deux algorithmes standards (S-W et N-W). Aussi nous 
mentionnons l'approche de parallelisation qui utilise des grappes de processeurs ou 
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de PCs, comme MPI, pour 1'acceleration qui se base sur les deux approches 
algorithmique et heuristique. 
Nous accordons plus d'interets aux accelerateurs implementant les 
algorithmes de la programmation dynamique, vu la qualite des resultats de cette 
approche de traitement. Nous presentons les solutions proposees par les auteurs pour 
pallier au probleme de la force de calcul necessaire pour ces algorithmes a complexite 
O (n2). 
2.3 Les accelerateurs FPGA, ASIC, et autres 
2.3.1 Le tout premier accelerateur 
Les algorithmes de programmation dynamique ont ete acceleres en premier 
par le tableau systolique P-NAC (Princeton Nucleic Acid Comparator), une solution 
ASIC qui se base sur le codage par modulo, propose par Lopresti en 1987 [42]. Ce 
comparateur d'acide nucleique est un reseau systolique lineaire qui compare des 
sequences d'ADN. L'architecture est une realisation parallele d'un algorithme de 
programmation dynamique standard. Les synchronisations de reference d'une 
implementation VLSI confirment que, pour son application dediee, P-NAC est a 200x 
plus rapide que les mini-ordinateurs courants au moment de sa realisation. P-NAC est 
une implementation nMOS, ou chaque puce contient 30 elements de traitement 
implementes sur trois rangees de 10 processeurs. Une option de deviation raccourcit 
le chemin de communication a travers une puce a 10 processeurs. 
2.3.2 Les accelerateurs FPGA 
Splash et Splash 2 [26] [43] , etaient les premieres implementations FPGA de 
tableaux systoliques au debut des annees 90 [21]. 
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Splash est propose par M. Gokhale et al. [26]. C'est un tableau systolique de 
logique programmable, il etablit le lien entre un tableau systolique a fonction fixe 
VLSI et un tableau systolique programmable plus versatile. Splash a recu une 
mention honorable du prix de Gordon Bell pour synchronisations, en 1989, sur une 
application qui a compare une sequence d'ADN avec une bibliotheque de sequences 
trouvant la plus proche similitude. Le tableau systolique se compose d'une multitude 
d'elements (etages) reliees dans une rangee unidimensionnelle. Chaque etage a trois 
composantes : une carte FPGA de Xilinx, une memoire locale, et une puce a virgule 
flottante. Dans Timplementation de Splash, un element de traitement se compose de 
deux modules : un comparateur de caracteres et une machine a etats finis. 
Propose par D. T. Hoang, Splash 2 est une deuxieme generation de tableaux 
logiques programmables pour du calcul dedie [43]. Le systeme Splash 2 est un 
interfacage constitue de deux cartes FPGA 4010, et 17 cartes logiques 
programmables. Chaque carte contient 17 FPGA 4010 de Xilinx. Les seize FPGA 
sont connectees dans un tableau systolique. Le 17eme FPGA est utilise pour le 
controle des autres cartes. Chaque FPGA est connecte aussi a une RAM statique de 
256k x 16. Le langage VHDL est utilise pour la conception de cette plateforme. 
Hoang a implements deux tableaux systoliques, l'un est unidirectionnel, 
1'autre est bidirectionnel. Les simulations montrent que les implementations realisees 
sur la plateforme Splash 2 peuvent traiter une base de donnees avec un debit de 12 
millions de caractere par seconde. Les performances sont meilleures avec un facteur 
de plusieurs centaines par rapport a une implementation d'un algorithme de 
programmation dynamique sur un ordinateur conventionnel [43]. 
Plus r^cemment, d'autres implementations ont ete proposees par l'equipe de 
HokieGene [24], Yu et al. [5], et Bojanic et al. [44]. 
Pour le systeme HokieGene, Puttegowda et al. implemented 1'algorithme de 
S-W, mais le systeme effectue plutot l'alignement global. Les auteurs declarent une 
32 
augmentation de performance de lOOx, tout en r6duisant la complexity materielle. 
Leur element de traitement est implements dans quatre slices Virtex I, ou un seul 
CLB dans Virtex-II. 
Le systeme HokieGene utilise les concepts de reconfiguration au moment de 
l'execution (run-time). Une carte PCI Osiris a 64-bit est utilisee avec une frequence 
de 66 MHz, un serveur Dell power edge biprocesseur est utilise pour loger la carte 
FPGA. Chaque dispositif de Xilinx XC2V6000 sur le circuit d'Osiris peut supporter 
7000 elements de traitement avec la logique cablee requise pour communiquer et 
controler d'autres parties sur l'appareil. L'element de traitement fonctionne a 180 
MHz sur le dispositif XCV6000 de la categorie de vitesse -4. Ceci est considere pour 
maximiser le rendement du bus PCI de l'architecture developpee. 
Le tableau systolique de Yu et al. [5] implemente l'algorifhme de S-W pour 
calculer la distance d'edition entre deux sequences comparees. Un element de 
traitement dans cette implementation se base sur la simplification de Lopresti [22] 
pour la formule de calcul du resultat de la programmation dynamique. Les auteurs 
codent chaque variable de cette formule avec un seul bit, ce qui leurs a permis d'avoir 
une implementation de l'element de traitement sur 4 slices du Virtex de Xilinx, ou 8 
registres sont utilises pour memoriser les donnees, 4 LUTs sont necessaires pour 
1'implementation de la logique combinatoire. Un total de 4032 elements de traitement 
sont implemented sur une carte Virtex I XCV1000E-6 avec une frequence de travail 
de 202 MHz. Cette realisation ne necessite pas une reconfiguration au moment de 
l'execution (run-time reconfiguration). 
Le circuit a haute vitesse de Bojanic et al. [44] utilise aussi la simplification 
de Lipton et Lopresti [22]. lis utilisent aussi un codage des variables de la formule du 
resultat de la programmation dynamique sur 1 bit uniquement. Dans cette conception, 
le tableau systolique est compose par un groupage de 4 elements de comparaison, 
appele PE4. Le PE4 permet de comparer deux caracteres des deux sequences d'ADN a 
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la fois. Ceci lui permet d'avancer un rendement double par rapport a d'autres 
applications. Ce systeme ne necessite pas une reconfiguration du FPGA. 
Bien que le langage VHDL soit utilise dans la majorite des implementations, 
Goccione et Keller ont utilise Jbits pour avoir un temps de compilation plus rapide et 
un bon temps d'execution d'une reconfigurabilite partielle [23]. Dans cet article, les 
auteurs implemented l'algorithme de S-W, et ils utilisent aussi les simplifications de 
Lipton et Lopresti [22] pour leurs considerations logiques. Par contre, la conception 
se distingue par l'utilisation du principe de la reconfigurabilite au moment de 
1'execution sur une seule carte FPGA. Le systeme peut comparer plus de trois 
millions de caracteres par seconde. 
Un autre systeme reconfigurable est celui de Jacobi et al. [45]. Dans cet 
article, les auteurs presentent un prototype d'architecture systolique reconfigurable 
dediee au traitement des problemes solubles par des algorithmes de programmation 
dynamique generaux. L'architecture a ete modelisee par une methodologie qui 
exploite une execution efficace de l'espace/temps de la transformee de Fourier rapide 
[45]. Les auteurs ont vise l'alignement de sequences en produisant la similitude entre 
les sequences (sous-sequences alignees), alors que la plupart des solutions materielles 
existantes sont limitees a la comparaison de sequences (resultat final de 
comparaison). Dans leur systeme implemente, la fonction du cout respecte le systeme 
de graduation biologique (valeurs des penalites, negatives, passages a zero pour 
1'algorithme de S-W). Leur tableau systolique produit des resultats de comparaison. 
Pour chaque resultat, un pointeur de trois bits indique sa provenance (de quel 
predecesseur dans la matrice des resultats il resulte). Cette information est employee 
par le serveur hote, ou le tableau systolique implemente sur FPGA est relie, afin de 
recuperer les alignements de la matrice de similitude. Pour leur implementation, les 
auteurs ont effectue un partitionnement de sequences par logiciel, vue la grande taille 
des sequences biologiques, mais ils ne donnent pas de details sur la maniere avec 
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laquelle ils partitionnent les sequences genetique sans perdre de 1'information 
biologique (dependance de donnees). 
Une autre implementation FPGA a ete proposee par Yamaguchi et al. [46]. 
Les auteurs presentent une maniere de realiser la recherche d'homologie a grande 
vitesse avec une carte PCI et un tableau FPGA, reliee a un ordinateur Pentium. A 
l'aide de cette carte, le temps necessaire pour comparer une sequence objectif de 2048 
elements a une sequence d'une base de donnees de 64 millions d'elements par 
1'algorithme de S-W est d'environ 34 secondes. 
Weaver et al. ont implemente 1'algorithme de S-W en utilisant 1'algorithme de 
^synchronisation (retiming) de Leiserson [47] apres la procedure de placement dans 
la carte FPGA, pour augmenter la frequence d'horloge. Cette technique a permis de 
doubler la vitesse de traitement par rapport a une implementation ordinaire [48]. 
Pour accelerer 1'algorithme de S-W, Dydel a propose un pipelinage de trois 
niveaux [49]. Une implementation massivement parallele est effective sur une carte 
FPGA a deux niveaux. D'abord, une parallelisation interne est effectuee, en faisant 
beaucoup de copies (jusqu'a 88) de la meme unite de traitement qui execute 
1'algorithme, dans une puce. Ceci permet de comparer une sequence objectif avec 
beaucoup d'autres sequences cibles d'une base de donnees de proteine. Le deuxieme 
niveau propose est la solution hybride : une grappe d'ordinateurs de bureau, chacun 
equipe par un accelerateur FPGA sous forme de carte PCI. L'analyse de 
synchronisation sur 1'execution a indique que la frequence de base est a environ 180 
MHz (vitesse du dispositif est a -5). Le programme a ete verifie par une 
implementation limitee due a l'architecture Spartan II. Les limitations s'appliquent a 
la longueur de sequence de 512 residus de proteine. L'implementation sur une carte 
FPGA XC2VP70 s'avere etre au moins 200 fois plus rapide que celle sur un Pentium 
IV 1.7 GHz. 
35 
Le Multi-FPGA Configurable de Nallatech est un systeme recent (2005) 
compose d'un reseau de plateformes de trois cartes FPGA. II comporte une carte mere 
de BenNUEY avec une carte FPGA Virtex-II XC2V3000-4 et une carte secondaire 
attachee au BenBLUE-II avec deux cartes FPGAs Virtex-II XC2V6000-4 [25]. Dans 
ce systeme, l'algorithme de S-W est mis en application fournissant une amelioration 
de la vitesse de calcul de 200x [25]. Les sequences objectifs sont codees en materiel 
dans le FPGAs tandis que les differents fichiers des sequences cibles de la base de 
donnees sont charges dans la memoire centrale. Les sequences de la base de donnees 
sont d'abord ecrites a travers le reseau de DIMEtalk d'une FIFO en lecture de 16K 
des FPGAs individuels. Un seul dispositif XC2V6000 est capable de faire une mise a 
jour de 1260 milliards (1.26xl012) de cellules par seconde. A la fin du traitement, la 
distance d'edition finale est ecrite dans une FIFO en ecriture. 
Van Court et Herbordt ont propose une implementation tres versatile avec des 
composants interchangeables permettant de choisir un type d'alignement 
(global/local), avec un calcul du resultat ainsi qu'une procedure qui effectue le 
chemin arriere (trace-back) [50]. Les auteurs remarquent que plusieurs anciennes 
implementations ont atteint des accelerations impressionnantes, mais pour des 
applications tres specialisees, traitant une ou quelques options parmi plusieurs. Le 
probleme souligne dans cet article, est la possibility de decrire une architecture qui 
implemente une vaste gamme d'options comportementales sans perdre de l'ampleur 
de l'efficacite. Les auteurs ont realise un ensemble de trois types de composants qui 
constituent les elements des trois differentes parties du probleme d'alignement de 
sequences en utilisant la programmation dynamique. Pour chaque type de composant 
ils ont fait de multiples implementations interchangeables. Cette multitude a permis 
de choisir, pour chaque application, l'ensemble de caracteristiques requises pour la 
realisation de la fonctionnalite. Ceci a permis aussi une utilisation maximale des 
ressources du FPGA. Leurs analyses estiment une amelioration de 4:1 dans les 
performances temps-espace. 
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Les auteurs soulignent un probleme de developpement des algorithmes en 
materiel, du fait qu'il y a toute une famille de ce genre d'algorithmes. Les auteurs 
constatent qu'il y a un grand fosse entre ce que les biologistes ont besoin actuellement 
et ce que les concepteurs de materiel a applications specifiques ont produit. lis 
soulignent aussi le fait que les utilisations de la recherche approchee par 
programmation dynamique (DP AM) changent considerablement dans leurs 
ensembles d'entr6e, relations de recurrence, resultats de sortie, et ainsi de suite. 
Cependant, une realisation matMelle typique implemente juste un ensemble de 
parametres et de variations comportementales, souvent sans enoncer quelles 
hypotheses et variations ont et6 choisies. Ceci ne satisfait pas les besoins des 
nombreux utilisateurs potentiels, ce qui limite l'applicabilite de la realisation. 
Pour la recherche approximative, les auteurs separent cette operation en trois 
sous operations, ou trois composants: regie de caractere (bas niveau), cellule de 
comparaison (relation de recurrence), et un sequenceur (plus haut niveau) [50]. 
L'implementation du coeur de la DP AM s'est basee sur une logique qui consiste a 
encapsuler les differences entres les trois types de chacun des composants precedents. 
Si un certain type est change, 1'implementation est realisee avec une maniere qui 
n'affecte pas les autres composants du systeme, 
2.3.3 Les accelerateurs ASIC et VLSI 
Pour les technologies ASIC et VLSI, la premiere acceleration de l'algorithme 
de S-W est BISP propose par Chow en 1991 [51], suivi par Samba en 1997 [52], 
Swasad en 2002 [53] et Kestrel en 2005 [39]. 
Le BISP (Biological Information Signal Processing) est un systeme de 
comparaison de sequences a grande vitesse, concu pour supporter les necessites 
computationnelles du sequencage genetique. Le coeur du systeme BISP est un 
processeur versatile VLSI sur puce qui peut executer les fonctions de comparaison de 
longues sequences. II produit aussi des alignements globaux et locaux entre deux 
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d'ADN ou sequences de proteine. Une architecture programmable de tableau 
systolique a ete developpee par les auteurs. Le systeme BISP inclut un grand nombre 
d'el6ments de traitement. Le systeme initial de BISP se compose de 768 elements 
BISP, capables de fournir 6.25 x 109 operations entieres par seconde. 
SAMBA (Systolic Accelerator for Molecular Biological Applications) est un 
accelerateur materiel de 128 processeurs pour accelerer le procede de comparaison de 
sequences. II fournit une relance au PC ou a la performance d'un poste de travail via 
une carte peu couteuse [52]. Le systeme SAMBA appartient a la categorie ASIC car 
le coeur du systeme est un tableau de processeurs deMies VLSI, mais le systeme 
complet contient une interface memoire FPGA. Le tableau est relie au poste de travail 
hote par une carte memoire FPGA qui agit en tant que controleur du tableau et un 
mecanisme a grande vitesse qui alimente correctement le tableau et filtre les resultats 
produits. Le prototype de SAMBA se compose de 32 puces. Chaque puce loge un 
processeur, menant a un tableau de 128 processeurs. La puce a ete concue a 1'IRISA 
(France) et fournit une puissance computationnelle de 400 millions operations par 
seconde. Par consequent, le tableau en entier peut atteindre une execution maximale 
de 12.8 milliards d'operations par seconde. 
Le processeur parallele Kestrel de l'UCSC est un coprocesseur sur une seule 
carte (single-board) avec un tableau lineaire de 512 elements de traitement SIMD 
(single-instruction, multiple-data) 8 bits [39]. Le systeme a ete concu et realise a 
l'universite de Santa Cruz, en Californie, entre 1993 et 1995, ou des applications en 
bioinformatique ont motive le developpement d'un appareil d'analyse de sequences 
qui pourrait traiter efficacement les bases de donnees genomiques. Les decisions 
architecturales entourant Kestrel ont mene en particulier a une densite de calcul qui 
permet a ce systeme de 9 millions de transistors VLSI, d'un FPGA et de diverses 
puces memoire de depasser les performances d'un actuel poste de travail [39]. 
B. Schmidt et al. ont realise un systeme qui vise le traitement a haute 
performance de bases de donnees sur des nouvelles architectures massivement 
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parallele [54]. Ceci vise l'atteinte de la puissance de calcul des superordinateurs a bas 
prix. La premiere architecture est realisee autour d'une grappe d'ordinateurs lies par 
un reseau de communication a grande vitesse. Des tableaux paralleles a fin grain de 
1024 processeurs Systola sont relies a chaque noeud. La deuxieme architecture est le 
Fuzion 150. C'est un ordinateur parallele avec un tableau lineaire SIMD de 1536 
elements de traitement sur une seule puce. Les auteurs ont presente la conception 
d'une application de traitement de base de donnees basee sur l'algorithme de S-W afin 
de deriver un assignement efficace sur ces architectures. Les implementations menent 
a un gain de temps d'execution significatif pour le traitement a grande echelle de base 
de donnees. L'architecture Fuzion 150 etait de 25 a 30 fois plus rapide que la grappe 
de processeurs Systola [54]. 
2.3.4 Autres accelerations 
Plusieurs implementations FPGA on ete developpees depuis 2003 pour 
d'autres algorithmes. A Berkeley, Chang a implemente etapes 1 et 2 du systeme 
BEE2 {Berkeley Emulation Engine 2) [55]. Chang a explore une nouvelle approche 
pour le probleme d'alignement de biosequence en utilisant un FPGA base sur le 
systeme de calcul BEE2, qui fournit un temps d'execution de 100-1000 fois plus 
rapide pour 1'execution de l'algorithme de BLAST (Basic Local Alignment Search 
Tool). Le rapport de prix-performance est de plus de 1000 fois plus bas que les 
solutions existantes de cluster de PC. Les forces de cette plateforme sont 1'interaction 
entre la partie logicielle et la partie materielle, et le pipelinage du reseau de flot de 
donnees. 
Une autre implementation de 1'algorithme de BLAST sur d'autres plateformes 
non-FPGA, comme celle d'Altschul et al.. Les auteurs emploient une approche 
heuristique moins precise que l'algorithme de S-W, mais elle est plus rapide [57]. Des 
implementations sur des grappes d'ordinateurs ont ete realisees comme mpiBLAST 
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de Darling et al.. Les auteurs ont effectue leur implementation a travers la 
bibliotheque MPI [37]. 
D'autres projets ne suivent pas exactement les etapes de BLAST, mais 
utilisent des approches heuristiques qui lui ressemblent, comme le RDisk de 
l'universite de Rennes (France) [58]. A 1'universite de Flinders (Australie), Gardner-
Stephene et Knowles ont developpe un nouvel algorithme (DASH) caracterise par 
une meilleure sensibilite que BLAST, ainsi que son implementation FPGA [59]. 
2.4 Choix de la technologie du support materiel 
La performance des systemes de comparaison de sequences est generalement 
mesuree par des millions de mises a jour de cellules d'element de traitement par 
seconde (MCUPS) [60]. Le Tableau 2.1 donne un resume de quelques systemes 
mentionnes precedemment, concernant leur performance, leurs approches de 
conception, et leur classification technologique [38] [54]. 
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Excepte la premiere architecture, la comparaison des caracteristiques des 
systemes presentes dans le Tableau 2.1 montre une augmentation progressive des 
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performances en MCUPS. La performance globale du systeme est tres proche entre 
les deux technologies ASIC et FPGA, mais le grand inconvenient des ASICs est leurs 
couts de conception tres eleves. Par contre, les systemes FPGA ne sont pas chers et ils 
sont reconfigurables. 
Le potentiel des FPGAs en tant qu'accelerateurs de calcul reconfigurables 
resulte du parallelisme a fin grain, requit pour 1'augmentation de performance de 
calcul [31]. Cette grande efficacite devrait produire un rendement computationnel 
plus eleve. La performance des FPGAs augmente d'un facteur de 4x tous les deux 
ans. En outre, pour les operations utilisant des ameliorations architecturales, la 
performance augmente d'un facteur de 5x tous les deux ans [61]. Ainsi, les FPGAs 
ont le potentiel d'offrir une performance globale crete (peak) qui pourrait atteindre les 
20x tous les deux ans. Le contenu des bases de donnees genetiques humaines double 
tous les six mois [29], une augmentation de 16x tous les deux ans. Dans ces 
conditions, il s'avere que les ameliorations technologiques des FPGA pourraient 
relever le defi de repondre a l'explosion des bases de donnees genetiques [4]. II reste 
a consacrer l'effort de conception necessaire pour y repondre d'une maniere efficace. 
Conclusion 
Ce deuxieme chapitre a presente une revue de litterature qui a permet d'etablir 
un etat de l'art du domaine de comparaison de sequences genetiques, ainsi qu'une 
classification des systemes existants. Ceci a determine les methodes de traitement 
adoptees en logiciel, ainsi que le choix de la technologie FPGA comme support 
materiel de travail, vu leurs avantages discutes ci-dessus. 
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CHAPITRE 3 PARALLELISATION DE 
VAPPLICATION : COMPARAISON DE 
SEQUENCES GENETIQUES 
Dans ce chapitre, nous allons decrire notre methodologie de parallelisation de 
l'application traitant la comparaison de sequences d'ADN. Nous detaillons par la 
suite les approches de parallelisation logicielle en utilisant les bibliotheques standard 
OpenMP et MPI, ainsi que les resultats obtenus. Nous montrons que cette application 
necessite une parallelisation materielle pour avoir une bonne acceleration du 
traitement. Pour atteindre ce but, une etude de conception ainsi que trois alternatives 
d'implementations sur une architecture de la technologie FPGA sont presentees. 
3.1 Methodologie 
Notre methodologie de travail consiste a determiner les etapes permettant 
l'atteinte des objectifs mentionnes au chapitre Introduction. D'abord, la revue de 
litterature presentee dans le chapitre 2 nous a permis d'etablir un etat de l'art du 
domaine de comparaison des sequences genetiques. La taille croissante de ces 
donnees necessite une puissance de calcul a haute performance. 
Par la suite, nous avons propose, dans un premier article [4], une 
classification categorique des systemes de traitement existants, en montrant notre 
interet aux accelerateurs materiels realises avec des circuits ASIC et FPGA. Nous 
avons determine leurs actuelles performances vis-a-vis le defi continuel de l'explosion 
de taille des bases de donnees genetiques. Nous avons montre aussi que la 
technologie FPGA pourrait satisfaire ce defi [4]. C'est pour cette raison que nous 
l'avons choisie comme support materiel. En outre, cette technologie est caracterisee 
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par sa reprogrammabilite et son cout raisonnable pour realiser une acceleration 
materielle. 
Nous effectuons par la suite un profilage du code de 1'application pour 
determiner les regions critiques du traitement. Les etapes suivantes seraient: une 
parallelisation du code en logicielle, mesure de resultats, puis une parallelisation 
materielle. Les performances obtenues des systemes realises en materiel seront 
presentees et analysees. Nous detaillons, ci-dessous, ces etapes de travail. 
3.1.1 Approches de parallelisation logicielle 
Apres le profilage du code sequentiel de 1'application, nous allons proceder a 
la parallelisation des parties critiques du code. Nous procedons a des approches qui se 
basent sur des techniques de division de donnees tout en respectant leurs contraintes 
de dependance. 
Nous implementons d'abord deux approches qui utilisent la bibliotheque 
OpenMP, ces techniques sont: la division en sous blocs de traitement et la 
transformation unimodulaire (changement de repere des boucles de traitement). Les 
resultats de ces implementations seront analyses pour determiner leurs impacts sur les 
performances au niveau de 1'execution de 1'application. 
En suite, nous effectuons une implementation en utilisant le standard MPI. 
V analyse et la comparaison de ses resultats avec ceux des premieres implementations 
(OpenMP) definiront s'il est utile de penser a une implementation heterogene qui 
utilise les deux standards OpenMP - MPI. 
3.1.2 Etude de conception et realisations materielles 
Comme nous allons le montrer dans la suite de ce memoire, le profilage du 
code sequentiel montre que la partie de comparaison constitue plus de 72% du temps 
d'execution global. En plus, cette tache se repete autant de fois qu'il y a des 
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sequences dans la base de donnees. Un important gain de performance pourrait etre 
realise au niveau du rendement global du systeme de comparaison, en effectuant la 
parallelisation de cette partie essentielle de l'application. Ceci nous a incites a adopter 
la methode de traitement par tableau systolique. II sera realise sur du materiel (carte 
FPGA). 
Le cceur du tableau systolique est 1'unite de traitement elementaire (PE). Nous 
avons effectue une etude de simplification a l'aide de considerations logiques qui 
concernent les variables voisines de la case qui contient le resultat d'un resultat 
donne. Cette etude nous a permis d'etablir deux conditions determinant la valeur a 
passer aux variables voisines. A partir des resultats de simulation du comparateur 
realise a la base de ces deux dernieres conditions, nous avons obtenu deux nouvelles 
conditions, a l'aide de simplifications logiques. 
Le nouveau comparateur de base est le coeur de trois unites de traitement avec 
differents niveaux de granularite: simple, double, et quadruple. Ces trois elements de 
traitement vont permettre de realiser trois tableaux systoliques composes, 
successivement, de PE_lxl, PE_2x2, et PE_4x4. lis peuvent comparer un, deux, et 
quatre caracteres de la sequence objectif avec le meme nombre correspondant dans la 
sequence cible. 
Un tableau systolique compose du PE_4x4 necessite, approximativement, 
une vitesse de transfert de donnee quatre fois moins grande que celle du PE_lxl, 
mais une taille de donnee quatre fois plus grande (4*2 bits au lieu de 1*2 bits). Dans 
le cas du PE_2x2, nous avons deux fois la taille des donnees (2*2 bits) a transferer 
par rapport au PE_lxl, mais deux fois plus rapidement que dans le cas du PE_4x4. 
Ces trois systemes font l'objet d'une etude comparative qui analyse les performances 
obtenues en fonctions des coiats materiels requis. 
La determination du meilleur compromis entre taille de donnees et vitesse de 
transfert pourrait etre un objectif d'etude. Ceci pourrait avoir lieu lors de la 
finalisation de la realisation du systeme complet de calcul HPC. 
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3.1.3 Mesure de performances 
Cette etape permet de situer les performances de nos systemes realises devant 
ceux des systemes similaires existants. Une premiere realisation est un tableau 
systolique a PE simple. Ce PE permet de comparer un seul nucleotide de chacune des 
deux sequences comparees a chaque cycle d'horloge. Ce premier tableau systolique 
est realise sur deux families FPGA Virtex I et Virtex II. Les resultats de performances 
du tableau systolique simple (PE_lxl) font l'objet d'un article que nous avons publie 
a la conference NEWCAS 2007 [62]. 
Nous presentons par la suite les resultas de la realisation des deux autres 
systemes de comparaison (double et quadruple). Les performances respectives sont 
mesurees lors de 1'implementation. Nous discutons les apports au niveau des 
frequences combinees de traitement. 
Une etude critique suivra, elle concerne la validation du systeme qui presente 
un bon compromis entre cout materiel / vitesse de traitement. L'etude suivante 
concerne la possibilite d'avoir un systeme de traitement reconfigurable. Ce systeme 
pourra octroyer la frequence de traitement combinee la plus adaptee selon la longueur 
des sequences comparees lors de la consultation de la base de donnees genetiques. 
Dans ce qui suit, nous detaillons les deux parties de parallelisation logicielle et 
materielle. Les approches adoptees en logiciel, ainsi que le principe de conception et 
les realisations effectuees en materiel seront presentes. Nous exposons par la suite les 
resultats de performances obtenus et leurs analyses dans le chapitre 4. 
3.2 Parallelisation logicielle 
Dans cette premiere etude, nous allons proceder a la parallelisation du code 
sequentiel de l'algorithme de Smith-Waterman. Cet algorithme est implemente en 
utilisant les bibliotheques standard OpenMP {Open Multi-Processing) et MPI 
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{Message Passing Interface). Les tests et les mesures sont realises sur les 
architectures du laboratoire DRAP (Design et Realisation d'Applications Paralleles) 
de l'Ecole Polytechnique de Montreal [64]. 
Nous allons proposer deux approches de parallelisation avec la librairie 
OpenMP, ainsi qu'une parallelisation utilisant la bibliotheque MPI. Ces approches 
sont basees sur des modeles de dependances de donnees caracterisant l'algorithme de 
Smith-Waterman. Nous allons analyser les mesures du temps de reponse et 
l'acceleration de la vitesse de traitement dans une architecture parallele. 
Nous rappelons que l'algorithme de Smith-Waterman determine les sous 
sequences les plus semblables entre deux sequences (alignement local) par 
programmation dynamique. Ceci revient a calculer une distance representant le cout 
minimal de transformation d'un segment a 1'autre. Trois operations elementaires sont 
employees : substitution, insertion et suppression. Le plus petit nombre d'operations 
exigees pour changer un segment a un autre est la mesure de la distance entre les 
segments. 
Comme illustre dans la Figure 3.1 ci-dessous, chaque case (element) de la 
matrice represente un resultat SUJ calcule a partir des trois cases voisines selon une 
progression diagonale du haut vers le bas. Nous rappelons plus bas le systeme 
d'equations (6) du paragraphe (1.5) qui donne les formules de calcul des resultats de 




Figure 3.1 Dependance de donnees entres les elements de la matrice des resultats. 
Stj = max { 
St_ltH+sub{N(j),MU)) 




Nous avons restructure le code source original [65] sous forme de fonctions 
independantes afin d'identifier clairement a quel niveau 1'application consomme le 
plus de ressource CPU. La Figure 3.2 montre le profilage du code tout en 
mentionnant le temps consomme par appel de chaque fonction. A l'issu de 
l'application d'une batterie de tests, le Tableau 3.1 presente les donnees relatives a la 
consommation du temps CPU en prenant en compte le nombre d'appel de chaque 
fonction. Les mesures ont ete prises sur la machine Charybde [64] au noeud 1, avec 
les parametres de compilation suivants: 
pgcc smithwaterman_seq.c -Mprof=func 
En analysant ces premiers releves, et apres avoir calcule les ratios de temps 
d'execution par rapport au temps d'execution global, nous remarquons que le bloc de 
calcul principal (calcul_score()) consomme presque tout le temps CPU (72%). Ce 
bloc de calcul doit etre parallelise en tenant compte des contraintes de dependance de 
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donnees, imposees par la programmation dynamique (Figure 3.1). Ceci necessite la 
division de ces donnees qui respecte leur dependance selon les approches de 
parallelisation que nous allons presenter dans les sections suivantes. 
Figure 3.2 Resultat du profilage du code source sequentiel. 

































3.3 Parallelisation avec le standard OpenMP (memoire partagee) 
L'interface logicielle OpenMP est un standard definissant un ensemble de 
directives et de fonctions. II permet de gerer le partage du calcul entre plusieurs 
processeurs sur des architectures a memoire partagee [66]. 
Nos approches de parallelisation, tiennent en compte les contraintes de 
dependance de donnees induites par les relations du calcul du resultat de 
programmation dynamique. A titre de rappel, la programmation dynamique est une 
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strategie qui se resume a la division du probleme initial en petits problemes 
elementaires. Le type de dependances de donnees elementaires mentionne dans la 
Figure 3.1 se propage tout au long des elements successifs du probleme global. 
Fa. Zhang et al. ont propose une methode basee sur le principe «diviser pour 
conquerir» [56]. Cette methode se base sur la subdivision de la matrice des sequences 
d'ADN en sous blocs. Cependant les auteurs, ne mentionnent ni comment la division 
est effectuee, ni comment le nombre de bloc optimal a l'issu de leur division est 
obtenu. Dans le but de chercher une division optimale, nous avons procede par une 
parallelisation qui exploite les directives dont dispose la bibliotheque OpenMP 
suivant des approches de parallelisation. 
Comme vision generale, nos approches de parallelisation se basent sur la 
division de la matrice des resultats en sous matrices ayant une memes taille. Ces sous 
matrices vont constituer des blocs de calcul. Chaque rangee de blocs devra etre 
calculee par un processus (thread) donne. Ce processus reveillera le processus suivant 
pour commencer le calcul du bloc en dessous. La meme procedure sera suivie pour le 
reste des blocs jusqu'a la fin de chaque rangee de blocs de la matrice originale [63]. 
Figure 3.3 Division de la matrice des resultats en blocs de calcul avec reveil des 
processus. 
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La mise en oeuvre de cette approche necessite des modifications au niveau des 
boucles de parcours de la matrice des resultats. Pour ceci, deux boucles imbriquees 
sont utilisees. Elles parcourent 1'ensemble des blocs de la matrice, sous forme de 
plusieurs lignes dont chacune est une rangee de blocs de calcul (Figure 3.3). La 
distribution des iterations du code sur les processus se fait avec la maniere suivante : 
• Les iterations de la boucle globale sont reparties sur plusieurs 
processus 
• Chaque iteration de la boucle interne calcule le resultat du bloc 
elementaire tout en assurant une synchronisation entre les rangees 
successives de blocs. 
Nous avons effectue deux approches de parallelisation que nous allons 
presenter ci-dessous. 
3.3.1 Premiere approche 
Cette approche de parallelisation consiste a diviser le tableau (matrice de 
resultats) en sous tableaux, avec un nombre de bloc parametrable. L'affectation des 
processus est comme suit: 
• Un processus commence le ler bloc. 
• lorsque le processus 1 termine le ler bloc, il fournit les donnees 
necessaires pour le calcul du bloc suivant. II enclenche ainsi le 
processus 2 qui calcule le bloc 2. 
• Avant qu'un prochain processus effectue le calcul de son bloc, il doit 
s'assurer que le processus calculant le bloc precedent ait termine son 
traitement, avant de commencer son propre calcul. Pour ceci, un 
mecanisme de synchronisation entre processus a ete implemente 
comme le montre la Figure 3.4. 
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Figure 3.4 Reveil des processus et passage de donnees par synchronisation. 
Nous avons divise la matrice en blocs ayant une taille parametrable, ceci pour 
determiner la taille des blocs optimale pour 1'architecture d'execution cible. Une 
modification au code est apportee en ajoutant une matrice de synchronisation afin de 
controler le lancement des processus. Ces derniers doivent respecter la contrainte de 
dependance de donnees. Ainsi, nous avons implemente un mecanisme qui assure la 
synchronisation entre les blocs de traitement par la matrice « synchro[i][j] » (Figure 
3.5). Un tel mecanisme fait defaut a la librairie OpenMP (elle n'en dispose pas). 
Comme notre but est de chercher un impact positif sur le temps d'execution 
parallele, nous avons utilise un pragma statique (Figure 3.5). Ce pragma effectue un 
octroi des processus aux blocs de calcul d'une maniere statique des le debut de 
traitement. L'octroi dynamique des processus etait aussi implemente en mettant 
l'option du pragma a dynamique, comme l'illustre la Figure 3.6 ci-dessous. Ce 
changement d'option n'a pas apporte d'amelioration significative par rapport au 
temps d'execution sequentiel. Des resultats plus detailles sont presentes au 
paragraphe suivant. 
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1 printf (" max threads %d\n", omp_get_max_threads () ) ; 
| m=N/n; 
{ printf ("valeur de m%d\n",m) ; 
' #pragma omp parallel for schedule (Dynamic,m) 
for (i=0;i<W/n;i++) 
{ 
Figure 3.6 Parallelisation avec octroi dynamique de processus. 
3.3.2 Resultats et analyse de la premiere approche 
La Figure 3.7 montre l'acceleration du code parallele sur la plateforme 
Charybde [64] [64], par rapport au code sequentiel de 1'application. Nous avons 
effectue une variation de la taille des blocs (20, 250, 500, et 1000 resultats), ainsi que 
le nombre de processeurs effectuant le traitement. 
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Figure 3.7 Impact de la taille des blocs sur 1'acceleration avec un pragma 
statique. 
Figure 3.8 Impact de la taille des blocs sur 1'acceleration pour un pragma 
dynamique. 
Dans les deux cas, pragma statique et dynamique, les mesures de temps des 
executions paralleles presentent des regressions par rapport au temps sequentiel 
(Figure 3.7 et Figure 3.8). Cette degradation est due au fait que les synchronisations 
entre les blocs des rangees de la matrice initiale causent des blocages momentanes 
lors de l'execution. L'interpretation de ce blocage est que les processus assignes aux 
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differentes iterations de la boucle parallele resteront bloques jusqu'au moment ou un 
processus executera la premiere rangee. Si nous n'avions pas mis le parametre m 
(nombre de processus) egal au nombre des iterations de la boucle parallele (nombre 
de rangees de calcul), le resultat aurait ete pire. Ce parametre m est modifiable au 
niveau de 1'option du pragma parallele : schedule(dynamic(ou)static,m). 
Dans le cas ou le nombre de processus est inferieur au nombre de rangees de 
blocs (nombre d'iterations de la boucle parallele), il pourrait y avoir un blocage 
au moment de 1'execution. Ce blocage est cause par le premier octroi aleatoire des 
processus, car il y a une esperance qu'aucun processus ne sera assigne a la premiere 
rangee. Ceci a une influence directe sur les autres processus du fait qu'ils boucleront 
a l'infini. L'explication de ce blocage est que les autres processus attendent leur 
enclenchement a la fin du traitement du premier bloc, lui-meme n'etait pas assigne a 
un processus a cause du premier octroi aleatoire. 
Pour avoir des resultats significatifs, nous avons precede par 1'acquisition de 
la premiere reference temporelle a l'interieur de la boucle parallele avec une 
condition (si i=0: premiere rangee). Ceci evite un temps additionnel d'attente du 
lancement de l'execution de la premiere rangee. La deuxieme reference temporelle est 
positionnee a la sortie du dernier bloc de calcul. La difference de ces dernieres 
references donnera le temps de calcul parallele sans la prise en compte du temps de 
blocage. Nous 1'avons appele temps parallele modifie. Ce temps comportait une 
amelioration par rapport au temps d'execution sequentiel dans le cas d'un bloc ayant 
une taille de 1000 elements (matrice entiere), comme le montre la Figure 3.9. Dans le 
cas de partage en blocs de 20 elements, ce temps a subi une regression (Figure 3.10). 
L'analyse de la Figure 3.8 demontre que plus la taille de la matrice est grande, plus 
1'acceleration est bonne. La meme remarque peut etre faite dans le cas de mesure du 
temps parallele modifie (Figure 3.9 et Figure 3.10). En effet, avec une taille de bloc 
de 1000, qui constitue la matrice entiere, on obtient un meilleur resultat par rapport au 
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cas d'une taille de blocs de 20 elements. Ce constat peut etre attribue a l'effet cache et 
aux couts supplementaires de mise a jour du vecteur de synchronisation. 














Figure 3.10 Acceleration dans Charybde avec des blocs de 20 elements. 
Nous constatons done que la bibliotheque OpenMP est limitee pour offrir une 
synchronisation ad hoc, car nous avons cree notre propre mecanisme pour repondre a 
ce besoin. Le cout supplemental lie au vecteur de synchronisation generant 
l'amorcage des processus a affectee negativement le temps de traitement parallele en 
logiciel. 
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Les resultats obtenus ont conduit a tirer une conclusion par rapport a la 
parallelisation logicielle en memoire partagee. Elle se resume a un impact 
defavorisant le principe de partager le calcul en blocs. Ceci est du aux dependances 
mutuelles des donnees entre processus necessitant une synchronisation. Elle-meme 
necessite un temps additionnel de traitement et un espace supplemental sur la 
memoire partagee. 
L'amelioration du temps de calcul ne depasse pas 1.5%. Vu ces resultats 
insatisfaisants de cette premiere approche, nous proposons une deuxieme approche de 
parallelisation. Cette approche se base sur un changement de repere des boucles de 
parcours de la matrice. Ceci vise la reduction des dependances entre les processus, au 
lieu de diviser la matrice principale en blocs de traitement. Le changement de repere 
revient a faire une transformation code-code en integrant les directives de la 
bibliotheque OpenMP. Cette approche est presentee a la sous-section suivante. 
3.3.3 Deuxieme approche (transformation modulaire) 
Cette nouvelle approche de parallelisation OpenMP se base sur une 
transformation modulaire, ou un changement de repere des boucles de parcours de la 
matrice des resultats. Nous rappelons qu'une transformation modulaire permet de 
transformer un code source sequentiel en un autre code. Ce dernier code a comme 
principales caracteristiques l'optimisation de certains parametres, comme le 
parallelisme et la localite de donnees (minimiser les transferts de donnees). Cette 
transformation est modelisee par une matrice M entiere carree [34]. Le nouveau sens 
de parcours (rangees verticales du cote droit de la Figure 3.11) n'est pas sujet a une 
contrainte de dependance de donnees. Les nouvelles boucles d'iterations obtenues 
permettent alors d'effectuer un traitement parallele. 
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Transformation modulaire 
Figure 3.11 Transformation modulaire : changement de repere des boucles 
d'iterations. 
On prend l'exemple de code suivant: 
do i- 0 to 4 
doj=0to4 
SI: A[i, j]= lecture; 
S2:B[i,j]=A[i,j] + A[i-l,j-l]; 
fin do 
fin do 
Comme on peut le constater dans ce code, les dependances de SI vers S2 sont 
et 
W W 
La parallelisation de ce code n'est pas possible, car le calcul de B[i, j] 
necessite la disponibilite de la donnee A[i, j]. 
Pour pallier au probleme precedent on propose de changer l'ordre d'execution 
0 1̂  
vl 0y 
des iterations des boucles en appliquant une transformation unimodulaire T 
qui est calculee en fonction des dependances de donnees [34]. Cette transformation 
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est utile pour notre application, parallelisation du code de l'algorithme de Smith-
Waterman, vu la similitude de la nature des dependances de donnees. 
Apres 1'application de cette transformation nous obtenons un nouveau code 
avec le meme nombre de boucles (2 boucles), dont les bornes sont calculees de la 
maniere suivante: 
On applique la transformation T au vecteur 
'O 
\J ; 
compose des iterations des 
boucles initiales i etj, on aura un nouveau vecteur 
variables d'iteration des nouvelles boucles k et / : 
(k\ 
ayant comme composantes les 
v J 
On a: 




\k = i + j 
i) 
D'une maniere generate les bornes des boucles i,j sont donnees par 
\i debut <i <i fin 
(2) 
\j_debut < j< j_fin 
En combinant les deux systemes d'equations (1) et (2), on obtient le systeme 
suivant: 
|(i _ debut + j _ debut) < k <(i_ fin + j _ fin) 
[Max (k-i_ fin, i _ debut )<l< Min (k-i_ debut, i _ fin) 
Ou, Max(x, y) et Min(x, y) sont les fonctions qui selectionnent le maximum et 
le minimum entre les variables x et y, respectivement. 
La fonction qui calcule le resultat de Smith-Waterman aura deux nouvelles 
boucles (interne et externe). Le calcul effectue par chaque iteration de la boucle 
58 
interne peut etre execute independamment des calculs des autres iterations. Ceci 
signifie que les iterations de la boucle interne deviennent completement paralleles, ce 
qui nous permet d'utiliser une directive de parallelisation OpenMP (boucle for 
parallel). Dorenavant, les boucles du bloc de calcul prennent une nouvelle forme 
presentee dans la Figure 3.12, ci-dessous. 






igma omp parallel for schedule(static,m) 
=MAX2(idebut,i 1 -jfin);j 1 <=Minim2(ifin,i 1 -jdebut);j 1 ++) 
{i=ji; 
j=ii-ji; 
diag = h[i-l]U-l] + sim[a[i]][b[j]]; 
down = h[i-l][j] + DELTA; 
right = h[i][j-l] + DELTA; 
max=M AX3 (diag,do wn,right); 





Figure 3.12 Code de l'application avec des nouvelles boucle de parcours. 
3.3.4 Resultats de l'approche transformation modulaire et analyse 
Les mesures de temps d'execution sur la machine Charybde [64], sont 
effectuees en variant la taille de la matrice ainsi que la taille de la region parallele au 
niveau des iterations de la boucle parallele (Figure 3.13). 
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i 
Retreci de la region parallele 
N=[N1,N2] 
• ^ , , -=»• 
Figure 3.13 Redimensionnent de la zone parallele. 
Le Tableau 3.2 et le Tableau 3.3, ci-dessous, donnent des mesures pour des 
matrices de tallies (1000*1000) et (100*100) points. 
Tableau 3.2 Differents temps d'execution pour une taille de la matrice N=1000. 
changement de repere 
Sequentiel 
Tout Parallele 
N=[200,1800] : parallele 
N=[500,1500] : parallele 
N=[800,1200] : parallele 
Taille de la matrice: N= 1000/ Temps de calcul (ms) 




0 . 5 6 5 2 8 4 
Tableau 3.3 Differents temps d'execution pour une taille de la matrice N=100. 
changement de repere 
Sequentiel 
Tout Parallele 
N=[20,180] : parallele 
N=[50,150] : parallele 
N=[80,120] : parallele 
Taille de la matrice: N= 100/ Temps de calcul (ms) 
0 . 1 1 5 8 9 9 
0 . 1 4 6 2 2 1 
0 . 1 5 6 2 2 1 
0 . 1 5 9 7 7 5 0 
0 . 1 3 9 8 2 1 1 
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Les principales remarques sont les suivantes : 
• Le temps d'execution sans changement de repere (0.015 ms) est 
meilleur par rapport au temps d'execution du code sequentiel avec 
changement de repere dans les deux cas (taille : 1000 et 100). Ceci est 
explique par le fait que le changement de repere induit un doublement 
des tailles des boucles d'iterations (Figure 3.13), ce qui prolonge le 
temps d'execution. 
• Tous les codes paralleles (pour toutes les tailles de la region parallele) 
sont moins performants par rapport au code sequentiel avec 
changement de repere. Ceci est du aux temps additionnels necessaires 
pour la creation des processus pour chaque section d'elements a 
executer. 
• Nous avons eu un temps d'execution moins long (il s'approche du 
temps sequentiel) quand nous retrecissons de plus en plus la region 
parallele. C'est la region qui presente un maximum de parallelisme 
(Figure 3.14, Figure 3.15). 
Figure 3.14 Regression de performance par rapport au code sequentiel (matrice 
1000*1000). 
Figure 3.15 Regression de performance par rapport au code sequentiel (matrice 
100*100). 
Le changement de repere a produit des boucles internes paralleles, dont les 
performances en terme de temps d'execution etaient reduites devant le code 
sequentiel. Ceci est cause par les temps de creation multiple des processus pour 
l'execution des differentes sections paralleles (Figure 3.14, Figure 3.15). D'apres ces 
derniers resultats, nous pouvons conclure que le gain de performance est au niveau de 
la boucle externe, c.-a-d., au niveau de la grande granularite. 
Ces performances auraient ete meilleures si la boucle parallele etait la boucle 
externe, mais les dependances de donnees, dans le contexte de notre application, 
imposent une parallelisation interne des iterations. Devant ces resultats il reste a 
remarquer que la parallelisation en bloc (premiere approche) reste relativement 
meilleure que celle de changement de repere en utilisant la bibliotheque OpenMP. 
Dans la section suivante nous allons proceder a une parallelisation qui utilise 
la bibliotheque MPI uniquement, au lieu d'une parallelisation hybride OpenMPIMPI. 
Ceci est justifie par la qualite des resultats de la parallelisation OpenMP qui a cause 
une regression au temps d'execution parallele. 
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3.4 Parallelisation MPI (memoire distribute) 
La bibliotheque MPI (message passing interface) est un standard de 
specifications de passage de messages [67]. Elle permet a plusieurs processeurs 
(grappe de processeurs) de travailler en parallele en memoire distribute. 
Nous adoptons une methode de parallelisation qui ressemble a celle de Yao 
Zheng et al. [56], bien que les auteurs effectuent leur traitement sur un reseau 
d'ordinateurs publiques (relies par Internet). Cette methode consiste a envoyer la 
ligne, la colonne et le premier element diagonal, precedant le bloc a calculer. 
3.4.1 Approche de parallelisation MPI 
Pour cette parallelisation MPI, nous allons garder le concept de bloc de la 
premiere approche. Ainsi, la matrice de resultats est subdivisee en sous blocs logiques 
interdependants (dependances de donnees elementaires). Le programme s'articule 
autour de deux types de processeurs : le processeur maitre et les autres processeurs 
esclaves. 
Le processeur maitre 
Le processeur maitre, ou dispatcher, gere la matrice globale et envoie les 
blocs de donnees a calculer aux differents processeurs en fonction de leur 
disponibilite (Figure 3.16). II possede en plus de la matrice globale, deux listes. La 
premiere liste permet de representer les blocs calculables, elle est mise a jour au fur et 
a mesure que les blocs peuvent etre calcules. La deuxieme liste represente les 
processeurs en attente de calcul. 
Voici les etapes de l'algorithme du processeur maitre: 
> Envoyer les donnees du premier bloc au ler processeur libre. 
• Tant que le dernier bloc n'a pas ete calcule : 
• Reception du bloc calcule. 
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• Rajout du numero du processeur correspondant au bloc recu a la liste 
des processeurs en attente. 
• Miseajour des blocs calculables. 
• Ajout a la liste des blocs calculables, les blocs qui peuvent etre 
calcules. 
• Tant qu'il y a des processeurs libres et des blocs calculables : 
• Envoi du premier bloc de la liste des blocs calculables au 
premier processeur en attente, et ainsi de suite. 
Les autres processeurs 
Les processeurs esclaves re?oivent l'ordre et les donnees necessaires pour le 
traitement desire. lis suivent les etapes de l'algorithme suivant: 
• Recevoir les donnees du bloc a calculer. 
• Calculer le bloc. 
• Envoyer le bloc calcule au processeur maitre. 
La Figure 3.16, ci-dessous, illustre la procedure d'echange de donnees entre le 
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Figure 3.16 Procedure d'envoi - reception des blocs par MPI. 
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3.4.2 Resultats et analyse de la parallelisation MPI 
Les tests ont ete realises sur la machine Charybde MPICH-
1.2.6_Myrinet_GNU [64]. Pour chaque noeud, 4 processeurs ont ete reserves. Chacun 
des temps presented dans le Tableau 3.4, est la moyenne des temps de deux 
executions consecutives. Le temps d'execution de code sequentiel est: 0.076702 ms. 
Nous remarquons que l'application perd de la performance lorsqu'elle est 
parallelisee avec MPI. Cela s'explique par le fait que le temps de calcul est inferieur 
au temps de communication. En effet, le temps de calcul par processeur atteint un 
maximum de 15% du temps total d'execution lorsqu'on augmente la taille des blocs 
jusqu'a 1000. La Figure 3.17 illustre cet etat de fait. 
Tableau 3.4 Temps de calcul total en ms, matrice 1000*1000. 
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Figure 3.17 Diagramme de temps d'execution par rapport aux communications. 
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D'une facon generate, on remarque que les meilleurs resultats en parallele 
sont obtenus lorsqu'on execute l'application avec le moins de nceuds possibles [68]. 
On observe la meme allure pour les blocs ayant la plus petite taille (Figure.3.18). Ceci 
s'explique par le fait que sur le meme noeud, le temps de communication (qui est le 
facteur le plus penalisant) est minimise quand les processeurs esclaves appartiennent 
tous au meme noeud que celui du processeur maitre. En outre, plus la taille des blocs 
est petite plus le nombre de regions paralleles maximales est grand. 
Figure.3.18 Presentation du temps d'execution avec nombre de nceuds variable. 
3.5 Apport de la parallelisation logicielle 
Dans les deux dernieres sections, nous avons effectue une etude de 
parallelisation du code de l'application de Smith-Waterman avec les bibliotheques 
OpenMP et MPI. Nous constatons que cette application connait une regression de 
performances en execution parallele par rapport a l'execution sequentielle. Ceci est 
principalement du aux raisons suivantes. 
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Dans le cas de la parallelisation OpenMP, la creation des processus censes 
effectuer le travail partage prend beaucoup de temps, specialement lorsqu'on a besoin 
de les creer au niveau de la boucle parallele interne. 
Dans le cas de la parallelisation MPI, le temps de communication du au 
transfert de donnees entre les differents processeurs est largement superieur au temps 
de calcul. Par consequent, une parallelisation hybride OpenMPIMPI penalisera encore 
plus les performances de notre application. 
Un autre type de parallelisation s'impose alors, c'est la parallelisation 
materielle que nous presentons dans la section suivante. 
3.6 Parallelisation materielle 
Dans cette etude de conception et de realisation, nous allons effectuer une 
parallelisation materielle qui vise 1'amelioration de la vitesse de traitement. Cette 
vitesse est etroitement liee a la complexite materielle, car les delais de propagation 
des signaux en dependent directement. Le but est de reduire la periode de traitement, 
tout en ayant une granularite plus fine qui produit plus d'elements de traitement. 
3.6.1 Conception d'un PE Simple 
Notre objectif est de raffiner la conception de l'unite elementaire (PE) 
responsable du calcul du resultat de la programmation dynamique. Pour l'achever, 
nous avons utilise une methode de simplification qui se base sur la propagation de la 
differentiation entre les valeurs des variables traitees. Cette methode permet de passer 
l'information du PE predecesseur vers son successeur qui calcule les prochains 
resultats au long du tableau systolique (le tableau de comparaison). Cette succession 
est imposee par la contrainte de dependance de donnees entre les elements de la 
matrice des resultats. Nous presentons cette contrainte dans la sous-section suivante. 
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3.6.2 Dependance de donnees 
Pour calculer un des resultats d de la matrice de programmation dynamique, la 
dependance de donnees impose la disponibilite des valeurs des voisins a, b, et c en 
prealable, a chaque niveau des diagonales inverses de la matrice. Ces nouveaux 
resultats constitueront les valeurs bl et cl du prochain niveau, ainsi que la valeur dl 
du niveau d'apres. Le graphe de dependances de donnees est illustre par la Figure 
3.19. 
Cette sorte de dependance de donnees laisse entrevoir la possibility de calculer 
tous les elements situes sur les diagonales inverses de la matrice des resultats en 
meme temps. Ceci permet done une parallelisation du calcul sur les diagonales 
inverses de la matrice, a chaque cycle de traitement (Figure 3.20). 

































Figure 3.20 Regions du calcul parallele dans la matrice des resultats. 
Cette dependance de donnees implique une connexion des elements de 
traitement: predecesseur vers successeur. Dans notre cas, on fait le lien des deux 
parametres d_out et b_out a passer, successivement, au d_in et b_in du prochain 
element pour le prochain cycle de traitement (Figure 3.21). 
En implementation materielle, chaque resultat peut etre calcule avec un 
element de traitement. La succession des elements de traitement en cascade 
permet de calculer les resultats de chaque diagonale inverse - en meme temps - a 
chaque cycle d'horloge. Cette chaine de PEs constitue le tableau systolique de 
traitement parallele (Figure 3.21). L'interconnexion entre les elements de 
traitement qui forment le tableau systolique est expliquee dans la sous-section 
(3.6.13). 
Figure 3.21 Connexion des elements de traitement du tableau systolique. 
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3.6.3 Considerations logiques pour une implementation materielle sur FPGA 
Le plus important critere pour 1'amelioration de la vitesse de traitement se 
resume a augmenter la frequence de travail du PE, qui est le cceur du tableau 
systolique. La reduction de la complexite materielle diminuerait les delais de 
propagation des signaux. Ceci reduira la periode de traitement, tout en permettant une 
granularite plus fine qui produit plus d'unites de traitement. Ce dernier parametre 
represente directement le nombre de caracteres, ou la longueur des deux sequences 
comparees, ce qui elargit le champ d'utilisation du systeme realise. 
Le comparateur de base calcule la valeur d en fonction de celle de ses voisins 
a, b et c, donnees par le systeme d'equations (5) de la section (1.5), que nous 
rappelons ci-dessous. 
\a if(b = a-l) AND (c = a-l) OR (m,=rij) 
\_a + 2 if(b = a+l) AND (c = a+l) AND (rn^n^) 
Lipton et Lopresti avaient bien remarque que la determination de la valeur de 
d est possible en utilisant, uniquement, le bit du poids faible des variables a, b, c, et le 
resultat de comparaison des deux caracteres m, et n, [22]. Ceci permet de transmettre 
les differentiations de ces variables au long des elements de traitement du tableau 
systolique. Le signal binaire de sortie (data_out) du dernier element represente une 
consigne a un compteur initialise par la longueur de la sequence objectif. Cette 
consigne incremente ou decremente le compteur selon la valeur du data_out, ceci est 
illustre par la Figure 3.21. 
3.6.4 Simplifications logiques 
Pour simplifier notre comparateur de base, nous avons donne la valeur zero a 
la variable a, le calcul de b_out est egal a 1 si d et c sont egaux, d_out est egal a 1 si d 
et b sont aussi egaux, sinon b_out et d_out prennent la valeur zero. Ces deux 
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conditions permettent de transmettre les differentiations entre les valeurs des 
variables b, c et d des elements de traitements successifs. Ceci est formule par le 
systeme d'equations (7), donne ci-dessous : 
Compar = Eq AND (c _in AND b _in) 
\b _ out = Compar XNOR c _ in (7) 
d _ out = Compar XNOR b _ in 
ou Eq est le resultat de comparaison de deux nucleotides n, et m,, determinant 
la valeur de sortie (Compar) du multiplexeur Mux_l. Cette valeur determine celles 
des c_out et b_out en fonction de c_in et b_in. La Figure 3.22 implemente le systeme 
d'equations (7) avec des portes logiques. 
Figure 3.22 Unite de comparaison elementaire. 
3.6.5 Simplification de la conception du PE a l'aide des tables de verite 
(equations logiques) 
En observant la Figure 3.22, on constate que le comparateur est compose de 
trois niveaux logiques. Dans le but d'avoir un comparateur plus simple, nous avons 
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realise et simule le comparateur precedent (Figure 3.22). En fonction des resultats de 
simulation, les nouvelles equations logiques sont etablies a l'aide des tables de verite 
des sorties c_out et b_out en fonction des entrees c_in et b_in. Le nouveau systeme 
d'equations resultant de la derniere procedure est le suivant: 
b out = Eg • c in + b in 
— " -Z— (8) 
d _ out = Eq-b _in + c _in 
Par rapport au precedent, le nouveau comparateur (Figure 3.23) est compose 
de deux niveaux logiques uniquement. Par consequent, le rapport de synthese montre 
une reduction des delais de propagation des signaux de 30%. 
d out > 
b_out > 
Figure 3.23 Unite de comparaison a l'aide de la table de verite. 
3.6.6 Composition d'un element de traitement 
Un element de traitement est realise a l'aide d'un seul comparateur de base 
(Figure 3.23). II est compose aussi d'une table de registres (flip flops) qui memorisent 
72 
les valeurs des variables et les signaux de commande pour le prochain cycle de 
traitement. Dans cette conception, chaque element de traitement calcule les elements 
d'une colonne de la matrice des resultats (voir la section 3.6.7). En effet, le b_out est 
recupere par l'entree b_in du meme PE, et sauvegard6 dans un registre. Le b_in est 
utilise au prochain cycle de traitement, car le prochain resultat se retrouve dans la 
meme colonne de la matrice, juste en dessous du precedent. Le d_out est passe au 
data_in du prochain comparateur sur la meme ligne de la matrice des resultats. II est 
memorise pour le prochain cycle d'horloge. Cet element de traitement (PE_lxl) 
permet de comparer un seul caractere de la sequence M, avec un seul caractere de la 
sequence N„ le cout materiel de ce PE est de 3 slices et 7 bascules (flip flops). La 
Figure 3.24 donne la structure interne du PE_1 xl. 
Figure 3.24 Structure interne de l'element PE_lxl. 
3.6.7 Traitement d'une colonne par PE, une nouvelle complexity 
Comme nous l'avons montre a la section (3.6.2), la dependance de donnees 
impose un certain ordre de traitement des elements de la matrice des resultats. La 
Figure 3.20 montre que les elements situes sur les diagonales inverses de la matrice 
73 
des resultats peuvent etre calcules en meme temps. Ceci peut se faire en affectant un 
PE pour chaque colonne de la matrice. A la premiere periode, le resultat dij sera 
calcule. A la deuxieme periode, les deux resultats dij, dij seront calcules, et ainsi de 
suite. Les nucleotides des deux sequences objectif (5(J) et cible (Tij) sont passes au 
PEs, a chaque periode de traitement. Arrive a la neme periodes, les resultats calcules 
sont ceux situes entre la premiere case et la nime diagonale inverse (entre di,n et dnj) 
de la matrice des resultats (Figure 3.20). Le calcul des resultats restants, situes entre 
la diagonale principale inverse et la derniere case, necessite encore n periodes de 
traitement. On suppose, dans ce cas, que les deux sequences ont des longueurs egales 
(m=n). Done, le nombre d'operations necessaires pour calculer tous les resultats est 
2*n (m+n dans le cas general, S et T ayant des longueurs differentes). Ce nombre 
d'operations (2*n) induit une nouvelle complexite O(n), au lieu de 0(n2) dans le cas 
d'un algorithme de programmation dynamique execute en logiciel (voir la section 
1.5). 
Un autre detail concernant le calcul des resultats est que la premiere ligne et la 
premiere colonne de la matrice des resultats de la Figure 3.25, ci-dessous, contiennent 
des zeros. Ceci est du a nos considerations de simplifications logiques. En effet, les 
premieres valeurs de b_in et c_in commencent par prendre la valeur zero. La valeur 
de a est prise comme reference, elle est toujours nulle (par implementation interne du 
PE, voir la sous-section 3.6.4). La propagation des differentiations des valeurs des 
variables se propage a travers les PEs du tableau systolique (TS). Les valeurs 
successives du dernier d_out (suite de 1 et 0) constitueront une consigne pour 
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Figure 3.25 Calcul des elements colonnes de la matrice des resultats par les PEs 
duTS. 
3.6.8 Interconnexion des unites de traitement: realisation du tableau 
systolique 
La structure uniforme du PE_lxl facilite 1'interconnexion de ces elements de 
traitement en cascade. Ceci en reliant les ports : data_in/d_out, S_in/S_out et 
T_in/T_out de chaque element de traitement avec son successeur. II reste a alimenter 
toutes les cellules par les signaux de controle et le signal d'horloge pour realiser le 
tableau systolique, situe en haut de la matrice des resultats de la Figure 3.25. 
3.6.9 Etapes de simulation 
Pour effectuer la comparaison par ce dernier tableau de traitement, les quatre 
nucleotides sont codes en 2 bits. Les codes pour A, C, G, T sont, respectivement, 00, 
01, 10, et 11. L'operation de comparaison realisee par notre tableau systolique 
necessite les procedures suivantes : 
1. Effectuer un codage binaire des sequences Ttf+i et S;,,+/, ex.: 
ACGT=(00011011)2. 
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2. Faire passer les caracteres (codes) de S ,-,,•+; dans l'ordre inverse des nucleotides 
dans la sequence, a partir de la reference temporelle de simulation. 
3. Faire passer les valeurs de Ttj+j dans l'ordre direct par rapport a leurs 
positions dans la sequence cible. 
4. Observer le resultat attendu au niveau de la sortie data_out durant 8 cycles, a 
partir du debut du signal start_out. Ceci, car les deux sequences prises comme 
exemple de comparaison ont une longueur de 8 nucleotides. 
Le Tableau 3.5 donne le codage des deux sequences S et T a comparer. Pour 
verifier la validite des resultats obtenus par la simulation, nous donnons les valeurs 
des resultats calculees a partir du systeme d'equations (5) de la section (1.5). Ces 
valeurs sont presentees dans la matrice Excel du Tableau 3.6. La Figure 3.26 illustre 
le resultat de simulation d'ISE de Xilinx [70], ou le port data_out contient les valeurs 
attendues, situes dans la derniere colonne de la matrice des resultats (Tableau 3.6). II 
y a done une conformite entre les resultats attendus (calcules) et ceux produits par la 
simulation de notre tableau systolique. 
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Figure 3.26 Resultats de simulation avec ISE8.2i d'un tableau systolique (16 
nucleotides). 
Pour cet exemple, le compteur est initialise avec la longueur des sequences (8 
nucleotides). Le data_out produit 5 fois la valeur '0' et 3 fois la valeur ' 1 ' . Le 
compteur recoit des consignes de 3 incrementations et 5 decrementations. La derniere 
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valeur du compteur (6) est la valeur de la distance d'edition renvoyee par le tableau 
systolique et precalculee par la matrice des resultats (Figure 3.5). Ceci confirme 
1'exactitude des resultats du traitement effectue par notre systeme de comparaison. 
3.6.10 Variation du niveau de granularite 
En parallelisation logicielle, la granularite est definie comme etant le volume 
de traitement effectue entre deux communications (ou synchronisations). C'est une 
mesure qualitative du ratio entre le volume de calcul et le volume des 
communications [69]. Les durees de calcul sont relativement courtes par rapport aux 
durees des communications dans le cas d'une granularite faible. Cette granularite 
facilite la repartition de charge mais entraine un surcout important de communication. 
Inversement, dans le cas d'une granularite forte, il y a relativement peu de 
communications par rapport aux periodes de calcul. Cela donne l'opportunite 
d'augmenter les performances, mais la repartition de la charge est beaucoup moins 
evidente a mettre en place [69]. 
En parallelisation materielle, ce que nous entendons par niveau de granularite, 
c'est la taille des blocs de resultats qu'un element de traitement peut traiter en une 
seule periode. A chaque periode, un element de traitement simple (PE_lxl) calcule 
un seul resultat; un element de traitement double (PE_2x2) calcule un bloc de 4 
resultats; un element de traitement quadruple (PE_4x4) calcule un bloc de 16 
resultats (Figure 3.27). La communication entre les elements de traitement du raeme 
tableau systolique est immediate. Mais la communication des resultats de 
comparaison d'un comparateur a l'autre, a l'interieur d'un element de traitement 
PE_2x2 ou PE_4x4, est representee sous forme de temps de propagation de signaux. 
Ceci va de 1'entree jusqu'a la sortie de chaque element, ce qui rallonge la duree de la 
periode de traitement dependamment du nombre de comparateurs constituant ce PE. 
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Figure 3.27 Traitement par bloc de 4x4 elements avec des PE_4x4. 
En effet, pour le PE_4x4, les seize resultats di, 4*k, d4*ktj (avec k compris entre 
1 et n/4, ou n est le nombre de nucleotides des deux sequences) sont calcules durant 
une seule periode de traitement. Cette periode sera relativement longue du fait que les 
signaux doivent passer par 4 comparateurs-lignes et 4 comparateurs-colonnes 
composant cet element de traitement. 
Une illustration similaire que celle du cas du PE_4*4 peut etre donnee lors de 
l'utilisation d'un tableau systolique compose par des PE_2x2. Dans ce cas, les blocs 
de traitement auront une taille de 4 resultats (2 elements lignes, 2 elements colonnes). 
II est remarquable que les periodes de travail des PE_2x2 et PE_4x4 seront 
relativement longues par rapport au PE_lxl, mais leurs performances seront 
considerees par les frequences combinees de traitement [4]. Cette frequence tient en 
compte le nombre de cellules de programmation dynamique traitees par periode, elle 
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sera le double de la frequence de travail dans le cas du PE_2x2 et le quadruple dans 
lecasduP£_4x4. 
Nous allons presenter la procedure de conception et de realisation de deux 
tableaux systoliques consumes, successivement, par des elements de traitement 
doubles, et quadruples. La discussion de leurs performances par rapport au cout 
materiel sera mise en evidence dans le prochain chapitre (Chapitre 4). 
3.6.11 Conception et realisation d'une unite de traitement double : PE_2x2 
Dans le but de promouvoir la vitesse de traitement, nous avons concu un 
element de comparaison double PE_2x 2. II permet de comparer deux caracteres de 
chaque sequence a la fois, ceci en utilisant quatre comparateurs de base pour effectuer 
le calcul de 4 resultats (2 lignes, 2 colonnes) en une seule periode. 
Pour simplifier la description de la structure interne du PE_2x2, nous allons 
nous positionner au premier bloc de traitement (i=l,2 et j=l,2), ou les deux 
nucleotides compares sont (Si, S2) avec (Ti, T2). Nous nommons les comparateurs de 
programmation dynamique par DPJdj, ils calculent les resultats dij. A l'interieur 
d'un PE_2x2, les comparateurs DP_CU, DP_C12, DP_C2,i, DP_C2,2 comparent, 
successivement, les couples de nucleotides (Si, Ti), (S2, Ti), (Si, T2), (S2, T2). Ces 
memes couples de nucleotides sont enregistres et seront passes au prochain PE_2x2 a 
la periode suivante. De la meme maniere, et a chaque periode, les paires de 
nucleotides des deux sequences deja traites, seront passees au prochain PE_2x2; les 
deux nouvelles paires de nucleotides sont chargees au niveau du premier PE_2x2 a 
l'arrivee du signal Shift. Cette procedure permet de faire passer les deux sequences a 
travers les elements du tableau systolique au fur et a mesure que 1'operation de 
traitement s'effectue. Cette procedure doit respecter les dependances de donnees des 
resultats precedents. 
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Pour les connexions externes, les deux bits du d_out(l:0) sont passes aux 
deux bits du data_in(l:0) du prochain element PE_2x2. Les bits de controle sont 
alimentes par les signaux enable, start_in, elk, et shift a chaque periode. Dans la 
structure interne de cet element de traitement, le d_out du premier comparateur de 
chaque ligne est passe au c_in de son successeur de la meme ligne. Le b_out est passe 
au b_in du comparateur en dessous, sur la meme colonne. Les deux bits b_out(l:0) 
des deux derniers comparateurs sont memorises puis retournes aux deux premiers bits 
b_in(l:0) de ce meme PE_2x2, au moment du prochain front montant de l'horloge. 
La Figure 3.28, ci-dessous, montre la structure interne du PE_2x2. 
Figure 3.28 Structure interne de l'element de traitement PE_2x2. 
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3.6.12 Conception et realisation d'une unite de traitement quadruple PE_4x4 
La conception de cette unite de traitement, vise le regroupement des donnees 
alimentant le tableau systolique de comparaison de sequences, ainsi que les resultats 
de traitement renvoyes. Quatre nucleotides de la sequence objectif sont compares 
avec quatre autres nucleotides de la sequence cible situee dans la base de donnees, a 
chaque periode de traitement. Dans ce cas, le code des quatre nucleotides est un mot 
binaire de huit bits (un octet), ce qui pourrait generer une bonne coherence au niveau 
entree/sortie des donnees. 
Cette unite de traitement elementaire quadruple (PE_4x4) est similaire au 
PE_2x2, mais en plus grande granularite. Le PE_4x4 est compose de 16 
comparateurs de base qui effectuent les (4x4) comparaisons de quatre nucleotides 
dans chacune des deux sequences comparees. 
De la meme facon que nous avons presente la description du PE_2x2, nous 
allons nous positionner aussi au premier bloc de traitement du PE_4x4 (i=l, 2, 3, 4 
etj=l, 2, 3, 4). Les quatre nucleotides compares des sequences S et T, sont (Si, S2, S3, 
S4) avec (7/, T2, T3, T4). Nous nommons les comparateurs de programmation 
dynamique par DP_Qj qui calculent des resultats dy. A l'interieur d'un PE_4x4, les 
comparateurs DP_Qj comparent, successivement, les couples de nucleotides (5,-, 7}), 
avec i et j prennent des valeurs allant de 1 a 4. Les quadruples de nucleotides sont 
enregistres et seront passes au prochain PE_4x4 a la periode suivante. A chaque 
periode, de nouveaux quadruples de nucleotides des deux sequences sont charges au 
niveau du premier PE_4x4, a l'arrivee du signal Shift. Ceci permet le chargement des 
nucleotides et de les comparer dans la meme periode, avec le respect des dependances 
de donnees des resultats precedents. 
Pour les connexions externes, les quatre bits du d_out(3:0) sont passes aux 
quatre bits du data_in(3:0) du prochain element PE_4x4. Les bits de controle sont 
alimentes par les signaux enable, start_in, elk, et shift a chaque periode. A l'interieur 
de cet element de traitement, le d_out du premier comparateur de chaque ligne est 
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passe au c_in de son successeur de la meme ligne, et ainsi de suite jusqu'au cjn du 
quatrieme comparateur. Au niveau de chaque colonne, le b_out est passe au b_in du 
comparateur en dessous. Les quatre bits b_out(3:0) des comparateurs de la derniere 
ligne sont memorises puis retournes aux quatre bits b_in(3:0) des comparateurs de la 
premiere ligne de ce meme PE_4X4, au moment du prochain front montant de 
l'horloge. Cette structure interne est illustree par la Figure 3.29. 
3 3 * 
Figure 3.29 Structure interne de l'element de traitement PE_4y-4. 
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3.6.13 Principes d'interconnexion des unites de traitement: realisation des 
tableaux systoliques 
Dans cette conception, nous avons adopte une structure externe similaire pour 
les unites de traitements, meme en variant leurs niveaux de granularite. La seule 
difference est la taille des ports d'entrees/sorties, et celle des bus de communications. 
Les ports data_in/d_out(l:0) ont une taille de 2 bits dans le cas du PE_2x2 (Figure 
3.30). Cette taille est de 4 bits, pour les ports data_in/d_out(3:0), dans le cas du 
PE_4x4 (Figure 3.31). Pour la taille des ports des codes des sequences, elle est de 4 
bits: S_in/S_out(3:0) et T_in/T_out(3:0) dans le cas du PE_2x2. Dans le cas du 
PE_4x4, la taille des ports des codes des sequences est de 8 bits S_in/S_out(7:0) et 
T_in/T_out(7:0). Les interconnexions internes ne sont plus visibles, il reste juste les 
ports : data_in/d_out, S_in/S_out et T_in/T_out, ainsi que les signaux de controle et le 
signal d'horloge a connecter pour realiser le tableau systolique. La Figure 3.30 
illustre la connexion de n elements de traitement PE_2x2, cette interconnexion 
permet de realiser un tableau systolique pouvant traiter deux sequences ayant des 
longueurs de 2*n nucleotides. 
Figure 3.30 Tableau systolique realise par n PE_2x2. 
La Figure 3.31 montre un tableau systolique de n elements de traitement de 
type PE_4x4, pouvant effectuer la comparaison de deux sequences d'une longueur 
de 4*n caracteres chacune. 
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Figure 3.31 Connexion de n PE_4x4 pour realiser un tableau systolique. 
3.6.14 Procedure et resultats de simulation du tableau systolique PE_2x2 
La procedure de comparaison realisee par un tableau systolique compose par 
des elements de traitement PE_2x2, necessite le codage des quatre nucleotides en 2 
bits, ceci en regroupant les sequences en couples de nucleotides. Pour un exemple de 
comparaison de 16 nucleotides, les codes pour A, C, G, T sont successivement 00, 01, 
10, et 11. Les procedures de comparaison sont les suivantes : 
1. Effectuer un codage inverse de TUi+1 et 5,-,,+/, c.-a-d. le code du 
caractere le plus a droite, prend les deux bits du poids fort (16 et 15) 
du mot de code [biti6biti5... biti], ex.: ACGT=(11100100)2=(228)i0. 
2. Faire passer les caracteres (codes) de S^+i dans l'ordre inverse des 
nucleotides dans la sequence, avec un nombre de fois egal au nombre 
des elements de traitement (ex. 8 fois = 8 PE_2x2: pour 16 
nucleotides). 
3. Faire passer les valeurs de Tit,-+; dans l'ordre direct par rapport a leurs 
positions dans la sequence cible. 
4. Observer le resultat attendu au niveau de la sortie d2_out (1 :0) durant 
8 cycles, a partir de la reference : debut du signal init_out (Figure 
3.33). 
Le Tableau 3.8 donne le codage de deux sequences S,, y et Ttj, prises comme 
exemple de comparaison. La Figure 3.33 illustre le resultat de simulation d'ISE de 
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Xilinx, ou le port d_out(2 :0) contient les valeurs attendues, situees dans la derniere 
colonne du Tableau 3.8. Ces resultats figurent sur la derniere colonne de la matrice 
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Figure 3.32 Simulation de comparaison (16*16 nucleotides) par TS PE_2x2. 






























3.6.15 Procedure et resultats de simulation du PE_4x4 
Pour effectuer la comparaison par ce dernier tableau de traitement, les quatre 
nucleotides sont codes en 2 bits comme dans le cas des autres tableaux systoliques 
(simple, double). Les codes pour A, C, G, T sont successivement 00, 01, 10, et 11. La 
comparaison des deux sequences ayant une longueur de 16 nucleotides, realisee par le 
tableau systolique compose par quatre PE_4x4, necessite un regroupement de 
sequences en groupes de 4 nucleotides. Les autres procedures de simulation sont 
comme suit: 
1. Effectuer un codage inverse de Tiii+1 et S,-,-+/, c.-a-d. le code du 
caractere le plus a droite, prend les deux bits (16 et 15) du poids fort 
du mot de code [biti6bit15... biti], ex.: ACGT=(11100100)2=(228)i0. 
2. Faire passer les caracteres (codes) de Su+i dans l'ordre inverse des 
nucleotides dans la sequence, avec un nombre de fois egal au nombre 
des elements de traitement (ex. 4 fois = 4 PE_4x4: pour 16 
nucleotides). 
3. Faire passer les valeurs de Tit i+i dans l'ordre direct par rapport a leurs 
positions dans la sequence cible. 
4. Observer le resultat attendu au niveau de la sortie d4_out (3 :0) durant 
4 cycles, a partir de la reference : debut du signal init_out (Figure 
3.33). 
Le Tableau 3.8 donne le codage de deux sequences Sij et Tij, prises comme 
exemple de comparaison. La Figure 3.33 illustre le resultat de simulation d'ISE de 
Xilinx, ou le port d_out(3 :0) contient les valeurs attendues, situees dans la derniere 
colonne du Tableau 3.8. Ces resultats sont recuperes de la derniere colonne de la 
matrice des resultats etablis par le systeme d'equations (5) de la section (1.5.3). 
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Figure 3.33 Resultats de la simulation (ISE8.2i) d'un tableau systolique (16 
nucleotides). 
3.6.16 Validite des resultats 
Nous constatons que les trois tableaux systoliques renvoient des resultats 
corrects comparativement aux resultats attendus, et precalcules par le systeme 
d'equations (5). Nous avons teste notre systeme avec plusieurs exemples, avec des 
sequences cible et objectif composees par des types de nucleotides varies, tous 
differents, tous similaires et avec variation du nombre de nucleotides. Les resultats 
de tous ces tests ont montres une conformite entre les valeurs des resultats attendus et 
celles renvoyes par notre systeme de traitement. 
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Ces resultats confirment la validite du traitement realise par les trois types de 
tableaux systoliques tout en variant leurs niveaux de granularite. Cette variete 
permettra d'etudier la possibilite d'augmenter les performances de traitement en 
fonction du cout materiel. Le prochain chapitre exposera les resultas obtenus ainsi 
que leur analyse pour ces trois systemes. 
Conclusion 
Dans ce troisieme chapitre, nous avons propose deux approches de 
parallelisation OpenMP et une parallelisation MPI. Les resultats d'implementation de 
ces approches ont montre des regressions des performances des codes paralleles. 
Nous avons consacre nos efforts par la suite a 1'etude d'une parallelisation materielle. 
Cette parallelisation a necessite une simplification et une conception d'elements de 
traitements formant des tableaux systoliques ayant des niveaux de granularite varies. 
Ces tableaux systoliques permettent de reduire la complexite de 1'algorithme de 
programmation dynamique, et produisent une tres grande acceleration. 
Nous presentons dans le dernier chapitre une mesure ainsi qu'une 
comparaison de performances de notre tableau systolique simple par rapport aux 
systemes existants. Nous comparons aussi les performances de nos trois systemes de 
comparaison a trois niveaux de granularite variables, en prenant en compte leurs 
couts materiel s. 
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CHAPITRE 4 PERFORMANCES ET ANALYSE 
DES RESULTATS 
Ce quatrieme chapitre presente les apports de performances obtenus par nos 
systemes de comparaison implementes a l'issu de notre etude de parallelisation 
materielle. Nous presentons d'abord les gains de performances du tableau systolique a 
element de traitement simple. Par la suite, nous effectuons une etude comparative 
entre differents tableaux systoliques, elle prend en compte la variation du niveau de 
granularite, le cout materiel, et 1'acceleration. Enfin, nous presentons notre vision de 
reconfigurabilite du systeme de traitement qui prend en compte la variation de la 
granularite. 
4.1 Performance du PE_lxl par rapport aux systemes existants 
Dans ce travail de conception et de realisation, nous avons vise l'obtention 
d'une amelioration de 1'acceleration du traitement et une reduction du cout materiel. 
Nos considerations logiques (paragraphe 3.6) ont conduit a la simplification de notre 
comparateur de base. Par consequent, le cout materiel et la vitesse de traitement ont 
ete positivement affectes. Notre PE_lxl occupe 3 slices et 7 bascules (flip flops) 
alors que, par exemple, la cellule de traitement de Yu et al. [5] occupe 4 slices et 8 
bascules. Ces couts materiels relativement reduits permettent de comparer des 
sequences d'une importante longueur. Elle est egale au nombre d'elements de 
traitement du tableau systolique. Les taux d'occupation materielle etaient de 98% 
pour les deux families FPGA sujettes a notre implementation. 
Les performances des systemes de comparaison de sequences sont souvent 
mesurees par le nombre de millions de mise a jour de cellules de programmation 
dynamique Stj par seconde (MCUPS) [60]. Un autre parametre de mesure de 
90 
performance est le calcul du nombre de millier de distances d'editions globales par 
seconde (KDPS) [44]. Les resultats donnes dans le Tableau 4.1 represented les 
performances cretes (peak) des systemes, ou tous les elements du tableau systolique 
sont actifs. Ceci est au niveau du calcul de la diagonale de la matrice des resultats S. 
Autrement, il y a un nombre d'elements de traitement inactifs durant le processus de 
comparaison. Ce nombre d'elements inactifs diminue en s'approchant de la diagonale 
dans les deux sens (du debut et de la fin) de la matrice des resultats. 
L'observation de la colonne des frequences du Tableau 4.1, montre le gain de 
vitesse de traitement de notre systeme par rapport a tous les systemes cites dedans. Ce 
gain varie entre 13% et 142% selon la famille FPGA consideree, ainsi que la longueur 
des sequences prises comme reference (2700 et 7400 nucleotides). Les deux dernieres 
colonnes illustrent la quantite de traitement effectue. Par exemple, notre 
PE_lx 1x7400 pourra comparer un ensemble de 3.54 millions de sequences ayant 
une longueur de 7400 nucleotides, durant 1 minute uniquement. 
Les resultats du Tableau 4.1 montrent que notre conception du tableau 
systolique presente des bons gains de performances. Ce systeme de traitement est 
compose par des comparateurs qui implementent les relations de la formule (5) du 
paragraphe (1.5). Elle utilise le principe de propagation de la difference entre les 
valeurs de bits de donnees, necessaires pour le calcul des resultats d de la matrice de 
la programmation dynamique. Nos considerations logiques ont produit des 
simplifications materielles (reduction du cout materiel), ainsi qu'une acceleration 
considerable de la frequence de traitement du tableau systolique. 
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4.2 Etude comparative de performances entre les differents 
elements realises: cout materiel et acceleration du traitement 
Comme nous l'avons mentionne dans le paragraphe (3.6.5), notre PE_lxl 
occupe 3 slices et 7 bascules (flip flops), alors que, par exemple, la cellule de 
traitement de Yu et al. occupe 4 slices et 8 bascules [5]. Aussi, notre PE_2x2 occupe 
6 slices et 13 bascules, alors que le PE4 de S. Bojanic et al. [44], traitant 2 nucleotides 
dans un seul cycle de traitement, occupe 7 slices et 12 bascules. Nous mentionnons 
que dans le cas de notre PE_2x2, la treizieme bascule sert a propager le signale 
start_in qui enclenche le debut de chargement de la sequence cible (T) et sa 
comparaison. L'operation s'effectue en meme temps avec la sequence objectif (5), 
dont le chargement depend du signal Shift (Figure 3.28). Ce dernier principe est 
valable pour toutes nos unites de traitement, et bien sur pour les tableaux systoliques 
qu'ils composent. Le dernier element de traitement, le PE_4x4, occupe 24 slices et 
25 bascules selon les rapports de syntheses d'ISE 8.2i. Dans la litterature que nous 
avons consulte, il n'y a pas un systeme ayant un tel niveau de granularite. 
Ces couts materiels relativement reduits, permettent de comparer des 
sequences d'une importante longueur. Cette longueur est egale au nombre d'elements 
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de traitement d'un tableau systolique compose par des elements PE_lxl. Elle est 
egale au double dans le cas des PE_2x2, et egale au quadruple dans le cas des 
PE_4x4. 
Sur la carte FPGA de la famille Virtex 2 : xc2v6000-6, le nombre maximal 
realise d'elements de traitement constituant les tableaux systoliques de type PE_lxl, 
PE_2x2, et PE_4x4, est successivement, 7400, 3700, et 1050 elements. Les taux 
d'occupation materielle maximale correspondants sont de 98% pour PE_lxl et 
PE_2x2. Ce taux est egal a 91% pour le PE_4x4, comme l'indique les rapports 
d'implementation d'ISE de Xilinx. La Figure 4.1 montre la grande densite 
d'utilisation des ressources materielles sur cette carte FPGA. Elle montre aussi la 
longueur du chemin de donnees qui n'a pas affecte la vitesse de traitement. 
Figure 4.1 Densite d'utilisation des ressources materielles sur la carte FPGA Virtex 2. 
Nous rappelons que la frequence combinee de traitement [4] est le double de 
la frequence de travail du PE_2x2, car il renvoie le resultat de comparaison de deux 
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nucleotides des deux sequences a chaque periode. Elle est le quadruple dans le cas du 
PE_4x4, car quatre nucleotides de chaque sequence sont compares. 
Le Tableau 4.2 recapitule les couts materiels et les frequences 
correspondantes (vitesses de traitements), pour les trois types de PEs realises. 
Tableau 4.2 Recapitulatif des couts materiels et frequences de travail des systemes 
realises. 
Systemes implemented 


































































Pour le systeme PE_2x2 1'amelioration de la vitesse combinee est de 2% par 
rapport au systeme PE_lxl pour un taux d'occupation de 83%, ce qui permet de 
comparer des sequences d'une longueur de 6000 nucleotides. Cette frequence 
regresse de 3% pour un taux d'occupation maximal (99%) par rapport a celle du 
systeme PE_lxl. Mais il est possible de comparer des sequences de la meme 
longueur maximale (7400 nucleotides) dans les deux systemes. 
Dans le cas du systeme PE_4x4,1'amelioration de la frequence combinee est, 
successivement, 9% et 8% par rapport au systeme PE_lxl pour des taux 
d'occupation materielle de 93% et 94%. Les longueurs des sequences comparees 
correspondantes sont 4000 et 4200 nucleotides. Ce tableau systolique n'est pas 
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compare avec d'autres systemes de granularite quadruple, car il n'en existe pas dans 
la litterature que nous avons consultee. 
Au point de vue occupation de ressources, la Figure 4.2 montre que le systeme 
PE_2x2 est le plus equilibre, car pour un taux d'occupation maximal, l'utilisation des 
ressources memoire-logique est 71% - 76%. Cette occupation est moins equilibree 
dans le cas du PE_lxl (76% - 33%), et 38% - 91% dans le cas du PE_4x4. 
Performances et couts des systemes realises 
Longueur seq. Freq. Slices LUTS (%) Flip Flops (%) 






Figure 4.2 Presentation des performances et couts des systemes realises. 
4.3 Determination des points de Pareto de l'espace de conception 
La performance de notre systeme de comparaison prend en consideration trois 
criteres : cout mat6riel, longueur des sequences comparees et vitesse de traitement. 
Pour determiner le niveau de granularite le plus performant, nous faisons appel a la 
notion d'efficacite de Pareto [71]. Dans l'espace de conception, un point est appele un 
point de Pareto s'il n'y a pas un autre point (dans cette espace de conception) avec au 
moins une fonction objective inferieure. Tous les autres points sont inferieurs ou 
95 
egaux. Un point de Pareto correspond a 1'optimum global dans l'espace 
monodimensionnel d'evaluation de la conception [72]. 
La Figure 4.3 donne une representation des trois niveaux de granularites, 
simple, double, et quadruple, ayant le maximum de performance dans chaque cas. 
Pour un taux d'occupation materielle maximal, nous donnons la vitesse combinee de 
traitement en fonction de la longueur des sequences comparees. 
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Figure 4.3 Performance par rapport au niveau de granularite. 
Dans la Figure 4.3, ci-dessus, nous observons que pour les trois niveaux de 
granularite, les deux points (435, 7400) et (468, 4200) sont des points de Pareto, par 
contre le point (416, 7400) ne Test pas. Avec ces considerations, le PE_lxl est 
retenu pour traiter des longues sequences, le PE_4x4 est retenu pour traiter des 
sequences moins longues avec une plus grande vitesse de calcul. 
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4.4 Validation du choix de 1'unite de traitement la plus 
performante 
L'etude comparative du paragraphe precedent montre que notre conception 
d'elements de traitements presente des bons gains de performances, grace aux 
considerations logiques que nous avons introduit. Ceci s'est traduit par une reduction 
du cout materiel ainsi que des accelerations des frequences combinees des PEs. Nous 
optons pour un choix conditionnel de la composition du tableau systolique selon le 
contexte d'utilisation, determine par la longueur de la sequence objectif. 
Pour les sequences ayant des longueurs autour de 7400 nucleotides, 1'unite de 
base serait le PE_lxl. Pour des sequences moins longues (autour de 6000 
nucleotides) l'unite de base serait le PE_2x2. Le PE_4x4 serait meilleur dans le cas 
des sequences d'une longueur autour de 4000 nucleotides. Cette souplesse de choix 
de systeme pourrait etre realisee en memorisant les programmes configurant la carte 
FPGA dans une memoire independante. Un simple bouton permettrait de charger le 
programme implementant le type du tableau systolique voulu. Le choix sera effectue 
en fonction de la longueur de la sequence objectif a comparer avec les sequences 
cibles, situees dans la base de donnees. 
Conclusion 
Les resultats presentes dans ce dernier chapitre montrent des bons gains de 
performances avances par nos systemes de comparaison, concus lors de notre 
parallelisation materielle. Nos simplifications logiques ont produit une reduction du 
taux d'utilisation des ressources materielles, ainsi qu'une acceleration de la Vitesse de 
traitement. 
Notre tableau systolique base sur un element de traitement simple (PE_lxl) a 
presente une acceleration qui varie entre 13% et 142% comparativement aux 
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realisations existantes. Ce tableau systolique a la plus grande vitesse de traitement 
pour la plus grande taille des sequences (7400 nucleotides) qu'on peut implementer 
sur les cartes FPGA considerees. Les deux autres tableaux systoliques a niveau de 
granularite double et quadruple ont des gains de performances specifiques. Le tableau 
systolique double (PE_2x2) depasse legerement celui du PE_lxl en vitesse de 
traitement, mais permet de comparer des sequences moins longues (6000 
nucleotides). Ce systeme est le plus equilibre du point de vue utilisation de ressources 
materielles (memoire-logique). Le tableaux systolique quadruple (PE_4x4) presente 
un gain de vitesse de 8% par rapport au systeme a elements simples, mais permet de 
comparer des sequences d'une longueur de 4200 nucleotides. 
La variation de granularite donnerait le choix d'un systeme reconfigurable qui 
presenterait la meilleure vitesse de traitement, pour une marge de longueurs de 
sequences donnee. 
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CONCLUSION GENERALE ET TRAVAUX FUTURS 
Les applications de comparaison de sequences presentent un defi de calcul 
HPC, vu que les algorithmes utilises dans ce domaine requirent une grande puissance 
de calcul des systemes de traitement. Nous avons fourni une classification des 
approches d'analyse utilisees, ainsi qu'un etat de l'art des systemes existants. Un 
apercu elargi des accelerations dediees a ce domaine a ete pr6sent6. Nous avons 
mentionne aussi 1'effort considerable de conception qui demeure necessaire au 
developpement du niveau systeme. 
Une methodologie de travail pour atteindre les objectifs traces a ete detaillee. 
Nous avons realise deux types de parallelisation. Une parallelisation logicielle 
utilisant les deux standards de programmation parallele, sur une grappe de 
processeurs, OpenMP (Open Multi-Processing) et MPI (Message Passing Interface) 
ete effectuee. Les approches de parallelisation bases sur ces standards ont produit 
plutot des regressions de la vitesse de traitement. Ceci est du a deux principales 
raisons. La premiere est le manque de mecanisme de synchronisation entre les 
processus appeles par les directives de la bibliotheque OpenMP. La deuxieme est le 
temps penalisants des communications des messages de la bibliotheque MPI. 
Devant ces resultats, nous avons consacre nos efforts a la parallelisation 
materielle. Dans ce cadre, une etude de conception ete presentee, elle a ete basee sur 
la simplification du resultat de programmation dynamique. Des precisions relatives a 
la nature des resultats renvoyes ont ete mentionnees (alignement local, alignement 
global). Nous avons concu par la suite l'unite elementaire responsable du calcul du 
resultat. 
La methode de conception utilisee se base sur la propagation de la 
differentiation entre les valeurs des resultats precedents, vers l'unite suivante qui 
calcule le prochain resultat, au long du tableau systolique. Nous avons etabli deux 
nouvelles conditions determinant la valeur a passer aux voisins vertical et horizontal, 
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a l'aide de simplifications logiques. Le nouveau comparateur de base est le coeur de 
trois unites de traitement a niveau de granularite variable : simple, double, et 
quadruple. Ces comparateurs peuvent comparer un, deux et quatre caracteres de la 
sequence objectif, avec le meme nombre correspondant dans la sequence cible, durant 
une periode de traitement. 
Les resultats obtenus a l'issu de la parallelisation materielle montrent des bons 
gains de performances avances par nos systemes de comparaison. Nos simplifications 
logiques ont produit une reduction du taux d'utilisation des ressources materielles, 
ainsi qu'une acceleration de la vitesse de traitement. Une etude comparative des ces 
caracteristiques a ete realisee. 
Le tableau systolique a element de traitement simple (PE_lxl) a presente une 
acceleration qui varie entre 13% et 142% comparativement aux realisations 
existantes. Par exemple, notre PE_lx 1x7400 pourra comparer un ensemble de 3.54 
millions de sequences ayant une longueur de 7400 nucleotides, durant 1 minute 
uniquement. Ce tableau systolique a la plus grande vitesse de traitement pour la plus 
grande taille des sequences (7400 nucleotides) qu'on peut implementer sur les cartes 
FPGA considerees. Les gains de performances des deux autres tableaux systoliques, a 
niveau de granularite double et quadruple, etaient specifiques. Le tableau systolique 
double (PE_2x2) depasse legerement celui du PE_lxl en vitesse de traitement, mais 
permet de comparer des sequences moins longues (6000 nucleotides). Ce systeme est 
le plus equilibre au point de vue utilisation de ressources materielles (memoire-
logique). 
Le tableaux systolique quadruple (PE_4x4) presente un gain de vitesse de 8% 
par rapport au systeme a elements simples, mais permet de comparer des sequences 
d'une longueur de 4200 nucleotides seulement. Ce tableau systolique necessite plus 
de ressources logiques que de ressources de memorisation. 
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La variation de granularite donnerait le choix d'un systeme reconfigurable qui 
presenterait la meilleure vitesse de traitement pour une marge de longueurs des 
sequences donnee. 
Travaux futurs 
La realisation du systeme complet pourrait faire l'objectif des travaux futurs et 
de ce qui en decoule. Principalement, le rendement global optimal qui prend en 
compte l'heterogeneite HW/SW du systeme et le choix du media de communication. 
Un flot de conception systeme pourrait contenir les etapes illustrees par la Figure C.l 
suivante. 
«* ̂ V ®* 
Specification systeme 
Developpement d algonthmes 
Definition d'interfaces 





Selection de I'mterface de communication 
Evaluation des performances systeme 
VHDL 
* „ • * * 
"% *>*„ NX-% 'ot 
Loglctel 
EDK/Xilinx Platform Studio Optimisation du code 
Co-simulation Implementation des penphenques 
Evaluation des performances systeme 
Developpement G'SystemC 
Systeme 
Test/debua -%Sk %*?** •** % 
Figure C.l Flot de conception systeme. 
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L'approche de parallelisation qui serait adoptee, pourrait etre reutilisee dans 
d'autres domaines et types d'applications ayant des contraintes similaires. Elles 
concement la dependance de donnees, la quantite de donnees et la vitesse requise de 
traitement. 
Une autre tache envisageable serait la validation du partitionnement HW/SW 
adapte au calcul HPC, ou l'approche systeme. Apres avoir effectue les operations de 
comparaison, il faudrait effectuer un chemin arriere (trace-back) puis afficher les 
resultats de l'alignement, ce qui necessite une implementation de ces taches en 
logiciel. Ceci pourrait se faire soit a l'aide d'une IP dans la carte materielle, ou dans 
la station hote qui communique avec cette carte. Un fonctionnement coherent de 
l'ensemble de ces taches requiert un bon partitionnement HW/SW [73]. 
Le choix du media de communication serait a prendre en consideration, en 
1'occurrence sa capacite de transfert et sa latence. Ceci evite les etranglements de flux 
de donnees transmises, ce qui donne un fonctionnement systemes coherent entre 
recuperation, traitement et renvoi des donnees resultantes. 
Une autre future tache possible, serait la validation puis la generalisation de 
l'approche de parallelisation. La determination du meilleur rendement global 
donnerait une vision claire sur le meilleur partitionnement HW/SW et son interfacage, 
pour ce genre d'application de calcul HPC. Ceci donnera des regies sur le meilleur 
niveau de granularite et le meilleur taux de transfert de donnees qui prend en compte 
leur codage. Aussi, un meilleur bus de communication qui doit prendre en compte la 
vitesse de traitement. Ces derniers parametres permettent d'effectuer une validation 
de cette approche de parallelisation. Elle devrait produire un meilleur compromis 
entre puissance de calcul et vitesse de communication. 
Par la suite, une generalisation et/ou une formulation de l'approche de 
traitement parallele souhaitee serait possible. Elle rendra possible la reutilisation de 
cette approche vers d'autres applications ayant le meme type de dependance de 
donnees et necessitant une performance de calcul similaire (HPC). Ces applications 
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peuvent avoir des liens avec la bioinformatique, ou de type different comme des 
applications en multimedia (traitement d'images ou des sequences video en temps 
reel). 
Une derniere tache envisageable serait 1'augmentation de la signification 
biologique des resultats. Ceci devrait se faire en etudiant la simplification de 1'autre 
formule de programmation dynamique, la formule de Smith-Waterman (alignement 
local). La simplification recherchee devrait correspondre a une implementation 
optimale sur carte FPGA (codage de variable en fonction du nombre de bits, 
minimisation d'utilisation de ressources materielles, etc.). Elle donnera aussi la 
possibilite de varier les valeurs de penalites utilisees dans les formules des resultats. 
Ceci permettrait de determiner les valeurs qui produisent des resultats avec de 
meilleures significations biologiques. 
A Tissue de ces etapes proposees, il serait possible d'avancer un nouveau 
systeme de comparaison de sequences genetiques caracterise d'une grande force de 
calcul HPC, ainsi qu'une bonne qualite des resultats renvoyes (significations 
biologiques). En l'occurrence, cette qualite prend en compte la precision de ces 
resultats, et la possibilite d'avoir une grande taille des donnees traitees (sequences 
comparees) avec leurs contraintes de dependance de donnees. Un tel systeme pourrait 
a la fois repondre au defi d'explosion de taille des bases de donnees genetiques, ainsi 
qu'a 1'acceleration et la facilite des etudes statistiques biologiques. Specialement, les 
etudes qui visent le suivi des evolutions historiques de 1'information genetique, en 
permettant le depistage des maladies, comme le cancer par exemple. 
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S[i.j] = max 
represent alignments of one sequence with spaces. S[0, 0] 
represents the alignment of two empty sequences, and is set to 





A trace-back matrix is used to keep track of the moves in 
the scoring matrix. Alignments are produced by starting at the 
highest-scoring position in the scoring matrix and following a 
trace path from those positions up to a box that scores zero. 
For two sequences of lengths m and n, there are (w+1) x 
(ffi+l) positions to be computed. The algorithm thus has a time 
complexity of Ofw2). It has also quadratic space complexity 
because the entire matrix must be kept in memory. 
2. Bioinformatics algorithms implementation 
considerations 
One of the main goals of designers of biological high 
performance computing is to develop a platform for efficient 
biological sequence analysis and especially for the SW 
algorithm. High-performance sequence analysis often relies on 
straightforward parallelization of the Oft?) DP algorithm. A 
common mapping is to assign one processing element (PE) to 
each character of the query string, and then to shift the 
database through the linear chain of PEs. A set of PEs can form 
a reprogrammable and flexible accelerator when these 
compromises are required. The implementation of the SW 
algorithm always presents a system design challenge to 
improve biological high performance computing using 
different analysis approaches. 
Moore's Law observes that the number of transistors that 
can be integrated doubles every 18 months [8]. However, the 
amount of genomic data at GenBank, an annotated collection 
of alt publicly available DNA sequences, is doubling every six 
months [9J. The growing gap between the amount of 
information to be analyzed and integration density implies that 
different implementation strategies must be considered. This 
requires a massive design effort to choose the best compromise 
between three criteria: flexibility, programmability and 
computational density. 
Flexibility implies the possibility to reuse hardware for 
different applications. Programmability is a system-level 
attribute pertaining to its ability to support reconfiguration as 
required. Computational density is a hardware/software 
attribute referring to the amount of computation per area, 
volume, or power. It can correspond inversely to the price per 
unit of performance. 
Considering these three criteria, four common types of 
processing systems can be used for sequence alignment 
processing [10]; 
• General-purpose supercomputers are the most flexible 
means of fast sequence analysis, but they suffer from very 
high cost. 
• Single-purpose processors can achieve the highest 
performance for a single algorithm for prices in the low 
tens of thousands of dollars. 
• Programmable co-processors strive for the algorithmic 
flexibility of reconfigurable systems and the speed and 
density of single-purpose systems. Cost and ease of 
programming generally fall between the other two types. 
ASIC-based accelerators have the disadvantage of low 
production volume, and therefore the design costs cannot 
be spread over very many units. Examples of this type of 
accelerator are Kestrel [111, and GeneMatcher 2 [12]. 
• Reconfigurable Hardware includes systems based on 
FPGAs. They tend to have a much lower processing 
element density than single-purpose processors, but they 
can be faster than supercomputers. FPGA and related 
compiler technology is improving and FPGA-based 
accelerators are much less expensive to design. An example 
of a recent FPGA-based accelerator is the proprietary 
DeCypher [13], on which little detailed design information 
has been published. 
3. Hardware architectures review and 
comparisons 
In this section we present five hardware architectures 
designed specifically for sequence analysis. 
The first one is Splash, described by M. Gokhale et al. [14]. 
A programmable linear logic array, it bridges the gap between 
the traditional fixed-fiinction VLSI systolic array and the more 
versatile programmable array. Splash received a 1989 Gordon 
Bell Prize honorable mention for timings on a problem that 
compared a new DNA sequence against a library of sequences 
to find the closest match. The systolic array consists of many 
stages connected in a one-dimensional array. Each stage has 
three components: a Xilinx FPGA, local memory, and a 
floating-point chip. In the Splash implementation, a processing 
element is composed of two modules: a character comparator 
and a finite state machine. 
The second system that we present is from B. Schmidt et al. 
[15]. This system targets high performance protein database 
scanning on novel massively parallel architectures to gain 
supercomputer power at low cost. The first architecture is built 
around a PC cluster linked by a high-speed network and fine-
grained parallel Systola 1024 processor boards connected to 
each node. The second architecture is theFuzion 150, a parallel 
computer with a linear single-instruction, multiple-data stream 
(SIMD) array of 1536 processing elements on a single chip. 
The authors presented the design of a database scanning 
application based on the SW algorithm in order to derive 
efficient mappings onto these architectures. The 
implementations lead to significant runtime savings for large-
scale database scanning [15]. 
The third system is the UCSC Kestrel parallel processor 
[11]. It is a single-board coprocessor with a 512-element linear 
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array of 8-bit SIMD processing elements. The system was 
designed and built at the University of California at Santa Cruz 
in 1993-1995, where bioinformatics applications motivated 
development of a sequence analysis engine that could 
efficiently analyze genomic databases. The architectural 
decisions surrounding Kestrel led to a particularly high density 
of computation that enables the single-board system with 9 
million transistors of custom VLSI, an FPGA, and various 
memory chips, to outperform a current workstation 10 years 
lata [II]. 
The fourth system we discuss is the S. Smith and J. Frenzel 
single-chip shared-memory multiprocessor architecture [10]. 
The principle in this architecture is to put many small and 
simple processors on a large integrated circuit. A system bus 
allows data to pass between the processors and a shared 
memory. For the SW algorithm application, this shared 
memory system may only be a cache for a much larger 
memory located off the integrated circuit. The database items 
are only read once and each result is only written once, so 
traffic between off-chip memory and on-chip snared memory 
cache is low. 
The fifth and last system in this state of the art review is the 
Nallatech-Configurable Mufti-FPGA System [7]. It is a three-
FPGA network board comprising a BenNUEY motherboard 
with a Virtex-II XC2V3000-4 FPGA and an attached 
BenBLUE-H daughterboard with two Virtex-11 XC2V6000-4 
FPGAs. In this system the SW algorithm is implemented 
providing a computational speed improvement of more than 
two orders of magnitude (200X) [7]. The query sequences ate 
hard-coded into the FPGAs while the individual database 
sequence files are loaded in the main memory. The database 
sequences are first written across the DIMEtalk network into 
the 16K read-FIFOs of the individual FPGAs. A single 
XC2V6000 device is capable of as many as 1.26 trillion cell 
updates per second. At the end of the processing, the final edit 
distance is written into a write-FIFO. 
The performance of sequences comparison systems is 
commonly measured on millions of processing element or cell 
updates per second (MCUPS) [16]. Table 1 gives a summary 
of the systems mentioned in this paper, regarding their 
performance, design approaches, and their different 
technological classification [10][15]. 
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With the exception of the first architecture, the comparison 
of systems characteristics given in Table 1 shows a progressive 
increase in MCUPS matching improvements in process 
resolution for ASICs and FPGAs. Overall system performance 
is very close between these two technologies, but the great 
inconvenient of ASICs is their very high desip costs, when 
FPGA systems are cheap and reconfigurable 
4. F u t u r e d i rec t ions 
The use of accelerators with an aim of increasing the 
execution speed of specific ftinctionaliiies is not new, but the 
specific challenges of high performance calculation in 
bioinformatics require new solutions. The reduction of power 
consumption is also an important consideration. New 
technological evolutions highlight the importance of 
discharging general-purpose processors from tasks with great 
computational density, such as those related to biological 
databases. 
General-purpose processors cannot respond efficiently to 
these challenges by themselves. In recent years, the increase in 
clock frequency of general-purpose processors has slowed 
down [17], but the transistor integration density has not. This 
creates two reasons explaining in part the trend towards the use 
of processing accelerators. The first is the fact that the 
accelerator can be coupled and integrated on chips along with a 
CPU in order to have the same technology advances such as 
low power consumption and best space deployment. The 
second and main advantage is that the integration level 
progression implies a great density of processing elements and 
a very high effective combined frequency of operation. 
For instance, for CMOS technology, the International 
Technology Roadmap for Semiconductors identifies process 
resolution of 130 nm, 70 nm, and 22 nm for the years 2003, 
2006 and 2016, respectively [8]. The corresponding number of 
processing elements that could be implemented for the 
application of S. Smith [10] would be 227, 782 and 5,778. 
Taking into account the corresponding increases in operating 
frequency, the equivalent combined processing frequencies are 
57, 644 and 24300 GHZ. These high processing frequencies 
can be divided by the clock cycles per database character rate 
to measure the performance of systems by millions of dynamic 
programming cell updates per second (MCUPS). 
The integration of such a large number of processing 
elements for the implementation of different algorithms 
requires sophisticated design techniques and system 
management. 
The potential of FPGAs as reconfigurable computing 
accelerators arises from the fine-grained parallelism required 
for each incremental compute performance increase [18]. With 
that extra efficiency should come higher computational 
throughput. FPGA performance is increasing by 4x every two 
years, and, for operations that use architectural improvements, 
performance is increasing at a rate of 5X every two years [ 19]. 
Thus, FPGAs have the potential to offer a global performance 
increase of 20x every 2 years. Human genetic database 
contents are doubling every six months [9], a I6x growth over 
two years, so it appears that FPGA technology improvements 
can respond to the human genetic data explosion challenge. 
For reconfigurable computing, a considerable design 
methodology definition effort remains to be done, because the 
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middle design levels are missing between the logic structures 
and Medium Scale Integration levels and the applications layer 
[18]. There is not yet the equivalent of BIOS for an FPGA-
based reccnfigurabte computer that would isolate the OS from 
the particulars of each specific hardware configuration. This 
would be useful for supporting the development of any future 
OS-lBte layer that might run on top of an FPGA-based 
reconfigurable processor [18]. 
5. Conclus ion 
In this paper we presented bioinformatics applications 
trends, the associated high performance computational 
challenges, and algorithms that require efficient computing 
systems. We provided a classification of the existing analysis 
approaches, a state of the art of existing systems in this 
domain, and we explained accelerator trends. We observed that 
the preferred way to improve system performance is by 
increasing the global combined frequency. Using more 
processing elements by accelerator most effectively does this. 
This depends on the integration level and the optimal technical 
design. 
With a comparison study, we observed that FPGA 
performances are similar those of ASICs, which have a very 
high cost. In addition to their affordability, FPGAs offer 
performance that can respond to the explosive growth in 
biological data and the associated future challenges. However, 
a significant design effort remains for system level 
development. 
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substitution operations between the two sequences. A 
substitution amounts to making a deletion and an 
insertion (figure l.a). The result of performing these 
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Figure 1. (a) ED calculation matrix (b) Global alignment 
Calculating the score d of one cell requires its neighbors' 
values: diagonal a, vertical b, and horizontal c. Using the 
biological score of equations system (3), equation (2) 
takes the following form [11]: 
b + 1 
c + 1 
d = min { \ a -> if (mi = n j) ( 4 ) 
a + 2 —> if (mi * n ,) 
The ED calculation has the very interesting property 
that the values of the horizontal and vertical neighbours 
(c and b) in the scores matrix differ from ±lwith the 
diagonal neighbour ( a ± l , d+l) [11]. Figure (2) 
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Figure 2. Neighborhood of cell d in the scores matrix 
Exploiting this property, Lipton and Lopresti 
simplified the calculation of the score d in any cell of the 
scores matrix [11]: 
a 
a + 2 
if(b = a-l)AND(c = a-l)OR(ml =n,.) (5) 
if(b = a + I)AND (c = a + \)AND (m, * n,) 
In several articles presenting hardware 
implementations of the ED calculation 
[12][13][14][15][16][17], the authors discuss the SW 
algorithm, whereas this algorithm is used to find local 
alignment. In this case, the SW algorithm is guaranteed 
to find the best areas alignment (subsequences) of the 
objective and target sequences, having a maximum of 
similarity in the two compared sequences [9]. Its 
predecessor, the NW algorithm, gives a final score in the 
last cell of the scores matrix. A global alignment is obtained 
by doing a trace back. 
The two algorithms use different score computation 
equations and produce different results. The SW algorithm 
includes negative scores for characters mismatches. When 
the DP score becomes negative, it is re-initialized to zero. 
This stops the progressing alignment and begins a new local 
alignment. The maximum score determines the beginning of 
the optimal local alignment zone between the two compared 
sequences. Thus, for two sequences M and N, the SW 
algorithm equations are as follows [18]: 
Sfj = max •; 
S ^ + subiNiiXMij)) 
S ^ + deKNd)) 
S ^ . + insiMU)) 
0 
(6) 
where 5 . . is the comparison score for sequences N and M 
in position («',/), sub(N(i),M(j)) is the score to align the 
characters in positions (i, j), and del(N(i)) and 
ins(M(j))aie the penalties for deletions and insertions, 
respectively, taking negative values [9]. 
In this manner, applying equation (6) replaces all the 
negative scores by zeros in the first line and the first 
column, and in all the other negative scores matrix cells. 
Figure 3(a) gives an example of scores calculation of using 
the SW algorithm [18]. The resulting local alignment is 
shown in figure 3(b). 
m,n\ iw) 
M(i) 1 
A 1 •' 




























































Figure 3. (a) SW scores matrix (b) Local alignment 
3. FPGA hardware implementation 
considerations 
To satisfy the genetic data bases size explosion 
challenge, the most important criterion is the processing 
speed improvement. This is closely related to the hardware 
cost, since less hardware complexity can decrease signal 
propagation time. It can reduce the processing period while 
allowing finer granularity and the implementation of more 
PEs. This parameter directly represents the maximum 
number of characters, or the compared sequences' lengths, 
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which can be compared in parallel. The speed 
performance depends on the complexity level of the PE; 
a simpler PE implies its improvement. 
The basic comparator calculates the value of d 
according to the value of its neighbours a, b, and c, as 
given by equation (5). In this last equation, all the 
variables (a, b, c and d) can have a binary value [11], So, 
we can use only the least significant bit of each variable 
to transmit the differentiations between these variables 
along the PEs of the SA. The binary output signal 
(d_out) of the last element drives a counter's up/down 
input. The counter is initialized by the objective 
sequence length, and is incremented or decremented 
according to the output signal (d_out) value (Fig. 4). 
The data dependence imposes the neighbours' values 
availability: a, b, and c, on each level. This does not 
prevent a calculation parallelization of the opposite 
diagonal scores matrix cells. This data dependence 
requires PE connections from predecessor towards 
successor. The PE_1 X / uniform structure facilitates the 
SA elements interconnection in cascade, by connecting 
the ports d_inld_out, S_inlS_out and T_in/T_out of each 
PE with its successor. All PEs are also fed by control and 
clock signals (figure 4). 
:-f Result > 
Figure 4. SA's PEs connection 
To simplify the basic comparator, a always equals 
zero and is taken as a reference. The value of b_out is 
equal to 1 if d and c are same. The value of d_out is 
equal to 1 if d and b are same also. Otherwise, b_out and 
d_out take zero value. These two conditions allow 
transmitting the differentiations between the values of 
variables b, c and d of the successive PEs. We formulate 
these conditions and the two characters comparison 
result (Compar) by the system of equations (7), given 
below: 
Compar = Eq AND (c _ in AND b _ in) 
b _ out = Compar XNOR c _ in (7) 
d _ out = Compar XNOR b _ in 
where Eq is a two-nucleotides n, and mj comparison result, 
selecting the output value of the multiplexer Mux_2 
(Compar). This last value determines those of c_out and 
b_out according to c_in and b_in. Figure 5 implements the 
system of equations (7) with logic gates. 
4. PE design simplification with truth tables 
Figure 5 shows that the comparator is made up of three 
logic levels. In order to simplify its design, we described its 
behavior and performed an exhaustive simulation. The 
resulting truth table resulted in two new logical equations 
for c_out and b_out according to the inputs c_in and b_in: 
b out = Eq-c in + b in 
— ~ ^— (8) 
yd _ out = Eq • b _in + c _in 
The resulting comparator, shown in figure 6, is 
composed of two logic levels only, and the synthesis report 
shows a signals time propagation reduction of 30%. 
SM> 
|UJ|P [jy-itM-> 
Figure 6. Comparison Unite based on truth tables 
A PE is composed of one two-logic-levels comparator. 
The first output signal (b_out) is connected to the first input 
signal (bjn) of the same PE, after saving it in a flip flop for 
the next clock cycle (fig. 7). The second output signal 
(d_out) is also stored for the next PE's input variable d_in 
(fig. 4). This novel PE (PE_1X1) occupies 3 slices and 7 
flip flops in Virtex I and II FPGA families, whereas the 
costs for previous work is 4 slices and 8 flip-flops [12]. This 
significant 25% reduction allows a proportional increase in 
the length of sequences that can be compared on-chip. In 
this design, each PE calculates column elements of the 
scores matrix, and the SA calculates its diagonal elements 
scores. 
Figure 5. Elementary comparison unit 
Figure 7. PE_lxl internal structure 
5. PE_1x 1 Performance comparison 
In this work of design and realization, we aimed at 
obtaining an improvement in processing acceleration and 
hardware cost reduction. Logic considerations (section 3) 
led to the simplification of the basic comparator, on 
which the PEs depend. Consequently, the hardware cost 
and the processing speed were positively affected. 
A comparative study with previous work quantifies 
the performance gain, and the results are shown in table 
1. SC system performance is normally measured in 
billions of DP cell updates per second (GCUPS). 
Another performance parameter is the number of 
thousands of total EDs per second (KDPS). table 1 
includes relative CUPS performance for two sequence 
lengths of 2700 and 7400 nucleotides for different FPGA 
families. The performance improvement of the proposed 
PE varies between 13% and 142% over previous work. 
The table data also illustrates the data processing load 
that can be taken by each design. For example, the 
proposed PE_1X 1X7400 is able to compare 3.54 x 106 































































Table 1. Performance comparisons 
These results demonstrate that our SA design 
compares favorably with previous work. The proposed 
simplified logic equations result in significant hardware 
simplifications and considerable processing acceleration. 
6. Conclusion 
In this work, we drew up a design study based on the 
DP score simplification and gave precise details on the 
achieved results. Our objective was to refine the PE 
design responsible for the DP calculation. 
We used a method based on the propagation of 
differentiation between the values of the preceding score 
towards the following PE which calculates the next score 
along the SA. We established two conditions determining 
values to pass to the neighbors: horizontal and vertical of 
the scores matrix. With the simulation results of this 
comparator, we obtained two simpler conditions using 
logical considerations. The new basic comparator 
composes our new PE that is the core of the S A. 
Our two new logical equations produce hardware 
simplifications and a considerable acceleration of the SA 
processing frequency. The speed gain varies between 
13% and 142% compared to existing similar systems. 
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