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a b s t r a c t
A new numerical technique for solving the generalized Sturm–Liouville problem d
2w
dx2
+
q(x, λ)w = 0, bl [w(0), λ] = br [w(1), λ] = 0 is presented. In particular, we consider
the problems when the coefficient q(x, λ) or the boundary conditions depend on the
spectral parameter λ in an arbitrary nonlinear manner. The method presented is based
on mathematically modelling the physical response of a system to excitation over a range
of frequencies. The response amplitudes are then used to determine the eigenvalues.The
results of the numerical experiments justifying the method are presented.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we deal with the numerical solution of the following generalized Sturm–Liouville problems:
d2w
dx2
+ q(x, λ)w = 0 (1)
bl [w(0), λ] = br [w(1), λ] = 0. (2)
Here q(x, λ) is a known function and is assumed to be sufficiently smooth and separated from zero, so that
0 < q1 ≤ q (x, λ) ≤ q2 <∞, 0 ≤ x ≤ 1. (3)
The set of admissible values of λ is such that conditions (3) hold. For positive λ we also use the notation λ = k2. The
operators bl [. . .] and br [. . .] specify the boundary conditions. So, we assume that the boundary conditions depend on the
eigenparameterλ. If the argument x varies on an arbitrary bounded segment [a, b], we can pass onto another variable defined
on the unit segment by letting x1 = (x− a) / (b− a).
The problem (1), (2) with q(x, λ) = λq1(x) is a classical problem of mathematical physics [1] and many efforts have
been applied to develop its theory (see, e.g. [2–4]). However, apart from a few analytically solvable cases, there is no general
solution of this problem. Therefore, a large number of numericalmethods have been developed formany practical problems.
The usual approach to the numerical solution of the Sturm–Liouville problem is to use the Rayleighminimal principle. Then,
using an approximation for w with a finite number of free parameters, one gets the same problem in a finite-dimensional
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subspace which can be solved by a standard procedure of linear algebra. This results in an effective algorithm which is
usually applied for studying lower modes [5–8].
When the coefficient q(x, λ)depends on the spectral parameterλ in an arbitrary nonlinearmanner, one gets a generalized
Sturm–Liouville problem. This also concerns the problems with parameter dependent boundary conditions. This class
of problems essentially differs from the classical case, and so far no regular method has been proposed for solving the
generalized Sturm–Liouville problems. However, methods for computing the eigenvalues of the problems with parameter
dependent boundary conditions have been developed recently in [9–13].
The method presented in the paper is based on the following quite trivial statement. Let we(x) be a smooth enough
function defined in the interval [0, 1] named below as the exciting field. If the response fieldwr is a solution of the boundary
value problem (BVP)
d2wr
dx2
+ q(x, λ)wr = −d
2we
dx2
− q(x, λ)we, (4)
bl [wr(0), λ] = −bl [we(0), λ] , br [wr(1), λ] = −br [we(1), λ] , (5)
then, the sumw(x, λ) = wr+we satisfies the initial problem (1), (2). Let F(λ) be some norm of the solutionw. This function
of λ has maxima at the eigenvalues and, under some conditions described below, can be used for their determining. The
growth of the amplitude of response near the eigenvalue is a sequence of the degeneracy of thematrix of the linear algebraic
system which approximates the BVP. From this point of view the presented approach is similar to the one described in [14,
15], where the degeneracy is measured by the infinitesimal values of the minimal eigenvalue of the stiffness matrix of
the problem. Recently this technique has been applied for solving problems of free vibrations of beams, membranes and
plates [16–19] and for analysis of arbitrarily shaped waveguide [20].
The outline of this paper is as follows: the main algorithm with regularizing procedures is described in Section 2. In
Section 3 we present some examples of the application of the method presented to the standard and to the non-classical
generalized Sturm–Liouville problems. The modes calculation we present in Section 4. In Section 5 we discuss the features
of the presented algorithm. Finally, in Section 6, we give the conclusion.
2. Main algorithm
To illustrate the method presented in the simplest case, let us consider the wave equation in homogeneous medium
∂2ttu = ∂2xxu with the Dirichlet conditions at the endpoints of the interval [0, 1], i.e., u (0, t) = u (1, t) = 0. Considering the
time dependence u (x, t) = e−iktw(x), we get the following eigenvalue problem on the interval [0, 1]:
d2w
dx2
+ λw = 0, λ = k2, (6)
w(0) = w(1) = 0, (7)
which admits of an analytic solution λn = k2n = (npi)2.
According to the method presented in the paper, we take an arbitrary smooth enoughwe and get the response fieldwr as
a solution of the BVP:
d2wr
dx2
+ λwr = −d
2we
dx2
− λwe, (8)
wr(0) = −we(0), wr(1) = −we(1). (9)
Then, the sum w = we + wr satisfies the initial BVP (6), (7) for any choice of we. Note that from physical point of view
the right hand side of (8) can be considered as an external exciting source in the wave equation. And wr can be treated as
response to this excitation. Let us introduce the norm of the solution as
F(λ) =
√√√√ Nt∑
n=1
|w (xn)|2 /Nt , (10)
where the points xn are randomly distributed in [0, 1]. We also use the dimensionless form of this function: Fd (λ) =
F (λ) /F(1). The function F (λ) characterizes the value of the response of the system to the excitation with the wave number
k = √λ. Varying λ, we get the response curve and calculate the eigenvalues as positions of maxima.
However, this initial form of the method is unfit for our goal. Indeed, a particular solution of (8) is w˜r = −we. Looking
for the response field in the form
wr = Ar exp (ikx)+ Br exp (−ikx)− we (x) , k = λ1/2,
we get the linear system for Ar , Br
Ar + Br − we(0) = −we(0), Ar exp (ik)+ Br exp (−ik)− we(1) = −we(1). (11)
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Fig. 1. The response curve without regularization.
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Fig. 2. The response curve Fd(λ), ε-procedure with ε = 10−15 (left) and ε = 10−10 (right).
For k 6= npi the system has the unique solution Ar = 0, Br = 0. Thus,w ≡ 0 and F = 0 with the machine precision. In Fig. 1
we place the response curve corresponding to the exciting field
we(x) = 1+ x2. (12)
To get a smooth response curve F (λ)weuse the following two regularizing procedures. Applying the first one, we substitute
the BVP (8), (9) as follows:
d2wr
dx2
+ (λ+ iε)wr = −d
2we
dx2
− λwe (x) , wr(0) = −we(0), wr(1) = −we(1), (13)
where ε > 0 is a small value. So we shift the spectra of differential operator from the real axis. Resulting the BVP has a
unique nonzero solution for all real λ.
To illustrate this technique we take the same exciting field we (x) = 1 + x2. The particular solution can also be taken in
the same polynomial form
w˜r (x, λ, ε) = − λ
λ+ iε x
2 − 2+ λ
λ+ iε +
2λ
(λ+ iε)2 . (14)
When ε→ 0, then w˜r (x, λ, ε)→−we. But w˜r 6= −we for ε 6= 0. As a result, we get the following system instead of (11):
Ar + Br + w˜r(0) = −we(0), Areikε + Bre−ikε + w˜r(1) = −we(1), (15)
where kε =
√
λ+ iε. The dimensionless response curves Fd (λ) depicted in Fig. 2 correspond to ε = 10−15 (left) and
ε = 10−10 (right). The value ε = 10−15 is too small to regularize the solution. The value ε = 10−10 provides a smooth curve.
The second regularizing procedure is as follows. We takewr as a solution of the BVP
d2wr
dx2
+ λwr = −d
2we
dx2
− (λ+∆λ)we (x) , wr(0) = −we(0), wr(1) = −we(1). (16)
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Fig. 3. The response curve Fd(λ), λ-procedure with∆λ = 10−15 (left) and∆λ = 10−10 (right).
For example, taking the samewe (x) = 1+ x2, we get the particular solution
w˜r (x, λ,∆λ) = −λ+∆λ
λ
x2 − 2+ λ+∆λ
λ
+ 2λ+∆λ
λ2
6= −we, (17)
and the linear system forAr , Br takes the same formas for the ε-procedure (15)with w˜r given in (17). The systemhas nonzero
solutions for all λ except the eigenvalues λn when the system becomes degenerate. However, due to the iterative procedure
of solution and rounding errors we never solve the system with the exact λn. We observe degeneration of the system as
a considerable growth of the solution in a neighborhood of the eigenvalues. The data corresponding to ∆λ = 10−15 and
∆λ = 10−10 are presented in Fig. 3.
The value∆λ = 10−15 is too small to regularize the solution. But the value∆λ = 10−10 yields a smooth curve.
These two regularizing procedures are called the ε-procedure and the λ-procedure. Numerous examples of the
application of this technique to different eigenvalue problems can be found in [16–20].
Having a smooth response curve we apply the following simple algorithm. First, we localize thesemaxima of F (λ) on the
intervals [ai, bi]. Next, we solve the univariate optimization problem inside each one. In particular, we apply Brent’s method
based on a combination of parabolic interpolation and bisection of the function near the extremum (see [21]).
3. Numerical implementation of the algorithm
The same approach of the external excitation can be combined with an approximate solution of the BVP (4), (5) for the
response fieldwr . To approximate the equation
d2w
dx2
+ q (x, λ)w = f (x, λ) (18)
through the paper we apply the following fourth-order accurate finite-difference (FD) scheme:
δ2 [wn]
∆x2
+ qnwn + 112δ
2 [qnwn] = fn + 112δ
2 [fn] . (19)
Here we denote
δ2 [wn] = wn+1 − 2wn + wn−1, δ2 [qnwn] = qn+1wn+1 − 2qnwn + qn−1wn−1,
wn = w (xn) , xn = ∆x (n− 1) , ∆x = 1/ (N − 1) .
For the boundary condition of the type
α
dw(0)
dx
+ βw(0)+ γ = 0
we use following FD approximation
α
∆x
(w2 − w1)+ βw1 + α∆x2 [q (0, λ)− f (0, λ)]+ γ = 0,
which has the error ∼ ∆x2. We use the similar approximation at the right endpoint x = 1. As a result we get the linear
system
a1w2 + b1w1 = g1, (20)
anwn+1 + bnwn + cnwn−1 = gn, n = 2, 3, . . . ,N − 1, (21)
bNwN + cNwN−1 = gN , (22)
which can be effectively solved by the double-sweep method.
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Table 1
Relative errors in FD solution, λ-procedure with∆λ = 10−3.
i N = 20 N = 50 N = 100 we = sin x we = exp x
1 1.610 − 6 3.210 − 8 1.510 − 9 1.510 − 9 1.510 − 9
2 2.510 − 5 5.610 − 7 2.910 − 8 3.010 − 8 2.910 − 8
3 1.310 − 4 2.810 − 6 1.710 − 7 1.710 − 7 1.710 − 7
4 4.110 − 4 9.010 − 6 5.410 − 7 5.410 − 7 5.410 − 7
5 1.010 − 3 2.210 − 5 1.310 − 6 1.310 − 6 1.310 − 6
6 2.110 − 3 4.610 − 5 2.710 − 6 2.710 − 6 2.710 − 6
7 3.910 − 3 8.510 − 5 5.110 − 6 5.110 − 6 5.110 − 6
8 6.810 − 3 1.510 − 4 8.710 − 6 8.710 − 6 8.710 − 6
9 1.110 − 2 2.310 − 4 1.410 − 5 1.410 − 5 1.410 − 5
10 1.710 − 2 3.610 − 4 2.110 − 5 2.110 − 5 2.110 − 5
Example 1. Applying this approximation to the BVP (16), we set
q (x, λ) = λ, f (x, λ) = −d
2we
dx2
− (λ+∆λ)we
and use the boundary conditions:
wr,1 = −we(0), wr,N = −we(1).
Havingwr,i (λ) , we,i (λ) , i = 1, . . . ,N we calculate the norm function
F(λ) =
√√√√ 1
N
N∑
n=1
(
wr,n + we,n
)2 (23)
and get the eigenvalues as the maxima of the response curve.
The data in Table 1 present the calculations of the first ten eigenvalues of the problem. Here we place the relative errors
er = |λi − λ
(ex)
i |
λ
(ex)
i
, (24)
where λ(ex)i = (ipi)2. The data in the first three columns correspond to the exciting field we (x) given in (12). The data
placed in the last two columns are obtained with we (x) = sin (x) and we (x) = exp (x) correspondingly, N = 100. Thus,
the solution does not depend on the particular choice of we (x). All the calculations are performed using the λ-regularizing
procedure with∆λ = 10−6.
Let us demonstrate the efficiency of the above algorithm for solving equations with variable coefficients.
Example 2. Consider the Sturm–Liouville problem
d2w
dx2
+ λ
(1+ x)2w = 0, w (0) = w(1) = 0 (25)
with the exact solution
wn = const ×
√
1+ x sin
(
npi
ln (1+ x)
ln 2
)
, λn = k2n =
1
4
+
( npi
ln 2
)2
.
Applying the method presented with the λ-procedure, we obtain the sequence of the BVPs
d2wr
dx2
+ λwr
(1+ x)2 = −
d2we
dx2
− (λ+∆λ)we
(1+ x)2 , wr(0) = −we(0), wr(1) = −we(1), (26)
which are solved using the FD approximation described above.
We calculate the sumw = we+wr at the nodal points xn and calculate the norm function (23). Then, varyingλ, we get the
response curve F(λ) and calculate the eigenvalues as the positions of maxima. Some results corresponding towe = 1+ x2,
∆λ = 10−6 are placed in Table 2.
The data in the last column of the table correspond to the ε-procedure with ε = 10−6. Here, instead of (26) we get the
BVPs
d2wr
dx2
+ (λ+ iε)wr
(1+ x)2 = −
d2we
dx2
− λwe
(1+ x)2 , wr(0) = −we(0), wr(1) = −we(1).
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Table 2
The Sturm–Liouville problem (25). FD solution with the exciting solutionwe = 1+ x2 . Convergence with the growth of the number of free parameters N .
The value of λ is shown. The λ-procedure with∆λ = 10−6 is applied.
i λex N = 20 N = 50 N = 100 N = 200 N = 200
1 20.79228845 20.79233 20.792289 20.7922885 20.79228846 20.79228846
2 82.41915382 82.41548 82.419070 82.4191488 82.41915351 82.41915351
3 185.13059609 185.0738 185.12931 185.130519 185.1305914 185.1305914
4 328.92661528 328.5752 328.91875 328.926144 328.9265864 328.9265864
5 513.80721138 512.3968 513.77599 513.805344 513.8070971 513.8070971
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λ λ
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Fig. 4. Example 2. The response curve Fd(λ),∆λ = ε = 0 (left) and∆λ = 10−6 , ε = 0 (right).
The data corresponding to the ε and λ−procedures are very close (last two columns). It means that the errors due to the
regularization are less than the errors due to the discretization of the equation. But these regularizing procedures are still
important for getting a smooth response curve Fd (λ). Fig. 4 shows the non-regularized (left) and regularized (right) response
curves for this problem.
Example 3. Let us consider the generalized Sturm–Liouville problem
d2w
dx2
+ 1(
λ+ x2)2w = 0, w(0) = w(1) = 0, (27)
when q(x, λ) depends on the spectral parameter λ in nonlinear manner. With the help of some analytical tricks [22] it is
possible to construct an exact solution of the form
w (x, λ) = const × (λ+ x2)1/2 sinϕ (x, λ) (28)
ϕ (x, λ) = (1+ λ−1)1/2 arctan (xλ−1/2) . (29)
The eigenvalues are roots of the equation:
ϕ (1, λn) = npi.
The method of solution does not differ from the one described above. Applying the ε-procedure, we consider the sequence
of the BVPs
d2wr
dx2
+ 1(
λ+ iε + x2)2wr = −d
2we
dx2
− 1(
λ+ x2)2we,
wr(0) = −we(0), wr(1) = −we(1).
To solve the problems we use the fourth-order accurate finite-difference scheme described at the beginning of the section.
The rest part of the algorithm is the same. Using Brent’s method we find the eigenvalues as maxima of the function F(λ).
The data placed in Table 3 correspond towe = 1+ x2 and the ε-regularizing procedure with ε = 10−6.
Example 4. The eigenvalue problem
d2w
dx2
+ 1
(λ+ x)2w = 0, w (0) = w(1) = 0 (30)
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Table 3
The generalized Sturm–Liouville problem (27). FD solution with we = 1 + x2 . The value of λ is shown. The ε-regularizing procedure with ε = 10−6 is
applied.
i λex N = 50 N = 100 N = 200 N = 500 N = 1000
1 0.16564262693 0.1656427 0.16564263 0.165642627 0.16564262692 0.16564262692
2 0.04867383829 0.0486757 0.04867395 0.048673845 0.04867383848 0.04867383830
3 0.02321423872 0.0232314 0.02321524 0.023214299 0.02321424023 0.02321423883
4 0.01358401918 0.0136734 0.01358899 0.013584319 0.01358402683 0.01358401964
5 0.00891601673 0.0092196 0.00893394 0.008917074 0.00891604323 0.00891601836
6 0.00630115758 – – 0.006304171 0.00630123231 0.00630116225
7 0.00468943806 – – 0.004696860 0.00468961931 0.00468944931
8 0.00362594868 – – 0.003642458 0.00362634145 0.00362597293
9 0.00288737785 – – – 0.00288815907 0.00288742591
10 0.00235360368 – – – 0.00235505664 0.00235369242
Table 4
The Sturm–Liouville problem with the eigenparameter in the boundary conditions (32), (33). The exciting solution we = 1 + x2 . Convergence with the
growth of the number of free parameters N . The ε-procedure with ε = 10−6 is applied.
n λex N = 100 N = 500 N = 1000 N = 5000
−1 −1.0273057176 −1.0272981 −1.027305704 −1.0273057168 −1.0273057176
−2 −1.0007069923 – −1.000584654 −1.0006875817 −1.0007069238
2 0.0007069923 – 0.000584654 0.0007069923 0.0007069238
1 0.0273057176 0.02729809 0.027305704 0.0273057176 0.0273057176
has the following solution
w (x, λ) = const ×
(
1+ x
λ
)1/2
sin
[
pi
γ
ln
(
1+ x
λ
)]
, γ = 2pi√
3
,
λn = 1exp (γ n)− 1 , n = ±1,±2, . . . λn + λ−n = −1.
The eigenvalues λn are concentrated in the narrow regions near the points λ = 0 and λ = −1.
Applying the method presented with the ε-regularizing procedure, we solve the BVPs depending on the λ:
d2wr
dx2
+ 1
(λ+ iε + x)2wr = −
d2we
dx2
+ 1
(λ+ x)2we, wr(0) = −we(0), wr(1) = −we(1).
The data placed in Table 4 correspond towe = 1+ x2 and the ε-regularizing procedure with ε = 10−6.
Example 5. Consider the Sturm–Liouville problem with parameter dependent boundary condition:
d2w
dx2
+ (λ− ex)w = 0, (31)
w(0) = 0, cos√λdw(1)
dx
−√λ sin√λw(1) = 0. (32)
This example is taken from [13]. Applying the method presented with the ε-regularizing procedure, we get the BVPs
depending on the λ:
d2wr
dx2
+ (λ+ iε − ex)wr = −d2wedx2 − (λ− ex)we,
wr(0) = −we(0),
cos
√
λ+ iε dwr(1)
dx
−√λ+ iε sin√λ+ iεwr (1) = − cos
√
λ
dwe(1)
dx
+√λ sin√λwe(1).
So, the regularizing term iε is also included in the right hand side of the boundary condition. The rest part of the algorithm
is the same. The data placed in Table 5 correspond towe = 1+ x2 and ε = 10−6.
Example 6. Consider the Sturm–Liouville problem with parameter dependent boundary condition:
d2w
dx2
+ λw = 0, (33)
dw(0)
dx
= 0, dw(1)
dx
+
(
λ+ λ
2
3
)
w(1) = 0. (34)
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Table 5
The Sturm–Liouville problem with the eigenparameter in the boundary conditions (31), (32). FD solution we = 1 + x2 . Convergence with the growth of
the number of free parameters N . The ε-procedure with ε = 10−6 is applied.
n λex N = 100 N = 500 N = 1000 N = 5000
1 0.929062008858 0.92909633 0.92906337 0.92906236 0.92906204
2 6.747881412506 6.74798129 6.74788511 6.74788216 6.7478812
3 16.124547958374 16.12412513 16.12453109 16.12454357 16.12454756
4 31.220275878906 31.22161234 31.22032910 31.22028962 31.22027703
5 50.733928680420 50.73107622 50.73381569 50.73389986 50.73392672
6 75.581466674805 75.58680656 75.58167955 75.58152167 75.58147128
Table 6
The Sturm–Liouville problem with the eigenparameter in the boundary conditions (33), (34). FD solution we = 1 + x2 . Convergence with the growth of
the number of free parameters N . The ε-procedure with ε = 10−6 is applied.
n λex N = 50 N = 100 N = 500
1 0. 0.0012 0.00088 0.000037
2 21.9656734467 21.96603931 21.96576609 21.96567907
3 61.5921020508 61.59233090 61.59219026 61.59210677
4 120.8542098999 120.85333132 120.85422797 120.85420888
5 199.8299102783 199.82452719 199.82966053 199.82991002
6 298.5356140137 298.51671724 298.53457990 298.53563684
Table 7
The Sturm–Liouville problem (35), (36), (37). The values λ = k2 are presented.
n λex N = 10000 N = 20000 N = 40000 [11]
1 3.93469493825633 3.93469492 3.934694933 3.934694942 3.934694938256326
2 43.5201764383986 43.5201761 43.52017636 43.52017641 43.52017643839829
3 131.033528648936 131.033528 131.0335284 131.0335286 131.0335286504773
4 265.281032095518 265.281030 265.2810316 265.2810320 265.2810300809522
5 – 446.240806 446.2408091 446.2408098 –
This example is taken from [9]. The exact eigenvalues are the roots of the equation tan
√
λ = √λ (1+ λ/3). Applying the
method presented with the ε-regularizing procedure, we get the BVPs depending on the λ:
d2wr
dx2
+ (λ+ iε)wr = −d
2we
dx2
− λwe,
dwr(0)
dx
= −dwe(0)
dx
,
dwr(1)
dx
+
(
λ+ iε + (λ+ iε)
2
3
)
wr(1) = −dwe(1)dx −
(
λ+ λ
2
3
)
we(1).
The data placed in Table 6 are obtained with the same parameters:we = 1+ x2 and ε = 10−6.
Example 7. Consider the Sturm–Liouville problem with parameter dependent boundary condition:
d2w
dx2
+ k2(1− cos 2x)w = 0, (35)
w(0) = 0, (36)
dw(0)
dx
+ kw(1)+ exp (k) dw(1)
dx
= 0. (37)
This is Example 3.1 from [11]. Applying themethod presentedwith the ε-regularizing procedure, we get the BVPs depending
on the k:
d2wr
dx2
+ (k+ iε)2 (1− cos 2x)wr = −d
2wr
dx2
+ k2(1− cos 2x)wr , (38)
wr(0) = −we(0), (39)
dwr(0)
dx
+ (k+ iε)wr (1)+ exp (k+ iε) dwr(1)dx = −
dwe(0)
dx
+ kwe(1)+ exp (k) dwe(1)dx . (40)
Let us pay attention to the fact that the boundary condition (40) contains the data from two endpoints: w′r(0), wr(1)
and w′r(1). The modernized algorithm of the sweep method which is used for solving BVP (38), (39), (40) is described in
Appendix.
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Fig. 5. First six eigenmodes from Example 3.
Table 8
Eigenmodes from Example 5. Comparison between the exact and computed data.
i 1th eigenmode 2th eigenmode 3th eigenmode
w˜ex w˜ap w˜ex w˜ap w˜ex w˜ap
0.0 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000
0.2 0.831375 0.831374 −0.180994 −0.180999 0.101322 0.101314
0.4 0.986162 0.986162 −0.987911 −0.987912 −0.968797 −0.968798
0.6 0.749069 0.749069 −0.835626 −0.835624 −0.855505 −0.855504
0.8 0.388873 0.388872 −0.441099 −0.441095 −0.453922 −0.453919
1.0 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000
The data placed in Table 7 are obtained with: we = 1 + x2 and ε = 10−6. The method presented in the paper provides
9–10 true digits in the first five eigenvalues with N = 1 ÷ 4 × 104. The further increase of the number the nodal points
N does not improve the precision because of the rounding errors. To improve the precision it is necessary to use a more
accurate approximation of the BVP. The last column of the table contains the data from [11] obtained with the help of the
numerically analytic method based on sampling theory. It should be taken into account that in [11] all the calculations were
performed with 20-digits accuracy and we use 14-digits (double precision) accuracy.
4. Eigenmodes
The algorithm described above is focused on the problem of finding eigenvalues. Let us dwell in brief on the problem of
calculating the corresponding eigenmodes. Themethod of finding eigenmodes proposed here is based on the simple physical
fact that when a system approaches resonance then, just the resonance (or eigen) mode is excited in the system. So, when
the spectral parameter λ of (1), (2) is closed to its eigenvalue, then the solutionw = we +wr of the BVP (4), (5) is closed to
the corresponding eigenmode.
The algorithm is as follows. Using the procedure described above, we calculate the approximate value λap. Then we
calculate the nodal valueswn
(
λap
) = we,n (λap)+ wr,n (λap) , n = 1, . . . ,N and the normed values
ŵn
(
λap
) = wn (λap) /wmax, wmax = max
n=1,...,N
∣∣wn (λap)∣∣ . (41)
In Fig. 5 we present the eigenmodes of Example 3.
The exact solution (28), (29) was normed in the sameway as (41). The data are compared in Table 8. It demonstrates that
we obtain the approximate eigenmodes with a high precision.
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Table 9
The Sturm–Liouville problem (25). FD solution with the exciting solutionwe = 1+ x2 .
i λex ε = 10−2 ε = 10−6 ε = 10−8 ε = 10−8
1 20.79228845 20.79212 20.79228845 20.79228845 20.79228845
2 82.41915382 82.43676 82.41915381 82.41915381 82.41915382
3 185.13059609 185.15496 185.13059598 185.13059598 185.13059609
4 328.92661528 329.03149 328.92661455 328.92661454 328.92661528
5 513.80721138 513.89584 513.80720849 513.80720849 513.80721137
5. Discussion
Here we discuss some details of the algorithm presented. Using the ε-procedure for regularization we get the equation
d2wr (x, ε)
dx2
+ q(x, λ+ iε)wr (x, ε) = −d
2we
dx2
− q(x, λ)we.
When ε = 0 it turns into
d2wr (x, 0)
dx2
+ q(x, λ)wr (x, 0) = −d
2we
dx2
− q(x, λ)we,
which has the trivial solution wr (x, 0) = −we (x) for all λ which does not belong to the spectra. Denoting δ (x, ε) =
wr (x, ε)− wr (x, 0), we get the equation
d2δ (x, ε)
dx2
+ q(x, λ+ iε)wr (x, ε)− q(x, λ)wr (x, 0) = 0,
or
d2δ (x, ε)
dx2
+ q(x, λ+ iε)2δ (x, ε) = [q(x, λ+ iε)− q(x, λ)]we (x, 0) .
Assuming for simplicity the Dirichlet conditions in the initial problem, we get zero boundary conditions δ (0, ε) =
δ (1, ε) = 0.
Using the Green function we get the integral representation for δ (x, ε)
δ (x, ε) =
∫ 1
0
G (x, y, ε) [q(x, λ+ iε)− q(x, λ)]we (x, 0) dy.
Assuming that q(x, λ) is a continuously differentiable function with respect to λwe get the estimation
|δ (x, ε)| ≤
∫ 1
0
|G (x, y, ε)| |[q(x, λ+ iε)− q(x, λ)]| |we (x, 0)| dy ≤ Cε
uniformly for all x ∈ [0, 1]. Of course, this estimate is true for λ which does not belong to the spectra. However, as it is
mentioned in Section 2, due to the iterative procedure of the solution we never solve the problem with the exact λn. When
λ = λn, no estimations of such kind are possible. The same is also true for the second regularizing procedure.
Let us dwell on the choice of the value for the regularization parameters. Consider the problem of Example 2. Fig. 6
shows the dimensionless response curve Fd (λ) = F (λ) /F(1) with different regularizing parameters: ε = 10−2 (left) and
ε = 10−6 (right). The regularizing parameter ε coarsens the system. For ε = 10−2 the resonance peaks are spread. Andwhen
ε decreases, the peaks become sharper and more narrow. Note that the values of the peaks shown in the right part of Fig. 6
are' 10+9. The algorithmworks in the followingway. Firstwe take ε = 10−2. Using a quite smooth curve Fd (λ)with spread
lowpeaks it is easy to find approximate positions of the eigenvalues λ˜i. Then,we decrease ε and look for themaximumon the
neighborhood of each λ˜i. The data in the first three columns of Table 9 are calculated with N = 500.When ε decreases from
10−6 to 10−8, it does not improve the precision of the calculations. This means that the error due to regularizing procedure
becomes the non-dominating one and the error in solution is caused by other reasons. The data placed in the last column
of Table 9 are calculated with the same ε = 10−8 and N = 2000. The refinement of the mesh from N = 500 to N = 2000
improves the precision considerably. It seems that all the digits of the eigenvalues presented in the last column of the table
are true. This means that the dominated error is the one due to FD approximation of the differential equation. So, one can
conclude that the choice of the value of the regularization parameter ε should be done in accordance with the precision of
the solution of the differential equation. The calculations carried out show that ε,∆λ 10−3–10−6 provide 6–8 true digits
in the calculation of the first five eigenvalues when the differential equation is approximate with the same (or more high)
precision.
Note that the method described in the paper does not remove the need to discretize the problem and can be combined
with many classical discretizations, including finite differences, finite elements and spectral methods. In fact, it can be
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Fig. 6. Example 2. The dimensionless response curve Fd (λ) = F (λ) /F(1)with different regularizing parameters: ε = 10−2 (left) and ε = 10−6 (right).
applied to the system of the algebraic equations which approximate the original problem. To illustrate this, let us consider
the following simplest eigenvalue problem
λ
[
1 0
0 1
]
−
[
a 0
0 b
]
x =
[
λ− a 0
0 λ− b
]
x = 0 (42)
with the exact solution λ1 = a, λ2 = b.
In this situation the method presented in the paper is as follows. Let y = (y1, y2)T 6= 0 be an arbitrary 2-vector. Consider
the solution x = (x1, x2)T of the system[
λ− a 0
0 λ− b
]
x = −
[
λ− a 0
0 λ− b
]
y. (43)
The sum z = x+ y satisfies (42). However, there is an unique solution x = −y and z = 0 for λ 6= a, b. So, we modernize
(43) considering[
λ+ iε − a 0
0 λ+ iε − b
]
x = −
[
λ− a 0
0 λ− b
]
y, (44)
where ε is a small parameter. System (44) has a unique solution for all real λ including λ = a and λ = b.
(x1, x2)T = −
(
λ− a
λ+ iε − ay1,
λ− b
λ+ iε − by2
)T
.
And the sum z = x+ y is
z =
(
iε
λ+ iε − ay1,
iε
λ+ iε − by2
)T
. (45)
The norm of z is a function of λ
F (λ) = ε
√
y21
(λ− a)2 + ε2 +
y22
(λ− b)2 + ε2 .
The graphics shown in Fig. 7 correspond to a = −1, b = 1, y = (1, 1)T and to the three values of the parameter
ε: ε = 10−1, ε = 10−2, ε = 10−3. The graph F (λ) has maximums at the positions of the eigenvalues. The role of the
parameter ε is shown in Table 10. Here we place the absolute error in the calculations of the eigenvalue λ = −1 with
different ε. The regularizing parameter ε coarsens the system. For a large ε the accuracy is not very high. When ε decreases,
the peaks become sharper and more narrow and the accuracy in determining the eigenvalue increases. However, the graph
of F (λ) becomes delta shaped and the precision decreases when ε becomes very small. In many-dimensional case this leads
to a dramatic increase of the errors as it was shown above.
Let us pay attention to the behaviour of the solution (45) near the solution, say λ = a. When |λ− a| → 0, then
z→ (y1, 0), i.e. when the spectral parameter is close to the eigenvalue, then the sum z = x+ y is close to the corresponding
eigenvector. We used this fact in Section 4 in calculating the eigenmodes.
Note that the same technique can be used for solving nonlinear eigenvalue problems (NEPs) G (λ) x = 0, where G (λ) is
a N × N matrix-valued function of λ and λ and x are the sought eigenvalue and eigenvector, respectively [23].
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Fig. 7. 2× 2 linear eigenvalue problem. The function F (λ)with different parameters ε.
Table 10
The absolute error in the calculations of the eigenvalue λ = −1 of the 2× 2 problem with different values of the parameter ε.
ε 10−1 10−2 10−3 10−4 10−5 10−10
ea 1.2× 10−5 1.4× 10−9 2.7× 10−13 1.0× 10−14 7.0× 10−12 5.5× 10−11
6. Conclusion
We present a numerical method for solving the generalized Sturm–Liouville problems and the problems with parameter
dependent boundary conditions. It is convenient for determining some first eigenvalues of the system which are often of
the most interest for engineering applications. It leads to the solution of a sequence of boundary value problems which
depend on the spectral parameter. Varying this parameter, one gets the eigenvalues as the positions of maxima of the norm
function F(λ). The growth of the amplitude of response near the eigenvalue is a sequence of the degeneracy of the matrix
approximating the BVP under consideration. From this point of view the presented approach is similar to the one described
in [15], where the degeneracy is measured by the infinitesimal values of the minimal eigenvalue of the stiffness matrix of
the problem. The key moment of the algorithm is the use of the special regularizing procedures which provide a smooth
response curve and, as a sequence, provides a high precision in determining eigenvalues. In the paper we apply the FD
method as the BVPs’ solver. However, this technique can be combined with any appropriate BVP solver. It seems possible to
extend the same approach to eigenvalue problems with other differential equations, e.g. to problems of fourth order and to
the case of multi-dimensional systems. This will be the subject of further investigations.
Appendix. The sweep method for BVP (38)–(40)
Approximation of BVP (38)–(40) on the mesh xn = ∆x (n− 1) ,∆x = 1/ (N − 1) gives the following linear system:
w1 = 0, (A.1)
anwn+1 + bnwn + cnwn−1 = gn, n = 2, 3, . . . ,N − 1, (A.2)
aNw2 + bNwN + cNwN−1 = gN . (A.3)
Note that in the general case the termwithw1 should be included in (A.3) due to approximationw′(0). First we perform
the straight pass of the sweep algorithm looking for αn and βn in the representation:
wn = αnwn+1 + βn
by the recursion relation:
α1 = 0, β1 = 0
αn = − an
(bn + cnαn−1) , βn =
(gn − cnβn−1)
(bn + cnαn−1) , n = 2, . . . ,N − 1. (A.4)
Finally, we get
wN−1 = αN−1wN + βN−1. (A.5)
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ExcludingwN−1 from (A.3), (A.5) one gets the coefficients γN , δN
wN = γNw2 + δN (A.6)
and perform the back pass of the sweep algorithm looking for γn and δn in the representation:
wn = γnw2 + δn, n = N − 1, . . . , 2 (A.7)
by the recursion relation:
γn = αnγn+1, δn = αnδn+1 + βn
and getw2
w2 = γ2w2 + δ2 ⇒ w2 = δ2 (1− γ2)−1 .
Finally, we getwn, n = 3, . . . ,N using (A.7), (A.6).
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