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We construct all Singleton arrays for any finite field GF(q). There exist 449 - 1) arrays for 
each GF(q) where #J is the Euler function. 
1. Introduction 
Let GF(q) be the finite field of q elements, and let S, denote the triangular 
array 
1 1 1 1 *** 1 1 1 
1 a1 a2 a3 . . . 4-3 a4-2 
1 a2 a3 . ... aq-2 
1 a3 * . .** 
. . . . . 
1 aq-3 aq-2 
1 aq-2 
1 
where a, E GF(q). We call S, Singleton array if every square submatrix of it is 
nonsingular. See [3, p. 3221 for the relation between Singleton arrays and MDS 
codes. Our main theorem is: 
Theorem 1. The above S, is a Singleton array if and only if ai = l/(1 - e) for 
some primitive element E of GF(q). 
The necessity is already established in [5]. We are mainly concerned with the 
sufficiency. This is easily checked for some small q (e.g. q = 3, 4, 5), but we need 
some results of Finite Projective Geometry for large q. Although it is already 
proved for odd q [4], our method using Theorem 2 stated later is valid for any q. 
Denote by S,,,(q) the set of (m, n)-matrices with entries in GF(q) such that 
every square submatrix is nonsingular. An (m, n)-matrix (aij) is called a Cauchy 
matrix if aii = l/( 1 - 
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Cauchy matrix is given by the formula det[(l - x,y,)-‘1 = V(_~)V(y)fl~,~(l - 
xiYj)-l, where V(z) is the Vandermonde determinant: V(z) = det(x{-‘) = 
Z7ii,j(zi - zj), ([7], p. 2021). Thus it is always non-zero. 
For any vector z = (zl, z,, . . . , z,), we shall denote by D(z) the diagonal 
matrix of order t with Dii = zi. An (m, n)-matrix A is a ‘generalized’ Cauchy 
matrix (GC-matrix), if it has the form A = D(c)AD(d), where A is an 
(m, n)-Cauchy matrix, and c = (cl, c2, . . . , c,) and d = (d,, dz, . . . , d,) are 
vectors of nonzero elements of GF(q). Obviously, every GC-matrix with entries 
in GF(q) belongs to S,,,,(q). In general, however, all members of S,.,(q) need 
not be GC-matrices [2]. 
Let LY= {(~i, a2,. . . , an} be a set of indexed distinct elements of GF(q) U 
{cc}, and let Y = (vi, u2, . . . , v,) be a vector of nonzero elements of GF(q). Let 
L = U(x) E GF(q)[xl; degf <k], and f(m) is defined by f(m) = u~-~, where 
f(x) = c;:; a,,;. 
A generalized doubly extended Reed-Solomon (GDRS) code C, denoted by 
GDRS(n, k, (Y, v), is defined as follows: 
C:= {i@(a) = (uf((YJ, %.f(~,), . . . , %f(%J);f(x> E L). 
G = [I 1 S] (I: the identity matrix) is a generator matrix of a GDRS code if and 
only if S is a GC-matrix [5]. 
Theorem 2. Let [I 1 S] (I: the identity matrix of order k, S E S,,,_,(q)) be a 
generator matrix of (n, k)-GDRS code C over GF(q). Zf S has a row and u column 
of ones, then S is a Cauchy matrix. 
We obtain the following corollary which is well known to specialists in the 
theory of normal rational curves. 
Corollary. Let G = [I 1 S] (I: the identity matrix of order k) be a generator matrix 
of an (n, k)-MDS code C and let S have a row and a column of ones. If the n-arc 
homogeneous coordinates of whose points are given by the columns of G is 
contained in a normal rational curve, then S is a Cauchy matrix. 
Theorem 2 will be proved in Section 3. 
2. The proof of the sufficiency of Theorem 1 
Lemma. For a given Singleton array S,, if there exists a (k, q + 1 - k)-submatrix 
of S, (3 c k < q - 2) which is a Cauchy matrix, then ai = l/(1 - e) for some 
primitive element g of GF(q). 
Proof. Let A be a (k, q + 1 - k)-submatrix of a Singleton array (3 s k 6 q - 2) 
which is a Cauchy matrix. Then the matrix A belongs to S,,,+,_,(q). We can 
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write Ui = l/(1 - y”‘) (1 < ni < q - 2, 1 c i < q - 2), where y is a primitive element 
of GF(q). Since A is a Cauchy matrix, so are submatrices 
[y use,] (2 c i =5 q - 3). 
Consequently we get ni_i + ~+r = 2ni mod(q - 1) (2 =z i < q - 3). In other words 
we get ~t;+~ - rrj = ni - ni-i mod(q - 1). Hence there exist integers 0 c n’, d < 
q - 1 such that Q = n’ + di mod(q - 1) (16 i s q - 2). Since {n’ + di; 16 i c q - 
2) = {1,2,. . . ) q - 2) in Z/(q - l), the set {di; 1 c i =s q - 2) must contain q - 2 
elements. It now follows that (d, q - 1) = 1 and .’ = 0. Thus a, = l/(1 - E’), 
where E = yd is a primitive element of GF(q). Cl 
A set of n points of PG(r, q), no r + 1 of which are linearly dependent, is 
called an n-arc. (PG(r, q) is the projective space of dimension rover GF(q).) The 
normal rational curves (~{(l, X, x2, . . . , x’); x E GF(q)} U { (0, 0, . . . , 1))) are 
examples of (q + 1)-arcs. 
Theorem 3 [6]. In PG(2, q), where q ti odd, every (q + 1)-arc is a normal 
rational curve. 
Theorem 4 [l]. In PG(4, q), q = 2h, h 3 3, every (q + 1)-arc is normal rational 
curve. 
Proof of Theorem 1. Suppose q is even (q = 2h, h > 3). Let A be a (5, q - 4)- 
submatrix of a Singleton array S,. Considering the (q + 1, 5)-MDS code with the 
generator matrix G = [I ) A], A is a Cauchy matrix by Theorem 4 and the 
corollary of Theorem 2. Hence it follows from the previous lemma that A is 
determined uniquely. 
Taking a (3, q - 2)-submatrix of S, as above A and using Theorem 3, we can 
similarly obtain a proof for odd q. •i 
3. The proof of Theorem 2 
Proof of Theorem 2. Without loss of generality, we may assume that S has the 
first row and the first column of ones. Let C be a GDRS(n, k, CY, v) code. 
First of all we consider the case cu, = 03. Let 
x(x) = %=I (x - 4 and bi = (V&(ai))-’ (i = 1, 2, . . . , k), 
x - a, 
36 T. Man&a 
then 1 0 
1 (bivk+jL(cuk+j)) 
. . . 
0 1 1 
i = 1,2, . = - . . , k; j 1,2, . . . , n k. 
Since biVk+&((Yk+j) = 1 and bi~k+lf;.(~~k+l) = 1, we have 
bi = 
@k+l - ai 
b, 
ak+l ffl 
(i 1, 2, . . k). 
Hence, 
bivk+jJ((uk+j) = bi ak+J - (y1 6;’ = 1 i= 1,2,. . . , k 
ff k+j - a~ l_XiYj j=l,2,...,n-k-l’ 
b,VJ7(cY,) = b;‘& = ak+1 - cu, = ’ ; 
&k+l - ffl 1 - Xiyn-k 
with xi = 
Al- pi 
i = 1,2, . . . , k; 
@k+l - ai 
yj= ffk+j- akk+l 
(Y k+j - al 
j=l,2,. . . ,n-k-l; y,_,=l. 
This implies that theorem is true if M E { (Yk+lr . . . , an} or LY c GF(q). 
In case a1 = a, we obtain s = (l/(1 - XiYj)), with ~1: 0, xi = (&+I - a;)-’ 
(i = 2, 3, . . . , k) and Yj = (Yk+l - ak+j 0’ = 1, 2, . . . , n - k). 
In case CX~ = m (2 s s =z k), by similar calculation, it is easily checked that 
S = (l/(l -xiYj)> 
with xi = 
a, - q 
i = 1,2, . . . , s - 1, s + 1, . . . , k; 
ak+l - ai 
xs= 1; 
yj = cu,+i - cyk+l 
a 
j= 1,2,. . . , n-k. 0 
k+j - a1 
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