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ON DEFORMATIONS OF DIAGRAMS OF COMMUTATIVE
ALGEBRAS
EMMA LEPRI AND MARCO MANETTI
Abstract. In this paper we study classical deformations of diagrams of commutative
algebras over a field of characteristic 0. In particular we determine several homotopy
classes of DG-Lie algebras, each one of them controlling this above deformation prob-
lem: the first homotopy type is described in terms of the projective model structure
on the category of diagrams of differential graded algebras, the others in terms of the
Reedy model structure on truncated Bousfield-Kan approximations.
The first half of the paper contains an elementary introduction to the projective
model structure on the category of commutative differential graded algebras, while the
second half is devoted to the main results.
1. Introduction
Let K be a fixed field, S a Noetherian commutative K-algebra and X = Spec(S) the
associated affine scheme. It is well known that every deformation of X , in the category of
schemes over K, is affine, hence the deformation theory of X is the same of the deforma-
tion theory of S inside the category Alg
K
of unitary commutative K-algebras. Similarly,
the deformation theory of a separated Noetherian scheme X over K is the same as the de-
formation theory of a diagram in Alg
K
. More precisely, if N is the nerve of an affine open
cover {Ui} of X , it is not difficult to prove that the deformations of X (up to isomorphism)
are the same as the deformations (up to isomorphism) of the diagram
S• : N → AlgK, Si0,...,in = Γ(Ui0 ∩ · · · ∩ Uin ,OX) ,
where N is considered as a poset and as a small category in the obvious way, inside the
category of diagrams Fun(N ,Alg
K
) = {N → Alg
K
}.
It is well known (see e.g. [5, 13, 15]) that, if K has characteristic 0, then every (commu-
tative) deformation of an algebra S ∈ Alg
K
is isomorphic to H0(R′), where R′ is obtained
by perturbing the differential of a fixed Tate resolution R → S [20]. This easily implies
that the deformations of S are controlled, in the sense of [12], by the differential graded
Lie algebra of derivations of R. A short introduction to differential graded algebras is
given here in Section 2.
It is possible to prove that the above strategy generalises to arbitrary Noetherian sepa-
rated schemes, where Tate resolution is replaced by the algebraic analogue of Palamodov’s
resolvent [16, 17]. This is possible because the nerve N of a covering is a direct Reedy
category, i.e., there exists a degree function deg : N → N such that every non identity
arrow increases degree.
The aim of this paper is to study deformations of diagrams D → Alg
K
for a general
small category D. The first result is to extend the above strategy by detecting what is
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the correct notion of Tate resolution of a diagram (= the correct notion of Palamodov’s
resolvent for a diagram). In doing this it is extremely convenient to work in the framework
of model structures, briefly recalled in Section 3.
The category Alg
K
can be considered in an obvious way as a full subcategory of
CDGAK (resp.: CDGA
≤0
K
), the category of commutative differential graded algebras
(resp.: in non-positive degrees).
By a classical result of Bousfield and Gugenheim [1] the category CDGAK admits a
model structure where weak equivalences are the quasi-isomorphisms and fibrations are
the surjective maps, cf. [4].
The category CDGA≤0
K
carries a similar model structure, where weak equivalences are
the quasi-isomorphisms and fibrations are the surjective maps in negative degrees. Due
to the lack of appropriate references, in Section 4 we provide an elementary proof of this
fact, based on the properties of free and semifree extensions.
Section 5 is devoted to some technical lemmas that are probably well known to experts.
In Section 6 we prove the main result of this paper (Theorem 6.2), namely that the
deformation theory of a diagram S• : D → AlgK is controlled by the differential graded Lie
algebra of derivations of a cofibrant replacement of S• in the model category of diagrams
Fun(D,CDGA≤0
K
), equipped with the projective model structure.
Unfortunately, for general index categories D, cofibrant replacements in the projective
model structure are difficult to describe from the constructive point of view. For this
reason, in the last sections we propose a different approach by describing a countable
family of functors between small categories (Definition 7.3)
ǫk : N(D)≤k → D, k = 2, 3, . . . ,∞,
such that for every k in the above range:
(1) every diagram S• : D → AlgK has the same isomorphism classes of deformations
as S• ◦ ǫk;
(2) N(D)≤k is a Reedy category (see Section 8) and the projective model structure on
the category Fun(N(D)≤k,CDGA
≤0
K
) is the same as the Reedy model structure,
hence with cofibrations described constructively in terms of latching objects and
cofibrations in CDGA≤0
K
.
In our construction the functor ǫ∞ is the forgetful functor from the simplex category
of D (see Section 7), and ǫk is its restriction to the full subcategory of p-simplexes, with
p ≤ k. The composition map
Fun(D,CDGA≤0
K
)
−◦ǫ∞−−−−→ Fun(N(D)≤∞,CDGA
≤0
K
)
is called Bousfield-Kan approximation and plays an important role in the homotopy theory
of diagrams [3].
Putting together all the above facts, the main result of this paper is:
Theorem 1.1 (=Theorem 6.2+Corollary 8.5). Let D be a small category, S• : D → AlgK
a diagram of unitary commutative algebras.
(1) Let R• → S• be a cofibrant replacement in Fun(D,CDGA
≤0
K
) with respect to the
projective model structure. Then the DG-Lie algebra L = Der∗
K
(R•, R•) controls
the deformations of S•.
(2) For every k = 2, . . . ,∞, let ǫk : N(D)≤k → D be the functor defined in 7.3 and
let R•k → S• ◦ ǫk be a Reedy cofibrant replacement in Fun(N(D)≤k,CDGA
≤0
K
).
Then the DG-Lie algebra Lk = Der
∗
K
(R•k, R•k) controls the deformations of S•.
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Notation and setup. Throughout this paper we will work over a fixed field K of char-
acteristic 0. Unless otherwise specified, every (graded) vector space is assumed over K and
the symbol ⊗ denotes the tensor product over K. If V = ⊕n∈ZV n is a graded vector space,
we denote by a the degree of a non-zero homogeneous element a: in other words a = n
whenever a 6= 0 and a ∈ V n. It is implicitly assumed that if a mathematical formula con-
tains the degree symbols a, b, . . . then all the elements a, b, . . . involved are homogeneous
and different from 0. As usual, for every complex of vector spaces V , we shall denote
by Zn(V ), Bn(V ) and Hn(V ) the space of n-cocycles, the space of n-coboundaries and
the nth cohomology group, respectively. We denote by Set the category of sets, by Grp
the category of groups, by Alg
K
the category of unitary commutative K-algebras and by
ArtK ⊂ AlgK the full subcategory of local Artin algebras with residue field K. Finally,
in order to avoid an excessive length we assume that the reader has a basic knowledge of
differential graded Lie algebras and of the associated deformation functors: for instance,
the papers [12, 14] contain everything needed for the comprehension of this paper.
2. Commutative Differential Graded Algebras
In the first four sections of this paper we shall give a short survey, addressed to a wide
mathematical audience, of some homotopical algebra that we use in the second part of the
paper. We begin by recalling the definition and the first properties of unitary commutative
differential graded algebras (DG-algebras for short) over K.
Definition 2.1. A unitary commutative graded algebra is a graded vector space A =⊕
n∈ZA
n with a product Ai × Aj −→ Ai+j which is K-linear, associative and graded
commutative, i.e., such that ab = (−1)a bba for every a, b ∈ A. Moreover there exists a
unit 1 ∈ A0 such that 1a = a1 = a for every a ∈ A.
A morphism of unitary commutative graded algebras is a morphism of graded vector
spaces that commutes with products and preserves the units. We denote by CGAK the
category of unitary commutative graded algebras. In the above definition it is allowed
that 1 = 0, and this happens if and only if A = 0.
The usual construction of polynomials extends without difficulties to the graded case.
Given a unitary commutative graded algebra A and a set {xi}, i ∈ I, of indeterminates,
each one equipped with a degree xi ∈ Z, the polynomial algebra A[{xi}] is defined as the
graded vector space generated by the monomials in xi with coefficients in A, subject to
the relations xixj = (−1)xi xjxjxi and axi = (−1)xi axia, a ∈ A. For instance, if x = 0
and y = 1, then xy = yx, y2 = 0 and therefore K[x, y] = K[x]⊕K[x]y.
Given A ∈ CGAK, a derivation of degree k of A is a linear map α : A → A such that
α(An) ⊂ An+k for every n, satisfying the (graded) Leibniz identity:
α(ab) = α(a)b + (−1)kaaα(b) .
The vector space of derivations of degree k is denoted Derk
K
(A,A).
If A = K[{xi}], by the Leibniz identity every derivation α ∈ Der
k
K
(A,A) is uniquely
defined by the values α(xi) ∈ Axi+k.
Definition 2.2. A commutative differential graded algebra (DG-algebra for short) is a
graded commutative algebra A equipped with a derivation d ∈ Der1
K
(A,A), called differ-
ential, such that d2 = 0. In other words:
(1) d(An) ⊆ An+1,
(2) d2 = 0,
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(3) (Graded Leibniz identity) d(ab) = d(a)b + (−1)aad(b).
A morphism of commutative differential graded algebras is a morphism of commutative
graded algebras that commutes with differentials.
We denote by CDGAK the category of commutative differential graded algebras. No-
tice that d(1) = 0, and that K and 0 are respectively the initial and the final object in the
category CDGAK. It is easy to see that this category is complete and cocomplete.
Definition 2.3 (Free extensions). Let A ∈ CDGAK and xi, i ∈ I, a set of indeterminates
of degree xi ∈ Z. Consider a parallel set of indeterminates dxi, with dxi = xi + 1 and
the polynomial extension A→ A[{xi, dxi}]. The differential d on A can be extended to a
differential on A[{xi, dxi}] by setting d(xi) = dxi and d(dxi) = 0.
The name free extension is motivated by the following property: for every morphism
f : A → B in CDGAK and every subset {bi} ⊂ B with bi ∈ Bxi for every i, there
exists a unique morphism of DG-algebras g : A[{xi, dxi}]→ B extending f and such that
g(xi) = bi for every i. Clearly g(dxi) = d(bi).
Lemma 2.1. Every free extension of DG-algebras is a quasi-isomorphism, i.e., the inclu-
sion A→ A[{xi, dxi}] induces an isomorphism in cohomology.
Proof. Since every element of A[{xi, dxi}] is a polynomial in a finite number of indetermi-
nates, we can assume the set of variables finite, say x1, . . . , xn, and proceed by induction on
n. Therefore it is sufficient to show that the inclusion A→ A[x, dx] is a quasi-isomorphism.
If x has even degree, then (dx)2 = 0 and every homogeneous element of the quotient
A[x, dx]/A is of type
v =
n∑
i=0
xi+1ai + x
idx bi, ai, bi ∈ A .
If dv = 0 then d(bi) = (i+ 1)ai and therefore (notice the assumption char(K) = 0)
v = d
(
n∑
i=0
xi+1
i+ 1
bi
)
.
If x has odd degree, then x2 = 0 and every homogeneous element of the quotient
A[x, dx]/A is of type
u =
n∑
i=0
(dx)i+1 ai + x(dx)
ibi, ai, bi ∈ A .
If du = 0 then dai + bi = 0 for every i, and we can write
u = d
(
m∑
i=0
x(dx)iai
)
.
Thus we have proved that A[x, dx]/A is an acyclic complex of vector spaces. 
Definition 2.4. Let f : A→ B be a morphism in CDGA≤0
K
, with A = A0 ∈ Alg
K
. We
shall say that f is flat, or that B is a flat A-algebra if B is a complex of flat A-modules.
Clearly the above definition extends the usual notion of flat morphism of algebras. It
is worth pointing out that there also exists a good notion of flatness for every morphism
in CDGA≤0
K
[15].
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For every A ∈ CDGA≤0
K
we shall denote by CDGA≤0A the undercategory of maps
A→ B: the morphisms in CDGA≤0A are the commutative triangles. The following lemma
is completely standard, see e.g. [19, Lemma A.4 and Theorem A.10].
Lemma 2.2. Let A ∈ ArtK and let f : B → C be a morphism in CDGA
≤0
A :
(1) if C is flat over A and the induced map B ⊗A K → C ⊗A K is an isomorphism,
then f is also an isomorphism;
(2) if B,C are flat A-algebras and the induced map B ⊗A K → C ⊗A K is a quasi-
isomorphism, then f is also a quasi-isomorphism;
(3) if B is flat over A and Hi(B ⊗A K) = 0 for every i < 0, then H0(B) is a flat
A-algebra and the natural map H0(B) → H0(B ⊗A K) induces an isomorphism
H0(B)⊗A K = H
0(B ⊗A K).
3. A very short introduction to model structures
We briefly recall the definition of model category and some few basic results about
them; the reader may consult [7, 6] for a deeper and more complete exposition of the
subject. Throughout this section M will denote a fixed category.
Definition 3.1 (Lifting properties). Consider two morphisms i : A → B, f : C → D in
M. If for every solid commutative diagram
A C
B D
i f
there exists the dotted arrow that makes both triangles commute, we shall say that the
map i has the left lifting property with respect to f , and the map f has the right lifting
property with respect to i.
For instance, in the category of sets, every injective map i has the left lifting property
with respect to any surjective map f . The same holds in the category of vector spaces.
Definition 3.2 (Retracts). A morphism f in M is called a retract of a morphism g in
M if there exists a commutative diagram:
A B A
C D C
f
IdA
g f
IdC
Definition 3.3. A model structure on M is the data of three classes of maps: weak
equivalences, fibrations and cofibrations, which satisfy the following axioms:
(M1) (2-out-of-3) If f and g are morphisms inM such that the composition gf is defined,
and two out of the three f , g and gf are weak equivalences, so is the third.
(M2) (Retracts) If f and g are maps in M such that f is a retract of g, and g is a weak
equivalence, a cofibration or a fibration, then so is f .
(M3) (Lifting) A trivial fibration is map which is both a fibration and a weak equivalence;
a trivial cofibration is map which is both a cofibration and a weak equivalence.
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(a) Trivial fibrations have the right lifting property with respect to cofibrations.
(b) Trivial cofibrations have the left lifting property with respect to fibrations.
(M4) (Factorisation) Every morphism g in M admits two factorisations:
(CW,F):: g = qj, where j is a trivial cofibration and q is a fibration,
(C, FW):: g = pi, where i is a cofibration and p is a trivial fibration.
Definition 3.4. A model category is a complete and cocomplete category equipped with
a model structure.
In particular every model category has an initial object ∐∅ and a final object
∏
∅; an
object X is called cofibrant in the morphism ∐∅ → X is a cofibration; it is called fibrant
if the morphism X →
∏
∅ is a fibration. A cofibrant replacement of an object Y is a trivial
fibration X → Y with X cofibrant. The factorisation axiom guarantees that cofibrant
replacements always exist.
For notational simplicity we shall denote by W ,F and C the classes of weak equiva-
lences, fibrations and cofibrations, respectively. We shall denote by FW = F ∩ W the
class of trivial fibrations and by CW = C ∩W the class of trivial cofibrations.
Lemma 3.1. If j has the left (right) lifting property with respect to f , and i is a retract
of j, then i has the left (right) lifting property with respect to f .
For a proof, see [6, 7.2.8].
Proposition 3.2 (Retract Argument). Let g be a map which can be factored as g = pi
(1) If g has the left lifting property with respect to p then g is a retract of i.
(2) If g has the right lifting property with respect to i then g is a retract of p.
For a proof, see [7, 1.1.9].
Lemma 3.3. Let M be a model category:
(1) A map in M that has the left lifting property with respect to all trivial fibrations
is a cofibration.
(2) A map inM that has the right lifting property with respect to all trivial cofibrations
is a fibration.
For a proof, see [7, 1.1.10].
Remark 3.1. It follows from the previous lemma that isomorphisms belong to all three
classes of maps. Furthermore, two of the three classes W , C,F determine the third. Pay
attention to the fact that, for example, if W and F are two classes satisfying (M1) and
(M2), in general they do not extend to a model structure.
The following lemma is clear.
Lemma 3.4. If h = gf and both f, g have the left (right) lifting property with respect to
p, then h has the left (right) lifting property with respect to p.
Remark 3.2. The previous lemmas show that the three classes of fibrations, cofibrations
and weak equivalences are closed by composition.
Model categories were introduced by Quillen [18] under the name of (complete and
cocomplete) closed model categories. Nowadays many authors (e.g. [6, 7]) assume that
the (C,FW) and (CW,F) factorisations are functorial. Since in algebraic geometry it is
often important to resolve minimally algebraic structures, we prefer here to adopt the
original Quillen’s assumption, and require only the existence of factorisations.
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3.1. Pre-model structures. In several concrete cases, a convenient way to describe
model structures is in terms of pre-model structures. Since two out of the three classes
W , C,F determine the third, it is typical to try to construct a model structure by estab-
lishing two out of the three classes and seeing whether they extend to a model structure.
Often it happens that two classes have an easy description and the third is more compli-
cated, but it has a nice subclass sufficiently large to ensure axiom (M4). The notion of
left pre-model structure applies when one has fixed the weak equivalences, fibrations and
two more classes, as in the next definition.
Definition 3.5. A left pre-model structure on M is the data of four classes of maps:
W ,F , C′, CW ′ such that:
(1) (2-out-of-3) The maps in W satisfy the 2-out-of-3 property;
(2) (Retracts) The classes W and F are closed under retracts;
(3) CW ′ ⊆ W ;
(4) (Lifting) The maps in C′ have the left lifting property with respect to the maps in
F ∩W ; the maps in CW ′ have the left lifting property with respect to the maps
in F ;
(5) (Factorisation) Every map g in M has two factorisations:
(a) g = qj, where j is in C′ and q is in F ∩W ,
(b) g = pi, where i is in CW ′ and p is in F .
Theorem 3.5. Given a left pre-model structureW ,F , C′, CW ′ there exists a unique model
structure where the weak equivalences are the maps in W and the fibrations are the maps
in F . Notably, the cofibrations are the retracts of C′, and the trivial cofibrations are the
retracts of CW ′.
Proof. We set C the retracts of C′ and check that C,F ,W satisfy the model category
axioms (Definition 3.3). Axioms (M1) and (M2) follow immediately from the definition
of pre-model structure and of C. As above, for notational simplicity we shall denote by
CW = C ∩W and FW = F ∩W .
We first show that CW ′ ⊂ C. Let g : A → B be a morphism in CW ′ and consider a
factorisation g : A
C′
−→ X
FW
−−−→ B. Since g has the left lifting property with respect to maps
in FW it follows by the retract argument that g is a retract of an element of C′. Since
CW ′ ⊂ W by assumption, we have CW ′ ⊂ CW .
We now show that every map in CW is a retract of a map in CW ′. Let f : A −→ B be
a map in CW , using the factorisation axiom f : A
CW′
−−−→ X
F
−→ B, and by the 2-out-of-3
axiom X −→ B is in FW . Therefore by the lifting axiom and the retract argument (3.2),
A −→ B is a retract of A −→ X , so it is the retract of a map in CW ′.
By definition of pre-model structure, maps in C′ have the left lifting property with
respect to maps in FW ; then by Lemma 3.1 maps in C have the left lifting property with
respect to maps in FW . Similarly, maps in CW ′ have the left lifting property with respect
to maps in F , so we have that maps in CW have the left lifting property with respect to
maps in F .
The factorisation axiom (M4) is clear since we have already proved that C ⊂ C′ and
CW ′ ⊆ CW . 
It is plain that one can also give the analogous notion of right pre-model structure,
simply working in the opposite category and exchanging the role of C and F . Finally,
the reader should be aware that some authors use the name of pre-model structure for a
completely different concept.
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4. Model structure on DG-algebras
It is well known that the category CDGAK admits a model structure where weak
equivalences are the quasi-isomorphisms and fibrations are the surjective maps [1, 4].
Consequently, by Lemma 3.3 the cofibrations are the morphisms that have the left lifting
property with respect to the class of surjective quasi-isomorphisms.
Similarly, the category CDGA≤0
K
of DG-algebras concentrated in non-positive degree
admits a model structure where weak equivalences are the quasi-isomorphisms and fibra-
tions are the surjective maps in negative degree. It is worth noticing that the existence
of the model structure on CDGA≤0
K
is an immediate consequence of [10, Proposition
4.5.4.6] applied to the standard (cofibrantly generated) model structure on the category
of non-positively graded DG-vector spaces. Moreover, by Lurie’s result also follows that
the model structure on CDGA≤0
K
is combinatorial and cofibrantly generated.
In this section, following the ideas of [8], we give an elementary proof of the above
mentioned model structure on CDGA≤0
K
, which relies on the notion of semifree extension.
Definition 4.1 (Semifree extension). Let A ∈ CDGA≤0
K
, I be a set, and let xi, i ∈ I be
indeterminates of non-positive degree xi ∈ Z≤0. Any inclusion of DG-algebras of type
A −→ A[{xi}],
regardless of the differential on A[{xi}], is called a semifree extension.
Recall that a differential on A[{xi}] is determined by the differential on A and by the
values d(xi). Every free extension is also semifree.
Theorem 4.1. There exists a model structure on the category CDGA≤0
K
, where weak
equivalences are the quasi-isomorphisms and fibrations are the maps surjective in negative
degree. Moreover:
(1) cofibrations are the retracts of semifree extensions,
(2) trivial cofibrations are the retracts of free extensions,
(3) trivial fibrations are the surjective quasi-isomorphisms.
The proof that every trivial fibration is surjective is a simple argument in basic ho-
mological algebra. In fact, if f : A −→ B is a quasi-isomorphism which is surjective in
negative degree, for every x ∈ B0, since dx = 0 and f : H0(A)→ H0(B) is bijective, there
exist y ∈ A0 and z ∈ B−1 such that f(y) = x + dz. Since f : A−1 −→ B−1 is surjective
there exists u ∈ A−1 such that f(u) = z and therefore x = f(y − du).
Now the proof of Theorem 4.1 follows, according to Theorem 3.5, from the fact that
the four classes:
(1) W quasi-isomorphisms,
(2) F maps surjective in negative degree,
(3) C′ semifree extensions,
(4) CW ′ free extensions.
form a left pre-model structure. We have already proved in Lemma 2.1 that CW ′ ⊂ W .
The 2-out-of-3 axiom for W is clear, and the retract axiom for W ,F is also obvious: the
retract of a injective (surjective) map is also injective (surjective).
Proposition 4.2. The maps in C′, i.e., the semifree extensions, have the left lifting
property with respect to all trivial fibrations.
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Proof. Consider the following solid commutative diagram
A C
A[{xi}] D
α
f g
γ
β
where g is a trivial fibration and f a semifree extension. For every integer n ≥ −1 consider
the DG-subalgebra of A[{xi}]
An = A[{xi | xi ≥ −n}] .
We have A−1 = A, ∪nAn = A[{xi}] and therefore, setting γ−1 = α it is sufficient to prove
by induction that for every n ≥ 0 we have a commutative diagram
An−1 C
An D
γn−1
g
γn
β
where the left vertical arrow is the inclusion An−1 ⊂ An. If n = 0, then for every xi with
xi = 0 we have dxi = 0. Since g is surjective there exists ci ∈ C such that g(ci) = β(xi).
We define γ0 by setting γ0(xi) = ci.
Assume now n > 0 and γn−1 already defined. If xi = −n, then d(xi) = −n + 1 and
therefore dxi ∈ An−1. We have that
dγn−1(dxi) = γn−1(d
2xi) = 0, gγn−1(dxi) = β(dxi) = dβ(xi)
and since g is injective in cohomology we have γn−1(dxi) = dyi with yi ∈ C. Setting
zi = β(xi)− g(yi) we have
dzi = β(dxi)− g(dyi) = β(dxi)− gγn−1(dxi) = 0 .
Since g is a surjective quasi-isomorphism there exists ci ∈ C such that dci = 0 and
g(ci) = zi. We can now define γn(xi) = yi + ci. 
Proposition 4.3. Maps in CW ′ have the left lifting property with respect to all fibrations.
Proof. Consider the following solid commutative diagram
A C
A[{xi, dxi}] D
α
i g
h
β
with g surjective in negative degrees. If A = 0 there is nothing to prove; otherwise, since
A[{xi, dxi}] ∈ CDGA
≤0
K
, every xi has negative degree and there exists ci ∈ C such that
g(ci) = β(xi). We set h(xi) = ci, h(dxi) = dci, and h|A = α. 
Proposition 4.4. Every map in CDGA≤0
K
can be factored as a free extension followed
by a fibration.
Proof. Let f : A → B be a map in CDGA≤0
K
. For every homogeneous element b ∈ B of
strictly negative degree we add two indeterminates xb and dxb to A, with xb of degree b
and dxb of degree b+ 1, obtaining the free extension
A
i
−→ A[{xb, dxb}]
We define π : A[{xb, dxb}]→ B in the following way:
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(1) π is equal to f on A,
(2) π(xb) = b,
(3) π(dxb) = db.
The map π is obviously a fibration and the composition
A
i
−→ A[{xb, dxb}]
π
−→ B
is equal to f . 
Proposition 4.5. Every map in CDGA≤0
K
can be factored as a semifree extension fol-
lowed by a trivial fibration.
Proof. Since semifree extensions are closed by composition, according to Proposition 4.4
it is sufficient to prove that every morphism f : A → B factors as a composition of a
semifree extension and a quasi-isomorphism.
We use the differential graded analog of the classical argument about the existence
of Tate-Tyurina resolutions: we construct recursively a countable sequence of semifree
extensions
A = A0 ⊂ A1 ⊂ · · · ⊂ An ⊂ · · ·
together with morphisms of DG-algebras fn : An → B such that f0 = f and:
(1) An+1 = An[{xi}], with xi = −n;
(2) fn+1 extends fn;
(3) fn : Z
i(An)→ Z
i(B) is surjective for every i > −n;
(4) fn : H
i(An)→ Hi(B) is bijective for every i > −n+ 1.
Let {bi}, i ∈ I, be a set of generators of B0 as a A0-algebra; then we may define
A1 = A[{xi}], xi = 0, dxi = 0, f1(xi) = bi .
Assume now n > 0 and fn : An → B defined. By choosing a suitable set of generators
of Z−n(B) as A0n-module we can first consider a factorisation fn : An ⊂ C
g
−→ B such that
C = An[{xi}], xi = −n, dxi = 0, fn(xi) ∈ Z
−n(B),
and such that g : Z−n(C) → Z−n(B) is surjective. If g : H−n+1(C) → H−n+1(B) is
bijective we can define An+1 = C and fn+1 = g. Otherwise let {ci} be a set of elements in
Z−n+1(C) whose cohomology classes generate the kernel of g : H−n+1(C) → H−n+1(B),
choose elements bi ∈ B−n such that dbi = g(ci) and consider the factorisation
An+1 = C[{xi}], xi = −n, dxi = ci, fn+1(xi) = bi.
It is easy to verify that the map fn+1 : An+1 → B has the required properties. Finally, since
Hi(An) = H
i(An+1) for every i > −n+ 1, the colimit of the sequence fn+1 : An+1 → B
gives the required factorisation. 
Remark 4.1. Let f be a morphism in CDGA≤0
K
. We have already proved that f is a
trivial fibration in CDGA≤0
K
if and only if it is a trivial fibration in CDGAK. Since the
truncation functor
τ : CDGAK → CDGA
≤0
K
, (τA)n =

An n < 0,
Z0(A) n = 0,
0 n > 0,
is right adjoint to the faithful natural inclusion CDGA≤0
K
⊂ CDGAK and preserves
trivial fibrations, by Lemma 3.3 it follows that f is cofibration in CDGA≤0
K
if and only
if it is a cofibration in CDGAK.
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The notions of semifree extension and left pre-model structure apply to many other
contexts, for instance cochain complexes over a commutative ring, DG-algebras, DG-Lie
algebras etc.: full details will appear in the forthcoming thesis of the first author.
5. Modules and derivations
Let (A, dA) be in CDGAK, an A-module is a differential graded vector space (M,dM )
together with an associative and distributive K-linear left multiplication map A×M →M ,
with the properties:
(1) AiM j ⊂M i+j ,
(2) dM (am) = dA(a)m+ (−1)aa dM (m) for every a ∈ A, m ∈M .
A morphism of A-modules is a morphism of differential graded vector spaces commuting
with multiplications. Since A is graded commutative, we can also define an associative right
multiplication map M ×A→M by setting ma = (−1)amam, a ∈ A, m ∈M . Notice that
a(mb) = (am)b for every a, b ∈ A, m ∈M .
The trivial extension of a DG-algebra A by the A-module M is the direct sum of
complexes A⊕M equipped with the product:
(a,m)(b, n) = (ab,mb+ an).
It is immediate to see that A⊕M ∈ CDGAK, the projection A⊕M → A is a morphism
of DG-algebras and M is a square-zero ideal of A⊕M .
For a given graded vector spaceM and an integer n we shall denote byM [−n] the same
space with the degrees shifted by −n, namely M [−n]i =M i−n, and by sn : M →M [−n]
the tautological (bijective) map of degree n. In other words, sn is the essentially the
identity and its only effect is changing the degree:
sn : M i →M [−n]i+n, x 7→ snx .
If M is an A-module, then M [−n] is also an A-module, where the differential and the
product are defined accordingly to the Koszul sign rule:
d(snx) = (−1)nsnd(x), a(snx) = (−1)nasn(ax), (snx)a = sn(xa) .
Definition 5.1. Let M be an A-module. A K-linear map α : A → M is a derivation of
degree j ∈ Z if α(An) ⊂Mn+j and it satisfies Leibniz’s law:
α(ab) = α(a)b + (−1)ajaα(b)
The vector space of derivations of degree j from A to M is denoted Derj
K
(A,M).
The graded vector space Der∗
K
(A,M) =
⊕
j∈ZDer
j
K
(A,M) has a natural structure of
A-module, with multiplication (aα)(x) = a(α(x)) and differential (dα)(x) = d(α(x)) −
(−1)αα(dx). Observe that for every integer n there is a natural isomorphism of A-modules
Der∗
K
(A,M [−n])→ Der∗
K
(A,M)[−n] .
Every morphism of DG-algebras f : A → B induces in the natural way an A-module
structure on B. In this case the module of derivations will be denoted Der∗
K
(A,B; f): a
K-linear map α : A → B is an f -derivation of degree k if α(An) ⊂ Bn+k and α(ab) =
α(a)f(b) + (−1)kaf(a)α(b).
Remark 5.1. Let f : A → B be a morphism of DG-algebras, I ⊂ B a square-zero ideal
and π : B → B/I the quotient map. Then I is a B/I-module and then also an A-module
via the morphism πf . It is immediate to check that if g : A→ B is a morphism of graded
algebras such that πg = πf then g − f : A → I is a derivation of degree 0. Conversely,
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if α ∈ Der0
K
(A, I), then f + α is a morphism of graded algebras, and it is a morphism of
DG-algebras if and only if α ∈ Z0(Der∗
K
(A, I)).
Lemma 5.1. Let A ∈ CDGAK be a cofibrant algebra and f : M → N a surjective quasi-
isomorphism of A-modules. Then the map
f∗ : Der
∗
K
(A,M)→ Der∗
K
(A,N), α 7→ fα ,
is a surjective quasi-isomorphism.
Proof. Since f : M [−n]→ N [−n] is a surjective quasi-isomorphism for every integer n it
is sufficient to prove that:
(1) f∗ : Der
0
K
(A,M)→ Der0
K
(A,N) is surjective;
(2) f∗ : H
0(Der∗
K
(A,M))→ H0(Der∗
K
(A,N)) is bijective.
Let’s denote by C(P ) = P ⊕ P [1] the mapping cone of the identity of an A-module P ,
with the differential defined by the formula d(x + s−1y) = dx + y − s−1dy; notice that
C(P ) is acyclic and the natural projection C(P )→ P [1] is a morphism of A-modules.
For every linear map α : A→ P of degree 0 we shall denote
α˜ : A→ A⊕ C(P ), α˜(a) = a+ α(a) + s−1(α(da) − dα(a)) .
It is straightforward to check that α˜ is a morphism of complexes and that every morphism
of complexes A→ A⊕C(P ) lifting the identity on A is obtained this way. Moreover, α is
a derivation if and only if α˜ is a morphism in CDGAK.
Since A⊕C(M)→ A⊕C(N), a+x+ s−1y 7→ a+ f(x)+ s−1f(y), is a trivial fibration,
the lifting of a derivation α ∈ Der0
K
(A,N) is obtained by taking the lifting of the morphism
of DG-algebras α˜ : A→ A⊕ C(N). This proves the first item.
If K is the kernel of f , then we have an exact sequence of complexes
0→ Der∗
K
(A,K)→ Der∗
K
(A,M)→ Der∗
K
(A,N)→ 0
and in order to prove the second item it is sufficient to show that Der∗
K
(A,K) is acyclic.
By the shifting degree argument it is sufficient to prove that H1(Der∗
K
(A,K)) = 0. Given
β ∈ Z1(Der∗
K
(A,K)), the map
β̂ : A→ A⊕K[1], β̂(a) = a+ s−1β(a),
is a morphism of DG-algebras and the proof that β ∈ B1(Der∗
K
(A,K)) follows immediately
by considering a lifting of β̂ along the trivial fibration A⊕ C(K)→ A⊕K[1].

6. Deformations of diagrams via projective cofibrant resolutions
Throughout this section we shall denote by D a fixed small category. For every category
M we shall denote by Fun(D,M) the category of diagrams D → M. For every local
Artin K-algebra A with residue field K we shall denote by AlgA the category of unitary
commutative A-algebras. For simplicity of notation, if
P• ∈ Fun(D,AlgA), D ∋ a 7→ Pa ,
is a diagram of A-algebras and A→ B is a morphism of algebras, we shall denote P•⊗AB
the diagram (P• ⊗A B)a = Pa ⊗A B, a ∈ D.
Here we are interested in studying the deformation theory of a diagram S• : D → AlgK
of unitary commutative algebras.
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Definition 6.1. A deformation over A ∈ ArtK of a diagram S• : D → AlgK is the data
of a diagram S•A : D → AlgA of flat A-algebras and a morphism of diagrams of algebras
φ : S•A → S• inducing an isomorphism S•A ⊗A K ≃ S•.
Two deformations φ : S•A → S• and ψ : S′•A → S• are isomorphic if there exists an
isomorphism of diagrams of A-algebras η : S•A → S
′
•A such that φ = ψη.
It is possible to prove, see e.g. [11, A.2], that for every small category D there exist
model structures on Fun(D,CDGA≤0
K
) and Fun(D,CDGAK), called projective model
structures, such that a morphism of diagrams F → G is a weak equivalence (resp.: fibra-
tion) if and only if Fa → Ga is a weak equivalence (resp.: fibration) for every a ∈ D. The
same argument used in Remark 4.1 shows that a morphism f in Fun(D,CDGA≤0
K
) is a
weak equivalence, cofibration, trivial fibration in Fun(D,CDGA≤0
K
) if and only if it is a
weak equivalence, cofibration, trivial fibration in Fun(D,CDGAK), respectively.
The notions of module and derivation extend naturally to the context of diagrams. For
every diagram R• : D → CDGA
≤0
K
the DG-Lie algebra of derivations is
Der∗
K
(R•, R•) =
{
{αa} ∈
∏
a∈D
Der∗
K
(Ra, Ra) | αbRf = Rfαa, ∀ a
f
−→ b
}
.
It is plain that Der∗
K
(R•, R•) is a DG-Lie subalgebra of
∏
a∈D Der
∗
K
(Ra, Ra).
An R•-moduleM• is a diagram of differential graded vector spaces over D such thatMa
is an Ra-module for every a ∈ D and, for every arrow a
f
−→ b in D, the mapMf : Ma →Mb
is a morphism of Ra-modules, where Mb is considered as a Ra-module via the morphism
of DG-algebras Rf : Ra → Rb. A morphism g : M• → N• of R•-modules is a morphism of
diagrams of DG-vector spaces such that ga : Ma → Na is a morphism of Ra-modules for
every a ∈ D.
The differential graded vector space of derivations is
Der∗
K
(R•,M•) =
{
{αa} ∈
∏
a∈D
Der∗
K
(Ra,Ma) | αbRf =Mfαa, ∀ a
f
−→ b
}
.
The same argument used in the proof of Lemma 5.1 works, mutatis mutandis, also for
diagrams and gives the following result.
Lemma 6.1. Let R• ∈ Fun(D,CDGAK) be a projective cofibrant diagram and f : M• →
N• a morphism of R•-modules such that fa : Ma → Na is a surjective quasi-isomorphism
for every a ∈ D. Then the map
f∗ : Der
∗
K
(R•,M•)→ Der
∗
K
(R•, N•), α 7→ fα ,
is a surjective quasi-isomorphism.
The main goal of this section is to prove the following theorem.
Theorem 6.2. Let D be a small category and S• : D → AlgK a diagram of unitary
commutative algebras. Let R• → S• be a cofibrant replacement in Fun(D,CDGA
≤0
K
) with
respect to the projective model structure. Then the DG-Lie algebra Der∗
K
(R•, R•) controls
the deformations of S•.
In other words, the functor of isomorphism classes of deformations of S• is isomorphic
to the functor of Maurer-Cartan solutions in Der∗
K
(R•, R•) modulus gauge equivalence. We
shall prove Theorem 6.2 after a certain number of preliminary results. Unless otherwise
specified we always equip the categories Fun(D,CDGA≤0
K
) and Fun(D,CDGAK) with
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the projective model structure. Therefore R• → S• is a cofibrant resolution also in the
model category Fun(D,CDGAK) and we can apply Lemma 6.1 to the diagram R•.
Lemma 6.3. Consider a commutative square of solid arrows
P•
g //
i

E•
p

C•
f
//
>>⑤
⑤
⑤
⑤
D•
in Fun(D,CDGA≤0
K
). If i is a cofibration and pa : Ea → Da is surjective for every a ∈ D,
then there exists a lifting γ : C• → E• in the category of diagrams of graded algebras.
Proof. Consider the contractible polynomial algebraK[d−1] ∈ CDGA≤0
K
, where d−1 = −1
and d(d−1) = 1, and notice that the natural inclusion α : K→ K[d−1] is a morphism of DG-
algebras, while the natural projection β : K[d−1] → K is a morphism of graded algebras;
moreover βα is the identity on K. Now, the morphism
E• ⊗K K[d
−1]
p⊗Id
−−−→ D• ⊗K K[d
−1]
is a trivial fibration, and so there exists a commutative square
P•
(Id⊗α)g //
i

E• ⊗K K[d−1]
p⊗Id

C•
(Id⊗α)f
//
ϕ
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
D• ⊗K K[d−1]
in Fun(D,CDGA≤0
K
). It is now sufficient to take γ = (Id⊗β)ϕ. 
Lemma 6.4. Let A ∈ ArtK and let N•A : D → CDGA
≤0
A be a diagram of flat A-algebras.
Then every cofibrant replacement f : P• → N•A⊗AK in Fun(D,CDGA
≤0
K
) lifts to an A-
linear differential on P• ⊗ A and to a trivial fibration P• ⊗ A → N•A in the category
Fun(D,CDGA≤0A ). The above lifting is unique up to A-linear algebra isomorphisms of
P• ⊗A lifting the identity on P•.
Proof. Existence. We proceed by induction on the length of the Artin ring. Since for
A = K there is nothing to prove, we may assume A ∈ ArtK of length l(A) > 1 and then
there exists a non-trivial element t ∈ A annihilated by the maximal ideal mA, giving a
small extension
0→ K
·t
−−→ A→ B → 0, l(B) = l(A)− 1 .
By induction there exist a B-linear differential on P• ⊗K B and a commutative square in
Fun(D,CDGA≤0B ):
P• ⊗K B
q //

N•A ⊗A B

P•
f // N•A ⊗A K
In view of the embedding K ⊂ B, the B-linear morphism of diagrams q is uniquely deter-
mined by its restriction q|P• : P• → N•A⊗AB, which is a morphism in Fun(D,CDGA
≤0
K
).
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By Lemma 6.3 we can lift q|P• to a morphism of diagrams of graded algebras P• → N•A
and then we get a commutative diagram with (pointwise) exact rows
0 // P•
t //
f

P• ⊗K A
π //
p

P• ⊗K B //
q

0
0 // N•A ⊗A K
t // N•A // N•A ⊗A B // 0
Since f and q are trivial fibrations, to conclude the proof it is sufficient to show that
there exists a lifting of the differential of P• ⊗K B to an A-linear differential of P• ⊗K A
making p a morphism of diagrams of DG-algebras. Let d = {da : Pa → Pa | a ∈ D} be the
differential of P•, since the A-linear derivations of P•⊗KA of degree 1 lifting d are of type
d + η with η ∈ Der1
K
(P•, P•) ⊗ mA, we can lift the differential of P• ⊗K B to an A-linear
derivation δ : P• ⊗K A→ P• ⊗K A of degree 1.
Now it is sufficient to prove that there exists a derivation in ξ ∈ Der1
K
(P•, P•) such that:
(1) (δ + tξ)2 = 0,
(2) p(δ + tξ) = dN• p,
and consider δ+tξ as the differential of P•⊗KA. Since t is annihilated by the maximal ideal
mA, the condition (δ + tξ)
2 = 0 is equivalent to dξ + ξd = 0, i.e., the above condition (1)
holds if and only if ξ ∈ Z1(Der∗
K
(P•, P•)). The map ψ = dN• p−pδ is A-linear and its image
is contained in t(N•A⊗AK), hence it factors to a derivation φ ∈ Z1(Der
∗
K
(P•, N•A⊗AK; f))
and the above condition (2) is equivalent to φ = fξ. It is now sufficient to observe that
since f is a trivial fibration, by Lemma 6.1 the morphism
f : Der∗
K
(P•, P•)→ Der
∗
K
(P•, N•A ⊗A K; f)
is a surjective quasi-isomorphism and therefore
f : Z1(Der∗
K
(P•, P•))→ Z
1(Der∗
K
(P•, N•A ⊗A K; f))
is a surjective map.
Unicity. Let δ, δ′ be two A linear differentials on P• ⊗K A lifting the differential d on
P• and let
p : (P• ⊗K A, δ)→ N, q : (P• ⊗K A, δ
′)→ N,
be two morphisms in Fun(D,CDGA≤0A ) lifting the trivial fibration f : P• → N•A ⊗A K.
We need to prove that there exists an isomorphism of diagrams of differential graded
A-algebras φ : (P• ⊗K A, δ)→ (P• ⊗K A, δ′) such that p = qφ.
By induction on the length we can assume that there exists an isomorphism of diagrams
of differential graded B-algebras φ′ : (P• ⊗K B, δ) → (P• ⊗K B, δ′) such that p = qφ′. By
Lemma 6.3 we can lift φ′ to an isomorphism of diagrams of graded A-algebras ψ′ : (P•⊗K
A, δ)→ (P•⊗KA, δ′); therefore, replacing δ′ with (ψ′)−1δ′(ψ) and q with qψ′ if necessary,
it is not restrictive to assume φ′ equal to the identity. The derivation p−q : P• → t(N•A⊗A
K) can be lifted to a derivation α ∈ Der0
K
(P•, P•) and then, replacing q with q(Id+tα)
and δ′ with (Id−tα)δ′(Id+tα) if necessary, it is not restrictive to assume p = q. This
implies in particular that δ′ = δ + tξ, for some ξ ∈ Z1(Der∗
K
(P•, P•)). Since the kernel of
f : Der∗
K
(P•, P•) → Der
∗
K
(P•, N•A ⊗A K; f)) is acyclic and pδ = pδ′, we have fξ = 0 and
therefore ξ = [d, α] for some α ∈ Der0
K
(P•, P•) such that fα = 0. Now e
tα is the required
isomorphism. 
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of Theorem 6.2. We assume that the reader has a certain familiarity with the theory of
deformation functors associated to DG-Lie algebras; the basic facts exposed in [12, 14]
are sufficient for our needs.
Let D be a small category and S• : D → AlgK a diagram of unitary commutative
algebras. Let R• → S• be a cofibrant replacement in Fun(D,CDGA
≤0
K
) with respect to
the projective model structure and consider the DG-Lie algebra L = Der∗
K
(R•, R•).
Denoting by DefS• : ArtK → Set the functor of isomorphism classes of deformations
we want to describe an isomorphism
φ : DefL → DefS• .
Denoting by d ∈ Der1
K
(R•, R•) the differential of R•, for every A ∈ ArtK with maximal
ideal mA, a Maurer-Cartan element
ξ ∈MCL(A) =
{
x ∈ L1 ⊗mA
∣∣∣∣ dLx+ 12[x, x] = 0
}
is exactly a derivation ξ ∈ Der1
K
(R•, R• ⊗mA) such that (R• ⊗A, d+ ξ) is a flat diagram
in Fun(D,CDGA≤0A ). Moreover ξ, η ∈ MCL(A) are gauge equivalent if and only if there
exists an isomorphism of diagrams of DG-algebras (R•⊗A, d+ξ) ≃ (R•⊗A, d+η), lifting
the identity over R•. According to Lemma 2.2 the map
MCL(A)→ DefS•(A), ξ 7→ H
0(R• ⊗A, d+ ξ),
is properly defined and factors to a natural transformation φ : DefL → DefS• . Finally
Lemma 6.4 implies immediately that φ is an isomorphism. 
In the situation of Theorem 6.2, according to Lemma 6.1, the natural map L =
Der∗
K
(R•, R•) → Der
∗
K
(R•, S•) is a quasi-isomorphism of complexes, hence H
i(L) = 0
for every i < 0. The S•-module Der
∗
K
(R•, S•), defined up to quasi-isomorphism, is called
the tangent complex of S•. Its cohomology groups are denoted by T
i(S•). According to
[12, 14], an immediate consequence of Theorem 6.2 is that the space of first order deforma-
tions of the diagram S• is H
1(Der∗
K
(R•, R•)) = T
1(S•), and obstructions to deformations
are contained in the space H2(Der∗
K
(R•, R•)) = T
2(S•).
Although in principle Theorem 6.2 gives a complete answer to our initial problem, for
diagrams over a general small category D it may be very difficult to concretely describe a
cofibrant replacement, since projective cofibrations are described either as maps satisfying
the left lifting property with respect to trivial fibrations, or as transfinite compositions of
certain elementary cofibrations.
A possible strategy to overcome this difficulty is to give an explicit functor of small
categories ǫ : N → D such that:
(1) for every diagram S• ∈ Fun(D,AlgK), the deformation theory of S• is the same
as the deformation theory of S• ◦ ǫ ∈ Fun(N ,AlgK);
(2) cofibrations in Fun(N ,CDGA≤0
K
) admit a constructive description.
In the next sections we follow this strategy by setting as ǫ a simplified version of the
Bousfield-Kan approximation [3]. In our construction the category N will be in particular
a Reedy category (see Section 8) and the projective model structure in Fun(N ,CDGA≤0
K
)
will be the same as the Reedy model structure, hence with a simpler description of cofi-
brations.
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7. Simplex categories
Let∆ be the category with objects the finite ordinals [n] = {0, 1, · · · , n} and morphisms
non-decreasing maps, also known as the simplex category. We denote by δk : [n− 1]→ [n],
and by σk : [n+ 1]→ [n], k = 0, . . . , n, the usual face and degeneracy maps:
δk : [n− 1]→ [n], δk(p) =
{
p if p < k
p+ 1 if p ≥ k
, k = 0, . . . , n,
σk : [n+ 1]→ [n], σk(p) =
{
p if p ≤ k
p− 1 if p > k
, k = 0, . . . , n,
They satisfy the cosimplicial identities:
σiσj = σjσi+1 for i ≥ j
δiδj = δj+1δi for i ≤ j
σiδj =

δj−1σi, if j > i+ 1
Id, if j = i, i+ 1
δjσi−1, if j < i.
We recall that a cosimplicial group is a functor G : ∆→ Grp, [n] 7→ Gn; in the sequel
we shall need the following proposition, which is an easy generalisation of a well known
result about cosimplicial groups, cf. [2, Prop. X.4.9].
Proposition 7.1. Let G be a cosimplicial group, let n ≥ 1, and I ⊆ [n]. Assume there
are given elements xi ∈ Gn, i ∈ I, such that σi−1xj = σjxi for all i > j and i, j ∈ I.
Then there exists x ∈ Gn+1 such that σix = xi for all i ∈ I.
Proof. Writing I = {i0 < i1 < · · · < ik} ⊆ [n], consider the sequence zi0 , . . . , zik defined
recursively by the formula:
zik = δikxik , zip = zip+1 · (δipσipzip+1)
−1 · (δipxip), p < k .
For later use we point out that in the construction of this sequence we have only used the
group homomorphisms
σi : Gn+1 → Gn, δi : Gn → Gn+1, i ∈ I .
We claim that x = zi0 is the required element: we show by induction on k − p that that
σimzip = xim for all m ≥ p. For m > p,
σimzip = (σimzip+1) · (σimδipσipzip+1)
−1 · (σimδipxip)
= xim · (δipσim−1σipzip+1)
−1 · (δipσim−1xip)
= xim · (δipσipσimzip+1)
−1 · (δipσipxim)
= xim · (δipσipxim)
−1 · (δipσipxim) = xim ,
and for m = p
σipzip = (σipzip+1) · (σipδipσipzip+1)
−1 · (σipδipxip)
= (σipzip+1) · (σipzip+1)
−1 · (xip ) = xip .

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The simplex category ∆ admits the following useful generalisation. Let B be a small
category and consider, for every n ≥ 0, the set N(B)n of n-simplexes of the nerve of B:
every element of N(B)n is a string
x = [x0
α1−→ x1 · · ·xn−1
αn−−→ xn]
of n morphisms of B. The simplex category N(B) of B is defined in the following way: the
set of objects is the disjoint union of N(B)n, n ≥ 0. Given two objects
x = [x0
α1−→ x1 · · ·xn−1
αn−−→ xn], y = [y0
β1
−→ y1 · · · ym−1
βm
−−→ ym],
a morphism f : x → y is a monotone map f : [n] → [m] such that yf(i) = xi for every
i ∈ [n], and for every 0 ≤ i ≤ n the morphism αi is the composition of βj , for f(i− 1) <
j ≤ f(i)
αi : xi−1 = yf(i−1)
βf(i−1)+1
−−−−−−→ · · · −−−→ yf(i)−1
βf(i)
−−−→ yf(i) = xi .
Notice that the equality f(i − 1) = f(i) implies xi = xi−1 and αi = Id. For example, if
[x
α
−→ y
β
−→ z] ∈ N(B)2, then we have in the category N(B) the following morphisms:
[z]
δ0

δ0 // [x
βα
−−→ z]
δ1

[y
β
−→ z]
δ0 // [x
α
−→ y
β
−→ z] [x
α
−→ y]
δ2oo
[y
Id
−→ y
β
−→ z]
σ0
OO
[x
α
−→ y
Id
−→ y] .
σ1
OO
Notice that the simplex category of the singleton B = {∗} is exactly ∆.
Definition 7.1. A morphism f : x→ y in N(B):
x ∈ N(B)n, y ∈ N(B)m, f : [n]→ [m],
is called an anchor if f(n) = m.
Definition 7.2. For every k ∈ N∪{+∞} we shall denote by N(B)≤k the full subcategory
of N(B) with objects the (disjoint) union of N(B)i for i ≤ k, and by
Fun⋆(N(B)≤k,M) ⊆ Fun(N(B)≤k,M)
the full subcategory of diagrams F : N(B)≤k →M such that F (f) is an isomorphism for
every anchor map f .
Definition 7.3. The forgetful functor ǫ : N(B)→ B is defined by setting
ǫ([x0
α1−→ x1 · · · xn−1
αn−−→ xn]) = xn
on the objects. For any morphism
f : [x0
α1−→ x1 · · · xn−1
αn−−→ xn]→ [y0
β1
−→ y1 · · · ym−1
βm
−−→ ym],
we have
ǫ(f) = βm ◦ · · · ◦ βf(n)+1 : xn = yf(n) → ym .
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In particular, ǫ(f) = Id for any anchor f . It is clear that the composition with the
functor ǫ gives, for every k, a natural transformation:
(1) ǫ∗ : Fun(B,M)→ Fun⋆(N(B)≤k,M), ǫ
∗(F ) = F ◦ ǫ|N(B)≤k .
If k ≥ 2 we also have a natural transformation
(2) τ : Fun⋆(N(B)≤k,M)→ Fun(B,M)
defined in the following way: given G ∈ Fun⋆(N(B)≤k,M) and an object x ∈ B we set
τ(G)(x) = G([x]) .
Given a morphism x
α
−→ y in B we have
G([x])
G(δ1)
−−−→ G([x
α
−→ y])
G(δ0)
←−−− G([y])
and, since G(δ0) is an isomorphism we can define
τ(G)(α) = G(δ0)
−1G(δ1) : G([x])→ G([y]) .
We need to prove that τ(G) is a functor: applying G to the commutative diagram
[x]
δ1 //
Id
##❋
❋❋
❋❋
❋❋
❋❋
❋
[x
Id
−→ x]
σ0

[x]
δ0oo
Id
||①①
①①
①①
①①
①①
[x]
we prove that τ(G) preserves the identities. Given [x
α
−→ y
β
−→ z] ∈ N(B)2, applying G to
the commutative diagram
[z]
δ0

δ0 // [x
βα
−−→ z]
δ1

[x]
δ1oo
δ1

[y
β
−→ z]
δ0 // [x
α
−→ y
β
−→ z] [x
α
−→ y]
δ2oo
[y]
δ0
88qqqqqqqqqqqq
δ1
ff▼▼▼▼▼▼▼▼▼▼▼▼
we obtain τ(G)(βα) = τ(G)(β) ◦ τ(G)(α). Therefore τ is properly defined and its functo-
riality is clear.
Proposition 7.2. The above functors ǫ∗ and τ are equivalences of categories.
Proof. It is immediate from the definition that τ ◦ ǫ∗ is the identity. On the other hand
every anchor map of type
[xn]→ [x0 → · · · → xn]
induces, for every G ∈ Fun⋆(N(B)≤k,M), a canonical isomorphism
ǫ∗τ(G)([x0 → · · · → xn]) = τ(G)(xn) = G([xn])
≃
−−→ G([x0 → · · · → xn]) .

Proposition 7.3. Let S• ∈ Fun(B,AlgK) be a diagram of commutative algebras and k ≥
2. Then the isomorphism classes of deformations of S• are the same as the isomorphism
classes of deformations of ǫ∗S• ∈ Fun(N(B)≤k,AlgK).
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Proof. It is immediate from the definition that for every A ∈ ArtK the equivalences of
categories
Fun(B,AlgA) Fun
⋆(N(B)≤k,AlgA)
ǫ∗
τ
preserve flatness. Therefore, for every deformation φ : SA,• → S• of S• the map ǫ∗φ : ǫ∗SA,• →
ǫ∗S• is a deformation of the diagram ǫ
∗S•.
In order to conclude the proof we only need to show that, if R• : N(B)≤k → AlgA is a
deformation of ǫ∗S•, and f : α → β is an anchor in N(B)≤k, then Rf is an isomorphism.
This implies that R• ∈ Fun
⋆(N(B)≤k,AlgA). We have by definition that φ : R• → ǫ
∗S•
induces an isomorphism R• ⊗A K → ǫ∗S• and, since ǫ∗Sα → ǫ∗Sβ is the identity, by the
commutativity of the diagram
Rα ⊗A K Rβ ⊗A K
ǫ∗Sα ǫ
∗Sβ
φ∼= φ∼=
Id
we obtain that Rα ⊗A K → Rβ ⊗A K is also an isomorphism. By Lemma 2.2, Rα → Rβ
is an isomorphism too.

8. Reedy model structures
We briefly recall the notion of Reedy category, for more details see [6]. We do so in view
of Theorem 8.1, which yields a model structure on the category Fun(D,M) of diagrams
on a model category M indexed by a Reedy category D.
Definition 8.1. A Reedy category is a small category D together with two subcategories
−→
D ,
←−
D , such that:
(1) Ob(D) = Ob(
−→
D ) = Ob(
←−
D )
(2) Every morphism f in D has a unique factorisation f = gh, where g is in
−→
D and
h is in
←−
D .
(3) There exists a function deg : Ob(D)→ N such that every non-identity morphism
in
−→
D raises degree and every non-identity morphism in
←−
D lowers degree.
It is easy to see that in a Reedy category every isomorphism is an identity: if f is an
isomorphism and f = g1h1, f
−1 = g2h2, h1g2 = g3h3 are factorisations as in (2), then
g1g3 must be the identity. A Reedy category is called direct if D =
−→
D , or equivalently if
←−
D contains only the identities.
For instance, we have the following examples of Reedy categories:
(1) A category whose only morphisms are the identities is called discrete. Every dis-
crete category is trivially a Reedy category.
(2) Let I be a finite poset such that there exists a function deg : I → N such that
deg(x) > deg(y) for every x > y. Then I is a direct Reedy category.
(3) The simplex category ∆ is a Reedy category, with deg([n]) = n,
−→
∆ the injective
maps and
←−
∆ the surjective maps.
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(4) If C and D are Reedy categories then so is the product C×D, with
−−−→
C ×D =
−→
C ×
−→
D ,
←−−−
C ×D =
←−
C ×
←−
D and deg(c, d) = deg(c) + deg(d).
If a is an object of a category D we denote by a ↓ D the undercategory of maps a→ b
in D and by D ↓ a the overcategory of maps b→ a in D.
Definition 8.2. Let D be a Reedy category and a an object in D.
(1) The matching categoryMaD of D at a is the full subcategory of a ↓
←−
D containing
all objects except the identity map of a.
(2) The latching category LaD of D at a is the full subcategory of
−→
D ↓ a containing
all objects except the identity map of a.
Definition 8.3. Let D be a Reedy category, letM be a complete and cocomplete category,
let X be a D-diagram in M, and a be an object in D. For notational simplicity X also
denotes the inducedMaD-diagram, with Xa→b = Xb, and the induced LaD-diagram, with
Xb→a = Xb.
(1) The matching object of X at a is MaX = limMaDX .
(2) The latching object of X at a is LaX = colimLaDX .
There are natural morphisms LaX −→ X and X −→MaX .
The main use of Reedy categories originates from the following theorem: the category of
diagrams in a model category indexed by a Reedy category has a model category structure.
Theorem 8.1 (Reedy-Kan). Let D = (
−→
D ,
←−
D ) be a Reedy category, and M a model
category. There is a model structure on Fun(D,M) where a map f : X −→ Y is:
(1) a weak equivalence iff Xi −→ Yi is a weak equivalence for all i ∈ D;
(2) a fibration iff Xi −→MiX ×MiY Yi is a fibration for all i ∈ D;
(3) a cofibration iff Xi
∐
LiX
LiY −→ Yi is a cofibration for all i ∈ D.
For a proof, see [6, 15.3].
We call Reedy weak equivalences, Reedy fibrations and Reedy cofibrations the weak
equivalences, fibrations and cofibrations of this model structure, to avoid confusion with
other model structures on the same category. For example, the commutative square
A
f //
g

B

C // D
may be considered as a diagram over the Reedy poset of subsets of {0, 1}. Then it is a
Reedy fibrant diagram if and only if A,B,C,D are fibrant objects; it is a Reedy cofibrant
diagram if and only if A is a cofibrant object and the three maps f, g and B ∐A C → D
are cofibrations.
We say that a map f : X → Y in Fun(D,M) is a pointwise weak equivalence (cofi-
bration, fibration) if fi : Xi → Yi is a weak equivalence (cofibration, fibration) for all
i ∈ D.
Lemma 8.2. Let D be a Reedy category. Then the Reedy model structure on Fun(D,CDGA≤0
K
)
coincides with the projective model structure if and only if every object is Reedy fibrant.
Proof. By definition the two model structures have the same weak equivalences. Let
ϕ : X → Y be a morphism in Fun(D,CDGA≤0
K
). If ϕ is a Reedy fibration, then it is
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not difficult to prove it is a pointwise fibration ([6], 15.3.11); therefore if every pointwise
fibration is a Reedy fibration then the two model structures coincide.
Assume that every object is Reedy fibrant and that ϕi : Xi −→ Yi is a fibration in
CDGA≤0
K
for all i ∈ D; we want to prove that ϕ is a Reedy fibration. We denote by
c(K) : D → CDGA≤0
K
the constant diagram i 7→ K, and by K = c(K) ×Y X the fibre
product of ϕ and the initial morphism c(K) → Y . Note that Mic(K) is concentrated in
degree 0. Since the fibre product and the matching objects are both limits, they commute
by Fubini’s theorem [9, Prop. 6.2.8], and we haveMi(K) =Mi(c(K)×YX) ∼=Mic(K)×MiY
MiX . Thus we have a morphism of cartesian squares:
Ki Xi
MiK MiX
Mic(K) MiY
K Yi
ϕiϕ̂i
The map ϕi : Xi → Yi induces ϕ̂i : MiX →MiY ; let Yi×MiY MiX be the fibre product of
ϕ̂i and the natural map Yi →MiY . We have to show that the map Xi → Yi×MiY MiX is
surjective in strictly negative degree. Let (α, β) ∈ Yi×MiY MiX , with α = β < 0. Without
loss of generality, because of the surjectivity of ϕi, we can assume α = 0, so ϕ̂i(β) = 0,
which means β lifts to (0, β) ∈ MiK, and then to Ki, since the map Ki → MiK is by
hypothesis a fibration. By the commutativity of the above diagram, we have the thesis.
Conversely, if the Reedy and projective model structures coincide, an object is Reedy
fibrant if and only if it is point-wisely fibrant, and that is clearly true in CDGA≤0
K
. 
The following result is clear.
Lemma 8.3. The simplex category N(B) is a Reedy category, where the direct subcategory
−−−→
N(B) is defined by injective maps and the inverse subcategory
←−−−
N(B) by surjective maps.
The same applies to its subcategories N(B)≤k.
In particular, when B = {∗} we recover the usual Reedy structure on ∆. By Theorem
8.1 we have the Reedy model structure on the category Fun(N(B),CDGA≤0
K
); we show
that the Reedy and projective model structures on this category coincide, using Lemma
8.2.
Theorem 8.4. Every object in Fun(N(B)≤k,CDGA
≤0
K
) is Reedy fibrant, and so the
Reedy model structure coincides with the projective model structure.
Proof. In view of the definition of fibrations in CDGA≤0
K
, it is sufficient to show that for
every X ∈ Fun(N(B)≤k,Grp) the map Xα →MαX is surjective for all α ∈ N(B)≤k. Fix
n ≤ k and let α(m) ∈ N(B)n,
α(m) = [x0
h1−→ x1
h2−→ · · ·
hn−−→ xn],
where m is the number of morphisms hi equal to the identity, 0 ≤ m ≤ n. If m = 0 there
is nothing to prove, because the matching category of α(0) is empty, so every Xα(0) is
automatically fibrant.
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In case n = m = 1, we have
[a→ a]
[a]
σ0
δ0 δ1
with σ0δ0 = σ0δ1 = Id by the cosimplicial identities, so X(σ0) : Xα(1) → Mα(1)X has a
section and hence is surjective.
In general, assume n ≥ 2 and 0 < m ≤ n; let I = {i ∈ {0, · · ·n − 1} | hi+1 = Id},
|I| = m. For every i ∈ I we have a degeneracy map σi : α(m) → α
(m−1)
i , where the α
(m−1)
i
are suitable objects in N(B)n−1. From each α
(m−1)
i there are m− 1 degeneracy maps to
other objects α
(m−2)
i,j ∈ N(B)n−2, and so on. For example, for n = 3, m = 2, I = {0, 2}:
[a→ a→ b→ b]
[a→ b→ b] [a→ a→ b]
[a→ b]
σ0 σ2
σ1 σ0
For every map σi : α
(m) → α
(m−1)
i we also have two sections δi, δi+1 : α
(m−1)
i → α
(m), so
using an identical computation to Lemma 7.1, we have that Xα(m) maps surjectively into
V := {xl ∈ α
(m−1)
l , l ∈ I | σi−1xj = σjxi for every i, j ∈ I, i > j}.
It is clear that the map Xα(m) → V factors through the inclusion Mα(m)X → V , so Xα(m)
also maps surjectively into Mα(m)X , and we have the thesis. 
Finally, the following corollary is an immediate consequence of the above results.
Corollary 8.5. Let B be a small category and S• : B → AlgK a diagram of unitary
commutative algebras. Let ǫ : N(B)≤k → B be the functor defined in 7.3 for some k ≥ 2
and let R• → S• ◦ ǫ be a Reedy cofibrant replacement in Fun(N(B)≤k,CDGA
≤0
K
). Then
the DG-Lie algebra Der∗
K
(R•, R•) controls the deformations of S•.
An example of deformation problem which is naturally encoded by a diagram over a
non-Reedy category is the case of deformations of pairs (algebra, idempotent), cf. [16,
Example 5.1].
Let e : R→ R be an idempotent morphism of an algebra R ∈ Alg
K
, then the deforma-
tions of the pair (R, e) can be interpreted as the deformations of the diagram
R• : R e
xx
over the (non-Reedy) category B that has one object • and two morphisms {Id, α}, with
α2 = α. By Proposition 7.3, the diagrams R• and ǫ
∗R• ∈ Fun(N(B)≤2,AlgK) have the
same deformation theory. Moreover, since ǫ∗R• ∈ Fun
⋆(N(B)≤2,AlgK), it is easy to see
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that the diagram ǫ∗R• has the same deformation theory of the diagram
R
e
!!
Id
==R
e
!!
Id
==
Id // R , R ∈M, e2 = e .
of algebras over the following (direct Reedy) subcategory of N(B)≤2:
•
δ1
$$
δ0
88
[•
α
−→ •]
δ2
&&
δ0
66
δ1 // [•
α
−→ •
α
−→ •] ,
δ20 = δ1δ0 ,
δ0δ1 = δ2δ0 ,
δ21 = δ2δ1 .
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