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A framework of porous media multiphase models has been developed which
can be applied to a wide range of thermal food processes. The developed mod-
els are easily implementable in commercial software and therefore has wider us-
age. The development of fundamental physics-based models of food processes
and their implementation in commercial software is not trivial and it requires
physical as well as mathematical insight into the material and the process. Ex-
periments are conducted to study the flow of water through cellular structures.
Two pathways of moisture migration have been found to exist. At tempera-
tures below 55oC, intracellular pathway is dominating and at higher tempera-
tures, extracellular pathway is dominating. Heat and mass transfer coefficients
required in the mathematical model have been studied in details by solving a
conjugate model (porous media and outside atmosphere together). The devel-
oped model was applied to a food application, deep-fat frying, and validated
with experimental results from literature. Finally, a tool that predicts the safety
and risk parameters for many different food processes is developed by integrat-
ing the versatile fundamental-based simulation of food processes with the best
known predictionmodels available formicrobiological growth and inactivation.
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CHAPTER 1
INTRODUCTION
Mathematical modeling and simulation have not been able to contribute to
the faster development of food processing industries, as they have done in the
case of the mechanical and chemical industries. The primary reason for this
is that foods are complex and non-homogenous, and the physics that occurs
during processing is still not clearly established. Society has a critical need to
automate food processing (both in industry and at home), while improving its
quality andmaking it safe. Product, process and equipment design in foodman-
ufacturing requires as detailed an understanding of food processes as possible
through physics-based modeling. The development of fundamental physics-
based models of food processes is not trivial, as it requires physical as well as
mathematical insight into the material and the process.
1.1 Food as hygroscopic porous media
A porous material is a solid matrix consisting of interconnected pores or voids
filled with fluids (liquids or gases). A hygroscopic solid is a material that can at-
tract moisture and therefore the vapor pressure surrounding the solid is a func-
tion of the moisture content and temperature of the solid. In food systems, an
enormous range of thermal processes can be viewed as involving transport of
energy, moisture and, in some cases, fat through a hygroscopic porous medium.
Examples include extraction, drying, deep-fat frying, microwave heating, meat
roasting and rehydration. In the vast majority of food systems, proteins or car-
bohydrates form a porous skeleton that has water and/or fat physically and
chemically bound to it. During a heating process, water and fat can transport in-
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side the solid matrix or can be released into the pore space and then transported
through the porous medium. Other important phenomena that can occur in-
clude rapid evaporation due to intensive heating, melting of ice or fat when
starting from a frozen state and shrinkage due to physicochemical changes in
the porous matrix. No model in the literature considers all these physics to-
gether, and as part of a general framework that can also be easily implemented
in commercial software for widespread use.
1.2 Challenges in the development of a fundamental physics-
based model
In food processing, simulation technology has remained relatively underdevel-
oped, outside of its use in research. The most prevalent models are simple
heat and mass transfer models, which have several empirical constants, making
them useful for a particular process and material. These models do not yield
any insight into transport during the process but they can give accurate results
for the identical processing conditions and material properties (for which the
empirical constants were measured). When process and product change, as is
frequently the situation, a fundamental physics-based model can accommodate
such changes more easily, but developing such a model is not trivial and the
challenges in developing it are discussed next.
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1.2.1 Fundamental understanding of heat and mass transport
inside cellular structures is needed
For accurate prediction of temperature and moisture content in cellular tissues
during thermal processing, it is critical to understand where water is located in-
side the cellular tissue and the various resistive pathways it can follow during a
thermal process. Cellular foods, like fruits, vegetables and meat, have complex
structures and, depending on the extent of dehydration, liquid water is found
in the pores or as intracellular water. The resistance to flow faced by liquid wa-
ter in the pores is different from that faced by intracellular water. A predictive
model that can be used to simulate drying processes of cellular foods generally
uses a lumped model with effective diffusivity as a function of moisture content
to describe moisture migration ([1], [2]). Such an effective diffusivity is an aver-
age of all the resistive pathways— it is empirical and specific to a process and
food material. The effective diffusivities for the purpose of modeling drying
processes should be based on the properties of cellular structures in addition to
the moisture content of the tissue ([3], [4]). At present, there are no studies that
relate pore sizes and cellular structure to transport properties so as to facilitate
mathematical modeling.
1.2.2 Properties and parameters required in the transport
model are limited
There are complex, porous media models of frying and drying processes ([36],
[6], [21]) in which distinct phases of water are considered but the availability of
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transport properties for such models is limited. The accuracy of a mathematical
model, with respect to the physical phenomena it represents, depends on the
availability of proper transport properties. Material properties, such as the per-
meability of water and gas in a medium and capillary pressure, and parameters,
such as heat and mass transfer coefficients at the boundary, are not available for
most materials and processes. Input parameters, such as heat and mass transfer
coefficients, are difficult to measure directly through experiments and require a
different formulation of the simulation. Due to the non-availability of proper-
ties, researchers use their estimated values in complex models, which can lead
to large errors in final solutions. Thus, there is a critical need to systematically
obtain the properties and parameters needed in the simulations.
1.2.3 Solver limitations
Previous detailed physics-based models of frying ([36], [6]) have been solved by
user-developed codes. These codes are either publicly unavailable, have limited
capabilities or are difficult to use for anyone but the creator. Implementation of
the same process in commercial codewill make the power of simulation capabil-
ity more widely available for designing products and processes. However, the
governing equation and boundary conditions, which are unique to food pro-
cesses, do not match the available equations in a commercial software that is
typically built for non-food applications. Therefore, the models developed for
food processes can require significant reformulations to be successfully imple-
mented in commercial software.
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1.3 Objectives
The objective of this work is to develop a framework for porous media models
that is easily implementable in commercial software and can be applied over a
wide range of food processes. This would be accomplished through the follow-
ing steps:
(1) To experimentally study where water is located inside cellular tissue and
how changes in structure and subsequent changes in flow pathways dur-
ing thermal processing affect transport.
(2) To develop a general multiphasemodel for hygroscopic biological materials
that can be used for various thermal processes and can be implemented in
a typical commercially available software.
(3) To obtain the heat andmass transfer coefficients at the porousmedia surface
that are needed as boundary conditions in themodels. This would be done
by solving a conjugate problem of microwave heating, containing both the
porous material and the outside environment.
(4) To apply the developed model to simulate deep fat frying and validate the
results.
(5) To integrate the most powerful and versatile fundamentals-based simula-
tion of food processes with the best known prediction models available
for microbiological growth and inactivation, in order to provide a tool that
predicts safety parameters for many different food processes.
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1.4 Organization of the dissertation
The dissertation is organized into seven chapters. An overview of the chapters
are given below.
Chapter 1: Introduction This chapter provides an introduction to the disser-
tation and its overall objectives.
Chapter 2: Water transport in cellular tissues In this chapter, the location of
water inside the cellular tissues was determined using various experimental
techniques. Using a combination of permeability measurement, pore size distri-
bution analysis and bioimpedance analysis, it is shown that water in a cellular
tissue is mostly intracellular at the lower temperatures at which cell membranes
are intact. During drying at high temperatures, cell membranes are damaged
and the moisture transport pathway is primarily extracellular (through inter-
cellular spaces and the lacunae created by the killed cells), with a much lower
resistance to water transport. Based on the experiments, it is concluded that
there are two pathways of moisture migration, extracellular pathways and in-
tracellular pathways, depending upon the cell structure of the biological tissue.
The difference in diffusivity between the two pathways has been estimated to
be three orders of magnitude. Therefore, transport properties measured or pre-
dicted at low temperatures cannot be used for high temperatures because they
correspond to distinct moisture migration pathways.
Chapter 3: A comprehensive transport model in porous media with phase
change In this paper, a general multiphase model for hygroscopic food mate-
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rials that can be used for many thermal processes (e.g., deep-fat frying, meat
cooking, baking, microwave heating, etc.) is developed. The model can be
implemented in commercial software that will facilitate wider usage. In the
model, the food material is treated as a porous medium, and heat and mass
transfer inside the porous material during thermal processing are described
using equations for mass and energy conservation that include binary diffu-
sion, capillary and convective modes of transport, physicochemical changes in
the solid matrix that include phase changes such as melting of fat and water,
and evaporation-condensation of water. Evaporation-condensation is consid-
ered to be distributed throughout the domain and is described by a novel non-
equilibrium formulation that has been discussed in detail.
Chapter 4: Boundary conditions in multiphase, porous media, transport mod-
els of thermal processes with rapid evaporation In this paper, the exchange
of heat and moisture at the porous surface is investigated. A conjugate domain,
including both the porous media (food) and the outside environment (air) dur-
ing microwave heating, is solved so that there is no need to provide separate
boundary conditions at the porousmedia surface (it becomes an internal bound-
ary). From the simulation results, the effect of blowing velocity on the boundary
layer and the factors affecting the heat and mass transfer coefficients are stud-
ied. A general conclusion is that blowing effects are very small due to the small
blowing parameter values.
Chapter 5: Application to Deep-Fat Frying. Part I: Model Development and
Input Parameters In this paper, an improvedmultiphase porous media model
involving heat and mass transfer has been developed and solved numerically
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with careful consideration given to the selection of input parameters. A non-
equilibrium formulation for evaporation is used, which describes the physics
more accurately and is easier to implement in a typical CFD software as such a
formulation can explicitly provide the evaporation rate in terms of concentra-
tion of vapor and temperature. External heat and mass transfer coefficients are
estimated to accurately reflect multiple frying stages – the non-boiling stage, the
surface boiling stage, and the falling rate stage.
Chapter 6: Application to Deep-Fat Frying. Part II: Results, Validation and
Sensitivity Analysis The multiphase porous media model for frying, devel-
oped in Chapter 5, has been applied to frying of a restructured potato slice to ob-
tain temperature, pressure, moisture, oil content, acrylamide content and evap-
oration rate profiles, providing valuable insight into the frying process. The
model is validated by comparing temperature, moisture content and crust thick-
ness profiles from experimental results in the literature. Post-frying cooling is
included through appropriate changes in boundary conditions. Sensitivity anal-
yses of the surface mass transfer coefficient, evaporation rate constant and oil
diffusivity show that they all have significant effects on the process.
Chapter 7: A user-friendly general-purpose predictive software package for
food safety In this paper, development of a powerful, state-of-the-art inter-
active software package, which provides customized answers concerning food
safety for many production-to-consumption situations, is presented. In the soft-
ware, process models for a number of food processes (e.g., frying, sterilization,
etc.) are integrated with various databases such as the USDANutrient database
to determine the composition of food, a food property database and a chemi-
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cal and microbiological kinetics database. A user-friendly GUI is built on top of
the commercial software (COMSOLMultiphysics) to make the software interac-
tive and easy to use for food processing problems. The integration with various
databases and the user-friendly interface makes the software unique and a use-
ful tool for a much broader user base covering design, research, education and
Extension. This is a major step toward making food process simulation technol-
ogy accessible to a broad community for food product and process design with
improved quality and safety.
1.5 Co-authorship
The dissertation is organized into seven chapters. Co-authorship of individual
chapters is indicated below.
Chapter 1: Introduction This chapter provides an introduction to the work
and the overall objectives.
Chapter 2: Water transport in cellular tissues All the experiments and analy-
sis shown in this chapter have been done by Amit Halder under the supervision
of Professor Ashim Datta and Professor Roger Spanswick.
Chapter 3: A comprehensive transport model in porous media with phase
change In this work, Amit Halder and Ashish Dhall worked together under
the supervision of Professor Ashim Datta. In addition to developing the com-
prehensive model, Amit Halder worked on the details of implementing the
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analysis was done by Amit Halder under the supervision of Professor Ashim
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Chapter 5: Application to Deep-Fat Frying. Part I: Model Development and
Input Parameters Amit Halder is the primary contributor to this work. Ashish
Dhall, also a co-author of the journal publication, has some contribution in
model development. The work was done under the supervision of Professor
Ashim Datta.
Chapter 6: Application to Deep-Fat Frying. Part II: Results, Validation and
Sensitivity Analysis Amit Halder is the primary contributor to this work.
Ashish Dhall, also a co-author in the journal publication, has some contribution
in model development. The work was done under the supervision of Professor
Ashim Datta.
Chapter 7: A user-friendly general-purpose predictive software package for
food safety This was a collaboration between Cornell University and Univer-
sity of Tennessee, Knoxville. Amit Halder is the primary contributor in this
software development project with Professor Ashim Datta as the Principal In-
vestigator. Amit Halder developed the frying and microwave heating models
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mal properties from the composition of food. Amit Halder worked closely with
Dr. Glenn Black and Professor P. Michael Davidson in developing the micro-
bial growth/ death kinetic database. Amit Halder also worked closely with Dr.
Jessie Li and Professor Svetlana Zivanovic in developing the chemical kinetic
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GUI of the software with Pavan Boob.
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CHAPTER 2
WATER TRANSPORT IN CELLULAR TISSUES DURING THERMAL
PROCESSING
Accurate modeling of water transport in food materials requires knowledge
of how transport properties depend on the material structure. Water trans-
port in a cellular tissue depends on its pathway (intracellular vs. extracellular),
which in turn depends on temperature. Using a combination of permeability
measurement, pore size distribution analysis and bioimpedance analysis, it is
shown that water in a cellular tissue is mostly intracellular at the lower temper-
atures at which cell membranes are intact. During drying at high temperatures,
cell membranes are damaged and the moisture transport pathway is primarily
extracellular (through intercellular spaces and the lacunae created by the killed
cells), with a much lower resistance to water transport. The difference in diffu-
sivity for the two pathways has been estimated to be three orders of magnitude.
Therefore, transport properties measured or predicted at low temperatures can-
not be used for high temperatures because they correspond to differentmoisture
migration pathways.
Keywords: food, pores, bioimpedance, extracellular, intracellular, perme-
ability
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Nomenclature
a water activity
c concentration, kg m 3
C Capacitance, Farad
d Diameter of pore, m
D Diffusivity, m2 s 1
F Flow rate, m3 s 1
f frequency of signal, Hz
J flux, kg m 2 s 1
k permeability, m2
L length of the channel, m
M moisture content (dry weight basis), kg water / kg dry weight
N total number of pores
n number of pores
p pressure, Pa
R resistance, ohms
t thickness of cell membrane, m
V volume, m3
X reactance, ohms
Z impedance, ohms
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Greek Symbols
 electrical resistivity, Ohm m
 surface tension, N m 1
 ratio of electrical resistivity
 viscosity, Pa s
! angular frequency, Hz
 chemical potential, J mol 1
 density, kg m 3
 contact angle between liquid water and surface
Subscripts
a air
e extracellular
eff effective
i intracellular
w water
0 zero frequency
cap capillary
ECW Extracellular water
ICW Intracellular water
i nf infinite frequency
2.1 Introduction
For accurate prediction of temperature and moisture content in cellular tissues
during thermal processing, it is of utmost importance to understand the differ-
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ent pathways that water can take during the process. The resistance to moisture
migration offered by different pathways depends on the structure and compo-
sition of the tissue. Cellular foods like fruits, vegetables and meat have complex
structures and, depending on the extent of dehydration, water is found as liquid
water in the pores or inside the cells. The resistance faced by liquid water in the
pores is different from that faced by water inside the cells. A predictive model
to simulate drying or other water removal processes in cellular foods generally
uses an effective diffusivity as a function of moisture content to describe the
moisture migration ([1], [2]). Such an effective diffusivity is an average of all
the resistive pathways and is completely empirical, specific to a process and
food material. But for the purpose of modeling drying processes, effective dif-
fusivities should be based on the properties of cellular structures in addition to
the moisture content of the tissue ([3],[4]). In more complex models of frying
and drying processes ([36], [6], [7]), where various transport modes of different
phases of water are considered, the availability of transport properties is lim-
ited, thus reducing the usefulness of such models. It therefore becomes critical
to understand how transport properties relate to the structure of materials and
how they change as materials transform during the process.
The outline of this paper is as follows: The literature review is followed by
the objectives of the paper. The theories behind capillary pressure, pore size
distribution and bioelectrical impedance analysis are discussed, followed by
the experimental setups used. Finally, the experimental results are discussed,
leading to identification of moisture migration pathways and explanation of
relationship between moisture diffusivity and the structure of a cellular food
material.
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2.1.1 Literature review
To reach our goal of understanding water transport in a cellular tissue, we can
start by considering the tissue as a porous medium and look into how cellular
structure affects such transport. The capillary pressure and permeability mea-
surement experiments help us to understand the porous medium. As will be
shown later, it is also important to know what fraction of water is inside the
cell. For this, we will use bioelectrical impedance analysis.
Capillary pressure, permeability and pore size distribution measurement
Capillary pressure has been routinely measured for soil structures in the field of
soil science and hydrology ([8], [9], [10]) and for rocks in petroleum engineering
([11],[12] and [13]). The most commonmethod for measuring capillary pressure
is using the pressure plate technique, in which external pressure is applied to
force water out of a saturated sample. Another common technique for measur-
ing capillary pressure, in the case of rocks, is the centrifuge technique, in which
water is forced out of the saturated sample by centrifugal force [13]. These ex-
perimental methods work well for rigid, non-cellular and homogenous materi-
als but need major modifications for measurements in soft and cellular tissues
due to their non-homogeneity and deformation under high pressures. Capillary
pressure in green softwood was measured using the centrifuge technique [14].
Due to the lack of such data for food materials, the data for softwood has been
extensively used in modeling of water transport in potatoes during frying [6].
This approach is based on the assumption that the structure of potato tubers
and softwood are similar and therefore their capillary pressure should also be
similar. There is no measured capillary pressure data whatsoever as we move
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away from wood and potato tissue into other biomaterials. Therefore, there is
an acute need to develop an experimental procedure for measuring capillary
pressure in food materials to facilitate the modeling of water transport during
drying processes.
Permeability can be used to estimate resistance to flow offered by a path-
way. Unlike capillary pressure data, there are some permeability data available
for potatoes [15] and ground beef [16]. The permeability of water was mea-
sured by forcing water through the material and recording the resistance based
on the flow rate coming out of the other end of the sample. Since the tissues
are non-homogenous and there is a huge difference between the largest and the
smallest pores, there is significant variation in the permeabilities through these
pores. The above-mentioned experiments give the permeability of the least re-
sistant pathway or the largest pores. Therefore, to get the proper estimate of
permeability, we must know the pore size distribution of the food material.
Several studies have estimated porosity (volume of air to total volume) using
gas pycnometry in the case of chicken [17] andmercury porosimetry for chicken
meat [18], but the pore size distribution is still largely unavailable for most food
materials. Quantitative characterization of porous media, as shown in breads
[19], has been rare for other products. The relationship of pore size distribution
to transport properties is also not available.
Bioelectrical impedance analysis
Bioelectrical impedance analysis (BIA) gives the fraction of the water in a tis-
sue that is intracellular. BIA measures the opposition of a tissue to an applied
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low-strength alternating current and, based on the measured impedance to an
electrical current, estimates of intracellular water content are made. A tissue
is an imperfect conductor of electrical current. The concept of using electrical
resistance or impedance to assess physiological aspects of the body dates back
over 100 years, but the period of intense research in BIA started in 1985 [20],
when he demonstrated that this technology could be used to detect various im-
mune diseases in humans. Since then, BIA has been used extensively to estimate
the physiological state of various biological tissues because of its simplicity and
because it can be done in situ without cutting or crushing. The first successful
validation of measurement of extracellular and intracellular water inside ani-
mal tissues using BIA was reported 1992 [21]. Now, measurement of intracel-
lular and extracellular water in live animals using BIA is routine for detecting
immunological diseases.
In the case of plant tissues (e.g., fruits, vegetables, roots, leaves, etc.), BIA
has been used extensively in physiological investigation such as injury due to
freeze-thaw cycles in potato tubers and carrot roots [22] and to estimate the
extent of bruising in apples [23]. The electrical impedance of ripe and unripe
nectarine fruits were compared to develop a fruit maturity index [24]. The rela-
tionship between the electrical and rheological properties of potato tuber tissue
was also shown using BIA [25]. The impedance analysis was also used to study
the effect of drying and freezing-thawing treatments on eggplants [26]. In all
these studies, qualitative assessment of rheological properties was based on the
measured impedance. Neither the estimate of intracellular water (ICW) content
nor any information regarding transport of water inside the cellular tissue was
available.
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2.1.2 Objectives
The objectives of this present study are: 1) to quantify the amount of water
present in the capillaries and cells of two tissues (potato and eggplant) at differ-
ent temperatures; 2) to establish different pathways of moisture transport in a
cellular tissue under different processing conditions; 3) to discuss the implica-
tions of these microstructural aspects on water transport in such tissues.
2.2 Theory behind the measurements
2.2.1 Capillary pressure
Capillary pressure is the difference in pressure across the interface between two
immiscible fluids, a non-wetting fluid and a wetting fluid. When the wetting
fluid is liquid water and the non-wetting fluid is air, the capillary pressure, pcap,
is given by
pcap D pa   pw (2.1)
where pa is the air pressure and pw is the liquid water pressure. In the case
of food materials (e.g., potato, meat, etc.), what is referred to as the capillary
pressure is essentially the lumped effect of surface tension, immiscibility, the
presence of microscopic scale fluid-fluid interfaces, fluid viscosity, the wettabil-
ity of solid surfaces, grain size distribution, microscale and macroscale hetero-
geneities, solid matrix deformation, and fluid composition [27]. Although pro-
cesses determining the capillary pressure of water are extremely complicated,
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the main theoretical and practical tool currently in use for characterizing this
is an empirical relationship between capillary pressure and moisture content,
given by
pcap D pcap.M / (2.2)
whereM is the moisture content (dry weight basis) of the porous material.
Experiments conducted to calculate capillary pressure as a function of mois-
ture content assume that all the liquid water is present in the capillaries and that
it flows as long as the applied gas pressure (pa) exceeds the capillary pressure
(pcap). As soon as the applied gas pressure is equal to the capillary pressure of
the food material at that moisture content, the liquid water stops flowing and
capillary pressure is determined from the applied gas pressure. This pressure
is then related to the moisture content of the material at that point, to find the
relation given by Eq. 2.2. By extending this to a number of applied pressures,
a capillary pressure curve, which relates capillary pressure to moisture content,
is generated.
Pressure plate experiment
The simplest way to force water through a porous medium is to run a pres-
sure plate experiment [28]. The schematic of the experimental set-up is shown
in Figure 2.1. The potato slice is placed on a saturated porous polycarbonate
membrane of pore sizes of 0.1 microns (Sterlitech Corporation, Kent, WA) in the
pressure chamber. The air pressure is applied from the top. If the base of the
potato slice is in good contact with the porous membrane then the liquid water
21
Compressed Air
Cap
O-Ring
Sample
Saturated Membrane
Water flowing out is measured 
continually in a micro balance 
Compressed Air
Water flowing out is collected 
in a test tube and measured
Sample
Saturated 
membrane
(a) (b)
Tube filled with water
Figure 2.1: Schematic of the experimental setup for capillary pressure
measurement : a) Pressure plate experiment; b) Liquid extru-
sion porosimeter in Porous Materials Inc. (Ithaca, NY).
in the potato slice is in continuum with the liquid water in the polycarbonate
membrane. In that case, the bottom surface of the potato slice is at atmospheric
pressure and there is a pressure difference between the top and bottom surfaces
(equal to the magnitude of the applied gas pressure). The largest pore size of
the polycarbonate membrane is smaller than the smallest pore size of the potato
slice, so the air cannot push out water from the polycarbonate membrane be-
fore it pushes it from the potato slice. When water is pushed out of the potato
slice, it replaces the water in the polycarbonate membrane which flows out into
a receiver where its volume is measured.
Liquid extrusion porosimetry
A Liquid Extrusion Porosimeter (Porous Materials Inc., Ithaca, NY) was used to
measure the capillary pressure of the potato sample at different moisture con-
tents. Unlike the pressure plate experiment, the pressure was raised every hour
22
in this equipment. The maximum pressure that can be applied using this equip-
ment is 0.7 MPa and the pressure step size used was 0.025 MPa. The amount
of water drained from the potato is collected in a microbalance (0.001 gm ac-
curacy) and measured at regular intervals. The initial moisture content of the
potato slice is known, so its transient moisture content is calculated from the
measured drained water.
2.2.2 Largest pore size and pore size distribution
Largest pore size
A pore size distribution experiment gives the fraction of void volume that is
occupied by different pore sizes. The schematic of the pore size distribution
experimental setup is shown in Figure 2.2. The pores of the sample are assumed
to be filled with water initially. Air pressure on the top surface of the sample is
slowly increased so as to displace the liquid from the pores and thereby increase
gas flow through the sample at the other end. The gas can displace the liquid
from the pores only when the applied pressure exceeds the capillary pressure
on the liquid. The differential pressure, pcap, required for displacement of liquid
water in a cylindrical pore is given by [45]:
pcap D 4 cos
d
(2.3)
where  is the surface tension of liquid water, d is the diameter of the pore and 
is the contact angle between liquid water and the surface. The pressure required
to empty a pore is smallest for the largest pore (also known as the bubble point
diameter) and can be estimated from Eq. 2.3.
23
Compressed Air
Flow rate of the air coming 
out is measured
Cap
O-Ring
Sample
Saturated membrane
Figure 2.2: Schematic of the experimental setup for pore size distribution
measurement.
Pore size distribution
To calculate the pore size distribution, flow rates through wet and dry samples
are determined. A wet sample is one that is initially saturated with water and,
during the experiment, the water is pushed out of the sample by pressurized air.
A dry sample is one that is completely dry and the pore channels are filled with
air. Therefore, a wet curve (flow rate versus time for a wet sample) provides the
flow rate through all the open pores at any given pressure, while a dry curve
provides flow rate through all the pores (since all pores are open).
Assuming viscous flow, at a given temperature, the flow rate, F , through a
porous channel is given by the product of velocity (from the Poiseuille equation)
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and area, shown as:
F D area  velocity
D d
2
4
 d
2
32
dp
dx
D d
2
4
 d
2
32
p
L
(2.4)
Therefore, the flow rate through N number of pores can be written as [30]:
F D 
128L
NX
iD1
nidi
4  p
D g.d;N /  f .p/ (2.5)
So, flow rate through a porous medium is a function of pressure and the pore
characteristics of the sample (e.g., the diameter of the pores, d , and the number
of pores, N ). For viscous flow, the pressure variable is separable from the other
variables and can be expressed as a product of two functions, f .p/ and g.d;N /,
as shown in Eq. 2.5.
Therefore, the ratio of flow rates through a wet and dry sample at the same
applied pressure is given by:
Fwet;p=Fdry;p D f .p/  g.d;N /wet;p=f .p/  g.d;N /dry;p (2.6)
The function f .p/ is the same for wet and dry samples and therefore the ratio
of flow rates is a function of pore structure only and is given by:
Fwet;p=Fdry;p D g.d;N /wet;p=g.d;N /dry;p (2.7)
Therefore, the fraction of flow through pores with diameters between Dj and
DjC1 is
4F D Fwet;p=Fdry;pjC1   Fwet;p=Fdry;pj (2.8)
The fraction of flow through a diameter range is equal to the fraction of pore
volume in that diameter range, thus providing the pore size distribution.
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2.2.3 Bioelectrical impedance analysis
Bioelectrical impedance analysis (BIA) is performed to determine the fraction of
water in a tissue that is intracellular. The technology is based on the principle
that electricity is conducted through a tissue by electrolyte-containing fluids and
will take the path of least resistance. The simplified equivalent circuit for current
flow through a tissue is proposed by [22] and shown in Figure 2.3. The total
impedance, Z, can be broken down into two parts: 1) the real part, known as
resistance; 2) the complex part, known as reactance. The electrical current inside
the tissue experiences opposition from 1) the fluids in the tissue (extracellular
and intracellular fluids); 2) the cell membrane, which has a high resistance but
acts as a capacitor (storing up electrical charge for a given electrical potential).
In Figure 2.3, the resistance due to extracellular fluid is shown as Re and that
due to intracellular fluid (in the cytoplasm) as Ri ; the impedance due to cell
membrane capacitance is given as:
Zc D 1
j!C
(2.9)
whereZc is the impedance due to cell membrane capacitance, ! D 2f , with f
being the frequency of the signal, and C is the capacitance of the cell membrane.
Therefore, the total impedance of the electrical circuit is:
Z D
Re

Ri C 1j!C

Re CRi C 1j!C
(2.10)
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Cell membrane acts
 like a capacitor (C)
Current through the cell
Current around the cell
Intracellular fluid acts 
as resistance (Ri)
Extracellular fluid acts 
as resistance (Re)
Re 
RiC
Cell
Extracellular pathway
Intracellular pathway
(a)
(b)
Figure 2.3: a) Schematic of a cell with extracellular fluid and two pathways
that a current can take (through the cell and around the cell) is
shown; b) The equivalent circuit for current through cell and
extracellular fluid is shown. This is a parallel circuit as the cur-
rent can go either through the extracellular fluid or through the
cell (cell membrane and intracellular fluid). The resistance of
the plasma membrane, which is in parallel with the membrane
capacitance, is ignored due to its relatively high value.
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Bioelectrical impedance at low frequencies
As shown in Figure 2.4, at low frequencies the current applied to the tissue will
travel predominantly through the extracellular fluid and only a portion of the
applied current will be opposed by the cell membranes of the tissues. This is
because, at low frequencies, cell membranes have high electrical resistance be-
cause the RC time constant of the cells is small. The potential gradients across
the cell membranes will closely follow the external potential gradient and there-
fore the magnitude of the current into the cell capacitor will be small. A major
part of the current goes through the extracellular compartment. R0 is the resis-
tance measured at zero frequency (e.g., a direct current). It is the best theoretical
value of impedance of the extracellular space as almost all the current travels
through this space.
Bioelectrical impedance at high frequencies
As the frequency increases, the impedance of the membrane (a capacitor) de-
creases, allowing more current to flow into the intracellular compartments. Be-
cause of the change in polarity due to the AC current, the cell membrane charges
and discharges at the rate of the frequency. At higher frequencies, the rate
of charge and discharge becomes such that the impedance due to the capaci-
tor diminishes to insignificant proportions, and the current flows through both
the extracellular and intracellular compartments in proportions that depend on
their relative conductivities and volumes [31]. Thus,Rinf is the impedancemea-
sured at infinite frequency and is the best theoretical value of impedance due to
the extracellular and intracellular fluid. Note that the infinite frequency current
will not be affected by interaction with the cell membranes and that it will pass
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Cell membrane
Intracellular water
Extracellular water
Low frequency current 
goes around the cell
High frequency current 
goes  through the cell
Figure 2.4: The responses of different frequency signals in a biological tis-
sue are shown. A high frequency signal can go through both
the cell membrane and intracellular fluid. The low frequency
signal cannot penetrate the cell membrane and therefore goes
around the cell.
directly through the cell membranes. Hence, at this frequency the reactance
component of the impedance vector is zero. In this way the impedance at Rinf
is the impedance due to the total tissue water (intracellular and extracellular)
and is given by
Rinf D RiRe
Ri CRe (2.11)
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Cole-Cole plot
The impedance of the equivalent circuit (shown in Figure 2.3) at an angular
frequency, !, can be rewritten in terms of R0 and Rinf as:
Z D RC jX
D Rinf C R0  Rinf
1C j!C
D

Rinf C R0  Rinf
1C !2C 2

C j!C

Rinf  R0
1C !2C 2

(2.12)
A plot of reactance (X ) versus resistance (R) of a tissue for various frequencies,
known as a Cole-Cole plot and shown in Figure 2.5, gives a semi-circle. The
semi-circular nature of the plot allows the determination of Rinf (a theoretical
value) that cannot bemeasured directly. In practice, resistance (R) and reactance
(X ) are measured for a number of frequencies (between 5 kHz and 1 MHz) and
the Cole-Cole plot is constructed and extrapolated at the ends (to touch the R-
axis) to yield Rinf and R0.
Ratio of intracellular water to extracellular water
The ratio of intracellular water volume (VICW ) to extracellular water volume
(VECW ) was predicted from the modeled R0 and Rinf using equations formu-
lated from theory [32] that describes the effect that a concentration of noncon-
ductive material has on the apparent resistivity of the surrounding conductive
fluid. The ratio is determined by the following equation [33]:
1C VICW
VECW
5=2
D Re CRi
Ri

1C  VICW
VECW

(2.13)
where
 D ICW
ECW
(2.14)
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Increasing frequency
Impedance
Resistance Rinf R0
Figure 2.5: A Cole-Cole plot. In practice, the resistance (R) and reactance
(X ) is measured for a number of frequencies (between 5 kHz
and 1 MHz) and Cole-Cole plot is constructed. The ends are
then extrapolated to touch the R-axis to get Rinf and R0.
Equation 2.13 can be written in terms of R0 and Rinf using Equation 2.11 as:
1C VICW
VECW
5=2
D R0
Rinf

1C  VICW
VECW

(2.15)
The parameter  is the ratio of electrical resistivity in intracellular fluid to elec-
trical resistivity in extracellular fluid, and has been determined for animal cells
to be between 3.2 and 3.71 [33]. For higher plant cells, it is not possible to mea-
sure this parameter. For animal cells it was determined that conductivity in
extracellular fluid is always more than that in the intracellular fluid. In plant
structures, there are Donnan free spaces that contain a high concentration of
negative charges that are associated with mobile cations [34], thereby confer-
ring a high electrical conductance on the extracellular region. Therefore, we
use a conservative value of  equal to 3.2. This will give the lowest estimate of
intracellular water volume.
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2.3 Materials and Methods
2.3.1 Capillary pressure measurements
As will be discussed later, pressure driven flow was difficult to achieve, and
consequently two separate experimental setups were tried to measure the cap-
illary pressure of a potato sample (Russet white Idaho type) as the moisture
content changes.
Setup 1: Classical pressure plate experiment
Cylindrical potato samples (diameter 3 cm and thickness 2 cm) were placed in
the pressure chamber (as shown in Figure 2.1a) at an applied pressure (0.1 MPa;
0.3 MPa; 0.5 MPa and 1.5 MPa) for 5 days and was allowed to come to equi-
librium. After 5 days, the sample was taken out of the chamber and its weight
was measured (the difference between the initial and final weight of the potato
slice should be equal to the weight of water collected during the experiment).
The relative humidity inside the chamber was at 100%. Each time, a sample
was also placed outside the chamber at 60% RH and atmospheric pressure dur-
ing the course of the experiment to estimate moisture loss that would happen
without applied pressure, due to evaporation.
Setup 2: Liquid Extrusion Porosimetry experiment
Cylindrical potato samples (diameter 3 cm and thickness 2 cm) were placed in
the pressure chamber (as shown in Figure 2.1b). The pressure in the chamber
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was increased by 0.025 MPa every hour until it reached 0.7 MPa (the maximum
for the equipment). The relative humidity inside the chamber was 100%. Each
time, a sample was also placed outside the chamber at 60% RH and atmospheric
pressure during the course of the experiment, as explained in the previous para-
graph.
2.3.2 Pore size distribution measurements
Five samples of potato tissue (diameter 3 cm and thickness 2 cm) were analyzed
for pore size distribution. Each sample was placed in the pressure chamber
(as shown in Figure 2.2) and the applied pressure was slowly increased from
0.0 to 0.7 MPa in 4 hours. The air flow sensor at the other end recorded the
total air flowing out of the potato sample during the course of the experiment.
At the end of the experiment, the air flow rate was plotted against the applied
pressure for the wet and dry samples (a dry sample is the slice at the end of the
pore size experiment from which the water has been forced out) and the pore
size distribution was estimated as explained before in the theory section.
2.3.3 Bioelectrical impedance analysis
The bioelectrical impedance analysis was performed using the IMP SFB7 body
composition meter (Impedimed Inc., San Diego, CA). It is a single-channel,
tetra-polar bioimpedance spectroscopy device that scans 256 frequencies be-
tween 4 kHz and 1000 kHz for the estimation of impedances in tissues. The
equipment was calibrated using the calibration cell provided. Needle electrodes
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Figure 2.6: Picture of the experimental setup for bioelectrical impedance
analysis. The needle electrodes are connected to the instrument
(not shown in the picture).
(0.5 mm thick and made of stainless steel) were used. A 200A RMS AC current
flowed through the electrodes. The experimental procedure can be divided into
four cases:
Case 1: Five different kinds of fruits and vegetables (apples, eggplants, cu-
cumbers, tomatoes and potatoes) were analyzed. Three samples of each kind
were tested for intracellular water content at 22C. Each sample was cut in the
shape of a slab of 2 cm thickness. The electrodes were placed 4 cm apart as
shown in Fig. 2.6.
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Case 2: Three potato samples (in a slab shape of 2 cm thickness) are placed
in an oven with the air temperature at: a) 45C; b) 55C; c) 70C; d) 90C. The
weights of the samples and the resistances, R0 and Rinf , were measured once
every hour for 24 hours of drying upon removal from the oven for a short time.
Case 3: Three eggplant samples (in a slab shape of 2 cm thickness) are placed
in an oven with the air temperature at: a) 55C; b) 90C. The weights of the
samples and the resistances, R0 and Rinf , were measured once every hour for
24 hours of drying upon removal from the oven for a short time.
Case 4: Three potato samples (in a slab shape of 2 cm thickness) are placed
in a 2 kW microwave oven. The weights of the samples and the resistances,
R0 and Rinf , were measured every 20 seconds of heating upon removal from
the microwave oven for a short time. The total cumulative heating time is 2
minutes.
2.4 Results and Discussion
2.4.1 Is the water present in the capillaries (intercellular
spaces)?
Both experimental setups for the measurement of capillary pressure, the classi-
cal pressure plate experiment and liquid extrusion porosimetry, yielded similar
results, that is, they produced little flow even at very high pressures. The pres-
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sure plate experiment did not register any water flowing out of the potato for
applied pressures between 0.1 to 0.5 MPa, and only 2% of the water flowed out
at an applied pressure of 1.5 MPa (the highest possible pressure for this appara-
tus). The liquid extrusion porosimeter also gave similar results as only 2% of the
total water flowed out at an applied pressure of 0.7 MPa (the highest possible
pressure for this apparatus). The two different experimental setups, pressure
plate and extrusion porosimetry, provide two different approaches to obtaining
the pressure-driven flow, and therefore together these results demonstrate that
only 2% of total water can be driven out by pressures up to 1.5 MPa.
Of course, we know that raw potato loses water when left in the atmosphere.
A quick measurement showed that the same potato slices (as in the previous
paragraph) left open to ambient air at atmospheric pressure lost approximately
80% of their water over 5 days. This contrasts with the low pressure-driven
flow for pressures up to 1.5 MPa. The plausible reasons for this can be: 1) the
rest of the water is not present in the capillaries; 2) the capillary pressure (which
is negative or attractive) is higher than the applied pressure and therefore water
cannot flow out of the pores; 3) the water is present in the blind pores (explained
in Figure 2.7), therefore no water flows out, but in that case the moisture migra-
tion during drying at atmospheric pressure is not pressure-driven (since pores
are not connected). To better understand the pore sizes and structures, pore
size distribution experiments were performed, which are described in the next
section.
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True solid
Blind pore
Closed pore
Flow through pore
Figure 2.7: Schematic showing three different types of pores that can be
present in a porous material.
2.4.2 What is the nature of the capillaries?
As explained in Section 2.2.2, for the theory behind pore size distribution, as
gas pressure is slowly increased, liquid water is drained out from progressively
smaller pores, starting with the largest pores. The flow rate of gas through the
dry and wet potato samples at various applied pressures is shown in Figure 2.8.
As can be seen, when drying a wet sample (the wet curve), there is no gas flow
initially because the gas cannot displace liquid completely from the pores at this
applied pressure. As the pressure is slowly increased on one side of the sample,
the gas pressure reaches a point at which it is slightly greater than the surface
tension force of the water and displaces it from the largest pores and thus gas
starts to flow out from the other end. As shown in Figure 2.8, this occurs at
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Table 2.1: Summary of pore size distribution experiment of 5 potato sam-
ples
Sample number Largest pore diameter Average pore diameter
(microns) (microns)
1 5.736 0.389
2 0.915 0.440
3 5.761 0.554
4 1.267 0.875
5 5.745 0.453
Average 3.885 0.542
around 0.23 MPa. The pore diameter corresponding to this pressure (calculated
using Eq. 2.3) is the largest pore diameter of the sample. For the sample shown
in Figure 2.8, the largest pore diameter is estimated at 0.92 microns and its pore
size distribution is shown in Figure 2.9. The average pore and smallest pore di-
ameters are 0.53 microns and 0.35 microns, respectively. A total of five samples
of potato were tested for pore size distribution and Table 1 gives the largest and
average pore diameter of each of the five samples of the same potato type (Rus-
set white Idaho potatoes). The average over the five samples gives the largest
and average pore diameter in this potato type as 3.88microns and 0.542microns,
respectively. The implications of these are provided in the following paragraph.
Thus, the pore size distribution study demonstrates that: 1) Pores are not ini-
tially empty (since gas does not flow through at low pressures), which leads to
two possibilities—either the pores are filled with water (requiring higher pres-
sure) or they are blind pores. 2) Pores are not all blind and there are channels
through which water and gas can flow. This is true, since the flow of gas does
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Figure 2.8: Wet and dry curves obtained during the pore size distribution
experiment of a potato slice. A wet curve gives the flow rate
at applied pressures when the sample is partially filled with
water and the rest consists of empty channels filled with air
which allow air to pass. A dry curve gives the flow rate at
various applied pressures when the sample is completely dry
and all the pore channels are filled with air and allow air to
pass through them.
occur once the liquid is forced out as gas pressure is increased beyond a certain
threshold (the bubble point). 3) Pore sizes up to 0.35 micron contain only 2%
of the total water (that is all the water flowing out for pressures up to 0.7 MPa,
a pressure that corresponds to a 0.35 micron diameter pore). This leads to the
conclusion that either most of the water (98%) is in pores smaller than 0.35 mi-
cron in diameter, it is in blind pores, or it is not in pores at all (it is in the cells?).
This is discussed in the following section.
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Figure 2.9: Pore size distribution of a potato slice. Largest pore diameter
measured was 0.915 microns and smallest was 0.306 microns.
Average pore diameter for the slice is 0.499 microns.
2.4.3 If not in the capillaries, is the water present inside cells?
Only a small amount of water can be contained in the intercellular spaces. For
example, only 1-2% of the total volume of water occupies intercellular spaces
in potato tubers [35]. Therefore, it is unlikely that there is a significant amount
of water remaining in the intercellular spaces that can be drained out by apply-
ing still higher external pressures. So, the question is, where is the water if it is
not in the pores (intercellular spaces)? The biology literature states that at least
70% of the water is intracellular in meat [36] and vegetables ([37], [38]) at room
temperature. Intracellular water flow would require cell membranes to rupture
at high pressure (a value of 3 MPa for the rupture of cell walls and cell mem-
branes in carrots was reported by [39] that is above the values used for capillary
pressure measurements. It appears critical to quantify the amount of intracel-
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lular water, which we accomplished using bioelectrical impedance analysis on
potatoes and eggplants, as described in the next section.
2.4.4 How much water is intracellular?
Using bioelectrical impedance analysis, intracellular water content (ICW) at
room temperature was measured for five different vegetables, as shown in Ta-
ble 2. Potatoes and eggplants have high ICW at around 95% and tomatoes have
relatively lower ICW at around 80%. The experimental results reported in Ta-
ble 2 closely match the data on intracellular water content in the literature as
measured using other experimental procedures, such as freezing [38].
As potato has around 95% intracellular water at room temperature, only 5%
of the water in the pores would be forced out by applied pressure (in the range
discussed in Section 4.1). This is consistent with what occurred during the cap-
illary pressure measurement and pore size distribution experiments, where 2%
of the water could be driven out on the application of pressure at 0.7 MPa.
Figure 2.10 shows the Cole-Cole plot for a sample measured at different
times while drying at 90C. The resistance at zero frequency, R0, which is in-
versely proportional to extracellular water content, decreases with an increase
in temperature. The value of R0 for a raw potato is 2300 ohms, which decreases
to 1100 ohms after 30 minutes and 150 ohms after 105 minutes of drying. A
decrease in R0 means an increase in extracellular water content and this can
be explained if cell membranes are damaged and intracellular water is released
into the matrix.
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Table 2.2: Intracellular water content (%) of different cellular products at
room temperature (22C)
Sample Intracellular water content (%)
Cucumber (Sample 1) 95.3
Cucumber (Sample 2) 95.8
Tomato (Sample 1) 84.7
Tomato (Sample 2) 78.7
Apple (Sample 1) 90.2
Apple (Sample 2) 89.9
Eggplant (Sample 1) 96.8
Eggplant (Sample 2) 97.3
Potato (Sample 1) 95.3
Potato (Sample 2) 96.0
That cell membrane damage releases water into the extracellular matrix is
further illustrated in Figure 2.11 which shows the variation with the temper-
ature in resistance and reactance of the sample at the same signal frequency.
From this figure, the temperature range in which the cells get damaged and re-
lease water in the matrix can be estimated. As the temperature increases from
20C to 50C, the resistance decreases slightly with the temperature due to an
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Figure 2.10: Cole-Cole plot for a potato slice, heated at 90oC, is obtained
from BIA. The semi-circular nature of the plot allows the de-
termination of Rinf and R0 by extrapolation to touch the hor-
izontal axis. As temperature increases inside the potato (with
drying time), R0 decreases, signifying increased pathways
through the extracellular water (thus increased amount of ex-
tracellular water)
increase in conductance of the fluids. Similar observations were also made dur-
ing bioelectrical impedance analysis of skin [40]. The capacitance of the cell
increases with the temperature [41] and this should lead to a decrease in reac-
tance, as also shown in Figure 2.11. Between 52C and 60C, there is a sharp
drop in resistance and reactance. Resistance decreases suddenly because, as
the cell membrane ruptures, the cross-sectional area through which the current
is passing increases significantly, thus reducing the resistance (resistance is in-
versely proportional to cross-sectional area). The damage to the cell also causes
a reduction in the potential across the membrane produced by the applied cur-
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Figure 2.11: Variation of resistance and reactance with temperature at 50
kHz. The temperature range where resistance and reactance
drops sharply (between 52C and 60C) is identified as the
range where the cell membranes get damaged.
rent, thus reducing the current flowing into the membrane capacitance.
Bioelectrical impedance analysis in low temperature drying
The potato samples were dried in an oven for 24 hours at two temperatures
(45C and 55C) to estimate the range of temperatures within which the cell
damage takes place and the intracellular water is released into the intercellular
space. Figure 2.12a and 2.12b give the variations in moisture content (kg water
/kg dry weight), temperature and the percentage of intracellular water content
(ICW) of potato slice while drying at 45C. In Figure 2.12a, it can be seen that,
during the drying process, the potato samples lose water significantly (moisture
content dropped from 4.35 to 2.75). Figure 2.12b shows that the temperature
inside the potato always remains below 42C and ICW remains stable at around
96% throughout the drying process. This means that the cells lose water to the
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Figure 2.12: Moisture content (kg water/ kg dry weight) versus time for
drying of potato slice at a) 45C and c) 55C. Intracellular wa-
ter content(%) and core temperature versus time for drying of
potato slice at at b) 45C and d) 55C.
outside during the process but they are not damaged and the cell membranes
remain intact throughout. So, the water migration pathway during this process
can be called an intracellular pathway, as shown in Figure 2.17a, where water
migrates through three different zones in series: cell membranes, cell walls and
intercellular spaces.
During the drying of potato slices at 55C (shown in Figure 2.12c and 2.12d),
the ICW remains stable at 96% until the temperature nears 50C (300 minutes
of drying). As the temperature rises above 50C, the ICW drops slowly and
reaches 60% after 24 hours of drying. Based on these results it can be said that
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the cell membrane remains intact until the temperature reaches about 50C and
is ruptured as the temperature rises above that temperature, thereby releasing
water into the intercellular space and increasing the fraction of extracellular wa-
ter. The sample loses water significantly during this higher temperature period
(shown in Figure 2.12c). The water migration during the initial period of dry-
ing (in the first 300 minutes when the cells are intact) would proceed through
the intracellular pathways (just as when drying the slices at 45C). When the
cell membrane ruptures, the released water travels through intercellular space
and this is called an extracellular pathway (shown in Fig 2.17b). In an extra-
cellular pathway, the migrating water experiences no resistance from cell mem-
branes. Thus, when drying potato slices at 55C, during the initial period the
moisture migrates primarily through intracellular pathways. During the later
stages, when the cell membranes rupture, some of the water migrates through
extracellular pathways but the movement is still primarily intracellular as ICW
remains above 60%.
Similar observations were also made from the low temperature drying ex-
periments with eggplant (e.g., eggplant dried at 55C). As can be seen in Fig
2.13, the ICW remains constant at around 97% until the temperature reaches
about 50C and then decreases slowly to 75% at the end of 24 hours of drying
(during which time the temperature remains above 50C). In Figure 2.13a, it can
be seen that the eggplant loses a significant amount of water (moisture content
dropped from 15.9 to 5.01) during this period. The moisture migration in egg-
plant during drying at 55C is similar to what occurs in potato drying at 55C:
moisture migrates almost exclusively along intracellular pathways in the initial
stages, followed by both intracellular and extracellular pathways, although 75%
of the water migration is still intracellular.
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Figure 2.13: (a) Moisture content (kg water/ kg dry weight) and (b) Intra-
cellular water content(%) and core temperature versus time
for drying of eggplant slice at 55C.
Bioelectrical impedance analysis in high temperature drying
Potato and eggplant slices were dried at high temperatures and their ICW val-
ues were measured at regular time intervals to see how higher temperatures
affect ICW. The potato samples were dried and analyzed at two temperatures
(70C and 90C), the results of which are shown in Figure 2.14. The ICW starts
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decreasing as soon as the core temperature rises above 50C. But in the case
of high temperature drying, the time required to reach 50C is short and the
sample is under the effect of high temperatures for a longer period of time and
therefore shows lower ICW after 24 hours of drying. Water migration primarily
follows extracellular pathways during high temperature drying. As in the case
of drying at 90C (shown in Figure 2.14d), after 200 minutes there is no intra-
cellular water. In the case of drying at 70C, the migration primarily follows
intracellular pathways initially (until 100 minutes) but primarily extracellular
pathways in the last 300 minutes. In between, the migration is dominated by
both intracellular and extracellular pathways. Similar results were observed in
the case of drying eggplant at 90C (shown in Figure 2.15).
Bioelectrical impedance analysis in microwave heating of potatoes
Microwaves heat more rapidly and possibly more uniformly, which should lead
to differences in ICW during the heating process. In microwave heating of a
potato sample, ICW remained constant until the temperatures were below 62C
and then declined sharply to 40% after 2 minutes of heating (as shown in Fig-
ure 2.16b). Microwave heating is rapid and cell membranes at high tempera-
tures do not rupture instantaneously. Therefore, by the time most cell mem-
branes rupture inside the potato, the sample temperature rises to 62C. This
explains why cell membrane rupture is observed at higher temperature than
when drying. As shown in Figure 2.16a, moisture content does not change
much during the 2 minutes of microwave heating, and the ICW drops to 40%.
Therefore, initially (in the first two minutes) the moisture migration proceeds
through both intracellular and extracellular pathways but the amount of water
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Figure 2.14: Moisture content (kg water/ kg dry weight) versus time for
drying of potato slice at a) 70C and c) 90C. Intracellular wa-
ter content(%) and core temperature versus time for drying of
potato slice at at b) 70C and d) 90C.
lost during this time is less than 5%. In the later stages of microwave heating
(after 2 minutes and not shown in the figure), when most of the moisture loss
takes place, the cell membranes are damaged and the water is released into the
matrix, leading to an extracellular pathway. Note that, at a temperature of 62C,
pressure generated due to evaporation from microwave heating is unlikely to
have any significant effect on cell membrane rupture.
49
02
4
6
8
10
12
14
16
0 200 400 600 800 1000 1200 1400
M
o
is
tu
re
 C
o
n
te
n
t (
d
ry
 b
a
s
is
)
Tim e (m in u tes)
(a)
0
10
20
30
40
50
60
70
80
90
0
10
20
30
40
50
60
70
80
90
100
0 200 400 600 800 1000 1200 1400
Te
m
p
e
ra
tu
re
 (
 o
C
)
In
tr
a
c
e
ll
u
la
r 
W
a
te
r 
C
o
n
te
n
t (
%
)
Tim e (m in u tes)
In trace llu la r 
w a te r con ten t
Tem pera tu re
(b)
90˚C
90˚C
Figure 2.15: (a) Moisture content (kg water/ kg dry weight) and (b) Intra-
cellular water content(%) and core temperature versus time
for drying of eggplant slice at 90C.
2.4.5 A summary of where the water is
Based on the porosimetry and bioimpedance analyses, it can be concluded that
most of the water is not in the pores but in the cells. In fact, more than 90%
of the water inside the potato tissue is intracellular at 22C. At temperatures in
the range of 52–60C, the cell membrane is ruptured (intracellular water content
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Figure 2.16: (a) Moisture content (kg water/ kg dry weight) and (b) Intra-
cellular water content(%) and core temperature versus time
for drying of potato slice during microwave heating.
decreases drastically) and water is released into the extracellular matrix. This
conclusion is consistent with our porosimetry measurements where flow did
not occur at the lower temperatures for very high pressures. In carrots, for ex-
ample, the pressure required to rupture cell walls and cell membranes is 3 MPa
[39] and the pressures used (0:7 MPa) in our capillary pressure and pore size
distribution measurements were not sufficient to rupture the cell walls and cell
membranes and drive out the intracellular water. Although one obvious pos-
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Intercellular Space
Cell Wall
Ruptured  Cell
Membrane
Cell Membrane
(a) (b)
Figure 2.17: Schematic showing the cell membrane structure at a) temper-
atures below 52oC (low temperatures); b) temperatures above
52oC (high temperatures). At low temperatures, the moisture
migration faces resistance from cell membranes, cell walls and
intercellular spaces. At high temperatures, the cell membrane
is ruptured. The moisture migration faces resistance from cell
walls and intercellular spaces.
sibility is to repeat the pressure-driven flow experiments for potatoes at higher
temperatures, the available instrument does not permit this measurement due
to the softness of the potato at higher temperatures. In the next two sections, we
discuss the implications of the location of water on its transport.
2.4.6 Water transport at low temperatures: Cell membrane is
intact
The main source of water in a tissue is the cell. As shown in the experiments
with BIA, more than 90% of the water inside potato tissue is intracellular at
22C. At low temperatures (between 22C and 50C), the cell membranes re-
main intact and the transport of water out of the tissue involves migration
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through both the cells and extracellular space. The main pathway, as shown
in Figure 2.17a, can be described in terms of water moving from inside the
cells through the cell membranes and then the cell walls into the intercellular
space. This moisture transport takes place due to the gradient of water poten-
tial between cells and the intercellular spaces. The migrating moisture meets
resistance from the cell membranes, cell walls and the intercellular spaces—
whichever offers maximum resistance controls the transport.
Next, we compute the flux of water from inside the cell to the outside. The
water potential (the driving force for water transport) inside and outside the cell
can be expressed as
w;intra D w;0 CRT ln.aw;intra/
w;extra D w;0 CRT ln.aw;extra/ (2.16)
Therefore, the water potential difference driving the flow of water from inside
the cell to outside is given by
4w D RT ln.aw;intra/  RT ln.aw;extra/ (2.17)
The relationship of water activity, aw, to moisture content at constant tempera-
ture is known as a moisture isotherm and is readily available for many different
food materials. The difference in pressure due to the water potential difference
can be expressed as [8]:
4pw D RT
Vw
ln.aw;intra/   RT
Vw
ln.aw;extra/ (2.18)
where pw is referred to as capillary pressure in the food literature but is essen-
tially the lumped effect of all the surface forces acting on the fluid (discussed in
section 2.2.1). Assuming Darcy’s flow, the water flux through the tissue can be
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written as
Jw D  w keff
w
4pw
4x (2.19)
where keff is the effective permeability through the tissue (a lumped param-
eter including the effect of transport through cell walls, cell membranes and
intercellular spaces). Equation 2.19 is analogous to the water flux equation,
Jw D wLw .4pw/, commonly used in the plant physiology field. The relation-
ship between hydraulic conductivity (Lw used in plant physiology literature)
and permeability (k used in this manuscript) can be written as:
Lw D keff
w4x (2.20)
Next, we compute the individual permeabilities (Lwwt or k) offered by cell
walls, cell membranes and intercellular spaces to migrating moisture. The lit-
erature has recorded only a small amount of permeability (k) data for water
through various biological tissues, cell walls, and cell membranes. In tissues,
permeability is reported to be on the order of 10 18 m2 for potato and beef [15]
and in the range of 10 18 m2 to 10 16 m2 for ground beef [16]. Based on our in-
terpretation of the measurement techniques used in these studies, we strongly
feel that these data (for potato and beef) represent permeability through the
largest of the pores in the intercellular space. For cell walls, permeability in
fruits and vegetables is not available but permeability of water through cell
walls of spruce heartwoods was found to be between 4:03  10 21 m2 and
67:5  10 21 m2 [42], which can be representative of the values in fruits and
vegetables because both are plant cells and the cell walls exhibit similar struc-
ture. The value of 5  10 20 m2 found for Nitella (a plant) cell walls (converted
from Lw D 30 m min 1 atm 1 in [43] using Eq. 2.20 and thickness of cell wall
as 10 5 m) is in the same range observed by [42] for spruce heartwoods. For
cell membranes, the permeability for potato cells has been reported as 10 24 m2
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(converted from Lw D 10 13 m s 1 Pa 1 in [44] using Eq. 2.20 and thickness
of cell membrane as 10 8 m). Because the cell membrane exhibits three orders
of magnitude lower permeability, it is likely to be the controlling resistance to
transport at lower temperatures.
In continuum mechanics treatment of flow in an unsaturated porous media,
flux given by Eq. 2.19 is rewritten in terms of a concentration gradient as (see,
e.g., [45])
Jw D  w keff
w
4pw
4cw
4cw
4x
D  Dwrcw (2.21)
where Dw is the capillary diffusivity (not molecular diffusivity) of water
through the cell membrane and, from Eq. 2.21, it can be written as
Dw D w keff
w
4pw
4cw D w
keff
w
@pw
@cw
(2.22)
In practice, Dw is treated as an effective diffusivity, that includes all transport
mechanisms, including capillarity. Equation 2.22 shows that Dw depends on
the permeability. Based on the discussion in the previous paragraph, that cell
membrane permeability is the controlling resistance for low temperature drying
(since the cell membranes are not ruptured at lower temperatures), the relevant
permeability in moisture diffusivity,Dw, is the cell membrane permeability. Us-
ing the moisture isotherm data for potato tissue [45] and the cell membrane
permeability of potato tissue [44], the diffusivity is computed (using Eq. 2.22)
to be on the order of 10 11 m2=s. Experimentally measured diffusivity of water
through potatoes is on the order of 10 11 m2=s for air drying at 30C [46], show-
ing the same order of magnitude as our predicted results. At this temperature,
cell membranes are intact and the diffusivity value obtained corresponds to the
intracellular pathway.
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2.4.7 Water transport at high temperatures: Cell membrane is
destroyed
At high temperatures, cell membranes rupture and release water into the extra-
cellular space (schematic in Figure 2.17b) and therefore the transport of water
to the outside occurs predominantly through the extracellular space. Applying
Darcy’s law in the intercellular space, the water flux can be written as
Jw D  w kout
w
4pw
4x (2.23)
Therefore, similar to Eq. 2.22, Dw for migration at high temperatures can be
written as
Dw D  w kout
w
@pw
@cw
(2.24)
The main difference between the diffusivity value at high temperature and that
at low temperature is found in the corresponding permeability values. For high
temperature, the permeability is that of intercellular spaces, approximated from
literature studies as 10 18 m2 (see discussion in section 4.6), in contrast with the
much lower value of 10 24 m2 for low temperatures discussed in the previous
section, where it is attributed to permeability of cell membranes. The diffusivity
calculated for a permeability of 10 18 m2 is on the order of 10 7 m2=s. The water
diffusivity in potato tissues has been reported as 10 9 m2=s during drying at
70 C [47]. At this temperature, around 20–30% of water may still be intracel-
lular (as shown in Figure 2.14b), which explains the reduced diffusivity value
observed in the experiments. Drying at 70 C is in the mid range and perhaps
explains the diffusivity of 10 9 m2=s between the two extremes.
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2.5 Conclusions
Transport of water in a cellular tissue depends on its pathway (intracellular vs.
extracellular), which in turn depends on temperature. Using a combination of
permeability measurement, pore size distribution analysis and bioimpedance
analysis, it is shown that water in a cellular tissue is mostly intracellular at
lower temperatures when cell membranes are intact. This explains why very
little water ( 2%) can be pushed out by applying pressures up to 1.5 MPa. Us-
ing bioelectrical impedance analysis, it was observed that  95% of the water is
intracellular in potato tissue at lower temperatures, and this water becomes ex-
tracellular at temperatures above 52C when the cell membranes rupture. Also,
data in the literature shows that cell membrane permeabilities are at least three
orders of magnitude lower than those in the cell walls and other extracellular
space. Therefore, when drying at lower temperatures, cell membranes are not
damaged, the pathway of moisture transport is intracellular, and resistance to
transport is dominated by cell membranes—resulting in a lower moisture diffu-
sivity value. During drying at high temperatures, cell membranes are damaged
and the moisture transport pathway is primarily extracellular (through inter-
cellular space and the lacunae created by killed cells), which offers lower resis-
tance, leading to a higher moisture diffusivity value. The difference in diffusiv-
ity for the two pathways has been estimated to be three orders of magnitude,
consistent with experimental data reported in the literature. Thus, transport
properties measured or predicted at low temperatures cannot be used for high
temperatures because the processes correspond to different moisture migration
pathways.
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CHAPTER 3
A COMPREHENSIVE TRANSPORTMODEL IN POROUSMEDIAWITH
PHASE CHANGE
3.1 Abstract
Background. Fundamental, physics-based modeling of complex food processes
is still in the developmental stages. This lack of development can be attributed
to complexities in both the material and the transport processes. Society has
a critical need for automating food processes (both in industry and at home),
while improving quality and making food safe. Product, process and equip-
ment design in food manufacturing requires the more detailed understanding
of food processes that is possible only through physics-based modeling. The
objectives of this paper are to: 1) develop a general multicomponent and mul-
tiphase modeling framework that can be used for different thermal food pro-
cesses and can be implemented in commercially available software (for wider
use); and 2) apply the model to the simulation of deep-fat frying and hamburger
cooking processes, and validate the results.
Model details. Treating food material as a porous medium, heat and mass
transfer inside such material during its thermal processing is described using
equations for mass and energy conservation that include binary diffusion, cap-
illary and convective modes of transport, physicochemical changes in the solid
matrix that include phase changes such as melting of fat and water, and evap-
oration/ condensation of water. Evaporation/condensation is considered to be
distributed throughout the domain and is described by a novel non-equilibrium
formulation whose parameters have been discussed in detail.
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Results. Two complex food processes, deep-fat frying and contact heating of a
hamburger patty, representing a large group of common food thermal processes
with similar physics, have been implemented using the modeling framework.
The predictions are validated with experimental results from the literature. As
the food (a porous hygroscopic material) is heated from the surface, a zone of
evaporation moves from the surface to the interior. Mass transfer due to the
pressure gradient (from evaporation) is significant. As temperature rises, prop-
erties of the solid matrix change and the phases of frozen water and fat become
transportable, thus affecting the transport processes significantly.
Conclusion. Because the modeling framework is general and formulated in a
manner that makes it implementable in commercial software, it can be very use-
ful in computer-aided food manufacturing. Beyond its immediate applicability
in food processing, such a comprehensive model can be useful in medicine (for
thermal therapies such as laser surgery), soil remediation, nuclear waste treat-
ment and other fields where heat and mass transfer take place in porous media
with significant evaporation and other phase changes.
Keywords: multiphase, porous-media, evaporation, non-equilibrium
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Nomenclature
b number of components in the solid phase
c concentration, kg m 3
cp specific heat capacity, J kg 1K 1
Cg molar density, kmol m 3
Deff;g effective gas diffusivity, m2s 1
D diffusivity, m2 s 1
g acceleration due to gravity, kg m 3
h heat transfer coefficient, W m 2 K 1
hm mass transfer coefficient of vapor, m s 1
PI volumetric evaporation rate, kg m 3 s 1
k thermal conductivity, W m 2 K 1
kp permeability, m2
K non-equilibrium evaporation constant, s 1
Ki;j non-equilibrium constant for interphase mass transfer from i to j , s 1
L length scale, m
m overall mass fraction
Ma,Mv molecular weight of air and vapor
n total number of phases
n total flux, kg m 2 s 1
P gas pressure, Pa
pv vapor pressure, Pa
q heat flux, J m 2 s 1
R universal gas constant, J kmol 1 K 1
PRi;j rate of mass transfer from i to j , kg m 3 s 1
S saturation
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t time, s
T temperature
u velocity, m s 1
V volume, m3
x mole fraction
Greek Symbols
 density, kg m 3
 latent heat of vaporization, J kg 1
!v, !a mass fraction of vapor and air in relation to total gas
 porosity
 dynamic viscosity, Pa s
Subscripts
amb ambient
a, g, o, s, v, w air, gas, oil, solid, vapor, water
bw, bf water, fat in solid phase
cap capillary
eff effective
eq equilibrium
f final
i i th liquid phase, initial
i n intrinsic
i ni initial
j j th component in solid phase
0 at time t D 0
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r relative, residual
sat saturation
surf surface
T temperature
tot total
3.2 Introduction
Mathematical modeling has not been able to contribute as much to the devel-
opment of food processing industries as it has with respect to the mechanical
and chemical industries. The primary reason for this is that foods are complex
and non-homogenous, and the physics that could explain what happens dur-
ing processing is still not clearly established. The time and cost involved limit
the number of experiments that can be done to achieve this. Looking at recent
trends towards the automation of food processes and production of minimally
processed healthier foods, it can be said that there is a need to develop accurate
mathematical models of these food processes which can be extensively used for
equipment design or to ensure food safety. The development of fundamental
physics-based models of food processes is not trivial, as it requires physical as
well as mathematical insight into the material and the process.
In food systems, an enormous range of thermal processes can be viewed as
involving transport of energy, moisture and, in some cases, fat through a hy-
groscopic porous medium. Examples include extraction, drying, deep fat fry-
ing, microwave heating, meat roasting and rehydration. In the vast majority of
food systems, proteins or carbohydrates form a porous skeleton which has wa-
ter and/or fat physically and chemically bound to it. During heating, water and
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fat can transport inside the solid matrix or can be released into the pore space
and then transported through the porous medium. Other important phenom-
ena that can occur are rapid evaporation due to intensive heating, the melting
of ice or fat during the processing of frozen food, and shrinkage due to physico-
chemical changes in the porous matrix. There is no single model that considers
all of these physics together and that can also be implemented in a software
application for wide usage.
The existing models of thermal processes can be broadly divided into four
groups. The first group consists of totally lumped models for heat and mass
transport that do not include any important physics [1, 2, 3, 4, 5]. Such mod-
els are based entirely on empirical data, are suited for a specified product and
processing condition and, therefore, cannot be used for even a slightly different
situation. The second group consists of slightly improved models that assume
conductive heat transfer for energy and diffusive transport for moisture, solving
a transient diffusion equation using experimentally determined effective diffu-
sivity [6, 7, 8, 9, 10]. Lumping together all modes of water transport as diffusion
cannot be justified under all situations, especially when other phenomena such
as pressure-driven flow due to intensive heating or transport due to physico-
chemical changes in the porous medium become important. Also, the use of
effective diffusivity does not yield insights into the prevalent transport mech-
anisms. These models might provide good matches with experimental results
but they cannot be generalized to other conditions.
The third group of models, with a significantly improved formulation com-
pared with those of simple diffusion models, assumes a sharp moving bound-
ary separating the dry and the wet region (e.g., deep-fat fryingmodels [4, 3, 13]).
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This assumption is analogous to that made in freezing and thawing models of
a pure material [14], where a sharp front separates the frozen and unfrozen re-
gions. In contrast to sharp boundary models, distributed evaporation models
assume evaporation occurs over a zone rather than at an interface [15, 13, 13].
In a given situation, it is possible that the real evaporation zone is very nar-
row, closer to the sharp interface, and that a distributed evaporation formula-
tion will, in fact, predict such narrow evaporation zone.
Evaporation of water in intensive heating food processes, such as deep-fat
frying and baking, has usually been implemented using an equilibrium formu-
lation wherein liquid water present in the food is always assumed to be in equi-
librium with water vapor present in the pore space [15, 13, 18]. There’s no de-
tailed study of this equilibrium assumption for hygroscopic materials such as
food. Only qualitative description of the conditions under which either equi-
librium or non-equilibrium assumptions can hold is available [23]. As will be
explained later, a non-equilibrium formulation that can also be used to enforce
equilibrium is a more general approach and appears to be the obvious alterna-
tive. Furthermore, significant effort is required to implement the equations re-
sulting from an equilibrium formulation in the framework of most commercial
software, whereas implementation of a non-equilibrium formulation is straight
forward.
Overall, accurate models of food processes, which include all the physics,
still do not exist. Multiphase porous media models have been used with suc-
cess in other fields and applications to describe physics that is similar to that
involved in food processing. A multiphase porous media approach with con-
servation equations for relevant components, appropriately including the effect
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of various phenomena particular to food, has been developed for some food
applications [5, 17, 14, 18]. However, none of these models is general enough
to be applied to many different processes. Moreover, these models have been
formulated in such a way that they are very difficult to manipulate and imple-
ment in commercial software, and have been solved by user-developed codes.
These codes are either publicly unavailable, have limited capabilities or are dif-
ficult to use by anyone other than the creator. A general framework applicable
to the majority of food processes, which is implementable in commercial soft-
ware, has not been developed yet. This development is not trivial and requires
significant reformulations or in some cases developing a new model altogether.
The present study aims to do this.
Some of the physics involved in food processes can be seen in other appli-
cations such as geoscience [23], nuclear waste storage and management [24],
groundwater contamination [25], [26]), and thermal treatment of tumors or drug
delivery in bio-medical engineering [27]. However, food processing applica-
tions, involving thermal treatment of heterogeneous materials, are extremely
complex. A fundamental physics-based model developed for food processes,
which accounts for all the relevant phenomena, can be applied to other fields
with simplifications.
The objectives of this study are: (1) to develop a general multiphase model
for hygroscopic biological materials that can be used for various thermal pro-
cesses and can be implemented in commercially available software; (2) to apply
the model to simulate deep-fat frying and hamburger cooking processes and
validate the results.
The outline of the paper is as follows: A comprehensive mathematical
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model, which can be used to simulate a large number of thermal processes, is
presented first, followed by detailed discussion of a non-equilibrium approach
to implementing evaporation/condensation phase change. Two food processes,
deep-fat frying of a restructured potato slab and contact heating of a hamburger
patty, are modeled using the set of equations developed to show the model’s
effectiveness in solving different types of thermal food processes. The paper
concludes with a discussion of the importance of this comprehensive modeling
framework in food processing.
3.3 Mathematical model
A multiphase porous media model is developed that describes heat and mass
transfer inside a food material during thermal processing. Mass and energy
conservation equations are developed that, depending on the process, may in-
clude binary diffusion, capillary and convective modes of transport, the effects
of physicochemical changes in the solid matrix on transport, and phase changes
such as melting and evaporation-condensation. Evaporation/condensation is
assumed to be distributed throughout the domain.
3.3.1 Problem description
The schematic description of a meat matrix as a porous medium is shown in Fig
1. The material is assumed to be homogenous. The first and most important
step is to identify the distinct phases that are important and significantly affect
transport. There can be three types of such phases: solid, liquid and gas. The
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Phase change
from Bound water
to Liquid water
Evaporation/
Condensation
Phase change
from Bound fat
to Liquid fat
Bound water
Bound fat
Protein
Liquid water
Liquid fat
Air and vapor
Figure 3.1: Schematic of a porous food material showing mass transfer be-
tween various phases
solid phase in foodmaterials comprises a carbohydrates or proteins matrix with
water and, possibly, fat physically and chemically bound to it. So, in all, there
can be three components in the solid phase, i.e., the solid matrix, bound water
and bound fat. The solid matrix is non-transportable. However, the bound wa-
ter and fat can transport inside the matrix, even while remaining bound to the
solid. In foods, the capacity of the solid matrix to hold water or fat (known as
water [or fat] holding capacity in the food science literature) changes with tem-
perature. Usually, as temperature rises, water (or fat) is gradually released from
the matrix into the pore space. Thus, water (or fat) undergoes an interphase
mass transfer from the solid phase to the pore liquid phase. Therefore, the mass
balance of the solid phase is important where the phase change from solid to
liquid is significant; otherwise, it can be ignored. In the pores, all immiscible
liquids, such as fat and water, can be considered as separate liquid phases. The
third and last type of phase is the gas phase. There cannot be more than one gas
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phase, as gases are miscible and occupy the total available gas volume available
to them. In most food applications, a gas phase is a mixture of air and water
vapor.
3.3.2 Assumptions
The assumptions made while formulating this multiphase framework are: 1)
All the phases (solid, liquids and gas) are in continuum; 2) local thermal equi-
librium exists throughout the material between all phases; 3) pressure is shared
by all phases, as the effects of capillary pressure have been included as diffu-
sion terms [8, 13]; 4) there can be non-equilibrium between water in solid and
water-vapor in gas phase, i.e., their concentrations are not given by the moisture
isotherms; 5) deformation of the material during processing is not considered.
3.3.3 Governing equations
The mathematical model consists of conservation equations for all the phases
and components discussed above. For the sake of generalization, we assume
that there are n phases in all. Of these, there is one solid phase, one gas phase
and n  2 liquid phases. There are b components inside the solid phase and two
(vapor and air) inside the gas phase.
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Mass balance equations
Porosity, , is defined as the fraction of the total volume occupied by pores,
given by
 D
Vg C
n 2P
iD1
Vi
V
(3.1)
where Vi is the volume occupied by the i th liquid phase in an elemental volume
V . If, during a process, the solid matrix loses a bound fluid, such as water,
then porosity, , does not remain constant. As the solid matrix loses water, the
porosity increases. In such cases, porosity can be estimated as
 D 1   Vs
V
D 1  
bX
jD1
Vj
V
D 1  
bX
jD1
cj
j
(3.2)
where b is the number of components in the solid phase and cj and j are the
concentration and density of the j th solid component, respectively. Here, it
is assumed that the total volume of the solid can be estimated as the sum of
the individual volumes of the solid phase components, with each component
retaining its pure state density.
Saturation of a transportable phase is defined as the fraction of pore volume
occupied by that particular phase:
Si D Vi
V
Sg D Vg
V
(3.3)
where i stands for any liquid phase. The summation of saturation of all trans-
portable phases should lead to unity (Eq. 5.5).
The mass balance equation for a phase solves for saturation of the phase.
There are n 2 liquid phases and one gas phase. So, n 2mass balance equations
75
(Eq. 3.4) are solved to obtain the saturation (Si) of each individual liquid phase.
The saturation of gas, Sg, is calculated from Eq. 5.5:
@
@t
.iSi/Cr  ni D   PRi;j   PI (3.4)
Sg C
n 2X
iD1
Si D 1 (3.5)
where PRi;j denotes interphase mass transfer from the i th liquid phase to the j th
solid component. Similarly, PI denotes the phase change from liquid water to
water vapor.
The total flux of the liquid phase, ni, is due to the liquid pressure, P   pi;cap,
which is the difference between gas pressure and capillary pressure. This total
flux term is given by Darcy’s law [8] as:
ni D  i
k
p
in;ik
p
r;i
i
r.P   pi;cap/
D  i
k
p
in;ik
p
r;i
i
rP C i
k
p
in;ik
p
r;i
i

@pi;cap
@ci
rci C @pi;cap
@T
rT

(3.6)
The first term in the right-hand side of the above equation represents flow due
to gradients in gas pressure and is significant only in the case of intensive heat-
ing of food materials such as microwave heating, deep-fat frying and contact
heating at high temperature. The second and third terms can be rewritten in
terms of capillary diffusivity, Di;cap, and diffusivity due to thermal gradients ,
Di;T , given by:
Di;cap D  i
k
p
in;ik
p
r;i
i
@pi;cap
@ci
(3.7)
Di;T D  i
k
p
in;ik
p
r;i
i
@pi;cap
@T
(3.8)
In most of the cases, the gas phase is a mixture of water vapor and air. Spatial
variations in the concentration of these components during processing are ob-
tained by solving the respective mass conservation equations in terms of their
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mass fractions, !v and !a, with binary diffusion [7]:
@.gSg!v/
@t
Cr  .ugg!v/ D r 
 
Sg
C 2g
g
MaMvDeff;grxv
!
C PI (3.9)
!v C !a D 1 (3.10)
The concentration of components in the solid phase is determined by solving
the mass conservation equation for each:
@cj
@t
D r.Dj ;caprcj /Cr.Dj ;TrT /C PRi;j (3.11)
where Ri;j is the rate of mass transfer from the liquid phase to the component
j in the solid phase, Dj ;cap is the diffusivity due to concentration gradients and
Dj ;T is the diffusivity due to temperature gradients. Details of Ri;j are dis-
cussed later in the section in the discussion of phase change.
Therefore, n 2 number of Eq. 3.4, b number of Eq. 3.11, along with Eqs. 5.5,
5.10 and 5.11, constitute the set of nCbC1 equations fromwhich the concentra-
tion variables c1,c2,...,cb,S1,S2,...,Sn 2,Sg, !v and !a can be found. Temperature
and pressure at every point inside the material are determined by invoking gas
phase mass conservation and energy conservation equations, as discussed later.
Note, however, that there are additional unknowns in these equations for which
auxiliary equations will be needed, as discussed later (Eq. 5.32 for the evapora-
tion rate, PI , and Eq. 3.38 for the solid phase change rate, PR).
Momentum balance
The momentum balance equation for a phase solves for the velocity of that
phase. In a porous medium with low permeabilities, Darcy flow is valid [8].
Therefore, Darcy’s equation for each phase in porous media replaces the stan-
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dard momentum conservation (Navier-Stokes) equation. However, some soft-
ware applications do not support Darcy’s law (Eq 4.5) directly and instead solve
the modified Navier-Stokes equation (Eq. 4.8), which includes the Darcy’s term,
for momentum balance:
@..Si/iui/
@t
Cr:..Si/2iuiui/ D  .rP   ig/   .Si/ i
k
p
r;ik
p
in;i
ui (3.12)
Although Eq. 4.5 is different from Eq. 4.8 due to the additional terms, the in-
ertial terms are shown to be negligible for low-permeability systems [30, 8], and
Eq. 4.8 reduces to Eq. 4.5 for such systems. Solving Eq. 4.8 for each phase may
involve numerous convergence issues as well as large computation times, and
should be avoided when addressing low-permeability porous media problems.
When there is no option in the software but to solve the Navier-Stokes equation,
numerical complications can be reduced by assuming that all the transportable
phases share the same pressure and velocity, thereby solving only one equation
for the mixture. This is a simplified approach and may lead to erroneous results
depending on the problem complexities.
Continuity equation to solve for pressure
The gas pressure, P , is calculated by solving the overall mass balance equation
for the gas phase:
@
@t
.Sgg/Cr  ng D PI (3.13)
where
ng D  g
k
p
r;gk
p
in;g
g
rP (3.14)
The ideal gas law is used to relate gas phase density and pressure:
g D PMg
RT
(3.15)
78
Pressure, P , is shared by all the phases (the capillary pressure of liquid
phases have been included as diffusion). However, Eq. 5.13 cannot be used
if saturation of the gas phase goes to zero in any region as pressure cannot be
determined in the region— thus leading to the failure of the numerical solution
(discussion follows). The gas phase can go to zero under various conditions,
such as high condensation rate in a low porosity region or the accumulation of
liquids due to favorable pressure gradients. One way to deal with the above
problem is to prevent the gas phase from going to zero by forcing the gas phase
saturation to a small value such that it does not affect the solution and at the
same time does not require any further reformulations. The gas phase can be
prevented from going to zero by introducing residual gas saturation or by giv-
ing high liquid capillary diffusivity values at low gas saturations [31]. Another
method is to drop Eq. 5.13 from the system of equations and solve for pressure
using the conservation equation for water. The latter is difficult to implement
and used only in specialized porous media codes (e.g., TOUGH2 [32]).
Energy equation
Since thermal equilibrium is assumed to exist across all phases (e.g., all phases
in a representative elemental volume have the same temperature), the energy
balance equation of the mixture (Eq. 5.14) is solved to calculate T :
eff cp;eff
@T
@t
C .cpn/f luid  rT D r  .keffrT /    PI (3.16)
The properties of the mixture are obtained by averaging those of the pure com-
ponents, weighted by their mass or volume fractions (volume fraction is also
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referred to as saturation in this manuscript) as appropriate:
eff D
bX
jD1
cj C 
 
n 2X
iD1
Sii C Sgg
!
(3.17)
cp;eff D mg.!vcp;v C !acp;a/C
n 2X
iD1
micp;i C
bX
jD1
mjcp;j (3.18)
.cpn/f luid D
n 2X
iD1
nicp;i C gug.!vcp;v C !acp;a/ (3.19)
keff D
0@ bX
jD1
cj
j
kj
1AC   n 2X
iD1
Siki C Sg.!vkv C !aka/
!
(3.20)
Note that, in the energy equation, the melting of ice and fat is handled using
the apparent specific heat method [33], in which the latent heat of fusion is in-
corporated by modifying the specific heat in the temperature range of melting.
3.3.4 Boundary conditions
Pressure at the boundary (which is open to the outside environment) in most
food processes is the ambient pressure; hence the boundary condition for the
continuity equation (Eq. 5.13) can be expressed as:
Psurf D Pamb (3.21)
The flux at the boundary for any transportable phase can be due to a combina-
tion of phenomenon such as blowing or suction, surface evaporation, and con-
vection outside the surface. By blowing or suction, it is meant that the phases
have a normal velocity component at the surface and they either flow out (blow-
ing) or flow into (suction) the porous medium.
If there is an insignificant pressure gradient at the boundary, then vapor can
80
leave the surface by surface convection only. The vapor flux, due to surface
convection, will have contribution from evaporation from liquid water, evap-
oration from bound water in solid phase, and water-vapor already present at
the surface. The total vapor flux leaving the surface will have the following
expression:
nv;tot;surf D hm

Vw C Vg C Vbw
Vtot

.g;surf!v;surf   v;amb/ (3.22)
The above expression is based on the assumption that total vapor flux from a
surface when  D 1 and there is only one phase (gas phase), is given by:
nv;tot;surf D hm.g;surf!v;surf   v;amb/ (3.23)
Accordingly, where only a part of the surface is contributing to vapor flux (in
case of multiphase problem), the above expression should be multiplied by the
fraction of the contributing surface area to the total area to get the total vapor
flux. Therefore, Eq. 3.22 gives the total vapor flux for the present problem (mul-
tiphase problem) assuming that volume fraction is equal to the surface area frac-
tion.
When there is insignificant pressure gradient at the boundary, flux for other
liquid phases such as fat or cooking oil, which do not undergo phase change at
the boundary, will be zero.
The other extreme can be the case when blowing at the surface dominates
over other factors and boundary pressure is specified, in which case flux at the
boundary for any i th component will simply be:
ni;surf D  i
k
p
in;ik
p
r;i
i
r.P   pi;cap/jsurf
D  i
k
p
in;ik
p
r;i
i
rP jsurf  Di;cap .rl;iSl;i/ jsurf  Di;TrT jsurf (3.24)
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For a gas phase component, such as water vapor, the second and third terms in
the above equation (3.24) are zero.
However, if neither blowing nor convection at the boundary is dominating,
then both phenomena contribute to the mass transfer at the boundary and the
total flux of vapor going out is given by:
nv;surf D  v
k
p
in;gk
p
r;g
g
rP jsurf C hm

Vg
Vtot

.g;surf!v;surf   v;amb/ (3.25)
Similarly, for liquid water, if neither blowing nor surface evaporation is domi-
nating, then both contribute to the mass transfer at the boundary and the flux
of water going out is given by:
nw;surf D  w
k
p
in;wk
p
r;w
w
r.P   pw;cap/jsurf C hm

Vw
Vtot

.g;surf!v;surf   v;amb/(3.26)
Note that the blowing phenomenon for any water phase becomes significant
under conditions of large pressure-driven flow, when surface evaporation is in-
sufficient to take away all the liquid coming out of the boundary [15, 34]. Ni et
al. (1999) [15] used Sw D 1 as the condition at which blowing occurs, whereas
Constant et al. (1994) [34] used P  pcw > Patm in the cell adjacent to the bound-
ary.
In simulating the frying process (discussed later) [13] for vapor transport at
the boundary, neither blowing nor convective transfer at the surface were dom-
inating throughout the process. No single boundary condition will work for the
whole process. During the initial phase of the frying process, blowing is dom-
inant but convection at the surface eventually takes over. So, a single lumped
mass transfer coefficient was used to account for both blowing and convection
at the surface. In that case, the boundary condition at the surface was gevin by
Eqs. 3.25 and 3.26 but the equations resembled Eq. 3.22 with the mass transfer
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coefficient as a lumped value of blowing and diffusion instead of diffusion only.
These factors eventually lead to a changing mass transfer coefficient.
In the case of other liquids such as fat or cooking oil, there is no evaporation
and therefore only blowing, and Eq. 3.24 gives the flux. For the energy equation,
there is energy going out due to bulk flow, heat lost due to surface evaporation
and convective heat transfer with hot air or oil or a heated plate:
qsurf D h.Tamb Tsurf / T
n 1X
iD1
.cp;ini;surf /Chm

Vw C Vbw
Vtot

.g;surf!v;surf  v;amb/
(3.27)
3.3.5 Initial conditions
Typical initial conditions (I.C.s) are:
I.C. for Eq. 5.13 : P D Pamb (3.28)
I.C. for Eq. 5.14: T D Tamb (3.29)
I.C. for Eq. 3.4: Si D S0;i (3.30)
I.C. for Eq. 5.10: !v D !0;v (3.31)
I.C. for Eq. 3.11: cj D c0;i (3.32)
Initially the food material is at ambient pressure and temperature conditions.
Depending on the composition of the food material, the initial phase saturation
of the liquids (S0;i) is estimated. The water vapor in air is in equilibrium with
liquid water initially. Using a moisture sorption isotherm (Eq. 5.30 and 5.31),
equilibrium water vapor pressure at ambient temperature is calculated. For
example, the mass fraction of vapor in the gas phase, !v at 25C, is calculated as
0.02.
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3.3.6 Phase change
The evaporation rate, distributed spatially and over time, is a complex function
of food material and process parameters. Phase change can be formulated in
two ways, equilibrium and non-equilibrium.
Equilibrium formulation
In the equilibrium formulation of evaporation that is the most common in the
literature [15, 13], vapor is always assumed to be in equilibrium with the water
in the solid matrix:
pv D pv;eq (3.33)
where pv;eq is the equilibrium vapor pressure at a particular temperature and
moisture content and is given by the moisture isotherm equation:
ln
pv;eq
psat.T /
D f .Sw;T / (3.34)
where pv;eq is the equilibrium vapor pressure and psat.T / is the vapor pressure
of pure water at temperature T and is given by the Clausius-Clapeyron equa-
tion:
ln
psat.T /
p0
D H vap
R
.T   T0/
T T0
(3.35)
The relationship f .Sw;T / is generally obtained from experiments and much
data exists in the literature. As shown already in Eq. 3.33, in the equilibrium
formulation, pv is always equal to pv;eq and the vapor concentration, !v, can be
calculated using this relationship. Therefore, the evaporation rate, PI , comes out
of the solution as all the terms on the left-hand side of the mass balance equation
of the vapor (Eq. 5.10) are known.
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Non-equilibrium formulation
In a non-equilibrium formulation, Eq. 3.33 is not used and is replaced by an ex-
plicit expression for the evaporation rate, PI , as discussed in this section. To un-
derstand this, consider a beaker half filled with liquid water and half with pure
nitrogen (with no water vapor). There is a partition between the two halves
which prevents any mixing. At time t D 0, the partition between liquid wa-
ter and nitrogen is removed and the system is allowed to come to equilibrium.
The whole system comes to equilibrium after time 4t . This 4t depends on the
distance that the vapor has to diffuse and the diffusion rate. For this system,
during the time 4t , the average evaporation rate over space and time is given
as:
PI D .v;f   v;i/4t D
Mv
RT
.pv;f   pv;i/
4t (3.36)
where v;f is the final vapor density after the equilibration time and is equal
to the equilibrium vapor density, and v;i is the initial vapor density. The same
concept can be applied in the case of evaporation in the pores inside the food. A
Representative Elemental Volume, shown in Figure 1, may consist of a number
of pores and comes to equilibrium after time 4t and the evaporation rate is
given by Eq. 3.36. Equation 3.36 is identical to the non-equilibrium evaporation
rate expression in porous hygroscopic solids used for modeling of phase change
[35, 18] given by:
PI D K.v;eq   v/Sg (3.37)
where v D g!v is the vapor density at a location that comes from solution.
Here K is a material and process-dependent parameter signifying the rate con-
stant of evaporation and is the reciprocal of equilibration time4t .
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Choice of equilibration time. The equilibration time, 4t , depends on the ra-
tio of the gas phase volume in the pore in which vapor has to diffuse and the
surface area available for evaporation. For a simple cylindrical pore, this ratio
scales as the radius of the pore. It has been shown that the time taken for a
molecule to make a transition from liquid water to water vapor is 10 14 seconds
[21]. Using this condition and pure diffusion of vapor from the evaporating
surface, the time to equilibrium at one mean free path (1 m) away from the
liquid surface is less than 10 6 seconds and for 25 m away is around 10 5 sec-
onds. The time-scale analysis, shown in the Appendix, concludes that all the
transport time scales within a pore are greater than the equilibration time scale
for food materials with maximum pore size smaller than 25 m (e.g., potato,
meat, etc.). In that case, the non-equilibrium phenomenon is insignificant and
an equilibration time that is one order of magnitude below the smallest trans-
port time scale ensures equilibrium. But if pore sizes are on the order of 100 m
(e.g., bread), then the non-equilibrium phenomenon becomes significant and a
reasonable value of K should be used. Estimation of precise values of K, by
pore scale analysis or otherwise, can be a study in itself. However, high preci-
sion inK is not expected to significantly improve the model prediction [14] and,
therefore, the value calculated from the pure diffusion approach is reasonable
for the model.
Relationship of equilibration time to time step choice. In Halder et al.
(2007b) [14], it is also shown that, as the equilibration time is decreased, the de-
pendence of the solution on the equilibration time decreases, such that decreas-
ing the equilibration time from 10 3 to 10 4 seconds caused negligible change
in the solution. This is because, if the temperature and moisture transport time
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scales are orders of magnitude higher, it is not necessary to use the accurate
range of the equilibration time. Using a higher equilibration time than the actual
value, but one still smaller than the transport scales, there is negligible change
in the solution but the time elapsed to solve the problem is reduced significantly.
For accuracy, the time step of the numerical solution should be smaller than the
equilibration and transport time scales.
Coincidentally, an equilibrium formulation is difficult to implement in com-
mercial software. Typically, commercial software application requires the
source term (evaporation rate, PI , in the conservation equations) to be explic-
itly stated in terms of dependent variables in the model. A non-equilibrium
formulation, given by Eq. 5.32, allows precisely this, i.e., the explicit expres-
sion of the evaporation rate and therefore would be preferred in commercial
software application and is therefore used in our model. For infinitely large
K, corresponding to instantaneously occurring phase change, Eq. 5.32 reverts
back to Eq. 3.33, the equilibrium assumption, making it possible to simulate the
equilibrium formulation as well.
Other phase changes
Analogous to the evaporation rate that relates water release from the liquid to
the vapor phase, the release of liquids such as fat and liquid water from the solid
matrix to the transportable phase, as temperature increases, can also be written
in terms of rate expressions, similar to Eq. 5.32, given by:
PRi;j D Ki;j .cs;j   cs;j ;eq/ (3.38)
The holding capacity co-relation, cs;j ;eq, is experimentally determined [39]. It
is assumed that the concentrations in the solid phase always remain at equi-
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librium. Large values of Ki;j were selected so that equilibrium is satisfied at
each time step, similar to the use of large K to force equilibrium in the non-
equilibrium formulation for evaporation discussed above.
3.4 Model implementation and validation
In the following section, the model developed is applied to two food processes,
the frying of a restructured potato slab (made from dried potato flakes—see
Figure 2) and contact heating of a hamburger patty (Figure 3), to demonstrate
its effectiveness in describing different processes. Themodel is validated in each
case using experimental results.
3.4.1 Deep-fat frying of restructured potato
Deep-fat frying can be defined as a process for cooking foods, by immersing
them in an edible oil, at a temperature above the boiling point of water, usually
between 150C and 200C.
Problem formulation
A schematic of the problem description is shown in Figure 3.2. The restructured
potato slab is assumed to be a porous medium. There are four phases: solid,
liquid water, oil and gas. The gas phase is a mixture of air and water vapor.
Shrinkage during frying and the effects of gravity are ignored. To simulate a
1D heat and mass transfer, no flux conditions for mass species and energy are
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Figure 3.2: Schematic showing computational domain and boundary con-
ditions. Two-dimensional geometry was implemented with
the above boundary conditions to simulate an effective one-
dimensional problem. For computation, the dimension in the
y-direction was chosen to be 0.08 cm.
specified at boundaries other than x D 0. The problem is considered to be
symmetric with x D L as the line of symmetry. The left boundary (x D 0) is the
frying surface where heat andmass exchange with the environment takes place.
In a restructured potato, water in the solid matrix is negligible (as all the water
is in the pore space), so interphase mass transfer from solid to liquid is ignored
(it cannot be ignored in the case of contact heating of meat as shown later). This
simplifies the overall model, as porosity can be assumed to be constant with
time and mass balance of the solid is not required.
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Mass balance equation
Saturation of liquid water and oil is calculated by solving the mass balance
equations of the phases (Eq. 3.4). Saturation of gas is calculated from Eq. 5.5.
The gas phase is a mixture of water vapor and air, so the mass balance equation
of water vapor is solved using Eq. 5.10 and the mass fraction of air is calculated
from Eq. 5.11.
Energy balance equation
Local thermal equilibrium exists between all the phases and, therefore, the en-
ergy balance equation for a mixture (Eq. 5.14) is solved to get the temperature,
T .
Continuity and Momentum equation
The continuity equation of the gas phase (Eq 5.13) is solved to give the pressure,
P . During frying, the gas phase never goes to zero, so solving Eq. 5.13 does
not lead to numerical difficulties (discussion in Section 2.3.2). Darcy’s law is
assumed to be valid and gives the velocities of each phase (liquid water, oil and
gas).
Boundary conditions and Initial conditions
Boundary conditions at x D 0 are given as:
B.C. for Eq. 5.13: Psurf D Pamb (3.39)
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B.C. for Eq. 5.14: qsurf D h.Tamb   Tsurf /   .C cp;wT /nw;surf
 cp;vT nv;surf   cp;oTambno;surf (3.40)
B.C. for Eq. 3.4: nw;surf D hmSw.g;surf!v;surf   v;amb/ (3.41)
So;surf D So1 (3.42)
B.C. for Eq. 5.10: nv;surf D hmSg.g;surf!v;surf   v;amb/ (3.43)
Initial conditions inside the potato before frying are:
I.C. for Eq. 5.13: P D Pamb (3.44)
I.C. for Eq. 5.14: T D Tamb (3.45)
I.C. for Eq. 3.4: Sw D 0:3 (3.46)
So D 0 (3.47)
I.C. for Eq. 5.10: !v D 0:02 (3.48)
Further details and explanations of boundary and initial conditions are given
elsewhere [13].
Input parameters and numerical solution
Input parameters and other auxiliary equations used in this frying simulation
are given in Table 3.4.1. A commercially available finite element software, COM-
SOLMultiphysics (Comsol Inc., Burlington, MA), was used to solve these equa-
tions. The computational domain, shown in Figure 3.2, is 0:0127 m  0:0008 m
and has a mesh consisting of 127 3 quadrilateral elements. Simulating 16 min-
utes of heating took approximately 6 hours of CPU time for a timestep size of
0.01 seconds on a Pentium 3.4 GHz PC with 2GB RAM.
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Table 3.1: Input parameters used in the simulations of deep-fat frying
Parameter Symbol Value Units Source
Density
water w 998 kg/m3
vapor v Ideal gas kg/m3
air a Ideal gas kg/m3
oil o 879 kg/m3 [42]
solid s 1528 kg/m3 [5]
Specific heat capacity
water cpw 4178 J/kg K [7]
vapor cpv 2062 J/kg K [7]
air cpa 1006 J/kg K [7]
oil cpo 2223 J/kg K [7]
solid cps 1650 J/kg K [7]
Thermal conductivity
water kw 0.57 W/m K [7]
vapor kv 0.026 W/m K [7]
air ka 0.026 W/m K [7]
oil (corn) ko 0.17 W/m K [44]
solid ks 0.21 W/m K [7]
Intrinsic permeability
water kpin;w 5  10 14 m2 [15]
air and vapor kpin;g 10  10 14 m2 [15]
oil kpin;o 5  10 14 m2 [15]
Relative permeability
water kpr;w ..Sw   0:08/=0:92/3 [45]
air and vapor kpr;g .1   Sw   Sf/=0:92 [45]
oil kpr;o ..Sf   0:08/=0:92/3 [15]
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Table 3.1: Input parameters used in the simulations of deep-fat frying
continued
Parameter Symbol Value Units Source
Capillary diffusivity
water Dw;cap 10 8 exp. 2:8C 2M/ [15]
oil Do;cap 10 8 exp. 2:8C 2Mo/ [15]
Viscosity
water w 0:988  10 3 Pa s
air and vapor g 1:8  10 5 Pa s
oil o 5:05  10 6 exp.2725T / Pa s [42]
Heat transfer coefficient
Frying h graph W/m2K [13]
Post-frying cooling h 20 W/m2K [46]
Mass transfer coefficient hm graph m/s [13]
Latent heat of vaporization  2:26  106 J/kg
Porosity  0.928 [5]
Vapor diffusivity in air Deff ;g 2:6  10 6 m2/s
Oil temperature Toil 180 C
Ambient pressure Pamb 101325 Pa
Surface oil saturation So1 0.11 (frying) [13]
0.28 (cooling) [13]
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Results and validation
The simulation results are compared with the experimental data of Farkas et al.
(1996b) [5], as shown in Figure 3.3a. The predicted temperatures at a distance of
0.05 cm from the surface are close to experimental values for the first two min-
utes but there is a considerable difference between them for the next 10 minutes
and finally again matching closely for the last 4 minutes of frying. This differ-
ence is due to discrepancies in the temperature measurement technique for the
depth of 0.05 cm, as discussed in Halder et al. (2007b) [14]. The temperature
predictions for locations 0.42 cm and 0.85 cm from the frying surface compare
well with the experimental measurements.
As shown in Figure 3.3b, the moisture content (dry-basis) of the potato slab
dropped from its initial value of 2.50 to 1.56 after 16 minutes of heating. Our
model prediction, with improved boundary conditions and evaporation formu-
lation, matches very closely with the experimental results [5], making a better
match than in other studies [15, 5]. Such close agreement between experimen-
tal measurements and model prediction confirms the effectiveness of the model
and serves to validate it.
As can be seen in Figures 3.3c and 3.3d, the peak pressure occurs where the
evaporation rate is maximum. The evaporation rate is distributed over a narrow
zone near the surface, thus validating our assumption that evaporation does not
occur at an interface (sharp boundary) but is distributed over a thin zone. In the
region where rapid evaporation is taking place, the pressure is always above
that of the ambient pressure. Initially, there is condensation in the core region,
due to which the pressure falls below ambient pressure. This negative gauge
pressure occurs because the gas phase has a negative rate of accumulation in the
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Figure 3.3: Comparison of model predictions for deep-fat frying with ex-
perimental data from literature for a)temperature; b) moisture
content (dry basis). The spatial pressure and evaporation pro-
files during different times of frying are shown in (c) and (d),
respectively.
core – the air present in the core is driven out due to binary diffusion and vapor
reaching the core is condensed. As temperature rises and evaporation (and not
condensation) starts to occur in the core region, the pressure starts rising and
finally reaches around 600 Pa after 16 minutes of frying.
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3.4.2 Contact heating of a hamburger patty
Meat can be processed and cooked in a variety of ways. For the purpose of
this study, double-sided contact heating of hamburger patties [40] is selected,
as shown in the schematic of Figure 3. A frozen hamburger patty of cylindri-
cal shape (diameter 10 cm and height 1 cm), initially stored at  22C, is placed
between two hot plates. The gap between the top and bottom heating plates is
kept fixed at 1 cm. As temperature rises, water and fat melt, but are still held
strongly by the solid matrix. With further rise in temperature, denaturation of
muscle proteins occurs, which causes the release of bound water and fat, mak-
ing both liquids transportable. Mass transfer can also occur between water and
vapor in the gas phase due to vaporization and condensation. Gradually, the
region near the hot plates loses all the water due to evaporation and a dried
crust region develops. The variables of interest for predicting quality and safety
aspects of meat cooking are temperature, moisture content, fat content, evapo-
ration rate and their histories.
Problem details
A schematic of the problem description is shown in Figure 3.4. To simulate a
1D heat and mass transfer in a cylindrical patty, it is assumed that the exchange
of heat and mass with the outside environment takes place through the top and
bottom surface of the patty only and the sides are insulated (i.e., radial transport
is ignored so gradients are present only in the axial directions). Since the effect of
gravity is small, and the top and the bottom plates are at the same temperature,
symmetry is assumed at the centerline. The patty is assumed to comprise three
transportable fluid phases: liquid water, liquid fat and gas (mixture of air and
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Figure 3.4: Schematic showing computational domain and boundary in
the case of contact heating of a hamburger patty.
water vapor), and a solid phase comprising of protein, frozen water and fat.
Mass balance equation
As in frying, the saturations of the water and fat phases are calculated by solv-
ing the mass balance equations of the phases (Eq. 3.4). Saturation of gas is
calculated from Eq. 5.5. The gas phase is a mixture of water vapor and air, so
the mass balance equation of water vapor is solved using Eq. 5.10 and the mass
fraction of air is calculated from Eq. 5.11. In meat cooking, where the solid re-
leases water and fat, there are three additional mass balance equations for each
component of the solid phase (Eq. 3.11).
Energy balance equation
Thermal equilibrium exists between all the phases and, therefore, the energy
balance equation for a mixture (Eq. 5.14) is solved to get the temperature, T .
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Continuity and momentum equation
Similar to frying, Eq. 5.13 is solved to obtain pressure, P , and Darcy’s law pro-
vides the velocities of each phase.
Boundary and initial conditions
In the case of contact heating of meat, the heat transfer coefficient is very high
(> 1000 W=m2). This leads to high evaporation rates and thus large pressure
gradients close to the heated surface. Under such conditions, blowing can be
significant. Therefore, the boundary flux for water vapor is given by Eq 3.25.
Following Ni et al. (1999) [17], Sw D 1 was used as the condition to kick in
blowing for liquid water. However, this condition was never satisfied during
150 seconds of heating and liquid water left the patty by surface evaporation
only. The time-dependent heat transfer coefficient and plate temperature data
are taken from Pan et al. (2000) [40].
Initially frozen at  22 C, the patty is composed of 60% water, 24% fat and
16% protein by weight and all are assumed to be in solid phase. The porosity of
frozen patties is taken as 2% [41]. From this data, the initial concentrations for
all the components can be calculated. Note that, at the initial temperature, all
water and fat are assumed to be in the solid matrix and therefore concentrations
of both bulk water and fat are zero. Initially, air is assumed to be saturated with
vapor. The equilibrium mass fraction of vapor in the gas phase, !v at  22 C, is
0.0015.
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Input parameters and numerical solution
Input parameters used in the hamburger patty cooking simulation are given in
Table 3.2. A commercially available finite element software, COMSOL Multi-
physics (Comsol Inc, Burlington, MA), was used to solve these equations. The
computational domain is 0:005 m in length and has a mesh consisting of 500
elements. Simulation of 150 seconds of heating took approximately 6 hours of
CPU time for a timestep size of 0.01 second on a Pentium 3.4 GHz PC with 2GB
RAM.
Results and validation
Predicted temperature profiles are compared with the experimental data from
[40], as shown in Figure 3.5a. The temperatures at the core of the patty, i.e. the
coldest point, follow the experimental results for around 100 seconds. After that
the predicted heating rate is slightly lower than the experimentally observed
value. The coldest-point temperature is around 70C after 150 seconds, whereas
the measured temperature is 85C.
Once the ice is completely melted, the Biot number for the process is 250 (the
heat transfer coefficient is greater than 1000W=m2K, patty thickness is 1 cm and
thermal conductivity is around 0.4 W=m2K, which means the heat transfer is in-
ternally limited). We compared our thermal conductivity values (estimated by
volume averaging) with the values experimentally measured in Pan et al (2001)
and found that there is a difference of about 10 %. The averaging correlations
for transport property estimation may have an error of +/- 10% [7], which af-
fects the results in the case of internally limited processes. The experimentally
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Table 3.2: Input parameters used in the simulations of contact heating of a
hamburger patty
Parameter Symbol Value Units Source
Patty dimensions
Height 10 mm [40]
Initial conditions
Mass fractions
water xf w 0:6 – [40]
fat xf 0:24 – [40]
protein xpr 0:16 – [40]
Porosity  :02 – [41]
Temperature Tini  22 C [40]
Pressure Pini 101325 Pa –
Properties
Water activity aw – – [47]
Density
water w 997:2 kg/m3 [7]
ice i 917 kg/m3 [7]
gas v Ideal gas kg/m3 [7]
fat f 925:6 kg/m3 [7]
protein pr 1330 kg/m3 [7]
Specific heat capacity
water cp;w 4178 J/kg K [7]
ice cp;i 2062 J/kg K [7]
gas cp;g 1006 J/kg K [7]
fat cp;f 1984 J/kg K [7]
protein cp;pr 2008 J/kg K [7]
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Table 3.2: Input parameters used in the simulations of contact heating of a
hamburger patty – continued.
Parameter Symbol Value Units Source
Thermal conductivity
water kw 0:57 W/m K [7]
ice kw 2:22 W/m K [7]
gas kg 0:025 W/m K [7]
fat kf 0:18 W/m K [7]
protein kpr 0:18 W/m K [7]
Intrinsic permeability
water kpin;w 5  10 16 m2 [11]
fat kp
in;f
1  10 15 m2 [11]
gas kpin;g 5  10 16 m2 Same as fat
Relative permeability
water kpr;w ..Sw   0:08/=0:92/3 – [45]
fat kp
r;f
..Sf   0:08/=0:92/3 – Same as water
gas kpr;g .1   Sw   Sf/=0:92 – [45]
Capillary diffusivity
water Dw;cap 10 10exp. 2:8C 10Sw/ m2/s [47]
fat Df;cap 10 10exp. 2:8C 10Sf/ m2/s [47]
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Table 3.2: Input parameters used in the simulations of contact heating of a
hamburger patty – continued.
Parameter Symbol Value Units Source
Viscosity
water w 0:988  10 3 Pa s
gas g 1:8  10 5 Pa s
fat f 0:02 Pa s [49]
Holding capacities
water cbw;eq cbw;iniexp. :0132.T   303// kg/m3 [39]
fat cbf;eq cbf;iniexp. :0159.T   303// kg/m3 [39]
Heat transfer coefficient h – W/m2K [40]
Mass transfer coefficient hm 0:015 m/s [15]
Latent heat of vaporization  2:26  106 J/kg
Latent heat of fusion
water 3:34  105 J/kg
fat 1:5  105 J/kg
Vapor diffusivity in air Deff;g 2:6  10 5 m2/s
Grill temperature Tsurf – C [40]
Ambient pressure Pamb 101325 Pa
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Figure 3.5: (a) Temperature at the center point, (b) average moisture con-
tent, (c) spatial pressure and (d) spatial evaporation rate pro-
files for contact heating of a hamburger patty at different times.
observed total weight loss (water and fat) after 150 seconds of heating time is
around 22% after 120 seconds of heating [40]. The loss predicted from the sim-
ulation is around 18% (Figure 3.5b), which is pretty close.
Absolute comparison is difficult to achieve due to limitations in the prop-
erty estimation correlations. However, the close results validate the more fun-
damental approach toward the modeling of food cooking. Following this ap-
proach, thermal processing of meat products can be simulated by applying the
multiphase transport model. This is a major leap from the existing approach
for modeling the meat-cooking process, under which bulk thermal properties
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of meat (such as enthalpy and thermal conductivity) are measured as functions
of temperature and, then, a simple conduction equation is used to fit the data.
Figures 3.5c and 3.5d show the spatial profiles of the pressure and evapora-
tion rates, respectively, at different times. The evaporation rate and therefore
the pressure are maximum near the heated surface. The interior of the patty
has negative pressures, due to the diffusion, followed by the condensation, of
vapor from the surface to the relatively cooler interior. Gradually, as the surface
dries up, the evaporation and peak pressure zones are expected to move from
the surface to the core, as was shown earlier (in Figure 3) for deep-fat frying.
3.5 Similarity in fundamental physics
As shown in deep-fat frying and contact heating of hamburger patties (Figures
3 and 5), the fundamental physics involved in different thermal food processes
are similar. As the food (porous hygroscopicmaterial) is heated from the bound-
ary, the temperature inside rises. The rise in temperature causes a phase change,
which in turn causes a rise in pressure. The pressure gradient causes the flow of
phases toward the boundary where mass transfer takes place. If there is a fluid
component absorbed in the solid, then with a rise in temperature and subse-
quent changes in solid matrix properties it changes into transportable phase.
Therefore, a single model is able to solve distinct modes of cooking or pro-
cessing where the physics is similar and distinct modes of heating are handled
by distinct boundary conditions (e.g., frying, baking, etc) or in some cases by
source terms (e.g., microwave heating).
104
3.6 Conclusion
The aim of this paper is to show that transport for many of the thermal pro-
cesses in food (e.g., frying, baking, meat cooking and microwave heating) can
be modeled using the comprehensive framework developed. The developed
model includes all the important physics encountered in cooking or food pro-
cessing (e.g., melting, bound phase, phase change, pressure-driven flow, cap-
illary flow and binary diffusion). Depending on the food processing situation,
this comprehensive model can be simplified by ignoring some physics that are
irrelevant for that process and material. For example, in frying of restructured
potato, it is assumed that there is no bound water and all the water is available
for transport, thus, largely reducing complexities. In meat cooking, all of the
physics is necessary and, therefore, it results in the most complex model. The
two food processes, the frying of potato and the contact heating of hamburger
patty, modeled in this paper demonstrate the effectiveness of the framework in
solving different types of thermal processes.
Though meat and potato are completely different in terms of composition,
and frying and contact cooking are completely different modes of cooking,
transport in the case of frying of potato and meat cooking can be solved by
the same model. This is because the developed model is not based on empirical
relationships but is a fundamental-based model which can be generalized over
a wide range of hygroscopic porous materials and different types of thermal
processes. The input parameters required to solve the problem have a physical
meaning and are inherent properties of either the process or the food material
and can be determined experimentally.
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Anovel non-equilibrium evaporation formulation is used in themodel to de-
scribe the evaporation and condensation processes. The non-equilibrium evap-
oration constant, K, is the reciprocal of the equilibration time and has been in-
vestigated in detail in this paper. Further, the same non-equilibrium formula-
tion can be used to implement equilibrium by using a very large value of K.
Time-scale analysis shows that the transport scales are much larger than the
evaporation time scale for a typical food material. Therefore, a higher value for
the equilibration time can be used in a simulation without affecting the solution.
The comprehensive model developed here can also simulate transport in
other hygroscopic porous materials. Although the immediate applications
shown here are to food processes, the model has applications in many different
fields, for example, fuel cells, drug delivery through tissues, and nuclear waste
treatment. For example, in fuel-cells simulation, there are two different phases
(liquid and gas) which experience pressure-driven flow in porous media. There
is a chemical reaction in fuel cells between liquid phases to form gaseous phase,
which is analogous to evaporation in frying and meat cooking.
Another unique feature of the modeling framework is that it can be easily
implemented in some general purpose CFD software. Most commercial soft-
ware requires the evaporation rate to be explicitly expressed in terms of depen-
dent variables of themodel and the non-equilibrium formulation presented here
allows precisely this, unlike the implicit evaporation formulations of the past.
Use of the direct Darcy’s law over Navier-stokes analog of Darcy flow reduces
unnecessary numerical complexities. Because the model is versatile and easily
implementable, it can be very useful in product, process and equipment design
in the food sector and similar applications in other fields.
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APPENDIX
Transport time-scale analysis:
The minimum length scale (L) of significance for typical food materials is
assumed to be 0.1 mm:
L  10 4 m (3.49)
The time scale for capillary diffusion (tcap):
tcap  L
2
Dcap
D 10
 8 m2
10 6 m2=s
D 10 2 s (3.50)
Note that a low value for the length scale and the highest possible value ofDcap
is used to obtain the minimum relevant diffusion time scale.
The time scale for binary diffusion (tg):
tg  L
2
Deff;g
D 10
 8 m2
10 5 m2=s
D 10 3 s (3.51)
The time scale for pressure-driven flow (tp):
v  k

4P
L
D 10
 15 m2
10 3 Pa s
105 Pa
10 4 m
D 10 3 m=s
tp  L
v
D 10
 4 m
10 3 m=s
D 10 1 s (3.52)
The time scale for heat flow (th):
th  L
2
keff
eff cpeff
D 10
 8 m2
10 7 m2=s
D 10 1 s (3.53)
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Therefore, it can be seen that all the transport time scales are larger than the
evaporation equilibrium time scale, which is 10 5 seconds for 25m-sized pores
[21].
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CHAPTER 4
BOUNDARY CONDITIONS INMULTIPHASE, POROUS-MEDIA,
TRANSPORTMODELS OF THERMAL PROCESSES WITH RAPID
EVAPORATION
4.1 Abstract
Multiphase transport models of food processes require surface heat and mass
transfer coefficients as boundary conditions that are traditionally assumed. A
conjugate heat and mass transfer model is solved for simple microwave heating
of food as a porous medium (from which vapor blows out) with air flow over
it, such that there is no need to provide the boundary conditions at the food-air
interface. Surface fluxes due to diffusion and flow (blowing) are computed for
both vapor and heat from which transfer coefficients are obtained. As evapo-
ration increases with heating, vapor flux due to pressure-driven flow increases
but remains small compared with diffusive flux. Vapor accumulation at the in-
terface increases the diffusive flux, leading to an 8% increase in mass transfer
coefficient. Heat transfer at the interface occurs through both conduction and
flow, and the heat transfer coefficient shows a slight decrease (10%) as blowing
increases with heating. The rate of heating had a minimal effect on the transfer
coefficients.
Keywords: porous-media, boundary conditions, suction/injection, conju-
gate
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Nomenclature
cp specific heat capacity, J kg 1K 1
Cg molar density, kmol m 3
Deff;g effective gas diffusivity, m2s 1
D diffusivity, m2 s 1
h heat transfer coefficient, W m 2 K 1
h
0 lumped heat transfer coefficient, W m 2 K 1
hm mass transfer coefficient of vapor, m s 1
h
0
m lumped mass transfer coefficient of vapor, m s
 1
PI volumetric evaporation rate, kg m 3 s 1
J mass flux, kg m 2 s 1
k thermal conductivity, W m 2 K 1
kp permeability, m2
K non-equilibrium evaporation constant, s 1
m overall mass fraction
Ma,Mv molecular weight of air and vapor
n total flux, kg m 2 s 1
P gas pressure, Pa
pv vapor pressure, Pa
q heat flux, J m 2 s 1
R universal gas constant, J kmol 1 K 1
S saturation
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t time, s
T temperature
u velocity in the x-direction, ms 1
v velocity in the y-direction, ms 1
V volume, m3
x mole fraction
Greek Symbols
 density, kg m 3
 latent heat of vaporization, J kg 1
!v, !a mass fraction of vapor and air in relation to total gas
 porosity
 dynamic viscosity, Pa s
Subscripts
amb ambient
a, g, v, w air, gas, vapor, water
cap capillary
eff effective
eq equilibrium
i n intrinsic
0 at time t D 0
r relative, residual
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sat saturation
surf surface
T temperature
tot total
4.2 Introduction
Boundary conditions are an integral part of a transport model and they are as
important as the governing equations themselves. The governing equations of a
transport model describe the physical phenomena occurring inside the solution
domain. The interaction of the solution domain with the outside environment
is expressed by the boundary conditions. Therefore, various thermal food pro-
cesses can be modeled using the same set of governing equations but varying
boundary conditions (e.g., frying and hot air drying). Hence, it is extremely
important to have proper representative boundary conditions for accurate pre-
diction.
Boundary conditions for heat and mass transfer can be of different types,
representing different situations, as outlined here. In the case of heat transfer
inside a solid surrounded by air, heat flux reaching the surface from inside the
solid by conduction is convected away by the flowing air at the surface (forced
convection). The heat transfer coefficient of the air, flowing over the surface,
is a function of its velocity over the porous surface. A similar analogy can be
made for mass transfer where a species transports to the surface due to diffusion
inside the solid and is convected away by the flowing air at the surface. Another
type of boundary condition, used in simulating the flow of a fluid in a pipe, is
outlined next. In this case, no boundary condition is required at the exit. Such
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a boundary condition is referred to as a convective flux boundary condition.
Fluid reaching the pipe exit with a velocity (u) leaves the pipe with the same
velocity. There is no further resistance to the flow at the exit.
In food systems, an enormous range of thermal processes can be viewed as
involving transport of energy, moisture and, in some cases, fat through a hy-
groscopic porous medium. The phases move through the capillaries similar to a
flow in a pipe. Heat is transferred due to the bulk flow of phases and also due to
conduction inside the solid. Liquid phases do not diffuse but they move due to
pressure driven flow. The gas components have binary diffusion within the gas
phase and also pressure-driven flow. Therefore, a porous medium can be visu-
alized as a combination of a solid matrix and pipes (capillaries) and, therefore,
the boundary condition for heat and mass transport should be a combination of
the two boundary conditions mentioned above. The combination of two bound-
ary conditions means that diffusive heat and mass flux experience resistances at
the surface but the convective flux goes out without any further resistance.
In modeling thermal food processes, boundary conditions for various pro-
cesses have not been explored properly. Either the same boundary condition is
used for different processes without any fundamental basis, or one of the diffu-
sive or convective fluxes is ignored. For example, in the case of frying, there are
variousmodels with varying boundary conditions. In amoving boundary prob-
lem (Farkas et al., 1996; Pyre and Bouchan, 2006), the porous medium surface is
treated like a pipe exit and the convective flux boundary condition is applied.
The diffusive flow of water vapor is ignored inside the porous medium. In a
distributed evaporation model (Ni and Datta, 1999; Yamsaesung and Moreira,
2002), the convective heat and mass transfer boundary condition is applied. In-
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side the porous medium, there is both diffusion and bulk flow of mass species
but the velocity of species at the surface is ignored in these models. In such sit-
uations, a lumped heat and mass transfer coefficient, which includes the effects
of both diffusive and convective flow, can be used, but such a coefficient is not
expected to be constant over time and will increase with bulk flow at the sur-
face. Hubbard and Farkas (2000) showed this effect during the frying process
through experiments. Halder et al. (2007) gave a time-varying heat and mass
transfer coefficient to account for this effect during frying based on the experi-
ments of Hubbard and Farkas (2000). Although such a boundary condition gave
a better match with experimental results, it is an empirical relation and cannot
be used for different situations. Therefore, there is an urgent need for a general
formulation of boundary conditions that represents the physics accurately and
can be used for a wide range of processes.
Several attempts (Eichhorn, 1960; Sparrow et al., 1959; Murthy, 2000;
Volchkov, 2006; Bansod, 2005) have been made to understand the effects of in-
jection (blowing out of the porous medium) or suction (blowing into the porous
medium) at the porous surface in the overall heat and mass transfer at the sur-
face. In each case, only the outside atmosphere was solved by providing a con-
stant injection or suction velocity at the porous medium surface. It was shown
that the suction velocity increased heat and mass transfer and injection velocity
decreased them. Erriguible et al. (2005) solved the porous medium and the out-
side environment as a conjugate problem. In a conjugate problem, no boundary
condition at the porous medium surface (an internal boundary) is required. In
this study, however the porousmedium problemwas solved in one software ap-
plication and the outside environment in another software application. There-
fore, a boundary condition for momentum conservation was required at the
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porous medium surface. This model is the first attempt to avoid giving bound-
ary conditions at the porous medium surface by solving a conjugate model but
due to solver limitations it was not able to avoid the problem completely. Spec-
ifying a boundary condition for momentum conservation equations changed
the velocity profile, thus solving a different situation. Curcio et al. (2008) solved
a conjugate model of hot air drying but did not use a porous medium model
to describe the heat and mass transfer inside the food, thereby, simplifying the
overall problem, which does not give an accurate picture of how heat and mass
transfer coefficients vary during the process.
Therefore, there is a need for a fundamental understanding of boundary con-
ditions at the porous surface and of how the injection/ suction velocity affects
the heat and mass transfer coefficients over processing time. Thus, the objective
of the present study is to solve a conjugate problem of microwave heating, con-
taining both the porous material and the outside environment, and to discuss
and quantify the factors on which the heat and mass transfer coefficients at the
porous media surface depends.
The outline of this manuscript is as follows: First, a mathematical model of
microwave heating where a conjugate model containing both a porous medium
and the outside atmosphere is shown. This is followed by results from the con-
jugate problem and discussion of the boundary layer and the heat and mass
transfer coefficients at the porous medium surface.
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4.3 Mathematical model of conjugate system
For the microwave heating simulation, the porous food material and the out-
side atmosphere are solved together such that there is no need to provide any
boundary conditions at the porous medium surface. Therefore, a multiphase
porous medium model is developed that describes heat and mass transfer in-
side a porous material during microwave heating in conjugate with the air flow
outside the porous material. Mass and energy conservation equations are de-
veloped and they include binary diffusion, capillary and convective modes of
transport, and phase change such as evaporation-condensation. Evaporation
is considered distributed throughout the porous domain. Outside the porous
medium, there is binary diffusion between air and vapor and pressure-driven
flow and there is no evaporation-condensation.
4.3.1 Problem description
A schematic of the problem description is shown in Figure 4.1. The restructured
potato slab is assumed to be a porous medium. There are three phases: solid,
liquid-water and gas. In a restructured potato, bound water is negligible so
phase change from solid to liquid is ignored. This simplifies the overall model
as porosity can be assumed to be constant and mass balance of the solid is not
required. The gas phase is a mixture of air and water-vapor. A 2D heat and
mass transfer problem is simulated. The problem is considered symmetric with
x D 0 as the line of symmetry. No flux conditions for mass species and energy
are specified at boundaries y D 0 and y D 0:01 m. The right-most boundary of
the porous medium (x D 0:01 m) is the exposed surface where heat and mass
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Far away from
the porous surface (u=0).
Symmetry
Insulated
Insulated
Adiabatic wall
Adiabatic wall
Air enters 
Air exits
x=0
x=0.01 m x=0.02 m
y=0
y=0.01 m
y=-0.005 m
y=0.015 m
Porous surface 
through which
blowing occurs
(no boundary
condition
provided)
Porous medium
Air flows over the 
surface and convects 
away heat and vapor
( u=0, v=-U
0, 
T = T
amb  
)
Figure 4.1: Schematic showing the computational domain of the conjugate
problem of microwave heating (porous medium and outside
atmosphere). The porous surface is an internal boundary and
does not require any boundary conditions.
exchange with the environment takes place. The environment surrounding the
restructured potato is in the gas phase (a mixture of water vapor and air) only.
The air (gas phase) flows over the surface of the porous medium convecting
away water-vapor and energy from the surface.
4.3.2 Assumptions
The assumptions made while formulating the developed multiphase frame-
work are: 1) All the phases (solid, liquid and gas) are in continuum; 2) local ther-
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mal equilibrium exists between all phases throughout the material; 3) pressure
is shared by all phases as the effects of capillary pressure have been included as
a diffusion term (Datta, 2007; Halder et al., 2007); 4) there can be a state of non-
equilibrium between water in the solid and water-vapor in the gas phase, i.e.,
their concentrations are not given by the moisture isotherms; 5) deformation of
the material during processing is not considered; 6) effects of gravity have been
ignored.
4.3.3 Governing equations
The mathematical model consists of conservation equations for all the phases
and components discussed above.
Mass balance of liquid water
Liquid-water is present inside the porous domain only. Therefore, the mass
balance equation for liquid-water is solved in the porous domain only. In the
porous domain, the porosity, , is defined as the fraction of the total volume
occupied by pores, given by
 D Vg C Vw
V
(4.1)
where Vg and Vw are the volumes occupied by the gas and the liquid water
phases, respectively, in an elemental volume V . Saturation of a phase is defined
as the fraction of pore volume occupied by that particular phase. Saturation of
the liquid-water and the gas phase are given by
Sw D Vw
V
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Sg D Vg
V
(4.2)
The summation of saturation of the liquid-water and the gas phase should lead
to unity (Eq. 5.5).
The mass balance equation for a phase solves for saturation of the phase.
Equation 5.3 is solved to obtain the saturation of the liquid-water phase, Sw.
The saturation of the gas phase, Sg, is calculated from Eq. 5.5.
@
@t
.wSw/Cr  nw D   PI (4.3)
Sg C Sw D 1 (4.4)
where PI denotes the phase change from liquid-water to water-vapor in the gas
phase.
The total flux of the liquid-water phase, nw, is due to the liquid pressure,
P   pi;cap, which is the difference between the gas pressure and the capillary
pressure. The total flux term is given by Darcy’s law (Datta 2007a) as
nw D  w
k
p
in;wk
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r;w
w
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rP  Dwrcw (4.5)
The first term in the right-hand side of the above equation represents flow due
to gas pressure gradients and is significant in cases involving intensive heat-
ing of food materials such as microwave heating, deep fat frying, and contact
heating at high temperature. The second term is rewritten in terms of capillary
diffusivity, Dw.
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Mass balance of water-vapor and air
The gas phase is a mixture of water-vapor and air and it is present both in
the porous medium and in the outside environment. Therefore, it needs to be
solved in both domains. Spatial variations in concentrations of water-vapor
and air during microwave heating are obtained by solving the respective mass
conservation equations in terms of their mass fractions, !v and !a, with binary
diffusion (Bird et al., 2001):
@.Sgg!v/
@t
Cr  .ugg!v/ D r 
 
Sg
C 2g
g
MaMvDeff;grxv
!
C PI (4.6)
!v C !a D 1 (4.7)
where Sg D 1 and PI D 0 outside the porous medium. Inside the porous
medium, they are given by Eq. 5.5 and 5.32 (discussed later). Because the same
equations (Eq. 5.10 and 5.11) are solved in both the domains with different prop-
erties ( and Sg), no boundary conditions are required at the porous medium
surface (x D 0:01 m).
Therefore, Eqs. 5.3 to 5.11 constitute the set of 4 equations from which the
saturation Sw and Sg and mass fractions of components inside the gas phase,
!v and !a can be obtained. Pressure and temperature inside the material are
determined by invoking the gas phase mass conservation and energy conser-
vation equations respectively, as discussed later. Note, however, that there are
additional unknowns in these equations for which auxiliary equations will be
needed, as discussed later (Eq. 5.32 for the evaporation rate, PI ).
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Momentum balance of gas phase
The momentum balance equation for a phase solves for the velocity of that
phase. In a porous medium with low permeabilities, Darcy flow is valid (Bear,
1972). The air flowing outside the porous surface needs to be described by the
Navier-Stokes equation as the inertia terms cannot be ignored. Since, a single
equation needs to be solved for both the domains, such that no boundary condi-
tion is required at the porous surface, the modified Navier-Stokes equation (Eq.
4.8) for momentum balance, which includes the Darcy’s term, is solved.
@..Sg/gug/
@t
Cr:..Sg/2gugug/ D  .rP   gg/C r2ug   .Sg/ g
k
p
r;gk
p
in;g
ug
(4.8)
Although Eq. 4.8 is different fromDarcy’s equation, due to the additional terms,
the inertial terms are shown to be negligible for low-permeability systems (Vafai
and Tien, 1981; Datta, 2007a), so Eq 4.8 reduces to Darcy’s equation inside the
porous media. In the outside environment, the permeability is pushed to a very
high value such that Darcy’s term becomes negligible and Eq. 4.8 becomes a
standard Navier-Stokes equation.
Continuity Equation to solve for pressure
The gas pressure, P , is calculated by solving the overall mass balance equation
for the gas phase
@
@t
.Sgg/Cr  .gug/ D PI (4.9)
where Sg D 1 and PI D 0 outside the porous medium and inside the porous
medium, as given by Eq. 5.5 and Eq. 5.32 (discussed later).
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Ideal gas law is used to relate gas phase density and pressure
g D PMg
RT
(4.10)
The pressure, P , is shared by all phases (the capillary pressure of liquid-
water has been included as diffusion). However, equation 5.13 cannot be used
if the saturation of the gas phase goes to zero in any region, as pressure then can-
not be determined in the region, leading to the failure of the numerical solution
(discussion follows). The gas phase can go to zero under various conditions:
high condensation rate in any region, accumulation of liquids due to favorable
pressure gradients, etc. One way to deal with the above problem is to prevent
the gas phase from going to zero by forcing the gas phase saturation to a small
value such that it does not affect the solution and at the same time does not re-
quire any further reformulations. In this problem, the gas phase is prevented
from going to zero by introducing the drip flow of liquid-water (discussed later
in the section on boundary conditions).
Energy Equation
Since thermal equilibrium is assumed to exist across all phases (e.g., all phases
have the same temperature), the energy balance equation of the mixture (Eq.
5.14) is solved to calculate T :
eff cp;eff
@T
@t
C .cpn/f luid  rT D r  .keffrT /    PI CQ (4.11)
Again, a single energy equation is used in both domains (the porous medium
and the outside atmosphere) such that no boundary condition is required at the
porous media surface. Inside the porous medium, the properties of the mix-
ture are obtained by averaging those of the pure components, weighted by their
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mass or volume fractions as appropriate:
eff D
bX
jD1
cj C 
 
n 2X
iD1
Sii C Sgg
!
(4.12)
cp;eff D mg.!vcp;v C !acp;a/C
n 2X
iD1
micp;i C
bX
jD1
mjcp;j (4.13)
.cpn/f luid D
n 2X
iD1
nicp;i C gug.!vcp;v C !acp;a/ (4.14)
keff D
0@ bX
jD1
cj
j
kj
1AC   n 2X
iD1
Siki C Sg.!vkv C !aka/
!
(4.15)
Outside the porous medium for the surrounding atmosphere, the properties of
the mixture are
eff D g (4.16)
cp;eff D !vcp;v C !acp;a (4.17)
.cpn/f luid D gug.!vcp;v C !acp;a/ (4.18)
keff D !vkv C !aka (4.19)
The volumetric heat source term,Q, inmicrowave heating is given by Lambert’s
law (Ni et al., 1999):
Q D Qsurf
.x/
exp

 
Z
dx
.x/

(4.20)
whereQs is the microwave flux at the surface and .x/ is the penetration depth
of microwaves at a distance x from the surface. The penetration depth is a
function of of moisture content and is given in Table 1.
4.3.4 Boundary conditions
The whole intent of solving the conjugate problemwas to avoid giving a bound-
ary condition at the porous surface that becomes an internal boundary. There-
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fore, no boundary condition is required for the energy equation (Eq. 5.14), the
water-vapor conservation equation (Eq. 5.10), the gas continuity equation (Eq.
5.13) and the momentum conservation equation (Eq. 4.8) at the internal bound-
ary x D 0:01m. At other boundaries, insulated boundary conditions (with flux
at zero) is imposed for the energy equation and the water-vapor conservation
equation. For the gas momentum conservation and continuity equations, the
boundaries y D 0:015 m and y D  0:005 m are treated as the inlet and the
outlet, respectively. At the inlet, the air velocity is required. No boundary con-
dition is required at the outlet. A symmetry boundary condition, at zero normal
velocity and with stress at zero, is imposed at x D 0:02m.
Since, liquid-water is present and solved only in the porous medium, a
boundary condition needs to be given for the liquid-water conservation equa-
tion (Eq. 5.3) at the porous media surface (x D 0:01m). For microwave heating,
it is assumed that liquid water can leave the surface in two ways: (1) vaporizing
to water-vapor and being carried away by the outside air; (2) leaving the sur-
face under pressure-driven flow when the surface is completely saturated with
liquid-water (Ni and Datta, 1999). Therefore, the boundary condition for liquid
water is:
nw D
8<: 0 Sw < 0:98 w kpin;wkpr;ww rP  Dwrcw Sw > 0:98 (4.21)
(4.22)
The transition from no flux to drip flow of liquid water occurs at Sw D 0:98
instead of Sw D 1 (completely saturated) to prevent the gas phase from going
to zero. If the gas phase goes to zero then Eq. 5.13 cannot be used because
the pressure cannot be determined in the region, leading to the failure of the
numerical solution. Therefore, by allowing drip flow to occur at Sw D 0:98, the
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gas phase is prevented from going to zero and at the same time the solution is
not affected.
4.3.5 Initial conditions
Initial conditions (I.C.s) are:
I.C. for Eq. 5.13 : P D Pamb (4.23)
I.C. for Eq. 5.14: T D Tamb (4.24)
I.C. for Eq. 5.3: Sw D S0;w (4.25)
I.C. for Eq. 5.10: !v D !0;v (4.26)
Initially the restructured potato is at ambient pressure and temperature condi-
tions. Depending on the composition of the foodmaterial, the initial phase satu-
ration of water (S0;w) is estimated. The water-vapor in air is in equilibriumwith
liquid-water initially. Using a moisture sorption isotherm, equilibrium water-
vapor pressure at ambient temperature is calculated. For example, the mass
fraction of vapor in the gas phase, !v at 25C, is calculated as 0.02.
4.3.6 Phase change
The evaporation rate, distributed spatially and over time, is a complex func-
tion of food material and process parameters. Phase change is implemented
using a non-equilibrium formulation, as explained in this section. In a non-
equilibrium formulation, vapor may or may not be in equilibriumwith water in
the liquid and the solid phase. Therefore, the equilibrium relation, pv D pv;eq,
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is replaced by an explicit expression for the evaporation rate, PI , for modeling
of phase change (Le et al., 1995; Scarpa and Milano, 2002; Halder et al., 2007;
Halder et al., 2010), given by:
PI D K.v;eq   v/Sg (4.27)
where v D g!v is the vapor density at a location that comes from solution.
Here K is a material and process-dependent parameter signifying the rate con-
stant of evaporation.
4.3.7 Input parameters and Numerical solution
Equations 5.3, 5.10, 5.13 and 5.14 are solved for the variables Sw, !v, P and T
respectively, with boundary and initial conditions (Equations 4.23-4.26). Auxil-
iary conditions, such as Eq. 5.5, are used to compute the remaining variables.
Input parameters are given in Table 1. A commercially available finite element
software, COMSOL Multiphysics 3.5a (Comsol Inc, Burlington, MA), was used
to solve these equations. The computational domain is shown in Fig. 4.1 . Sim-
ulation of microwave heating over a duration of 7 minutes took approximately
36 hours of CPU time for a timestep size of 0.01 second on a Intel Xeon 3.0 GHz
PC with 16GB RAM.
132
4.3.8 Computation of heat and mass transfer coefficients
Heat and mass transfer coefficients are computed from the temperature and va-
por flux profiles obtained from the solution process. The heat flux at the porous
surface has two components: conductive flux, qcond , and convective flux, qconv.
The lumped heat transfer coefficient, h0 , is calculated as:
h
0 D qcond C qconv
Tsurf   Tamb (4.28)
The heat transfer coefficient, h, is calculated from the conductive heat flux only
and the Nusselt number, Nu, is estimated from the calculated heat transfer co-
efficient.
h D qcond
Tsurf   Tamb (4.29)
Nu D hx
k
(4.30)
where Tsurf is the temperature at the porous surface and Tamb is the temperature
of the air flowing over the surface.
Similarly, for mass transfer, the vapor flux consists of two components: the
binary diffusion flux, Jbin, and the convective flux, Jconv. The lumped mass
transfer coefficient, h0m, is calculated as:
h
0
m D
Jbin C Jconv
g.!v   !v;surf / (4.31)
The mass transfer coefficient, hm, is calculated from the binary diffusion flux
only, shown as:
hm D Jbin
g.!v   !v;surf / (4.32)
where!v is the vapormass fraction at the porous surface and !v;surf is the vapor
mass fraction of the air flowing over the surface.
133
Table 4.1: Input parameters used in the simulations of microwave heating
Parameter Symbol Value Units Source
Density
water w 998 kg/m3
vapor v Ideal gas kg/m3
air a Ideal gas kg/m3
solid s 1528 kg/m3 Farkas et al. (1996b)
Specific heat capacity
water cpw 4178 J/kg K Choi and Okos (1986)
vapor cpv 2062 J/kg K Choi and Okos (1986)
air cpa 1006 J/kg K Choi and Okos (1986)
solid cps 1650 J/kg K Choi and Okos (1986)
Thermal conductivity
water kw 0.57 W/m K Choi and Okos (1986)
vapor kv 0.026 W/m K Choi and Okos (1986)
air ka 0.026 W/m K Choi and Okos (1986)
solid ks 0.21 W/m K Choi and Okos (1986)
Intrinsic permeability
water kp
in;w
5 10 14 m2 Ni and Datta (1999)
air and vapor kp
in;g
10 10 14 m2 Ni and Datta (1999)
Relative permeability
water kpr;w ..Sw   0:08/=0:92/3 Bear (1972)
air and vapor kpr;g .1  Sw/=0:92 Bear (1972)
Capillary diffusivity
water Dw;cap 10 8 exp. 2:8C 2M/ Ni and Datta (1999)
Viscosity
water w 0:988 10 3 Pa s
air and vapor g 1:8 10 5 Pa s
Latent heat of vaporisation  2:26 106 J/kg
Porosity  0.928 Farkas et al. (1996)
Vapor diffusivity in air Deff ;g 2:6 10 6 m2/s
Ambient pressure Pamb 101325 Pa
Microwave surface flux Qsurf 30000 W/m2 Ni et al. (1999)
Free stream velocity U0 0.1 ms 1
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4.4 Results and Discussion
Predicted temperature, moisture and pressure are computed as functions of
position and time for the conjugate problem (the porous medium (potato), to-
gether with the surrounding gas). Results based on boundary layer theory for
non-porous and porous plates are compared with analytical solutions. The ef-
fects of blowing on the boundary layer thickness is shown. The contributions
of pressure-driven flow, diffusion, and evaporation on heat and mass transfer
at the surface are discussed next. Sensitivity analysis with respect to the free
stream velocity, U0, and the heating rate, by changing Qsurf , is shown next.
Finally, the implications of the study for food processes are discussed.
4.4.1 Temperature, moisture and pressure profiles for the con-
jugate problem
Figure 4.2 shows the temperature profiles at various times during microwave
heating of the porous medium. The temperature at the porous medium sur-
face rises rapidly to 73oC during the first 4 minutes of microwave heating, and
then slowly to 90oC during the next 6 minutes, starting from the initial value of
20oC. During the initial 4 minutes of heating, the evaporation rate is not high
(as discussed later in connection with Figure 4.17c) and a major portion of the
microwave heat source goes to increase the temperature of the domain. Dur-
ing the next 6 minutes of heating, as the temperature of the domain rises above
70oC, evaporation becomes significant and a major portion of the microwave
heat source is used as latent heat of vaporization, which explains the slow rate
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Figure 4.2: Spatial temperature profiles at various times obtained from the
simulation of the conjugate problem with microwave heating
of the porous medium. The initial temperature of the domain
was 20oC.
of temperature rise in the porous domain in the latter part of the heating pro-
cess. The surface temperature is slightly less than the core temperature as the
air flowing over the porous medium surface is at a lower temperature (20oC)
and thereby cools the surface.
Figures 4.3 and 4.4 show the liquid-water saturation and the water-vapor
mass fraction at various times. The initial liquid water saturation of the sample
is 0.5, which rises to 0.69 near the surface after 7minutes of heating (Figure 4.6a).
As the sample is heated, liquid-water evaporates inside the domain, leading to
136
Liquid water saturation
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Figure 4.3: Spatial liquid-water saturation (Sw) profiles at various times
obtained from the simulation of the conjugate problem with
microwave heating of the porous medium. Only the porous
domain is shown as liquid-water is present in the porous do-
main only. The initial liquid-water saturation in the porous
medium domain was 0:5.
an increase in pressure (shown in Figure 4.6b), causing liquid-water and gas
to move towards the surface. The amount of water removed from the surface
is less than that coming to the surface, so there is a buildup of water at the
surface, as shown in Figure 4.6a. There is continuous evaporation of liquid-
water to water-vapor at the surface and the water-vapor is carried away by dry
air flowing over the surface.
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Water vapor mass fraction
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Figure 4.4: Spatial water-vapor mass fraction (!v) profiles at various times
obtained from the simulation of the conjugate problem with
microwave heating of the porous medium. The initial vapor
mass fraction in the domain was 0:02.
Figure 4.5 shows the evolution of gas pressure in the porous domain during
heating. As the sample is heated, evaporation causes the gas pressure inside
the sample to rise slowly to 1450 Pa after 5 minutes of heating and then rapidly
to 4000 Pa over the next 2 minutes of heating. The slow initial rise is due to
slow evaporation at lower temperatures, whereas the rapid pressure rise after 5
minutes of heating is due to higher temperatures and the continued low rate of
water-vapor removal from the surface.
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Figure 4.5: Spatial gauge pressure (P   Patm) profiles at various times ob-
tained from the simulation of the conjugate problem with mi-
crowave heating of the porous medium. The initial pressure in
the domain was 101325 Pa (atmospheric pressure).
4.4.2 The boundary layer hypothesis cannot be used in this
problem
The boundary layer theory is valid if the slenderness postulate is satisfied (Be-
jan, 1991). The postulate states that the thickness of the boundary layer (d )
should be very small compared with the length along the flow (L). As can be
seen in Figure 4.7, the thickness of the thermal gradient zone for this problem
is comparable to the length of the surface. Therefore, boundary layer theory
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Figure 4.6: History profiles of temperature, T , water saturation, Sw, and
pressure, P , obtained from the simulation of the conjugate
problem with microwave heating of the porous medium for
(a) near the surface (0.0005 m from the surface) and (b) near
the center (0.0095 m from the surface). The saturation, tem-
perature and pressure are divided by their maximum values
(Pmax=106325 Pa and Tmax=373 K)
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Porous media
Air
Temperature (˚C)
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Figure 4.7: Illustration of boundary layer thickness at the porous surface
for heat transfer. The boundary layer hypothesis implies that
the thickness of the gradient zone (d) must be smaller than the
characteristic length (L) of the sample (d << L). The above fig-
ures show that d is comparable with L, and hence the bound-
ary layer assumption is not valid for the present situation.
cannot be applied to this problem.
4.4.3 Validations of the simulation process
Direct comparison with experimental results for the conjugate problem of mi-
crowave heating of a porous medium with air flow over it was not possible due
to lack of availability of such data. In order to build confidence in the numerical
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solution process, we compare three related situations for which limited analyt-
ical solutions are available. First, we simulate flow over a flat plate with no
blowing (Figure 4.8, with u D 0 at x D 0) and compare it against the bound-
ary layer solution (in regions where such a solution is valid). Figure 4.9a shows
the comparison of the local Nusselt number versus the local Reynolds number
obtained from the analytical solution from boundary layer theory and our sim-
ulation for a flat plate without blowing. The simulation results do not match
with the analytical solution at the low local Reynolds number, since the bound-
ary layer theory is not valid near the leading edge (low local Reynolds number).
At the high local Reynolds number, the analytical and the simulation results
match closely, showing the accuracy of the model in predicting boundary layer
results for a flat plate. Figure 4.9b compares the heat transfer coefficient along
the surface obtained from the analytical solution and our simulation. Again,
the analytical solution is not valid near the leading edge and therefore the sim-
ulation results are off in this region. Far away from the leading edge, the heat
transfer coefficient obtained from our simulation matches very closely to that
obtained from the analytical solution.
Next, flow over a flat porous plate with blowing (Figure 4.8) was simu-
lated and the results were compared in Figure 4.10 with the analytical solu-
tions obtained from Bejan (1991). The blowing velocity at the porous surface is
1:6  10 3 ms 1 and the free stream velocity is 0:1 ms 1. The figure shows the
variation in Nux=Re0:5x , with the blowing parameter, usurfRe
0:5
x =U0, for the an-
alytical solution and our simulation. Here again the analytical solution and the
simulation results do not match closely since the velocity profiles obtained from
the simulation (Figure 4.11, with blowing) do not match the expected veloc-
ity profile from boundary layer theory (Blasius profile). Boundary layer theory
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Figure 4.8: Schematic showing the computational domain of the non-
conjugate problem where air is flowing over a permeable sur-
face. A constant injection/ suction velocity is given at the
porous medium surface to study its effect on the heat trans-
fer coefficient. To simulate flow over a flat plate, the surface
velocity, usurf , is put to zero.
does not assume that there is a reduction in mass flow due to the presence of a
boundary layer comparedwith an inviscid case with slip at the wall. When such
an assumption is not made, as in case of Navior-Stokes equations, a hook devel-
ops in the velocity profile to accommodate the mass displaced by the boundary
layer, as shown in Figure 4.11. The hook is real and the numerical solution,
without the assumptions in the analytical solution, shows the hook. The forma-
tion of the hook affects all the gradients (velocity, thermal and mass transfer)
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Figure 4.9: Results from simulation of the non-conjugate problem without
blowing (Figure 4.8) are compared with the analytical solution
from the boundary layer theory for flow over a flat plate (with-
out blowing): (a) Local Nusselt number obtained for the corre-
sponding local Reynolds number; (b) Heat transfer coefficient
along the distance from the leading edge.
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Figure 4.10: Simulation results for flow over a porous flat plate with blow-
ing (Figure 4.8) are compared with the analytical solution
from the boundary layer theory that includes blowing (Be-
jan, 1991). The blowing velocity at the porous surface is
1:6  10 3 ms 1 and the free stream velocity is 0:1ms 1.
and therefore the calculated Nusselt number (in Figure 4.10) does not match as
closely with the analytical solution even far from the leading edge. The hook
in Figure 4.11 is more pronounced for blowing than when there is no blowing
due to the accommodation of additional mass coming from the porous surface.
Therefore, we obtained a better match in the case of flow over a flat plate than
when blowing is included. Although the analytical solutions have limitations,
comparison with analytical solutions helped establish some level of trust in our
numerical simulations.
Finally, another possible avenue toward validation of our computations
would be to compare the results from the conjugate problem at an instant of time
with results from blowing over a flat plate (Figure 4.12, with unheated lengths
before and after the porous surface, comparable to the geometry for conjugate
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Figure 4.11: Velocity profiles obtained from the simulations (both lines
above) do not match those from the Blasius solution (bound-
ary layer theory). The hook (sharp peak near the wall) in the
figure is due to the displacement effect caused by the bound-
ary layer, an effect ignored in the boundary layer theory.
case) with the same instantaneous blowing velocity obtained from the conjugate
problem (i.e., 1:6  10 3 ms 1 after 7 minutes of heating). In Figure 4.13, the ra-
tio, Nux=Re0:5x , plotted against the blowing parameter, usurfRe
0:5
x =U0, matches
very closely for the two cases, the conjugate (Figure 4.1) and the non-conjugate
problem (Figure 4.12) with the same blowing velocity as the conjugate problem.
4.4.4 The effect of blowing velocity on the boundary layer
Figure 4.14 shows that the velocity of gas coming out of the porous medium
(blowing velocity) increases from 0 to 1:6 10 3 ms 1 during the first 7 minutes
of heating. The increase in blowing velocity at the surface is due to the increased
pressure gradient from evaporation inside the porous domain. For flow through
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Figure 4.12: Schematic showing the computational domain of the non-
conjugate problem where air is flowing over a permeable sur-
face. A constant injection/ suction velocity, obtained from the
conjugate problem after 7 minutes of heating, is given at the
porous medium surface.
a porous surface, the Nusselt number, Nux, decreases as the blowing parame-
ter, usurfRe
1=2
x =U0, increases (Bejan, 1991). Therefore, the effect of blowing on
a longer surface, where the local Reynolds number, Rex , is high far from the
leading edge, would be to make the local Nusselt number even smaller. For
the conjugate problem in this study, the surface is short (the length is 1 cm) and
the maximum blowing velocity reached after 7 minutes of heating is 1:6  10 3
ms 1. Therefore, in the transient simulation, there should be a decrease in the
Nusselt number with time and hence a decrease in the heat transfer coefficient
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Figure 4.13: Simulation results from a simpler case (the non-conjugate
problemwithout the porousmedium, shown in Figure 4.12) is
compared with that from the conjugate problem after 7 min-
utes of heating. The blowing velocity at the porous surface of
the flat plate is 1:6 10 3 m/s, which is same as that obtained
from the conjugate problem after 7 minutes of heating.
with time. This is indeed observed in Figure 4.15 although the decrease can-
not be seen in Figure 4.15a but can be seen in the enlarged Figure 4.15b. The
observed decrease in heat transfer coefficient is approximately 10%.
4.4.5 Heat and Mass transfer coefficients
The heat transfer coefficient, h, at the porous medium surface, shown in Fig-
ure 4.15a, varies significantly along the surface. At the entry point, h is very
high but decreases with distance from the entry point and asymptotes between
8 Wm 2K 1 and 9 Wm 2K 1. The heat transfer coefficient varies by approxi-
mately 10%with time far from the leading edge, where the local Reynolds num-
ber is highest and therefore the blowing parameter is highest.
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Figure 4.14: Velocity of gas normal to the porous medium surface at var-
ious times when the ambient air speed is 0.1 ms 1, plotted
as a function of distance from the leading edge of the porous
surface. The gas velocity increases with time as the pressure
inside the porous domain increases.
The mass transfer coefficient at the porous medium surface, shown in Fig-
ure 4.16, also varies significantly along the surface, similar to the heat transfer
coefficient. At the entry point, hm is high and decreases along the length of
the surface, and finally asymptotes between 0.011 and 0.010 m/s for different
times. Away from the leading edge, however the mass transfer coefficient in-
creases with time, unlike the heat transfer coefficient. The binary diffusion flux
is given by: SgC 2gMaMvDeff;grxv=g, where Cg is the molar density of gas.
Due to the high rate of evaporation near the surface and the low rate of va-
por removal, the molar density increases, thereby increasing the diffusion rate
and mass transfer coefficient. As the blowing parameter increases with time,
it should decrease the mass transfer coefficient. But as shown in Figure 4.17c,
evaporation increases significantly with time and this will cause the mass trans-
fer coefficient to increase. The increase due to evaporation is more than the
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Figure 4.15: The heat transfer coefficient along the porous surface at var-
ious times when the ambient air speed is 0.1 ms 1 showing
how the heat transfer coefficient decreases with time. Magni-
fied image near the trailing edge is shown in (b). Distances
are measured from the leading edge of the porous surface.
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decrease due to blowing, causing an overall increase in mass transfer coefficient
with time.
4.4.6 Contributions of convection, diffusion and evaporation to
water-vapor transfer at the boundary
Figures 4.17a and 4.17b show the diffusive and convective vapor fluxes at the
porous medium surface, respectively. Both fluxes increase with time, but the
diffusive vapor flux is the dominant one at all the times (at least ten times more
than the convective vapor flux). Figure 4.17c shows the evaporation rate at the
surface at various times. A high rate of continuous generation of vapor causes
an increase in the diffusion rate, as explained in the previous section. Therefore,
evaporation at the surface also dominates the vapor transfer at the surface and
this shows up in the diffusion term. This is why the mass transfer coefficient
increases with time as opposed to decreasing due to blowing.
With diffusive flux at the surface being at least ten times greater than the
convective flux at all times, a lumped mass transfer coefficient at the porous
surface will be affected by a 10% or lower contribution by the convective flux.
The use of a constant (e.g., as opposed to varyingwith time) value of the lumped
mass transfer coefficient (e.g., Ni et al., 1999) can be justified as the contribution
of convective flux is low.
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Figure 4.16: The mass transfer coefficient along the porous surface at var-
ious times when the ambient air speed is 0.1 ms 1 showing
how the mass transfer coefficient increases with time due to
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4.4.7 Contributions of convection, conduction and evaporation
to heat transfer at the boundary
As shown in Figure 4.18, both the conductive and convective heat fluxes at the
surface are more comparable, unlike mass transfer. There is no exchange of en-
ergy with the outside atmosphere due to evaporation. The liquid water takes
heat from the porous surface to evaporate and this is accounted for in the gov-
erning equations. Therefore, there is no contribution of evaporation to heat
transfer at the boundary. Since the conductive flux at the surface is compara-
ble to the convective vapor flux at the surface, a constant (over time) value of
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lumped heat transfer coefficient at the porous surface cannot be justified. The
heat transfer coefficient should change with time as the blowing at the surface
becomes significant. The best approach in such problems is to separate out the
conductive and convective heat fluxes. The convective heat flux leaves the sur-
face without further resistance, while there is a heat transfer coefficient to ac-
count for the conductive heat flux.
4.4.8 Effects of free stream velocity and heating rate (of the
porous medium) on the heat transfer coefficient
As the free stream velocity is increased from 0:1 ms 1 to 1 ms 1, the flowing
air takes away more heat from the porous surface, showing an increase in the
heat transfer coefficient. Boundary layer theory predicts that the heat transfer
coefficient is directly proportional to the square root of the Reynolds number.
Therefore, the heat transfer coefficient should increase by 3.28 times when the
Reynolds number goes up by a factor of 10. Similar results have been obtained
from our simulations (shown in Figure 4.19a) where the heat transfer coeffi-
cient increases by three times as the free stream velocity increases by a factor of
10. Another interesting observation made from the simulation is that the peak
blowing velocity at the surface decreased from 1:610 3 ms 1 to 1:210 3 ms 1
as the free stream velocity increases ten times. The increased free stream veloc-
ity caused faster removal of vapor from the surface, which reduced the pres-
sure development and therefore, the pressure-driven flow. Due to the decreased
blowing velocity that accompanies the increased free stream velocity in this con-
jugate problem, the blowing parameter decreases bymore than ten fold, making
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air speed is 0.1 ms 1. Distances aremeasured from the leading
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Figure 4.19: Sensitivity analysis of a) free stream velocity and b) heating
rate on the heat transfer coefficient at the porous surface.
the effect of blowing velocity on the heat transfer coefficient even smaller.
As the heating rate is doubled (Qsurf in Eq. 5.14 increased from 30000Wm 2
to 60000 Wm 2), the temperature in the core reached 100oC in 160 seconds as
opposed to 420 seconds for the lower heating rate. The peak blowing veloc-
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ity at the higher heating rate is 1:5  10 3 ms 1, reached at 160 seconds during
heating. This value is very close to the peak blowing velocity obtained for the
lower heating rate (1:6  10 3 ms 1) reached at 420 seconds during heating. As
shown in Figure 4.19b, when the temperature in the core reaches 100oC, the
heat transfer coefficient obtained for the higher heating rate (after 160 seconds
of heating) overlaps that with the lower heating rate (420 seconds of heating).
This shows that, although the food temperature reaches 100oC sooner (as ex-
pected) as we increase the heating rate, the blowing velocity and heat transfer
coefficients do not show significant change with heating rates. The dependence
of blowing velocity on heating rate, as reported here, can change depending on
the permeability of the porous medium.
4.5 Implications for food processes
Correlations based on boundary layer theory have been used frequently to cal-
culate heat and mass transfer coefficients over a food surface. Boundary layer
theory is not valid near the leading edge and its predictions are true only for
high Reynolds numbers (more than 5000, as shown in this work). In general,
food materials have smaller dimensions, and therefore high Reynolds numbers
can be obtained if the density of the fluid flowing over the surface is high (e.g.,
water) or the free stream velocity is high, or both. In the case of hot air drying,
the density (of air) is small, and therefore boundary layer theory can be used
only when the free stream velocity is high. For cases with lower free stream
velocity, boundary layer theory cannot be used, as shown in the present work.
Another important thing to note is that the heat and mass transfer coeffi-
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cients near the leading edge are higher than those predicted by boundary layer
theory. Therefore, an average heat and mass transfer coefficient along the food
surface is larger than that predicted by boundary layer theory. For example, in
the conjugate problem with the surface length of 0:01meters, the average value
of the heat transfer coefficient obtained from the simulation is 13:38Wm 2K 1,
while that obtained from boundary layer theory is 11:94 Wm 2K 1. The dif-
ference between the numerical solution (no boundary layer assumptions) and
that predicted by boundary layer theory depends on the length of the surface,
decreasing for a larger surface.
From the literature, typical heat transfer coefficients measured inside bak-
ing ovens ( these would be lumped heat transfer coefficients, h0) are in the
range of 10 to 80 Wm 2K 1 (Hallstrom et al., 1988). The lumped heat trans-
fer coefficient, h0 , obtained through our simulations (shown in Figure 4.20) falls
within the range, reported in the literature. The lumped heat transfer coeffi-
cient, which contains the effects of both conduction and convection, increases
with time as the convective flux at the surface increases. Similar observations
have also been made in the case of frying (Hubbard and Farkas, 1999) where the
heat transfer coefficient increases during the intense evaporation period (from
300 to 1000 Wm 2K 1) and again drops down to 300 Wm 2K 1 when the con-
vection at the surface sharply reduces.
4.6 Conclusion
A conjugate model, including both the porous medium food and the outside
environment during microwave heating, is solved such that there is no need to
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Figure 4.20: The lumped heat transfer coefficient, h0 , increases with time
as the blowing velocity at the surface increases.
provide separate boundary conditions at the porous medium surface. From the
simulation results, the heat and mass transfer at the porous surface is investi-
gated. Fluxes at the surface due to diffusion and flow (blowing) are computed
for both vapor and heat, fromwhich transfer coefficients are obtained. As evap-
oration increases with heating, vapor flux due to pressure-driven flow increases
but remains small compared with that of diffusive flux. Vapor accumulation at
the interface increases the diffusive flux, leading to an 8% increase in the mass
transfer coefficient. Heat transfer at the interface is caused equally by conduc-
tion and flow, and the heat transfer coefficient shows a slight decrease (10%) as
blowing increases with heating. The rate of heating had a minimal effect on the
transfer coefficients.
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CHAPTER 5
APPLICATION TO DEEP-FAT FRYING. PART I: MODEL DEVELOPMENT
AND INPUT PARAMETERS
5.1 Abstract
A fundamental-based model of the frying process that can also be solved in
a commercially available software would provide tremendous benefit to de-
sign of fried food products and frying processes by making the power of sim-
ulation available for design. Quality and safety issues such as crust develop-
ment, oil pickup and acrylamide formation can be addressedwith such amodel.
However to achieve the above without sacrificing the fundamental physics be-
hind the process, significant reformulations are needed, that require mathe-
matical as well as physical insight into the process. An improved multiphase
porous media model involving heat and mass transfer has been developed and
solved numerically with careful consideration given to selection of input param-
eters. Non-equilibrium formulation for evaporation is used which describes the
physics better and is easier to implement in a typical CFD software as it can
explicitly express the evaporation rate in terms of concentration of vapor and
temperature. External heat transfer and mass transfer coefficients are estimated
to accurately reflect the different frying phases, i.e., the non-boiling phase and
surface boiling and falling rate stages in the boiling phase. This paper discusses
model development, while the results, validation and the sensitivity analysis
are presented in the companion paper.
Keywords: transport phenomena, multiphase, porous media, evaporation,
non-equilibrium, oil pickup, acrylamide.
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Nomenclature
a acrylamide content, ppm
c concentration, kg m 3
cp specific heat capacity, J kg 1K 1
C molar density, kmol m 3
Deff;g effective gas diffusivity, m2s 1
D diffusivity, m2 s 1
h heat transfer coefficient, W m 2 K 1
hm mass transfer coefficient of vapor, m s 1
PI volumetric evaporation rate, kg m 3 s 1
k thermal conductivity, W m 2 K 1
kp permeability, m2
K non-equilibrium evaporation constant
m overall mass fraction
M D Sww=..1   /s/ moisture content (d.b.)
Ma,Mv molecular weight of air and vapor
n total flux, kg m 2 s 1
P;p total pressure and partial pressure, respectively, Pa
R universal gas constant, (J kmol 1 K 1)
S saturation
t time, s
T temperature
u velocity, m s 1
V volume, m3
x mole fraction
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Greek Symbols
 density, kg m 3
 latent heat of vaporization, J kg 1
!v, !a mass fraction of vapor and air in relation to total gas
 porosity
 dynamic viscosity, Pa s
Subscripts
amb ambient
a, g, o, s, v, w air, gas, oil, solid, vapor, water
cap capillary
eff effective
eq equilibrium
i n intrinsic
r relative, residual
sat saturation
surf surface
5.2 Introduction
The popularity of fried foods make deep-fat frying an important industrial
food process. Design and optimization of large scale industrial deep-fat frying
processes require comprehensive understanding of the process. Mathematical
modeling can provide a level of understanding that complements experimenta-
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tion in ways that are impossible to achieve with experiments alone. Improved
understanding of deep-fat frying (hereafter referred to as frying) can also help
in reducing some health risks associated with fried food consumption, namely
co-consumption of oil picked up by the food during frying and the formation
of acrylamide, a carcinogen, during frying. Fundamental based modeling of
the frying process, however, remains a major challenge due to the complex na-
ture of the process, particularly the presence of rapid evaporation. Difficulties
arise both in formulating the physical problem into mathematical equations,
and in numerical complexities associated with solving the resulting mathemat-
ical equations. Combination of rapid evaporation, changing material proper-
ties and other complexities make a food frying process distinct from most pro-
cesses in other industries. As a result, commercial modeling software that is
developed primarily in the context of processes in other engineering disciplines
cannot readily accommodate the physics of frying. Implementing frying in a
commercial software has the major advantage of enabling modeling as a design
tool in industry and its wider use in research. Such implementation, without
sacrificing the fundamental physics behind the process, can require significant
reformulation of the mathematical problem. This manuscript discusses the liter-
aturemodels and puts forth amodel which is complete from the point of view of
physics and associated input parameters, and is implementable in commercial
software.
Frying models from literature are categorized and discussed. A multiphase
porousmediamodel of transport with distributed evaporation is developed and
solved using a commercially available software. The critical question of equilib-
rium between water in solid phase and water vapor in gas phase is addressed.
Two different formulations of evaporation, equilibrium and non-equilibrium,
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are compared. Temperature, pressure, saturation of different phases and evap-
oration rate profiles are calculated and validated with experimental results in
the companion paper, along with sensitivity of the model to mass transfer coef-
ficients, evaporation rate constant and oil diffusivity.
5.2.1 Comparison of published models
Frying models can be grouped together or categorized as: 1) Totally lumped
with no information on spatial variation; 2) Simple diffusional transport of en-
ergy andmoisture with evaporation of water; 3) Diffusional and sometime pres-
sure driven transport with evaporation at sharp boundary; 4) Evaporation dis-
tributed throughout the domain with diffusional and pressure driven flow.
Totally lumped models (Ateba and Mittal, 1994; Ikediala et al.,1996) are em-
pirical curve fits of experimental data and are not physics-based. They are
suited for a particular food material and specific processing conditions and can-
not be applied for a general class of food or process. Ikediala et al. (1996) in-
cluded evaporative loss in the model but that was based on experimental data
of evaporative loss in meat patties. The prediction of these models would be
greatly affected if there is any change in physical property or environmental
conditions. Also the transient temperature andmoisture profiles inside the food
during frying cannot be studied.
Models in the second category are slightly improved that have treated frying
as a simple heat conduction and moisture diffusion process and ignored evap-
oration altogether in the domain (Dincer and Yildiz, 1996; Williams and Mittal,
1999). Evaporation was included using a surface boundary condition in the
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diffusional heat and mass transfer model of Moreira et al.(1995). Evaporation
inside the food domain was ignored in this study even though temperatures
in the core reached 80C. These simple diffusion-based frying models provide
very limited understanding of the frying process as complex processes such as
pressure driven flow are lumped into effective “diffusivities” and other empiri-
cal parameters. The empirical nature of these parameters also make it harder to
translate them from one study to another.
A significantly improved formulation, compared to simple diffusion mod-
els, is a two region model with a sharp boundary separating the core and the
crust region (Farkas et al., 1996a). A sharp boundary model of frying is a mov-
ing boundary problem where the interface between crust and core moves. It
is analogous to sharp front model of freezing and thawing (Mascarenhas et al.,
1997) of a pure material where a sharp front separates the frozen and unfrozen
regions. These models have separate conservation equations for two regions -
crust and the core with a moving boundary. Farkas et al. (1996a) is perhaps the
first one to include pressure-driven flow, although restricting such flow to the
crust region and for vapor phase only. Ignoring vapor flux in the core and liquid
flux in the crust reduced mathematical complications but sacrificed important
physics (discussed later in ‘Our implementation vs Sharp boundary formula-
tion’ in Results and Discussion of the companion paper). A moving boundary
model solving only the heat transfer equation and no mass transport have also
been reported (Farid and Chen, 1998; Bouchon and Pyle, 2005a).
In contrast to sharp boundary models, distributed evaporation models con-
sider evaporation to be distributed over a zone (Ni and Datta, 1999; Yamsaeng-
sung and Moreira, 2002a). For a given frying situation, it is possible that real
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evaporation zone is very narrow, closer to the sharp interface and distributed
evaporation formulation will, in fact, predict such narrow evaporation zone.
At high rates of internal evaporation, significant pressure driven flows can be
present for all phases and throughout the material. The model of Ni and Datta
(1999) and Yamsaengsung and Moreira (2002a) have not considered frying as
combination of different stages (e.g., boiling and non-boiling stages) and there-
fore used a constant convective heat and mass transfer coefficient through the
process. But Hubbard and Farkas (1999) showed through experiments that both
heat and mass transfer coefficients vary significantly during different stages of
frying and need to included in modeling. Furthermore, the distributed evapo-
ration models are very difficult to implement in many commercial software due
to complexities involved in calculating the evaporation rate.
5.2.2 Implementation of evaporation
Evaporation of water in frying or other drying like processes has been imple-
mented using an equilibrium formulation where water in the solid matrix is
assumed to be in equilibrium with water-vapor in the surrounding air. This
may not always be true, as has been conjectured (e.g., see Labuza, 2001) and
demonstrated for pure water by Ward and Fang (1999). Furthermore, the equa-
tions resulting from an equilibrium formulation cannot be implemented in any
direct manner in the framework of most commercial software. As will be ex-
plained later, a non-equilibrium formulation describes the physics better and is
also easier to implement in a software, and thus appears to be the obvious alter-
native. Although few experimental studies have been done to estimate the non-
equilibrium evaporation rate constant of food materials (Zhang et al., 2005), no
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accurate estimate of non-equilibrium evaporation constant in hygroscopic ma-
terials is available. In this manuscript, non-equilibrium formulation is shown
to be an improved approach and, using sensitivity analysis, probable range of
non-equilibrium evaporation rate constant has been estimated.
5.2.3 Oil pickup
During deep-fat frying, oil imparts flavor and texture to the fried food. How-
ever, oil uptake in food during frying needs to be reduced for health reasons
and this is a major concern in food industry. Experimentally most of the oil
uptake was shown to take place during post-frying cooling (Ufheil and Escher,
1996). This was quantified by Moreira et al. (1997) where it was shown that
20% of the oil pickup takes place during immersion frying and rest during post-
frying cooling. Uptake of oil during frying was implemented as a diffusion
term (represents capillarity) by Ni and Datta (1999) with a constant oil concen-
tration boundary condition but the cooling process was not included. While oil
uptake during the cooling process was simulated in Bouchon and Pyle (2005a),
they ignored heat and mass transfer of other phases (liquid water and gas) and
assumed that pressure inside the potato is due to vapor only (e.g., no air). At
low temperatures, air contributes significantly to the total pressure and ignor-
ing its effects would cause over-prediction of oil-pickup. Yamsaengsung and
Moreira (2002b) assumed that oil absorption during cooling is only due to cap-
illary pressure and ignored pressure gradient developed inside the potato due
to condensation of water-vapor. Further, they did not consider post-frying cool-
ing process as a continuation of the frying process where the initial conditions
for post-frying cooling should be the end condition of the frying process. They
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gave separate initial conditions and ignored the presence of liquid water inside
the food during cooling. This gives an over-prediction of oil-pickup. A more
complete model of oil-pickup where contribution of all phases are taken into
account should improve the prediction of this important quantity.
5.2.4 Acrylamide formation during frying
Acrylamide is a neurotoxin and is classified as a probable carcinogen to humans
by the International Agency for Research on Cancer. Highest levels of acry-
lamide were found in carbohydrate-rich food, such as potato chips and French
fries, which had been cooked at high temperatures (Claeys et al., 2005). Tareke et
al. (2002) showed that the formation of acrylamidewas temperature-dependent,
increasing with rising temperatures. Raw or unheated foods did not exhibit any
acrylamide formation. Mottram et al. (2002) indicated that acrylamide forma-
tion increases with temperature from about 120oC to 170oC and then decreases.
Surdyk et al. (2004) found that not only temperature (above 200oC) but also
heating time increased the acrylamide content.
Granda and Moreira (2005) studied the formation of acrylamide during tra-
ditional and vacuum frying of potato chips. Vacuum frying of potatoes were
found to produce 94% less acrylamide than traditional frying because of lower
temperatures in vacuum frying. Using a first-order model with temperature
dependence, acrylamide content was calculated using experimental frying tem-
perature profiles. Similarly, Claeys et al. (2005) also described the formation
and elimination of acrylamide as first-order kinetics. Corradini and Peleg (2006)
found that acrylamide formation and degradationmodel based on Fermimodel,
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a logistic kinetic model, is able to capture themain features better than any other
empirical model. None of the acrylamide kinetic models were coupled with a
transport model for frying.
The model developed in the present work is a good one to study acrylamide
formation during frying as all the factors (temperature, moisture migration, oil
pickup and evaporation) that effect acrylamide formation are being solved in
this model.
5.2.5 Use of commercial software
Previous detailed physics-based models of frying (Ni and Datta, 1999; Yam-
saengsung and Moreira, 2002b) have been solved by user developed codes.
These codes are either publicly unavailable, have limited capabilities or are
difficult to use by anyone other than the creator. Implementation of the same
process in commercial code will make the power of simulation capability more
widely available for design of products and processes. However, the govern-
ing equation and boundary conditions for frying require significant reformula-
tions when implementing in a typical CFD software, which has not been accom-
plished.
5.2.6 Objectives and overview
The objectives of this present study are 1) To develop a multiphase model of
deep-fat frying and post-frying coolingwhich includes all the important physics
andwhich can be implemented in a commercially available software; 2) To com-
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pare predictions using a non-equilibrium evaporation model with those from
the equilibrium evaporation model of published literature; 3) To estimate the
amount of oil pickup during deep-fat frying and post-frying cooling; 4) To esti-
mate the acrylamide formation during the frying process.
5.3 Model Development
A multiphase porous media model is developed that describes heat and mass
transfer inside a restructured potato slab during deep-fat frying. Mass and
energy conservation equations are developed that include diffusion, capillary
and convective modes of transport. Model would include post-frying cooling
through change in boundary condition of the energy equation and oil trans-
port. Evaporation is considered distributed throughout the domain. Kinetics
for acrylamide formation is introduced.
5.3.1 Problem description
A schematic of the problem description is shown in Figure 1. The potato slab
is assumed to be a porous media. During frying, the pores may be filled with
liquid water, oil, water-vapor and air depending on processing history. Three
transportable phases are considered: liquid water, oil and gas (mixture of air
and water-vapor). To simulate a 1D heat and mass transfer, no flux conditions
for mass species and energy are specified at boundaries other than x D 0. The
problem is considered symmetric with x D L as the line of symmetry. The left
boundary (x D 0) is the frying surface where heat and mass exchange with the
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Insulated and impermeable
Insulated and impermeable
Line of 
symmetry
x
0
(1.27 cm
from surface)
Constant oil
saturation at
surface  
Convective heat
transfer by hot oil
 
Restructured Potato slab
                  
Constant 
Pressure at 
the surface
1. Water transport:  Pressure and Capillary driven
2.  Vapor transport:  Pressure driven and binary diffusion in air 
                                   
3.   Oil transport: Pressure driven and capillary driven 
4.   Energy transport: Conduction, flow and latent heat 
5.   Phase change: Non-equilibrium formulation
Convective transfer
of vapor (blown from
inside plus water
evaporated at surface)
by hot oil
Figure 5.1: Schematic showing computational domain and boundary con-
ditions. Two-dimensional geometry was implemented with
the above boundary conditions to simulate an effective one-
dimensional problem. For computation, the dimension in the
other direction was chosen to be 0.08 cm.
environment takes place.
5.3.2 Assumptions
A number of assumptions need to be made in formulating the frying problem.
There are four phases in continuum: solid, liquid water, oil and gas. Pressure
is shared by all phases as effects of capillary pressure have been included as
diffusion term (discussed in detail in Input Parameters section). Thermal equi-
librium exists between all phases. There is non-equilibrium between water in
solid and water-vapor in gas phase, i.e., their concentrations are not given by
the moisture isotherms. Bound water is ignored so all the liquid water is avail-
able for transport. Shrinkage during frying due to removal of bound water is
not considered. The effects of gravity have been ignored.
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5.3.3 Governing equations
Conservation equations are developed for all phases and components inside
any phase, energy and Darcy flow in a porous media.
Mass balance equations
Porosity, , is defined as the fraction of the total volume occupied by pores,
given by
 D
P
iDw;g;o
4Vi
4V (5.1)
where4Vi is the volume occupied by the i th phase in an elemental volume4V .
Saturation of a phase is defined as the fraction of volume of the pore occupied
by a particular phase
Si D 4Vi
4V (5.2)
where i stands for water, oil or gas. The summation of saturation of all phases
should lead to unity as shown in Eq. 5.5.
Mass balance equation for a phase solves for saturation of the phase in an el-
ement. Saturations Sw and So are obtained frommass balance equations (Eq. 5.3
and 5.4) for liquid water and oil, respectively. Saturation of gas, Sg, is calculated
from Eq. 5.5.
@
@t
.wSw/Cr  .uww/ D r  .Dw;capr.wSw//   PI (5.3)
@
@t
.oSo/Cr  .uoo/ D r  .Do;capr.oSo// (5.4)
Sw C Sg C So D 1 (5.5)
In Eqns. 5.3 and 5.4, the total flux of the liquid (water or oil) is due to the liquid
pressure, P   pcap, which is the difference between gas pressure and capillary
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pressure. This total flux term can be rewritten (e.g., see Datta, 2007), for exam-
ple, for water as
nw D  w
k
p
in;wk
p
r;w
w
r.P   pcap/ (5.6)
D  w
k
p
in;wk
p
r;w
w
rP C w
k
p
in;wk
p
r;w
w
@pcap
@Sw
rSw (5.7)
The first term in this equation is rewritten in terms of velocity, uw, as explained
later. The second term is rewritten in terms of capillary diffusivity,Dw;cap, given
by:
Dw;cap D  
k
p
in;wk
p
r;w
w
@pcap
@Sw
(5.8)
Similarly, capillary diffusivity of oil is defined by
Do;cap D  
k
p
in;ok
p
r;o
o
@pcap
@So
(5.9)
The gas phase is a mixture of water-vapor and air. Spatial variations of con-
centration of water-vapor and air during frying are obtained from solving the
respective mass conservation equations in terms of their mass fractions, !v and
!a, with binary diffusion (Bird et al., 2001):
@.gSg!v/
@t
Cr  .ugg!v/ D r 
 
Sg
C 2g
g
MaMvDeff;grxv
!
C PI (5.10)
!v C !a D 1 (5.11)
As can be seen in Figure 2, Eqs 5.3, 5.4, 5.5, 5.10 and 5.11 constitute the set
of five equations from which the concentration variables Sw, So, Sg, !v and !a
can be found. Note, however, there are additional unknowns in these equations
for which auxiliary equations will be needed as discussed later (Eq. 5.12 for
velocities, uw, ug and uo, and Eq. 5.32 for the evaporation rate, PI ).
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(Darcy’s law) 
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Governing Equations
Water
Sw (Eq. 3)
Vapor
ωv (Eq. 10)
Boundary Conditions
P (Eq. 19)
T (Eq. 20)
Sw (Eq. 21)
So (Eq. 22)
ωv (Eq. 23)
Initial Conditions
P (Eq. 25)
T (Eq. 26)
Sw (Eq. 27)
So (Eq. 28)
ωv (Eq. 29)
Evaporation / Condensation
I (Eq. 32)
Air
ωa
Frying Process
Conservation of Mass
Conservation of En
T (Eq. 14)
Oil
So (Eq. 4)
Gas
P (Eq. 13)
Figure 5.2: Summary of the model showing the the Governing equations,
Boundary conditions, Initial conditions and Input data. Sg in
Eq. 5.13 comes from Eq. 5.5. !a and ui appear in the governing
equations and are calculated from Eq. 5.11 and 5.12, respec-
tively.
Momentum balance equation
Darcy’s equation for each phase in porous media replaces the standard momen-
tum conservation equation (Navier-Stokes equation). Since the effect of capil-
lary pressure is included as a diffusion term, velocity of each phase is due to
total pressure gradient as given by
ui D  
k
p
r;ik
p
in;i
i
rP (5.12)
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where i stands for water, oil or gas. The components of a phase (e.g., air and
water vapor in gas phase) share the same velocity.
Mass balance equation for gas phase
The total pressure, P , is calculated by solving the overall mass balance equation
for the gas phase
@
@t
.Sgg/Cr  . g
k
p
r;gk
p
in;g
g
rP / D PI (5.13)
Total pressure is shared by all the phases (capillary pressure of liquid water and
oil have been included as diffusion).
Energy balance equation
Since thermal equilibrium is assumed to exist between all phases (e.g., all phases
have the same temperature), energy balance equation of the mixture (Eq. 5.14)
is solved to calculate T :
@
@t
.eff cp;effT /Cr  ..cpu/f luidT / D r  .keffrT /    PI (5.14)
The properties of themixture are averages of phase properties weighted by their
mass or volume fractions:
eff D .1   /s C .Sww C Sgg C Soo/ (5.15)
cp;eff D mg.!vcp;v C !acp;a/Cmwcp;w Cmocp;o Cmscp;s (5.16)
.cpu/f luid D
 
wuw  Dw;capr.Sww/

cp;w C gug.!vcp;v C !acp;a/
C  ouo  Do;capr.Soo/ cp;o (5.17)
keff D .1   /ks C .Swkw C Sg.!vkv C !aka/C Soko/ (5.18)
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5.3.4 Boundary and initial conditions
As shown in Figure 1, to simulate a 1D situation, no flux conditions for mass
species and energy are specified at boundaries other than x D 0. The problem
is considered symmetric with x D L as the line of symmetry. The left boundary
(x D 0) is the frying surface where heat and mass exchange with the environ-
ment takes place. Boundary conditions at x D 0 are given as
B.C. for Eq. 5.13: Psurf D Pamb (5.19)
B.C. for Eq. 5.14: qsurf D h.Tamb   Tsurf /   .C cp;wT /nw;surf
 cp;vT nv;surf   cp;oTambno;surf (5.20)
B.C. for Eq. 5.3: nw;surf D hmSw.g;surf!v;surf   v;amb/ (5.21)
B.C. for Eq. 5.4: So;surf D So1 (5.22)
B.C. for Eq. 5.10: nv;surf D hmSg.g;surf!v;surf   v;amb/ (5.23)
and are now explained. The total pressure at the frying surface is equal to the
ambient pressure and remains constant throughout the frying and the post-
frying cooling processes as shown by Eq. 5.19. During frying, it is assumed
that convective heat transfer occurs between the surrounding oil and the fry-
ing surface given by Eq. 5.20. Immersion frying can be broken into two phases
(Hubbard and Farkas, 1999): 1) boiling phase; 2) Non-boiling phase. During
the non-boiling phase there is no water vaporization and is for a short duration
(5   10 seconds). It is followed by the boiling phase when rapid evaporation
starts. The boiling phase can be further divided into 2 stages: 1) surface boil-
ing stage which is characterized by the sudden loss of free moisture at the sur-
face, increased surface heat transfer, and inception of crust formation; 2) falling
rate stage where there is continued thickening of the crust region, decreased
heat transfer and a steady decrease in vapor mass transfer from the material.
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Thus, surface heat transfer coefficient varies during the process, which has been
shown experimentally. Hallstrom (1979) reports that convective heat transfer
coefficient during non-boiling phase of frying is 250   300W=m2K and during
the boiling phase is near to 1000W=m2K. Detailed variation of h with time,
shown in Figure 5.3a, is reported by Hubbard and Farkas (1999) and is used in
this model.
Another important term that needs to be included in the energy boundary
condition (Eq. 5.20) is the energy lost as latent heat of vaporization due to evap-
oration of liquid water at the surface. It is assumed that the liquid water at
the surface first evaporates and is then convected away as vapor. During post-
frying cooling, natural convection heat transfer occurs between the frying sur-
face and the ambient air at 25C and the corresponding heat transfer coefficient
is 20 W=m2K (Hanreich and Nicolics, 2001).
Mass transport at the frying surface with oil is considered to be convective
mass transfer where the vapor is convected away by the oil and is expressed
by Eq. 5.21 and 5.23. The liquid water is first evaporated to vapor and then
convected away by the oil. As shown in Figure 5.3b, the convective mass trans-
fer coefficient for vapor is not constant throughout the frying process but varies
with time. Hubbard and Farkas (1999) experimentally measured the mass of
vapor leaving the frying surface. If the mass transfer coefficient remained con-
stant throughout the frying process then the mass of vapor lost from the frying
surface should increase initially and then become constant as the surface va-
por concentration increases with time and then becomes constant. But the mass
of vapor exiting the frying surface decreases with time which can only be ex-
plained if mass transfer coefficient decreases with time. This can be explained
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Figure 5.3: (a) Variation of convective heat transfer coefficient, h, with time
(plotted using the data of Hubbard and Farkas, 1999) (b) Varia-
tion of convective mass transfer coefficient, hm, with time used
in this study based on discussion in Input parameters section.
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by the fact that the mass transfer coefficient used in this model includes the ef-
fect of both, the mass of vapor lost due to bulk flow (velocity from blowing)
and that due to diffusion. Initially, during the surface boiling stage, significant
amount of vapor is transported from the surface due to bulk flow and therefore
the mass transfer coefficient is high (transport due to diffusion remains nearly
constant during the boiling phase). After all the water is lost from the surface
and evaporation front starts moving inward, the bulk flow reduces sharply and
therefore the mass transfer coefficient also reduces. During the surface boil-
ing stage, the water transport is heat transfer limited which means that all the
heat that is coming in is used up in evaporation and all the vapor produced is
convected away. Therefore, the maximum mass transfer coefficient can be cal-
culated by a simple heat balance as shown in Eq. 5.24, where all the convective
heat coming inside the system is taken up for evaporation of liquid water to
water-vapor and all the vapor produced is convected away.
hA.Toil   Tsurf / D hmA.cv;surf   cv;0/
hm D h.Toil   Tsurf /
.cv;surf   cv;0/ (5.24)
This gives a maximum hm of 0:2m=s for Toil D 180C, Ts D 100C, h D
1100W=m2K, cv;0 D 0 and cv;s D 0:2 kg=m3. Note that in a multiphase system,
the vapor concentration at the surface is lower than the vapor density. After
16 minutes of frying time when the core temperatures are above 90C, there is
negligible air in the potato and the water-vapor density at the surface is equal to
water-vapor density at that surface temperature (0:5 kg=m3 at 170C). From the
experimental results (Hubbard and Farkas, 1999) , the mass transfer coefficient
after 16 minutes can be calculated and is 0:0013m=s. Based on this analysis
of experimental data and heat transfer limitation during surface boiling stage,
a likely description of mass transfer coefficient is shown in Figure 5.3b and is
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used here.
It is assumed that the volume fraction of oil at the surface, So1, is constant
and is equal to 0.11 during frying and 0.28 during post-frying cooling (Chen and
Moreira, 1997; Yamsaengsung andMoreira, 2002b). Volume fraction of oil at the
boundary during frying is less than that during cooling because of vigorous
bubbling that occurs during frying and impedes oil inflow. From the previous
experiments (Chen and Moreira, 1997), it has been shown that total amount of
oil absorbed during frying is 8% w.b. which through simulation (Yamsaeng-
sung and Moreira, 2002b) has been found to correspond to 0.11 oil saturation.
Similarly, during cooling, 27% w.b. of oil is absorbed which translates to 0.28 of
oil saturation at the boundary. This boundary condition (constant volume frac-
tion of oil at the boundary) may over predict the oil pickup but there is also a
self-limiting mechanism— the oil pickup stops when there is no void space left
inside the potato, even if a higher concentration of oil exists at the boundary. A
constant oil concentration at the boundary, as shown above, is an empirical es-
timate but since no data is available on interaction of oil with the potato surface
during immersion frying or post-frying cooling, the above approach seems to
be the best possible for now. Possible future availability of a more mechanistic
model of surface adsorption of oil may enhance the transport model presented
here.
Initial conditions inside the potato before frying are:
I.C. for Eq. 5.13: P D Pamb (5.25)
I.C. for Eq. 5.14: T D Tamb (5.26)
I.C. for Eq. 5.3: Sw D 0:3 (5.27)
I.C. for Eq. 5.4: So D 0 (5.28)
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I.C. for Eq. 5.10: !v D 0:02 (5.29)
Initially the potato is at ambient pressure and temperature conditions. The
material used in this study, restructured potato, was made using a paste of
70/30 mixture of water and dehydrated potato powder (Farkas et al., 1996b).
This gives an initial water saturation of 0.3 for a sample with bulk density of
386 kg=m3 and moisture content of 2:5. Since, before frying there is no oil inside
the potato so oil saturation is zero. The water vapor in air is in equilibrium with
liquid water initially. Using Eq. 5.30 and 5.31, equilibrium water-vapor pres-
sure at 25C is calculated. Using the equilibrium water-vapor pressure, mass
fraction of vapor in gas phase (!v) is calculated as 0.02.
5.3.5 Phase change
The evaporation rate distributed spatially and over time is a complex function
of food material and process parameters. Phase change can be formulated in
two ways, equilibrium and non-equilibrium. In the equilibrium formulation of
evaporation that has been used in the literature (Ni and Datta, 1999; Yamsaeng-
sung and Moreira, 2002a), vapor is always assumed to be in equilibrium with
the water in the solid and the vapor pressure at a particular moisture content
and temperature is given by the moisture isotherm equation (e.g., Ratti et al.,
1989):
ln
pv;eq
psat.T /
D  0:0267M  1:656 C 0:0107e 1:287MM 1:513 ln.psat.T // (5.30)
where pv;eq is the equilibrium vapor pressure and psat.T / is the vapor pressure
of pure water given by Clausius-Clapeyron equation:
ln
psat.T /
p0
D H vap
R
.T   T0/
T T0
(5.31)
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Moisture content (dry basis), M , is related to saturation by M D Sww=..1  
/s/. In the equilibrium formulation, pv is always equal to pv;eq and is given
by Eq. 5.30. For this situation, the evaporation rate, PI , is part of the solution and
cannot have an explicit expression (as Eq. 5.32 discussed later).
However, recent studies (Fang and Ward, 1999a; Minkowycz et al., 1999;
Zhang et al., 2005) have shown that evaporation is not instantaneous and non-
equilibrium exists during rapid evaporation between water-vapor in gas phase
and water in solid phase. A discontinuity in temperature between the liquid
surface and the water-vapor just above the surface has been observed through
experiments on pure water (Fang andWard, 1999b). Using statistical rate theory
approach, an expression for predicting liquid evaporation flux for pure water
surface was given by Ward and Fang (1999) but this expression cannot be used
for hygroscopic solid. A more general expression of non-equilibrium evapo-
ration rate used for modeling of phase change in porous media (Le et al., 1995;
Scarpa andMilano, 2002), that is consistent with studies on pure water just men-
tioned, is given by:
PI D K.v;eq   v/ (5.32)
where v D g!v is the vapor density at a location that comes from solution.
Here K is a parameter signifying the rate constant of evaporation. Coinciden-
tally, an equilibrium formulation (use of Eq. 28) is difficult to implement in
commercial software which requires the source term (evaporation rate, PI , in
the conservation equations) to be explicitly expressed in terms of dependent
variables of the model. A non-equilibrium formulation, given by Eq. 5.32, al-
lows precisely this, i.e., can express the evaporation rate explicitly and therefore
would be preferred in a commercial software and is therefore used in ourmodel.
186
The rate constant parameterK has the dimension of reciprocal time in which
phase change occurs. A large value of K signifies that phase change occurs in
a small time. For the assumption of equilibrium, K is infinitely large or phase
change occurs instantaneously. A very high value of K, however, makes the
convergence of the numerical solution difficult. Independent ways of estimat-
ing K (in Eq. 5.32) for a hygroscopic material are still unavailable but was re-
cently estimated in our group to be of the order of 1 for evaporation of pure
water (Zhang et al., 2005).
5.3.6 Acrylamide formation in potato
Kinetics of acrylamide formation and degradation have been described by
mathematical models of varying degrees of complexities (Claeys et al., 2005b;
Knol et al., 2005; Corradini and Peleg, 2006). Acrylamide formation and degra-
dation model based on Fermi model, a logistic kinetic model, is able to capture
the main features better than any other empirical model (Corradini and Peleg,
2006). Kinetics of acrylamide formation and degradationmodeled using a Fermi
model is given by:
a.t/ D
"
A.T /
1C exp. k 00g.T /.t   tcg.T ///
  A.T /
1C exp.k 00g.T /tcg.T //
#
 1
1C exp.k 00
d
.T /.t   tcd.T // (5.33)
where da=dt is acrylamide concentration at time t . The parameters in the above
equation are functions of temperature:
A.T / D 94363259 exp. 5705:95=T / (5.34)
k 00g.T / D 3069003 exp. 8459:12=T / (5.35)
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tcg.T / D 6:97  10 6 exp.6673:09=T / (5.36)
k 00d.T / D 160238:71 exp. 8649:90=T / (5.37)
tcd.T / D 1:93  10 20 exp.23794:27=T / (5.38)
The above expressions (Eq. 5.35-5.39) were obtained by curve fitting an Ar-
renhius equation to the acrylamide data obtained from Knol et al. (2005). The
intuitive meaning of the parameters in Eq. 5.34 are as follows: A.T / is the equi-
librium acrylamide content or the amount of acrylamide that is formed after a
long time; tcg is the time taken to generate an acrylamide concentration that is
half of A.T /; kg is the rate of formation of acrylamide; tcd is the time taken to
decrease acrylamide concentration to half of A.T /; kd is the rate of degradation
of acrylamide.
The acrylamide degradation becomes significant at very high temperatures
(more than 180C). This is when tcd << tcg and kd >> kg, and acrylamide
is degraded faster than it is generated (Corradini and Peleg, 2006). But in fry-
ing when the oil temperature is 180C, the temperature values at the surface
and inside the potato do not go beyond 170C after 16 minutes of frying. At
these temperatures tcd >> tcg and the degradation taking place is very small
compared to the generation. Thus, in our model degradation is ignored which
simplifies Eq. 5.34 to
a.t/ D A.T /
1C exp. kg.T /.t   tcg.T ///  
A.T /
1C exp.kg.T /tcg.T // (5.39)
The simplification of Eq. 5.34 to Eq. 5.40 reduces numerical complexities and
can be easily solved. To solve Eq. 5.40 for variable temperature, da=dt is ob-
tained from Eq. 5.40 given as
da
dt
D A.T /kg.T / expkg.T /.t C tcg.T //
.expkg.T /t C expkg.T /tcg.T //2 (5.40)
This expression for da=dt is then numerically integrated using small time steps.
188
5.4 Numerical solution
Equations 11, 12, 3, 4 and 8 are solved for the variables P , T , Sw, So and !v,
respectively, with boundary conditions (Equations 17-21) and initial conditions
(Equations 23-27). Auxiliary conditions, such as Eq. 5, are used to compute
the remaining variables. Knowing T .t/, acrylamide concentration is computed
using Eq. 5.41. It is difficult to solve such a system using many of the general
purpose computational fluid dynamics (CFD) solvers. Multi-phase models in
such software solve Navier-Stokes and heat balance equation for each phase,
which will lead to unnecessary numerical complications as in this case three
different phase exist in a porous media of very low permeability. Further dif-
ficulties lie in implementing thermal equilibrium condition for all the phases
and the solid matrix, and adjusting the default flow boundary conditions to
model the complex boundary conditions encountered in our case. A commer-
cially available finite element software, COMSOL Multiphysics (Comsol Inc,
Burlington, MA), was used to solve these equations. In COMSOLMultiphysics,
we are able to replace Navier-Stokes equations with Darcy’s equation and solve
a mixture energy equation. The computational domain, shown in Figure 5.1, is
0:0127m0:0008 m and has a mesh consisting of 1273 quadrilateral elements.
Simulation of heating duration of 16 minutes took approximately 6 hours and
post-frying cooling of duration of 3 minutes took approximately 2 hours of CPU
time for a timestep size of 0.01 second on a Pentium 3.4 GHz PCwith 2GB RAM.
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5.5 Input parameters
Input parameters used in this study are listed in Table 1. The physical and ther-
mal properties used for potato are those for a restructured potato, used in the
study of Farkas et al. (1996) to minimize sample variability (details of making
such a sample are discussed in that publication). A restructured potato is dif-
ferent from a raw potato as it has more air spaces in it and the bulk density
is 386 kg=m3 which is less than the value of 1050 kg=m3 for a typical potato.
Similar bulk densities have been observed for apples (Feng et al., 2004). The ex-
perimentally determined intrinsic permeability value in the raw potato (Datta,
2006) is very low (around 1  10 17m2) and is applicable for potatoes with void
air space fraction of around 0.11. But for the restructured potatoes with void
air space fraction of around 0.50, permeability values of apples is more suitable.
Kozeny-Carman equation which gives the permeability-porosity relationship
(Feng et al., 2004) also predicts a three orders of magnitude difference in intrin-
sic permeability when void air space fraction changes from 0.11 to 0.50. So, a
higher intrinsic permeability value for the restructured potato (compared to raw
potato) is used in this model and is given in Table 3.4.1. The intrinsic permeabil-
ity values for gas and liquid are assumed to be two different ones, with intrinsic
permeability for gas being higher, based on discussions in earlier work (Ni and
Datta, 1999). The relative permeabilities of gas and liquid water are given by
Bear (1972):
kpr;g D
8<: 1   1:1Sw Sw < 1=1:10 Sw > 1=1:1 (5.41)
kpr;w D
8<: .
Sw Sr
1 Sr /
3 Sw > Sr
0 Sw < Sr
(5.42)
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Data on permeability values for oil are unavailable, so oil is treated the same
as water and permeability values of water is used in the model (Ni and Datta,
1999).
Liquid water and oil transport due to capillary effects have been modeled as
diffusion. The capillary diffusivity of water used in the model is a function of
moisture content (Ni and Datta, 1999) and given by:
Dw;cap D 1  10 8 exp. 2:8C 2:0M / (5.43)
The effective diffusivity of water in the potato reported in the published litera-
ture is in the range of 10 7 to 10 11m2=s (Goring, 1958; Ruan et al., 1991). Equa-
tion 5.44 is an empirical equation that covers the entire region from low to high
moisture content and was arrived at from literature data on effective diffusivity
(Ni, 1997).
The effective diffusivity of oil reported in literature shows a wide range from
1:321  10 5m2=s in tortilla chips (Moreira et al., 1995) to 4:9  10 8m2=s in re-
structured potatoes (Rubnov and Saguy, 1996). These diffusivity values unfor-
tunately include effects of both the capillary flow and the pressure driven flow.
Further, these values include both frying and post-frying oil pickup. So, the
magnitude of these diffusivity values are higher than capillary diffusivity (as
defined in this manuscript). The capillary oil diffusivity should be a function
of local moisture content and oil content but no literature data is available for
oil capillary diffusivity as a function of oil saturation or moisture content. The
effective diffusivity of oil during frying as a function of initial moisture con-
tent is given by Moreira et al. (1997) and is the only expression available which
indirectly relates to moisture content. Therefore, in our model, expression for
capillary diffusivity of oil chosen after much analysis (Eq. 5.45) is a function of
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oil content (same form of dependence as given by Eq. 5.44) and predicts a value
which falls within the range reported in past literature:
Do;cap D Do exp. 2:8C 2:0 / (5.44)
where  is the oil content (dry basis) given by Soo=..1   /s/ and Do D
1:22  10 8 m2=s as used in the model. The maximum diffusivity predicted by
the above expression is same as that predicted by Moreira et al. (1997) for the
initial moisture content of the model (M D 2:5). Sensitivity analysis of capillary
oil diffusivity is done in the companion paper where its effects on oil pickup
have been discussed in detail.
The specific heat capacity of liquid water and water-vapor are functions of
temperature given by (Lewis, 1987):
cp;w D 4176:2   0:0909.T   273/C 5:4731  10 3.T   273/2 (5.45)
cp;v D 32:22C 0:192  10 2.T   273/C 1:054  10 5.T   273/2
 3:594  10 9.T   273/310
3
Mv
(5.46)
The thermal conductivity of liquid water as a function of temperature is
given by (Choi and Okos, 1986):
kw D 0:57109C 1:762  10 3.T   273/   6:7036  10 3.T   273/2 (5.47)
5.6 Conclusion
A multiphase porous media model of deep-fat frying has been developed,
which can be applied to both frying and post frying cooling to predict im-
portant industrial food quality parameters such as crust thickness, oil pickup
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and acrylamide content. Existing equilibrium vapor pressure model is replaced
by non-equilibrium evaporation rate expression for a better approximation of
evaporation kinetics. Heat and mass transfer coefficients used include the effect
of different frying phases — the non-boiling phase, surface boiling and falling
rate stages in the boiling phase. This model can be extended to processes like
baking, convection drying, meat cooking with relatively minor changes, as ba-
sic physics behind all these processes is the same. Such a model has been im-
plemented in a commercial software for the first time without sacrificing any
fundamental physics and this opens up possibilities for simulation as a design
tool for frying process, fried product and fryer development.
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CHAPTER 6
APPLICATION TO DEEP-FAT FRYING. PART II: RESULTS, VALIDATION
AND SENSITIVITY ANALYSIS
6.1 Abstract
The multiphase porous media model, developed in the companion paper, has
been applied to frying of a restructured potato slice to obtain temperature, pres-
sure, moisture, oil content, acrylamide content and evaporation rate profiles,
providing valuable insight into the frying process. The model is validated by
comparing temperature, moisture content and crust thickness profiles from lit-
erature experimental results. A novel non-equilibrium formulation, different
from the existing food literature, is able to describe well the evaporation pro-
cess. Post-frying cooling is included through appropriate changes in boundary
conditions. It is seen that the oil pickup mostly takes place during post-frying
cooling and is due to capillary suction created by the negative pressures from
condensation of water-vapor. Acrylamide is formed primarily in the crust re-
gion where temperature exceeds 100C. Sensitivity analyses of the process to
surface mass transfer coefficient, evaporation rate constant and oil diffusivity
show that they all have significant effects on the process. Development of this
mechanistic model that is also more easily implementable than previous mod-
els should make computer-aided design and optimization of frying processes
closer to reality.
Keywords: non-equilibrium, potato, crust formation, oil pickup, acry-
lamide.
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Nomenclature
cp specific heat capacity, J kg 1K 1
D diffusivity, m2 s 1
h heat transfer coefficient, W m 2 K 1
hm mass transfer coefficient of vapor, m s 1
PI volumetric evaporation rate, kg m 3 s 1
k thermal conductivity, W m 2 K 1
kp total permeability, m2
K non-equilibrium evaporation constant
P;p total pressure and partial pressure respectively, Pa
S saturation
T temperature, K
u velocity, m s 1
w acrylamide content, ppm
Greek Symbols
 density, kg m 3
Subscripts
amb ambient
a, g, o, s, v, w air, gas, oil, solid, vapor, water
cap capillary
eff effective
eq equilibrium
i n intrinsic
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r residual
sat saturation
surf surface
6.2 Introduction
Design and optimization of a frying process can greatly benefit frommathemati-
cal model of the process that provides in-depth understanding of the physics, as
was noted in the companion paper. The multiphase porous media based model
developed in the companion paper can provide spatial and transient tempera-
ture, pressure, water and oil saturation, and evaporation rate profiles. Transient
and spatially varying evaporation rate, for example, has not been available in
the past and can provide significant insight into the process. Many of the liter-
ature models treat evaporation at a sharp boundary and it would be useful to
contrast the sharp boundary model with the distributed evaporation model in
this study. Finally, a complex physics-based model such as this one has many
input parameters not all of which have been measured or readily available. A
mathematical model is very effective in understanding the sensitivity of model
predictions to the various input parameters. This serves dual purpose— it pro-
vides insight into which parameters are critical and need to be manipulated in
a design process; it also guides further research by isolating the most significant
parameters for which more accurate data may be necessary. The objectives of
this research are as follows: 1) To numerically solve the multiphase porous me-
dia based fryingmodel developed in the companion paper and obtain quantities
such as temperature, pressure and evaporation rate; 2) To relate these quanti-
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ties to quality parameters, i.e., crust thickness, moisture content, oil pickup and
acrylamide formation; 3) To determine the sensitivity of the model to various
input parameters.
6.3 Results and Discussion
Predicted temperature, moisture, pressure and evaporation rate are computed
as functions of position and time. Distributed evaporation model used in this
paper is contrasted with sharp evaporation front model from literature. Quality
parameters of crust formation, oil pickup and acrylamide formation are com-
puted as function of space and time. Finally, sensitivity of the computations to
mass transfer coefficient, evaporation rate constant, oil diffusivity and intrinsic
permeability is shown.
6.3.1 Temperature distribution
One of the important factors affecting crust formation and acrylamide genera-
tion is temperature. The higher the temperature in the domain, more is the crust
thickness and acrylamide generation. As shown in Figure 6.1a, temperature
rises sharply at the heating surface and reaches a temperature of 170C within
1 minute of frying. Initially there is a sharp increase in surface temperature
because of the large temperature difference (155C) between the potato surface
and the oil which amounts to a high energy flux. The temperature difference
between the surface and the oil decreases with time and rise in temperature in-
side the potato slab slows down. As shown in Figure 6.3a, at a distance of 0.05
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cm from the surface, temperature rises sharply to 105C in one minute and then
gradually reaches 160C after 16 mins. Deep inside the core, heating starts after
some time as evaporation uses up a lot of energy at the surface and insulates
the core (e.g., at a distance of 0.85 cm from the surface, heating starts after 30
seconds). The simulation results are compared with the experimental data of
Farkas et al. (1996a) as shown in Figure 6.3a. The predicted temperatures at
a distance of 0.05 cm from the surface are close to experimental values for the
first two minutes but there is a considerable difference between them for next
10 minutes and finally again matching closely for the last 4 minutes of frying.
One of the limitations of the experiment as reported by Farkas et al. (1996a) is
that there is a tendency of the thermocouple to shift during frying. In the crust
region where large temperature gradients exist, a small shift in thermocouple’s
position will lead to large changes in temperature. In a subsequent study of
Hubbard and Farkas (1999), the measured surface temperatures showed similar
values as obtained by our model and there was no drop in temperature between
2 and 12 minutes at the 0.05 cm location. This further strengthens the point
that temperature measurement technique for the depth of 0.05 cm has some dis-
crepancy. The temperature prediction for 0.42 cm and 0.85 cm from the frying
surface compares well with the experimental measurements. The temperature
gradients at these depths are small and a slight shift in position of thermocouple
during frying would not give significant errors. The predicted temperatures at
the depth of 1.27 cm matches closely with the experimental results initially for
the first 1 minutes but are higher than the experimental results between 4 and
12 minutes. Again the profiles match closely with the experimental results for
the last 4 minutes of frying.
Although our model is based on distributed evaporation and not a sharp
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Figure 6.1: Spatial profiles in a potato slab at various times during frying:
a) Temperature, T ; b) Water saturation, Sw; c) Gauge Pressure,
P   Pamb; and d) Evaporation rate, PI .
boundary formulation, a fairly distinct crust region (dry with no liquid water)
develops as shown in Figure 6.1a and 6.1b. The rest of the domain is termed
as the core region. The crust region is heated up more quickly than the core
region because the effective heat capacity, cp;eff , of the crust is much lower due
to the absence of liquid water. There is a sharp bend in the temperature profiles
(Figure 6.1a) at around 90C. This region is the crust-core interface where rapid
evaporation is taking place (Figure 6.1d and 6.2) and a pseudo-steady state is
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reached where significant amount of heat is going into latent heat of vaporiza-
tion, making temperature rise slow. Also, the temperature at which this rapid
evaporation is taking place is sensitive to the magnitude of the mass transfer
coefficient.
6.3.2 Moisture distribution
Moisture, in form of vapor, is convected away from the frying surface. The liq-
uid water that reaches the surface first evaporates and is then convected away.
Initially, high rate of evaporation near the surface produces large amounts of va-
por that cannot escape from the surface due to surface mass transfer limitations,
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Figure 6.3: Comparison of model predictions with literature experimental
data for a) Temperature; b) Moisture content (dry basis); and c)
Crust thickness (region having temperature T > 100C).
so excess vapor moves towards the core. Since the core is a cooler region, the
vapor coming from the surface condenses there, reducing the pressure below
ambient pressure. Therefore, as can be seen in Figure 6.1b, the liquid saturation
in the core increases from 0.3 to 0.32 in the first four minutes. Similar migration
of liquid water from or near the surface to the core has been observed in experi-
ments done on meat (e.g., Oroszvari et al., 2006). After 4 minutes, as the evapo-
ration inside the core becomes significant and the core pressure rises, movement
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of water vapor from the surface toward the core decreases. Capillary migration
of liquid water out of the core into the crust decreases water saturation at the
core from 0.32 to 0.27 during the next 12 minutes of frying. On and near the
surface, liquid water saturation decreases rapidly and becomes negligible after
60 seconds of frying.
As shown in Figure 6.3b, moisture content (dry-basis) of the potato slab
dropped from its initial value of 2.50 to 1.56 after 16 minutes of heating. Our
model prediction matches very closely with the experimental results of Farkas
et al. (1996), a better match than that achieved by Ni and Datta (1999) and the
modeling work of Farkas et al. (1996). Such close agreement between exper-
imental measurements and model prediction confirms the effectiveness of the
model and serves to validate the model.
6.3.3 Pressure distribution
No measurement of dynamic pressure inside the food during frying has been
reported due to obvious difficulties in such measurements. Pressure buildup
during frying has been computed (Ni and Datta, 1999; Yamsaengsung andMor-
eira, 2002). Ni and Datta (1999) predicted a gauge pressure of around 1000 Pa
after 10 minutes of frying. Yamsaengsung and Moreira (2002) predicted an av-
erage pressure of 2:84  105 Pa inside the tortilla chips after 60 seconds of fry-
ing. Such high pressure is unlikely to exist during frying as it will blow up the
potato. Thus, pressures predicted by Ni and Datta (1999) seemmore reasonable.
As shown in Figure 6.1c, the peak pressure occurs at the crust-core interface.
The peak pressure reached 500 Pa within 1 minute of frying and 800 Pa after 16
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minutes of frying. As evaporation slows down with time, pressure buildup re-
duces. In the crust, the gauge pressure always remained positive as rapid evap-
oration is taking place in this region. In the core, gauge pressure is negative
for the first 8 minutes of frying because water-vapor coming from the surface
condenses in the cooler core region. As the core temperature starts to rise, evap-
oration rate increases and so does the pressure. The gauge pressure in the core
rises from -800 Pa after 4 minutes to 600 Pa at the end of 16 minutes of frying.
The pressure prediction by our model and by Ni and Datta (1999) are similar
but experiments need to be done to validate the above reported pressures.
6.3.4 Distributed evaporation rate
As shown in Figure 6.1d, evaporation rate is maximum at the core-crust inter-
face and reduces sharply on either side. More discussion on this is provided in
the following section. Initially, the evaporation rate is high (has a higher peak)
because of both larger temperature difference between the oil and the surface,
and also the higher heat transfer coefficient. Later, both the temperature dif-
ference and the heat transfer coefficient reduce and, in addition, the thermally
insulating crust layer forms, all contributing to lower rate of heat transfer. An-
other important observation is that the zone of evaporation is of the order of 2
mm. Whether this is small enough so that a sharp boundary assumption (see
discussion below) is valid, needs further investigation. Spatial distribution of
evaporation has not been available in the past and is a major contribution of
this study.
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6.3.5 Distributed evaporation (this study) contrasted with a
sharp boundary formulation for evaporation
In a sharp-boundary formulation (Farkas et al., 1996), phase change occurs at
the interface only. But as can be seen in Figure 6.1d, significant phase change
extends to inside the crust (defined as region having temperature above 100C)
and the core, although the total distance is somewhat small (about 2 mm). Thus,
a distributed evaporation model can predict a narrow evaporation zone where
rapid evaporation is taking place. A sharp boundary formulation can over-
predict the core temperature as it ignores any phase change in the core that
would act as heat sink. Since transport of water vapor toward the core is ignored
in a sharp boundary formulation, migration of water vapor from the interface
to the core (Figure 6.1b), an experimental fact (Oroszvari et al., 2006), is not seen
in a sharp boundary formulation.
Another limitation of the sharp boundary model by Farkas et al. (1996) is
that it ignores the presence of air inside the food domain. It assumes that the
vapor pressure is driving the flow of vapor toward the surface. The vapor pres-
sure at the interface is assumed to be 1 atmosphere and negligible at the surface.
So, according to a sharp boundary formulation, a pressure difference of 1 atmo-
sphere between the crust-core interface and the surface drives the vapor. This
would have been true if the partial pressure of air at the boundary and at the sur-
face were the same. But as evaporation takes place, the vapor produced expels
the air and occupies its space. This is not a closed systemwhere the pressure rise
is completely due to the vapor produced but the pressure rise during frying is
the net result of increase due to vapor produced and decrease due to vapor and
air leaving from the surface. At the interface, the total pressure due to vapor and
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air is much less than 2 atmospheres and at the surface, total pressure is 1 atmo-
sphere due to air alone. Therefore, a sharp boundary problem will over predict
the vapor flux in the crust region as the pressure difference between the sur-
face and the interface is never as high as 1 atmosphere. The pressure difference
between the crust-core interface and the surface, as observed from simulation
results in Figure 6.1d, is around 1000 Pa in contrast to 105 Pa as used by Farkas
et al. (1996).
6.3.6 Variations in effective transport properties during pro-
cessing
Since the composition of the food material changes (water moves out and oil
moves in) during processing, transport and other properties at a location in the
food go through constant variation based on the amount of different phases
present and the temperature, all of which change with time. Knowledge of such
changes can provide great insight into the process. Since it is hard to visualize
the quantitative variations of a property based on algebraic expressions (such
as Eq. 5.15-5.18 from the companion paper) alone, a snapshot of such changes
at a location 0.1 cm from the surface are plotted in Figure 6.6. As can be seen in
Figure 6.6a, effective thermal conductivity, keff , decreases from its initial value
of 0.21 W=mK to 0.05 W=mK during the first 6 minutes of frying. During this
time liquid water saturation in the region decreases and gas saturation (having
lower thermal conductivity) increases, thus decreasing keff . After 6 minutes, keff
increases slightly as oil from the surface reaches this region. Figure 6.6b shows
that the capillary diffusivity of water decreases with time because the water
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saturation in the region decreases from 0.3 to zero in 6 minutes. The diffusiv-
ity of oil increases as the oil saturation increases with time. In Figure 6.6c, the
changes of permeability of water and oil with time is shown. The water per-
meability decreases sharply from 10 15 to 10 25 in approximately 4 minutes as
water saturation decreases from 0.3 to near zero, since the relative permeability
follows a cubic power of water saturation.
6.3.7 Crust thickness
During frying, two distinct zones develop in the potato slab: the crust and the
core, with the crust being defined as a dry region with no liquid water. Farkas
et al. (1996) defined crust as the region with temperatures above 100C. Since,
negligible liquid water exists above 100C, this definition of crust is acceptable
and has been used in ourmodel to estimate the crust thickness. As can be seen in
Figure 6.1d, maximum evaporation takes place at the crust-core interface. Crust
movement is slow because in a pore until all the phase change from liquid water
to water vapor with absorption of latent heat of vaporization has occurred, the
interface does not move forward. From Figure 6.3c, it can be seen that the crust
thickness after 16 minutes of frying is 0.3 cm. The model prediction of crust
thickness matches very closely with the experimental results of Farkas et al.
(1996). The good agreement between experimental measurements and model
prediction again confirms the effectiveness of the model in predicting various
safety and quality factors.
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6.3.8 Oil pickup
Oil pickup is a major concern during frying. Though oil imparts necessary fla-
vor and texture to the product but consumption of excess oil is unhealthy. Oil
pickup can be due to the separate mechanisms of capillary action and pressure
driven flow. During the times of rapid evaporation during frying, the flow of oil
from outside to inside is impeded by the vigorous outflow of vapor and liquid
water. Effect of this is implemented in the model using different surface con-
centrations during frying and post-frying cooling. As can be seen in Figure 6.4b
(and later in 6.10b), significant amount of oil still diffuses (through capillarity)
during frying. The oil content, defined as kg of oil absorbed per kg of dry solid,
after 16 minutes of frying is 0.106.
During post-frying cooling, evaporation reduces and no vigorous escape of
vapor takes place at the surface. The temperature at the surface decreases from
173C to 37C within 5 minutes of cooling (Figure 6.4a) and there is a pressure
drop inside the potato due to condensation of water-vapor. This causes pressure
driven flow of oil from outside to inside. The pressure driven flow and capil-
lary flow together cause rapid oil-pickup (Figure 6.10b) and within 5 minutes
of cooling, the oil content in the potato reaches 0.44. Thus, 24% of the total oil
pickup takes place during frying and rest during post-frying cooling. Similar
observations were made by Moreira et al. (1997) where they found that 20% of
the total oil pickup takes place during frying and rest during post-frying cool-
ing.
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6.3.9 Acrylamide formation
As has been mentioned, acrylamide content in fried potato chips is highly un-
desirable because it is carcinogenic. Acrylamide formation is assisted by high
temperatures. Figure 6.5a shows the predicted acrylamide content as a func-
tion of position during the frying process. Such spatial distributions of acry-
lamide have not been available in the past and is a novel contribution of this
study. The total acrylamide content, computed as .
R
A
wdA0/=A, where A is
0:0127 m  0:0008 m (area of computational domain), is shown in Figure 6.5b.
After 16 minutes of frying, computed value of acrylamide content is 14.8 ppm
which compares well with experimental data in published literature (also plot-
ted in the same figure). Similarly, Granda and Moreira (2005) experimentally
measured an acrylamide content of 1.1 ppm after 4 minutes of frying of potato
chips in oil at 180C. This compares well with the prediction by our model of
1.6 ppm. Claey’s et al. (2005) reported that acrylamide formed after 10 min-
utes of frying is approximately 6.5 ppm for a glucose-asparagine model system
heated at 185C, which again compares well with our model prediction of 8.5
ppm. Acrylamide formation in glucose-asparagine model system is not same
as ours but it closely resembles that in a potato (Corradini and Peleg, 2006) and
therefore can serve as additional validation of our model.
6.3.10 Sensitivity of the model to convective mass transfer co-
efficient
As can be seen in Figure 6.7, temperature, moisture and pressure predictions
depend significantly on the convective mass transfer coefficient of vapor, hm.
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Although a time varying hm has been used in our model for better understand-
ing of the effect of hm in frying, sensitivity analysis in Figure 6.7 uses values of
hm which are constant over time. A higher value of hm leads to lower tempera-
ture, higher pressure and increased moisture loss.
A high value of hm means a low resistance to the surface vapor transfer. As a
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Figure 6.7: Sensitivity of frying process to the convective mass transfer
coefficient, hm, as measured by: a) Spatial temperature profiles
after 16 minutes of frying; b) Transient moisture content; Tran-
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result, more vapor is removed from the surface and evaporation rate inside ad-
justs to a higher value. Higher rate of evaporation (for larger hm) leads to lower
temperature rise (Figure 6.7a) due to large amount of energy going into latent
heat of vaporization. Higher evaporation rate also leads to increased pressure
development, as can be seen in Figures 6.7b and 6.7d. Similarly, the moisture
content is lower for higher hm (Figure 6.7c) as more vapor is being convected
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away from the surface.
A higher resistance to the surface vapor transfer (lower hm) causes excess
vapor to move toward the core and condense in the cooler region which causes
a drop in pressure. As shown in Figure 6.7c and d, for high values of hm, there
are no negative gauge pressures in the core region as all the vapor produced
is convected away at the surface and no vapor is moving toward the core and
therefore no condensation. But for lower values of hm, there is negative gauge
pressures in the core region as there is significant condensation of vapor.
In Figure 6.7a, a sharp bend appears in the spatial profiles of temperature
and this is the region where maximum evaporation is taking place. The temper-
ature at which these profiles bend is very sensitive to hm. A high mass transfer
coefficient will cause a large amount of vapor to exit from the surface and this is
compensated by more evaporation inside the potato. The higher the hm, lower
the temperature where maximum evaporation takes place. When a constant
surface concentration is given (or mass transfer coefficient of infinite value), the
maximum evaporation takes place at 70oC while at a mass transfer coefficient
of 0.003 m/s, the maximum evaporation takes place at 100oC. Oil pickup is not
affected by hm, signifying that pressure gradient opposing oil inflow (due to vig-
orous vapor outflow) is insignificant when compared to capillary forces driving
the oil inside the potato.
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6.3.11 Sensitivity of the model to non-equilibrium evaporation
constant
Another important model parameter is the non-equilibrium evaporation con-
stant, K. Figures 6.8a, b and c, show the effect of choice in K on temperature,
moisture and pressure profiles.
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As can be seen in Figure 6.8a, for low values of K, the evaporation rate is
small and thus higher temperatures are seen in the core region because less
energy is going into vaporization of liquid water. Similarly, higher moisture
content is observed for high values ofK (Figure 6.8c), because evaporation rate
is low due to lower temperature in the core compared to lower values of K.
As can be seen in Figure 6.9a, at a depth of 0.2 cm from the surface, maximum
evaporation rate occurs for K D 1000 s 1 and minimum for K D 1 s 1 as K
directly affects the evaporation rate. For K D 1000 s 1, for the first 4 minutes
there is condensation at the depth of 0.2 cm. This is because rapid evaporation
is occurring near the surface and excess vapor move towards the cooler regions
as they are not convected away due to the surface mass transfer resistance. The
vapor moving to colder regions condenses and causes pressure drop. After 4
minutes, evaporation starts at the depth of 0.2 cm, peak evaporation rate occurs
at about 6 minutes and evaporation ends after 7 minutes of frying. After 7 min-
utes, all the water is lost from this depth or this is the extent of the crust. For
lower values ofK, initially there is less condensation at this depth compared to
K D 1000 s 1 because less evaporation is taking place between this depth and
the surface and therefore less vapor is moving towards the core and condensing.
The time interval for which evaporation takes place at this depth is smallest for
K D 1000 s 1 and increases as K is decreased. For K D 1 s 1, significant evap-
oration is present even after 16 minutes of frying as evaporation rate with this
rate constant value is severely limited.
As can be seen in Figure 6.9b and c, the vapor pressure in the potato is at
equilibrium in most of the potato slab except at the crust-core interface where
rapid evaporation is taking place. The deviation of vapor pressure from equi-
librium condition at the interface decreases as K is increased. This suggests
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that with high values of K, we can simulate an equilibrium problem. But from
Figure 6.8a, b and c, it can be seen that changes in temperature, moisture con-
tent and pressure is very small as K is increased from 100 s 1 to 1000 s 1 and
even 10000 s 1 (omitted here for clarity). This suggests that we can simulate
a case which is very close to equilibrium with K D 100 s 1. Even though we
get closer to equilibrium by taking higher values of K (more than 100 s 1) but
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large source terms give numerical convergence problems. So, K D 100 s 1 is
an optimum value which keeps the system very close to equilibrium and is low
enough to avoid convergence problems while solving.
6.3.12 Sensitivity of the model to capillary diffusivity of oil
Capillary diffusivity of oil is unavailable. Thus, it is important to know how the
choice of capillary diffusivity affects the solution, particularly oil pickup. This
will also tell us the importance of capillary flow as compared to pressure driven
flow in oil pickup.
The sensitivity analysis of capillary diffusivity of oil was done by taking
three values of Do (see Eq. 44 in companion paper). As can be seen in Fig.
6.10a and 6.10b, diffusivity of oil affects oil pickup significantly. Higher the oil
diffusivity, greater is the oil pickup. For Do D 1:22  10 7m2=s, the oil pickup
is the maximum during frying as well as during post-frying cooling. Oil pene-
tration inside the potato is also maximum for higher diffusivity value. But the
use of such a high diffusivity value (1:22  10 7m2=s) leads to oil penetration
deep inside the core that contradicts previous studies (Ufheil and Escher, 1996;
Moreira et al., 1997) that have reported oil pickup primarily in the crust region
and only slightly inside the core. A diffusivity value of 1:22  10 8m2=s seems
more appropriate as the oil fills the crust region and also slightly inside the core
as reported in the literature.
It can be concluded that the main mechanism behind oil pickup is capillary
action. As we decrease the capillary diffusivity, oil pickup decreases and for
Do D 1:22  10 9m2=s oil pickup is only 0.1 (d.b.) which is one-fifth of the
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pickup whenDo D 1:22 10 8m2=s. These observations imply that the effect of
pressure driven flow in oil pickup is insignificant.
6.4 Conclusions
A multiphase porous media model of frying, developed in the companion pa-
per, has been solved to predict temperature, moisture, pressure, evaporation
rate, and important food quality parameters of crust thickness, oil pickup and
acrylamide content. The model has been validated with literature experimen-
tal data. A novel non-equilibrium formulation of the phase-change (evapora-
tion and condensation), that is a more realistic representation, describes well
the physics of frying process and is easier to incorporate in a numerical model.
However, the rate constant, K, needed for such a non-equilibrium formulation
of phase change in a hygroscopic material is currently not available and was
determined in this study through sensitivity analysis. It was found that the
simulation results match better with experimental results when using a high
value of K, i.e., when vapor pressure is close to equilibrium. Spatial profiles of
evaporation during frying and post-frying cooling process are available for the
first time. They provide more insight into the process by relating to moisture
loss and crust formation.
Furthermore, sensitivity analysis of convective mass transfer coefficient and
capillary diffusivity of oil showed that they affect the model significantly. For
accurate prediction of crust thickness and moisture content, it is critical to have
accurate estimates of the time-varying mass transfer coefficient and experimen-
tation to directly measure this should be tried. The oil pickupmainly takes place
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during post frying cooling due to capillary action and not so much through
pressure driven flow. Only 24 % of oil pickup takes place during frying and rest
during post-frying cooling. Spatial profiles of acrylamide, available for the first
time, show that acrylamide forms primarily in the crust region.
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CHAPTER 7
A USER-FRIENDLY GENERAL-PURPOSE PREDICTIVE SOFTWARE
PACKAGE FOR FOOD SAFETY
7.1 Abstract
Computer-aided engineering tools can help speed up food product, process and
equipment design by making it easier to check ‘what if’ scenarios, much like
how such tools have improved productivity in other industries. In particular,
food safety is a critical area where such predictive tools can have great impact.
A realistic, integrated and comprehensive software has been developed that can
simulate a food process and its safety by combining fundamental, physics-based
model of the process with the kinetics of microbiological and chemical changes
during processing to provide needed information at any time and at any lo-
cation in the food during processing. Composition-based prediction of thermo-
physical properties, needed for themodels are built-in. Compositions for a large
number of foods are integrated into the software. Microbiological and chemi-
cal kinetic databases are also built-in that can cover many practical situations,
based on grouping of foods. An intuitive graphical user interface has been built
for those in the food sector in mind.
Keywords: Food safety, predictive software, process modeling, GUI
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7.2 Introduction
To increase the efficiency and competitiveness of food product, process and
equipment design, computer-aided engineering (CAE) tools, where the physical
reality is replaced by its equivalent computer model, andwhich allows checking
’what if’ scenarios quicker, can go a long way. However, CAE tools that are cus-
tomized to food processing and integrates several disciplines (engineering, food
science), need to be appropriately developed (Datta, 2008; Sablani, 2008; Marks,
2008; van Boekel, 2008; Banga, 2008; Jousse, 2008). CAE tools can improve
safety and quality, reduce costs and decrease “time to market.” The same tools
that havemade automobile, airplane and chemical process designs impressively
more efficient (Ivester, 2008) are potentially available to the food sector. How-
ever, the quality and safety aspects of food processes, and the characteristics of
food materials have many unique features compared to any other manufactur-
ing. To make computer-aided product and process engineering more of a reality
for food, so that the food sector can reap the benefits of this technology, an in-
tegrated, robust and user-friendly CAE tool has to be developed. This has been
an underlying desire in the food community, as expressed in many specialized
international conferences and workshops (IFT, 2006; Model-It, 2005; Eurotherm
Seminar 77, 2005; FOODSIM, 2004; IFT Annual Meeting Symposia, 2003; AFoT,
2003; ISFTFPFFS ,2003).
In order for food sector to increase the CAE use, available generic simula-
tion software needs to be customized for food applications, e.g., by delivering
solutions to sets of equations of relevance to food processing. Need for food
sector is not unique in this sense—such customization is required for other in-
dustries and has very significant developmental time and cost. However, the
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current user base for the food industry is small enough that the software com-
panies are reluctant to invest the resources needed to develop specific capabil-
ities of interest to food processing. The user base, of course, cannot increase
until ready-to-use tools are available. This is a chicken-and-egg situation and
the only solution is to start somewhere. The work presented here is such an at-
tempt and it became possible with funding from the United States Department
of Agriculture’s National Integrated Food Safety Program for development of a
software package to simulate food safety.
7.2.1 Physics based models in CAE software
Typically, CAE software is based on physics-based models (of processes) as op-
posed to observation-based models. Relative advantages of these two broad
types of models have been discussed at length (Datta and Sablani, 2008; Datta,
2008; Sablani, 2008). The phenomenal growth in computing power and its as-
sociated userfriendliness have allowed physics-based models to be highly real-
istic by including more and more of the detailed physics and have fueled rapid
growth in the use of models in product, process, and equipment design and re-
search in other sectors. Advantages of a physics-based model include (Datta,
2008): 1) reduction of number of experiments, thus reducing time and expenses;
2) providing great insight into the process that may not even be possible with
experimentation; 3) process optimization; 4) predictive capability, such as ways
of performing “what if” scenarios; and 5) providing improved process automa-
tion and control capabilities. On the downside, physics-based models are more
restricted to the food process itself rather than food quality or food safety, since
physics-based models require precise relationships between quality/safety and
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the process parameters, which are generally unavailable. Observation-based
models can relate quality/safety to processing parameters more easily as they
do not require detailed knowledge of the underlying physical process. How-
ever, observation-based models are primarily ”blackbox” models that would
not provide the insight and they are difficult to be generalized into a framework
for use in multiple processes. As mechanistic models for quality and safety are
continually improved (e.g., van Boekel, 2008) these improvements can be eas-
ily integrated with physics-based process models to provide quality and safety
parameters that are readily usable by the food designer.
Modeling food quality and safety requires addressing issues such as (Datta,
2008): 1) Complex multiphase heat and mass transfer such as evaporation and
multiphase flow as in aseptic processing; 2) Multiphysics such as combined
microwave or microwave-infrared heating; 3) Significant changes in material
property during processing; 4) Significant dimensional changes and associated
physics; 5) Considerable variation (batch to batch or within the same material)
in material properties due to its biological origin; 6) Large number of new pro-
cesses continually being introduced; 7) Lack of kinetic data for final variables
of interest (quality and safety) as they relate to temperature and moisture. Ad-
ditional characteristics of the food industry are that the scientists who are often
in charge of these issues in an industrial setting have their training in chem-
istry andmicrobiology as opposed to physics-basedmathematical modeling. By
training, the technical persons in the food industry are more likely to be used to
observation-based models. These characteristics of food processing point to the
requirements of a food CAE software in two broad directions—the useful soft-
ware would need to consider the complexities in food and processes that are
unique; and the software should integrate many of the details and at the same
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time hide it under an user interface that is as simple as possible. For computer-
aided food process engineering (CAE applied to food processes), it would be
ideal to have a scenario where a technical person, with minimal knowledge of
the physics of the process and computational aspects, can use a few clicks of a
mouse to define a practical food process. For example, such a user could click
and choose between various container types, food material, and heating sys-
tems and ask the computer to provide the heating temperature needed for opti-
mum quality in a sterilization process. The computer would need to formulate
the physical problem (sterilization) into a mathematical one (equations), decide
the best solution method, and finally do an optimization. For food processing
applications, this has not yet been a reality.
Most of the modeling or CAE effort is at the research stage (e.g., Mittal,
199; Scott and Richardson, 1997; Datta, 1998; Tijskens et al., 2001; Irudayaraj,
2001; Welti-Chanes et al., 2003; Sun, 2007) and does not migrate to production
or mass use in design by practicing scientists and engineers in industry, Exten-
sion or education. Available software (mostly the computational fluid dynamics
(CFD) software that solves fluid flow, heat transfer and mass transfer problems)
cannot be readily used for food for several reasons (Datta, 2008). First, the de-
tailed first-principle-based and experimentally validated formulations of more
complex processes such as frying are generally unavailable. Second, when the
problem formulations can be made, there are unique aspects of food processes
(such as strong evaporation in the food matrix) that can be hard to implement
in a typical commercial software. Third, when the formulation is available and
the software can solve it, we often run into difficulties obtaining the appropri-
ate material properties for specific condition of the food. Until these items are
resolved and hidden from the user through user friendly interface, simulation
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will continue to be research rather than design project.
7.2.2 Current status of CAE in food processing
The current state of introduction of CAE into food industry can be stated as
follows: Larger food companies that can invest more resources are doing this
(Joussee, 2007) but, for other than the largest multinationals, modeling is of-
ten not seen as an efficient alternative. Smaller companies that do not main-
tain the CAE or simulation infrastructure, can and some do utilize consultants
to contract out their simulation work. Such consultants can be those special-
ized for food industry (e.g., www.airflowsciences.com) or the generic CAE soft-
ware companies themselves. Customized software, of the type described in this
manuscript can go a long way toward a more widespread use of CAE in the
food sector. Some efforts are underway to develop customized software (Tor-
res, 2003; CFDfood, 2004; Otles and Onal, 2004; Banga, 2006; Verdurmen, 2006;
PRO FOOD, 2009). To the best of the authors’ knowledge, these software are
still quite limited in terms of the physics they include. For example, they may
include only diffusional heat and mass transfer. There are microbiological mod-
eling software (e.g., ComBASE-PMP, 2003) but they typically do not include the
process model. In a related area, kinetic modeling of food quality has been ex-
tensively studied (van Boekel, 2008) but not integrated in simulation software
with process models.
Thus, a comprehensive software package that integrates realistic processes,
products and microbiological aspects had not been available. However, such
a software package has now been developed and this manuscript presents the
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underlying scientific principles for a fundamental-based, easy-to-use, univer-
sal software predictive tool that is useful in a broad range of situations in the
food sector (production, processing, distribution, preparation). The developed
software can 1) simulate a large variety of food processes, and 2) integrates the
process models with the microbiological and chemical safety models in order to
predict safety information for a wide variety of food processes. The manuscript
is organized as follows: first the outline of the software is provided which is
followed by discussion on the development steps of the software - 1) problem
formulation for food processes; 2) integration of food type, composition and
property estimation; 3) integration of microbiology and chemical safety simula-
tion; 4) model validation; and finally 5) a short overview of software implemen-
tation and the user interface.
7.3 Outline of the software package
A custom-developed Graphical User Interface (GUI) takes various product and
process related inputs from the user (Figure 7.1). The user first selects the food
process, the geometry and the dimensions of the food product to be modeled.
User then selects the food type is selected either from the built-in database (that
is based on the USDA National Nutrient Database (USDA-ARS, 2006) and con-
tains the composition of the food) or directly inputs the food composition. The
thermal properties (density, thermal conductivity, specific heat) are then esti-
mated from the composition. Here also, the user has a choice of specifying
properties that would bypass the computer-based estimation process. Other
properties required to run the process models are also entered at this step. User
then specifies the microbiological or chemical safety data or both, following by
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the processing conditions. The final step in the process is to specify the solver
settings. All these user inputs are then automatically fed into a commercial
Finite Element solver, COMSOLMultiphysics 3.5a - which simulates the appro-
priate process and safety. The results of the simulation can then be processed in
various ways by using the user-friendly post-processing interface of COMSOL
Multiphysics.
7.4 Food processes
The food processes included in the software are grouped into two categories
(Figure 7.2) based on the physics, the computation level and the knowledge
required to solve the process.
7.4.1 Simple process models
The first category comprises of simple processes, which solve for only heat
transfer (and, optionally, diffusion moisture transfer). It is assumed that the
food is solid, and there can only be diffusion mass transfer of moisture inside
or at the surface of the food. The only variables of interest are temperature and
moisture content, and all the safety or quality analysis for these processes are
associated with these variables only. The models in the simple process category
cannot be used in case where intensive heating of the food takes place and there
is significant vapor generation and pressure driven flow inside the food ma-
trix. Currently, three industrially important thermal food process modules have
been included in the simple process category - refrigeration/ storage/ trans-
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Figure 7.1: The screenshot of the software GUI.
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Figure 7.2: Categorization of the processes depending on their level of
complexities involved.
portation/ general heating or cooling, sterilization of solid foods, and drying of
solid foods. In the future versions, software would be extended to important
non-thermal processes also.
Refrigeration/ storage/ transportation/ general heating or cooling
The module for these processes models conduction heating or cooling, without
any evaporation/condensation (latent heat) and without any moisture loss. The
governing equation is as follows:
Cp
@T
@t
D r:.krT / (7.1)
where  is the density, Cp is the specific heat capacity and k is the thermal con-
ductivity of the solid medium. The process module, as implemented in the
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software, can be applied to check the possible microbial load when there is a
temperature abuse. For example, it can be used to monitor the effect of temper-
ature abuse (resulting in bacterial growth) for a chilled product by providing
any expected temperature change as a function of time. It can also estimate
maximum allowed time for a chilling process (see section 7.9.1) during which
bacterial growth inside the food is within the safety limit.
Drying
This module can be applied for slow heating or cooling of foodmaterials, where
significant moisture loss occurs. The drying module solves for heat conduction
(Eq. 7.2) along with moisture loss by solving for diffusion inside the food and
evaporation at the surface. The moisture diffusion equation is:
@M
@t
D r:.DrM / (7.2)
where D is the moisture diffusivity through the medium and can be a function
of moisture content of the medium. The safety applications of the module are
similar to that for heating or cooling situations, the only difference being mois-
ture transport is also important in this case.
Sterilization of solid foods
The sterilization module models heating of solid foods to high enough tempera-
ture using steam or hot water to inactivate microorganism contained in the food
such that it is safe to eat. The module for these processes models conduction
heating (Eq. 7.1), without any evaporation and moisture loss.The information
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from such a mathematical model can help a process designer in deciding the
sterilization time that retains the maximum quality and safety, or planning for
corrections in the processing time for unintended increase or decrease in the
processing temperature.
7.4.2 Multiphase porous media models
In the difficult process category, food is considered as a porous medium and a
multiphase, porous media problem is solved. Mass conservation equations are
solved for the relevant phases inside the food ( e.g., in case of deep-fat frying
of potato, in Halder et al. (2007), the pores inside the potato may be filled with
water or gas or oil anytime during frying). So, the phases identified are solid
potato, liquid water, oil and gas (mixture of vapor and air). The solid phase
conservation is not solved as the solid mass remains unchanged. The mass con-
servation equation for any component, i can be written as
@
@t
.iSi/Cr:ni D PR (7.3)
where  is the porosity of the porous medium, S is the volume saturation, n is
the mass flux, PR is the appropriate source term due to evaporation.
Local thermal equilibrium is assumed, which means that at a given location
in the food, all the phases have a same temperature. Therefore, only one energy
conservation equation is solved for the system given as:
eff cp;eff
@T
@t
C nf luid :r
 
cp;f luidT
 D r:.keffrT /    PI (7.4)
where subscripts eff refers to mixture properties including the contribution
by solid and f luid refers to mixture properties due to fluids (transportable
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phases). Currently, two industrially important thermal food process modules
have been included in the difficult process category - microwave heating and
deep-fat frying.
Microwave heating
The microwave heating module solves for change in temperature, liquid water,
water vapor and pressure (from evaporation) inside the food during the mi-
crowave heating process. A multiphase porous media model, as implemented
by Ni et al. (1999), has been used to simulate the process. In this problem, food
geometry has been restricted to 1-dimension only. The model can be applied to
observe the effect of microwave power level, penetration depth, product com-
position, surrounding temperature on the temperature and moisture accumula-
tion near the surface. Since, the temperature can stay colder at the surface than
slightly inside, safety issues such as trichinosis from undercooked pork, can also
be checked.
Deep-fat frying
The deep fat frying model solves for change in temperature, liquid water, water
vapor and pressure (from evaporation) inside the food over the deep-fat frying
duration. A multiphase porous media model, as implemented by Halder et
al. (2007) has been used to simulate the process, in which food geometry has
been restricted to 1-dimension only. In addition to observing the temperature,
moisture, pressure and oil profiles, the model can be used to obtain the effect of
oil temperature, product properties, product thickness etc. on the frying time
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and oil pickup. Amount of acrylamide formation can also be calculated for
potato frying.
7.5 Composition and property estimation
7.5.1 Composition
After selecting the process, geometry of the food and its dimensions, the user
is asked to select the food. The software gives the user a choice of either spec-
ifying a user defined food or selecting a food from an inbuilt database. The
inbuilt foods’ database of the software is based on the USDA National Nutrient
Database for Standard Reference, Release 19, which contains data for 7293 food
items for up to 140 nutrients and other components. These 7293 food items are
divided into 24 food groups based on the food product type. Out of the 140
nutrients, only 6 major food proximates dictate the thermal properties of a food
product (discussed below). These proximates are: ash, carbohydrates, fat, fiber,
proteins and water. On selection of a food from the inbuilt food database, the
composition values are obtained from the USDA National Nutrient database,
and are used to calculate the property values based on the work of Choi and
Okos (1987), as described in the following section. The user can also choose
to define a food outside of the database. In such a case, the user should either
know the composition (in terms of the above-mentioned proximates) of the food
so that the properties can be estimated or should enter the properties directly.
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7.5.2 Property estimation
The complex and highly heterogeneous nature of foods make their property es-
timation from fundamental principles a highly improbable task. For almost all
types of foods, the physical properties are experimentally determined. Over the
last several decades, efforts have been made to compile the huge property data
of all the foods into an organized structure (Saravacos and Maroulis, 2001; Rao
et al., 1995; Rahman, 2005, Nesvadba et al., 2003). However, using this huge
compilation of data in software is a humongous task and cannot be extended to
any new food products. Another way to approach this issue is assuming that the
properties of a food are a weighted average of the properties of its constituent
proximates (Miles et al., 1983; Choi and Okos, 1987). The weighing strategy is
dependent on the nature of the property itself. This software follows the work
done by Choi and Okos (1987) on predicting food properties from its composi-
tion. They compared the predicted values from the averaging technique with
experimental measurements and found that the error was within 10% for all the
food that were tested.
Density
The bulk density of the foodmaterial is estimated by assuming that the volumes
of the different proximates simply add up. So, the density for a food material
which does not have any air pockets will be:
 D 1P Xw
i
i
(7.5)
where Xwi is the weight fraction and i is the density of the i
th component. If
air is present with volume fraction, , then the density of the food material is
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modified to include the effect of air volume:
 D 1   P Xw
i
i
(7.6)
Specific heat capacity
The net specific heat of the food material is simply the mass average of specific
heat of individual components:
Cp D
X
Cp;iX
w
i (7.7)
The is based on the principle that the total heat required to raise the temperature
of the food material by a given amount is equal to the sum of heats required to
raise the temperatures of its individual components by the same amount. Here,
it is assumed that there are no phase changes involved.
Thermal conductivity
The net thermal conductivity, k, of the food material is the volume average of
individual conductivities, ki , given as:
k D
X
kiX
w
i (7.8)
where ki is the thermal conductivity of the i th component. This is based on
the fact that the thermal conductivity is a property of the volume rather than
the mass. More complex models for thermal conductivity exist in literature
(Sarvacos and Maroulis 2001), but help accuracy only incrementally. Therefore,
we selected the simplest formulation which gives reasonable approximation of
thermal conductivity.
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Process specific properties
In addition to thermal properties of food, which are required for all food pro-
cesses selected, deep fat frying requires porosity of the food material and ther-
mal properties of cooking oil used. Similarly, the microwave heating process
requires the user to specify porosity of the food material, microwave power
supplied to the food and the penetration depth of the microwaves in the food
material. The power absorbed by a food during microwave heating depends on
a number of factors, which can be divided into two categories: food factors and
oven factors (Zhang and Datta 2003). The main food factors are volume, surface
area and dielectric properties of food. The main oven factors are oven size, ge-
ometry, location of food inside the oven cavity, presence of special features like
turntable and mode stirrer, location of microwave feed etc. The dependence of
power absorption on so many factors makes experimental determination of the
power absorbed necessary. Ni et al. (1999) used 30000 W=m2 as the power ab-
sorbed by the surface of a cylindrical food of radius 0.5 cm and height 2 cm in a
domestic microwave oven (SHARP Carousal, Rated Power 1.5 kW). By default,
this value is used in the microwave heating problem in the software. The user
can scale this value to any value by using the Microwave power scaling factor.
The other input, penetration depth, is a measure of how deep microwaves can
penetrate into a foodmaterial. It is defined as the depth at which the intensity of
the microwaves inside the material falls to 1/e (about 37%) of the original value
at the surface. For a given food material, it is a function of moisture content and
temperature. The microwave heating model requires this value as an input. By
default, the penetration depth of a potato is used.
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7.6 Microbiological safety prediction
Quantitative microbiological modeling in the literature is generally not coupled
to spatial variation (e.g., temperature, moisture and pH) in a food material dur-
ing a process. Models typically assume one temperature for the foodmaterial or
implicitly refer to one location (e.g., cold spot) in the food material. In a typical
food process, time-temperature history would vary spatially depending on pro-
cess and food thermal parameters. Lack of availability of such growth and inac-
tivation profiles within a food is obviously a major limitation of microbiology-
only models (Marks, 2003). To overcome this, process model (that provides
spatial temperature-time histories) has been integrated with predictive microbi-
ological models to provide a comprehensive prediction concerning food safety
for many production-to-consumption situations. But integrating the process
models with microbiological growth/ inactivation models is not all. The avail-
ability of a comprehensive database containing microbiological growth/ death
kinetic parameters is also important. In this present work, a comprehensive
database of microbial inactivation and growth kinetic parameters for different
food types has been developed through extensive regression analysis of decades
of experimental data from literature to facilitate predictive modeling and make
the software user-friendly. The user with a basic knowledge of food processing
and no specialized background in predictive microbiological modeling can use
the software. All the user needs to do is select the target microorganism (with
built-in guidance) from the GUI and the software takes care of the rest (it pro-
vides, for example, the kinetic parameters as a function of temperature for the
selected microorganism and food group from the inbuilt microbiological kinetic
database).
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7.6.1 Food groups/ types from USDA National Nutrient
Database
The availability of a comprehensive database containing microbiological
growth/ death kinetic parameters is far from reality. There are several issues in
trying to compile comprehensive microbiological kinetic information 1) limited
availability of data for many specific situations; 2) correlation issues between
laboratory conditions and real foods; 3) variability of data on microbial inacti-
vation reported by various researchers; 4) variability among microbial popula-
tions; and 5) evolving knowledge of appropriate predictivemodels that describe
the data. In this present work, to overcome many of the issues just mentioned
in building a comprehensive database, a holistic approach was taken by first
using a database of food products (USDA National Nutrient database) and as-
sociating pathogens with those foods. The foods having similar composition,
intrinsic characteristics and shown similar association with pathogens (based
on outbreak history) have been grouped together. All the foods within the food
group will have same growth/ inactivation kinetic parameter values. In all,
7294 food products from USDA National Nutrient database were grouped into
17 food groups. Table 7.1 gives the USDA National Nutrient Database food
groups and Table 7.2 gives the rearranged food product database for the pur-
pose of predictive microbiological modeling. After forming the food groups,
decades of experimental data on growth and inactivation from published litera-
ture (over 1000 datasets) were extensively analyzed using regression technique
to obtain kinetic parameters for developed food groups using the chosen mod-
els (how the model was chosen is discussed in the next section).
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Table 7.1: USDA National Nutrient Database Food Groups
Category General Types of Foods Number of items
1 Dairy and Egg Products 183
2 Spices and Herbs 60
3 Baby Foods 261
4 Fats and oils 205
5 Poultry Products 337
6 Soups, Sauces and Gravies 399
7 Sausage and Luncheon Meats 213
8 Breakfast Cereals 409
9 Fruits and Fruit Juices 312
10 Pork Products 289
11 Vegetables and Vegetable 776
12 Nut and Seed Products 128
13 Beef Products 576
14 Beverages 251
15 Finfish and Shellfish Products 249
16 Legumes and Legume Products 211
17 Lamb, Veal and Game Products 343
18 Baked Products 487
19 Sweets 421
20 Cereal Grains and Pasta 168
21 Fast Foods 309
22 Meals, Entrees, and Side dishes 102
23 Beef (2) 213
25 Snacks 15
35 Ethnic Foods 132
42 Miscellaneous 84
43,44,47,48,80,83, 90,93 Miscellaneous (2) 161
Total 7294
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Table 7.2: Rearranged Food Product Database
Original Categories New Food Group Categories Number of items
1,4,19,35,42,43,44 Dairy Products 224
3,42,43 Baby Food 288
4,35,42,44 Fats and oils 240
1,5,7,35,42,43 Poultry and eggs 440
6,35 Soups and Sauces 401
8,20,42,43 Cereal products 594
9,19,35,43 Fruits 327
7,10,13,17,19,23,35,42,43 Red meat products 1629
11,16,35,42,43,48 Vegetables 1012
12,16,42 Nuts and seeds 155
14,35,42,43,44,47 Beverages 276
15,35,43,80,83,90,93 Fish and seafood 294
18,35,43 Baked products 492
19,25,42,43,44 Snacks 447
21 Fast foods 309
22 Entrees 102
2,43,44 Spices and Herbs 63
Total 7294
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7.6.2 Mathematical models
For microbial inactivation, it is not practical to provide the kinetic parameters
for all of the possible models in the database. After careful analysis, the first
order model was selected for the following reasons: 1) the first-order model for
inactivation has been used extensively and kinetic parameter values (e.g. D-
values) are available for this model for a significant number of microorganisms
in specific food products; 2) there are models (Baranyi model, Hills model, etc.)
which can predict both tail and shoulder effects during inactivation, but apply-
ing data from the literature to such models would be an arduous task and is not
feasible given the limited presentation of the baseline data used in many stud-
ies; 3) the compilation of numerous inactivation parameters, such as D-values,
over like experiments for specific microorganisms acts to normalize the impact
of non-log linear effects seen in individual experiments. The important trend
becomes the rate of response relative to specific food types for individual or-
ganisms under defined process conditions.
First-order inactivation model
An inactivation curve following first-order kinetics (Ball, 1929) is written as:
log10

N
N0

D   1
DT
Z
10
T .t/ Tref
z dt (7.9)
where DT is the time taken to reduce the concentration of microorganism by
a factor of 10 at temperature T , and z is the temperature change required to
reduce the D-value by a factor of 10. The database for first-order inactivation
model contains the mean DT and z values for different microorganisms in dif-
ferent food types. In addition to the mean kinetic values, the database also
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contains the upper 95% confidence interval values of DT and infectious dose.
First-order growth model
The sequential stages of a bacterial growth are the lag phase, exponential phase,
stationary phase and death phase. The lag phase is the stage when the microor-
ganism adapts to a new environment and the lag time (L) is the time taken by
the microorganism to adapt to that environment prior to exponential growth.
Exponential phase is followed by stationary phase when the conditions are no
longer favorable for rapid growth (e.g., due to lack of nutrients or change in pH).
As conditions become unfavorable and/or lethal for bacteria, the death phase
begins. A growth model describes the first three stages of growth, lag phase, ex-
ponential phase and stationary phase. The predictive model for lag phase and
exponential phase using a first-order growth model is given for two different
situations, isothermal and non-isothermal. A first order model cannot predict
stationary phase. Lag times (LT ) are available for different temperatures from
published literature. So, in a first-order model, for isothermal situations, the
growth rate is zero until lag time is over and kT , the growth rate at temperature
T , is used after the lag time has elapsed. The model is given as:
dN
dt
D
8<: 0 t < LTkTN t > LT
(7.10)
Methodology to predict microbial growth under fluctuating temperature condi-
tions has been developed by Li et al. (1988). The total adaption under fluctuat-
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ing temperature conditions is given by:
dA
dt
D 1
LT
(7.11)
where A is the total adaptation during the lag phase. An adaptation rate can be
defined as the reciprocal of lag time. When A equals 1, adaptation is complete
and growth starts. Therefore, the growth is given by:
dN
dt
D
8<: 0 A < 1kTN A > 1
(7.12)
Equations 7.10, 7.11 and 7.12 resemble equation Eq. 7.2 (a diffusion equation)
with zero diffusivity and a non-zero source term. Therefore, the above men-
tioned equations are implemented as diffusion equations in COMSOL Multi-
physics, where diffusivity is zero and the terms on the right hand side of Eqs.
7.10, 7.11 and 7.12 are added as source terms to the respective equations. The
model parameters, such as kT and LT , are functions of temperature, and are
specified as such in the software.
7.7 Software platform
The software package graphical user interface is built using Java script with
the process, microbiological and chemical kinetic models (Equations in Sections
3, 4 and 5) solved in the background using COMSOL Multiphysics (Burlington,
MA), a finite element based commercial modeling package. Some of the reasons
for choosing the software COMSOL Multiphysics as the computational engine
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were: 1) ease at which we could implement food processes with rapid evapo-
ration and resulting Darcy flow, for example, of water and vapor. Implement-
ing such processes in some other software required solution of Navier-Stokes
equivalent of fluid momentum equation for porous media that is computation-
ally far more intensive; 2) Flexibility with which the transport equations and
their boundary conditions can be programmed; and 3) A more user-friendly
interface of the software itself.
7.8 Implementation details
7.8.1 Geometry
For simpler processes, a 2-dimensional heat transfer model has been imple-
mented and the geometry has been restricted to cylindrical or rectangle shapes.
Simulation of frying and microwave heating in 2 or 3-dimensions is much more
involved than a 1-dimensional problem. Such simulations are very sensitive to
parameters for solution convergence and require a lot of computational time.
Due to these reasons, complex processes, like frying and microwave problems,
are restricted to solving 1-dimensional heat and mass transfer. For these two
processes, we have used the 2-dimensional shape (rectangle) for better visual-
ization, and have insulated one direction so that all the changes happen in the
other direction only.
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7.8.2 Meshing
Since a finite element method is used to solve the governing equations, the rel-
evant geometry is discretized into elements and the equations are solved at the
vertices of the elements (called nodes). The discretized geometry is called a
mesh and the meshing of the geometry is done automatically with the help of
COMSOL Multiphysics. For all the processes and geometries, structured mesh-
ing with quadrilateral elements is used. The user gets the option of having a
coarse, medium or fine mesh. Finer the mesh, more accurate is the solution but
at the expense of increased computation time.
7.8.3 Solver
The direct UMFPACK solver of COMSOL Multiphysics has been used for all
processes. The time stepping has been decided for each process after careful
analysis. Similar to meshing, the user gets a choice of large, medium or small
time step, with the recommendation that small time step should be used for pro-
cesses that involve rapid changes of variables such as temperature and pressure,
for example in deep-fat frying and microwave heating processes. In slower pro-
cesses, such as storage, small time step is recommended when the processing
conditions such as ambient temperature is changing rapidly.
7.8.4 Postprocessing
COMSOLMultiphysics has a well developed post-processing module, which is
very intuitive, and does not require modeling expertise for its use. Therefore,
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the built-in COMSOL Multiphysics post-processing module was used for the
software package. Although, this may be seen as a disadvantage of the software
being reported here, the user-friendliness and functionalities offered by COM-
SOL combined with tutorial-type directions developed by us for food-specific
quantities are deemed very adequate for a non-specialized user. Some of the
examples of postprocessing capabilities of the software are (Datta and Rakesh,
2010):
Information at a location (Temporal history) At a given location, value of a
parameter of interest (temperature, moisture content, microbial concentration
etc.) or its variation with time are basic forms of information that may be neces-
sary.
Spatial Variation A simple form of spatial variation is the information of max-
imum and minimum value. A more comprehensive way of getting spatial in-
formation is to plot contours of the parameter of interest.
Spatial Integration and Averaging Integration or averaging over a region can
give useful information such as average temperature or moisture content of the
food or total microbial load in the food.
Secondary Quantities Secondary quantities such as heat or mass fluxes at a
surface location and variation of such quantities with time can give the infor-
mation about rates of heat or moisture loss (or gain) from (or by) the food.
Apart from the quantitiesmentioned above, any kind of customized parame-
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ter which is a function of parameters being solved for can be defined and plotted
in various ways in COMSOL Multiphysics.
7.9 Software validation
Validation is essential for any modeling effort. In the context of predictive mi-
crobiological modeling, a model is evaluated on the basis of howwell the model
predictions match with the observed phenomena. Often, the model is applied
only to make predictions in the experimentally studied range of conditions only.
However, if the predictive capabilities are applied only to the experimentally
verified conditions, the use of modeling will be seriously limited. The power
of modeling technology can really be leveraged by making predictions for wide
variety of condition, of course, after we have gained confidence in the model by
applying it to available experimental observations. In this section, we validate
the approach by applying the model to two different food processes:
7.9.1 Growth of Clostridium perfringens during air chilling of
ready-to-eat ham
Clostridium perfringens bacterium is of particular concern in cooked meat prod-
ucts. C. perfringens is a spore former and is one of the most rapidly growing
bacteria, with doubling time as short as 7.1 minutes at around 44oC. In this case
study, the chilling process of boneless cooked cured ham is modeled along with
the growth of C. perfringens, to check if the concentration of C. perfringens would
be kept sufficiently low during the process. The ham is in the shape of a cylin-
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der (radius 10 cm and height 30 cm) and being cooled by air at 7oC. Blowing
of the air over the ham leads to a surface heat transfer coefficient of 50 Wm 2.
The flow chart (Figure 7.4) shows the sequence of the solution process using
the software. The specific food, boneless cooked cured ham, is selected by the
user from the USDA composition database from within the software. From the
composition, thermal properties needed for the simulation is estimated by the
software following discussion in Section 4. Heat conduction equation (Eq. 7.1) is
solved to describe the temperatures inside the ham at any point and at any time.
Non-isothermal first order growth model (Eq. 7.11 and 7.12) is solved using the
temperature history at any location inside the ham to obtain the growth of C.
perfringens with the lag phase equation (Almonacid-Merino and Torres, 1993).
The kinetic data for the growth of C. perfringens is obtained by the software
from the microbiological database contained in it (Table 7.3). In the database,
growth kinetics data for ham belongs to a red meat group (pH 5.5; beef, pork
and ham), and is the most conservative estimate within this group. Figure 7.4
shows the comparison of predicted and observed C. perfringens growth during
cooling of the ham, following the cooling process is in compliance with FSIS sta-
bilization performance standards for cured products. The prediction made by
taking the database value for red meat group (pH 5.5; beef, pork and ham) is
always on the conservative side (can be seen in Figure 7.4), which is acceptable
for evaluation of safety of the process. Difference between experimental and
predicted values can be attributed partly to the selection of the kinetic data as
the most conservative value in the food group. This serves as the validation of
predictions related to microbiological safety.
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Figure 7.3: Flowchart of the approach.
Table 7.3: First-order growth kinetic data for Clostridium perfringens in
various food groups, as stored in the inbuilt microbial kinetic
database of the software
Food groups Temp. range Rate r2/N Lag r2/N
(oC) (CFU/hr) (hr)
Poultry, eggs and red meat 15-18 0.067 39
18-24 0.0305T-0.504 0.991/7 158.54-6.49T
24-35 0.0305T-0.504 0.991/7 12.44-0.341T 0.900/3
35-40 0.0305T-0.504 0.991/7 0 0.712/4
40-50 0.75 0
Soups, sauces, spices, herbs 15-18 0.073 55
18-24 0.0376T-0.641 0.988/8 223.86-9.21T
24-35 0.0376T-0.641 0.988/8 15.81-0.442T 0.892/3
35-45 0.0376T-0.641 0.988/8 0 0.725/4
45-50 0.94 0
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Figure 7.4: Predicted and observed C. perfringens growth during cooling of
boneless cooked and cured ham.
7.9.2 Safety prediction during deep-fat frying of a potato slice
Deep fat frying is one of the most important industrial processes, with crust
thickness and oil pickup being two quality parameters of importance associated
with frying. In this case study, the goal is to estimate the total oil picked up and
thickness of the crust developed during deep fat frying of potato slice. Forma-
tion of acrylamide, a probable carcinogen, is also modeled as the food safety pa-
rameter. The potato slice is 3 cm thick. It is being heated equally from both sides
by oil at 180oC. The surface heat transfer coefficient for frying is taken as 300
Wm 2K 1. The flow chart (Figure 7.3) shows the sequence of the solution pro-
cess using the software. The user selects the type of potato from the database.
258
The thermal properties of the slice are estimated by the software following dis-
cussion in Section 4. The oil properties are input by the user. Processing condi-
tions and initial conditions are then specified. Multiphase porous media model
developed by Halder et al. (2007) is solved to describe the temperature, mois-
ture and oil content inside the potato slice at any point and at any time. Figure
7.5 shows the comparison of predicted and temporal history of temperature at
different locations and overall moisture content during potato frying. Also, the
total concentration of acrylamide with time is plotted. Such close agreement
between experimental measurements and model prediction confirms the effec-
tiveness of the model and serves to validate it.
7.10 Limitations of the predictive software
Although the software is based on fundamental models and is intended to cover
a large range of processes, there are limitations to its predictive capabilities.
Some of the limitations are:
Process models Modeling of complex food processes such as those involving
shrinkage (Mayer and Serano, 2004; Katekawa and Silva, 2006) is still in research
stage. The models in the software do not include shrinkage, but the transport
properties used in the models are obtained from experiments and they contain
some of the effects of shrinkage in their values. Therefore, the error due to
not including shrinkage is balanced to some extent by using these transport
properties.
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Figure 7.5: Comparison of model predictions with the experimental data
from literature for a) Temperature; b) Moisture content (dry
weight basis); c) Total acrylamide concentration.
Geometry of the food The simpler processes (such as refrigeration or steriliza-
tion) are limited to 2-dimensional geometries and the more complex multiphase
porous media models are limited to 1-dimensional geometry. These limitations
either arise from the need to make the software available to a user with little
knowledge of simulation (restrictions on geometry) or to restrict the computa-
tional time.
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Property estimations The Choi and Okos (1987) relations used to estimate the
food properties are based on compositions, may have an error of around 10%.
Also, there can be significant variation in compositions of different samples of
the same food material. An estimation of implications of this variability (e.g.
by Monte Carlo techniques applied by Halder et al., 2007) cannot be performed
from within the GUI developed here, but can be performed using COMSOL
Multiphysics interface directly.
Microbial models The microbiological kinetics database developed here has
some drawbacks as has been discussed in detail in Halder et al. (2010). There
can be instances when there is difference in composition within a food group,
and therefore, likely differences in kinetic parameters. For example, some foods
may not clearly belong to any one group. The decision to put them in a partic-
ular group was made on the basis of outbreak history and association literature
and pH or other intrinsic or extrinsic factors. Further, the estimated growth/
inactivation kinetic parameters are the conservative estimates but there can be
situations when kinetic parameters will vary significantly due to formation of
micro-environments, which protects the microorganisms against extreme con-
ditions. Effects of such variability can be included using the COMSOL Multi-
physics interface directly, as already mentioned under property estimation.
7.11 Summary and Expected Benefits
A software has been developed that can simulate food safety by combining
physics-based model of food processes with the kinetics of microbiological and
261
chemical changes in foods during processing to provide bacterial or chemical
amounts at any time and any location in the food during processing. Physics-
based models range from simple conduction or diffusion to multiphase porous
media model that can keep track of multiple components such as moisture and
oil, and multiple phases such as water and water vapor. The thermophysi-
cal properties needed for the models are predicted from composition, based
on available correlations. Compositions themselves, available from published
sources, are integrated into the software. Microbiological kinetic data corre-
sponds to that for a food group, as opposed to individual foods, available from
published sources. Similarly for data for kinetics of chemical changes. An intu-
itive graphical user interface has been built for those in the food sector in mind.
This interface sits on top of a general purpose commercial computational soft-
ware, thus delegating the detailed computation to the software. This enabled
the development of this highly versatile software over a relatively short period
of time. Because of the fundamentals-based framework on which the compu-
tations are built, it will be somewhat routine to extend to newer processes or
combinations of processes.
The software is intended to be a comprehensive tool for speeding up food
product, process and equipment design for improved safety and quality. With
the help of the simple interface of the software, it is now easier and quicker to
check ‘what if’ scenarios. A food scientist with little knowledge of simulation
engineering can use the software with the help of documentation provided and
thus have this potential tool available. Apart from direct use by the food indus-
try, beneficiaries of such a comprehensive software tool can include food exten-
sion educators, university food science/engineering courses, and food science
researchers. Such a tool can be incorporated in a food science/food engineering
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curricula following details outlined in Datta and Rakesh (2010). Extension will
benefit by having customized instruction capabilities of microbiological safety
for arbitrary products, processes and handling situations. The tool, with the
ability to present highly detailed visualizations, will make difficult concepts of
process more easily comprehensible. In university classroom education, advan-
tages of the proposed tool would be 1) to incorporate safety issues for more
realistic food product/process/equipment situations; 2) to gain much greater
insight into processes; and 3) to introduce a concept that is rapidly becoming
part of design process. To tool also has the potential to increase productivity in
food research in academia.
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