This paper studies the transmission of monetary shocks to state unemployment rates, within a novel structural factor-augmented VAR framework with a timevarying propagation mechanism. We find evidence of large heterogeneity over time in the responses of state unemployment rates to monetary policy shocks, which do not necessarily comply with the response of the national unemployment rate. We also find evidence of heterogeneity over the spatial dimension, although geographical proximity seems to play an important role in the transmission of monetary shocks.
INTRODUCTION
During the last 40 years, the US has experienced many important economic adjustments. Monetary policy is currently more reactive to fluctuations in real aggregate variables, mainly inflation and output, than in the past (Clarida, Gali, and Gertler, 2000) . Aside from changes in monetary policy, the recent literature identifies a large reduction over time in the volatility of many macroeconomic variables, a phenomenon called the Great Moderation (see Stock and Watson, 2003 for a concise review). Nonetheless, little is known about how these changes in the US economy have been accumulated over time at the regional level.
Our current empirical understanding of the regional economies suggests that there are obvious differentials among regions and states. In particular, states within a region may have quite varied responses to monetary policy actions (Carlino and DeFina, 1999) , and these cross-state differences can be quite "large" (Owyang and Wall, 2003) . Additionally , Chappell Jr. et al. (2008) using data from the minutes of the Federal Open Market Committee (FOMC) meetings, document that regional economic conditions may affect policy-makers' decisions. Subsequently there is empirical evidence showing a strong interrelation between monetary policy and not only the aggregate economy, but also regional conditions. The purpose of this paper is to examine empirically the transmission of monetary policy shocks over time with regards to state unemployment rates in the US. Using a novel structural Factor-Augmented vector autoregression (FAVAR) with time-varying mean coefficients and stochastic volatility, We show that state responses to monetary policy are heterogeneous across different time periods, as well as across states. The specific modeling approach incorporated in this paper allows to weigh differently state responses during different periods, like recessions and expansions.
Why is it important to examine the evolution of regional and state unemployment? There are many attempts in the literature to identify the causes of regional unemployment differentials; see for example Patridge and Rickman (1995) and references therein. However, Blanchard and Katz (1992) give a nice demonstration of the "mystery" underlying the variability (volatility) of state unemployment rates over time:
"In 1987, the unemployment rate in Massachusetts averaged 3.2 percent, three percentage points below the national rate. Only four years later, in 1991, it stood at 9.0 percent, more than two points above the national rate. For firms taking investment decisions and for unemployed workers thinking about relocating, the obvious question is whether and when things will return to normal in Massachusetts." Blanchard and Katz (1992) Part of the question of "whether and when things will return to normal in Massachusetts" has to do with the efficiency of national monetary policy. Evaluating how different states respond to a monetary shock is very important during times where monetary policy is expected to be most effective in reducing unemployment and increasing output, i.e. economic downturns. In particular, post-World War II national unemployment rate bears no clear patterns of convergence towards a long-run trend, so there is a strong incentive to examine how monetary policy actions have affected state unemployment differentials.
In that respect, this article follows a typical structural VAR exercise, i.e. impulse response analysis and forecast error variance decomposition. However, the proposed modelling approach has large differences compared to standard VAR analysis. First, because regional data have usually large cross-sectional (number of regions/states) and small time-series (number of observations) dimensions, extracting factors can really help meditate curse of dimensionality problems. Essentially factor methods allow to extract just a few unobserved variables -called factors -which can account for most in the variability in the original regional variables, which can even be in the order of some hundreds of regions. Then the factors can be used to draw statistical inferences with considerable gains in estimation, by saving degrees of freedom. Lastly, allowing for time-varying coefficients there are large empirical gains from being able to evaluate the transmission mechanism of non-systematic monetary policy to the regional economies.
The next section discusses briefly the conventional VAR modeling used extensively by regional economists, and the new approach to regional monetary policy analysis introduced in this paper. Then the subsequent sections describe the data and methodology in an empirical assessment of the state-level effects of US monetary policy. The last section concludes with thoughts for further research.
STRUCTURAL REGIONAL MODELS

VAR model
The standard tool to examine the effects of monetary policy on the economy is to estimate a structural VAR (SVAR) on some key macroeconomic variables. In a regional setting in particular, this SVAR may include both regional and national variables, as well as the monetary policy tool. Models of this type admit the following reduced-form VAR(1) representation
where
is a vector of variables of interest at the regional level (state unemployment in the US, in this paper), X nat t is a vector of aggregate (national) macroeconomic variables that may proxy real activity, prices or monetary aggregates, and r t is a scalar containing the monetary policy instrument, i.e. the control variable of the Central Bank. The errors v t are Gaussian iid with mean zero and covariance matrix . This model has been used extensively to study the impulse responses of each region, when an unanticipated shock in the monetary policy occurs; see, among others, Arnold and Vrugt (2002) , DiGiacinto (2003) , Carlino and DeFina (1999) , Owyang and Wall (2009) and Georgopoulos (2009) .
There are two practical restrictions associated with this model making it inappropriate for the study of the transmission mechanism of monetary policy in regional economies. The first one, is that the shocks and the way these are propagated into the regional variables are all constant. As shown in the next, this problem can be addressed by using time-varying parameters. A second and more important caveat of VARs, is that the size of the vector of variables X state t can be unreasonable large and a curse of dimensionality problem may occur. Bloor and Matheson (2009) show how to solve this issue using shrinkage. However, the shrinkage priors they use cannot provide sufficient shrinkage when time-varying parameters are present, or when the number of regions is larger than the number of time-series observations (which is the case with many regional datasets).
Factor-Augmented, time-varying coefficients VAR
Following the dynamic factor model literature (c.f. Stock and Watson (2005) ), the information in contained in the variables in X state t is summarized in a few latent factors using a standard factor model of the form
The so-called common component, F t , summarizes most of the variability in the regional data using just a few factors F t . Dependent on the regional disaggregation level we want to choose, X reg t can be in the order of hundreds of regional variables, while the number of factors empirically will not be more than 10. Subsequently, the factor model is a parsimonious representation of regional data which are characterized by long cross sections (number of regions) but short time-series observations. The innovation errors u t contain the region-specific variations and, of course, any other econometric estimation or measurement error. The identifying assumption is that u t comes from a Normal distribution with zero mean and diagonal covariance matrix . The factors F t , the national variables X nat t and the monetary policy tool r t , follow a VAR with time-varying coefficients of the form
where in this case Y t = [F t ; X nat t ; r t ] 0 , with F t the vector of latent factors, F is a matrix of factor loadings and B jt are time varying coefficient matrices of each lag j = 1; : : : ; p. Regarding the innovations, it holds that u t N (0; H) with H a diagonal covariance matrix, and v t N (0; t ) with t a time-varying full covariance matrix, for each t = 1; : : : ; T . Following Cogley and Sargent (2005) , the error covariance matrix t is decomposed into a diagonal matrix t , and a lower triangular matrix A t with ones' on the diagonal, which has the form t = A 1 t t 0 t A 10 t . The time-varying parameters are summarized in B t , t and log t , which are vectors that stack the autoregressive coefficients B 1t ; :::; B pt , the non-zero and non-one elements of A t and the logarithms of the diagonal elements of t , respectively. The standard assumption is that these vectors of parameters evolve according to a random walk specification
where the errors t , t and " t are Normal with zero mean and covariances Q, S and W respectively, and they are uncorrelated with each other, as well as v t and u t , at all leads and lags. This formulation is very popular whenever time variation in the parameters is desirable, because estimation is feasible using state-space methods like the popular Kalman filter, see for example Durbin and Koopman (2001) .
The whole model consisting of equations (2) and (3) is a time-varying VAR augmented with factors (time-varying parameters factor-augmented VAR, or TVP-FAVAR, using the terminology of Bernanke, Bovin and Eliasz, 2005) . In equation (3), impulse responses are obtained at each point in time for the whole vector Y t as it is shown for example in Canova and Gambetti (2009) . The important implication of the TVP-FAVAR, is that the impulse responses for the observable variables X state t can be recovered as well, even though they do not explicitly enter equation (3). It is easy to prove that if we substitute equation (3) A different common approach to modeling regional data using dynamic factor models (see for example Stock and Watson, 2007) , is to assume that all regions load to a national factor, what is denoted by F t in equation (2), and at the same time, each state i loads on a state-specific factor, say F state i;t
. If the ultimate goal is to extract impulse responses, then the approach proposed in this paper is more parsimonious, since there is no need to estimate additional state factors F state i;t . Additionally, while estimating only one 'national' factor has the advantage of structural interpretability, empirically it explains only a low proportion of the variability (i.e. information) in the regional data. If we only care about measuring the effects of monetary on the regional economy, then it is more appropriate to extract more factors (probably 2 or 3), which results in more accurate estimation of the impulse responses.
Estimation and Priors
When using a dynamic factor model, the aim is to find estimates of the factors and the model parameters, which are both not observed. Bernanke, Boivin and Eliasz (2005) propose a Bayesian sampling procedure to estimate the factors and the parameters in one step. However it is difficult to follow the same estimation procedure when timevariation of the parameters is present in the model. That is because several identification issues arise in this case, which are not desirable in a structural model; see for example the discussion in Korobilis (2009) . DelNegro and Otrock (2007) use a dynamic factor model to extract a national house price index from regional variables and then at a second step they run a simple VAR on the estimated national house price index and some national variables. This is one example of a two-step approximation procedure, and DelNegro and Otrock (2007) use this approach for computational efficiency. In this paper, a different two-step estimation procedure is adopted, where the factors are first approximated using standard principal components (PC), and at a second stage the parameters are estimated using Markov Chain Monte Carlo Methods (MCMC), conditional on the PC estimates of the factors.
Recently, Stock and Watson (2008) use a regional dynamic factor model for housing construction data, with stochastic variances but constant mean-equation coefficients. They approximate the model solution using a two-step procedure which is different from the one followed in this paper. They first estimate the dynamic factor model assuming that all parameters are constant. Then they save the mean equation coefficients from the first step and at a second step they use Bayesian MCMC methods to estimate the unknown factors and the stochastic variances. As it turns out, the estimate of the factor they obtain from their dynamic factor model with drifting volatilities using their specific two-step estimation method, is very close to the principal component estimate (see Stock and Watson, 2008, Figure10) . This result supports the use of principal components method in this paper for the approximation of a time-varying coefficients dynamic factor model.
Treating the factors as observed (using the principal components estimates), reduces equation (2) to a simple multivariate regression and equation (3) to a TVP-VAR model. In particular, following for example Cogley and Sargent (2005) , the priors on the initial conditions on the states are of the form
while priors on the covariance matrices of the time varying parameters are of the form
where n Q , n S and n W are the number of rows (or columns) of the matrices Q, S and W respectively. The matrix V B is constructed based on the Minnesota prior (Litterman, 1986) . This prior involves running first a p-lag univariate autoregression for variable Y it and saving each residual standard error s i . Then the the prior variance of the r-th lag (r = 1; :::; p) of variable j in the FAVAR equation i takes the form
The parameter controls the tightness of the Minnesota prior and is set to 0.001 (see also Bloor and Matheson, 2009 ). The hyperparameters k Q , k S and k W are set to 0.0001, 0.01 and 0.0001 respec-tively. These choices are discussed in detailed in Cogley and Sargent (2005) and the reader is referred to this paper. Equation (2) has only parameters which are constant, and a noninformative ('Jeffreys') prior is used. Full estimation of the timevarying factor model involves a posterior simulator which draws the vector of parameters = ( ; H; B t ; A t ; t ; Q; S; W ). This is easily implemented as it is shown in Korobilis (2009); see also Koop and Korobilis (2009) for a review of Bayesian inference in VAR and FAVAR models with time-varying coefficients, using MCMC methods. The posterior densities convey all we need to know about the parameters, and allow to incorporate parameter uncertainty when extracting impulse responses. That is, we do not need to use the Bootstrap to obtain 'error bands' -the whole distribution of the impulse responses and quantities of interest, like quantiles, are readily available from the output of the MCMC algorithm.
EMPIRICAL RESULTS
The Data
We use quarterly observations that span the period 1976:Q1 -2008:Q3, available from the FRED database of the St. Louis Fed. In particular, the vector X state t
, from which factors are extracted, contains unemployment rates for 48 contiguous U.S. states. The aggregate variables that consist the vector X nat t are inflation and real GDP. Following the suggestions of Bernanke and Blinder (1992) , the monetary policy instrument r t is the Federal Funds rate. All variables are seasonally adjusted and transformed to be approximately stationary. Where monthly observations are available, quarterly series are constructed using the average over the three months of each quarter.
Model Selection
The first step in the analysis is to assess the usability of extracting factors from regional data. Model selection methods may suggest an optimal number of factors from a statistical point of view, but this not need to be the number of factors actually needed for policy analysis. Subsequently, experimentation is needed assuming different number of factors, see for example Bernanke, Boivin and Eliasz (2005) . It turns out that two factors provide reasonable impulse responses and explain more than 70% of the variation in the data, so results are based on the parsimonious choice of two factors. A visual assessment of how simple factors estimated with principal components can capture the comovements in regional data, is provided in Figure 1 . The reader should note that the data in Figure 1 are demeaned and standardized (mean zero, variance one), which is a prerequisite in order to extract principal components, but this does not affect the quality of inference.
Insert Figure 1 around here The main movements of the state-level unemployment rates and periods of high variability (like the period [1982] [1983] [1984] are well explained by the principal component estimates of the factors. This can be seen by comparing in Figure 1 the top panel which plots the observed unemployment rates, with the middle panels which plots the component F F t . What remains unexplained from the factor regression in (2), i.e. the innovations u t , are plotted on the bottom panel of the same figure. Experimenting with different number of lags of Y t in the FAVAR equation (3) shows that the impulse responses are qualitatively the same for two to four lags. However, the estimation error gets larger as the number of lags increases so that all results presented here are based on the parsimonious choice of two lags.
Evidence on the evolution of monetary policy responses
A close examination of the evolution of the model parameters can give a picture of how the US economy has evolved over the course of the data sample. The time varying covariance matrix t conveys all we need to know about the exogenous shocks to the economy. The time-varying mean equation parameters B t , along with the loadings F , allow us to assess how the exogenous shocks are propagated in the economy. Given that the model parameters are stochastic, and hence they admit a different value at each quarter, there are too many to present here. However of interest is to graphically assess the evolution of the exogenous shocks (time-varying volatilities) as implied by the Dynamic Factor model.
Insert (Stock and Watson, 2003) . However there is an evident increase in the volatility of inflation during the last 7 quarters of the sample which can be attributed to the current global financial crisis 2 . The advantage of the TVP-FAVAR is that we can extract time-varying impulse responses for all 51 observed variables of interest for all time periods. However, presenting all these responses for t = 129 periods and N = 51 variables is impossible. Figure 3 plots the impulse response functions for 10 states 3 , and for two time periods, 1985:Q1 (left-hand side plots) and 2002:Q1 (right-hand side plots). The inclusion of these specific US states and time periods in this figure was made arbitrarily. Nevertheless they are a representative sample of the similarities and differences in the way that regional 2 The other two real variables -interest rate and GDP -experienced large drops (increased volatility) after 2008:Q2. This period is in the very end of the sample, and hence their large volatility is not captured by the model. 3 There are five states (New York, Oklahoma, Connecticut, North Carolina and Montana) in the top panel, and five states (South Carolina, Massachusetts, Wyoming, Florida and Colorado) in the bottom panel of Figure 2 . economies respond to monetary policy. As expected from economic theory, almost all responses are positive and hump-shaped. It is only Montana in the top panels (both in 1985 and 2002 ) which responds to a rise in short-term interest rates with a sudden increase in unemployment, which eventually dies out at a geometric rate.
Despite some similarities in the shape of impulse responses, the differences in magnitude of the within-and between-regions responses over time are striking. To summarize these differences quantitatively, Table 1 reports the cumulative impulse responses at the 8-quarter horizon, for the first quarter of selected years. These long-run state responses are very high in magnitude for all states in the 70s, but they are significantly reduced after 1985 (great moderation). By 2007 and exactly before the financial crisis, many cumulative responses would actually become negative, implying that at that time even a contractionary monetary shock would not be enough to increase unemployment (as the events turned out, it was the Global crisis shock which would) Among all states, we can see that in 1979 West Virginia, Montana, Idaho and Kentucky responded much more than the rest of the states. By 2007 only West Virginia and Montana would have the highest long-run responses.
Insert Table 1 around here A question of interest is which is the mechanism underlying the different responses of states to monetary policy actions at different time periods. Answering this question would imply a full examination of how monetary policy affects regional financial conditions (Dow and Montangoli, 2007) , and how the response of each state is determined by its structure (Carlino and DeFina, 1999) . However, following the methods described in Crone (2005), we can characterize the state responses to monetary policy shocks using cluster analysis. The idea is to get a definition of regions based on similarities of state unemployment responses, so that homogeneous states belong to the same region. This is done using K-means clustering of the long-run state responses of unemployment presented in Table 1 (Crone, 2005; Stock and Watson, 2008) . One could use a grouping of the states based on BEA regions. This grouping is done in terms geographical contagion, which is a valid spatial interpretation of economic linkages between regions 4 . However, geographical proximity might not be the only explanation of economic performance and sensitivity to monetary policy actions (Crone, 2005) . Table 2 provides the clusters memberships of the 48 states. In order to chose the number of clusters, we followed the iterative algorithm described in Stock and Watson (2008) . There are no formal criteria to determine the number of clusters, and dendrograms and silhouette plots provide an approximate visual assessment. Hence we provide results for five clusters, which is the number that maximizes the silhouette value (Kaufman and Rousseeuw, 1990) . We can see that many of the states geographically belonging to the Mideast and New England regions are grouped together in cluster 3. However, this geographical separation is not always the case for all clusters. In cluster 5, the western states like California, Arizona and Oregon are clustered with eastern states like Florida, Maryland and Virginia.
Insert Table 2 around here Other than impulse responses, and their clustering of those we implemented, another exercise typical performed in VAR models is forecast error variance decompositions. Table 3 examines the fraction of the forecasting error of each state unemployment rate at the 30-quarter ahead horizon, that is attributable to a monetary policy shock. Notice first that the Federal funds rate accounts for around 10% of the forecast error variance of national unemployment rate at the 60-month horizon (see Bernanke, Boivin and Elsiasz, 2005, Table I ). Given this result, Table 3 shows significant variation in the way the Federal funds rate affects the forecast error variance of state unemployment rates. For states like West Virginia, Montana, and Kansas monetary policy shocks account for up to 20% of variation in their unemployment rates, with Colorado being the only state well exceeding this percentage at all periods. We would expect, as is the case with national unemployment rates, that the effects of monetary policy have increased during the Monetarist Experiment period (the first 5 years of the Volcker Chairmanship, 1980 Chairmanship, -1985 and just before the Global crisis of 2007-2008 (see for instant Texas). However the variation in forecast error decompositions is quite random, revealing the heterogeneity in state unemployment rates.
CONCLUSIONS
This article examined a factor-augmented vector autoregression with time-varying parameters and stochastic volatility. We modify the studied of Korobilis (2009) to the case of studying the effects of monetary policy on regional economies. We examined the dynamic effects of monetary policy on US state unemployment rates and find that at the disaggreted level there is large heterogeneity which can only be attributed to the regional economic conditions. Subsequently our future work is focused to use the parsimonious dynamic factor model to analyze state economies using many indicators. This would involve using state unemployments (as we did in this paper), employment, production and other indicators of economic activity, and extract a single factor from each regional indicator. Given available data, this would allow a wholistic approach to the isse of examining how monetary policy has affected the economy both in space (states/regions) and time. 
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