When assessing the influence of selected factors on capital structure, the researcher has to choose the set of determinants taken into account, their measurability and the estimation method for regression model. However, as shown by this data set, the results vary significantly when the model is estimated with ordinary least squares, fixed effects or generalized method of moments. Taking into account the properties of the data describing capital structure and its determinants, generalized method of moments should be the first choice for the model in question. As generalized method of moments estimators can easily generate invalid results, it is necessary to assess the validity of the model with suitable tests. This study compares the results of parameter and standard errors estimates for the capital structure models. Lagged debt ratio and size have positive impact on debt ratio while profitability, business risk and industry median debt ratio have negative impact for companies listed in Poland.
Introduction
Although the decisions considering capital structure of the companies are very complex, they are one of the most important financial decisions affecting the performance of the company. Therefore it is important for the researchers to understand the mechanics of capital structure and its determinants. There are two principal theories explaining which factors may influence the choice of financing sources: the pecking order theory and the trade-off theory.
The static pecking order theory, introduced by Myers (1984) and Myers and Majluf (1984) , claims that there is a strict preference between the financing sources. Internal sources are the first being used, and afterwards the company turns to external sources. When it comes to the latter, additional debt is preferred, while increase in stockholders' equity is considered as a last resort. The capital structure can be therefore viewed as a result of previous decisions concerning the choice of financing sources (Shyam-Sunder and Myers, 1999) . In the dynamic version of pecking order theory, it is possible for the preferences stated above to change depending on the situation on capital markets and valuation of the company (Lucas and McDonald, 1990 ).
According to the trade-off theory, a company has an optimal capital structure, which balances the positive and negative influence of debt on the value of the company (Huang and Ritter, 2009) . Among the advantages of debt, the most important is tax shield, which increases profitability and value of the company. However, increasing debt may lead to higher costs of financial distress, i.e. direct and indirect costs of bankruptcy, lack of financial elasticity or the necessity to cut the dividends (Frank and Goyal, 2009 ). In the static trade-off theory, the target capital structure of the company is fixed, while the deviations from this target are only temporary (Myers, 2003) . In the dynamic version of the theory, the target itself may vary due to changes in company's financial situation, therefore the deviations from the target may be observed for longer periods of time (Leary and Roberts, 2005) .
Taking into consideration empirical research concerning capital structure, there are three main questions asked by the researchers: related to the choice of the financing source, related to the determinants of capital structure, and comparing the research methods and statistical tests.
The research concerning the choice of financing sources focuses on the identification of the set of factors influencing the decision in question. These studies include mainly external sources of financing. The choice between equity issue and bond issue was analyzed by Mande, Park and Son (2012) . Gozzi, Levine and Schmukler (2010) studied the decision to use external equity financing in comparison with other sources, while D'Mello and Miranda (2010) described the companies that decided to use debt financing for the first time. Other studies analyzed the determinants of the choice of external source of financing (e.g. Hale, 2003) .
As far as capital structure determinants are concerned, their goal is to identify a set of factors affecting debt ratios of the companies. The most prominent studies include Rajan and Zingales (1995) , Frank and Goyal (2009) , Lemmon, Roberts and Zender (2008) and Huang and Ritter (2009) . As Elsas and Florysiak (2008) claim, the set of determinants identified by Rajan and Zingales (2995) should be pointed as fundamental: these are tangibility of assets, growth possibilities, size and profitability.
The studies concerning research methods are based on both the data concerning companies and the data generated in simulations. Their main purpose is to assess if the methods suggested by other researchers allow differentiating between the companies having target capital structure and those making financing choices in line with the pecking order theory. Such studies include, among others, Lemmon and Zender (2010) , Leary and Roberts (2010) and Chang and Dasgupta (2009) .
The aim of this study is to compare the direction and magnitude of the impact of selected factors on capital structure of companies listed in Warsaw Stock Exchange depending on the estimation method chosen for the regression model. There were three estimators used in the study: ordinary least squares (OLS), fixed effects (FE) and generalized method of moments (GMM). As far as explanatory variables are concerned, the chosen set of factors include profitability, size, growth possibilities, tangibility of assets, business risk and industry median debt ratio.
It should be underlined that previous research concerning capital structure determinants did not reach consensus concerning the set of factors that affects debt ratios. Apart from the fundamental explanatory variables listed above, there is a large number of studies adding further variables to the set of possible determinants. Moreover, there are numerous measures for the identified factors used in previous studies. Adding to this the differences in research methods, the results concerning the direction of the impact of selected factors on capital structure, its magnitude and significance differ widely between the studies.
Further, more detailed research concerning capital structure of the companies brings us closer to the understanding of the mechanisms of capital structure formation. As a consequence, it becomes possible to assess the choices of financing sources made by companies and its impact on the value for the shareholders.
As far as studies of companies operating in Poland are concerned, although their number is moderate, they are mainly fragmented. Most of the studies use simple statistical methods (descriptive statistics, correlation analysis, multiple regression models estimated with OLS or FE). The study in question complements previous research for polish companies, enabling the comparison of the capital structure determinants for companies operating in Poland as a developing country and factors identified as important for the developed countries.
The rest of the paper is structured as follows. In section 2. there are presented the main factors influencing capital structure of the companies, identified on the basis of both theoretical and empirical research. Section 3. expands on the assumptions of estimation methods used for capital structure models, as well as consequences of their violations. In section 4. The data set is described. Section 5. focuses on the estimates of regression models explaining debt ratios of companies listed on Warsaw Stock Exchange, together with the discussion of the results. The last section concludes.
Determinants of Capital Structure
The capital structure theories described above differ not only in the set of factors which influences the capital structure, but also in the direction of this influence. According to the pecking order theory, tangibility of assets, profitability, liquidity and business risk should have negative influence on the amount of debt used by the company, whereas the influence of growth possibilities, size and payment of dividends should be positive (Mazur, 2007) . The static trade-off theory disagrees when it comes to tangibility, profitability and liquidity (positive influence), while the influence of growth possibilities should be negative. Both theories agree on the impact of size and business risk. Moreover, the static trade-off theory predicts that the company uses more debt when it faces higher tax rate, when its products are less unique and when it has lower value of non-debt tax shield (Mazur, 2007) . Considering the results of the empirical research conducted in the field of capital structure determinants, there is consensus concerning neither the set of the factors, not the direction of their impact on companies' debt ratios. Taking into account selected studies presented in Table 1 , the most often included capital structure determinants are: profitability, growth possibilities, size, tangibility of assets, industry, non-debt tax shield, R&D expenditures and business risk. Moreover, several studies analyzed also the impact of such factors as: dividend payments, tax rate, liquidity, financial deficit, equity rates of return, cost of sales and rating of company's debt.
Most of the studies start from the set of determinants analyzed by Rajan and Zingales (1995) , who included growth possibilities, profitability, tangibility and size. A broader set of factors was analyzed by Harris and Raviv (1992) , who considered also non-debt tax shields, investment opportunities, earnings volatility, default risk, advertising expenditures, R&D expenditures, and product uniqueness. A thorough examination of factors suggested by the previous research was conducted by Frank and Goyal (2009) , who concluded that apart from the determinants suggested by Rajan and Zingales (1995) , median industry debt ratio and expected inflation should be also taken into account.
As can be seen in Table 2 , in the empirical research concerning companies operating in Poland, there was a similar set of determinants used most often: profitability, tangibility of assets and size. Moreover, liquidity and age of the company were also popular. Other capital structure determinants suggested by previous research include growth possibilities, non-debt tax shield, information asymmetry measures, shareholder structure and product uniqueness. debt tax shield, interest tax shield, probability of bankruptcy and currency exchange rates significantly affect the debt ratios of companies operating in Poland. As far as determinants and its measures are concerned, a thorough review can be found in Frank and Goyal (2009) or Kumar et al. (2017) .
For this study, the dependent variable is defined as total debt ratio, measured as the relation of book value of total liabilities to the sum of the book value of liabilities and market value of equity. The set of factors used as explanatory variables include profitability, size, growth possibilities, tangibility of assets, business risk and industry median debt ratio.
Estimation Methods Used for Capital Structure Research
Inconsistent results of previous empirical studies result from differences in several aspects of research plan. Firstly, researchers take into account varying set of factors used as determinants of debt ratios. Secondly, the factors in question are operationalized by various measures. Thirdly, the magnitude and direction of the influence of selected factors on companies' debt ratios might differ depending on the estimation method chosen by the researchers.
Taking into account the estimation methods used to assess the importance of the determinants, among the most popular are OLS estimator and FE estimator. More advanced approaches are generalized methods of moments estimators (GMM), in particular ArellanoBond (1991) estimator, Blundell-Bond (1998) estimator and Hahn et al. (2007) estimator. Selected empirical research using the listed methods is presented in Table 3 . Influence of the selected determinants of capital structure is assessed on the basis of panel data, where time dimension is significantly smaller than the number of companies. Moreover, debt ratios are characterized by high persistency, i.e. its current realizations are highly correlated with past ones (Roodman, 2006; Wintoki, Linck and Netter, 2012) . As far as independent variables are concerned, the factors describing the situation of the company are not strictly exogenous, i.e. they may be correlated with past and current realizations of residuals (Roodman, 2006; Wintoki, Linck and Netter, 2012) . Such properties of the data indicate that regression models explaining the companies' debt ratios may suffer from severe biases, resulting in unreliable estimates of both parameters and their standard errors.
Given the characteristics of the debt ratios and their determinants described above, the relation in question should be analyzed with dynamic panel data models (Antoniou, Guney and Paudyal, 2008) . The estimators for these models are designed to deal with the issues of endogeneity, persistence of dependent variable and two-dimensional residuals (by time and by companies) (Baltagi, 2008) . These are, among others, Arellano-Bond (1991) estimator (called "difference GMM", GMM-DIFF), Blundel-Bond (1998) estimator (called "system GMM", GMM-SYS) and Hahn et al. (2007) estimator (called "long-differencing estimator", LD).
When estimating the regression models explaining debt ratios with OLS method, the standard error estimates are biased due to two-dimensional residuals (Baltagi, 2008) . Moreover, the parameter estimates themselves are biased and inconsistent due to correlation between lagged dependent variable (used as a regressor in dynamic models) and the residuals (Baltagi, 2008) . OLS method does not account for fixed effects for the companies (Antoniou, Guney and Paudyal, 2008) . Moreover, OLS requires strict exogeneity of independent variables, which is not true for capital structure determinants (Antoniou, Guney and Paudyal, 2008) .
In comparison to OLS, FE estimators take into account the two-dimensional residuals, as well as fixed effects for the companies (Baltagi, 2008) . It results in consistent estimates for independent variables, however the parameter estimates for lagged dependent variable and for fixed effects remain biased (Baltagi, 2008) . As a consequence, the FE Within estimator is biased, and its consistency depends on large time dimension of the data (Nickell, 1981) .
Although both OLS and FE estimators are biased for dynamic panel data, the direction of their bias is opposite. OLS parameter estimates are lower than true parameters, while FE parameter estimates are higher than their true values (Antoniou, Guney and Paudyal, 2008; Wintoki, Linck and Netter, 2012) . More accurate estimates can be obtained by using GMM-DIFF and GMM-SYS. Both of these estimators are generalized method of moments (GMM) estimators, which use instrumental variables (IV) method. IV method requires identifying a set of variables, called instruments, which are highly correlated with independent variables, but uncorrelated with the residuals (Hurlin, 2010) . By eliminating the correlation between dependent variables and residuals, the regression estimates become consistent. As far as GMM estimator is concerned, its parameter estimates are calculated by equating theoretical moments with their empirical counterparts or estimates (Hurlin, 2010) . Contrary to the maximum likelihood method of estimation, GMM method does not require the distribution function of the data to be known.
Both GMM-DIFF and GMM-SYS estimators are based on the assumption that there are no external instruments available (Baltagi, 2008) . Arellano and Bond (1991) suggested that after first-differencing the equation and eliminating fixed effects, levels of the explanatory variables can be used as instruments for GMM. It has to be noted, however, that such a transformation aggravates the problem of missing data. One of the solutions is to use forward orthogonal deviations transformation (FOD), i.e. to calculate the differences between current value of the variable and average future values of this variable (Roodman, 2006) . Another modification, introduced by Blundell and Bond (1998) , was to use first differences of variables as instruments for their levels. As a consequence, GMM-SYS is based on both levels and first differences as dependent variables (Roodman, 2006) . Then it is possible to include time-invariant variables and use more of the information from the data.
For OLS estimates to be valid, it is necessary to ensure that residuals are uncorrelated, homoscedastic and have normal distribution. GMM estimators do not require these assumptions to hold (Wintoki, Linck and Netter, 2012) . However, crucial for both GMM-DIFF and GMM-SYS is lack of autocorrelation of second order and higher of residuals (after elimination of fixed effects) (Roodman, 2006) . Moreover, GMM estimates are highly dependent on the quality of the instruments (Baltagi, 2008) . Weak instruments may result in The Importance of Estimation Method Choice for Szomko the Analysis of the Determinants of Capital Structure biased estimates, especially if full set of moments is used and their number is high compared to the number of analyzed individuals or companies. The problem of weak instruments is more pronounced for GMM-DIFF estimator, for shorter panels and more persistent data (Antoniou, Guney and Paudyal, 2008) .
The GMM assumptions are verified by two tests: Arellano-Bond test of second order autocorrelation and Sargan test of instruments' validity (Baltagi, 2008) . The former test's null hypothesis is lack of serial correlation between first differences of the residuals and their values lagged by two periods. The latter test is used to check for joint validity of overidentifying moment conditions. The Sargan test has a tendency to reject the null hypothesis when residuals are heteroskedastic, and its robust variant is Hansen test (Roodman, 2006) . GMM methods may seem like a remedy for all the problems of data on capital structure and its determinants. However it has to be underlined that GMM-DIFF and GMM-SYS are complicated, thus they easily generate invalid estimates (Roodman, 2006) . Moreover, asymptotic qualities of the estimators are not a good predictor of their characteristics in finitesample models (Ahn and Schmidt, 1995) . It is though possible to check the estimators by using simulated data, based on real capital structure data. Such a study was conducted by, for example, Flannery and Hankins (2013) . The authors concluded that estimation with GMM-SYS results in reliable parameter estimates regardless of the endogeneity or persistence observed in the sample. GMM-SYS estimator proved to be better than OLS, FE, GMM-DIFF and LD. It should be noted that LD estimator, which was supposed to lower the severity of weak instruments problem in GMM (Hahn et al, 2007) , generated 5-fold increase in standard errors when the data were highly persistent (Flannery and Hankins, 2013) .
Biased results of OLS estimation are also confirmed by empirical studies based on real data (Deesomsak, Paudyal and Pescetto, 2009; Ozkan, 2001 ). Another finding is that GMM-DIFF estimates of parameter variance are higher than for GMM-SYS (Deesomsak, Paudyal and Pescetto, 2009; Ozkan, 2001) . Considering the properties of the data on debt ratios and their determinants, the assumptions of OLS and FE estimators are highly unlikely to be met. As far as GMM methods are concerned, GMM-SYS parameter estimates can be more reliable than GMM-DIFF estimates. However it has to be stressed that due to the complexity of GMM methods, more than one GMM model should be estimated to compare the obtained estimates (Baltagi, 2008) .Moreover, it is possible to assess the influence of selected factors on debt ratios only if the models' assumptions are met.
Data and Methodology
The aim of this study is to analyze the influence of selected factors on debt ratios of companies listed on Warsaw Stock Exchange.
The sample consists in companies listed in continuous system trading in 2002-2015. The financial data of the companies are taken from Notoria Serwis Database. Taking into consideration the nature of companies' sources of financing, the following industries are excluded from the sample: banking, insurance, other financial, capital market and conglomerates. Moreover, in order to guarantee the comparability of the data, the companies whose shares trade in currency other than PLN are excluded. There are 3 079 observations for 479 companies included in the sample.
The dependent variable in the study is total debt ratio, defined as ratio of book value of total liabilities to the sum of book value of total liabilities and market value of equity. The market debt ratio was chosen instead of book debt ratio due to its forward-looking character and proximity to internal value of the company (Santos, Moreira and Vieira, 2014; Welch, 2004) .
As far as capital structure determinants are concerned, the study focuses on the following factors: profitability, size, growth possibilities, tangibility of assets, business risk and industry classification. Profitability is measured with ratio of earnings before interest, taxes, depreciation and amortization (EBITDA) to total assets (e.g. Chang and Dasgupta, 2009; Dang, Kim and Shin, 2012; Kayhan and Titman, 2007; Rashid, 2014) . Size of the company is measured by natural logarithm of total assets (e.g. Elsas and Florysiak, 2009; Faulkender et al, 2012; La Rocca et al, 2009; MacKay and Phillips, 2005; Oztekin and Flannery, 2012) . Growth possibilities are measured by ratio of market value of equity to book value of equity (e.g. Chang and Dasgupta, 2009; Elsas and Florysiak, 2009; Faulkender et al, 2012; MacKay and Phillips, 2005; Oztekin and Flannery, 2012) . Tangibility of assets is measured as ratio of sum of property, plant, equipment and inventory to total assets (e.g. Frank and Goyal, 2009 ). Business risk is measured as standard deviation of ratio of operating cash flows to total assets, calculated over 3-year period (e.g. MacKay and Phillips, 2005) . Industry classification is included in the model by industry median debt ratio as one of independent variables (e.g. Faulkender et al, 2012; Frank and Goyal, 2009; Lemmon, Roberts and Zender, 2008; Oztekin and Flannery, 2012; Rashid, 2014) .
The impact of profitability, growth possibilities, tangibility of assets, business risk and industry classification on debt ratios is measured by multiple regression model. The explanatory variables are lagged by one period and include lagged dependent variable. As a consequence, the regression model has the following form: 
where: y -total debt ratio, x 1 -profitability, x 2 -size, x 3 -growth possibilities, x 4 -tangibility of assets, x 5 -business risk, x 6 -industry median debt ratio, b 0 -b 7 -parameter estimates, ε -residuals.
Results and Discussion
Parameter estimates and their standard errors (in italics) for different estimation methods are presented in Table 4 . Model estimated with OLS accounts for possible heteroskedasticity. Robust standard errors are also used with FE estimation. For GMM methods, all possible lags of explanatory variables are included in the model, with robust standard errors and FOD transformation for both GMM-DIFF and GMM-SYS models. Note: Year dummies are included in the estimation for all models. ** -significantly different from zero at 0.01 significance level, * -significantly different from zero at 0.05 significance level.
As it was stated in section 3, both OLS and FE estimates are biased, but the direction of the bias is opposite. Therefore the parameters obtained with GMM estimators, if close to true value, should be higher than OLS estimates, but lower than FE estimates. Moreover, the comparison of OLS, FE and GMM estimates shows the magnitude of the parameter bias.
Lagged total debt ratio has a significant positive impact on total debt ratio according to all the models (at any significance level). However, the magnitude of its impact differs largely between the models -it is the lowest in FE model (0.4406), while the highest for OLS model (0.7865).
Profitability has a negative significant influence on debt ratio for all the models (at significance level 0.05 for GMM-DIFF and at any significance level for other estimators). The impact of this variable also varies considerably depending on the estimator chosen, being the lowest for FE (-0.09988) and the highest for GMM-DIFF (-0.0582).
Size has a significant positive impact on debt ratio for all the models except GMM-SYS (at any significance level). It should be noted, however, that the differences in its parameters are even higher than for lagged debt ratio and profitability. The lowest parameter estimate is produced by GMM-SYS model (0.0056). For GMM-DIFF model the parameter in question is 6 times higher than for GMM-SYS model.
The impact of growth possibilities on debt ratio is not significant, though it is negative for all the models. When it comes to tangibility of assets, its influence on debt ratio is also insignificant. For this explanatory variable parameter estimate is negative for OLS model, while positive for other models. Moreover, negative insignificant impact of business risk on debt ratio was also identified by GMM-DIFF and GMM-SYS models. The impact of industry mean debt ratio was also insignificant, though positive according to all the models.
As far as fixed effects for years are concerned, they were included in the GMM models in order to control for the changes of macroeconomic environment. The parameters for year dummies in both GMM-DIFF and GMM-SYS are not monotonous or close to monotonous. As the magnitude of the parameters in question is not crucial for this study, they will not be thoroughly discussed.
Comparing parameters' standard errors for models presented in Table 4 , the estimates for GMM-SYS are lower than GMM-DIFF standard errors for all explanatory variables. Standard errors for profitability are lower with GMM-SYS than with OLS. Moreover, they are lower than estimated by FE method for size.
The second part of Table 4 . presents the results of post-estimation tests for GMM models, i.e. the values of test statistics and its probability values (Pr>z for Arellano-Bond tests and Prob>chi2 for Sargan and Hansen tests). For the GMM-DIFF model, Arellano-Bond test suggest presence of autocorrelation of residuals up to first order (but not of second order and higher), while Hansen test's implausible value of 1.000 suggest that the number of instruments is too large in comparison to number of observations (Roodman, 2006) . Therefore the instruments of GMM-DIFF are not valid. The same conclusion is reached on the basis of GMM-SYS tests. In order to improve the properties of instruments, only lags of second order and higher should be used for estimation (Roodman, 2006) . The results of fitting the GMM-DIFF and GMM-SYS models with instruments lagged two and higher are presented in Table  5 . GMM-DIFF1 and GMM-SYS1 include all possible lags from second order, while GMM-DIFF2 and GMM-SYS2 are based on, respectively, lags two to four and two to three. Table 5 . suggest significant impact of lagged debt ratio and profitability on companies' debt ratios. Moreover, GMM-DIFF models suggest that size has positive significant impact on debt ratios (although with GMM-DIFF1 only at 0.1 significance level).
In the GMM-DIFF2 model (with lower number of instruments) all the explanatory variables have the same direction of influence on debt ratio as in GMM-DIFF1 model (except for insignificant variable: tangibility of assets). The coefficients for lagged debt ratio and profitability are higher than in GMM-DIFF1, while for size the parameter in question is lower than in GMM-DIFF1 model.
In comparison with basic GMM-DIFF model (estimates reported in Table 4 .), the GMM-DIFF2 (estimates reported in Table 3 .) parameters' estimates were higher for lagged debt ratio and size. It should be noted that the coefficient for size estimated with GMM-DIFF2 constitutes only 8.4% of the magnitude estimated with GMM-DIFF model.
The parameter with lagged dependent variable is higher for GMM-SYS2 than for GMM-SYS1 model. When comparing GMM-SYS2 and GMM-SYS (estimates reported in Table 4 .), higher estimates for the former model were obtained for lagged debt ratio.
The differences in magnitude between models estimated with Blundell-Bond (1998) method are smaller than for Arellano-Bond (1991) method. The differences between GMM-SYS2 and GMM-SYS1 parameters are the highest for size (-39.5%).
It should be underlined that according to the results of this study, the direction of impact of selected capital structure determinants is consistent across the GMM models for all significant variables. Lagged dependent variable and size have positive impact on debt ratio, while profitability has negative impact on debt ratio. Nonetheless, the choice of the model might matter as far as direction of the impact for insignificant variables is concerned -as the results of this study shows, the parameter estimates for growth possibilities and tangibility of assets change the sign depending on the chosen estimator.
Comparing standard errors of the parameters, their estimates for all the explanatory variables are higher for GMM-DIFF2 model than for GMM-DIFF1 and GMM-DIFF models (except for insignificant variable: business risk). A similar conclusion can be reached for GMM-SYS2 model in comparison to GMM-SYS1 and GMM-SYS models (all standard errors are the highest for GMM-SYS2 model). At the same time, it should be noted that the standard errors for the GMM-SYS2 model are lower than for GMM-DIFF2 model for all significant independent variables.
As far as instruments' validity tests are concerned, the models presented in Table 3 . confirm the existence of autocorrelation of residual differences of first order, as it was observed with GMM-DIFF and GMM-SYS models presented in Table 4 . However, this is not a problem, since the estimation was based on explanatory variables lagged two and more periods as instruments (Roodman, 2006) . At 0.05 significance level, Hansen test implies the joint validity of overidentifying restrictions. Therefore both GMM-DIFF2 and GMM-SYS2 models can be assessed as valid.
The robustness of the results was verified on the basis of GMM model settings. When the model was estimated without year dummies, business risk and industry median debt ratio had significant negative impact on debt ratios. Moreover, the specification of GMM models could include clustered standard deviations at the sector level. Such a solution influenced only standard errors of the parameters, while the importance of the factors was not affected materially.
Taking into the consideration autocorrelation of first order identified in both models and joint validity of overidentifying restrictions, GMM-DIFF2 and GMM-SYS2 models are considered as appropriate for assessing the importance of selected determinants of capital structure. However, as estimates of parameter standard errors are lower for GMM-SYS2 than for GMM-DIFF2, the GMM-DIFF2 model is preferred from the econometric point of view. It should though be noted that in GMM-DIFF2 model, the impact of profitability on debt ratio is not significantly different from zero. Therefore for assessing the importance of selected variables from the economic perspective, the consistent results of both GMM-SYS2 and GMM-DIFF2 models should be taken into account. The results of the study in question -i.e. the differences in the set of significant capital structure determinants -support the claim that it is advisable to assess the determinants of capital structure on the basis of set of models instead of relying on a single specification chosen by the researcher.
The positive impact of lagged total debt ratio on total debt ratio of companies is consistent with the predictions of trade-off theory, as well as results of previous studies. Profitability has insignificant negative influence on debt ratio, though the parameter estimate for this variable with different models was significantly different from zero. Negative impact of profitability is against trade-off theory, but in line with the predictions of pecking order theory. The negative impact of profitability was also confirmed by previous research (e.g. Elsas and Florysiak, 2009; Harris and Raviv, 1992; Rajan and Zingales, 1995) . The positive impact of size on debt ratios is in accordance with both trade-off theory and pecking order theory. It is also in line with previous research (e.g. Elsas and Florysiak, 2009; Frank and Goyal, 2009; Harris and Raviv, 1992; Rajan and Zingales, 1995) .
Conclusions
The purpose of this article was to analyze the differences in direction and magnitude of selected factors on debt ratios depending on the estimation method used. There were four estimators applied: OLS, FE, GMM-DIFF and GMM-SYS. Taking into account the assumptions of OLS and FE methods, the determinants of capital structure should be analyzed with GMM estimators. Moreover, the validity of GMM models was tested with ArellanoBond test of autocorrelation and Hansen test of instruments' joint validity. The choice of instruments' lags used for GMM models estimation was motivated on the basis of the tests in question.
The results of the study illustrate the importance both selection of the appropriate estimation method and the verification of its assumptions. Although the models presented in this study pointed to the consistent set of factors significantly affecting debt ratios of companies listed on Warsaw Stock Exchange, the magnitude of their impact differed widely between the models. When the debt ratio of the company in the previous period was 0.1 higher, the debt ratio in current period is higher by 0.0441 (FE estimate) to 0.0804 (GMM-SYS estimate with instruments' lags 2 to 3). When the profitability in previous period was higher by 0.1, the debt ratio in current period is lower by 0.0058 (GMM-DIFF estimate, all possible instruments' lags) to 0.0124 (GMM-DIFF estimate with instruments' lags 2 and higher). When it comes to size, when in the previous period it was higher by 0.1, the current debt ratio is higher by 0.0004 (GMM-SYS estimate with instruments' lags 2 to 3) to 0.0040 (GMM-DIFF estimate with instruments' lags 2 to 4). Taking the above into account, the importance of proper model specification cannot be underestimated for the assessment of importance of factors describing company's financial situation.
There are several limitations of the study, which could be used as the basis for further research. Firstly, the study focuses on the differences between selected estimation methods. There was only one set of factors and one set of measures used in the study. Future research could analyze the results depending on different set of factors and different measures of the factors chosen for this study. Secondly, the study focused on factors describing financial situation of the companies, while omitting the measures of macroeconomic environment and growth of the economy. Thirdly, the results of this study are based on the data for companies listed on Warsaw Stock Exchange. It could be of interest to compare the results with studies concerning other country or set of countries.
To conclude, it should be noted that the issue of factors affecting capital structure is far from being resolved. Further research in this field should nonetheless pay close attention to the requirements and characteristics of the statistical methods chosen by the researcher, as they might affect the results of the study. As shown by this study concerning capital structure of Polish companies, it is advisable to estimate different models and compare the results in future studies, as the estimation method matters for the magnitude of the impact of the determinants of debt ratio.
