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ABSTRACT
In this paper, the problem of scalable video delivery over a time-
varying wireless channel is considered. Packet scheduling and
buffer management in both Application and Medium Access Control
(MAC) layers are jointly considered. Various levels of knowledge
of the state of the channel are considered. The control is performed
via scalable layer filtering (some scalability layers may be dropped).
In all cases, the problem is cast in the context of Markov Decision
Processes which allows the design of foresighted policies maximiz-
ing some long-term reward. Without channel state observation, the
control has to rely on the observation of the level of the MAC buffer
only. Experimental results show that even with a lack of knowledge
of the channel state, the foresighted control policy provides only a
moderate loss in received video quality.
1. INTRODUCTION
The increase of available bandwidth in wireless networks allows a
larger diversity of services provided to users. Mobile television,
video on demand (payed or via YouTube), telephony via data chan-
nel are applications that are currently emerging. Providing good-
quality compressed data to mobile receivers with widespread large-
display devices, such as smart-phones or tablets is becoming more
and more difficult. Apart from the bandwidth scarcity, due to an in-
creased number of users, multimedia delivery to wireless receivers is
particularly challenging to the time-varying characteristics of wire-
less channels (error-rate and bandwidth) and to delivery delay con-
straints of some applications such as mobile television or telephony.
Scalable coders, such as H.264/SVC [1] for video, have been de-
veloped to partially address these issues. Packets with various prior-
ity levels are generated. Receiving only the highest-priority packets
allows to get an acceptable quality, which increases with the number
of lower-quality packets correctly received. One of the main draw-
back of this approach is that any low-priority packet is useless unless
all associated higher-priority packets have been received. Therefore,
an efficient packet scheduling scheme has to be designed either in
unicast or in multicast scenarios.
This paper focuses on Quality of Service (QoS) optimization
in the context of scalable video streaming applications to mobile
users. When considering unicast applications, various types of feed-
back from the receiver may be obtained, for example at the appli-
cation layer via RTCP feedback [2] to get information about the
level of buffers at application layer or at MAC layer via HARQ
ACK/NACK [3] to get information about the channel conditions.
Using information fed back to the controller, [4] have designed
scheduling schemes for time-varying channel conditions. In [4], a
cross-layer scheduling architecture for video transmission is pre-
sented; the time-varying characteristics of the wireless channel are
modeled by a discrete-time Markov model, which state is fed back
to the controller. Scalable video coders have been considered in
[5, 6], focusing on the application layer. A Markov Decision Process
(MDP) framework [7] is considered to design a long-term control
policy accounting for the level of the playback buffer. In [8, 9, 10]
and [11], focus is more on the MAC layer, since these papers ad-
dress buffer management problems within the Radio Access Net-
work (RAN). Application packets may be dropped depending on
their priority and on the level of the buffers at the MAC layer.
The main difficulty when designing such control schemes is that
feedback comes with delay. This delay may be of the order of tens
to hundreds of milliseconds for HARQ ACK/NACK messages to
one or several seconds for RTCP packets, which may cause stability
problems. Our aim in this paper is to design a cross-layer control
mechanisms in an MDP framework [12, 13] to control the level of
buffers at MAC and at Application layers at the transmitter side only
of a communication chain. Feedback at MAC layer is implicitly
used, but no feedback at Application layer is considered, avoiding
the use of delayed measurements. The considered scalable video
transmission scheme is presented in Section 2. The control is per-
formed by a filtering of the scalability layers of the encoded video.
A Markov model of the channel is considered and three hypotheses
concerning the knowledge of the state of the channel are considered,
namely, known state, known state with delay, and unknown state.
Even in the last two cases, the design of a control law may be cast
in a classical MDP framework, see Section 3. Experimental results
show that when a foresighted policy is considered, the absence of
knowledge of the channel state results in a moderate degradation of
the behavior of the system, thanks to the availability of the MAC
buffer state, which provides a reasonable estimate of the state of the
channel, see Section 4.
2. SYSTEM
The considered single user unicast streaming system is sketched in
Figure 1. The core network consists of a streaming server, hosting a
scalable video coder, a proxy, and a base station. Packets are trans-
mitted through a wireless channel and received by a mobile client.
Among the components of the base station (Node B), this paper con-
siders mainly the MAC buffer. The MAC scheduler of Node B, as
well as its physical layer, its radio front-end, the wireless channel,
the physical layer of the receiver, and the part of the MAC layer at
receiver side managing ACK/NACK procedures are denoted in the
remainder of the paper as the channel. No RTCP feedback is consid-
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Fig. 1. End-to-end video streaming scheme
may be exploited to derive the state of the channel.
2.1. System description
In the streaming server, the video sequence is segmented into frames
encoded into a base layer and a set of L − 1 enhancement layers.
Access Units (AU) represent basic processing units, macroblock(s),
slices, or frame(s), consisting of the base layer and its correspond-
ing enhancement layers. Here an AU corresponds to a single frame
identified by its time index t. AU are generated with a constant pe-
riod of time ∆t. An H.264/SVC Medium-Grain quality Scalable
(MGS) coding scheme [14] is considered in this paper. Its encoding
parameters (quantization steps, frame rate, etc.) are controlled by the
streaming server (not by the controller designed in this paper), inde-
pendently of the remainder of the transmission chain. Moreover, a
base layer only control scheme [1] for the encoder is adopted to min-
imize the drift when refinement layers are lost. Each SNR layer of
each encoded frame is packetized into RTP/UDP/IP packets, which
are delivered via an over-provisioned core network (assumed loss-
less) to L post-encoder buffers (one per layer) situated in the proxy.
The controller performs layer filtering within the proxy: for each
layer, packets may be sent, kept, or dropped. Sent packets are fed to
the MAC buffer of the base station after being segmented into Packet
Data Units (PDUs) of constant size. PDUs are then transmitted to
the mobile receiver, which stores correctly received PDUs in its own
MAC buffer. Packet de-encapsulation and buffering in one of the
L buffers at application layer is done as soon as all corresponding
PDUs have been received. Complete or incomplete AU are then pro-
cessed by the video decoder. Outdated packets are dropped, without
being decoded. When one of the post-encoder, MAC, or receiver
buffers is full, packets in the queue are dropped in a head-of-line
order.
2.2. System requirements and constraints
Ideally, the layer filtering process should be designed to maximize
the QoS at receiver side. Some necessary conditions have to be sat-
isfied to perform this task. First, and most important, is avoiding
overflow of the MAC buffer to prevent PDUs from being dropped.
Underflow should also be prevented to use the channel in a optimal
way. Second, overflow of the post-encoder buffers should be avoided
to limit the delay introduced by the system. Underflow is not satis-
fying too, especially at the base layer, since this indicates that too
much importance has been given to the base layer compared to the
other layers.
3. MODEL OF THE SYSTEM
The design of an efficient layer filtering process is translated in
the framework of discrete-time MDP [7]. An MDP is a 4-tuple
(S,A, P,R), where S is the set of states of the system, A is the set
of actions, P (s, s′, a) is the transition probability from s ∈ S at
time t to s′ ∈ S at time t + 1, when the action a ∈ A is applied
to the system. Finally R (s, s′, a) indicates the immediate reward
received after a transition from s to s′ obtained by using action a.
Some policy π (s) ∈ A, s ∈ S maximizing the immediate reward
(myopic policy) or a discounted sum of future rewards (foresighted
policy) has then to be found.
3.1. States
The state of the controlled system consists of se gathering the lev-
els seℓ , ℓ=1, . . . , L of the post-encoder buffers, sm corresponding to
the level of the MAC buffer in the base station, and h representing
the channel state. The state of the system is thus s = (se, sm, h).
Each components of the state vector is more clearly defined in what
follows.
Buffers. The state of the ℓ-th post-encoder buffer is seℓ ∈ Seℓ and
the state of the MAC buffer is sm ∈ Sm. Various granularity levels
may be considered to represent the content of a buffer: number of
bits, number of packets, or even coarser description such as under-
flow/normal/overflow, see [13, 12] for more details. In this paper, the
state of the post-encoder buffer will describe the amount of packets
corresponding to parts of stored AU. This help to track the delay in-
troduced within the system. The state of the MAC buffer correspond
to the number of PDUs or of bits (since PDUs have all the same
length).
Channel model. The channel state ht describes the channel con-
ditions (rate, probability of error, capacity, etc.) assumed constant
between t−1 and t. The channel is modeled by a first-order Markov
process with n states, with known transition probability p(ht+1|ht)
and stationary probability p (ht). In this paper, ht ∈ Rc repre-
sents the rate available during the considered time slot, with Rc =
{R1, . . . , Rn} bits/s. Three hypotheses concerning the knowledge
of the state of the channel are considered. Hyp. 1: instantaneous
channel state, where ht is assumed available when choosing the ac-
tion to apply between time t and t + 1; this is realistic only when
feedback with very short delay is possible. Hyp. 2: delayed channel
state, where only ht−δ (δ is a strictly positive integer) is assumed
available when choosing the action to apply between t and t + 1;
represents a more realistic situation, where the channel state is only
known with some delay δ. Hyp. 3: unknown channel state which is
a scenario where no channel state feedback is considered.
3.2. Actions
For each layer, the proxy may send, hold, or drop packets. The action
aℓ,t ∈ A taken for the ℓ-th layer between time t and t+1 represents
the number of transmitted packets from the post-encoder buffer to
the MAC buffer (when aℓ,t > 0), or the number of dropped packets
(when aℓ,t < 0). If al,t = 0, packets are kept in the post-encoder
buffer. The vector gathering all actions is a = (a1, . . . , aL) ∈ AL.
3.3. Transition matrices and reward function
Once all states and actions have been identified, one has to determine
the transition probability matrix P (s, s′, a) has to be evaluated. For
that purpose, models of the lengths of packets delivered for each
layer by the streaming server have to be considered first.
Packet model. The length of each encoded packet at each layer
depends on the type of frame that has been encoded (I, P, or B), on
the activity of the frame, and of the chosen encoding parameters. A
Markov model has been proposed in [15] to capture the dependency
between the length of consecutive packets. This model could be used
in an MDP framework by supplementing the state with a state vector
representing the length of packets stored in the buffers. Nevertheless,
this would significantly increase the complexity of the problem. To
limit the dimension of the problem, such state is not introduced and
the lengths of packets stored in the ℓ-th post-encoder buffer is de-
scribed by the probability distribution qℓ (λ), ℓ = 1, . . . , L assumed
to be known (it may be provided by the streaming server).
Transition matrices. Now, the transition probability matrix may be
evaluated in the three hypotheses concerning the knowledge of the
state of the channel described in Section 3.1.
Hyp. 1: In this case, ht is available at time t when applying at
to the system. The state transition matrix then








t , ht, at) , (1)
which may be easily evaluated using the fact that p(ht+1|ht) and
qℓ (λ), ℓ = 1, . . . , L are known.
Hyp. 2: This case is a special class of partially delayed MDP.
The current state of the channel is available without noise with a unit
delay. In [16], the case δ = 1 was considered and the delayed MDP
model is transformed into a standard fully observable MDP. Here,
the situation is simpler, and one may obtain a new state transition
matrix as follows


























P1 (st, st+1,at) p(ht|ht−1) (2)
The last line is obtained thanks to the fact that ht is known, set , smt ,
or at do not provide additional information on ht. Thus P2 may be
easily derived from P1.
Hyp. 3: In this case, no channel state is available to the con-
troller. The state transition matrix may then be written as






























P1 (st, st+1,at) p(ht) (3)
since set , smt , or at do not provide additional information on ht.
In order to limit the size of these transition matrices, it is possible
to quantize the values which may be taken by the states in a more
or less coarse way to get a compromise between complexity and
description accuracy.
Reward function.
Concerning the reward function, a time t, the layer filtering pro-
cess chooses an action that maximizes the QoS at receiver side. One
of the QoS to satisfy is the video quality. To maximize the received
video quality, one may maximize the average Peak Signal to Noise
Ratio (PSNR) of the decoded frames. However building a reward
function using this quality metric is not easy due to the variability of
the delay between the time at which an AU is filtered and the time
at which it is displayed. This time varying delay is linked to the
time-varying channel conditions.
A alternative reward function is then built that penalize dropped
packets, as well as buffer overflow and underflow, according to the
constraints described in Section 2.2. The expected value of the re-
ward is
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MAC buffer
]. (4)
The positive parameters γℓ, λℓ, β, with ℓ = 1 . . . L, trade off the im-
portance of the various constraints. The reward function (4) involves
several parts, the first linked to the number of transmitted SNR lay-
ers, the others to the post encoder and the MAC buffers constraints.
Assuming that increasing the amount of transmitted packets in-
creases the received quality, the transmission reward should help to
maximize the amount of transmitted packets. The parameters γl al-
low to give a higher priority to packets belonging to the base layer
compared to those of the enhancement layers. For post encoder and
MAC buffer constraints, ρ1(.) and ρ2(.) provide positive rewards for
satisfying buffer states and negative rewards for states that should be
avoided.
The proposed reward function depends on the actions and on
the states of the post encoder and the MAC buffers. Assuming that
theses states do not depend on the state of channel, the three MDP
problems would have the same reward function and different transi-
tion matrix.
3.4. Myopic and foresighted policies
The policy π as a mapping from joint states to joint actions. In the
considered system, the policy π simply indicates the number of SNR
layers to transmit knowing the state of the post encoder buffer, of the
MAC buffer, and possibly of (delayed) state of the channel. The
optimal foresighted policy consists in finding the optimal stationary










where 0 < α < 1 is the discount factor, which defines the relative
importance of present and future rewards. The optimal foresighted
policy may be obtained by value or policy iteration algorithms, as
detailed, e.g., in[7]. When α = 0,one gets a myopic policy, maxi-
mizing only the immediate reward.
4. EXPERIMENTAL RESULTS
The performance of the proposed layer filtering process has been
evaluated on several video sequences. Here, due to lack of space,
only the results for Foreman.qcif at fr = 30 fps are reported. The
H.264/SVC encoder using L = 3 MGS scalability layers per frame
has been used. The cumulated average rates (and PSNR for lumi-
nance) are 74.7 kbits/s (32.3 dB) for Layer 1, 165.0 kbits/s (34.7 dB)
for Layer 1 and 2, and 327.0 kbits/s (36.82 dB) for all layers. Known
average source and encoder characteristics have been considered,
leading to known average packet lengths in each layers.
The wireless channel is modeled as a 2-state Markov model
(n = 2): Good state ht = 1 and bad state ht = 0. The channel
rates are Rc = {0, 240} kbit/s. The channel state transition proba-
bilities are p11 = 0.9 and p00 = 0.8, resulting in an average channel
rate of 190 kbits/s. Four possible actions per layer are considered at
each time instant A = {−1, 0, 1, 2}. To minimize complexity and
facilitate the satisfaction of the constraints described in Section 2.2,
the levels of all buffers are quantized into three possible values: 1
representing underflow, 2 for a satisfying level, and 3 for overflow.
The post-encoder buffers are assumed to have a maximum size (in
term of number of packets) Se = 55; the over and underflow levels
are Semax = 50 and Semin = 10. For the MAC buffer, a maxi-
mum size of Sm = 220 equal size PDU of 200 bits each corre-
sponding to a maximum size of 44 kbits, and the levels at which
it is considered in underflow and overflow are Smmin = 10 kbits
and Smmax = 25 kbits. The values of the parameters in the reward
function (4), have been set to reflect the importance of the various
constraints: γ1,2,3 = {150, 60, 15}, λ1,2,3 = {100, 40, 10} and
β = 300. They may be much better adjusted using Lagrange opti-
mization.
In what follows, the channel state is assumed either known, or
totally unknown. In the two considered cases, the evolution of the
PSNR of the decoded sequence obtained with a myopic policy (α =
0) and that with a foresighted policy (α = 0.9) are represented in
Figure 2.
When the channel state is available, an average gain of about 1.2
dB is obtained with the foresighted policy compared to the myopic
one. This gain is mainly due to more packets of the first enhancement
layer reaching the receiver. When the channel state is not available,
with the myopic policy, about 46 % of the time, the MAC buffer
is in the overflow state exceeding some time the maximum buffer
size. This situation results in the loss of some PDUs which induces
a notable decrease of the received video quality. With the foresighted
policy, the MAC buffer is in overflow state for about 25 % of the time
but never looses PDU packets.
Without channel information and using the foresighted policy
results in a loss of 0.5 dB in PSNR compared to the case of an avail-
able channel state. The availability of the state of the MAC buffer
provides thus a reasonable estimate of the state of the channel, al-
lowing a satisfying regulation of the received video quality.
5. CONCLUSIONS AND PERSPECTIVES
This paper presents a scalable video streaming system over a time-
varying wireless channel. This problem is addressed in the frame-
work of MDP. Foresighted policies are developed for two models
of the system characterized by the availability or unavailability of
the state of the channel to the controller. The level of video packet
buffers and that of the MAC buffer of the base station are controlled.
Experimental results show that without channel state informa-
tion, the performance of the control system is only slightly degraded
compared to a case where the channel state information is available,
provided that a foresighted policy is used. The observation of the
level of the MAC buffer provides a satisfying estimate of the chan-
nel state. With a myopic policy, the degradation is much larger.
This result may be very useful, since using channel state in the
control system requires processing ACK/NACK or RTCP feedback
messages, which usually only provide a delayed estimate of the
channel state.
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