A variation of the direct Taylor expansion algorithm is suggested and applied to several linear and nonlinear differential equations of interest in physics and engineering, and the results are compared with those obtained from other algorithms. It is shown that the suggested algorithm competes strongly with other existing algorithms, both in accuracy and ease of application, while demanding a shorter computation time.
Introduction
With the advent of high speed personal computers and workstations and the decrease of the cost of computer resources in general, numerical methods and computer simulation have become an integral part of the scientific method and a third approach to the study of physical problems, in addition to theoretical and experimental methods.
The problem of solving differential equations numerically had long been of interest to mathematicians and scientists alike, long before the appearance of modern computers. One of the oldest and simplest algorithms is the Euler method, also known as the Euler-Cauchy method or the polygonal method [1] - [8] .
This algorithm utilizes the definition of the derivative of a function, 
to solve first-order differential equations of the form [9] ( ) 
The Euler method can also be viewed as a Taylor expansion of the function about point n x and retaining only the first two terms. Thus the remaining terms, or the error in the Euler algorithm, is given by
where ξ is some value of x in the interval under consideration of width h .
Consequently, the local error in the Euler method is of the order of 2 h , resulting in a global error of the order of h . The Euler algorithm is, therefore, first order [10] . Achieving high accuracy with a first-order algorithm in some cases require very small intervals h (hence too many steps), increasing the total computation time and round-off error, resulting in instability of the algorithm.
An improved version of the Euler method is obtained by retaining three terms in the Taylor expansion of the function instead of two, yielding a second order algorithm [6] . Alternatively, one can advance the solution from n x to 1 n x + by using the value of the derivative at the midpoint of the interval rather that at the beginning,
This algorithm is known as the modified Euler method, the midpoint method, or the second-order Runge-Kutta method [1] [2] [7] . It can be shown that this method is equivalent to the first three terms of the Taylor series described above.
Yet another way of improving the order of the Euler method is to use the average value of the derivative at the beginning and at the end of each interval,
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where 1 n y + on the right hand side is obtained from Equation (3). This algorithm is referred to as the Adams-Bashforth rule [6] , and is second order.
The accuracy of the Euler method can be improved further by including higher terms of the Taylor expansion in the numerical calculations. Thus, by including the first five terms, one achieves a fourth-order algorithm. This approach, also referred to as the "Creeping up" process, has been mentioned in a limited number of references [7] [11], but has not received much attention. In particular, the discussion of this method in connection with the differential equations of order higher than one has been very limited in the literature [12] . This is mainly due to the general concern that in all but the simplest cases the necessary higher-order derivatives tend to become quite complicated, rendering the computations extraordinarily tedious [3] [8] . Thus, it is believed that the Taylor expansion method is generally not practical if derivatives of higher order than the first are retained. It has also been stated that the method is not sufficiently accurate away from the initial point [6] .
Currently the most widely used numerical algorithms for solving differential equations are the fourth-order Runge-Kutta (RK), fourth-order Adams-BashforthMoulton (ABM), and the fourth-order Milne methods. The RK algorithm [12] [13] is single-step, or self starting, and is the most commonly used method among the three. The ABM and the Milne algorithms are multi-steps and are not self starting [1] [14] . They are normally started by using a single-step algorithm, such as the RK algorithm.
The objective of this article is to discuss a variation of the direct Taylor series (DTS) algorithm for the solution of first-and higher-order differential equations.
We show that not only this algorithm remains accurate away from the initial point, evaluation of the higher derivatives that are needed for accuracies comparable to the RK, ABM, and Milne methods are indeed quite simple. Finally, the accuracy and ease of application of the DTS method are explicitly demonstrated by considering several important second-order linear and nonlinear differential equations of mathematical physics and comparing their solutions using the fourth-order DTS, RK, ABM, and Milne methods.
A Variation of the Direct Taylor Series (DTS) Method
Consider a first-order differential equation given by (2) . We expand the solution of this differential equation in a Taylor series about the initial point in each interval n x to obtain its value at the end of that interval
where y x y = , this expansion can be used iteratively to solve the differential equation up to some final value of the independent variable. The higher derivatives of the function, which are required in Equation (7), can be obtained by successive differentiation of the original differential Equation (2). Thus, 2  2  2  2  3  1  1  2  2  2   3  3  3  3  3  4  1  1  1  3  2  2  3   2  2  1  2 
Although these equations look tedious, their evaluations in most cases are quite straightforward and result in fairly simple expressions.
Using terms up to and including the k -th order in Equation (7) (i.e., retaining 1 k + terms), results in a local error of
and, thus, a global error of the order of 
and, using Equation (7), the solution is advanced from 1 x to 2 x . Iteration of these steps will eventually yield the value of the function at the desired final value of the variable. In Equation (11), the order of the highest derivative retained on the right side of each equation should be the same as the order of the numerical algorithm required. Thus, for a the numerical algorithm to be fourthorder, derivatives up to and including the fourth-order should be included in the expansions.
The suggested variation of the direct Taylor series, which we refer to as the DTS method, differs from the standard Taylor series method in the following way. In the standard method, the function is calculated at the required value of the variable x directly from the value of the function and its derivatives at the 
Comparison with Other Algorithms
Applications of the DTS (direct Taylor series) method, as well as other common algorithms, to numerical solutions of first-order differential equations are straightforward and will not be discussed here. and the DTS algorithms, using a step size 0.1 h = in each case.
In Table 1 In all cases studied, the DTS algorithm generated a noticeably shorter CPU time than any other algorithm. In fact, the average CPU time for the DTS programs was found to be 21%, 58%, and 68% shorter than those for the corresponding RK, Milne and ABM programs, respectively.
Discussion
Based on the results listed in Table 1 , we see that in all cases studied the DTS (direct Taylor series) method provides accuracies that are essentially identical to the widely used algorithms of the same order while requiring a shorter computation time.
Evaluation of higher derivatives does not pose any serious difficulty. Indeed, 
With a step size 0.1 h = , the fourth-order DTS method yields ( ) 1 2.0637 y = .
With the sixth-order algorithm and the same step size, we find ( ) h , as they should be.
Conclusion
In conclusion, we see that the direct Taylor series (DTS) algorithm is simple, easy to use, accurate, extendable to higher accuracies by simply retaining higherorder terms in Taylor expansions while requiring noticeably less computation time. Higher-order differential equations can be solved by trivial inclusion of Taylor expansions of higher derivatives. The other algorithms, such as RungeKutta, Adams-Bashforth-Moulton, and Milne methods are elegant but require complete construction of their working equations, which can be quite tedious depending on the order of the algorithm.
