Mathematical modelling and parameter identification of a microbial batch fermentation process is considered in this paper. In view of the existence of time delays, a nonlinear time-delay system is firstly proposed to formulate the fermentation process. Some important properties are also discussed. Taking the errors between the computational values and the experimental data as the cost function, a parameter identification model subject to continuous state constraints and parameter constraints is then presented. To seek the optimal time delay and the optimal kinetic parameters, an improved differential evolution algorithm in conjunction with the constraint transcription technique is developed. Finally, numerical results show that the model can describe the batch fermentation process reasonably.
Introduction
Time-delay systems are increasingly used in numerous application areas that include physiological kinetics, population dynamics, infectious diseases and so on [1] . Parameter identification problem is usually done by comparing the system output observed in practice with the system output predicted by the model, and then adjusting the parameters accordingly. Works on identification of time-delay systems have shown the complexity of the question [2] . Hence, the problem of identifying unknown parameters and time delays in time-delay systems has been extensively studied, see, for example, [3, 4] .
1,3-Propanediol (1,3-PD) is a valuable chemical intermediate that is suitable as a monomer for polycondensations to produce polyesters, polyethers and polyurethanes [5] . The fermentation of glycerol to 1,3-PD is particularly attractive in that the process is relatively easy and does not generate toxic byproducts. Glycerol can be converted to 1,3-PD by several microorganisms [6] [7] [8] . Among these, Klebsiella pneumoniae (K. pneumoniae) ferments glycerol to 1,3-PD in a high yield and productivity. The methods of glycerol bioconversion to 1,3-PD consist of batch, continuous and fed-batch cultures. Compared with continuous and fed-batch cultures, glycerol fermentation in batch culture can obtain the highest production concentration and molar yield 1,3-PD to glycerol [9] . As a results, there has been widely used in industrial fermentation process.
The widespread use of batch culture in 1,3-PD fermentation process has aroused an obvious interest in its modelling with a view to facilitating its design, control and optimization. The fermentation of glycerol by K. pneumoniae under anaerobic conditions is a complex bioprocess since the microbial growth is subjected to multiple inhibitions of substrate as well as products [10] and time delays exist in the process [11, 12] . An excess kinetic model for substrate consumption and product formation was established in [13, 14] . Later the model was improved so that it could describe substrate consumption and products formation in a large range of feed glycerol concentrations into medium [15] . The parameter identification problem based on this model and its optimization algorithm were investigated in [16, 17] . A two-stage dynamical system to formulate the batch culture process was proposed in [18] . A nonlinear dynamical system describing the multistage cell growth in batch culture was presented by a modification at the specific rate of cell growth [19] . More recently, a nonlinear hybrid dynamical system including the transport modes of glycerol and 1,3-PD through the cell membrane was established [20] . Although the achieved results are interesting, time delays are ignored in the above researches.
In this paper, a novel mathematical model including time delay, i.e., nonlinear time-delay system, is proposed to describe the batch fermentations of glycerol by K. pneumoniae. Some important properties are also investigated. Taking the errors between the computational values and the experimental data, a parameter identification model subject to continuous state constraints and parameter constraints is then presented to identify the delay argument and the kinetic parameters in the nonlinear time-delay system. The constraint transcription and smoothing techniques [21] are applied to dealing with the continuous state constraints in the parameter identification model. On this basis, an improved differential evolution algorithm is developed to solve the identification problem. Finally, comparisons between simulated and experimental results indicate that the model can be used to describe the batch fermentation process reasonably. This paper is organized as follows. In the next section, Section 2, the nonlinear time-delay system in the batch fermentation process is presented. Section 3 gives the parameter identification problem. Section 4 illustrates the numerical results, while conclusions are provided in Section 5.
Nonlinear time-delay systems
In batch culture, a quantity of biomass and glycerol are added to the reactor only once and stirred uniformly under given conditions. During the process of the culture, the concentration of the glycerol decreases gradually and tends to zero finally. According to the fermentation process, we assume that.
(H 1 ) Do not input or output the biomass, substrate and products in reactor during the batch fermentation process. (H 2 ) The concentrations of reactants are uniform in reactor.
Although the uptake of nutrient by cells is an essential instantaneous process, cells have to undergo growth process before they produce products [22] . Thus, a time delay should be taken into account in modelling the fermentation process. Under the assumptions (H 1 ) and (H 2 ), mass balances of biomass, substrate and products in batch culture can be formulated as the following nonlinear time-delay system: 
where xðtÞ :¼ ðx 1 ðtÞ; x 2 ðtÞ; x 3 ðtÞ; x 4 ðtÞ; x 5 ðtÞÞ T is the state vector whose components are, respectively, the concentrations of biomass, glycerol, 1,3-PD, acetate and ethanol in the reactor at time t; x 0 is a given initial state; T is the terminal moment of the batch culture and s is the delay argument. On the basis of previous work [15] , the specific growth rate l of cells can be expressed as
0; otherwise;
where l m is the maximum specific growth rate; k 1 is the Monod saturation constant; x Ã ' are the critical concentration for cells growth. The specific consumption rate of substrate q 2 is
In (3), m 2 is the maintenance term of substrate consumption under substrate-limited conditions. Y 2 is the maximum growth yield. The specific formation rates q ' ; ' ¼ 3; 4, of 1,3-PD and acetate are defined as
in which m ' are the maintenance terms of product formations under substrate-limited conditions; Y ' are the maximum product yields. The specific formation rates q 5 of ethanol is defined as
where m 5 is the maintenance terms of ethanol formations under substrate-limited conditions; Y 5 is the maximum ethanol yields.
Due to the introduction of time delay in the mathematical model, the values of kinetic parameters in the system (1) may be different from the previous ones in [15, 16] . Hence, the time delay s and the kinetic parameters, i.e., 
ð6Þ Accordingly, the admissible set of the kinetic parameter vectors is defined as It should be noted that there exist critical concentrations, outside which cells cease to grow, of biomass, glycerol, 1,3-PD, acetate and ethanol. As a result, it is biologically meaningful to restrict the concentrations of biomass, glycerol and products in a set W defined as
For the nonlinear time-delay system (8), some important properties are given in the following theorems. 
jf ' ðx; y; pÞj 6 ðjm ' j þ jY ' jÞjy ' j; ' ¼ 3; 4; 5: ð13Þ
The proof is completed. h Theorem 2. For each ðs; pÞ 2 T Â P, the system (8) Proof. The proof can be completed from Theorem 1 and the theory of delay-differential equations [23] . h In view of Theorems 1 and 2, we obtain that kxðtjs; pÞk 6 kx 0 k þ Z t 0 kf ðxðsjs; pÞ; xðs À sjs; pÞ; pÞkds; 6 kx 0 k þ
Kð1 þ kxðsjs; pÞk þ kxðs À sjs; pÞkÞds;
By Gronwall inequality, it follows that kxðtjs; pÞk 6 ðM 0 þ K sM 0 þ KTÞ expð2KTÞ; 8 t 2 ð0; T:
Therefore, kxðtjs; pÞk 6 M; 8 t 2 ½À s; T;
In view of theory of the delay-differential equations [23] , the next theorem can be established.
Theorem 4. For all t 2 ½0; T, the solution xðtjÁ; ÁÞ of the system (8) is continuous on T Â P.
Parameter identification problems
The parameter identification problem for a time-delay system is generally to adjust values of the parameter and the delay so that the discrepancy between predicted and observed system output is as small as possible. In this section, we will investigate the parameter identification problem for the nonlinear time-delay system in batch fermentation process.
Parameter identification models
In the batch fermentation process, we have measured n experimental data. The concentrations of biomass, glycerol, 1,3-PD, acetate and ethanol measured at the moment t ı in the experiment are denoted by zðt ı Þ :¼ ðz 1 ðt ı Þ; z 2 ðt ı Þ; z 3 ðt ı Þ; z 4 ðt ı Þ; z 5 ðt ı ÞÞ T ; ı 2 f1; 2; Á Á Á ; ng, respectively. The identification problem is to choose an appropriate time delay s and parameter vector p such that the distinction between the system state xðÁjs; pÞ and the experiment data is minimized. Hence, the cost function can be defined by Jðs; pÞ :¼ X n ı¼1 kxðt ı js; pÞ À zðt ı Þk; ð16Þ
where xðt ı js; pÞ is the solution to the system (8) at time t ı . Then, the parameter identification model (PIM) can be formulated as ðPIMÞ min Jðs; pÞ; s:t: x T ðtjs; pÞ 2 W; t 2 ½0; T;
s Â p 2 T Â P:
Theorem 5. (PIM) has at least one optimal solution.
Proof. In view of Theorem 4, we know that the solution of the system (8) is continuous in s and p. As a result, the cost function Jðs; pÞ is continuous in s and p. Furthermore, define the set of feasible parameters F :¼ fðs; pÞ 2 T Â Pj x T ðtjs; pÞ 2 W; 8 t 2 ½0; Tg:
Since 
Approximate problems
In essence, (PIM) is a constrained optimization problem. However, since the constraint (9) in (PIM) is a continuous state inequality constraint, (PIM) can be viewed as a semi-infinite programming problem. An efficient algorithm for solving optimization problems of this type is discussed in [21] . We will now brief discuss the application of this algorithm to (PIM).
To 
Thus, (PIM) can be approximated by a sequence of nonlinear programming problems fðPIM e;c Þg defined by replacing constraint (17) with (18) . As is shown in [21] , the following theorem indicates that the solution of the corresponding problem ðPIM e;c ) will satisfy the continuous state inequality constraint (9).
Theorem 6.
For each e > 0, there exists a cðeÞ > 0 such that if (18) with c < cðeÞ is satisfied for some ðs; pÞ 2 T Â P, then the original constraint (9) is also satisfied at ðs; pÞ 2 T Â P.
It is useful for constructing the optimization algorithm to provide the gradients information of constraint e G e;c ðs; pÞ with respect to each given delay and kinetic parameter. By the way, the traditional methods for computing the gradient of the constraint e G e;c ðÁ; ÁÞ involve integrating two systems of differential equations-the state system and the costate system-successively in different directions, which is difficult to implement in computation process [21] . In contrast, we will develop a new scheme for computing the gradients of the constraint e G e;c ðÁ; ÁÞ in the following theorems.
Theorem 7.
For each e > 0 and c > 0, the gradient of the constraint e G e;c ðs; pÞ defined in (18) Proof. For each > 0, define
For brevity, let xðtÞ and xðt; Þ; 8 t 2 ð0; T, denote, respectively, the solutions of the system (8) Proof. The proof can be completed using the similar method given for Theorem 7. h
Optimization algorithms
For each e and c, (PIM e,c ) is obviously a mathematical programming in canonical form. However, determining the time delay s is very unusual since the delay influences the system state implicitly through the nonlinear time-delay system (8) . To solve numerically (PIM e,c ), various optimization routes, such as gradient-based algorithms [24] , can be used. Nonetheless, all those techniques are only designed to find local optima. Furthermore, in solving (PIM e,c ), the evaluation of candidate parameters is a computationally expensive operation because of solving the system (8) . Consequently, finding the global optimum or a good suboptimal solution using traditional population based search algorithms such as genetic algorithm [25] is too consuming, or even impossible within the time available.
Differential evolution (DE), a recent optimization technique, is an exceptionally simple and easy to use evolution strategy, which is significantly fast and robust at numerical optimization and is more likely to find the true global optimum [26] . In particular, DE exhibited advantages in solving the optimization problem with high nonlinearity and high dimension [27] . As for optimizing the computationally expensive cost functions with DE algorithm, many researchers have made some improvements on the original algorithm, see, for example [28, 29] . Traditionally, these improved methods deal with unconstrained optimization problems. Nevertheless, what we need to solve is an optimization problem with both parameter bounds and state constraints, to which these improved methods can not be applied directly. By the way, although there exist many constraint handling techniques in the evolutionary computation, see, for example [30, 31] , the treatment of continuous state constraints is rarely considered. In the sequel, we put forward an improved DE (IDE) algorithm to solve (PIM e,c ) including a handling technique for this type of constraints based on Theorems 7 and 8. For convenience, the optimization variables is denoted by v ¼ ðs; pÞ T . The main steps of the IDE are as follows:
Step 1. Set the size of the population N P 4, the initial crossover probability CRð0Þ 2 ½0; 1, the initial mutation factor Fð0Þ, the maximal and the minimal mutation factors F max and F min , and the maximal iteration step T max .
Step 2. Initialize the population.
Step 2.1. Generate the initial parameters by
where v l j and v u j are the lower and the upper bounds of the jth component for v which can be obtained by (6) and (7); r ij is a random number taken from ½0; 1; D is the dimension of v.
Step computed by Theorems 7 and 8 with Armijo line searches.
Step 2.3. Compute the Jðv i ð0ÞÞ by (16) and set k ¼ 0.
Step 3. For the ith, i ¼ 1; 2; Á Á Á ; N, individual, execute the following operations:
Step 3.1. Random choose p 1 ; p 2 and p 3 ði -p 1 -p 2 -p 3 Þ from f1; 2; Á Á Á ; Ng and generate the trial vector 
where r cr is a random number taken from ½0; 1; the crossover factor is regulated by the following adaptive strategy
CRðk þ 1Þ ¼ r; if r c 6 R c ;
CRðkÞ; otherwise: ð25Þ
The mutation factor Fðk þ 1Þ is given by
In (25) and (26), r; r c ; r k and r m are random numbers taken from ½0; 1; R c and R m are given constants.
Step 3. computed by Theorems (7) and (8) Combining the above IDE algorithm with Theorem 6, we can develop the following algorithm to solve the (PIM).
Algorithm 1.
Step 1. Choose initial values of e > 0 and c > 0.
Step 2. Solve Problem (PIM e,c ) using the IDE algorithm to give (s Step 6. Otherwise go to Step 2.
Step 5. Set e ¼ be. If e > e, where e is a prespecified positive constant, go to Step 2. Otherwise go to Step 6.
Step 6. Output (s Ã e;c ; p Ã e;c ) and stop.
Numerical results
Algorithm 1 was applied to seeking the optimal time delay and the optimal parameter vector in (PIM) and all computations were implemented in Matlab 7.10.0 (The Mathworks Inc. T . Here, the involving time-delay systems is solved numerically using Matlab 7.10.0 and the intrinsic delay-differential equations (DDEs) with constant delays solver DDE23 which solved DDEs with explicit Runge-Kutta triples [32] . In particular, the relative error tolerance and the absolute error tolerance were set as 10 À6 and 10 À8 , respectively. The initial function /ðtÞ is obtained by the cubic spline interpolation [33] À7 . These parameters are derived empirically after numerous Table 1 The kinetic parameters and critical concentrations in the system (8) [15] . experiments. For comparison, the relative errors between the computational values and the experimental data in this work and the ones in [16] are listed in 
From Table 2 , we can see that the relative errors are cut down greatly in comparison with the ones in [16] . Furthermore, the concentration changes computed by the optimal time delay and the optimal parameters are plotted in Fig. 1 . The curves in Fig. 1 are also confirmed that the nonlinear time-delay system can describe the batch fermentation process reasonably.
Conclusions
In this paper, we proposed a nonlinear time-delay system to formulate the batch fermentation process. In order to establish the optimal time delay and the optimal parameters in the system, a parameter identification problem and its numerical solution approach were discussed. The numerical results showed the validity of the proposed model and the effectiveness of the developed numerical algorithm.
