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RESUME 
Cette thèse propose de nouveaux algorithmes pour deux problèmes ctassiques de 
l'optimisation combinatoire: le transport et la satisfaisabilité logique. Plus préci- 
sement, nous sommes intéressés à la confection d'itinéraires de véhicules régis par 
des contraintes temporelles et au problème de satisfaisabilité. 
Les problèmes de confection d'itinéraires de véhicules régis par des contraintes 
temporelles comportent la construction de routes optimales à put i r  d'un ou plusieurs 
dépôts vers un ensemble de clients, sous des contraintes temporelles. Ces problèmes 
appartiennent à la classe des problèmes NP-complets. Deux types de méthodes sont 
utilisés pour les résoudre: des méthodes exactes et des heuristiques. Les méthodes 
exactes ne sont pas pour le moment capables de résoudre des instances de tailles 
réelles. 
Une première contribution de cet te thèse est le développement de deux heuris- 
tiques efficaces, une pour le problème du voyageur de commerce avec fenêtres de 
temps et une autre pour le problème de fabrication de tournées de véhicules avec 
fenêt tes de temps. 
Les deux heuristiques ont été utilisées pour résoudre des problèmes tests et ont 
été comparées à d'autres heuristiques et méthodes exactes pour évaluer leurs perfor- 
mances. Pour le problème du voyageur de commerce avec fenêtres de temps, notre 
heuristique trouve la solution optimale pour 160 instances parmi les 194 résolues par 
deux méthodes exactes considérées. De plus, les résultats numériques montrent que 
notre heuristique est la seule méthode connue qui permet de résoudre dans un temps 
vii 
raisonnable des instances cuactérisées par de larges fenêtres de temps. L'approche 
de type recherche tabou que nous avons adopté pour le problème de fabrication de 
tournées de  véhicules nous a permis d'améliorer la meilleure solution connue pour 
20% des instances d'un ensemble de 56 problèmes tests fréquemment utilisés dans 
la littérature spécialisée. 
La seconde partie de la thèse porte sur le problème de satisfaisabilité. un 
problème central de !a théorie de La complexité et de l'intelligence artificielle. Le 
problème de  sat isfaisabilité consiste à déterminer l'existence d'une solution pour une 
équation booléenne donnée. 
Une deuxième contribution que nous apportons est la résolution du problème 
de satisfaisabilité par un algorithme de type recherche tabou. Nous présentons aussi 
une méthode exacte pour le résoudre. La méthode exacte est basée sur le schéma de 
Davis-Putnam et utilise la technique de séparation et évaluation. Les facteurs qui 
influencent le comportement et la robustesse des deux approches ont été intensive- 
ment étudiés à l'aide de nombreux problèmes tests. Nous présentons des expériences 
comparatives avec quelques uns des meilleurs algorithmes de la lit térat ure. 
ABSTRACT 
This dissertation addresses problems in t ransportat ion and logical satisfiability, two 
fields in combinatorial optimization. In particulart we are interested in time con- 
strained vehicle routing problems and the satisfiability problem. 
Time constrained vehicle rout ing problems can be descri bed as the problems 
of designing optimal routes from one or several depots to a set of clients, subject 
to time constraints. These problems belong to the NP-complete class. Exact and 
approximate algorithms have been developed to solve thern. Today. one can not rely 
on exact methods to  solve to optimality real life instances. 
A first contribution of this dissertation is the development of two efficient 
heuristics, one for the traveling salesman problem with time windows and another 
for the vehicle rout ing problem wit h time windorvs. 
Both heuristics have been used to solve test problerns from the literature. 
Their performances have been evaluated in cornparison with other heuristics and 
exact methods. The heuristic we propose for the traveling salesman problern with 
time windows obtains better results than those generated by the best known heuris- 
tics. It also finds the  optimal solution for 160 instances out of the 194 solved by two 
exact methods that we considered. Moreover, the computational results show that 
our heuristic is the only known method able to solve wide time windows instances in 
a reasonable time. For the vehicle routing problern with time ivindows we developed 
a tabu search algorithm. It allowed us to improve the best known solution in 20% 
of the instances from a 56 test problems set frequently used as a benchmark in the 
literat ure. 
The second part of the dissertation deals wi t h the sat isfiability problem. a 
central problem in complexity theory and artificial intelligence. The satisfiability 
problem is the first problem proved to belong to the NP-complete class. I t  consists 
in determining the existence of a solution for a given boolean equation. 
A second contribution of this dissertation is the development of a tabu search 
heuristic for the satisfiability problem. We also present an exact method for its 
solution. The exact method is based on the Davis-Putnam scheme and uses the 
branch and bound technique. Extensive cornputational tests have been performed 
to study the factors that influence the performance and the robustness of the two 
approaches. We report computational comparisoris with some of the most efficient 
algorit hms of the literature. 
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INTRODUCTION 
L'objet de cette thèse est l'étude de deux problèmes de  l'optimisation combina- 
toire: la fabrication d'itinéraires de véhicules régis par des contraintes temporelles 
et le problème d e  satisfaisabilité. Les deux problèmes appartiennent à la classe YP- 
complet. Dernièrement, beaucoup d'efforts ont été consacrés à la mise au  point de 
méthodes pour les résoudre. Ces efforts s'expliquent par leur importance théorique et 
pratique. En effet, la fabrication d'itinéraires des véhicules a de nombreuses applica- 
tions: le service d e  courier (bancaire, postai), la fabrication d'horaires pour les auto- 
bus scolaires, la livraison juste à temps des usines de fabrication. De plus, puisque les 
itinéraires de véhicules sont utilisés répétitivement, l'importance économique d'une 
bonne solution est évidente. Le problème de satisfaisabilité occupe une place cen- 
trale dans la logique mathématique et la théorie de la complexité. Il a de nombreuses 
applications, comme la détection des incohérences dans les circuits logiques. 
Dans cette thèse, nous utilisons une  méthode ayant depuis quelques années 
permis de résoudre des problèmes complexes de l'optimisation combinatoire: la 
recherche tabou. Cet te  méthode a été indépendamment développée par Glover [-SI 
e t  Hansen [El. Un avantage important de la recherche tabou réside dans son car- 
actère universel. Ceci permet son application à un très large spectre de problèmes. 
Parmi les problèmes où elle a été utilisée avec succès on note: le problème du 
voyageur de commerce (Knox et Glover [47]), la coloration d'un graphe (Hertz et de 
Werra [35]), la sat  isfaisabilité maximale (Hansen e t  Jaumard [33]). L'utilisation de 
la recherche tabou pour une variété de problèmes a mené à des solutions optimales 
ou presque optimales et un temps de calcul inférieur à d'autres heuristiques de la 
lit térature. L'utilisation d'une méthode de recherche tabou demande la définition 
du voisinage d'une solution, de même que la définition d'un mécanisme permettant 
de sortir des points de minima locaux. Les Chapitres 2 et 3 présentent comment 
le caractère universel de la recherche tabou a été adapté pour tenir compte des 
caractéristiques propres au problème de fabrication des tournées de véhicules avec 
fenêtres de temps et au problème de satisfaisabilité. 
Dans le premier chapitre nous avons développé un algorithme pour le problème 
du voyageur de commerce avec fenêtres de temps. Ce problème comprend la con- 
struction d'un chemin à coiit minimum pour un véhicule qui visite un ensemble de 
clients. Chaque client est visité une seule fois et le service à un client peut débuter 
seulement à l'intérieur de sa fenêtre de temps. Des méthodes de résolution basées 
sur la programmation dynamique ont été proposées par Christofides. Mingozzi et 
Toth [SI et Psaraftis [55], [59]. Baker [4] a développé un algorit hrne de séparation et 
évaluation où des bornes inférieures sont caiculées à partir du problème dual de la 
relaxation linéaire du modèle proposé. Ces méthodes ont produit de bons résultats 
sur des instances à 50 clients dont la largeur des fenêtres de temps reste relativement 
réduite. La  complexité du problème augmente considérablement avec la largeur des 
fenêtres de temps. Lorqu'on veut résoudre des instances caractérisées par de larges 
fenêtres de temps, les méthodes exactes sont moins intéressantes car s o u ~ m t  elles 
rencontrent le phénomène de dégénérescence. .A partir du chemin vide. l'heuristique 
que nous proposons insère les clients les uns après les autres dans le chemin partiel. 
À chaque insertion une optimisation locale du chemin partiel est effectuée. Si le 
processus d'insertion prend fin avec l'obtention d'un chemin réalisable, alors nous 
l'améliorons par des optimisations locales répétées. Les expériences numériques 
comparatives aux méthodes exactes montrent que l'algorithme proposé atteint la 
solution optimale ou une solution presque optimale pour la majorité des instances 
considérées. Elle permet aussi la résolution des instances caractérisées par de larges 
fenêtres de temps. 
Le deuxième chapitre traite le problème de fabrication des tournées de véhicules 
avec fenêtres de temps. Le problème comporte deux objectifs. Le premier objec- 
tif est de trouver le nombre minimum de véhicules nécessaires pour desservir un 
ensemble de clients. Chaque client doit être visité à l'intérieur d'une fenêtre de 
temps par un seul véhicule. Un deuxième objectif est de minimiser la distance to- 
tale parcourue. Chaque client a un temps de service et une demande. Les véhicules 
sont homogènes et de capacité limitée. Des résultats antérieurs indiquent que les 
meilleures méthodes exactes sont seulement capables de résoudre des instances de 
taille réduite. Dans ce contexte, des heuristiques qui trouvent de bonnes solutions 
réalisables dans un temps raisonnable offrent une alternative attrayante. Nous nous 
sommes arrêtés sur un algorithme de type recherche tabou. De manière générale, à 
une itération tabou on essaie de diminuer la fonction objectif en déplacant un client 
d'une route à une autre. Si le changement de route a été accepté, alors on empêche le 
client choisi de retourner dans sa route d'origine pour un certain nombre d'itérations. 
La définition du voisinage, lorsqu'une insertion ou retrait est considéré, repré- 
sente une constant.e des algorit.hmes développés aux Chapitres 1 et 2. Les éIémcnts 
du voisinage sont choisis par rapport au temps et à la distance euclidienne. 
Au troisième chapitre nous proposons une approche de type recherche tabou 
pour le problème de satisfaisabilité. La fonction objectif est définie par le nombre de 
clauses non satisfaites. Une itération tabou choisit la variable qui, complementée, 
fait diminuer le plus l'objectif. Cette variable ne peut plus être complementée pour 
un certain nombre d'itérations. Pour éviter que cette méthode de descente reste 
dans un point de minimum local, nous avons développé des techniques de remontée. 
Les critères de diversification, fréquence et aspiration ont été considérés. 
Nous présentons aussi une implantation efficace d'une méthode exacte basée 
sur le schéma de Davis-Putnam. L a  méthodeexacte utilise la techniquede séparation 
et évaluation et le problème de  satisfaisabilité quadratique comme relaxation. Plu- 
sieurs critères de branchement ont été implantés et évalués. 
CHAPITRE 1 
Le problème du voyageur de commerce avec 
fenêtres de temps 
Le problème du voyageur de commerce avec fenêtres de temps (PVCFT) consiste 
à trouver un chemin de coût minimum parcouru par un véhicule pour desservir un 
ensemble de clients. Le chemin doit commencer et finir au dépôt et chaque client doit 
être visité une seule fois à l'intérieur de sa fenêtre de temps. Ce type de problème 
a de nombreuses applications dans l'industrie. On note les services de courrier 
(bancaire, postal), La fabrication d'horaires pour les autobus scolaireso la fabrication 
de trajectoires pour ies robots industriels. Le PVCFT est un problème NP-complet 
et nous présentons dans ce chapitre une heuristique d7insert ion généralisée pour le 
résoudre. 
1.1 Le problème 
Le PVCFT est défini sur un graphe G = (V. A )  où V = NU {uo .  est I'ensemble 
des noeuds, iV = {u,. v*.. . , v , } ,  et A = {(vi, v j )  : t7i E N U { U ~ } .  vj E NU i # 
j }  l'ensemble des arcs. Un noeud v, E N indique un client. Les noeuds vo et  un+^ 
représentent, respectivement, la sortie du dépôt et l'entrée au dépôt. Chaque noeud 
vj  doit être visité durant une fenêtre de temps [ai, bi] et a un temps de service. 
A chaque arc (vi7vj) on associe une distance Gj et un temps de parcours L i j  non 
négatifs. On fait l'hypothèse, courante pour ce type de problème, que les temps 
de parcours t i j  sont égaux aux distances Gj. Pour la simplicité, on suppose que le 
temps de parcours, ou la distance, c, de vi à vj inclut le service à v;. Le PVCFT 
consiste à trouver le chemin orienté de coût minimum qui commence à vo, finit à 
et qui passe par chaque noeud de l'ensemble V \ {vo, unc l }  exactement une 
seule fois; sur ce chemin, le noeud u; doit être visité au plus tard au temps bi et 
ne peut pas être quitté avant le temps a;. On remarque que l'attente est permise 
et  donc le noeud v; peut être atteint avant le temps ai. Selon la fonction objectif. 
deux versions du problème sont définies. La première version a comme objectif de 
minimiser le temps d'arrivée au noeud v , + l .  L'objectif de la deuxième version du 
problème est de minimiser la distance le long du chemin. Dans ce chapitre on con- 
sidère la deuxième version du problème. 
La formulation mathématique comporte deux types de variables: l'ensemble 
de  variables binaires X = {x, : (ui' v j )  E A }  et l'ensemble de variables temporelles 
T = { t i  : i E V } .  La variable xij est égale à 1 si l'arc (vi, v j )  est utilisé dans une 
solution et O sinon. La variable f i  indique le temps de début du service au noeud 
ty i ,  vi E ni U {vO} ,  alors que tnci représente le temps d'arrivée a u  dépôt. 
Le chemin de coût minimum qui débute au dépôt. visite une seule fois tous les 
noeuds de iV à l'intérieur de leur fenêtres de temps et retourne au dépôt avant b,+l 
peut être formulé comme suit: 
Z, E {O. L} V(vi, u,) E A ( 1-8) 
La fonction objectif minimise le coiit total. La contrainte (1.1) assure qu'un 
client est visité une seule fois. Les contraintes (1.2)-(1.4) sont les contraintes de 
conservation de flot. Les contraintes (1.5) e t  (1.6) garantissent la réalisabilité de 
l'horaire. 
Parfois, il est possible de simplifier le problème. Deus  noeuds u; et 15 sont 
compatibles si et  seulement si 
Si cette condition n'est pas respectée, L'arc (vi, v j )  est enlevé de l'ensemble A. De 
même, par la vérification répétitive de quelques conditions simples, la fenêtre de 
temps de chaque noeud vk peut être réduite. La réduction des fenêtres de temps est 
très importante pour les méthodes exactes basées sur la programmation dynamique. 
car elles réduisent L'espace d'états possibles. Les règles suivantes sont adaptées de 
Desrochers, Desrosiers et Solomon [13]: 
1. Temps d'arrivée au plus tôt des prédécesseurs: 
2. Temps d'arrivée au plus tôt aux successeurs: 
3. Temps de départ au plus tard des prédécesseurs: 
4. Temps de départ au plus tard aux successeurs: 
En appliquant ces tests, on pourrait identifier de nouveaux noeuds incompatibles et 
enlever de l'ensemble A les arcs correspondants. De  même, on pourrait découvrir 
durant l'application de ces conditions que le problème n'est pas réalisable. 
Étant donné I'irnportance du  PI'CFT ct Ics limitations natürcllcs dcs algo- 
rithmes exacts pour ce problème, le besoin des heuristiques efficaces subsiste. À 
notre avis, il y a quatre grands domaines d'applications pour ces méthodes: 
l'obtention de bonnes solutions pour les problèmes d'ordonnancement sur une 
machine; 
La post-optimisation des tournées pour les problèmes de fabrication des tournées 
de véhicules avec fenêtres de temps (PFTVFT): 
l'obtention d'une solution initiale pour les algorithmes génétiques et ceux basés 
sur la recherche locale; 
l'obtention d'une borne supérieure initiale dans un algorithme de séparation et 
évaluation. 
Notre contribution est de fournir une telle heuristique. Elle est développée 
autour de GENIUS, un algorithme approché proposé par Gendreau, Hertz et Laporte 
[23] pour le problème du voyageur de commerce (PVC). La revue de la littérature 
est présentée à la section suivante. L'heuristique est décrite à la section " suivie 
par des résultats numériques à la section 3, e t  les conclusions à la section 4. 
1.2 Revue de la littérature 
Le PVCFT a des applications dans l'ordonnancement de la production. plus préci- 
sément lorsque n tâches aux temps de début a;, échéances bi et temps de produc- 
tion ci, asymétriques doivent être ordonnancées sur une machine. L'object if est de 
déterminer une séquence réalisable des taches qui minimise le temps au plus tard. 
Desrosiers et al. [l5] décrivent une application du PVCFT à la fabrication des 
tournées pour les véhicules automatiques guidés. Le PVCFT peut-être interprété 
comme un sous-problème du  problème de fabrication des tournées de véhicules avec 
fcnetres de temps (PFTVFT) où chaque noeud doit Ctre affecté à unc dcs routes 
qui commencent e t  finissent au dépôt. Une fois que les noeuds ont été affectés aux 
routes, on peut déterminer les séquences individuelles pour les routes en résolvant 
un PVCFT pour chaque route. 
Le PVCFT est un problème difficile d'optimisation combinatoire. Savelsbergh 
[62] a montré que même déterminer si une solution réalisable existe est un problème 
NP-complet. Dans la littérature spécialisée, le PVCFT a reçu une attention limitée. 
Dumas et al. [18] décrivent une méthode exacte basée sur la programmation 
dynamique. Soient i ~ '  = N\{ZJ,+~} et F(S ,  v;. t )  le chemin de coût minimum qui 
commence au noeud z.70, passe par tous les noeuds de S C Ni une seule fois. finit au 
noeud vi E S ,  et prêt à commencer le service au noeud v; au plus tôt au temps t .  
Un processus d'étiquetage à deux dimensions est nécessaire. car le coût F(S,  vi. t )  
et le temps t doivent être considérés séparement. La fonction F(S' v,, t )  est calculée 
à l'aide de la formule de récurrence: 
pour tout S 2 N t ,  vj E S et aj 5 t 5 b,. La formule de récurrence est initialisée 
par: 
( m, sinon? 
où aj 5 t 5 6,, t = max{ao + coj1 aj}- 
La solution optimale du PVCPF est donnée par: 
Les formules ci-dessus définissent un algorithme de plus court chemin sur un 
graphe dont les noeuds sont identifiés aux états (SI v i . t )  et les arcs représentent des 
. 
transitions d'un état à l'autre. A chaque étape S. s = 1. . . . , n de l'algorithme un 
chemin de dimension s est construit. Comme il  y a plusieurs chemins qui finissent 
au noeud vi en passant par tous les noeuds de S, les auteurs gardent seulement, 
les chemins Pareto optimaux. Pour améliorer I'eRcaci té de l'algorithme, Dumas 
et al. [IS] introduisent des tests d'élimination, basés sur les fenêtres de temps, qui 
réduisent d'une manière significative l'ensemble des états et le nombre de transitions. 
Langevin et al. [19] formulent le PVCFT comme un problème de flot à deux 
commodités. Dans la formulation, une quantké de la première commodité est livrée 
à chaque client et une quantité de la deuxième commodité est récupérée de chaque 
client. Si on considère une ressourceo alors on peut identifier la première commodité 
avec la quantite qui reste à consommer et la deuxième commodité avec la valeur 
cumulée consommée de la ressource. On note que la somme des deux flots est con- 
stante à chaque noeud et égale à la valeur de la ressource au début. Pour le PVCFT 
le temps représente la ressource, et les contraintes de fenêtres sont facilement for- 
mulées à l'aide du flot qui doit être récupéré de  chaque noeud. 
Les auteurs ajoutent à cette formulation des contraintes d'élimination de sous- 
tours et appliquent l'algorithme du  simplexe à la relaxation linéaire du problème. 
Une solution entière est obtenue en utilisant une rnét hode de séparation et évaluation. 
Le branchement est effectué sur les arcs du réseau et les noeuds de l'arbre de branche- 
ment sont traités selon le critère le meilleur d'abord. 
Des heuristiques fondées sur les techniques d'échange ont été développées par 
Savelsbergh ( [ 6 % ] ,  [63]) pour deux fonctions objectifs différentes. 
La plupart des efforts de recherche se sont concentrés sur le PFTVFT. Des 
heuristiques ont é té  proposées par Solomon [65], Desrochers et al. [11] et Solomon, 
Baker et Shaffer [66]. Plus récemment, des algorithmes plus performants ont été 
développés. Ils sont basés sur la recherche tabou (Potvin et al. (571) et la recherche 
génétique (Thângiah [69], Pot vin et Bengio [56]). Des algorithmes exacts pour 
le PFTVFT ont é t é  présentés par Kolen, Rinnooy Kan et Trienekens [4S] et par 
Desrochers, Desrosiers et Solomon [13]. La dernière référence décrit un algorithme 
basé sur la méthode de génération de colonnes testé sur des instances ayant jusqu'à 
100 noeuds. Les résultats sont spécialement bons pour les problèmes dont les 
contraintes sont très serrées car le nombre de  colonnes réalisables est réduit. Le 
PFTVFT sera présenté plus en détail au chapitre suivant. 
1.3 L'algorithme 
Avant de commencer la description de l'heuristique qu'on propose pour le PVCFT, 
on rappele les principales caractéristiques de l'algorithme GENIUS pour le PVC 
symétrique. Pour détails et illustrations7 consulter Gendreau. Hertz et Laporte [23]. 
GENIUS consiste d'une phase de construction de routes (G EN 1' pour generaliied 
insertion), suivie d'une phase de post-opt imisat ion (US, pour unstringing et string- 
ing). GENI débute avec une route qui comporte trois noeuds. A chaque itération. 
elle insère un noeud v dans la route partiellement construite exécutant en même 
temps une réoptimisation locale de Ia route. Pour chaque noeud u E V ,  soit N,(v) 
son voisinage. Il est défini comme l'ensemble des p noeuds déjà dans la route qui 
sont les plus proches de v (p  représente un paramètre d'entrée). Si la route contient 
moins de p noeuds, alors ces noeuds définissent X P ( v ) .  Le noeud v est inséré entre 
les noeuds U i  e t  v j  appartenant à iV,(o). Pour une orientation donnée de la route. 
soit v i -~ et vi+l le prédécesseur et le successeur du noeud vi- Il y a deux types 
d'insertion GENI. Chacun est essayé pour les deus orientations de la route et pour 
des différents choix des vi, v, , u k  et VI. La meilleure insert ion est acceptée. 
Type 1: Soit ui7uj  E Np(v)(i # j ) , v p  E i \ i p ( ~ i + ~ ) ( k  # i ' j ) .  Enlever les 
arcs (vi, vi+l): (vj, vj+i) et ( t ' l - ,  v t + i ) ;  insérer les arcs (u;. u), ( u .  v,)' (vic1, v k )  et 
( ' u ~ + ~ ~  v i + t  ). Ces modifications inversent les chemins ( z > ~ + ~ ?  . . . . u,) et ( Z J ~ + ~ ,  . . . . 
v k )  
Tgpe k Soit vi: vj E N,(v)(i # j), v k  E N p ( ~ i + l ) ( k  # j ,  j+ l ) ,  V/ E N p ( ~ j + ~ ) ( l  # 
, i + 1 )  Enlever les arcs (v;, vi+1), ( v ~ - ~ ,  vi), ( V j 7  t;+~ ) et ( v ~ - ~ ,  uk); insérer 
les arcs (vi, v ) ,  (v, vj), (vi, ~ j + ~ ) ,  (vk-1 ~ i - ~ )  et ( ~ i + l  , v ~ ) .  Ces modifications in- 
versent les chemins (vi+1, . . . ,vl-l) et (vi,. . . , vj)- 
Lorsque tous les noeuds font partie de  la route, la phase de post-opt imisation. 
US, est appliquée. Dans US chaque noeud est enlevé à son tour du chemin en 
utilisant l'inverse de GENI, e t  inséré de nouveau dans le chemin en utilisant GENI. 
L'algorithme prend fin lorsqu'après avoir appliqué ces mouvements à tous les noeuds 
de la route on n'obtient pas une meilleure solution. Les résultats obtenus par Gen- 
dreau, Hertz et  Laporte [23] et par Renaud, Boctor et Laporte [60] indiquent que 
GENIUS produit des solutions très proches de I'optimali té. 
On peut étendre jusqu'à un certain point les principes qui se trouvent derrière 
GENIUS pour le PVCFT, car il faut tenir compte de la structure spécifique du 
problème. D'abord, la solution représente un chemin de uo à V,+I et  non une 
route comme pour le PVC. Deuxièmement7 même si les temps de transport sont 
symétriques, ce chemin est orienté. Si un chemin orienté ( u ; ' . .  . . u j )  est réalisable. 
le chemin inverse (vj7. . . v;) peut ne pas respecter les contraintes de fenêtres de 
temps. Pour tenir compte de la nature asymétrique du PVCFT. on remplace le 
voisinage &(v) par les voisinages orientés !V,'(v) et N J u )  contenant' respective- 
ment, les plus proches p successeurs et prédécesseurs du noeud c .  Ces voisinages 
sont définis ci-dessous. L'algorithme que nous avons dbvcloppi. garde cn tout temps 
la réalisabilité des solutions par rapport au s  fenêtres de temps. Cette approche 
est différente de certains algorithmes conçus pour les problèmes d e  confection de 
tournées de  véhicules qui permettent des solution non-réalisables comme. par exem- 
ple, Gendreau, Hertz et Laporte [24]. La  raison de ce choir, confirmée par des tests 
préliminaires, est que généralement il est très difficile de retrouver la  réalisabilité à 
partir d'une solution qui ne respecte pas les contraintes de fenêtres de temps. En 
conséquence, le nombre d'insertions réalisables est plus restreint que dans le cas du 
PVC, surtout en tenant compte d u  fait que l'insertion d'un noeud dans un chemin 
partiellement construit a un impact sur tous ses successeurs. une étape quel- 
conque de l'algorithme on pourrait être dans l'impossibilité d'insérer un nouveau 
noeud dans le chemin. Une procédure de retour en arrière est alors appliquée. 
Malgré tout, la réalisabilité finale n'est pas garantie et l'algorithme peut ter- 
miner en laissant quelques noeuds non insérés. Finalement. les voisinages basés sur 
la distance ne sont pas très efficaces pour le PVCFT car deux noeuds proches en 
distances peuvent être incompatibles ou avoir des fenêtres de temps très éloignées. 
En conséquence, dans la définition du voisinage on tient compte des deux dimen- 
sions, spatiale et temporelle. On explique maintenant avec plus de détails comment 
GENIUS a été adapté pour le PVCFT. 
Le voisinage doit tenir compte des distances et fenêtres de temps. Étant donné 
deux noeuds vi et vj? on définit la proximité de leurs fenêtres de temps par: 
Cette proximité indique la flexibilité de visiter vj  après ÿi. Une valeur élevée 
dc ril montre que cj n'est pas lc mcilleur candidat comme successeur immédiat de 
v; dans un chemin. On note aussi que si bi + cj 2 aj, alors r ,  calcule la difference 
entre le temps au plus tard et le temps au plus tôt de début du service a u  noeud u,. 
Au cas contraire, ri, indique le temps minimum d'attente au noeud z~j. 
Une manière naturelle de définir une peudo-distance di j  entre ui et vj est 
d'utiliser une combinaison convexe entre c, et rij: 
Des tests préliminaires ont montré que cette règle mène à des résultats instables: 
fixer a est problématique car les distances sont plus influentes pour certaines in- 
stances, alors que pour d'autres, les fenêtres de temps sont le facteur critique. Une 
façon plus satisfaisante de définir les voisinages est d'inclure dans Nl(z.7) les pl plus 
proches successeurs de v déjà dans le chemin par rapport à cij. et les p* pius proches 
successeurs de u déjà dans le chemin par rapport à ri j ,  avec la condition pl + p, = p. 
D'une manière similaire on définit N J v )  en termes de prédécesseurs. De plus. uo 
est inclus dans &(II) et Vn+i est inclus dans N T ( u ) .  
Lors de l'insertion d'un noeud 27 dans le chemin courant il faut maintenir la 
. 
réalisabilité. A cette fin, on calcule pour chaque noeud L7i le temps critique de départ 
zi. Ce temps critique est mis à jour au long de l'algorithme. Ces coefficients mesurent 
le temps au plus tard des départs des noeuds pour garder le chemin réalisable. Les 
coefficients zi sont calculés à rebours, à partir du noeud v,+1: 
si ui est le prédécesseur de z, sur le chemin courant. 
Chaque fois qu'un noeud u est inséré dans le chemin courant en utilisant la 
procédure GENI, l'ordre de  quelques noeuds peut être modifié. Considérons le 
chemin (vO, . . . , via . . . , ui6, - . . un+* ) obtenu après une insertion et (v ia ,  . . . , vi,) la 
portion du chemin modifiée par l'insertion. Une condition nécessaire pour qu'une 
insertion potentielle soit réalisable est que les temps d'arrivée aux noeuds? ti, satis- 
fassent: 
Ea plus, l'insertion doit être réalisable pour tous les noeuds suivant ui,: 
Contrairement à GENI, les noeuds ne sont pas insérés dans le chemin aléa- 
toirernent, car cette règle rend l'insertion des derniers noeuds problématique. la 
place, les noeuds sont d'abord classés selon un critère qui mesure la difficulté de leur 
insert ion e t  ensuite insérés en ordre non croissant de difficulté. PIusieurs critères 
peuvent être utilisés pour ordonner les noeuds: 
a ordre non décroissant des largeurs des fenêtres de temps. bi - ai; 
a ordre non décroissant des débuts des fenêtres de temps. ai: 
a ordre non décroissant des fins des fenêtres de temps. bi. 
Des résultats préliminaires ont montré que la première règle est la plus efficace. 
Pour faire une insertion: les noeuds non encore insérés sont considérés un à 
la fois, à partir de la liste ordonnée. Le premier noeud pour lequel i l  existe une 
insertion réalisable est inséré dans Le chemin dans sa meilleure position. Lorsqu'il 
n'y a plus de noeuds qui peuvent être insérés d'une manière réalisable dans le chemin. 
la procédure suivante de retour en arrière est appliquée. Soit S la liste ordonnée des 
noeuds non insérés. A partir du successeur de vo, enlever chaque noeud v; un à la 
fois, le placer à la fin de la liste S, et essayer d'insérer dans le chemin chaque noeud 
de S, sauf ceux qui viennent d'être enlevés du chemin, en préservant l'ordre de la 
liste: 
a si une insertion est réalisable, on l'implémente et la procédure standard d'in- 
sertion s'applique; 
a s'il n'y a pas d'insertion réalisable, le même processus est répété avec le suc- 
cesseur de vi; jusqu'à ce que un+, soit atteint. 
Éventuellement, une insertion sera réalisable car au pire des cas tous les noeuds 
sauf vo et peuvent être enlevés. Pour éviter le cyclage. l'algorithme compte le 
nombre de fois qu'un noeud vi est remis dans la liste S. Soit Bi cette valeur. Le 
processus se termine avec une solution non réalisable lorsque la valeur di est égale à 
0 (un paramètre d'entrée) pour un indice i. 
Si l'algorithme réussit à déterminer une solution réalisable: une procédure de 
post-optimisation, basée sur US, est appliquée. Chaque noeud vi est enlevé à son 
tour du chemin auquel on applique une optimisation locale par recours à I'inverse de 
GENI (voir Gendreau, Hertz et Laporte [23]). Ensuite vi est de nouveau inséré dans 
le chemin en utilisant GENI. Ce processus est employé d'une manière itérative tant 
qu'aucun des noeuds vi n'apporte d'amélioration à la solution courante. Une mo- 
dification locale du chemin est considérée seulement si elle maintient la réalisabilité 
des contraintes de fenêtres de temps pour tous les noeuds. 
On décrit maintenant I'algorithme étape par étape: 
a Étape 1: initialisalion. Insérer tous les noeuds de V \ {L'O. uncl} en  ordre non 
décroissant de leur iargeur des feoêtres de temps dans une liste S. Construire 
un premier chemin (oo, un+*). 
0 Étape 2: vérification de la réalisabilité. Si S = 0. alors on a trouvé une solution 
réalisable. Aller à ['Étape 5 .  Sinon, soit k = 1 et s = [SI. 
Étape 3: tentative d'insertion. Essayer d'insérer le kième noeud de S dans 
le chemin, entre deux de ses p plus proches voisins en utilisant GENI. Si on 
ne peut pas trouver d'insertion réalisable, alors on incrémente k d'une unité. 
k = k + 1; si k = s + 1, aller à 17Étape 4: si L 5 S. répéter l'Étape 3.  Si on 
identifie au moins une insertion réalisable, implémenter la meilleure. enlever 
de S le noeud justement inséré dans le chemin. mettre à jour le chemin e t  aller 
Étape 4: retour en amère. On n'a pas identifié d'insertion réalisable à l'Étape 
3. Enlever du chemin le noeud v;, le successeur immédiat de  v0 et le mettre en 
dernière position dans la liste S. Si vi a été enlevé du chemin de cet te manière 
pour la Bi fois (0; = O ; ) ,  l'algorithme s'arrête sans avoir trouvé de solution 
réalisable. Sinon, remettre k à 1 et aller à l'Étape 3.  
Étape 5: posf-optimisation. Appliquer au circuit une procédure de post- 
optimisation similaire à US: à partir du successeur immédiat de vo. enlever 
du chemin chaque noeud à son tour en utilisant l'inverse de GENI et l'insérer 
de nouveau dans le chemin en utilisant GENI. Si cette solution est meilleure 
que la solution courante. elle devient la solution courante. Sinon, elle est re- 
jetée. Si on n'a pas réussi à améliorer la solution courante après avoir enlevé 
et inséré à nouveau chaque noeud, l'algorithme s'arrête. Sinon, répéter cette 
étape à partir du successeur de  uo. 
Dans notre implémentation, iin chemin est représenté par une liste circulaire 
doublement chainée. En plus, on garde pour chaque noeud un pointeur vers sa 
position dans le chemin courant. Ceci permet de changer les voisins immédiats (le 
successeur et le prédécesseur) d'un noeud en temps constant, O(1). Ceci implique 
que pour insérer ou enlever un noeud d'un chemin, une fois que le type d'insertion 
ou de retrait a été déterminé, la complexité au pire cas est de l'ordre O ( n ) .  
A l'Étape 1 on utilise t'algorithme de "quicksort" pour trier les noeuds. La 
complexité de cet algorithme est, au pire cas: de l'ordre 0(n2). mais malgré ce 
résultat théorique, l'algorithme de quicksort a en pratique une complexité d'ordre 
O(n1ogn). La complexité de l'Étape 3 est influencée par le nombre d'insertions 
possibles. Ce nombre est déterminé à partir de la définition du voisinage et i l  est de 
l'ordre car il faut considérer tous les choix possibles pour vi, u,, u k  et U r .  Donc. 
la complexité d'une insertion est de l'ordre O(n +pL) et alors la complexité de l'Étape 
3 est de l'ordre 0 (n2  + np4). ~ ' É t a ~ e  4 a la même complexité que l'Étape 3 .  car il 
, 
s'agit d'enlever un noeud, mécanisme inverse de l'insertion. L'Etape 5 représente un 
processus itératif de retraits et d'insertions. Sa complexité est toujours de l'ordre 
Q(n2 + np4). On conclut que la complexité de l'algorithme est de l'ordre 0(n2 + n p 4 ) .  
1.4 Résultats numériques 
L'algorithme qu'on vient de décrire a été programmé en Pascal et tourné sur une 
machine SUN SS'LOI61 (SPECint 92 98.2, SPECfp 92 107.2). Des tests préliminaires 
ont été effectués pour déterminer les valeurs des paramètres pi, pz et Bi- Les résultats 
ont montré qu'en fixant pl = S , p 2  = 7 et Oi = 4 pour tout 2 '  I'algorithme est très 
efficace. Ensuite, l'algorithme a été exécuté sur 370 problèmes tests, groupés en 
trois catégories: 
Les instances de type PVCFT résolues d'une manière optimale par Langevin 
et al. [49]. 
Les instances de type PVCFT résolues d'une manière optimale par Dumas et 
al. [IS]. 
Une extension des problèmes de Dumas et al. [IS]. 
Notre aigori thme trouve des solutions optimales ou très proches de l'optimum 
pour la plupart des problèmes proposés par Langevin et al. [49]. Sur les 89 problèmes 
résolus à l'optimalité, notre algorithme trouve la même solution pour 77 instances. 
Parmi Les 90 problèmes tests considérés, l'algorithme proposé par Langevin et al. 
(491 n'a pas trouvé de solution réalisable dans huit cas. tandis q u e  notre algorithme 
n'a pas trouvé une telle solut ion dans un seul cas. La table 1.1 présente ces résultats. 
La quatrième colonne contient les temps de calcul de l'algorithme exact. alors que la 
dernière colonne indique les temps de calcul de l'heuristique. Chaque ligne indique 
des moyennes sur le nombre de problèmes résolus parmi 10 possibles. 
En ce qui concerne les problèmes tests résolus par Dumas et al. [18]. notre 
algorithme a identifié des solutions réalisables pour 11s des 120 instances et 83 so- 
lutions optimales sur les 112 fournies. La table 1.2 résume ces observations. La 
quatrième colonne contient les temps de calcul de l'algorithme exact. alors que la 
dernière colonne indique les temps de calcul de l'heuristique. Chaque ligne indique 
des moyennes sur le nombre de problèmes résolus parmi 5 possibles. 
On remarque aussi que l'écart moyen par rapport à la solution optimale est dc 
moins de 0.5%. Pour les instances à 80 clients et une largeur moyenne des fenêtres 
de temps de 100, la méthode exacte n'a pas trouvé de solution. Notons que les 
données concernant les temps de transport utilisés par Dumas et al. [IY] sont des 
valeurs entières obtenues par arrondi, 4j = [G~], et en prenant ensui te j = Zik + z k j  
lorsque cj > ëik + z k j .  
Il est difficile de comparer les temps d'exécution car les languages de pro- 
grammat ion, ainsi que les ordinateurs utilisés sont différents. Toutefois, en con- 
sidérant tous les facteurs, il semblerait qu'il soit de deux à trois fois plus rapide 
d'utiliser Pascal sur un SUN SS20/61 que d'utiliser Fortran 'i'i sur un SUN SPARCZ 
(Langevin et ai. [49]). De même, il serait trois fois plus rapide d'utiliser C sur un 
HP9000/735 (Dumas et al. [lS]) que d'utiliser Pascal sur un SUN SS20/61. En 
faisant ces approximations grossières, notre algorithme semble être moins rapide 
pour les problèmes ayant des fenêtres de temps très étroites que les deux méthodes 
exactes. Ce phénomène est expliqué par le fait que les problèmes ayant des fenêt ces 
des temps étroites sont facilement résolus par programmat ion dynamique puisque le 
nombre d'étiquettes à gérer est très petit dans ce cas. Notons qu'aucun algorithme 
exact connu n'est capable de résoudre des problèmes avec de larges fenêtres de temps. 
Dumas et al. [lS] mentionnent que pour des problèmes de  même taille. le temps 
d'éxecution augmente de manière exponentielle avec la largeur des fenêtres de temps. 
Pour tester la performance de notre algorithme sur des problèmes avec fenêtres 
de temps larges, nous avons généré des problèmes tests à partir des problèmes utilisés 
par Dumas et al. [lS] Nous avons gardé les mêmes clients et distances et nous avons 
élargi les fenêtres de temps. Pour un nombre de clients variant de 20 à 100. nous 
avons considéré les instances avec la largeur moyenne la plus graiide et nous avons 
construit des fenêtres de temps d'une largeur d'au plus 100 minutes. Les résultats 
correspondant à ces tests sont présentés à la table 1.3. Ces résultats montrent 
clairement la robustesse de notre algorithme. II réussit à identifier une solution 
réalisable dans tous les cas et les temps d'exécution obtenus ne varient pas avec la 
taille du ~roblème traité. Il faut noter que notre algorithme dépense une grande 
partie de son temps d'exécution à trouver une solution initiale. Ceci est vrai surtout 
pour les instances à fenêtres de temps étroites. 
1.5 Conclusions 
L'algorithme que nous avons développé répond aux objectifs de départ. Pour des 
problèmes avec des fenêtres de temps étroites. notre heuristique n'est pas aussi rapide 
que les deux méthodes exactes proposées dans la littérature. Toutefois. lorsque 
la taille des fenêtres augmente, notre algorithme est la seule méthode connue qui 
permet de produire des solutions réalisables dans un temps raisonnable. Le succès 
de notre méthode est en partie dû aux mécanismes suivants: 
Utilisation de GENIUS pour produire des insertions et aussi dans la phase de 
post optimisation, 
a Voisinages basés sur les distances spaciale et temporelle- 
La procédure de retour en arrière lorsqu'il n'y a pas d'insertion réalisable. 
Tableau 1.1 Les problèmes de Langevin. 
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Le problème de fabrication des tournées de 
véhicules avec fenêtres de temps 
Une instance du problème de fabrication des tournées de véhicules avec fenêtres 
de temps (PFTVFT) est définie par un dépôt, une Rotte de véhicules et un ensemble 
de villes ou clients avec des demandes connues. Le problème d'optimisation associé 
consiste à déterminer un ensemble de routes à coût minimum, débutant et finissant 
au dépôt, qui dessert tous les clients. L'ensemble de routes doit être défini de façon 
à ce que chaque ville soit visitée une seule fois par un seul véhicule. Le service d'une 
ville doit commencer à l'intérieur de la fenêtre de temps définie par le temps au plus 
tôt et le temps au plus tard où le service peut débuter. Le PFTVFT représente un 
élément très important des systèmes de distribution et transport. Un exemple est 
la fabrication d'horaires de travail dans le contexte urbain ou aérien. Les villes sont 
identifiées à des tâches de travail aux différents moments dans le temps. alors que 
les roules correspoiicittii~ à des ptkiodes de travail. 
Le PFTVFT est un problème NP-complet. Dans ce chapitre on présente un 
nouvel algorithme de type recherche tabou pour sa résolution. 
2.1 Le problème 
Soit iV = { v l , .  . . , U n }  un ensemble de noeuds. On définit aussi deux autres noeuds, 
vo et v,+l. Les noeuds vi, 1 5 i 5 n, sont associés aux clients et les noeuds vo 
et an+l représentent, respectivement, la sortie du dépôt et l'entrée au dépôt. Soit 
V = N u { V ~ , V , + ~ ) .  Le PFTVFT est défini sur un graphe G = (V? A ) ,  déterminé 
par l'ensemble des noeuds V et l'ensemble des arcs A, défini ci-dessus. A chaque 
arc (v i ,  vj), vi, vj E V, i # j ,  on associe deux valeurs non négatives: une distance cij 
et un temps de parcours tij- Des fenêtres de temps [a;,  bi]  et  un temps de service 
si sont attachées à chaque noeud ui E N. De plust à chaque noeud ci, vi E :V est 
associée une demande di. Le temps auquel un véhicule visite le noeud ui est noté 
par t ; .  On remarque que [ao, bol = [anci b,+& L'ensemble des arcs A est défini par 
A = { ( v i ,  vj) : ai + t i j  5 b j ,  ui E N U { v o } ,  u j  E N U i # j } .  
Pour simplifier, on fait l'hypothèse que les temps de parcours t i j  sont égaux 
aux distances ci,. On suppose aussi que la distance cij de u; à u, inclut le service 
à vie Le PFTVFT consiste à détérminer un ensemble de chemins orientés qui com- 
mencent à vo, finissent à v,+l; et tels que chaque noeud u;, vi E .Ri est visité une 
seule fois par un seul chemin. Chaque noeud vi ,  ui E :V doit être visité au plus 
tard au temps bi et ne peut pas être servi avant le temps ai.  On remarque que le 
noeud vi peut être atteint avant ai et dans ce cas il y a une attente à ce noeud. On 
remarque que la durée totale d'un chemin ne peut pas dépasser 6n+1. Si on associe 
un véhicule à chaque chemin, alors il faut respecter aussi la contrainte de capacité 
suivante. La somme des demandes des clients desservis par un véhiciile nr peut pas 
dépasser la capacité du véhicule. On fait l'hypotlièse que la demande à un noeud 
u;,  v; E N ,  est inférieure à la capacité des véhicules. Nous avons adopté comme 
objectif de déterminer un ensemble de chemins à coût minimum par rapport aux 
distances, par contraste à la durée totale. Cet objectif représente la formulation 
classique du problème et il est le plus étudié. 
Sans la contrainte sur la capacité des véhicules, le problème est connu dans la 
lit térature de spécialité comme le m-PVCFT. 
Dans ce chapitre on considère une flotte homogène de véhicules et on fait 
l'hypothèse que la taille de cette flotte est une variable de décision. Savelsbergh 
(621 a montré que même trouver une solution réalisable pour le PFTVFT dont le 
nombre de véhicules est fixé, est un problème NP-complet. Dans notre approche on 
considère que les fenêtres de temps représentent des contraintes fortes: un véhicule 
ne peut pas arriver à une ville après la fin de la fenêtre de temps. Cette approche 
est différente de celle adoptée par ceux qui traitent les fenêtres de temps comme des 
contraintes molles, en les violant moyennant une pénalité. 
Soit Ii l'ensemble des indices des véhicules et Q la capacité d'un véhicule. 
La  formulation mathématique comprend trois types de variables: variables de flot 
rfj, (vi7 v j )  E A, k E K ,  variables de temps t f  , i E V, k E Ii et variables de charge- 
ment I f ,  i E V. k E K.  La variable XI, est égale à 1 si l'arc (v,, v,) est utilisé par le 
véhicule k et O sinon. La variable t f  indique le début du service au noeud v; par 
le véhicule k, alors que 1; correspond au chargement du  véhicule k immédiatement 
après le service au client vis 
Le problème de déterminer un ensemble de routes à coût mini miim qui satisfait 
les contraintes du PFTVFT peut être formulé comme suit: 
La fonction objectif minimise le coût total. L a  contrainte (2.1) assure que 
chaque client est desservi par un seul véhicule. Les contraintes (2.2)-(2.4) décrivent 
la conservation de Bot pour le véhicule k. Les contraintes (2.5)-(2.6) imposent la 
réalisabilité de l'horaire, alors que les contraintes (2.7)-i 2.8) garantissent la réalisa- 
bilité des charges. 
Le PFTVFT a été étudié d'une manière intensive dans la littérature. Étant 
donné sa forte nature combinatoire. les méthodes exactes ont eu un succès limité 
sur le PFTVFT. Le plus large problème résolu à l'optimalité dans la littérature de 
spécialité comprend 1s véhicules et 100 clients (Desrochers, Desrosiers e t  Solomon 
[13]). Une autre direction de recherche a été le développement d'heuristiques capa- 
bles de résoudre des problèmes réels dans un temps raisonnable. 
La  contribution d e  ce chapitre est le développement d'un nouvel algorithme 
d e  type recherche tabou pour le PFTVFT. 11 se compare de  façon favorable avec les 
plus récentes heuristiques, sur un ensemble de 56 problèmes tests de la littérature. 
Le reste du chapitre est organisé comme suit. La revue de la littérature est présentée 
dans la section suivante. L'heuristique qu'on propose est définie à la section 3. Des 
résultats de calculs sont rapportés de manière comparative à la section 4. Finale- 
ment, on dérive les conclusions à la section 5.  
2.2 Revue de la littérature 
Kolen, Rinnooy Kan e t  Trienekens [4S] ont été les premiers à proposer un algorithme 
exact et  à présenter des résultats de calcul pour le PFTVFT. Ils ont développé une 
méthode de séparation e t  évaluation, où chaque noeud de l'arbre d'exploration corre- 
spond à une solution partielle. Une solution partielle est définie par un ensemble de 
routes fixées, une route partielle qui commence au  dépôt e t  un ensemble de clients 
qui ne peuvent pas prolonger la route partielle comme le prochain client. Dans 
l'étape de séparation, un client qui n'appartient pas aux routes fixées' à ta route 
partielle, ou à l'ensemble de clients qui ne peuvent pas prolonger la route partielle. 
est choisi à l'aide d'une heuristique. Lorsqu'il n'y a pas de route partielle. la décision 
est d'initier ou de ne pas initier une nouvelle route avec le client choisi. .I\çsociés 
à la décision binaire de prolonger la route partielle par le client choisi à l'étape de 
séparation, deux noeuds sont créés. Le premier noeud correspond à la décision de 
prolonger la route partielle par le client choisi. Le deuxième noeud est associé à 
l'addition du client choisi à la liste des clients qui ne peuvent pas prolonger la route 
partielle. A chaque noeud de l'arbre d'exploration la méthode calcule une borne 
inférieure pour toutes les extensions réalisables de la solution partielle. De plus? 
l'approche comporte une relaxation de la contrainte qui oblige qu'un client, pas en- 
core dans une route, soit desservi une seule fois. L'extension au moindre coût de la 
solution partielle courante est calculée tel que la somme des demandes des routes 
soit égale à la somme des demandes des clients et que chaque route finisse par un 
autre client. 
Desrochers, Desrosiers et Solomon [13] ont développé un algorithme exact basé 
sur la technique de génération de colonnes. Ils ont formulé le PFTVFT comme 
un problème de recouvrement où chaque colonne représente une route réalisable. 
Le sous-problème est défini comme un problème de plus court chemin avec con- 
traintes d'horaires. Une solut ion du sous-problème est obtenue par une méthode 
primale-duale qui résout les équations de récurrence du problème. Cet te méthode 
a été dévéloppée par Desrochers [12]. Elle demande la création de deus ensembles 
d'étiquettes à chaque noeud. Le premier ensemble contient les étiquettes associées à 
des chemins réalisables et il définit des solutions primales. Ces solutions déterminent, 
à chaque noeud, une borne supérieure sur le coût des solutions efficaces. Le deuxième 
ensemble contient les étiquettes associées à des bornes inférieures sur le coût d'un 
chemin finissant au noeud ui dans un état donné. L'algorithme modifie les ensem- 
bles d'étiquettes jusqu'à ce quhne  solution optimale soit atteinte. Pour obtenir une 
solution entière, les auteurs ont utilisé une stratégie de séparation et évaluation. 
Dans une première étape le branchement est effectué sur le nombre de véhicules 
utilisés. Une fois cette variable fixée, le branchement est dirigé à partir des valeurs 
des variables de Bot. L'algorithme a été testé avec de  très bons résultats sur des 
problèmes avec des fenêtres de  temps très serrées, car le nombre de solutions, et 
donc de colonnes est limité. Des problèmes qui comportent jusqu'à 100 clients ont 
été résolus. Comme la combinatoire augmente d'une manière dramatique avec la 
largeur des fenêtres de temps, l'approche est moins efficace sur les instances à larges 
fenêtres de  temps. 
Deux types d'heuristiques ont produit de très bons résultats pour le PFTVFT. 
Leur succès est dû à deux facteurs importants: la qualité générale de  l'heuristique 
et  l'incorporation dans leur mécanismes des caractéristiques propres au PFTVFT. 
Un premier type d'heuristique est la recherche tabou. Sa philosophie générale est 
améliorée en  rajoutant des définitions spécifiques pour le voisinage et la stratégie 
de recherche. Le deuxième type d'heuristique est représenté par les algorithmes 
génétiques. La création des descendants et le mécanisme de mutation sont des 
leviers de décision significatifs pour les algorithmes génétiques. On restreint la re- 
vue des méthodes heuristiques à ces deux types. 
Rochat et Taillard [61] présentent un algorithme de type recherche tabou qui 
comporte deux phases et qui utilise une technique probabiliste pour diversifier, in- 
tensifier et paralléliser une recherche locale adaptée à la résolution des problèmes de 
tournées de véhicules. Dans la première phase- l'aspect diversification est esploité 
à fond pour obtenir un ensemble de solutions initiales e n  appliquant une recherche 
locale à des solutions générées d'une manière aléatoire. .;\ chaque route on associe 
une étiquette avec la valeur de la solution à laquelle elle appartient. La deuxième 
phase correspond à un processus itératif qui choisit d8une manière probabiliste un 
nouvel ensemble de routes selon les valeurs des étiquettes des routes courantes. Cet te 
stratégie est résumée par Glover [27] comme suit: 
0 choisir une ou plusieurs variables dont l'importance est plus marquée et fixer 
ces variables à leurs valeurs préférées; 
calculer la nouvelle importance des variables pas encore fixées en tenant compte 
des restrictions ci-dessus: 
a repéter le processus jusqu'à ce que toutes les variables aient été fixées. 
Potvin et al. [57] décrivent un algorithme de type recherche tabou. Ils 
définissent le voisinage à l'aide de deux opérations qui représentent deux types 
d'échange: mouvements Or - opt et 2 - opt'. Un échange de type Or - opt [54] 
consiste à déplacer uno deux ou trois clients consécutifs dans une partie différente 
de la même route. Un échange de type 3 - opt* est défini de la manière suivante. 
Considérons deux routes qu'on brise en deux parties (en enlevant un arc de chacune 
d'entre elles). Deux nouvelles routes sont obtenues en combinant le début de la 
première route avec la fin de la deuxième route et le début de la deuxième route 
avec la fin de la première route. Pour restreindre le nombre de tels échanges. les 
auteurs définissent pour chaque client l'ensemble de ses plus proches voisins. Un 
mouvement de type Or - opt est considéré seulement si le client après lequel la 
séquence de clients sera insérée fait partie des p plus proches voisins du premier 
client appartenant à la séquence. D'une manière similaire, dans un échange de type 
2 - opt*, le client qui marque le début de la deuxième partie de la deuxième route 
doit faire partie des q plus proches voisins du dernier client de la première partie 
de la première route (où p et q représentent des paramètres d'entrée). Les auteurs 
considèrent seulement des mouvements qui gardent la réalisabilité des routes. Pour 
réduire le nombre de routes utilisées, une procédure qu i  essaye d'éliminer les routes 
à moins de 3 clients est utilisée. 
GIDEON (Thangiah, Nygard et Juell [6S]) est un algorithme génétique basé 
sur la stratégie groupe d'abord, route ensuite. Cette stratégie comporte deux étapes. 
La première étape est dédiée à rassembler, selon des critères spécifiques, des éléments 
donnés dans des groupes. La deuxième étape consiste à améliorer l'objectif en appor- 
tant des modifications à chaque groupe. L'algorithme génétique est appliqué seule- 
ment pour identifier les groupes. Dès que cette opération est finie. des heuristiques 
de recherche locale sont utilisées pour améliorer la solution obtenue par l'algorithme 
génétique. L'algorithme génétique est basé seulement sur des considérations d e  type 
géographique. Comme résultat, il n'y a pas de  garantie que la solution finale sera 
réalisable par rapport aux fenêtres de temps ou aux contraintes de capacité. On tient 
compte des violations des contraintes en introduisant des pénalités dans la fonction 
objectif. Une heuristique de recherche locale déplace un client ou une séquence de 
deux clients d'une route i une autre. Une deuxième heuristique échange un client 
ou une séquence de deux clients entre deux routes. 
Un inconvénient de l'utilisation des algorithmes génétiques pour Le P FTVFT 
est la difficulté de coder plusieurs routes dans un chromosome et de définir des 
opérations qui fusionnent deux solutions en une seule pour générer des descendants 
réalisables. Potvin e t  Bengio [56] ont développé un algorithme, GENEROUS, qui 
évite ce problème en appliquant les opérateurs de mutation et reproduction a u s  
solutions. Pour obtenir des descendants, les auteurs ont développé la méthode sui- 
vante. Des solutions parentes sont choisies à partir de la population courante selon 
une règle de "fitness". Une nouvelle solution est obtenue en utilisant l'heuristique 
2 - opt*. Pendant ce processus, cert.ains clients se houvent dans plusieurs routes. 
alors que d'autres ne font partie d'aucune. Un opérateur réparateur est appliqué 
pour résoudre cette difficulté. Finalement, des opérateurs de type mutation sont 
utilisés pour éliminer des routes contenant un nombre réduit de clients. 
Pour un survol récent des problèmes de fabrication de tournées de véhicules et 
ordonnancement, voir Desrosiers et  al. [15]. 
2.3 L'algorithme 
L7algorit hme que nous proposons est composé de  deux phases. La première phase. 
l'initialisation, a comme but de déterminer une solution initiale. La deuxième phase 
représente un processus d'amélioration de la solution initiale. Elle comporte les 
caractéristiques d'une méthode de recherche tabou, combinées avec des procédures 
spécifiques aux PFTVFT. 
Tout au long de l'algorithme on utilise les principes de GENIUS, qu'on a adapté 
au PFTVFT.  On a vu au chapitre précédent les modifications apportées à GENIUS 
pour pouvoir traiter le PVCFT. En grande partie ces modifications s'appliquent 
aussi au  PFTVFT. On les reprend ici pour I'homogénéi té du texte. 
Dans notre algorithme pour le PFTVFT, GEXI est utilisé pour insérer un 
noeud v dans une route partiellement construite, en exécutant en même temps une 
optimisation locale de  la route. Soit p un paramètre d'entrée. Pour chaque noeud 
v E V on définit son voisinage iV;(v) dans La route s comme l'ensemble de p noeuds 
déjà dans 1s route qui sont les plus proches voisins dc c. 
Si la route contient moins de p noeuds, alors ces noeuds définissent -i,J(u). Là 
où le contexte le permet sans créer de confusion, on remplace la notation !V;(v) par 
N,(v). Le noeud v est inséré entre les noeuds v; e t  vj  appartenant à iVp(v). Pour une 
route e t  une orientation données, soient vi-1 et vi+l le prédécesseur et le successeur 
du noeud vie Il y a deux types d'insertion GENI. Chacune est essayée pour les deux 
orientations de la route e t  pour différents choix des vi, vj, vk et V I .  La meilleure inser- 
tion est acceptée. Les deux types d'insertion GENI sont décrits au premier chapitre. 
On peut utiliser l'inverse de GENI pour enlever un noeud d e  la route e t  
procéder en même temps à une optimisation locale. Pour une route fixée' le pro- 
cessus itératif défini par l'inverse de GENI et  par GENl conduit à une optimisation 
locale de la route. Ce processus itératif est noté US (pour 5mstriging' et *string- 
ing") par Gendreau, Hertz et Laporte [-31. 
Comme chaque route du PFTVFT représente un chemin orienté de vo à v,+i 
et comme le chemin inverse d'un chemin réalisable peut ne pas l'être. Ia nature 
asymétrique du PFTVFT est évidente. Pour en  tenir compte, on remplace les voisi- 
nage &(v) par les voisinages orientés JV; ( , u )  et  iV; ( u )  contenant. respectivement. 
les plus proches p successeurs et  prédécesseurs du noeud v .  
Le voisinage doit tenir compte des distances et fenêtres de temps. Étant donné 
deux noeuds vi et v,, on définit la proximité de leurs fenêtres de temps par: 
Une manière naturelle de définir une pseado-distance di j  entre ui et v j  est 
d'utiliser une combinaison convexe entre ci, et ri,: 
Des tests préliminaires ont montré que cette règle mène à des résultats instables: 
fixer cr est problématique car les distances sont plus influentes pour certaines in- 
stances, alors que pour d'autres les fenêtres de temps sont le facteur critique. Une 
façon plus satisfaisante de définir les voisinages est d'inclure dans !V,+(v) les pl plus 
proches succcesseurs d e  v déjà dans le chemin par rapport à Gj. et les p2 plus proches 
successeurs de v déjà dans le chemin par rapport à rij, avec la condition pl + p 2  = p. 
D'une manière similaire on définit N J v )  en termes de prédécesseurs. De plus, va 
est inclus dans N J u )  et v,+l est inclus dans iV,+(v). 
L'algorithme que nous avons développé préserve en tout temps la réalisabilité 
des solutions. Cette approche est différente des méthodes qui permettent des solu- 
tions non réalisables et qui utilisent des pénalités pour retrouver la réalisabilité. Ac- 
cepter des solutions qui ne respectent pas les contraintes a comme but d'augmenter 
le nombre d7insert ions possible et donc d'explorer l'espace des solut ions plus rapide- 
ment. L'inconvénient de cette approche est la difficulté de retomber sur une solution 
réalisable. En restant toujours dans l'espace réalisable, le nombre d'insertions est 
plus restreint, ce qui diminue la distance (définie par le nombre de noeuds qui ont 
changé de  position) entre deux solutions. 
Lors de l'insertion d'un noeud u dans le chemin courant s, i l  faut maintenir sa 
réalisabilité. A cette fin, on calcule pour chaque noeud v ;  l e  k m p s  entique de départ 
zi. Ce temps critique est mis à jour au long de l'algorithme. Ces coefficients mesurent 
le temps au plus tard des départs des noeuds pour garder le chemin réalisable. Les 
coefficients ri sont calculés à rebours, à partir du noeud un+*: 
si vi est le prédécesseur de vj sur le chemin courant. 
Chaque fois qu'un noeud v est inséré dans le chemin courant en utilisant la 
procédure GENI, l'ordre de quelques noeuds peut être modifié. Considérons le 
chemin (vol..  . , v ia , .  . . vi,, . . . , v,+l) obtenu après une insertion et (via,. . . ' vi,) la 
portion du chemin modifiée par l'insertion. Une condition nécessaire pour qu'une 
insertion potentielle soit réalisable est que les temps d'arrivée aux noeuds ti satis- 
fassent: 
ti 5 bi, i = via,. . . . trib. 
En plus? l'insertion doit être réalisable pour tous les noeuds suivant &'id: 
fiB+, = Li, f tidiB+, I -ip+l. 
Cette dernière condition permet d'éliminer possibles insertions non réalisables. 
Lorqu'un noeud est enlevé de la route r et  inséré dans la route s à l'itération 
t,  on interdit de l'introduire de nouveau dans la route r jusquTà l'itération t + 8. où 
6 est un entier choisi d'une manière aléatoire de l'intervalle [i!l,g]. 
On décrit maintenant l'algorithme étape par étape: 
Étape 1: initialisation. Obtenir une solution réalisable à l'aide de  la procédure 
d'insertion I l  d e  Solomon [65]. Soit mil le nombre de véhicules utilisés par cette 
procedure. Pour n = 1,.  . . , mil, calculer une nouvelle solution en utilisant 
l'insertion parallèle. Il faut noter que pour chacune de ces solutions on definit 
les germes comme les m noeuds les plus éloignés du dépôt. L a  solution initiale 
ml est la meilleure parmi les mil générées. Soit k = 0. 
, 
Etape 2: critère d brrêt. Si k < nrep, alors L = k+ 1 et aller à l'étape 3. Sinon 
l'algori thrne s'arrête en retournant ia meilleure solution trouvée. 
# 
Etape 3: optimisation: Appliquer à chaque route de la solution courante la 
procédure d'optimisation US. 
Étape 4: changement de route: Enlever un client vi de la route r et  l'insérer 
dans la route s, s # r. ou initialiser une nouvelle route avec via Pour limiter le 
nombre de mouvements possibles, la route s doit contenir un des plus proches 
voisins de  vi- Considérer chaque noeud et implanter le mouvement qui fait 
décroître le plus la fonction objectif. 
Étape 5: échange de type 2 - o p P .  Couper en deux deux routes de la so- 
lut ion courante aux endroi ts qui permet tent d'obtenir deux nouvelles routes 
réalisables par un échange de type 2 - opt'. Considérer les routes de la solu- 
tion courante deux à deux et implanter l'échange qui réduit le plus l'objectif. 
Cette étape est utilisée sans tenir compte des restrictions tabou. 
Étape 6: réduchm du nombre de véhicules. Essayer de réduire le nombre de 
véhicules en éliminant les routes à moins de n /m  clients. Considérer chaque 
client vi  appartenant à une telle route et tenter de l'insérer dans une autre 
route. Aller à l'Étape 2. 
A l'Étape 6 de l'algorithme. lors du processus de réduction du nombre de 
véhicules, les routes où l'on tente d'insérer un client doivent avoir déjà au moins 
n/mi clients. Si une route s respecte cette condition. alors on évalue si la valeur de 
la fonction objectif diminue. Des tests préliminaires ont montré que pour une partie 
des instances il vaut mieux accepter l'échange, même s'il n'y a pas de réduction 
de l'objectif. Pour une autre partie des instances il était impératif que la fonction 
objectif diminue. Nous avons décidé d'accepter l'échange sans une amélioration 
de l'objectif pour les premières ni itérations tabou et d'imposer la réduction de 
l'objectif après ce seuil. 
On a étendu la structure de données utilisée pour le PVCFT au PFTVFT. Un 
chemin est représenté par une liste circulaire doublement chaînée et pour chaque 
noeud on garde un pointeur vers sa position dans le chemin où il se trouve. Ceci 
nous permet d'insérer ou d'enlever un noeud, une fois que le type d'insertion ou 
d'enlèvement a été déterminé, avec une complexité de l'ordre O ( n ) .  On a vu 
aussi au chapitre précédent que le nombre d'opérations nécessaires pour une in- 
sertion (enlèvement) est de L'ordre O(n + p4). On peut maintenant facilement 
déterminer la complexité de l'algorithme. Le nombre d'opérations nécessaires à 
l'étape d'initialisation est de l'ordre 0 ( n 2  + np4) .  Une itération tabou a une com- 
plexité de l'ordre 0(n2 + n p 4 ) ,  car chacune des Étapes 3, 4.5 et 6 a cette complexité. 
Comme nrep, le nombre d'itérations tabou. n'est pas connu on ne peut pas conclure 
sur la complexité totale de l'algorithme. 
2.4 Résultats numériques 
L'algorithme présenté dans la section précedente a été implanté en Pascal et testé sur 
une station SUN 10 (135.5 hdips, 2'7.3 MFLOPS, 128M MÉWOIRE) .  Des résultats 
préliminaires ont montré qu'en posant pi = 5 et pz = -5. on obtient de bonnes solu- 
tions. Les autres paramètres sont fixés comme suit: [B, ë] = [S. 101. nl = 3 x n et 
nrep = 5 x n. 
On a testé la performance de notre algorithme sur l'ensemble de problèmes 
tests défini par Solomon 1651. Cet ensemble comprend 56 instances à 100 clients. IL 
a été spécialement construit pour le PFTVFT et est l'ensemble de problèmes tests 
le plus utilisé dans la littérature consacrée aux problèmes de fabrication d'horaires 
de véhicules. Pour ces problèmes, le temps de transport correspond aux distances 
euclidiennes, calculées à un décimal. Selon leur caractéristiques, ces problèmes ont 
été divisés en trois catégories: de type R (les clients sont dispersés dans un carré 
[O, 1001 x [O, 1001 selon une loi uniforme), de type C (les clients forment des groupes 
dans le carré [O, 1001 x [O, 1001) et de type RC, une combinaison des types R et C. De 
plus, selon la taille de la flotte de véhicules, la capacité d'un véhicule, les largeurs 
des fenêtres de temps e t  distances entre les clients, pour chacun des types définis ci- 
dessous, on a construit deux catégories de problèmes. Les ensembles de problèmes 
R1, C l ,  e t  RC1 ont un horizon étroit, défini par des véhicules avec une capacité 
réduite et  des courtes distances entre les clients. Ceci implique que seulement un 
nombre limité de clients peuvent Gtre desservis par un véhicule. Par contraste, les 
ensembles RJ, C2 et RC2 se caractérisent par des véhicules avec une grande capacité 
et  de  grandes distances entre les clients. Pour ces ensembles, une plus petite flot te  de 
véhicules sera suffisante. Les caractéristiques des problèmes tests sugèrent que des 
approches différentes sont recommandées pour différents types de  problèmes. Par 
exemple, une méthode exacte est indiquée pour des instances dont les fenêtres de 
temps sont étroites. D e  plus. une heuristique peut avoir un comportement différent 
selon le type de problème. Une manière efficace d'obtenir de bon résultats est de 
changer ses paramètres pour tenir compte des caractéristiques propres à chaque type 
de problème. 
On a comparé notre algorithme avec les approches les plus performantes (Gen- 
dreau, Laporte et Potvin 1-51): GIDEON (Thangiah. Nygard et Juell [6S]: Thangiah 
[69]; Thangiah and Gubbi (701): GENEROUS (Potvin and Bengio [ 5 6 ] )  et Rochat 
et  Taillard [61]. 
Les résultats numériques sont rapportés dans les tableaux 2.1 à 2.12. Le 
tableau 2.1 présente une comparaison des solutions moyennes pour les 56 instances. 
Dans la première colonne on indique entre parenthèses le nombre d'instances pour 
chaque type de problème. Pour chaque type de problème on indique dans la colonne 
correspondant à chaque algorithme les moyennes suivantes: nombre de véhicules. 
distance parcourue, et  temps d'exécution. Tous les temps sont donnés en secondes. 
On remarque que les temps d'exécution ne sont pas disponibles pour GIDEON. 
GENEROUS a été exécuté sur une station Silicon Graphics, alors que l'algorithme 
de Rochat et Taillard [61] a été exécuté sur un Silicon Graphics Indigo ( 100 kIhz). 
On peut conclure que notre algorithme est très compétitif, car ses performances 
moyennes se trouvent dans la même classe que les approches les plus performantes. 
Les tableaux 2.2 et 2.3 sont une mise B jour du tableau 6 de Rochat et Tail- 
lard [6 11 contenant les meilleures solut ions publiées pour les instances de Solomon. 
La dernière colonne, notée Heuristique, présente les résultats obtenus par notre al- 
gorithme. Il faut noter que les solutions que Rochat et Taillard [61] rapportent 
sont les meilleures solutions obtenues au cours de nombreux tests, en utilisant des 
paramètres différents. La solution d'une instance est donnée par deux nombres. Le 
premier indique le nombre de véhicules utilisés. Le deuxième nombre représente la 
distance totale parcourue par les véhicules. On constate qu'on améliore (caractères 
gras) la valeur de la meilleure solution connue dans 10 instances sur 56 et on atteint 
(italiques) la solution optimale dans 4 autres instances. 
Les tableaux 2.4 à 2-12 décrivent en détail les améliorations que notre algo- 
rithme a apporté aux meilleiires solutions connues pour les instances de Solomon. 
2.5 Conclusions 
Nous avons présenté un algorithme de type recherche tabou pour le PFTVFT. On 
a testé l'algorithme sur les problèmes de Solomon [65],  problèmes tests de référence 
dans la littérature. On a comparé nos solutions avec celles obtenues par les meilleurs 
algorithmes. Les résultats numériques montrent que notre méthode se compare fa- 
vorablement avec les procedures les plus efficaces dévéloppées pour le PFTVFT. 
Nous avons amélioré la meilleure solution connue pour 20% des instances. On at- 
tribue les résultats de notre implantation aux facteurs suivants: 
L'utilisation de GENI et son inverse comme mécanismes pour insérer et enlever 
des noeuds, 
La définition du voisinage, 
La procédure de réduction du nombre de véhicules. 
L'utilisation des échanges de type 2 - opta. 
Tableau 2.1 Moyennes comparatives des résultats. 
Type de problème 
R1  (12) 
cl (9) 
RC l(8) 
R2 ( i l )  
C2 ( S j  
RC2 (8) 









































































Tableau 2.2 Les meilleures solutions: instances R1. C l .  RCL. 







Desrochers et al. (1992) 




Thangiah et al. (1994) 
Rochat & Taillard (1995) 
Rochat & T d a r d  (1995) 







Rochat & Taard (1995) 
Rochat & Taillard (1995) 











Rochat &. Taillard (1995) 
Thangiah et ai. (1994) 
Rochat & Taillard (1995) 



















Desrochers et al. (1992) 
Rochat tk Taillard (1995) 





























Thompson k ~sara f tk  (1993)' 
Desrochers et ai. (1992) 
Derrochers et d. (1992) 
Desrochers et al. (1992) 
Potvin et al. (1993) 
Thangiah et al. (1994) 
Rochat & Taillard (1995) 
Thangiah et al. (1994) 
Rochat & Taillard (1995) 
Rochat & Taillard (1995) 

















IO/ 1 1ïO.72 Rochat & Taiilard (1995) 10/1218.8 
A 
Tableau 2.3 Les meilleures solutions: instances R2. C 2 ,  RC2. 











Rochat & Taillard (1995)' 
2/869.24 
31 1063.24 







u l Y n RC201 1 Thangiah et  4. (1994) 1 4/1294 1 4/1503.3 
R205 
Thangiah et al. (1994) 
Rochat & Taillard (1995) 
Rochat & Taillard (1995) 
Thangiah et al. (1994) 
Rochat 8. Taillard (1995) 
C206 
4/ l l  i3.8 
3/ 1060.5 Rochat & Taillard (1995) 
Rochat St T d a r d  (19951 
- 
Rochat & Taillard (1995) 
Potvin et al. (1993) 
Potvin et al. (1993) 
Rochat & Taillard (1993) 













21949.47 1 31929.0 
3/586.0 Potvin et al. (1993) 
4/ 1332.0 
3/ 1 145.5 






3/.59 1 .S 
3i.591 
Potvin et al. (1993) 3/589 
3/585.8 
3/588 









C208 1 Potvin et aI. (199.3) , 3/.588 , 3/585.8 
3/588 
~ o c x a t  &   ailla rd ( 1 9 9 g  3/1165.56 
Rochat & Taillard (1995) 
Rochat & TaiUard (1995) 
Rochat & Taillard ( 1995) 
31806.75 1 3/897.5 
411333.X 1 4/1409.8 
- 
Rochat & Taillard (1995) 
Rochat & Taillard (199.5) 








Tableau 2.4 Instance C105- Distance totale: 8'27.3. 
Tableau 2.5 Instance C109. Distance totale: 827.3. 





Tableau 2.6 Instance C'LOI. Distance totale: 589.1. 











93, 5, 75, 2, 1, 99, 100, 91, 92, 94, 95, 98, 7, 
3, 4, 89, 91, 88, 84, 86, 83, 82, 85, 76, 71, 70, 73 
80, 79, 81, 78, 77, 96, 87, 90 
20, 22,24, 27, 30, 29, 6, 32, 33, 31, 35, 37, 38, 
39, 36, 34, 28, 26, 23, 18, 19, 16, 14, 12, 15, 
17, 13, 25, 9, 11, 10, 8, 21 
67, 63, 62, 74, 72, 61, 64. 66, 69, 68, 65, 
49, 55, 54, 03, 56, 58, 60? 59, 57, 40, 44, 46, 
45, 51, 50, 52, 47, 43, 42, 41, 48 





5, 3, 7, 8, 10, 11, 9, 6, 4, 2, 1, 75 
4 3 , 4 2 , 4 1 , 4 0 , 4 4 , 4 6 , 4 5 , 4 8 , 5 1 , 5 0 , 5 2 , 4 9 , 4 7  
90, 81, 86, 83, 82, 84, 85, 88, 89, 91 
13, 17, 18. 19. 15. 16. 14. 12 
Routes 
13, 17, 18, 19, 15, 16, 14, 12 
5 , 3 , 7 , 8 , 1 0 , 1 1 , 9 , 6 , 4 , 2 , 1 , 7 5  
90, 87, 86, 83, 82, 84, 85, 88, 89, 91 
32, 33, 31, 35, 37,38, 39, 36, 34 
67, 65, 63, 62, 74, 72, 61, 64, 68, 66, 69 
57, 55, 54, 53, 56, 58, 60, 59 
81, 78, 76, 71, 70, 73, 77, 79, 80 
98, 96, 95, 94, 92, 93, 97, 100, 99 



























Tableau 2.7 Instance C202. Distance totale: ,589.1. 
Tableau 2.8 Instance C205. Distance totale: 586.4. 





20, 22, 24, 27, 30, 29, 6, 32, 33, 31, 35, 37, 38, 
39, 36, 34, 28, 26, 23, 18, 19, 16, 14, 12, 15, 
17, 13,25,9,  11, 1 0 , 8 , 2 t  
67. 63, 62, 74, 72, 61, 64, 66, 69, 68, 65, 
49, 55, 54, 53, 56, 58, 60, 59, 57, 40, 44,46, 
45, 51, 50, 52, 47, 43, 42, 41, 48 
93, 5, 75, 2, 1, 99, 100, 97, 92, 94, 95, 98, 7, 
3 ,4 ,  89, 91, 88, 54,86, 83.82, 85, 76, 71, 70, 73, 
80, 79, 81, 78, 77, 96, 87, 90 
Tableau 2.9 Instance C206. Distance totale: 586.0. 
Routes 
20, 22, 24, 24, 30, 29, 6, 32, 33, 31, 35, 37, 38, 
39, 36. 34,28, 26, 23, 18, 19, 16, 14, 12, 15. 
17, 13 ,25 ,9 ,  11, 10 ,8 ,21  
67, 63, 62, 74, 72, 61, 64, 66, 69, 68, 65, 
49, 55, 54, 53, 56, 58, 60, 59, 57, 40, 44, 46, 
45, 51, 50,52, 47, 43, 42, 41, 48 
93, 5, 75, 2, 1, 99, 100, 97, 92, 94, 95, 98, 7, 
3, 4, 89, 91, 88, 86, 84, 83, 82, 85,76, 71, 70, 73. 

































20, 22, 24, 27, 30, 29, 6, 32, 33, 31, 35, 37, 38, 
39, 36, 34, 28, 26, 23, 18, 19, 16, 14, 12, 15, 
17, 13 ,25 ,9 ,  11, 10 ,8 ,21  
61, 63, 62, 74, 72, 61, 64, 66, 69, 68, 65, 
49, 55, 54, 53, 56, 58, 60, 59, 57, 40, 44,46, 
45, 51, 50, 52, 47, 42, 41, 43, 48 
93, 5, 75, 2, 1, 99, 100, 97, 92, 94, 95, 98, 7, 
3, 4, 89, 91, 88, 86, 84, 83, 82, 85, 76, 71, 70, '73, 




Tableau 2.10 Lnstances C207 St C208. Distance totale: 585.8. 
n ~ o m b r e  de client: 
Tableau 2.1 1 Instance R20L. Distance totale: 1278.5. 
Routes 
67, 63, 62, 74, 72, 61, 64, 66, 69, 68, 65, 
49, 55, 54, 53, 56, 58, 60, 59, 57. 40, 44, 46, 
45,51, 50, 52, 47, 42, 41, 43, 48 
20, 22, 24, 27, 30, 29, 6, 32, 33, 31, 35, 37, 35, 
39, 36, 34, 28, 26, 23, 18, 17, 19, 16! 14, 12, 15, 
13, 25, 9, 11. 10, 8, 21 
93, 5, 75, 2, 1, 99, LOO, 97, 92, 94, 95, 98, 7. 
1, 4, 89, 91, 88, 86, 84, 83, 82, 85, 76, 71, 70, 73, 
80, 79, 81, 78, 77, 96, 87, 90 











89, 6, 96, 92, 98, 85, 61, 16, 14, 43, 15 
41, 22, 75, 56, 23, 67, 39, 12, 76, 25, 
53, 79, 33, 81, 9, 51, 20, 66, 65, 71, 
35, 34, 78, 29, 24,55, 4, 72, 74, 73, 
21, 40, 13, 94, 93, 37, 100, 42, 57, 2 ,  58 
27, 52, 18, 82, 48, 7, 88, 31, 69, 10, 62, 
11, 19, 86, 38, 44, 91, 93, 99, 59, 97, 
87, 60, 8, 83, 84, 5, 17, 45, 46, 47, 
36, 49, 64, 63, 90,32, 30, 70, 1, 50, 









33, 65, 63, 64, 11, 19, 62, 7, 88, 90, 18, 
84, 8, 49, 46, 48, 60, 17, 91, 100, 93, 89 
27, 31, 69, 39,67, 23, 75, 73, 40, 53, 87 
57, 41, 22, 56, 26, 68, 54, 74, 4, 55, 25, 24, 80, 77 
5,  83, 45, 36, 47, 82, 52, 28, 12, 
29, 76,30, T1,9, 51, 81, 79, 78, 
34, 3, 50, 10, 20, 66, 35, 32, 70, 1 
95, 59, 92, 14, 42, 2, 72, 21, 15, 
98, 61, 16,44, 38, 86, 85, 99,94, 












Le problème de satisfaisabilité 
Une instance du problème de satisfaisabilité (SAT) est définie par un ensemble de 
variables booléennes et un ensemble de clauses formé à partir de ces variables. L a  
question associée est de déterminer s'il existe une affectation de valeurs qui satisfait 
simultanément toutes les clauses. Le problème de satisfaisabilité appartient à la 
classe des problèmes NP-complets et dans ce chapitre on présente une heuristique 
de type recherche tabou et un algorithme exact pour le résoudre. Une des nom- 
breuses applications du problème SAT est la détection d'erreurs dans des systèmes 
(de communication, d'ordinateurs, etc.) de grande taille (voir [50] pour un exemple). 
3.1 Le problème 
Soit X = {xi ,  x2,. . . , x,} un ensemble de n variables booléennes. et y = {T,, &. . . . . 
- x, } l'ensemble des compléments de ces variables. Un littéral p; est défini soit comme 
une variable xj (littéral positif) ou son complément Zj (iittérai négatif). Une formule 
booléenne F en forme normale disjonctive (FND) est définie comme une disjonction 
de m clauses, où chaque clause Ci s'écrit comme une conjonction de littéraux 
Une affectation de valeurs pour X est une fonction t : X+ {Vrai, Faux}. Soit 
x E X. Si t ( x )  = Vrai, on dit que x est vrai sous t ;  si t ( z )  = Faux, on dit que 
x est faux sous t .  La valeur d'un littéral (positif) x est Vrai sous t si et  seulement 
si la valeur de la variable x est Vrai sous t; la valeur d'un littéral (négatif) T est 
Vrai si et seulement si la valeur de la variable z est Faux. Une clause appartenant à 
une formule booléenne est satisfaite par une affectation si et seulement si au moins 
Ia valeur de l'un de ses littéraux est fause. La formule booléenne est satisfaite si 
et seulement si il existe une affectation qui satisfait simultanément toutes ses clauses. 
Le problème de satisfaisabilité est défini comme suit: étant donnée une formule 
booléenne F1 déterminer s'il existe une affectation de valeurs pour I'ensemble 3- de 
variables qui satisfait F = O (on utilise la convention Vrai 1 et  Faux 0). 
S'il existe une affectation qui rend toutes les clauses fausses, alors le problème 
S M  est dit satisfaisable; on dit encore que l'ensemble C, C = {Ci. 1 5 i 5 rn} 
est satisfaisable. S'il n'existe pas de telle affectation. alors le problème est dit non- 
satisfaisable (l'ensemble C est non-satisfaisable). 
Cook [9] a montré que le problème de satisfaisabilité (SAT). dans le cas où 
chaque clause cont.ient au moins trois lit,téraux, appartient à la classe des problèmes 
NP-complets. 
Un problème SAT dont chaque clause contient au plus A- littéraux est ap- 
pelé problème k-SAT. Ainsi le problème 3-SAS contient au plus trois littéraux par 
clause. Cook [9] a prouvé l'existence d'une transformation polynômiale pour réduire 
n'importe quel problème SAT ( P  > 3) à un problème 3-SAT. Une conséquence di- 
recte est l'appartenance d u  problème 3-S AT à la classe des problèmes NP-complets. 
Nous proposons un nouvel algorithme d'énumération implicite pour le problème 
de satisfaisabilité d'une expression logique. On définit une relaxation ainsi qu'un 
schéma de décomposition à partir des instances polynômiales. soient les problèmes de 
2-satisfaisabilité et de Horn-satisfaisabilité pour les deux plus connues. Une heuris- 
tique de type Recherche Tabou est incluse pour accélérer la recherche d'une solution 
(s'il en existe une). Nous présentons des résultats de calcul ainsi que des expériences 
comparatives avec quelques uns des meilleurs algorithmes de la lit térat ure. 
Le reste du chapitre est organisé comme suit. La revue de la littérature est 
présentée dans la section suivante. Des schémas généraux de décomposition et re- 
laxation, utilisant des instances polynômiales sont définies à la Section 3. Toujours 
à la Section 3: on rappele les implications logiques qu'on peut déduire à partir des 
instances polynôrniales, en particulier à partir du problème MAT. À la Section 4 
on décrit une heuristique spécialisée de type recherche tabou. Un algorithme exact 
pour SAT est décrit à la Section 5. Des résultats numériques sont rapportés à la 
Section 6. La  dernière section contient les conclusions. 
3.2 Revue de la littérature 
Le problème de satisfaisabilité est un problème fondamental pour la théorie de la 
complexité et l'intelligence artificielle. Naturellement il a reçu une attention con- 
sidérable. Plus récemment un grand nombre d'articles ont été consacrés à l'étude de 
techniques efficaces de résolution concernant le côté algorithmique et l'expérimen- 
tation numérique. La plupart des algorithmes exacts sont basés sur une technique 
de séparation et évaluation et utilisent divers tests de pré-traitement à l'intérieur de 
différents schémas de relaxation ou de décomposition. Tous ces aIgorithmes incluent 
le schéma de Davis et Putman [IO] dans la forme de Loveland [52]. Ce schéma est 
connu comme le schéma DPL; il fait appel récursivement aux règles de tautologie. 
littéral pur et clause unaire pour simplifier les sous-problèmes associés à chaque 
noeud. 
Schéma DPL (Davis-Putnam-Loveland) 
Règle de tautologie. Eliminer toutes les clauses qui contiennent à la fois une 
variable et  son complément. Par la suite on fait l'hypothèse que ces clauses 
ont été enlevées. 
Règle de la clause unaire. S'il y a deux clauses unaires (clauses formées par 
un seul littéral) C et C' tel que C = y et Cr = Y, alors F est non-satisfaisable. 
S'il y a une clause unaire C = y, une affectation de valeur qui vérifie F = 0, 
doit satisfaire y = O. Eliminez de F toutes les clauses contenant y et simplifiez 
les clauses qui contiennent Y. 
Règle du littéral pur. Si un littéral y apparaît dans F. mais pas son 
complément, alors enlever de F toutes les clauses contenant y: s'il existe une 
affectation d e  variables qui satisfait F = O, alors il en existe une telle que 
y = o. 
Règle de sélection. Lorsque ni la règle d e  la clause unaire ni celle du littéral 
pur ne permettent de simplifications de F, alors séiectioner un littéral y et 
écrire F de la manière suivante: 
où les formules booléennes FI ,  F2 et F3 sont indépendantes des littéraux y 
et Y. La formule booléenne F est satisfaisable si et seulement si Ia formule 
(F' A F2) V F3 est satisfaisable. 
La règle de sélection est très souvent définie comme une règle de séparation: 
Règle de séparation Lorsque ni la règle de la clause unaire ni celle du littéral 
pur ne permettent de simplifications de F. alors sélectioner un littéral y sur 
lequel brancher. La formule booléenne F est satisfaisable si et seulement si 
une des formules FI V F3 et F2 V F3 est satisfaisable. 
La règle de sélection est attrayante car elle évite la séparation du problème 
initial en sous-problèmes (qui peuvent être nombreux). Elle nécessi te  cependant 
d'écrire la formule (Fi A Fî) V F3 sous forme FND pour appliquer récursivement ie 
schéma DPL. D'habitude ceci implique une augmentation significative du nombre de 
clauses. La plupart des auteurs préférent maintenant utiliser la règle de séparation 
à l'intérieur d'une technique de séparation et évaluation. 
Les principes majeurs des plus récents algorithmes sont décrits brièvement par 
la suite. 
.k partir d'un schéma DPL, Jeroslow et Wang [42] ont obtenu une technique ef- 
ficace de  séparation et évaluation (en utilisant l'exploration en profondeur d'abord). 
Les auteurs définissent un critère de séparation et une heuristique basée sur le nom- 
bre d'affectations de valeurs éliminées par une clause. Le Bars [.j 11. Billionnet et Sut- 
ter [5] proposent des algorithmes qui combinent le schéma DPL avec une génération 
partielle des consensus. 
Plusieurs auteurs ont formulé le problème SAT comme un programme linéaire 
en variables 0-1. Pourtant, Blair, Jeroslow et  Lowe [6] ont montré que la relaxation 
continue "is very likely a wasteful way" d'implanter la règle de la clause unaire. 
car une solution de la relaxation continue ne mène pas à plus de réductions que 
l'application de cette règle. De  plus, un vecteur dont toutes les composantes sont 
égales à 0.5 est toujours une solution réalisable, lorsque les clauses unaires ont été 
éliminées. Ces résultats amènent à la conclusion que la relaxation continue ne permet 
pas toujours d'obtenir une très bonne borne supérieure (l'objectif est de  minimiser 
le nombre de clauses avec une affectation de valeurs égale à 1, si on considère la 
forme FND du problème). Hooker et Fedjki (361 prouvent que l'ajout des coupes 
d e  séparation à l'intérieur de la relaxation continue du programme linéaire en vari- 
ables 0-1 correspondant au problème SAT un intérêt et peut représenter 
une meilleure méthode de résolution que les algorithmes basés sur le schéma DPL. 
surtout pour les instances difficiles. Kamat h et al. [44] ont résolu d e  larges instances 
en utilisant l'algori t hme de programmation linéaire en variables 0- 1 de Karmarkar. 
Resende et Rarnakrishan [43], dévelopé à partir d'une méthode de  points intérieurs. 
Pourtant, leur algorithme n'est pas complet, car il ne garantit pas ni de déterminer 
une solution lorsqu'il en existe une7 ni de conclure à la non existence d'une solution 
lorsqu'il n'en existe pas. 
D'autres relaxations ont été obtenues en considérant des instances polynômiales 
du  problème SAT. Gallo et Urbani [%] combinent une relaxation de  Horn avec un 
schéma de branchement polychôtomique. Les instances polynômiales peuvent être 
aussi utilisées dans un schéma de décomposition. Dans un papier récent. Gallo 
et Pretolani pl] exploitent cette idée avec des instances de Horn et  montrent que 
l'algorithme obtenu a un meilleur comportement que celui de CialIo et  Urbani [ - O ] .  
3.3 Schémas de relaxation et décomposition 
Les instances polynômiales les plus connues du problème SAT sont les instances 
2-satisfaisabilité (3-S AT) et Horn-satisfaisabilité ( Horn-S AT). 
Le problème P-SAT considère qu'une clause ne contient pas plus de 2 littéraux. 
Plusieurs algorithmes, dont la complexité est linéaire. ont été proposés pour sa 
résolution. La majorité de ces algorithmes ont été développés à partir des propriétés 
des graphes. Comme exemple? on note l'algorithme en temps linéaire de Aspvall. 
Plass et Tarjan [2], basé sur la recherche des composantes fortement connexes. 
Le problème Horn-SAT est défini comme un problème SAT dont chaque clause 
contient au plus un seul littéral négatif. Comme pour le problème 2-SrW. plusieurs 
algorithmes dont la complexité est linéaire ont été développés pour sa résolution. 
Doivling et Gallier (161 présentent un algorithme dont la complexité est de l'ordre 
O( [ ) ,  où 1 indique le nombre total d'occurrences des littéraux. Il existe aussi plusieurs 
instances polynômiales qui sont des variantes du Horn-S AT (par exemple, Horn-S AT 
déguisé, une instance qui peut être réduite à une instance Horn-SAT en prenant le 
complément des variables, Aspvall [l] ). 
Dans un algorithme exact les instances polynômiales peuvent être utilisées de 
deux manières différentes. La première, qui est aussi la plus facile à implanter. 
consiste à partager l'ensemble des clauses en deux sous-ensembles. Le premier sous- 
ensemble contient toutes les clauses qui satisfont la propriété demandée (quadra- 
tique ou Horn). Le deuxième sous-ensemble est composé du restant des clauses de 
l'instance SAT. 
Algorithme 1. Schéma de relaxation. 
1. Appliquer les trois premières règles du schéma DP L. 
2. Séparer la formule booléenne en deux parties: 
où Fp correspond à une instance polynômiale du problème SAT. 
3. Résoudre Fp = O. Si il n'y a pas de solution. F est non-satisfaisable. Sinon. 
vérifier si la solution satisfait F.  Si c'est le cas. arrêter: F est satisfaisable. 
4. Appliquer la règle de séparation de la procédure DPL. 
La deuxième manière d'utiliser une instance polynôrniale consiste à séparer 
chaque clause en deux sous-clauses: C; = C: A C: tel que F' = V C: correspond à 
; 
une instance polynôrniale du problème S n .  
Algorithme 2. Schéma de décomposition. 
1. Appliquer les trois premières règles du schéma DPL. 
2. Séparer chaque clause Cj en deux sous-clauses Ci et C: tel que 
J 
correspond à une instance polynômiale du problème S .AT. 
3. Résoudre F i  = O. Si il y a une solution, arrêter: F est satisfaisable. 
4. Appliquer la règle de séparation de la procédure DPL. 
Le premier algoritlime est a priori préférable si on s'attend à ne pas trouver de 
solution, alors que le deuxième est plus efficace Lorsque on s'attend à en touver une. 
Pourtant, il y a plusieurs manières d e  définir une décomposition pour 1' Algorithme 
2 et la difficulté est de choisir celle qui a le plus de chances à déterminer une so- 
lution pour l'équation boolénne. Un bon compromis serait de combiner les deux 
algorithmes . 
On remarque que plus Fp contient de clauses (dans le schéma de relaxation) 
et plus il  y a de littéraux dans les clauses de F L  (dans le schéma de décomp~s i t ion)~  
plus les deux schémas sont efficaces respectivement. Un moyen d'augmenter le 
nombre de clauses de Fp e t  le nombre de littéraux dans les clauses d e  F1 est de 
générer plus de clauses à l'aide des consensus. Par exemple. si CI = xlx2Z3 et 
C2 = x1T2T3 appartiennent à EVp, leur consensus = z1T3 appartient à Fp et. 
s'il est généré, il améliore la qualité de la relaxation. De même. dans le schéma 
de décomposition, si CI e t  C2 sont définis par CI = (Ci = xlx&) A (C: = L )  
- 
et C2 = (C: = x1z2 C; = x3), ajoutant leur consensus Clt2 = x1F3 à F1 peut 
améliorer le schéma de décomposition. 
Dans ce chapitre, on étudie en particulier le schéma de relaxation avec des 
problèmes 2-SAT comme instances polynômiales. On note une caractéristique inté- 
ressante des problèmes 2-SAT: il est facile d'identifier Les littéraux qui ont une valeur 
fixée dans toutes les solutions. de même que le sous-ensemble maximal de  littéraux 
qui ont la même valeur dans toutes les solutions (Hansen: Jaumard et Minoux [34]). 
Ces conclusions logiques sont exploitées dans l'Algorithme 1 pour simplifier le sous- 
problème courant à chaque itération. et  dans l'Algorithme 3 pour définir un schéma 
de branchement efficace, d e  même qu'une meilleure décomposition à l'itération sui- 
vante. 
On décrit brièvement comment déduire les conclusions logiques impliquées par 
l'équation booléenne FQ = O. On considère le graphe G = (V,  E) où chaque noeud 
y E V est associé à un littéral de X ü y. Pour chaque clause yz d e  l'équation 
booléenne on associe deux arcs dans l'ensemble E: (y.?) et ( 2 , ~ ) .  On déduit les 
propriétés suivantes: 
a ( F p )  est consistante si et seulement si il n'y a pas de composante fortement 
connexe contenant à la fois un littéral et son complément, 
a un littéral yj  prend la valeur O (respectivement 1 )  dans toutes les solution de 
(Fq)  si et  seulement si il y a un chemin de g j  à y, (respectivement de yj à y j )  
dans le graphe G, 
deux littéraux yj et yk ont des valeurs idéntiques dans toutes les solutions 
de (FQ) si et  seulement si ils appartiennent à la même composante fortement 
connexe du graphe G. 
3.4 Une heuristique de type recherche tabou 
Pour accélerer la recherche d'une solution (lorsqu'elle existe) dans I'algorit hme exact. 
on a conçu une heuristique de type recherche tabou. adaptée aux problèmes SAT 
(voir Giover ['29] pour une référence générale). On rappele ci-dessous le schéma 
général d'un algorithme de type recherche tabou et ensuite on décrit les règles 
spécifiques que l'on a ajouté pour améliorer sa performance. 
Étape O Initiaiisation 
. Choisir aléatoirement un vecteur booléen initiai x: 
change + urai; x' + x ;  2- +- z ( x )  := nombre de clauses non satisfaites: 
T ( i )  := statut  tabou de la variable xi + O. i = 1,. . . . n; 
Initialiser les valeurs des paramétres nrep et  tabou 
Étape 1 Étape itérative 
tant que change faire 
change c fauz; 
répéter nrep fois 
déterminer j ,  la direction de changement ; 
soit xj: (x avec sa je composante modifiée), le nouveau point; 
X + Xj; 
T ( j )  + tabou; 
si z(xj) < z* dors 
2- + x . -  3 7 
change + vrai; 
fin si 
T ( i )  t T ( i )  - 1, pour tous i = 1,. . . . n tel que T ( i )  > O: 
fin 
fin 
La variable logique change est utilisée pour vérifier si une meilleure solution 
(c'est à dire avec moins de clauses non satisfaites) est trouvée durant un cycle de 
nrep échanges locaux. Le vecteur x* correspond à la solution courante. Les valeurs 
des éléments de T indiquent le nombre d'itérations durant lesquelles un échange 
dans une direction donnée est interdit. 
On utilise les rkgles aclditio~iiielles suivaiitas: 
( i )  Diversification de la recherche: on permet de recommencer l'algorithme 
avec cette fois-ci comme solution initiale la meilleure solution obtenue durant 
sa dernière application. 
( i i )  Perturbation: si on ne peut pas trouver de variable qui améliore la fonction 
objectif (c'est-à-dire le nombre de clauses satisfaites) en complémentant sa 
valeur et, si durant deux itérations les mêmes clauses prennent la valeur \+ai, 
on complémente la valeur de la variable, parmi celles apparaissant sous une 
forme ou autre dans les clauses prennant la valeur vrai, avec un statut tabou 
égal à O et menant à la moindre détérioration de la fonction objectif. 
(iii) Fréquence: si on ne peut pas améliorer la fonction objectif par une application 
de la règle de perturbation, et si pour les deux dernières itérations les mêmes 
clauses prennent la valeur V~ai. on choisit la variable qui a changé de valeur à 
l'itération la plus éloignée. 
(iv) Aspiration: on enlève le statut tabou d'une variable si complémenter sa valeur 
mène à une amélioration de la valeur courante de la fonction objectif. 
3.5 L'algorithme exact 
L'algorithme exact que l'on a développé est fondé sur un schéma d'énumération de 
type profondeur d'abord. Plusieurs règles ont été ajoutées pour augmenter le nombre 
de sous-problèmes (noeuds) éliminés. D'abord, on utilise les règles de réduction du 
schéma DPL. Ensuite, on applique l'algorithme de recherche tabou présenté à la 
section précédente. Si on trouve une solut ion, 17algorit hme s'arrête: le problème est 
satisfaisable. Dans le cas contraire, on essaye de réduire le problème courant en 
utilisant un schéma de relaxation où Fp est défini par la conjonction de tous les 
termes quadratiques. On dérive les conclusions logiques de Fp = O et le problème 
courant est réduit en conséquence. Si Fp = O n'est pas cohérent. on exécute un 
retour en arrière: le sous-problème courant n'admet pas de solution. Finalement. si 
le sous-problème n'a pas été résolu, on le sépare en deux nouveau sous-problèmes. 
3.6 Résultats numériques 
Il est bien connu que pour un k fixé' la difficulté d'un problème k-SAT est donnée 
par le rapport entre m et n. Si le rapport entre m et n est plus petit qu'un seuil, alors 
l'instance contient beaucoup de solutions et donc elle est facile à résoudre. Autour 
du seuil une instance contient un nombre très réduit de solutions et c'est difficile de 
proliver sa cohérence. Plus le rapport entre rn et n excède le seuil. plus c'est facile 
de montrer que l'instance n'admet pas de solution. Si k = 3. alors le seuil prend 
la valeur 3.5. Pour évaluer les performances d'un algorithme. les problème- tests 
doivent considérer, pour un ensemble de paramètres m, n et b donné. des rapports 
entre m et n qui se trouvent d'un côté et de l'autre du seuil. 
Les algorithmes présentés aux sections précedentes ont été codés dans le lan- 
gage C et exécutés sur une station de travail SPARClOhIOD30 (S6 mips. 10.6 mflops' 
32M mémoire). On a implanté une structure de données efficace pour permet- 
tre l'accès et la mise à jour faciles des sous-problèmes d'une itération à l'autre. 
De plus, on a gardé l'espace mémoire au minimum. D'ailleurs. à chaque itération 
la plupart des tests sont éxécutés en temps linéaire. On décrit la structure de 
données dans la sous-sect ion suivante. Les problème-tests sont introduits à la sous- 
section 3.6.2. La pertinence de Ia relaxation N A T  est discutée à la sous-section 
3.6.3. Plusieurs stratégies de branchement sont discutées à la sous-section i3.6.4 
L'efficacité de l'heuristique de recherche tabou est investiguée à la sous-section 3.6.5. 
On présente des comparaisons avec des algori thmes de la lit térature à la sous-section 
3.6.6. 
3.6.1 Structure de données 
Chaque instance du problème SAT est représentée utilisant des listes circulaires dou- 
blement chaînées orthogonales. Verticalement il y a 272 listes doublement chaînées: 
chaque liste correspond à la liste des clauses contenant un littéral donné. Hori- 
zontalement, il y a m listes circulaires doublement chaînées: chaque liste contient 
les littéraux d'une clause donnée. Une telle structure correspond à une double 
représentation d'une instance. Cette redondance est fortement balancée par la fle- 
xibilité des listes doublement chaînées pour se déplacer très rapidement entre les 
noeuds de l'arbre de branchement. Des procédures efficaces sont utilisées pour fixer 
les valeurs des variables lors du branchement ou l'application des règles de réduction 
et pour les restitutions qui arrivent lors des étapes de retour en arrière. Construire 
les listes orthogonales prend un temps de l'ordre O( / ) .  où 1 indique le nombre total 
d'occurrences des littéraux. Ajouter et enlever un élément dans une liste circulaire 
doublement chaînée prend un temps constant. De plus, les règles du littéral pur et 
de la clause unaire prennent, respectivement, un temps de  l'ordre O ( m )  et O(n) .  
3.6.2 Les problèmes t e s t s  
Pour obtenir des problèmes tests on a considéré deux modèles: le modèle de la 
densité fixe et le modèle de  la probabilité fixe (Hooker et Fedjki [:36]). Dans le 
modèle de la densi té fixe, chaque clause est construite en choisissant aléatoirement 
k variables distinctes de i'ensemble { q ~ ~ ~ . .  . , xR}  et en prenant le complément 
de chacune avec une probabilité de 0.5. On a implanté ce modèle en utilisant un 
algorithme de Nijenhuis et Wilf [53] qui permet la restauration et génère une clause 
dans un temps de l'ordre O ( k ) .  Le modèle de probabilité fixe construit chaque clause 
en permettant l'apparition de chaque variable avec la probabilité p (p  est tel que 
l'espérance du nombre de littéraux par clause est k )  et prenant le complément de 
chaque variable avec la probabilité 0.5. Pour ne pas obtenir d'instance facile. on ne 
considère pas les clauses unaires ou vides. Pour chaque instance obtenue à partie 
d'un des modèles, m, n et L sont les paramètres d'entrée. Même s i  le modèle de la 
densité fixe peut être moins pertinent pour générer des problèmes réels (Hooker et 
Fedjki [36]), les instances obtenues sont plus difficiles à résoudre que celles générées 
par le modèle de la probabilité fixe (pour des valeurs identiques de m, n et k). 
3.6.3 Relaxation 2-SAT 
En dépit du fait que la dérivation des conclusions logiques peut être obtenue en temps 
polynômial 0 ( n 3 )  (et en temps espéré O ( n ) .  dépendamment du problème test), i l  
coûte trop cher (en unités de  temps) de  les calculer à chaque noeud de l'arbre de 
branchement. Utilisant les conclusions des résultats numériques de  Hansen. Jau- 
mard e t  Minoux [34], on a ajouté un test qui limite L'usage de la relaxation 2-SAT 
aux cas où le nombre de clauses de  la relaxation quadratique est plus grand que 
1.3 fois le nombre de variables qui y apparaissent. Les résultats sont présentés à la 
table 3.1. Les paramètres noeuds, totalcpu et lcacpu indiquent, respectivement. le 
nombre de noeuds de  l'arbre d e  branchement, le temps total et le temps pour dériver 
les conclusions logiques. Les temps sont donnés en secondes. On a noté pourcent 
le pourcentage de problèmes satisfaisables. Chaque rangée de la table correspond 
à des moyennes obtenues sur des séries de  10 problèmes. Pour chaque rangée. la 
première ligne correspond à des résultats obtenus en utilisant la relaxation 2-SAT 
et  la deuxième ligne correspond à des résultats pour le cas où la relaxation n'est pas 
employée. 
Dans la première partie de la table 3.1, la règle de branchement de l'algorithme 
exact est la même que celle de  Jeroslow et Wang [.L'Il alors que dans la deuxième 
partie, on branche sur la variable qui mène au sous-problème contenant le plus grand 
nombre de clauses quadratiques. On observe que la première règle de branchement 
est beaucoup plus efficace que la deuxième. La relaxation quadratique est utile 
seulement avec la deuxième règle de branchement, menant à une grande réduction 
dans le nombre de noeuds et le temps d'exécution. 
3.6.4 Règles de branchement 
Nous avons observé, en étudiant les résultats numériques des articles consacrés au 
problème SAT et  aussi en testant différentes règles de branchement avec notre algo- 
rit hme exact, que la règle de branchement joue un rôle crucial pour I'efficaci t,é d'un 
algorithme exact donné. Dans plusieurs cas, ce r6le est plus important que celui des 
règles de  réduction. Nous avons comparé sept méthodes de branchement. qui sont 
décrites ci-dessous. 
La règle de Jeroslow et Wang [42] comprend les considérations suivantes. Soit 
C un ensemble de clauses. On définit le poids de C comme suit: 
où Np est le nombre de clauses de longueur p de C, c'est-à-dire le nombre de clauses 
qui ont p littéraux. 
Pour une variable xi et une affectation de valeurs t .  soit Cf le sous-ensemble 
de C où xi apparaît sous forme directe ( t ( x ; )  = 1) ou sous forme complémentlP~ 
( t ( x i )  = O ) .  L'heuristique pour la variable de branchement est de choisir t* et iw qui 
maximisent w(C[), c'est-à-dire: 
Alors, la variable de branchement sera xi*, fixant d'abord xi* à I si t R  = 1 ou 
à O si t* = 0. 
Pour chaque variable xi et son affectation t ( x i )  = 1 ou O? w(Cf) peut être con- 
sidéré comme un indicateur du degré auquel l'ensemble des clauses de C qui restent 
est relaxé après avoir fixé xi à la valeur t .  Un poids important w(C; )  implique 
l'existence d'un plus grand nombre d'affectations dans le sous-ensemble de clauses 
de C qui reste après avoir fixé xi à la valeur t .  Alors on maximise la probabilité 
de  trouver une affectation qui satisfait toutes les clauses qui restent. ce qui mène 
à déterminer une solution du problème près de la racine de l'arbre de recherche. si 
une telle solution existe. 
Dubois et al. [l'il considèrent aussi des poids associés aux clauses. Le poids 
d'une clause C de longueur p est défini par w(CP) = -ln( l - 1 / ( 2 P  - 1)*). On 
remarque que les poids sont décroissants avec la longueur de la clause. Les auteurs 
tiennent compte des occurences des variables dans toutes les clauses et définissent 
deux règles de branchement. L a  première est basée sur le choix d'un littéral. alors 
que la deuxième repose sur le choix d'une variable. Les définitions des fonctions de 
branchement s'écrivent, respectivement, de la manière suivante: 
où f (x) = 1, w(CP)Ixlp et lxlp indique le nombre d'occurences de la variable x dans 
des clauses de longueur p. Dubois et al. [Li] considèrent aussi des modifications 
mineures à ces règles de branchement pour tenir compte de  l'importance des clauses 
quadratiques. 
Les autres méthodes de branchement sont décrites ci-dessous: 
BR1: choisir un littéral selon la règle de Jeroslow et Wang [42] et explorer d'abord 
la branche où il est égal à 0. 
BR2: choisir un littéral selon la règle de Jeroslow et Wang [QI et  explorer d'abord 
la branche où la variable correspondante (littéral positif) est égale à 0. 
BR3: choisir un littéral selon la règle de Dubois et al. [l:] et  explorer d'abord la 
branche où il est égal à 0. 
BR4: choisir une variable selon la règle de Dubois et al. [IQ] et explorer d'abord la 
branche où elle est égale à 0. 
BR5: choisir le littéral qui apparaît le plus souvent dans les clauses de plus petite 
cardinalité de l'instance et  explorer d'abord la branche où il est égal à 0. 
BR6: choisir le littéral qui apparaît le plus souvent dans l'ensemble de clauses et 
explorer d'abord la branche où il est égal à 0. 
BR7: choisir le littéral qui apparaît le plus souvent dans l'ensemble de clauses et 
explorer d'abord la branche où Ia variable correspondante (littéral positif) est 
égale à O. 
Les résultats obtenus sur des instances générées à partir du modèle de la pro- 
babilité fixe sont résumés dans les tables 3.2 et 3.2. On a considéré six séries de 100 
instances: deux ayant des caractéristiques identiques à celles de Kaniath et al. [-LA] 
(karnathl: n = 1000, m = 8000 et 1: = 10; kamath?: n = 1000, m = 2000 et  k = 3) .  
deux similaires à Hooker and Fedjki [36] (hookerl: n = 100 et n = 900; hooker2: 
n = 100 et  m = S50), et  deux autres provenant de Gallo et Pretolani [XI (gallol: 
n = 50 et  rn = 1100; gallo2 n = 50 et rn = 1000). Nous avons aussi séparé les 
instances satisfaisables (table 3.2) de celles non satisfaisables (table 3.3) pour mieux 
souligner les performances des règles de branchement. 
La règle de branchement BR5 se détache des autres autant pour des instances 
satisfaisables que non-satisfaisables. Elle est dérivée de l'observation que les clauses 
courtes (en nombre de littéraux) réduisent l'espace des solutions plus vite que les 
clauses longues. Une clause unaire fixe une variable à une valeur, une clause quadra- 
tique mène à la fixation d'une de ces variables si l'autre variable est déjà fixée. Donc. 
il est désirable de choisir comme variable de branchement une variable qui apparaît 
dans les clauses les plus courtes. De cette manière on essaye de réduire l'espace de 
solutions le plus vite possible (le plus près de la racine). L e  même raisonnement 
conduit à choisir la variable avec le plus d'apparitions dans les clauses courtes. 
3.6.5 Recherche tabou 
Les paramètres tabou et nrep ont été fixés à des valeurs aléatoirement générés en- 
tre O.ln et 0.h et, respectivement, 100. Dans le but d'évaluer l'efficacité e t  la 
robustesse des règles spéciales qu'on a décrit à la section 4' nous avons considéré 
plusieurs séries de 10 problèmes tests sur lesquels nous avons appliqué l'heuristique 
de recherche tabou avec les règles ( i ) ,  (ii) et (iii)? seulement avec les règles (ii) et 
(iii), seulement avec les règles ( i )  et (ii) et seulement avec les règles (i) et (iii). On  
a toujours utilisé la règle (iv), le critère d'aspiration. 
Chaque ligne de la table 3.4 correspond à des moyennes sur 10 problèmes. et 
chaque problème a été résolu jusqu'à 10 fois. Tous Ics problkmcs tcsts de cette table 
sont satisfaisables. Pour chaque problème test nous avons indiqué l'itération où la 
recherche tabou réussit à déterminer une solution. 
De plus, pour chaque ligne de la table nous avons indiqué les règles spécifiques 
qui ont été appliquées. Les résultats obtenus montrent que la combinaison des qua- 
tres règles spécifiques est performante, car dans la majorité des séries de problèmes 
tests, elle trouve une solution en moins de temps. 
3.6.6 Résultats numériques comparatifs 
On compare les performances de notre algorithme avec trois autres algorithmes de 
la littérature: ceus de Karnath et al. [44] Hooker et Fedjki [36] et Gallo et Pretolani 
[XI. Pour chaque comparaison? on utilise un générateur de problèmes tests similaire 
à celui des auteurs, avec les mêmes paramètres. Ainsi les problèmes tests. même 
s'ils ne sont pas les identiques à ceux considérés dans les articles cités. ont la même 
structure et les mêmes caractéristiques. Dans le but de donner plus de détails sur 
nos résultats, nous avons inclus l'écart type (a) pour les temps de calcul. 
Comme stratégie de branchement. la nouvelle variable à fixer est celle qui ap- 
paraît le plus souvent dans les clauses. De cette manière on réduit le plus vite 
possible la taille de I'équation booléenne. 
Les tables 3.5 et 3.6 contiennent la comparaison des résultats numériques 
obtenus par notre algorithme et celui de Kamat h et al. [4-~]. Pour vérifier l'efficacité 
de l'heuristique de recherche tabou. chaque problème de la table 3.5 a été résolu 
100 fois à la table 3.6. Les paramètres sont: noeuds pour le nombre rie no~i i r l s  
dans l'arbre de branchement, taboucpu pour le temps dépensé dans ['heuristique de 
recherche tabou, totalcpu pour le temps total de notre algorithme. kamath pour le 
temps total de l'algorithme de Kamat h et al. [44] sur une machine parallèie KORBX 
et CT pour l'écart type des temps de calcul. Tous les temps sont donnés en secondes. 
Une comparaison grossière entre la vitesse d'un SPARC 10 (S6 mips) et KORBX (32 
mips) indique un ratio de 2.7 en faveur du premier. On conclu que notre algorithme 
est beaucoup plus rapide (un ordre de grandeur) que celui de Kamath et al. [44]. 
Les tables 3.7, 3.8, et 3.9, et 3.10 contiennent, respectivement. les comparai- 
sons des résultats numériques obtenus par notre algorithme et ceux de Hooker et 
Fedj ki [36] e t  Gallo et Pretolani pl]. Chaque rangée indique des moyennes obtenues 
sur des séries de 10 ou 20 problèmes. 
Dans les deux colonnes les plus à droite, nous avons rapporté les résultats 
des autres algorithmes sur des problèmes similaires. Les nombres entre parenthèses 
correspondent aux pourcentages des instances satisfaisables dans une série. Les 
paramètres sont identiques à ceux de la table 3.5. Pour chaque paire de rangées. 
la première correspond à des résultats obtenus en utilisant la relaxation 2-SAT' 
alors que dans la deuxième la relaxation n'est pas incluse dans l'algorithme. Nous 
avons aussi séparé les instances satisfaisables de celles non satisfaisables pour mieux 
souligner l'efficacité de l'heuristique de recherche tabou pour les instances sat isfaisa- 
bles (et le fait qu'elle est inutile pour les instances non sat isfaisables). Même s'il est 
difficile de comparer les temps de calcul sur différentes machines. une évaluation 
grossière montre que le IBM Psi2 (5 mips) peut être considéré 17 fois moins 
rapide qu'un SPARClO et qu'un VAX8530 est estimé être 2 fois moins rapide qu'un 
SPARC10. 11 résulte que notre algorithme semble être plus rapide que ceux de 
Hooker et Fedj ki [36] et Gallo et Pretolani [21]. 
3.7 Conclusions 
Nous avons développé une heuristique et une méthode esacte pour le problème 
SAT. On a obtenu des résultats numériques pour les deux algorithmes en étudiant 
l'application des règles spécifiques au problème SAT à un algorithme de recherche 
tabou, et, respectivement, le comportement de I'algorithme exact par rapport à un 
large ensemble de méthodes de  branchement. De plus, nous avons comparé les per- 
formances de I'algorithme exact avec trois autres algorithmes de la littérature. La 
contribution de ce chapitre repose sur l'adaptation de la méthode de  recherche tabou 
a u  problème SAT et sur le développement des procédures efficaces à l'intérieur de 
l'algorithme exact . 
Notre algorithme a participé à la Deuxième Compétition DIMACS (1 1- 13 oc- 
tobre, l993), organisée par l'Université Rutgers. Toutes les instances proposées par 
les organisateurs on été résolues par notre algorithme exact. Durant la période de 
la compétition nous avons comparé notre algorithme à ceux des autres participants. 
Les résultats, selon les problèmes tests, nous ont été plus ou moins favorables. Il 
faut noter que les performances des algorithmes n'ont pas été hiérarchisées. 
Tableau 3.1 Relaxation 2-SAT (modèie de la probabilité fise). 
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1 Instances satisfaisables 
noeuds 1 a (noeuds1 l totalmu I u f t 0 t a k ~ u  
Tableau 3.3 Comparaison des règles de branchement (2). 
1 Instances Non-satisfaisables 
1 instance pourcent 1 noeuds cr (noeuds) totalcpu a (totaicpu) 
[kamathl 100 1 
kamath2 100 , 
hookerl 32 1 




















1 2  1 1  1 1  1 1 > 1 0 3 1  9-97 1 0.99 
n = 100, m = 350, 3-sat (densité fixe) 
1 1 1 1 1 1 1 1 1 2  0.23 1.1 
1 1 1 1 1 1 1 1 1 6  0.34 1.5 
1 1  I I  2 > 1 0 1  2 1 1  0.31 1.2 (1) 
1 1  t 1 1 1 1 I l I  0.19 1 .O 
n = 50, m = 900. 5-sat (densité fixe) 
1 10 8 > 1 0 > 1 0  1 > 1 0  5 > L 0 > 1 0  2-52 5.0 (5) 
1 > 1 0 5  5 4 1 2 > 1 0 > 1 0  3.99 3.6 (3) 
3 >IO 9 > 1 0 > 1 0  1 2 1 >IO 2 2.23 3.0 (4) 




Tableau 3.5 Comparaison avec l'algorithme de Kamath et al. ( 1). 
n = 100, rn = 700, 5-sat (probabilité fixe) 
( ) ( 2 ) ( 3 )  7 1 1 1 2 1 1 1 1 2 1 0.53 1 .S 
L'itération où on trouve une solution 
1 2 3 4 5 6 7 8 9 10 
n = 1000. m = 2000. 3-sat (probabilité Kxe) 
( ) ( ) ( )  1 1 1 1 1 1 1 1 1 1 1  4.16 1 1 .O 
5 1 1 1 5 1 1 1 1 > 1 0  
3 1 1 > 10 2 2 1 1 1 2 
1 2 1 > 10 > IO 1 1 L 1 2 
















Moyennes sur des séries de 100 problèmes] 




















Tableau 3.6 Comparaison avec L'algorithme de Kamath et al. (2). 
Moyennes sur des séries de 100 problèmes 1' Chaque pioblirne résolu 100 fois 
Tableau 3.7 Comparaison avec l'algorithme de Hooker et Fedjki ( 1 ). 
1 Instances satisiaisables 1 Hooker et Fedjki 
m ~ourcentl noeuds! tabouc~ul t0taIcp.1 altotalcpull noeuds ! totalcpii (min.) 
fl 600 100 1 O 1 0.04 1 0.18 0.03 1 
kamath 
O .  T 
- .  .. 1 
* moyennes sur 20 problèmes 















Tableau 3.8 Comparaison avec l'algorithme de Hooker et Fedjki (2) .  
Tableau 3.0 Comparaison avec I'algorithrne de Gallo et Pr~t~olani ( 1 ). 





















isables II Gallo e t  Pretolani 
~ ( t o t a l c p u )  1) noeuds 1 totalcpu 
5.48 1,6 18 20.40 
78.62 
75.16 
9 1.98 46,840 767.68 







1 Gallo et Pretolani 
noeuds 1 totalcpu 


















































La contribution de cette thèse est le dévelopement de nouveaux algorithmes pour les 
suivants problèmes de l'optimisation combinatoire: le problème du voyageur de com- 
merce avec fenêtres de temps. le problème de fabrication des tournées de véhicules 
avec fenêtres de temps et le problème de satisfaisabilité. Nous avons réalisé des 
implantations informatiques de ces algorithmes et nous avons prouvé leur efficacité 
par des expérimentations numériques présentées aux Chapitres 1, 2 et 3. 
Le dénominateur commun des Chapitres 3 et 3 est l'utilisation de la méthode 
de recherche tabou. Elle est employée pour résoudre le problème de fabrication 
des tournées de véhicules avec fenêtres de temps et, respectivement. le problème 
de satisfaisabilité. Pour ces problèmes nous avons montré comment s'adapter à 
leurs caractéristiques en définissant des voisinages et règles permettant de sortir des 
points de minima locaux spécifiques. Le premier chapitre, consacré au problème 
du voyageur de commerce avec fenêtres de temps, a introduit une procédure qui 
permet l'obtention d'une solution initiale r&alisahir polir Io grande major i t i  des ins- 
tances considérées. La difficulté associée à l'obtention d'une solution initiale est plus 
prononcée pour les instances caractérisées par des fenêtres de temps étroites. car le 
nombre de solutions réalisables est réduit. 
Au Chapitre 3 nous avons aussi implanté un algorithme exact pour le problème 
de satisfaisabilité. Bien que d'un point de  vue théorique l'algorithme ne constitue 
pas une nouveuté, la structure de données utilisée pour son implantation Le rend très 
rapide. L'algorithme nous a servi pour évaluer differentes stratégies de branchement 
sur un nombre élevé d'instances. La thèse a permis de confirmer la valeur de bonnes 
heuristiques, la recherche tabou en particulier, pour résoudre de problèmes com- 
plexes de l'optimisation combinatoire. 
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