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Number-resolving single-photon detectors represent a key technology for a host of quantum optics protocols,
but despite significant efforts, state-of-the-art devices are limited to few photons. In contrast, state-dependent
atom counting in arrays can be done with extremely high fidelity up to hundreds of atoms. We show that in
waveguide QED, the problem of photon counting can be reduced to atom counting, by entangling the photonic
state with an atomic array in the collective number basis. This is possible as the incoming photons couple
to collective atomic states and can be achieved by engineering a second decay channel of an excited atom to
a metastable state. Our scheme is robust to disorder and finite Purcell factors, and its fidelity increases with
atom number. Analyzing the state of the re-emitted photons, we further show that if the initial atomic state is
a symmetric Dicke state, dissipation engineering can be used to implement a nondestructive photon-number
measurement, in which the incident state is scattered into the waveguide unchanged. Our results generalize to
related platforms, including superconducting qubits.
I. INTRODUCTION
Single-photon detectors have a long history [1], with a
plethora of technologies available [2]. Applications in quan-
tum optics, such as quantum state preparation, quantum metrol-
ogy [3], entanglement distribution [4], and quantum comput-
ing [5, 6] have placed a renewed focus on single-photon de-
tectors capable of resolving the number of incoming photons.
Perhaps most promising are superconducting transition-edge
sensors, which have been demonstrated to achieve a (per-
photon) detection efficiency (percentage of detected photons)
of η ≈ 95% [7] and to distinguish up to seven photons, with a
negligible dark count rate (clicks in the absence of incoming
photons). They are based on the principle that near the critical
temperature, the resistance of a superconductor is very sensi-
tive to temperature changes, down to the level of single-photon
energies. While very impressive, the device is limited to optical
photons, destroys the photonic state, and is difficult to scale.
One strategy that in principle also allows for nondestructive
measurements is based on quantum memory. An itinerant pho-
ton may be caught by an atom in a cavity [8] or by a cavity with
tunable coupling [9], which however requires time-dependent
tuning of the atom–cavity or cavity–waveguide coupling in
accordance with the photon wavepacket shape. More generally,
electromagnetically-induced transparency (EIT) can be used
to slow down a light pulse such that it fits within an atomic
cloud [10, 11]. This allows the storage of arbitrary photon
pulses within a length given by system parameters. The num-
ber of polaritons can in principle be read out by employing
a cycling transition [12, 13]. However, this scheme also re-
quires knowledge about the arrival of the photon wavepacket.
Furthermore, the combination of quantum memory and quan-
tum nondemolition detection of one or few excitations in a
3D cloud of atoms makes this very challenging. EIT in a
waveguide QED setting is one strategy to alleviate the imaging
problem (see, e.g., Ref. [14]).
Here, we instead design a detector that does not require
knowledge about the shape or arrival time of incoming
wavepackets and therefore does not require implementation
of a time-dependent Hamiltonian. This can be achieved ei-
ther through continuous measurement, for example through
dispersive coupling [15–20], or if the detector permanently
changes its state and is read out later, as in impedance-matched
Λ-systems [21–27]. The former class of detectors suffer
from measurement backaction on the photonic state [28, 29],
whereas the latter does not produce ‘clicks’ to indicate de-
tection event, and therefore does not localize photons in the
waveguide, which avoids measurement backaction. The ad-
vantage of this strategy is that no knowledge about the photon
wavepacket is needed, and that photons do not have to be
destroyed to be detected, which opens the way toward nonde-
structive photon-number measurements.
In recent years, quantum emitters coupled to waveguides
have emerged as a powerful experimental paradigm [30, 31].
Examples of such systems include cold atoms levitated near
optical fibres [32, 33] or photonic crystal waveguides [34], but
also solid-state realizations such as quantum dots [35, 36], su-
perconducting qubits [37, 38], or nitrogen-vacancy centres [39–
41]. Due to the strong confinement of light, even a single emit-
ter can have a profound effect on light propagation, and many
emitters show remarkable collective effects [42]. At the same
time, impressive experimental breakthroughs have enabled the
control [43] and, in particular, readout of neutral atoms [44],
superconducting qubits [45, 46], and trapped ions [47]. Thus,
quantum emitters coupled to waveguides appear to be an ideal
platform to produce [34, 48–50] and control [51, 52] quan-
tum light. Here we show that they also allow for detection of
quantum light.
The key idea here is to engineer atoms such that for each
incident photon in the waveguide, exactly one atom changes
its internal state, such that a subsequent measurement of the
atomic state yields the number of photons in the scattered
wavepacket. We do this by identifying conditions such that all
photons are absorbed in one atomic transition (g → e, blue
in Fig. 1) and dissipated in a different one (e → s, green).
This way, the atomic array keeps a memory of the number of
scattered photons [21–26].
In order to identify such conditions, we study a realistic
model for photon absorption by atomic arrays in the presence
of free-space decay (red) and disorder. In view of experimental
ar
X
iv
:1
90
6.
12
29
6v
4 
 [q
ua
nt-
ph
]  
8 J
ul 
20
20
2d
a
b
c
FIG. 1. Sketch of the proposed setups. We consider arrays of
quantum emitters coupled to (a) a semi-infinite waveguide terminated
by a mirror at x = 0, (b) an infinite waveguide, and (d) to two
waveguides. The decay e→ g couples to the waveguide (blue, Γg),
but also to free-space modes (red, Γfree). Key ingredient is a tunable
engineered decay from the excited |e〉 to a metastable state |s〉 (green,
Γs(Ω)), implemented for example as a Raman transition as shown in
c. The photons may be emitted either into free space (a, b, Sec. III)
or back into the waveguide for a nondestructive measurement (d,
Sec. IV).
realizations, we provide recipes for engineering an additional
decay channel, and pay particular attention to spatial disorder,
as this fundamentally modifies the eigenmodes of the system.
Surprisingly, we find that it is possible to engineer dissipation
to achieve full absorption independent of disorder. As a con-
sequence of collective enhancement in the atom-waveguide
coupling, detection efficiency and bandwidth grow with atom
number, such that even with moderate Purcell factor (ratio
of waveguide to free-space decay rate), detection efficiencies
η > 99% can be reached for intermediate numbers of atoms
(N > 20). We also consider emitters coupled to chiral waveg-
uides, which have distinct advantages due to the natural sup-
pression of backscattering. Our detection scheme is scalable,
as the number of atoms required to detect a certain number of
photons with a fixed error grows only polynomially.
In a second part, we study a natural modification, in which
the dissipated photons are emitted back into the waveguide (cf.
Fig. 1d). If the the resulting output wavepacket coincides with
the input wavepacket, this realizes a quantum nondemolition
(QND) measurement [53]. In order to achieve high fidelities,
this requires collective enhancement of both decay channels,
which requires the atomic array to be prepared in a symmetric
Dicke state between ground states. We show that such states
can be prepared through coherent interaction of two arrays
and subsequent conditioning. Ultimately, this can reach a
scaling where for a given error probability, the number of atoms
that can be prepared in this way scales exponentially with
Purcell factor N ∼ exp(P ), which we verify with numerical
simulations.
The rest of this paper is structured as follows. In Sec. II
we present the scattering theory for atomic arrays on waveg-
uides. Building on the principle of coherent perfect absorption,
we show explicitly that perfect absorption can be obtained by
tuning only dissipation, even in the presence of arbitrary dis-
order. We apply this principle to establish the feasibility of
number-resolving detection by absorption in a mirror geome-
try (Sec. III A) and in an infinite waveguide (Sec. III B). For
completeness, we also discuss how dissipation can be used
in a chiral waveguide to obtain a number-resolving detector
(Sec. III C). We extend these concepts to a QND measurement
in Sec. IV. In Sec. V, we discuss the experimental implementa-
tions of our proposal, including engineered dissipation, atomic
species, readout, dector reset, the effect of non-idealities, and
bandwidth. We conclude in Sec. VI.
II. ABSORPTION IN ATOMIC ARRAYS
Below, we first formulate a generic input-output theory for
photons scattering off atomic arrays (Sec. II A), following
previous work [14, 54, 55]. This allows us to generically
identify the conditions under which all photons are absorbed
in one transition and emitted in the other (Sec. II B).
A. Scattering theory
A generic Hamiltonian describing the system-waveguide
interaction is given through [14, 54, 55]
H =
∫ ∞
0
dk
2pi
∑
ν
2∑
i=1
(ωk,i − ω0)a†ν,k,iaν,k,i
−
∑
n,ν
(
g
(n)
ν,k,1σ
(n)
eg aν,k,1 + g
(n)
ν,k,2σ
(n)
es aν,k,2 + H.c.
) (1)
In Eq. (1), the label ν runs over different sets of waveguide
modes, the index i denotes whether the waveguide mode cou-
ples to the g ↔ e transition (i = 1) or the s ↔ e transition
(i = 2), the index n runs of the N atoms, the individual waveg-
uide modes are labelled by their wavevector k, and the coupling
of them to the atoms is given by the rate g(n)ν,k,i.
This Hamiltonian describes a situation where the two tran-
sitions are coupled to different fields, which can either be
waveguide modes or free-space modes. In an infinite waveg-
uide (Fig. 1b), g(n)ν,k,1 =
√
2cΓg exp(ikνxn) and ν ∈ ±, cor-
responding to left- and right-moving modes, whereas for the
semi-infinite waveguide (Fig. 1a), there is only one set of
waveguide modes with coupling g(n)k,1 =
√
cΓg sin(kxn). In
these expressions, Γg is the decay rate to |g〉 of an individual
atom into the waveguide, and ωk = ck. Integrating out the
bath modes yields quantum Langevin equations for the spin
operators (see Appendix A),
σ˙(n)ge = (σ(n)gg − σ(n)ee )[Lnν,1ain,ν,1 − iHeff,1,nmσ(m)ge ]
+ σ(n)gs [Lnν,2ain,ν,2 − iHeff,2,nmσ(m)se ],
(2)
where the sum over input fields ν and atoms m is implied.
The non-Hermitian Hamiltonians Heff,1 (Heff,2) describes both
3coherent interaction of the quantum emitters and decay into
the waveguide induced by the coupling of the g ↔ e (s↔ e)
transition to the waveguide, and ain,ν,i are waveguide fields
coupling to these transitions. This coupling is given by the
generically non-square matrix Li. If coupled via an infi-
nite waveguide, the ith transition couples to two input fields,
ain,i = (ain,+,i, ain,−,i), corresponding to right- and left-
moving photons, such that Li is a N × 2 matrix. This is
in contrast to a semi-infinite waveguide, which only has on
input field, such that Li is a vector. Independent free-space
decay at rate Γfree,i, can also be captured by adding a term
Hfree,i = −iΓfree,i1/2 L3 =
√
Γfree1, and introducing N in-
dependent noise operators ain,free,i. Note that the assumption
of independent decay into free-space does not necessarily hold
and depends on how closely spaced the quantum emitters along
the waveguide are. Such a situation may lead to a reduction in
free-space decay [56], which would benefit the detector pro-
posed here. Multiple baths coupling to the same transition
appear as several terms taking either the form of the first or the
second line on the right-hand side.
The Langevin equation for σ(n)se can be obtained by exchang-
ing both 1↔ 2 and g ↔ s everywhere in Eq. (2). The explicit
form of Heff for the mirror geometry and the infinite waveguide
are given in Eqs. (7) and (10) below.
If there are only few excitations compared to the number
of atoms, one can linearize the Langevin equation using a
Holstein-Primakoff transformation that sends σge → b [14, 30,
57, 58]. In this approximation, σ(n)gs σ
(m)
se → δmnσ(n)ge , such
that only the diagonal terms in the second line of Eq. (2) survive
Heff,2 → −iΓs1/2 (green in Fig. 1), independent of whether
the decay e→ s corresponds to guided or non-guided modes.
Combining this with free-space decay (shown in red in Fig. 1),
we obtain uniform incoherent decay at rate Γ′ = Γfree,1 + Γs.
We thus arrive at
b˙ = (−iHeff,1 − Γ′/2)b+ Lν,1ain,ν,1. (3)
Here, we have neglected all input fields except the ones pertain-
ing to the waveguide, which is valid if they are in vacuum. In
order to describe destructive photon measurements, it is then
sufficient to show that all incoming photons are absorbed and
re-emitted into the bath modes coupling to the s↔ e transition.
Strictly speaking, decay to |s〉 eliminates the atom from the
dynamics, but this effect is neglected in the linearization.
B. Complete absorption
We now examine in general how tuning Γ′ in Eq. (3) can
lead to complete absorption of photons by an atomic array.
For the rest of this section, we drop the indices from Heff and
L, for sake of generality and simplicity. In order to find the
linear scattering properties of the array, we use the input-output
equations that relate the output field operators to the input fields
aout(t) = ain(t)−L†b(t) [57]. Solving Eq. (3), we obtain the
scattering matrix
aout(ω) =
{
1− L† [(Γ′/2− iω)1 + iHeff ]−1 L
}
ain(ω)
≡ S(ω)ain(ω).
(4)
A detector that counts the number of photons in a specific
input port (say, ain,+) needs to absorb all of them and dissipate
them via the transition to |s〉. This is captured by our key
figure of merit, the detection efficiency η, which is the product
of the probability that a photon is not reflected pabs = 1 −∑
ν 6=1 |Sν1(ω)|2, and the probability that it is dissipated via the
engineered channel (rate Γs) rather than into free space, η =
pabsΓs/(Γs+Γfree). Thus, a high fidelity requires Γs  Γfree
and pabs ≈ 1. In waveguide QED this regime can be reached
through the collective enhancement of the emitter–waveguide
coupling as compared to the free-space decay.
Unity absorption is attained if one of the eigenvalues of the
scattering matrix S(ω) is zero. This corresponds to a pole of
the inverse scattering matrix S−1 = [1 + L†(−iω + iH†eff +
Γ′/2)−1L]. A pole of S−1 arises whenever ω coincides with an
eigenvalue of H†eff − iΓ′/2, which implies that the scattering
matrix S has a zero if ω − iΓ′/2 coincides with an eigenvalue
of Heff . Thus, tuning ω and Γ′, this can always be achieved, for
any Heff . Absorption based on this principle has been observed
in a variety of systems [59–61], and been termed coherent
perfect absorption [62, 63]. Note that to reach this conclusion
we did not have to assume anything about the form of Heff
(apart from linearity), which is the reason it works for arbitrary
disordered systems. If these conditions are fulfilled, there
exists an eigenvector e0, such that S(ω0)e0 = 0. Generically,
e0 describes a linear combination of various input fields of
the system, which implies that coherent perfect absorption is
only a sufficient condition for unity absorption property when
there is only one input field, such as in the mirror geometry.
Nevertheless, in the infinite waveguide efficient detection is
still attained for large atom numbers.
One can verify explicitly that S−1 is the inverse scattering
matrix (here, Γ′ is a matrix, for generality)
S−1S = 1− L†M(ω)
[
LL† − i(Heff − H†eff)
]
M†(−ω)L = 1,
(5)
where
M(ω) ≡ (−iω + iHeff + Γ′/2)−1. (6)
The square brackets in Eq. (5) vanish, which can be checked
explicitly for the two examples below. It can also be shown
to hold generically, since if Γ′ = 0, the scattering matrix is
unitary S−1 = S†, which is only true if the term in square
brackets vanishes.
Physically, this can be interpreted as the fluctuation-
dissipation theorem, as the anti-Hermitian part of Heff specifies
the damping, whereas L captures how strongly the modes are
coupled to the input noise operator.
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FIG. 2. Photon detection in mirror geometry. a Photon loss probability (ploss = 1− η) on resonance as a function of atom number N for an
array in the atomic mirror configuration (lattice spacing a = λ) in the presence of weak (black), intermediate (blue) and strong (green) spatial
disorder (averaged over a normal distribution with standard deviation σ ≡
√
〈δx2〉 = {0.01, 0.08, 0.2}λ, where λ is the wavelength of light).
The standard deviation of each curve is shown as lightly shaded area, averaged over 2000 realizations. b Same system as a, but with engineered
dissipation set to the average expected largest dissipation rate Γs = Im[〈µ〉σ,N ], which mitigates the saturation in detection efficiency. In red
we show the result for a completely random array, but with fixed (characterizable) disorder. c Photon loss as a function of frequency calculated
for a completely disordered array of N = 200 atoms when tuned to the first, second, third, and fourth eigenvalue (from dark to light blue).
Purcell factor for all plots is P = Γg/Γfree = 10.
III. DESTRUCTIVE PHOTON COUNTING
A. Mirror geometry
We now turn to the specific model that best illustrates these
ideas, namely an array of atoms coupled to a waveguide ter-
minated by a mirror as sketched in Fig. 1a. In this geometry,
the non-Hermitian Hamiltonian induced by integrating out the
waveguide photons reads
Heff,1,mn = −iΓg4
[
eik0|xm−xn| − eik0(xm+xn)
]
. (7)
where Γg is single-atom decay rate for the transition e → g
into the waveguide, xn the position of the nth atom, and k0 is
the wavevector of the emitted light (wavelength λ = 2pi/k0).
The coupling of the atoms via the waveguide contains both
a term due to photons travelling directly in between them,
accumulating a phase k0|xm − xn|, and one mediated by pho-
tons being reflected from the mirror, which incurs a minus
sign and a phase k0(xm + xn). Since there is only one input
and output field (cf. Fig. 1a), the matrix L is now a vector
Ln =
√
Γg sin(k0xn).
It is instructive to see an example of how perfect absorption
manifests in this setup. Placing the atoms in the atomic mirror
configuration at positions xn = (1/4+n)λ (due to the infinite-
range interactions, the lattice need not have unity filling), the
photonic field only couples to the symmetric collective atomic
excitation B =
∑
n bn/
√
N , which also is an eigenmode
of the atomic array. All other modes are dark and do not
participate in the dynamics. In terms of this collective mode,
the governing equations reduce to the input-output equations
for a one-sided cavity [64] with internal dissipation
B˙(t) = −Γtot2 B(t) +
√
NΓgain(t), (8a)
aout(t) = ain(t)−
√
NΓgB(t), (8b)
where we have introduced the total decay rate Γtot = NΓg +
Γ′. As in our discussion above, Γ′ = Γfree + Γs comprises
both free-space decay and the decay from e → s, which is
assumed to be tunable. Solving Eqs (8a, b) in frequency space,
we calculate the number of photons in the output field
〈a†out(ω)aout(ω)〉 =
∣∣∣∣1− NΓgΓtot/2− iω
∣∣∣∣2 〈a†in(ω)ain(ω)〉.
(9)
If decay is tuned such that Γtot = NΓg + Γ′ = 2NΓg , there is
perfect absorption on resonance (pabs = 1), with a bandwidth
of 2NΓg, which in this single-mode picture is equivalent to
impedance matching or critical coupling. In order to match
the collective decay, the engineered decay Γs ∝ N , such
that as the atom number is increased, the detection efficiency
η = pabsΓs/(Γs + Γfree) can become arbitrarily close to 1.
In Fig. 2a we include spatial disorder and show how the
photon loss on resonance ploss ≡ 1 − η scales with atom
number. Clearly, while the setup works very well for low
spatial disorder (σ/λ < 1%), it suffers significantly from
disorder. In the following we show how this is mitigated. Note
that in Fig. 2 and indeed all plots in this paper we choose
the Purcell factor P = 10, which close to the current state-
of-the-art [65]. However, the collective enhancement of the
atom-waveguide coupling means that the primary effect of
having a lower Purcell factor is that more atoms have to be
employed and therefore read out.
In the presence of disorder, the energies and decay rates
of the eigenmodes of the atomic array are shifted, and many
collective atomic modes couple to the input field. Thus, the
picture presented above breaks down. Yet, as we have shown
following Eq. (4), full absorption can be attained generically,
independent of disorder, by tuning the engineered dissipation
Γs to one of the eigenmodes. However, the eigenmodes in the
presence of disorder are not known a priori, so this approach
appears infeasible. Surprisingly, one can still vastly improve
over naively setting Γs = NΓg as we did in Fig. 2a, if the
standard deviation σ ≡√〈δx2〉 of atomic positions is known.
For a given N, σ, one can then calculate the average largest
eigenvalue 〈µ〉N,σ and tune the engineered dissipation to its
5imaginary part Γs = Im[〈µ〉σ,N ]. Note that Re〈µ〉σ,N = 0 if
every configuration is as likely as its reflection. This restores
the favourable scaling of detection efficiency with N , as illus-
trated by the blue (σ = 0.1λ) and green (σ = λ) curves in
Fig. 2b. Most strikingly, this works even in the presence of
disorder equal to the lattice spacing (green), which is essen-
tially equivalent to a fully random configuration. The reason it
works lies in the fact that the largest eigenvalue and thus the
absorption bandwidth grows faster than the fluctuations of the
largest eigenvalue around its mean.
If the disorder is fixed as a result of fabrication, such as in
solid-state implementations, one can further improve the scal-
ing by measuring the largest decay rate. In this case, Γs can
be tuned exactly to the largest eigenvalue. This situation corre-
sponds to the red curve in Fig. 2b, calculated for completely
random configurations, where in each case Γs was set to co-
incide with the imaginary part of the largest eigenvalue. This
clearly leads to a better result than without exact tuning (green).
The scaling is still worse than with low disorder (blue), because
the largest eigenvalue grows slower in completely disordered
configurations compared with mostly ordered ones.
So far, we have just discussed absorption and detection
on resonance. Equally important is the detection bandwidth,
given by the engineered decay rate. Since also the detection ef-
ficiency η depends on the ratio between engineered dissipation
and total decay rate, best detection is achieved when tuning to
the most dissipative eigenmode (cf. Fig. 2c). This is our choice
for all plots.
B. Infinite waveguide
Let us now turn to an atomic array coupled to an infinite
waveguide, which has the simpler effective Hamiltonian
Heff,1,mn = −iΓg exp(ik0|xm − xn|), (10)
since there is only one path for a photon to travel from one
atom to the next. As illustrated in Fig. 1b, there are now
two input and two output modes, a right-moving one (+) and
a left-moving one (−) [cf. Eq. (3)]. The atomic lowering
operators couple to the input operators via the N × 2 matrix
Ln,ν =
√
Γg exp(ik0νxn), where ν ∈ {±1} labels right- and
left-propagating modes. The scattering matrix reads
S(ω) =
(
1 0
0 1
)
−
(
L−M(ω)L+ L−M(ω)L−
L+M(ω)L+ L+M(ω)L−
)
, (11)
where M is defined as above [Eq. (6)]. Since M is symmetric,
transmission of right- and left-moving waves (the diagonal
elements of S) are equal.
One can show that for atoms arranged in a periodic array,
parity symmetry implies that reflection amplitude of right- and
left-moving photons differs only by a phase. This is because
JMJ = M under the action of the exchange matrix J, which
consists of ones on the anti-diagonal and otherwise zeros, and
JL+ = exp(iφ)L− for some φ. In this case, we can parame-
terize the scattering matrix as
S(ω) =
(
A(ω) B(ω)e2iφ
B(ω) A(ω)
)
, (12)
with eigenvalues µ = A±B exp(iφ). In this system, coherent
perfect absorption (one eigenvalue is zero) is equivalent toB =
exp(iθ)A and exp(iφ+ iθ) = ±1. In the end, full absorption
of a uni-directional wavepacket may only be attained if S = 0.
Thus, parity symmetry implies that perfect absorption may
only occur if the scattering matrix is zero, corresponding to an
exceptional point. Interestingly, as the atom number N →∞,
the scattering matrix S → 0 for all arrays except the atomic-
mirror configuration. In the latter, the scattering matrix can be
shown to reduce to (for full absorption Γs = NΓg)
SAMC(ω = 0) =
1
2
(
1 −1
−1 1
)
, (13)
which gives perfect absorption for wavepackets that are sym-
metric superpositions of left- and right-propagating modes,
but not for wavepackets incident from one direction, an effect
seen before [22, 66]. This can be overcome through atomic
lenses [67], a mirror as above [24], or by using any other lat-
tice spacing [22]. The latter can be deduced by estimating the
magnitude of the elements of the scattering matrix through
|t|N ∼ exp(−N1−α), having assumed that the largest eigen-
value scales as NαΓg . Only in the atomic mirror configuration
is α = 1, otherwise α < 1.
We numerically check the behaviour for a range of other
spacings as well as fully disordered arrays and find similar be-
haviour as long as the atomic positions differ sufficiently from
the atomic mirror configuration. In Fig. 3b,c we demonstrate
this for a selection of array spacings (without including disor-
der). We choose k0 = pi/(2λ) for no particular reason, except
that this appears to be a good choice. Including disorder, and
employing the same technique of tuning to the average largest
eigenvalue, we find similar scaling behaviour as in the mirror
geometry, illustrated in Fig. 3a. The upshot is that arbitrary
detection efficiencies can again be attained by increasing atom
number, independent of disorder.
C. Chiral atom–waveguide coupling
Interestingly, the recently demonstrated platforms for chi-
ral atom-waveguide coupling [68] are another architecture in
which robust photon detection may be achieved. Such a cou-
pling is realized in a range of situation, for example when
the light field is strongly confined [69–72], when giant atoms
are tuned to give a chiral coupling [73], or in topological sys-
tems [74, 75].
By design, (almost) no backscattering occurs in these sys-
tems, there are no collective effects, and the spacing of the
atoms is immaterial, making the analysis straightforward. If
an atom coupled to right- and left-moving modes at different
rates, transmission and reflection on resonance are captured
by [68]
β± =
γ±
γ+ + γ− + Γ′
, t± = 1−2β±, r± = −2
√
β+β−.
(14)
As before, Γ′ = Γs + Γfree. This allows us to calculate the
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FIG. 3. Photon detection with an infinite waveguide. a Detection probability for a disorder-free array of N atoms with different spacings.
This graph illustrates the fact that an array in the atomic-mirror configuration (a = λ) cannot serve as photon counter, whereas all other generic
spacings work similarly well, a fact that can be understood analytically (cf. Sec. III B). b Probability for an undetected photon on resonance for
an atomic array coupled to an infinite waveguide as a function of atom number. The blue line denotes the limit of a perfectly ordered array
with spacing a = λ/4 (or 5λ/4 etc). Purcell factor is P = 10, the average for the other cases was performed over 2500 disorder realizations
(standard deviation shown as lightly coloured area). c Scaling of largest eigenvalue in ordered arrays with varying spacing compared to a fully
random one (red). While the atomic mirror configuration (a = λ) is clearly different, it is a fine-tuned exception, with all other generic arrays
(ordered or disordered) behaving remarkably similar. The robustness of our scheme relies to a large degree on this universal eigenvalue scaling.
per-atom absorption probability (for the +-mode)
A+ ≡ 1− |t+|2 − |r+|2 = 4β+
(
1− β+ γ−
γ+
)
. (15)
The probability that the photon is dissipated in the right channel
is Γs/Γ′ as before. In the limit of many atoms, the transmis-
sion probability vanishes, as all photons are either reflected
or absorbed. The detection efficiency is therefore the ratio of
absorbed photons times the probability they are dissipated to
|s〉, which to first order in γ−/γ+ is given by
ηchiral =
(
1− γ−
γ+ + Γ′
)
Γs
Γ′ . (16)
Note that even for moderate γ−/γ+, the second term can
be reduced arbitrarily by increasing Γs, with the caveat that a
larger number of emitters is needed before complete extinction
is attained. In the absence of backscattering, this scheme
is intrinsically robust against disorder. On top of that, the
detection bandwidth depends only on the bandwidth of chirality
and thus is—at least in principle—independent of Γs. This
comes again with the caveat that photons far detuned from
resonance on a scale of Γs can only be absorbed with a large
number of emitters.
IV. NONDESTRUCTIVE PHOTON COUNTING
A. Outline
In what we have discussed so far, we have disregarded the
photons emitted via the engineered decay. After the state of
the atomic array is measured, the only information obtained
concerns the number of photons in the pulse. Since for each
photon absorbed, one is emitted via the engineered channel, the
question is pertinent whether a situation can arise in which the
emitted photonic state coincides with the input state. This re-
quires the outgoing photons to be disentangled from the atoms,
save for in the collective number basis, and that the photonic
state is not distorted in any other way. If these conditions are
fulfilled, the setup realizes a quantum nondemolition (QND)
photon-number measurement.
It is immediately obvious that if the photons are emitted into
free space and thus scattered in all directions, the outgoing
photonic state is a) useless, b) still entangled with the atoms,
and c) distributed over many different modes. In principle,
this is mitigated to some degree if the photons are emitted
back into the waveguide. However, if each atom were to emit
independently, the probability of any one photon getting lost
is 1/(1 + P ), where P is the Purcell factor, which severely
limits the fidelity of the scattered wavepacket for realistic Pur-
cell factors P . Furthermore, a photon has a different phase
depending on the atom it is emitted from, causing residual en-
tanglement of the photons with the atomic state, except in the
atomic-mirror configuration. Thus, QND detection requires
the mirror geometry (cf. Fig. 1d), which we study in detail
below [76].
It turns out that the same trick that can make absorption ro-
bust against free-space decay and disorder—collective decay—
can also be used to protect the re-emission into the waveguide.
This is achieved if the atoms are in a superposition of |g〉 and
|s〉 instead of all in |g〉. As we demonstrate mathematically be-
low, this yields collective enhancement of the atom-waveguide
coupling for both decay channels. This mode of operation
therefore holds one further big advantage over the non-QND
operation, namely that the bandwidth of the overall detector is
not limited to the single-atom bandwidth. If the final readout
of the atomic state is to give information about the number of
photons, the ground state superposition must initially posses
a known number of atoms in |g〉. These requirements are ful-
filled by Dicke states, fully symmetric states with a definite
number of excitations
|N −m,m, 0〉 ≡
√
(N −m)!
N !m! [Ssg]
m|G〉, (17)
where Ssg ≡
∑N
i=1 σ
(i)
sg is a collective spin operator, and |G〉
7is the state in which all atoms are in |g〉.
B. QND measurement with Dicke states
We now aim to describe how a number-resolving QND mea-
surement works in practice. We first focus on analytical results
and approximations to motivate and illustrate the idea, and then
corroborate the results with numerics. In the atomic-mirror
configuration (a = λ) the coupling via a semi-infite waveguide
(7) simplifies to Heff,1,mn = −iΓg/2. We also assume that
the e→ s transition couples to either the same waveguide at a
slightly different frequency or to another waveguide field, such
that Heff,2,mn = −iΓs/2. In this case, the Langevin equations
Eq. (2) reduces to a single equation of motion for the collective
spin operator
S˙ge = (Sgg − See)
(√
Γgain,1 − Γg2 Sge
)
+ Sgs
(√
Γsain,2 − Γs2 Sse
)
− Γfree2 Sge,
(18)
and another one with g ↔ s and 1 ↔ 2, where Sαβ =∑N
i σ
(i)
αβ are collective spin operators. The input-output equa-
tions in this case read
aout,1 = ain,1−
√
ΓgSge, aout,2 = ain,2−
√
ΓsSse. (19)
Note that neglecting the input fields corresponding to free-
space decay in Eq. (18) is an approximation, as they take
the system out of subspace of Dicke states. The reason is that
when a photon decays into free-space, it destroys the coherence,
which leaves the system in a mixed state. Therefore, Eq. (18)
fails to account properly for the dynamics after the first photon
has been dissipated to free space. The reason we can still use it
to calculate the fidelity of QND measurements of Fock states
is that once a photon is lost, the fidelity immediately drops to
zero and remains zero, such that the subsequent time-evolution
of the system is immaterial.
To understand how impedance matching can be attained
here, consider the system being in the symmetric state with me
excitations |ψ〉 = |N/2 −m0 −me, N/2 + m0,me〉, where
we have defined the imbalance m0 = m − N/2. Acting on
this generic symmetric state,
SgsSse|ψ〉 = (Sss + 1)Sge|ψ〉. (20)
Since this is true independent of m0 and me, it is an operator
identity, but only in the subspace of symmetric states. Another
identity can be obtained by exchanging s↔ g. This allows us
to rewrite the equation of motion in the simplified form
S˙ge = − [(Sgg − See)Γg + (Sss + 1)Γs − Γfree] Sge2 + ξin,
(21)
where ξin is the same input noise as in Eq. (18). In symmetric
states with sufficiently large population in both ground states,
we can replace the operators approximately by their expecta-
tion value in the initial state, Sgg − See ≈ N/2 − m0 and
Sss ≈ N/2 +m0. Thus we conclude that
Γg(N/2−m0) = Γs(N/2 +m0 + 1) (22)
ensures impedance matching, such that the decay rate of
an excitation via the first and via the second channel are
equal up to O(1/N). Under this condition, the equation
of motion (21) on resonance can be solved approximately
Sge ≈ ain,1/
√
Γg . On the one hand, this implies that aout,1 is
independent of ain,1, since the whole signal is absorbed. On
the other hand, aout,2 ≈ −Ssgain,1
√
2Γs/ΓgN2. Given this,
〈a†out,2aout,2〉 ≈ 〈a†in,1ain,1〉, i.e., every photon incident on
port 1 is transmitted to port 2. The presence of Ssg in this
expression indicates that for each incoming photon, an atom is
transferred from g to s. This still holds for the second, third,
. . . , nth photon, but with an error of order O(n/N), which
is the same as for the non-QND detector, up to constants of
O(1).
To make this intuition quantitative, we follow a simple ar-
gument. First of all, let us denote the overlap of the output
with the input wavepacket in case of the scattering of a single
photon in a given state as F1 = |〈ψout|ψin〉|2. For any finite-
bandwidth wavepacket this differs from unity. For example,
a single photon with a Gaussian wavefunction of width τ is
transmitted by an impedance-matched cavity with outcoupling
rate κ and internal decay rate κint with fidelity
F1 = κ
κ+ κint
{
1−
√
2pie2κ
2τ2κτ [1− erf(
√
2κτ)]
}
,
(23)
where erf(x) = (2/
√
pi)
∫ x
0 exp(−y2)dy is the error func-
tion. To make contact with our simulations, we thus set
κ = Γg(N/2−m0) and the internal cavity decay κint = Γfree.
In this limit of few excitations, it is therefore valid to think
of free-space decay as limiting the fidelity by introducing a
branching ratio between decay back into the waveguide and
decay into free space, which is captured explicitly by the pre-
factor in Eq. (23).
Given some single-photon fidelity F1, a linear device would
transmit mp photons in the same mode with a fidelity of Fmp1 .
However, for each atom that transitions from |g〉 to |s〉, the
single-photon collective decay rate from e→ g is reduced by
Γg , whereas the collective decay rate from e→ s is increased
by Γs, which leads to imperfect impedance matching. Using
Eq. (9) to estimate the resulting additional reflection, we find
the probability for absorbing the kth photon is reduced by 1−
2k2/3N2. Thus, the probability that mp photons are absorbed
is reduced by a factor of 1 − 2(2m3p − 3m2p + mp)/3N2 to
third order in 1/N . Combining this with the single-photon
fidelity F1, we can estimate the mp-photon QND fidelity as
Fmp = 1−
(
1− 4m
3
p − 6m2p + 2mp
3N2
)
Fmp1 . (24)
In the following, we compare these predictions with numerical
simulation and find they agree well.
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FIG. 4. QND number-resolving detection. a Overlap F1 of the reflected wavepacket with the incoming wavepacket when a single photon in a
Gaussian mode of width Γg is scattered from a perfect array initially in state |ψ0〉 = |N/2, N/2, 0〉, obtained from a numerical simulation (dots)
for Purcell factors of P = 10 (blue) and P =∞ (green, no free-space decay). Free-space decay clearly reduces the fidelity, as is expected, but
does not affect the scaling with the number of atoms, as the coherently enhanced coupling grows faster than the incoherent decay. The fidelity is
captured very well by the transmission fidelity of an impedance-matched two-port cavity in which each port has decay rate κ = NΓg/2 [black
line, see Eq. (23)]. In this effective description, free-space decay corresponds to internal decay of the cavity as outlined following Eq. (23). b
The fidelity as a function of the initial imbalance m0 = m−N/2, again comparing numerics with the analytical calculation for a two-sided
cavity [Eq. (23)]. Here and in the following we always take P = 10. c Numerical calculation of the fidelity Fm of the QND measurement like
in a, but now for several photons. The dots are numerically calculated, the solid lines is a simple estimate, given in Eq. (24) below. d A time
trace of a simulation of 5 photons in the same Gaussian mode of width Γg scattering off 40 atoms. This illustrates that transmission is good even
with modest atom numbers, and that the probability for an atom to be in the excited state remains small throughout, implying that free-space
decay is suppressed. The numerical method we use is detailed in Appendix D.
C. Numerical simulation
In order to verify these conclusions numerically, we study
the scattering of a multi-photon Fock states with a Gaussian
wavepacket of width Γg from an array of atoms in the atomic
mirror configuration in the mirror geometry using a recently
proposed technique [77]. We present details of the simulation
in Appendix D.
In Fig. 4a we show the fidelity for a single photon scatter-
ing off an array starting from the initial state |N/2, N/2, 0〉.
Clearly, Eq. (23) is a good approximation to the transmission
fidelity of the atomic array. This is still true for any other sym-
metric starting state, as we illustrate through Fig. 4b, which
shows the fidelity of single-photon scattering when starting
with an initial state |N/2 −m0, N/2 + m0, 0〉, with the im-
balance m0 ranging from −N/2 to N/2. We assume there is
a maximally achievable decay rate Γmax ≥ Γg,Γs and conse-
quently lower either Γg or Γs to fulfil the above condition (22).
Together, these results show that single-photon transmission is
captured very well by the above equations.
Turning to multi-photon scattering, we simulate several pho-
tons in the same Gaussian wavepacket scattering off the atomic
array and again calculate the overlap of the output wavepacket
with the input wavepacket. The results are shown in Fig. 4c.
We find that our simple argument captures the fidelity well, and
that our proposal can in principle reach very high fidelities for
modest atom numbers. Finally, in Fig. 4d we show an example
of the time evolution of the system.
D. Dicke state preparation
Following similar arguments as in the other sections, the
QND detector is robust against spatial disorder. However, the
suppression of free-space decay crucially relies on the prepara-
tion of a Dicke state between the two ground states. One way
to obtain such a state is to start with all atoms in the ground
state |g〉, apply a pi/2-pulse on the ground states {g, s}, and
finally perform a projective measurement of Sgg (or Sss or
Sgg − Sss). This heralds a fully symmetric state with a bi-
nomial distribution of imbalances around zero and standard
deviation
√
N/4. However, such measurements are difficult.
In principle, one can apply an off-resonant probe in the waveg-
uide and recording the phase shift of the reflected light, which
is proportional to the number of atoms [78]. In Appendix B
we briefly analyze this kind of measurement and find it is fun-
damentally limited to atom numbers of the order of the Purcell
factor N . P . It has been proposed to produce atomic states
by manipulating the dark-state manifold [79], which however
is limited in fidelity by 1 − F ∝ N/(2√P ), where N is the
number of atoms and P the Purcell factor. Neither method
scales well to many atoms. Thus, in the following we find
a fast preparation method that imposes much less stringent
requirements on the Purcell factor.
We propose to produce Dicke states in a way that is in keep-
ing with the core idea of this article: measuring atoms, not
photons. This requires two arrays (halves of one array) that
are individually addressable with external driving. We further
require that the atomic transition frequency be in the bandgap
of the waveguide, which allows the atoms to be coupled co-
herently without dissipation. As shown elsewhere [33], such a
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FIG. 5. Dicke state preparation with Eq. (25). A symmetric
Dicke state can be prepared by coupling one fully excited array to
one in the ground state according to Hamiltonian Eq. (25). a Time
evolution of magnetization of the two arrays, N = 100. The initial
state is recovered after a period pi/geff . After a time pi/2geff the
state of each array is close to |N/2, N/2, 0〉 with small fluctuations
in the imbalance. The first equilibration happens much faster, after
gefft0 = 1/
√
N , which is beneficial to reduce free-space decay. b
Dependence of t0 on atom number N . c Imbalance distribution at
time t0 for N = 100 atoms.
setup readily gives rise to a Hamiltonian that couples all spins
H = 2pig
2
k
∆L
∑
ij
σ(i)sg σ
(j)
gs e
−|xi−xj |/L ' geffSsgSgs, (25)
where the combination of coupling to individual waveguide
modes gk ≈ const, bound state decay length L =
√
α/∆,
detuning of the impurity from the band edge ∆ = ω0−ωb, and
band curvature ωk = ωb + αk2 yield the effective coupling
strength geff = 2pig2k/(∆L).
Importantly, when using a Raman transition (s → e → g)
to couple the atoms to the waveguide modes, both ∆ and gk
in Eq. (25) are tunable. Careful analysis (cf. Appendix C)
reveals that the effective Purcell factor Peff = geff/Γeff,free
scales as the ratio of the effective waveguide density of state
(1/
√
∆α) and the constant free-space density of state (ρ0), viz.,
Peff ∝ 1/(ρ0
√
α∆). The detuning from the band edge ∆ can
in principle be made arbitrarily small without violating the adia-
batic condition or the Markov approximation (cf. Appendix C).
Note also that disorder in the positions of the atoms is not
an issue here, as there is no position-dependent phase [80].
Instead this scheme is likely ultimately limited by disorder in
the coupling strengths or energy, as they destroy the symmetry
of the effective Hamiltonian.
The protocol to prepare an approximately half-excited state
of one of the arrays is as follows. One array is fully excited (by
applying a pi-pulse) and the other is left in the ground state. The
time evolution under the Hamiltonian (25), shown in Fig. 5a,
transfers excitations from one chain to the other, while leaving
them in their individual symmetric subspaces. Notably, after
a short time gefft0 ∼ 1/
√
N , corresponding to the first zero
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FIG. 6. Fast Dicke state preparation with Eq. (26). a Time
evolution of magnetization of the two arrays, N = 100. The time
dependence can be approximated by Rabi oscillations for a few pe-
riods, which can be described in the continuum limit as outlined in
Appendix C 3. b Dependence of the zero crossing time t0 on atom
number N . c Imbalance distribution at time t0 for N = 100 atoms.
crossing in Fig. 5a, the average number of excitations in each
array is equal. However, this comes with the caveat that while
on average the two arrays hold N/2 excitations each, in fact
their imbalance has a very wide probability distribution, as we
illustrate in Fig. 5c for N = 100 emitters. As we have shown
above, a large imbalance does not invalidate our scheme, but it
does mean that the usable atom number on average is halved.
Since this is a constant penalty, it does not change the overall
scaling with atom number N . Ultimately, this scheme requires
Peff 
√
N , where Peff is the Purcell factor enhanced through
the proximity to the band edge.
There is another, intrinsically faster, way to prepare Dicke
states, if the system is governed by the Hamiltonian
H = geff [S(1)sg S(2)gs + S(2)sg S(1)gs ]. (26)
As we detail in Appendix C 2, this Hamiltonian may be engi-
neered through the interference of interactions via two different
waveguides (or bands in the same waveguide), and constitutes
a waveguide QED version of spin flip-flops recently realized
in cavity QED [81]. While certainly more challenging to im-
plement experimentally, this Hamiltonian has the advantage
of equilibrating the number of excitations in each array on an
asymptotic time scale of gefft0 ∼ log(N)/(2
√
2N) (cf. Ap-
pendix C 3). This is the fastest time that can be achieved for
a given geff , essentially saturating the time scale obtained by
adding all average transition times
∑N
n ||S(2)+ S(1)− |N,n〉 ⊗|N,N − n〉||−1 ∼ log(N)/2N . As a result, using the Hamil-
tonian Eq. (26) reduces the requirement on the effective Purcell
factor to Peff  log(N). Another advantage of this Hamil-
tonian is illustrated by Fig. 6c, which shows the probability
distribution of Dicke states after a time t0. The overall proba-
bility for the state to be close to |N/2, N/2〉 is larger as with
the other Hamiltonian (cf. Fig. 5c).
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FIG. 7. Double-Raman 87Rb level scheme for photon detection. Detunings ∆i and drivings Ωi are chosen such that the excited states can
be eliminated. (a) Destructive photon detection. Any of the decays into the green shaded region from |f2〉 is intended and the total decay rate
via the green channel forms Γeng. Since the decay Γ1,g is superradiantly enhanced, we have Ω1  Ω2. The deleterious decays shown in red
are analyzed in the main text. (b) Nondestructive photon detection. We have refrained from drawing in all decay channels that contribute. In
comparison with the superradiantly enhanced decays f2 → s and f1 → g, they scale as O(1/N) and thus can be suppressed by increasing the
number of atoms.
V. EXPERIMENTAL CONSIDERATIONS
A tacit assumption in the preceding sections has been that
the decay rates from |e〉 to |g〉 and/or |s〉 are tunable. In circuit
quantum electrodynamics, decay rates can be tuned by chang-
ing the detuning of an intermediate resonator [82]. In atomic
systems, this can be done with Raman transitions, which we
analyze in the following for the D2 line of 87Rb. For concrete-
ness, we assume here that the waveguide efficiently couples to
pi transitions.
A. Engineered decay: Destructive photon measurement
The level scheme we consider specifically is drawn in Fig. 7a.
In it, we make the choice |g〉 ≡ |F = 2,mF = 2〉, |e〉 ≡ |1, 1〉,
and {|s〉i} = {|2, 1〉, |2,−1〉, |1, 0〉, |1,−1〉} (green area),
which are coupled via excited states (in 52P3/2) |f1〉 ≡ |2, 2〉,
|f2〉 ≡ |2, 0〉. While this is just one choice among many it
has the advantage that the applied lasers do not couple to any
transition of the large number of atoms in the ground state |g〉.
Since in the destructive scheme we only need to count how
many atoms have scattered photons, the final state is irrelevant,
provided it is not |g〉. The Raman scheme allows for large tune-
ability of the relative decay rate, which is required to obtain
Γe→s(Ω2) ≈ NΓe→g(Ω1).
To show that the additional decays drawn in red do not spoil
the scheme, we derive the effective quantum master equation
governing the double-Λ model in their presence. Neglecting
the energy shifts due to the pumps, the dynamics are purely
dissipative, given by the jump operators
Lˆg,eff =
√
Γ1,gΩ1
2∆1 − i(Γ1,g + Γ1,e) |g〉〈e|, (27a)
Lˆsi,eff =
√
Γ2,siΩ2
2∆2 − i(Γ2,si + Γ2,e)
|si〉〈e|, (27b)
Lˆee,eff =
2∑
i=1
√
Γi,eΩi
2∆i − i(Γi,gi + Γi,e)
|e〉〈e|, (27c)
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where in the last expression Γ1,g1 = Γ1,g and Γ2,g2 = Γ2,s.
We denote the (sum of the) rates corresponding to these jump
operators Γe→g(Ω1),Γe→s(Ω2), and Γee,eff , respectively.
We note that the deleterious decays Γi,e induce dephasing
described by Lˆee,ee that is not negligible, primarily due to the
i = 2 term, as Ω2  Ω1. However, the dephasing removes
the coherence and thus the superradiant decay to |g〉. Since
Γe→g/Γe→s = O(1/N), the corresponding excitation decays
to |s〉, with an error O(1/N). We conclude that all potential
errors analyzed here are suppressed with increasing N .
B. Engineered decay: Nondestructive photon measurement
Similar considerations apply to the operation of the QND
detector. A possible choice, shown in Fig. 7b contains ground
states |s〉 = |2,−1〉, |g〉 = |2, 1〉, and excited states |f1〉 =
|2, 1〉 and |f2〉 = |2,−1〉. Assuming we are able to prepare a
Dicke state |Ng = m,Ns = N −m,Ne = 0〉, we require the
two collective decay rates to be similar [cf. Eq. (22)].
Unlike the destructive scheme, now all other decays are
deleterious. However, both decays e → s and e → g are
enhanced by a factor of N/2. This implies that photon loss,
either into free space or through decay into another hyperfine
state scales as 1/N . All deleterious decay rates can be taken
together to form Γfree in the calculations of Sec. IV.
C. Dicke state preparation
In order to prepare Dicke states, we propose to start with
one array of the atoms in one hyperfine ground state |s〉 and
the other array in another hyperfine ground state |g〉. In this
protocol, the requirements for the Purcell factor (ratio of cou-
pling strength to free-space decay) is most stringent. The most
favourable level scheme is therefore a closed Λ-system, where
|g〉 = |F = 2,mF = 2〉 and |s〉 = |2, 1〉 are hyperfine ground
states, but |f〉 = |3, 3〉 is an excited state in 52P3/2. In this
case, f → g is a cycling transition and decays outside this
subspace are suppressed. Coherent driving between |s〉 and
|f〉 can be implemented using a two-photon transition [83].
This leaves free-space decay as error source, which has been
discussed in Sec. IV D.
D. Other sources of disorder
We have neglected inhomogeneous broadening and atomic
motion, which could be taken into account in the same way as
positional disorder and do not modify our conclusions. Further-
more, the relative effect of disorder decreases as the number
of atoms increases [23]. On the other hand, fast atomic mo-
tion, analyzed in Appendix F, essentially only renormalizes
the coupling strength of the atoms to the waveguide (thereby
decreasing the Purcell factor), but is not a fundamental obstruc-
tion.
In typical experiments today, the atom number might fluc-
tuate in unknown ways from one experiment to the next. Al-
lowing some error in N is like increasing the detuning error
in Γeng. As long as the relative error decreases with N , as it
should, this does not affect the scaling with atom number.
E. Photon loss from coupling into the waveguide
It is challenging to couple photonic wavepackets travelling
in free space into fibre. If this is done with 80% fidelity, say,
then the detector becomes already unreliable for three photons,
as there is already a 50% chance of losing one in the first stage.
However, the detectors described here are also useful for
entirely waveguide-based setups, which obviate the need for
coupling free-space wavepackets into a fibre. Recent proposals
show that atomic arrays make excellent sources of quantum
light [48–50] especially in view towards quantum metrology.
There also exist proposals for two-photon gates in this plat-
form [51], and it has been found that such arrays coupled to
waveguides support long-lived subradiant states that can be
used for storage [52, 84] and also manipulation [85] of quan-
tum states of light.
F. Atom readout
After the photons have scattered, one needs to measure the
number of atoms in one of the states, or ideally both. Readout
of superconducting qubits is well studied due to the advent of
quantum computers. Fidelities now reach > 99% in realistic
devices [45, 46].
For neutral atoms, a range of techniques have been devel-
oped. Among the earliest was to employ a cycling transition
between a ground state and some excited state, which in re-
cent experiments has yielded fidelities of 98-99% [86, 87]. A
similar idea is to push one type of atoms out of the trap with
a resonant drive and use a quantum gas microscope to detect
occupied sites [88]. Instead, one could “boil” one type of atom
away through inelastic light scattering. This can in principle
achieve extremely high fidelities (99.97%), but is limited by
atom loss and has the drawback that the lattice has to be refilled.
We note that detection of atom numbers has already been used
in experiment [34, 89]. Likewise, a strong magnetic field [90]
or a state-dependent trap [91] can be used to separate the states
and image them afterwards. In these setups, imaging has been
performed with 99.94% fidelity, but background gas collisions
still cause atom loss [91]. One option to prevent this would
be tweezer arrays [92]. While such capabilities have not yet
been demonstrated for atomic arrays coupled to waveguides,
and scattering from the fibre might make photon collection
harder, a solution could be to move the optical lattice slowly
away from the fibre before performing the imaging.
After successful detection, the detector can be reset by pump-
ing the s→ e transition, such that eventually all atoms decay
to |g〉.
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VI. CONCLUSION
We have explored the use of arrays of quantum emitters
coupled to waveguides for number-resolving photon detection.
Paying particular heed to experimental limitations such as
disorder and free-space decay, we have found that both can be
overcome, leaving no fundamental limitation to the achievable
detection efficiency. Moreover, we have shown that the same
platform can also be used to perform QND number-resolving
photon detection. To this end, we also propose a novel way to
prepare Dicke states based on the interaction of two arrays and
subsequent heralding by measuring the number of excitations
in one of them.
In a nutshell, our proposal builds on four facts that together
enable highly efficient detectors: (1), few-level systems allow
for strong, projective measurements of their state due to their
intrinsic nonlinearity, (2), nevertheless, sufficiently large en-
sembles of atoms are linear, (3), collective decay mitigates
errors due to non-idealities, and (4), in linear systems one can
always engineer dissipation to obtain complete absorption. We
hope that the ideas outlined here will mark a step towards high-
fidelity number-resolving photon detectors, both destructive
and nondestructive.
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Appendix A: Derivation of Langevin equations
1. Two-level systems coupled to one semi-infinite waveguide field
We study quantum emitters coupled to a semi-infinite waveguide terminated at x = 0 by a mirror. First assuming that
the waveguide is also terminated on the other side after a length L, the bath eigenmodes have the wavefunction φn(x) =
sin(knx)
√
2/L, where kn = pin/L for all natural n. Taking the length of the waveguide to infinity, we recover the Hamiltonian
given in the main text [Eq. (1)]
H =
∫ ∞
0
dk
2pi
{
(ωk − ω0)a†kak − g
∑
n
sin(kxn)
(
a†kσ
(n)
ge + H.c.
)}
(A1)
Defining the sine transform and its inverse through
f˜(ν) = 2
∫ ∞
0
f(t) sin(νt) dt, f(t) = 1
pi
∫ ∞
0
f˜(ν) sin(νt) dν, (A2)
we can write the field in the waveguide as
φ(x, t) =
∫ ∞
0
dk
pi
sin(kx)
(
ak(t) + a†k(t)
)
. (A3)
Defined this way, the commutation relation [φ(x, t), φ(x′, t)] = δ(x− x′) (for positive x only) implies canonical commutation
relations [ak(t), a†q(t)] = 2piδ(k − q). In terms of complex amplitudes, we have
a(x, t) =
∫ ∞
0
dk
pi
sin(kx)ak(t), ak(t) = 2
∫ ∞
0
dx sin(kx)a(x, t). (A4)
Solving the operator equations of motion
a˙k = −i(ωk − ω0)ak + ig
∑
n
sin(kxn)σ(n)ge , σ˙(n)ge = ig
∫
dk
2pi sin(kxn)
(
σ(n)gg − σ(n)ee
)
ak, (A5)
yields
ak(t) = e−i(ωk−ω0)tak(0) + ig
∫ t
0
dτ e−i(ωk−ω0)(t−τ)
∑
m
sin(kxm)σ(m)ge (τ). (A6)
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This solution can be plugged into the equation of motion for σ(n)ge . We need the following integral∫ ∞
0
dω
pi
sin(ωxn/c) sin(ωx/c)e−i(ω−ω0)t
= e
iω0t
−4
[
δ
(
xn + x
c
− t
)
+ δ
(
xn + x
c
+ t
)
− δ
(
xn − x
c
− t
)
− δ
(
xn − x
c
+ t
)]
= e
iω0t
4
[
δ
( |xn − x|
c
− t
)
− δ
(
xn + x
c
− t
)]
, if x, xn, t > 0.
(A7)
The equation of motion for σ(n)ge becomes
σ˙(n)ge (t) =
(
σ(n)gg − σ(n)ee
){ igeiω0t
4 [a(xn + ct, 0)− a(ct− xn, 0)]
+ g
2
8c
∑
m
[
eik0(xm+xn)σ(m)ge
(
t− xm + xn
c
)
− eik0|xn−xm|σ(m)ge
(
t− |xm − xn|
c
)]}
.
(A8)
We define the input field ain(t) as the portion of the waveguide field that was at a position x = ct at time t = 0 and has since
travelled all the way to the atoms. Thus, ain(t) = −
√
c/2eiω0ta(ct, 0), where the pre-factor is fixed by the commutation relations
of ain, up to an arbitrary phase. This yields the Langevin equation
σ˙(n)ge (t) =
(
σ(n)gg − σ(n)ee
){ g
4i
√
2
c
[
eik0xnain(t− xn/c) + e−ik0xnain(t+ xn/c)
]
+ g
2
8c
∑
m
[
eik0(xm+xn)σ(m)ge
(
t− xm + xn
c
)
− eik0|xn−xm|σ(m)ge
(
t− |xm − xn|
c
)]}
.
(A9)
As defined, ain(t) is a slow variable, so if the dynamics of the system and the bandwidth of the input state around ω0 are slow
compared to the time it takes for light to travel a distance 2xn/c, we can neglect the retardation, rendering our description
Markovian. The same applies to the atomic lowering operators. Finally, we arrive at a time-local equation
σ˙(n)ge (t) =
(
σ(n)gg − σ(n)ee
){ g√
2c
sin(k0xn)ain(t) +
g2
8c
∑
m
[
eik0(xm+xn) − eik0|xn−xm|
]
σ(m)ge (t)
}
. (A10)
To calculate the output field, we take the integrated equation of motion for the light field and apply a sine transform. This
is essentially the same as the right-hand side of the equation of motion for σ(n)ge , except evaluated at a different point in space.
Choosing this point to be xR + ε, i.e., a small distance to the right of the rightmost atom, and again neglecting retardation, we find∫
dk
pi
sin(kx)ak(t) = −i
√
2
c
sin[k0(xR + ε)]ain(t)− ig4c
∑
m
eik0(xR+ε)2i sin(k0xm)σ(m)ge (t). (A11)
Further choosing ε such that sin[k0(xR + ε)] = 1, and defining aout(t) = −
√
c/2eiω0ta(xR + ε, t), we have
aout(t) = ain(t)− g√2c
∑
m
sin(k0xm)σ(m)ge (t). (A12)
Finally, let us define the decay rate Γg = g2/2c.
σ˙(n)ge (t) =
(
σ(n)gg − σ(n)ee
){√
Γg sin(k0xn)ain(t)− Γg4
∑
m
[
eik0|xm−xn| − eik0(xn+xm)
]
σ(m)ge (t)
}
, (A13a)
aout(t) = ain(t)−
√
Γg
∑
m
sin(k0xm)σ(m)ge (t). (A13b)
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2. Three-level systems coupled to two semi-infinite waveguide fields
In the main text we consider (effective) three-level systems with state |g〉, |e〉, |s〉 coupled to two waveguide fields, which
respectively couple to the transition g ↔ e and s↔ e. Starting from the Hamiltonian
H =
∫ ∞
0
dk
2pi
[
(ω1,k − ω0)a†1,ka1,k + (ω2,k − ω0)a†2,ka2,k −
∑
n
sin(kxn)
(
g1a
†
1,kσ
(n)
ge + g2a
†
2,kσ
(n)
se + H.c.
)]
, (A14)
the derivation follows through as above, and yields
σ˙(n)ge (t) =
(
σ(n)gg − σ(n)ee
){√
Γg sin(k0xn)ain,1(t)− Γg4
∑
m
[
eik0|xm−xn| − eik0(xn+xm)
]
σ(m)ge (t)
}
,
+ σ(n)gs
{√
Γs sin(k0xn)ain,2(t)− Γs4
∑
m
[
eik0|xm−xn| − eik0(xn+xm)
]
σ(m)se (t)
}
, (A15a)
aout,1(t) = ain,1(t)−
√
Γg
∑
m
sin(k0xm)σ(m)ge (t). (A15b)
and two more equations if 1↔ 2 and g ↔ s are exchanged simultaneously. These equations reduce to Eq. (18) for atoms in the
atomic-mirror configuration k0xn = 2pi(n+ 1/4).
3. Two-level and three-level systems coupled to one and two infinite waveguide fields
The derivation for the infinite waveguide proceeds in much the same way and can be found elsewhere [14]. A Hamiltonian that
combines both bath couplings reads
H =
∑
ν=±
∫
dk
2pi
∑
α
(ωk − ω0)a†k,ν,αak,ν,α −
∑
n
[√
Γgei(νk−kL,1)xnσnegak,ν,1 +
√
Γsei(νk−kL,2)xnσnesak,ν,2 + H.c.
]
.
(A16)
Here, kL,i are phases imparted by the laser. They have little effect on the detection of incoming light. There are two waveguide
fields, α = 1, 2, distinguished either in frequency, polarization, or by being in a different waveguide. As before, ν ∈ {±1} labels
right- and left-moving modes.
From Eq. (A16), we can derive the bath equations of motion, integrate them up and Fourier transform them [14]
aν,1(x, t) = eiω0taν,1(x− ct, 0) + i
√
ΓgΘ[(x− νxn)/c]eik1(x−νxn)+ikL,1xnσnge[t− (x− νxn)/c]. (A17)
For the other field, we have to exchange 1↔ 2 and g ↔ s. As above, we next derive the atomic equations of motion
σ˙nge =
∑
ν=±
∫
dk
2pi (−i
√
Γg)ei(νk−kL,1)xnak,ν,1(σnee − σngg) + (i
√
Γs)ei(νk−kL,2)xnak,ν,2σngs, (A18a)
σ˙nse =
∑
ν=±
∫
dk
2pi (−i
√
Γs)ei(νk−kL,2)xnak,ν,2(σnee − σnss) + (i
√
Γg)ei(νk−kL,1)xnak,ν,1σnsg, (A18b)
σ˙ngs =
∑
ν=±
∫
dk
2pi (−i
√
Γg)ei(νk−kL,1)xnak,ν,1σnes + (i
√
Γs)e−i(νk−kL,2)xna†k,ν,2σ
n
ge, (A18c)
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and replace the photon field [Eq. (A17)]
σ˙nge =
√
Γg
∑
ν=±
ei(k1ν−kL,1)xn(σngg − σnee)ain,ν,1 − Γg
∑
m
eik1|xm−xn|−ikL,1(xm−xn)(σngg − σnee)σmge
+
√
Γs
∑
ν=±
ei(k2ν−kL,2)xnσngsain,ν,2 − Γs
∑
m
eik2|xm−xn|−ikL,2(xm−xn)σngsσ
m
se, (A19a)
σ˙nse =
√
Γs
∑
ν=±
ei(k2ν−kL,2)xn(σnss − σnee)ain,ν,2 − Γs
∑
m
eik2|xm−xn|−ikL,2(xm−xn)(σnss − σnee)σmse
+
√
Γg
∑
ν=±
ei(k1ν−kL,1)xnσnsgain,ν,1 − Γg
∑
m
eik1|xm−xn|−ikL,1(xm−xn)σnsgσ
m
ge, (A19b)
σ˙ngs =
√
Γg
∑
ν=±
ei(k1ν−kL,1)xn(−σnes)ain,ν,1 − Γg
∑
m
eik1|xm−xn|−ikL,1(xm−xn)(−σnes)σmge
+
√
Γs
∑
ν=±
ei(kL,2−k2ν)xnσngea
†
in,ν,2 − Γs
∑
m
e−ik2|xm−xn|+ikL,2(xm−xn)σngeσ
m
es, (A19c)
aout,ν,1 = ain,ν,1 −
√
Γg
∑
n
ei(kL,1−νk1)xnσnge, (A19d)
aout,ν,2 = ain,ν,2 −
√
Γs
∑
n
ei(kL,2−νk2)xnσnse. (A19e)
Using the description above, the Langevin equations for two-level systems on an infinite waveguide read
σ˙(n)ge (t) =
(
σ(n)gg − σ(n)ee
) ∑
ν∈{±1}
√
Γgeiνk0xnain,ν(t)− Γg
∑
m
eik0|xm−xn|σ(m)ge (t)
 , (A20a)
aout,ν(t) = ain,ν(t)−
√
Γg
∑
m
e−iνk0x0σ(m)ge (t), (A20b)
whereas the governing equations for three-level systems are
σ˙(n)ge (t) =
(
σ(n)gg − σ(n)ee
) ∑
ν∈{±1}
√
Γgeiνk0xnain,ν,1(t)− Γg
∑
m
eik0|xm−xn|σ(m)ge (t)
 ,
+ σ(n)gs
 ∑
ν∈{±1}
√
Γseiνk0xnain,ν,2(t)− Γs
∑
m
eik0|xm−xn|σ(m)se (t)
 , (A21a)
aout,ν,1(t) = ain,ν,1(t)−
√
Γg
∑
m
e−iνk0x0σ(m)ge (t), (A21b)
and two more equations if 1↔ 2 and g ↔ s are exchanged simultaneously.
To linearize these equations, we substitute σgg → 1, σee → 0 and σge → b, where [b, b†] = 1.
Appendix B: Preparing a Dicke state with collective
measurements
There is another way to prepare a Dicke state in our setup.
First applying a pi/2-pulse to all atoms, and then measuring
Sgg, i.e., the number of atoms in |g〉, which projects the state
onto a symmetric state with a definite number of excitations.
For large N , m has variance
√
N around N/2, such that
|N/2−m|  N .
A pi/2 pulse can for example be produced by driving the
two transitions g ↔ e and s ↔ e with lasers, each de-
tuned by a large amount ∆, or by applying a microwave
tone. After the pulse, the atomic state becomes |X〉 =
∏
i(1/
√
2)(1 + σ(i)sg )|G〉, which could optionally be written
as |X〉 = 2−N/2∑m(Nm
)
|N − m,m, 0〉. Measuring Sˆgg
thus probabilistically returns the state |N −m,m, 0〉 where m
follows a binomial distribution.
A known method to measure the number of atoms is by
measuring the phase shift of an off-resonant probe tone [78].
In order to prevent excited atoms from decaying via emission
of a free-space photon (essentially removing the photon from
the symmetric state) or via emission of a photon in the e→ s
channel (thereby inducing a transition to another Dicke state),
the probe has to be far detuned. However, the further detuned
the probe is, the lower is the induced phase shift, thus requiring
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longer averaging times, which leads to a trade-off. The analysis
below shows that this sort of measurement is limits the number
of atoms to the Purcell factor.
If it is possible to turn off Γs, we only have to consider
free-space decay. Using the input-output equations, we find
the output field for a weak coherent probe with amplitude αin
detuned by ∆ NgΓg
αout =
(
1− NgΓg/2
NgΓg/2− i∆
)
αin '
(
1 + NgΓg2i∆
)
αin,
(B1)
where Ng is the number of atoms in state |g〉. Thus, the
per-photon phase shift is ϕ ' −Γg/2∆. The number of
photons required to resolve single excitations therefore is
Np ∝ 4∆2/Γ2g. On the other hand, for a given probe
amplitude αin the probability of an atom to be excited is
〈See〉 ' ΓgNg|αin/2∆|2. Thus, during the time it takes to
scatter Np photons, ΓfreeNg/Γg = Ng/P photons are lost.
Ultimately, this way of preparing Dicke states is thus limited to
atom numbers lower than the Purcell factor. If Γs cannot be set
to zero, but instead is comparable to Γg, then this constitutes
the dominant decay channel and the requirement on the Purcell
factor becomes even more stringent P > NgNs.
Appendix C: All-to-all interaction in the bandgap
1. Strong coupling
Here we give details on how using a Raman transition allows
strong coupling of the atoms when brought close to the bandgap
of a waveguide and discuss briefly some limitations.
Following [33], two-level systems interacting via the modes
in the bandgap couple at a rate geff = 2pig2k/
√
∆α, where gk is
the coupling to the individual waveguide modes (assumed con-
stant), ∆ is the effective detuning of the renormalized transition
frequency from the band edge and α is a parameter to charac-
terize the band curvature at the band edge, via ωk = ωb + αk2.
If gk is the effective coupling rate obtained from adiabatically
eliminating an excited state |e〉 in a Raman transition, it takes
the form gk = gk,0(Ω/δ), where Ω is the pump Rabi frequency
and δ is the detuning of the pump from the transition. Thus,
geff =
1√
∆
2pig2k,0√
α
(
Ω
δ
)2
. (C1)
In order for the Markov approximation and the adiabatic elimi-
nation to be valid, we require δ  Ω and√∆α gk, so geff
will be slow. Fortunately, reducing Ω/δ also reduces free-space
decay in the same way, Γfree,eff = Γfree(Ω/δ)2.
Since the atom-atom coupling additionally scales with the
effective waveguide density of states geff ∝ (α∆)−1/2, the
Purcell factor Peff = geff/Γeff,free ∝ (α∆)−1/2 can be made
very large, independent of the original Purcell factor, while pre-
serving the Markov condition ∆ g. As this analysis shows,
physically this relies on increasing the effective waveguide den-
sity of states. At the same time, this has the effect of making
the bound state extent and therefore the decay length of the
induced interaction Lmuch larger than the extent of the atomic
array, such that the all-to-all interaction on the right-hand side
of Eq. (25) becomes a very good approximation.
2. Engineering S(1)+ S
(2)
− + H.c.
In order to instead realize a Hamiltonian with the interaction
S
(1)
+ S
(2)
− + H.c. between two atomic arrays, one needs to com-
bine two bands of the same waveguide (or two waveguides),
and additionally make use of the spatial profile of the induced
atom-atom interaction. The full expression for the coupling
induced between the atoms through a waveguide band is given
through [33]
H = 2pig
2
k
∆L
∑
ij
σ(i)sg σ
(j)
gs Ek0(xi)E∗k0(xj)e
−|xi−xj |/L, (C2)
which differs from Eq. (25) through the addition of the spatial
profile Ek0(x) of the bound state induced by coupling an atom
at position x, where k0 is the wavevector at the bandgap. A
simple model of a waveguide exhibits bands with a dispersion
ωk ∼ cos(ka). As such, there are two band edges at wavevec-
tors k0 = 0 and k0 = pi. In more complex models the bandgaps
might occur at different values of k0, but these are generically
not expected to all coincide, and certainly not in between two
different waveguides. With an otherwise constant mode profile,
we can approximate Ek0(xi) ≈ eik0xi . For simplicity we will
take k0 = pi, but this is by no means required.
Combining two waveguides (waveguide bands), one with
positive detuning ∆, the other with the opposite detuning −∆,
and placing both arrays of atoms in atomic mirror configu-
rations, but spaced by an odd half-integer-multiple of wave-
lengths from each other, the two waveguides induce the inter-
action
H2 =
2pig2k
∆L
[
SsgSgs − (S(1)sg − S(2)sg )(S(1)gs − S(2)gs )
]
= 2geff
(
S(1)sg S
(2)
gs + H.c.
)
,
(C3)
as required. Note that we have taken L to be larger than the
whole configuration, and choosing geff to be the same for both
waveguides, which is not unreasonable as they can be tuned
with the Raman transition. Furthermore, we would like to
note that the requirement of placing the atoms in two atomic
mirror configurations spaced by an odd multiple of half a wave-
length is not any more stringent that producing a single atomic
mirror configuration, although it certainly is experimentally
more challenging than the disordered configurations we have
considered in other parts of the main text.
3. Interaction time scales
While the full Hilbert space of two arrays of N spins each is
22N dimensional, the Hamiltonian Eq. (C3) connects the fully
symmetric state |N, 0〉 = |N〉1 ⊗ |0〉2, to only N other states,
{|N −m,m〉}. As in the main text, our convention here is that
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|m〉 denotes a fully symmetric spins state in which m out of
N atoms are excited, whereas |m1,m2〉 denotes two arrays of
N atoms each, with m1 and m2 excitations, respectively.
In this space of N + 1 states, the Hamiltonian Eq. (C3) is a
matrix of the form
H2 =

0 a1 0 · · ·
a1 0 a2
0 a2 0
. . .
...
. . . . . .
 , (C4)
where
am = 2geffm(N −m+ 1). (C5)
As an aside, we note that this is similar to the model studied
in Ref. [93], except with the elements of the matrix squared.
The connection arises since the model with
√
am on the di-
agonal maps to the N -excitations subspace of two coupled
harmonic oscillators H = a†b + H.c. (leading to perfect
state transfer), while here we instead study two coupled spins
H2 = 2geffS(2)+ S
(1)
− + H.c.
If the index m = x is understood as a spatial coordinate, the
Hamiltonian H2 can be rewritten as
H2 = eipˆa(xˆ) + H.c.
= 2a(xˆ) + i[pˆ, a(xˆ)]− 12{pˆ
2, a(xˆ)}+O(p3),
(C6)
where [xˆ, pˆ] = i, such that eipˆ generates a translation by−1. In
order to get some insight into the dynamics of H2, we consider
the classical long-wavelength limit neglecting terms pˆn with
n ≥ 3 and replacing xˆ→ x, pˆ→ p, which yields
H2(x, p) = 2a(x)+a′(x)−a(x)p2 = V (x)− p
2
2m(x) , (C7)
where
a(x) = 2geff(x+ 1)(N − x). (C8)
This Hamiltonian gives rise to periodic trajectories. A more
physical Hamiltonian would be obtained by sending p2 → −p2
and H → −H , but the dynamics are the same.
Starting at x(t = 0) = p(t = 0) = 0, the conserved energy
of the particle is H(0, 0) = E0 = 2geff(3N − 1). This allows
us to solve for the momentum as a function of position
p2(x) = 2m(x) [−E0 + V (x)] , (C9)
which can be used to calculate the period of the orbit
T (E0) = 2
∫ N−2
0
dx
(
1
x˙
)
=
∫ N−2
0
− dx√
(x+ 1)(x−N)2x(x−N + 2) .
(C10)
The upper limit of the integral is the point at which the particle
turns around, which can be found from p(x) = 0. For large N ,
the integral may be approximated through
T (E0) ≈ −2
∫ N/2
0
dx
[
(x+ 1)2xN2
]−1/2
=
√
2 log(1 +N +
√
N(2 +N))
N
≈
√
2 log(N)/N.
(C11)
For completeness, we mention another way to arrive at this
result. Instead of Eq. (C3), consider the Hamiltonian
H3 = geff
[
(a†)2b2 + H.c.
]
, (C12)
where a, b are the annihilation operators for two harmonic
oscillators. In the subspace spanned by the states |2N−2m〉1⊗
|2m〉2, where now {|m〉} are now Fock states of an oscillator,
the Hamiltonian is again given by a matrix of the same form
as Eq. (C4), except that now
am = 2geff
√(
N −m+ 12
)
(N −m+ 1)m
(
m− 12
)
.
(C13)
For large N,m these are essentially the same matrix elements
as before, and one can check numerically that the dynamics
is very similar for large enough N . In the classical limit,
we replace the annihilation operators by the amplitudes of
the corresponding coherent states. The classical mean-field
equations of motion read
d
dt
(
α
β
)
= −2igeff
(
α∗β2
β∗α2
)
, (C14)
with initial conditions β(0) = 1, α(0) =
√
2N .
Amplitude and phase degrees of freedom can be separated by
change of variables to α = a exp(ix), β = b exp(iy), which
follow equations of motion
a˙ = −ab2 sinφ, x˙ = −b2 cosφ, (C15a)
b˙ = +a2b sinφ, y˙ = −a2 cosφ, (C15b)
where φ = 2x− 2y and we have redefined time to include the
factor 2geff . Further defining the constant K = a2 + b2, and
the variable r = a2 − b2, we obtain the equations of motion
φ˙ = 2r cosφ, (C16a)
r˙ = (r2 −K2) sinφ. (C16b)
The shape of the resulting periodic orbits can be found by
integrating dr/dφ.
However, since the phase φ is ill-defined in the initial state,
we can choose it to be φ = pi/2. In this case, the system is
governed only by
r˙ = r2 −K2, (C17)
which is readily integrated to yield[
tanh−1
( r
K
)]r(tf )
r(ti)
= −2K(tf − ti). (C18)
18
Since initially, r/K ' 1 − 1/N and K ' N , we conclude
that the natural timescale for the switch is
T ' 1
N
tanh−1
(
1− 1
N
)
∼ log(N/2)
N
, (C19)
the same result as before. We note that if another phase φ is
chosen initially, φ first rapidly evolves to a value close to pi/2,
after which the system evolution is very similar.
Appendix D: Numerical simulation of multi-photon scattering
In this Appendix we briefly outline the theory behind our
simulation of multi-photon scattering, following Ref. [77]. The
key idea is to the time-evolution of the system and bath for a
specific input field using the Langevin equation (18) in combi-
nation with the input-output equations (19).
In general, an input wavepacket can be described through
one or more modes of the waveguide in which photons are
created on top of the vacuum |0〉,
|ψin〉 =
∏
j
∫
dxjψj(xj)a†(xj)|0〉. (D1)
As a function of time, the field travels through the waveguide,
and eventually the photons interact with the atoms locally. In-
stead of this spatiotemporal description, in which a quantum
system couples with constant rate to the waveguide, but the
wavefunction of the photons changes in space, it has been
shown that the dynamics can be equivalently captured by mod-
ulating the coupling between the system and the input mode
according to the mode shape [77].
Specifically, here we assume that allmp photons of the input
field are in one mode, such that the waveguide field can be
written (at t = 0, before the photons interact with the system)
|ψin〉 =
[∫ 0
−∞
dxψin(x)a†(x)
]mp
|0〉, (D2)
with
ψin(x) = (2piΓ2g)−1/2 exp
(
− (x/c+ t0)
2
2Γ2g
)
. (D3)
Since this is assumed to be the wavepacket before the inter-
action, it has support only for negative x (we assume the
wavepacket is incident from the right in Fig. 1). After a time t0,
the centre of the wavepacket (travelling at speed c) has arrived
at the system.
Replacing the spatiotemporal evolution of wavepackets in
the waveguide with a time-dependent coupling constant, the
input-output equations can be replaced by a quantum master
equation [77]
ρ˙ = −i[H(t), ρ] +D[L(t)]ρ, (D4)
where the Hamiltonian
H(t) = i2
[√
Γgg∗in(t)a
†
i (Sgg − See)Sge
−
√
Γsg∗out(t)a†oSgsSse −H.c.
] (D5)
describes coupling to the input mode, and the jump operator
L(t) =
√
ΓgSge +
√
ΓsSse + gin(t)ai + gout(t)ao (D6)
describes the dissipation induced by the coupled waveguides.
We determine the time-evolution given by Eq. (D4) using
QuTiP [94].
Note a subtlety when comparing with the equation corre-
sponding to Eq. (D5) derived by Kiilerich and Mølmer [77],
which features an additional term g∗out(t)gin(t)a
†
iao. This term
arises when calculating the scattering from one input mode to
the corresponding output mode, which in our case might be
ain,1 → aout,1 and can be thought of arising from the first term
in the input-output equation Eq. (19). Here, we are interested
in the scattering ain,1 → aout,2, where this term is absent.
In the above expressions, the variable couplings strengths
are given by
gin(t) =
ψ˜in(t)√
1− ∫ t0 dt′|ψin(t′)|2 (D7)
and
gout(t) = − ψ˜out(t)√∫ t
0 dt
′|ψout(t′)|2
. (D8)
Here, the initial time to start the simulation has been chosen to
be t = 0, and since photons are assumed to travel at speed c, the
temporal wavefunction is related to the spatial wavefunction
through ψ˜in(x) = ψin(−ct). For consistency, gin(t) = gout(t)
are taken to be zero before t = 0, and ψin should be square-
integrable for positive times
∫∞
0 dt |ψin(t)|2 = 1. This is true
for our choice Eq. (D3) as long as Γ−1g  t0. Since t0 is an
arbitrary offset it can always be chosen to fulfil this condition.
If the system and the input field are initially in states of
known excitation number, which we assume to be the case
throughout, then it is clear that for mp photons in the input
wavepacket, we need to consider at most mp excitations in the
bosonic modes ao and ai as well as the system. Recall that we
assume a symmetric Dicke state as starting point, |ψsys(0)〉 =
|N/2 −m0, N/2, 0〉. As a result, the required Hilbert space
has a dimension of (mp + 1)3.
We note that this formalism does not specify what shape the
output wavepacket ψout has. Indeed, it is generically not even
true that it can be described through a single mode and neither
is it true in general that all photons are emitted in the second
channel rather than the first. The advantage of this formalism
in our case is that the system dynamics are independent of
the choice of ψout(t). Instead, if the set of output modes
considered does not comprise all modes of the physical output
field, the corresponding photons are lost. In the extreme case,
when gout(t) = 0, the QME Eq. (D4) describes the system
dynamics for a given input, but does not yield any information
about the output photonic state.
Here, we use this property by setting the output mode equal
to the input mode ψout(t) = −ψin(t). This is equivalent to
asking the question how many photons are transmitted without
changing the shape of the wavepacket – i.e., performing a QND
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measurement. If the final number of excitations in mode ao is
equal to the number of input photonsmp, all photons have been
transmitted faithfully, and all photons have been dissipated via
the second channel. This defines the fidelity F , which we plot
in Fig. 4. Mathematically, it is defined as
Fmp = 〈mp| tr[ρ]input,sys|mp〉, (D9)
where |mp〉 is the mthp -Fock state of the output mode ao. This
is the probability that the all photons have been transmitted in
the specified output mode.
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FIG. 8. Comparison between presence (blue) and absence (green)
of free-space decay. Overall, the effect of free-space decay on the
fidelity is clearly captured by introducing the branching ration as we
have done in Eq. (23). This brings down the single-photon fidelity
considerably. Interestingly, though, as we consider multi-photon
scattering, the effect of free-space decay diminishes relative to the
effect of the non-linearities introduced. Naturally, it never aids the
fidelity, but in the end, the fidelity retains its favourable scaling with
atom number, most clearly illustrated in Fig. 4a.
Appendix E: Effect of finite Purcell factor on performance of
QND detector
In this Appendix, we offer a side-to-side comparison of
the fidelity with a finite Purcell factor, as shown in Fig. 4
in the main text, and infinite Purcell factor. This allows to
discern which features come from free-space decay, and which
from nonlinearities and finite bandwidth. It furthermore offers
further verification of the predicted analytical approximate
fidelity Eqs. (23) and (24) through simulations. The results are
shown in Fig. 8 and are commented on the the caption.
Appendix F: Fast thermal motion of atoms
In the main text we have only considered static disorder,
which is valid for slowly moving atoms. If the thermal motion
of atoms is fast, some of the effect of disorder will be averaged
out. This can be modelled by instead averaging the atomic
coupling over a distribution of atomic positions [83]. Assuming
a Gaussian distributions of positions around the atomic mirror
configuration, captured by the random variable ym
xm =
pi
k0
(
1
2 + 2m
)
+ ym, (F1)
we can calculate the off-diagonal coupling
g¯mn = − Γg8piσ2
∫∫
dymdyne
−(y2m+y2n)/2σ2
×
[
eik0|ym−yn| + eik0(ym+yn)
]
.
(F2)
If m = n, there should only be one integral, giving g¯nn =
−[1 + exp(−k20σ2)]Γg/(4g). In the case m 6= n, we can
straightforwardly evaluate the second term, which yields
−Γge−k20σ2/4 overall. For the first term, we first shift ym →
ym + yn, in which case the yn integral becomes a straightfor-
ward Gaussian giving a factor of
√
piσ2ey
2
m/4σ
2
. The leftover
integral reads
− Γg
8
√
piσ2
∫
dyme
−y2m/4σ2eik0|ym|
= −Γg4 e
−k20σ2 [1 + ierfi(k0σ)] .
(F3)
Taken together, we get
g¯mn = −Γg2
[
e−k
2
0σ
2
+ i√
pi
F (k0σ)
]
, (F4)
where F (x) is the purely real Dawson integral. It is peaked
at x = 1, is odd, and obeys |F (x)| < 0.6, and F (x)→ 0± as
x→ ±∞. Equation (F4) predicts that the coupling decreases
exponentially in (k0σ)2. For low to moderate k0σ, the effect of
fast thermal motion can simply be accounted for by re-scaling
the couplings, without affecting the conclusions in the main
text.
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