Study Highlights
WHAT IS THE CURRENT KNOWLEDGE ON THE TOPIC? þ Electronic health record (EHR)-discontinuity, i.e., receiving care outside of the study EHR, is associated with substantial information bias on variables essential for comparative effectiveness research (CER).
WHAT QUESTION DID THIS STUDY ADDRESS?
þ How can we reduce information bias due to EHRdiscontinuity in comparative effectiveness research using EHR as the primary data source?
WHAT DOES THIS STUDY ADD TO OUR KNOWLEDGE? þ We developed and validated a prediction rule to identify patients with high EHR-continuity and demonstrated that the information bias was much reduced in this subcohort in an external population. The high care-continuity patients were found to have similar comorbidity profiles compared to the remaining population. HOW THIS MIGHT CHANGE CLINICAL PHARMA-COLOGY OR TRANSLATIONAL SCIENCE? þ Using our algorithm to restrict a CER analysis using EHR to patients with high EHR-continuity can substantially reduce information bias while likely preserving generalizability of the study findings.
Because electronic health record (EHR) data contain rich clinical information essential for comparative effectiveness research (CER), the number of CER studies using EHR databases as the primary data source has grown exponentially in the last decade and there are currently more than 50 EHR-based research networks in the US. 1, 2 However, most EHR systems in the US, with the exception of highly integrated health plans, do not comprehensively capture medical encounters across all care settings and facilities, and thus may miss a substantial amount of information that characterized the health state of its patient population.
We defined "EHR-discontinuity" or lack of "EHR-continuity" as "having medical information recorded outside of the study EHR system." Health conditions recorded at a clinic or hospital outside of a given EHR system are "invisible" to the investigators and therefore often assumed to be absent in the study. A false assumption about EHR-continuity will likely bias CER studies through substantial misclassification of the exposure, outcome, and confounding variables. Based on EHRs from two academic provider systems in the US linked with Medicare insurance claims data, we previously found the mean capture rates of all records by a single EHR system were only 18-24%, which translated into 11-17-fold larger misclassification of key variables in patients with low than in those with high EHR capture rates. It was noted that capturing 60% of the records by an EHR was required to achieve satisfactory classification of important CERrelevant variables. 3 We also found small to modest differences in comorbidity profiles between EHR continuity and noncontinuity cohorts. These findings suggest that, when using EHR as the only data source for CER, restriction to patients with high EHRcontinuity is a reasonable strategy to improve study validity.
However, direct measurement of EHR data completeness requires linkage to a secondary data source, which is often not feasible for privacy and compliance concerns (e.g., sensitive identifiers are often required for reliable linkage). Therefore, it is critical to develop strategies to best remedy data incompleteness due to EHR-discontinuity in CER studies using EHR when additional data are not available. We aimed to develop and validate algorithms to identify patients with high EHR-continuity with the predictors available in a typical EHR system. We also evaluated whether high EHR-continuity patients had representative comorbidity profiles when compared to the remaining population in the EHR.
RESULTS

Performance of the prediction model
We identified 104,403 eligible patients in EHR system 1 as the training set and 79,336 in EHR system 2 as the validation set. The mean follow-up time for the study cohort was 3.2 and 3.0 years for the training and validation sets, respectively. Based on Lasso regression with 5-fold crossvalidation using data in the training set, we built a prediction model with 20 selected variables ( Table 1 , adjusted R squared 5 0.48). The area under the receiver operating characteristic curve (AUC) for predicting the measured EHR-continuity of 60% was 0.86 in the training and 0.88 in the testing set. The predicted EHR-continuity value was highly correlated with the measured EHR-continuity both in the training and testing set (Spearman coefficient 5 0.78 and 0.82, respectively).
Misclassification by predicted EHR-continuity
Discrepancy in Combined comorbidity (CCS) calculation. Based on data in the first year, Figure 1 demonstrates a clear trend of decreasing discrepancy in the calculated CCS (CCS difference ) associated with increasing predicted mean proportion of encounters captured (MPEC). In the training set, the mean CCS difference in the lowest decile of predicted EHR-continuity (1.60, 95% confidence interval (CI): 1.51-1.62) was 3.8-fold greater than that for the highest decile of predicted EHR-continuity (0.41, 95% CI: 0.39-0.44). A similar pattern was observed in the validation set ( Figure 1 ).
Sensitivity of coding 40 selected variables. Based on data in the first year, the mean sensitivity of EHR capturing the codes for 40 selected variables (see Table 2 for the list of variables) when compared to the linked claims-EHR data in the highest decile of predicted EHR-continuity (0.85, 95% CI: 0.83-0.87) was 31.5-fold greater than that for the lowest decile (0.03, 95% CI: 0.02-0.03) in the training set. A similar trend was observed in the validation set and when the analysis was done for 25 comorbidity and 15 medication use variables separately ( Figure 2a ).
Standardized differences in classifying 40 selected variables. Based on data in the first year, the mean standardized differences between the proportions of the 40 selected variables (MSD _40_variables ) based on EHR alone vs. the linked claims-EHR data in the lowest decile of predicted EHR-continuity (MSD _40_variables 5 0.59, 95% CI, 0.56-0.62) was 7.9-fold greater than that in the highest predicted continuity decile (MSD _40_variables 5 0.08, 95% CI 0.06-0.09) in the training set. A similar trend was observed in the validation set and when the analysis was done for 25 comorbidity and 15 medication use variables separately ( Figure 2b ). When the top two deciles were combined, they had MSD _40_variables of 0.10 (0.09-0.11) in the training set and 0.10 (95% CI, 0.09-0.11) in the validation set.
Similar patterns in all the years after cohort entry
When the top two deciles were combined, they consistently had 95% CIs of MSD _40_variables including the a priori cutoff of 0.1 in all subsequent years ( Table 3) . Sensitivity _40_variables ranges between 0.74 and 0.86 for those in the top two deciles of predicted continuity, which were 2.4-4.8-fold greater than the corresponding estimates in the remaining population (Supplemental Table S1 ). Therefore, we defined EHR continuity cohort as "patients with top 20% predicted MPEC."
Assessing representativeness of those with high EHRcontinuity
We observed small to modest differences between the distribution of CCS in the top two deciles of predicted MPEC and in the rest of the population, with an MSD for all CCS categories of 0.02 in the training set ( Figure 3 ). Similar findings were found in the validation set and in all the years following the cohort entry (Table S2) .
Sensitivity analysis
When assessing EHR-continuity status every 180 days rather than every 365 days, the prediction model included the same set of predictors with the resulting prediction score highly correlated with the one generated by the primary analysis (Spearman coefficient 5 0.99). Very similar results were observed when assessing EHR continuity status every 545 and 730 days, respectively (Table S3 ). After Box-Cox transformation, MPEC was less skewed (Fisher-Pearson skewness coefficient 4 was reduced from 1.05 to 0.14). Using the transformed MPEC, our analysis yielded a prediction score highly correlated with the original model (Spearman coefficient 5 0.99). Similarly, the prediction score excluding those with zero MPEC was highly correlated with the original score (Spearman coefficient 5 0.99). We found the MPECs with various weighting schemes for inpatient vs. outpatient encounters were all highly correlated with the MPEC used in the main analysis ( Figure S1 ). Mean standardized difference a (95% CI) 
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DISCUSSION
Based on two large US metropolitan EHR systems, we developed and validated a prediction score that was highly correlated with the measured EHR-continuity in both training and validation sets. Those with top 20% predicted EHR-continuity were found to have acceptable classification of CER-relevant variables. In the validation set, patients with top 20% predicted EHR-continuity had 2.7-fold greater sensitivity and 4.0-fold smaller MSD, compared to the rest of the population.
Our findings suggest that restriction to the patient with high predicted EHR-continuity could substantially reduce the misclassification due to EHR-discontinuity. Because large-scale linkage between EHR data and a secondary database is rarely done, due to privacy concerns, researchers with access only to EHR can use our model based on variables available in a typical EHR database to identify the EHR-continuity cohort to improve study validity. In addition, we demonstrated only small differences in the comorbidity profiles in patients with high vs. low EHR-continuity. These results thus suggest restricting a CER analysis to those with high EHR-continuity likely confers a favorable benefit (reducing information bias) to risk (losing generalizability) ratio.
It is important to note that our prediction model was only intended to rank patients based on predicted EHR-continuity, not to predict the absolute values of EHR-continuity metric (i.e., EHR encounter capture rates). We assume that people can be ranked based on the likelihood of receiving most care in the EHR system, which is plausible because active patients in an EHR often share some common features, such as receiving routine vaccines and screening tests, etc. In contrast, predicting the absolute values of EHR capture rates could be much more challenging. Besides, we found the top-ranked 20% of study cohort to have acceptable variable classification, based on a cutoff suggested in the context of achieving adequate confounding adjustment. As tolerance of misclassification may differ by research contexts, researchers could use the ranks based on our prediction model along with the data on mean misclassification metrics by predicted ranks to customize a high EHR-continuity cohort to meet their study needs. For instance, if a study requires a mean sensitivity of EHR capturing CER-relevant codes to be above 0.8, the investigators should select the highest decile of predicted EHRcontinuity (Figure 2a) .
There are some limitations. First, we provided data regarding the information bias when classifying exposure, outcome, and confounding variables due to EHR-discontinuity, but the influence of this bias on comparative estimates (e.g., relative risks) is research question-and context-specific. Therefore, future investigations in a wide range of research questions with vs. without applying our approach are needed to evaluate the ultimate impact of EHR-discontinuity on CER. Second, both our training and validation sets used patients from US metropolitan provider networks. Medical-seeking behaviors may be different in a rural than in a metropolitan area, and further validation in other different EHR systems is needed to confirm generalizability of our results. Next, our study cohort consisted of only those aged 65 and older. The older adults are the most critical population to investigate the impact of EHR-continuity on study validity using EHR because they often need more complex care, which may not be fulfilled in one system due to resource limitations. Moreover, US integrated health systems, in which the EHR data completeness is considered sufficient, do not typically have representative elderly populations. Hence, the issues our approach sought to remedy are most relevant in the older adults. Nonetheless, it is important to note that our findings may not be applicable to the younger populations. Lastly, limiting to patients with high EHRcontinuity will inevitably reduce study sizes and statistical power.
CONCLUSIONS
Based on two large academic EHR systems in the US, we developed and validated a prediction score to identify patients with high EHR-continuity. Patients with top 20% predicted EHRcontinuity were found to have much reduced variable misclassification based on EHR alone, but their comorbidity profiles did not substantially differ from those with lower EHR-continuity. Our findings support the strategy to restrict a CER study to patients with high EHR-continuity, as the risk of losing generalizability is relatively small in comparison to the benefit of substantial misclassification reduction. These results are relevant for the majority of healthcare systems in the US that are not integrated with a payor/insurer and where EHR-discontinuity in the EHR system is likely.
METHODS Datasets
We linked longitudinal claims data from Medicare to EHR data for two medical care networks. The first network (EHR system 1) consisted of one tertiary hospital, two community hospitals, and 17 primary care centers. The second network (EHR system 2) included one tertiary hospital, one community hospital, and 16 primary care centers. The EHR database contains information on patient demographics, medical diagnoses, procedures, medications, and various clinical data. The Medicare claims data contain information on demographics, enrollment start and end dates, dispensed medications and performed procedures, and medical diagnoses. 5 
Study population
Among patients aged 65 and older with at least 180 days of continuous enrollment in Medicare (including inpatient, outpatient, and prescription coverage) from 2007/1/1 to 2014/12/31, we identified those with at least one EHR encounter during their active Medicare enrollment period. The date when these criteria were met was assigned as the index (cohort entry) date, after which we started the evaluation of their EHR data completeness and classification of key variables. Those with private commercial insurance and Medicare as secondary payor were excluded to ensure we have comprehensive claims data for the study population.
Study design
Whether an EHR system holds adequate data for a particular individual (so called "EHR continuity status") may change over time because patients may seek medical care in different provider systems over time. Therefore, we allowed the EHR continuity status to change every 365 days (Figure 4) . The assumption was that most patients aged 65 and older would present for a regular follow-up with records in the claims data at least annually. A short assessment period may lead to unstable estimates of the capture rates and a long period would make the continuity status less time flexible. We followed patients until the earliest of the following: 1) loss of Medicare coverage; 2) death; 3) 2014/12/31, the end of the study period.
Measurement of EHR-continuity in an EHR system
To assess EHR-continuity, we calculated MPEC by the EHR data:
MPEC5
Outpatient encounters recorded in EHR Outpatient encounters recorded in claims data 1
Inpatient encounters recorded in EHR Inpatient encounters recorded in claims data
=2
Patients generally have substantially more outpatient than inpatient visits. This formula purposefully gives higher weight to inpatient than to outpatient visits. This is consistent with usual data considerations in CER, where recording of inpatient diagnosis is considered more complete and accurate than in outpatient settings. 6 The incomplete terminal year during follow-up (with length less than 365 days) was not used to calculate MPEC to avoid unstable estimates.
Building a prediction model for having high EHR-continuity
Based on clinical knowledge, we came up with a list of candidate proxy indicators for having high EHR-continuity in the following groups: 1) International Classification of Diseases (ICD) codes for routine care; 2) Preventive interventions often associated with routine care visits; 3) Recording of diagnoses or medications in the EHR; 4) Having a certain type and number of encounters in the EHR; 5) Seeing the same provider repeatedly in the system (see Table S4 for detailed definitions). Using data from EHR system 1 as the training set, we built a model predicting continuous MPEC by Lasso regression with 5-fold cross validation. 7 To avoid violating the independence assumption for Lasso regression, we only used the first complete calendar year for each person for building prediction model but the model performance was evaluated in the subsequent years and in the independent validation dataset.
Performance of the prediction models Discrimination and correlation with measured MPEC. We previously found that 60% was the minimum MPEC needed to achieve acceptable classification of the selected variables according to one possible cutoff suggested in the context of confounding adjustment. 3, 8 In the training and validation set, we computed area under the receiver operating characteristic curve (AUC) using our model to predict MPEC 60%. We also evaluated how the predicted score was correlated with the measured continuity metric, MPEC, by Spearman rank correlation coefficient.
Key variables for misclassification evaluation. 1) Combined comorbidity score (CCS), which outperformed two widely used comorbidity scores. 9 2) Forty selected variables commonly used as drug exposure (n 5 15), outcome (n 5 10), or confounders (n 5 15) in CER ( Table 2,  Table S5 ). The 10 outcome variables were based on previously validated algorithms. [10] [11] [12] [13] [14] [15] [16] [17] For each year following the index date, we evaluated the classification of all the listed variables, stratified by deciles of predicted MPEC.
Metrics of misclassifications. For each individual, we calculated CCS based on EHR alone (CCS EHR ) and that based on linked claims-EHR data (CCS full ). The difference (CCS difference 5 CCS full -CCS EHR ) represents how much a patient's CCS would be underestimated if relying on only EHR than with access to both claims and EHR data. We then computed group mean of CCS difference for patients with different levels of predicted MPEC. In its derivation, each 1 point increase (decrease) in CCS corresponded to a 35% increase (decrease) in the odds of dying in 1 year. 9 For the 40 selected variables listed in Table 2 , we quantified their misclassification by two methods: 1) Sensitivity of positive coding in EHR when compared to coding in the linked claims-EHR data:
number of patients with variableðiÞ51 based on EHR alone number of patients with variableðiÞ51 based on the linked claims plus EHR data i51240 By design, because the gold standard was classification based on all available data, specificity was expected to be 100% for all variables, but if the study EHR system did not capture medical information recorded in other systems, sensitivity could be low. 2) Standardized difference comparing the classification based on only EHR vs. that based on the linked claims-EHR data: Standardized difference is a measure of distance between two group means standardized by their standard deviations. This metric is often used to assess balance of covariates for exposure groups under comparison. 18 Within levels of MPEC, we computed mean sensitivity and MSD over the 40 variables. We used a formula derived by Becker 19 to construct 95% CIs of the calculated standardized differences, accounting for the correlation between the repeated variable classifications in the same population. To have a reference point, it was suggested that a standardized difference of less than 0.1 indicates a satisfactory balance of covariates in the context of achieving adequate confounding adjustment. 8 Because reducing misclassification of confounders is one of the major pathways to improve study validity, this cutoff is relevant for our study.
Evaluation of the representativeness of the cohort with high EHR-continuity Those within the top deciles of predicted MPEC needed to achieve satisfactory variable classification (MSD < 0.1) were defined as the "EHR continuity cohort." We compared the proportions of all CCS categories based on claims data in those within vs. outside of EHR-continuity cohort to see if those with high predicted EHR-continuity had similar comorbidity profiles when compared to the remaining population. We used claims data for the representativeness assessment, assuming similar completeness of claims data across different levels of EHR-continuity.
Sensitivity analyses
1) The prediction model was developed based on data in the first year following the index date. We applied the model to data in the subsequent years to see if similar patterns would be observed. 2) We evaluated if our results were sensitive to the length of EHR continuity assessment period. We compared results when assessing EHR continuity status every 180, 545, and 730 days instead of every 365 days. 3) We evaluated if our results were sensitive to outliers or skewed distribution of the measured EHRcontinuity metric, MPEC. We repeated our analyses after: i) Box-Cox transformation of MPEC (aiming to achieve a distribution closer to normal distributions) 20 ; ii) excluding from the analysis those with zero MPEC. 4) We assessed if our results were sensitive to different weighting schemes for inpatient vs. outpatient encounters in the MPEC formula. The statistical analyses were conducted with SAS 9.4 (SAS Institute, Cary, NC). 
