An analytical approach based on the parametric representation of the wave propagation in nonuniform media was considered. In addition to the previously developed theory of parametric antiresonance describing the field attenuation in stop bands, in the present paper the behaviour of the Bloch wave in a transmission band was investigated. A wide class of exact solutions was found and the correspondence to the quasi-periodic Floquet solutions was shown.
Introduction
In this paper we concentrate on the analytical theory of linear propagation in nonuniform media based. The difficulty of this problem comes out even in the one-dimensional (1D) case, as the ordinary differential equation (ODE) w ′′ (x) + q 2 (x)w(x) = 0, q(x) = ω c n(x),
has no explicit solution except for some rare model functions q(x). The above ODE describes 1D harmonic waves ∼ exp (−iωt) propagating in a nonuniform dielectric medium with gradually varying refraction index n(x); c is the speed of light in vacuum and ′ denotes the differentiation with respect to x. Real-valued solutions of ODE (1) correspond to standing waves carrying no energy while complex-valued ones describe travelling waves. For q = const both types are "sinusoidal" (proportional to sin / cos qx or exp (±iqx)). Evidently, variations of the parameter q(x) may change their amplitude and wave form. Moreover, for a periodic modulation of the refraction index n(x) the parametric resonance/antiresonance (i.e., the existence of exponentially increasing/decreasing solutions) may occur.
According to the Floquet theorem [1, 2] , for any general periodic modulation q (x + χ) = q(x) (or equivalently n (x + χ) = n(x)), where χ is the period, there exists the following solution of the equation (1) (Bloch wave):
where w(x) is a periodic function and the characteristic exponent µ can be either (i) real or (ii) purely imaginary [2] . The former case (with the minus sign) corresponds to a parametric antiresonance (wave attenuation) in the stop bands ("forbidden zones") of the periodic structure (multilayer interference mirrors, Bragg optical waveguides); in other words it provides localization of the propagating mode by the periodic dielectric cladding. The latter case describes a periodic modulation of the travelling waves. In many applications the inverse problem (a kind of optimal control) arises when one needs to find such a dependence n(x) that provides the maximal value of the characteristic exponent µ. In our previous papers [3, 4, 5] a simple analytical theory of parametric (anti)resonance was developed and explicit formulae for field attenuation in stop bands was derived. However, for the sake of completeness, we need also to know the behaviour of the Bloch wave in a transmission band where the characteristic exponent is purely imaginary. The first attempt to apply the method of phase parameter to the transmission bands has been reported in [6] .
In the present paper, being a rectification of [6] , we develop a general approach based on the parametric representation of the wave propagation in nonuniform media (both in transmission and stop bands). A physically correct definition of phase is put forward for a general case of linear wave propagation in a nonuniform medium. A wide class of exact solutions to the 1D wave equation (1) is found and the correspondence to the quasi-periodic Floquet solutions is shown.
Phase parameter for the real case
Let us recall the results obtained in the previous papers of the first author (AP) concerning the parametric representation of the fundamental system of solutions to the wave equation (1) . If we introduce an admittance function
i.e., the solution of the equation (1) can be represented as follows:
where w 0 is an integration constant, then it is easy to observe that the primary wave equation (1) can be equivalently rewritten in the following form:
i.e.,
where x 0 is an integration constant. If q(x) ≡ q 0 is a constant, then the above equation (6) reads
We see that the integral in (7) can be easily integrated with the substitution
which gives us the solution
where ψ 0 is an integration constant and x 0 = x 0 − ψ 0 /q 0 . Therefore, the solution (4) can be rewritten in the equivalent form:
where w 0 is new integration constant. More generally, for an arbitrary function q(x) we can, by analogy to the above reasoning, define a new variable ψ(x) (phase parameter) as follows:
Then the equation (5) reads
If there exists the inversion x = X(ψ), then we can write w(x), y(x), and q(x) as functions of ψ, i.e.,
Then the equations (4) and (6) can be rewritten as follows:
Here and below dots denote the differentiation with respect to ψ. For any arbitrary chosen function Q(ψ) we obtain explicit expressions for W (ψ) and
If we make a substitution Q(ψ) = q 0 exp G(ψ), where q 0 is some constant, then the above equations (15) and (16) will take the following form:
In such a way we construct a closed-form parametric solution which reveals some quantitative relations inherent in wave propagation in nonuniform media, not obvious in classical solutions of the corresponding differential equations [1] . In particular, for any periodic refraction index n(x) = n(x+χ) defined implicitly by a Fourier series, i.e.,
where a 0 , a 2m , b 2m are some constants, we obtain a Floquet solution (2) with the minus sign in the exponent and the characteristic exponent µ = ν/χ with the explicit formulae for the period λ and the attenuation per period ν [3, 4, 5, 6]:
These analytical relations, giving the very simple description of the wave field attenuation in a periodic structure, are useful for the optimal design of multilayer mirrors and Bragg fibre claddings [3] . However, from the theoretical point of view this solution remains incomplete until a similar parametric representation is found for the propagating waves in the corresponding transmission bands of a periodic medium.
Complex case
For a complex wave also is possible to define a phase parameter ψ(x), which obviously must be a homogeneous function of w(x) and w ′ (x). Let us observe that using the identity
Eq. (11) can be equivalently rewritten as follows:
Then let us define the quasi-phase parameter ψ(x) of a complex wave function w(x) as follows:
The second part of Eq. (23) can be obtained from the first one by the direct calculation of the integral representation of the logarithm, i.e.,
and now, using Eq. (1) and the facts that Re (iz) = −Im(z), Im (iz) = Re(z), we finally obtain that Eq. (24) can be rewritten as follows:
The complex-valued admittance y(x) as a function of ψ reads
It follows directly from Eq. (23) that
then Eq. (1) can be rewritten as a pair of nonlinear differential equationṡ
where we use the fact thatQ(ψ) =Ġ(ψ)Q(ψ). The second equation above is obtained if we insert w
This provides us also with the compatibility condition (cf. Eq. (5))
imposing constraints on choosing the complex admittance Y (ψ).
It is interesting to note that according to Eqs. (28) and (31) we can write that
or equivalentlyẎ
This is another way to write Eq. (29). Let us also note that
If the functions Q(ψ) and Y (ψ) are given, then using Eqs. (26), (28), (29), and (31) the following expressions for X(ψ) and the complex-valued wave function W (ψ) can be written:
For the sake of convenience, let us denote Y = R exp(iY) and separate real and imaginary parts of Eq. (29) (or equivalently Eq. (33)), then as a result we obtain the following pair of nonlinear differential equations:
where
In new variables we have that
and Eq. (34) takes the following form:
Then the functions S (R, Y) and C (R, Y) can be defined as follows:
with the compatibility condition
Then Eq. (29) reads that
The real and imaginary parts of Eq. (44) can be written as follows: 
i.e., equivalently
This is the compatibility condition which is satisfied byṘ(ψ) andẎ(ψ). Let us note that Eqs. (37) and (38) can be equivalently rewritten as follows:
In a general complex case Eqs. (37) and (38) can be integrated with respect to Y(ψ):
Really, let us denote
Then using Eqs. (37) and (38) we can calculate its derivative with respect to ψ:
We see that Eq. (53) can be easily integrated:
and we used the fact that
Finally, we obtain that
and this leads us directly to Eq. (51).
Second-order nonlinear differential equation
The functions S(ψ) = S [R(ψ), Y(ψ)] and E(ψ) (or J (ψ) equivalently) are connected by the following relation:
We can also calculate the following derivatives with respect to ψ:
For the function
we obtain a nice nonlinear secondorder differential equation
with the eigenfrequency 2 and modulation determined by the variable refraction index n(
, where n 0 = (c/ω) q 0 . Really, using Eqs. (37) and (38) we can calculate the first and second derivatives of the function C(ψ) as follows:
Calculating the auxiliary derivativeṡ
and
we see that their second and third terms are eliminating each other and then
Let us also note thaṫ
Finally, excluding S from Eqs. (66) and (67) we obtain Eq. (61). There are two ways of constructing sought parametric solutions:
(i) to define G(ψ) and then solve Eq. (61) with respect to C(ψ) or
(ii) to define C(ψ) and then find G(ψ) by integration:
Let us note that for any functionĠ(ψ) there are two particular solutions of Eq. (61), namely,
Really, it is easy to check that the first particular solution C 1 (ψ) is the solution of Eq. (61) by direct calculations of the following terms:
Therefore, if we suppose that α and β fulfil the following conditions:
then for any functionĠ(ψ) the left-and right-hand sides of Eq. (61) are equal to zero separately. The same is true for the second particular solution C 2 (ψ). If we differentiate Eq. (77) with respect to ψ, then we obtain that
IfĊ(ψ) ≡ 0, then the function C(ψ) is constant and from Eq. (68) we obtain
If we take a non-constant (Ċ(ψ) = 0) solution
of the following differential equation:
then Eq. (61) is fulfilled identically for any functionĠ(ψ).
The variables R and Y can be expressed through C and its first derivativeĊ as follows:
Really, using Eqs. (39), (52), (58), and (67) we can calculate that
from where the first of Eqs. (78) follows directly. Additionally, using Eq. (62) we obtain that
Solving Eq. (81) with respect to R 2 provides us with the second of Eqs. (78). Therefore, the complex admittance Y = R exp(iY) can be expressed through C and its first derivativeĊ as follows:
If the functions Q(ψ) and C(ψ) (or only one of them) are given, then the following expressions for X(ψ) and the complex-valued wave function W (ψ) can be written:
For the partial solutions of Eq. (61), which are given by Eq. (76), the admittance Y (ψ) is purely real, i.e.,
therefore, for any given functionĠ(ψ) (equivalently Q(ψ)) we obtain the following expressions for X(ψ) and the complex-valued wave function W (ψ):
Really, to obtain Eq. (87) we need to calculate the following integral:
where C(ψ) is given by Eq. (76), and for the complex admittance we obtain Eq. (85) by direct calculation. Then Eq. (89) can be rewritten as follows:
Finally, we see that Eq. (87) directly follows from Eqs. (90) and (91). For a constant function C(ψ) and G(ψ) given by Eq. (75), we obtain the following expressions for Q(ψ), the complex-valued admittance Y (ψ), X(ψ), and the complex-valued wave function W (ψ):
Eqs. (94) and (95) directly follows from the fact that the expression
and complex-valued admittance Y (ψ), given by Eq. (93), are constants.
Special solutions
Though it is hardly possible to find the exact solution of Eq. (61) in a general case, the above analysis clarifies the nature of quasi-periodic Bloch waves in the transmission band and allows one to construct a wide class of special analytical solutions. A continual set of integrable wave equations can be obtained if we chooseĠ
where M (C) is an arbitrary real-valued function. In this case Eq. (61) has an energy integralĊ
and a periodic solution C(ψ) = C(ψ + τ ) given by the following expressions:
where the turning points C ± are the roots of the radical. Let us notice that using Eq. (97) we can calculate the complete derivative of M [C(ψ)] with respect to ψ as follows:
Then rewriting Eq. (61) in the forṁ
and integrating Eq. (101) we obtain thaṫ
Due to the arbitrariness of the very function M (C), we can leave out the constant on the right-hand side of Eq. (102). This leads us directly to Eq. (98). Eq. (61) can be written in the following form:
where the direct dependence on ψ is realized only through the functionĠ(ψ). Let us suppose that in some way we have rewritten it as a function of C, i.e., G(C) =Ġ [ψ(C)]. Then in Eq. (103) the direct dependence on ψ is missing, and therefore, we can take C as an independent variable. Then we obtain thaṫ C = y(C),C = y(C)y ′ (C), and Eq. (103) reads
where ′ denotes the derivative with respect to C. Let us note that
and we see that to integrate Eq. (104) it is enough to suppose that the connection between the functionsĠ(C) and M (C) is given by Eq. (97). Then we obtain the following first-order differential equation:
If we compare Eq. (106) with Eq. (98), we obtain the compatibility condition
If we suppose that the function M (C) is constant, i.e.,
thenĠ = 0 and we obtain that
The integral in Eq. (109) gives us the arcsin function, therefore, after the inversion we finally obtain that the auxiliary function C(ψ) fulfilling Eq. (61) has the following form:
If we suppose that
where c and e are constants, then
(112) After the integration and inversion of Eq. (112) with respect to the auxiliary function C(ψ), we obtain that
where c, e, and d are constants, then
After the integration and inversion of Eq. (115) we obtain that
(117) If we suppose that
where c, e, and k are constants, then
The integral in Eq. (119) gives us the hyperbolic arcsh function, therefore, after the inversion we finally obtain that
Let us also consider an instructive example of modulated waves in a periodic dielectric medium, determined by the following potential:
where a and b are some constants (a, b > 0). Then the auxiliary function C(ψ) is expressed through the Jacobi elliptic functions of the first kind [7] :
Really, Inserting Eq. (122) into the first of Eqs. (99) we obtain that
where the roots of the radical are given as follows:
If we take that C + > C − > C > 0 (the roots C ± are real for ab ≤ 1; additionally the condition C + > C − imposes ab = 1), then the integral in Eq. (124) can be expressed through the inverse Jacobi elliptic functions of the first kind:
Let us denote
Then inverting Eq. (126) and taking into account that sn (−x) = −sn x and that
we finally obtain Eq. (123). For any given function M [C(ψ)] the complex-valued wave function W (ψ) can be rewritten as follows:
Really, on the period we have to take the sign "+" while integrating from C − to C + and "−" while integrating back from C + to C − in the integral in Eq. (129):
Then we can rewrite Eq. (130) as follows:
And this leads us directly to Eq. (132).
