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Rumor models consider that information transmission occurs with the same probability between
each pair of nodes. However, this assumption is not observed in social networks, which contain
influential spreaders. To overcome this limitation, we assume that central individuals have a higher
capacity of convincing their neighbors than peripheral subjects. By extensive numerical simulations
we find that the spreading is improved in scale-free networks when the transmission probability
is proportional to PageRank, degree, and betweenness centrality. In addition, the results suggest
that the spreading can be controlled by adjusting the transmission probabilities of the most central
nodes. Our results provide a conceptual framework for understanding the interplay between rumor
propagation and heterogeneous transmission in social networks.
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I. INTRODUCTION
Rumor spreading is one of the most basic mechanisms
for information dissemination in society. Some decades
ago, rumors circulated only by everyday word-of-mouth
conversations. However, today many rumors are either
originated or reinforced by electronic media, including so-
cial online networks. News, advertising and gossips are
propagated quickly in social networks and has an impor-
tant impact on society, influencing the financial market
and causing deep anxiety about epidemic outbreak or
terrorist attacks [1, 2]. For instance, it has been verified
that investors over-react to bad news and reactions to
bad news are stronger than those to good news [3, 4].
The theoretical study of rumor dynamics is fundamen-
tal to understand phase transitions and develop strate-
gies to control and optimize dissemination [5–8]. Several
models have been developed to analyze how information
is transmitted in social networks [9]. These models con-
sider that the rumor may contaminate individuals as an
infectious agent — their mind is infected with the infor-
mation. The most traditional model was proposed by
Daley and Kendal [10], which divides a closed and homo-
geneously mixed population in three compartments, i.e.,
ignorants, spreaders, and stiflers. The rumor is transmit-
ted through the population by pair-wise contacts between
spreaders and ignorants. When a spreader meets another
informed individual, both informed subjects may lose the
interest in the rumor and do not propagate it anymore.
∗Electronic address: francisco@icmc.usp.br
The model proposed by Maki and Thompson [11] is sim-
ilar, but only the initiating spreader can become a stifler
after the interaction.
The Daley-Kendal and Maki-Thompson models do not
consider the heterogeneous structure of the society [10,
11]. To overcome this limitation, more accurate models
have been proposed after the establishment of Network
Science [12–14]. In this case, most individuals interact
with only a few neighbors, whereas a small number of
subjects have a huge number of contacts [15–17]. The
study of the Daley-Kendal model in networks revealed
that the network structure plays a fundamental role in
rumor propagation, influencing the reach and velocity of
the information spreading [5, 16].
Although the network structure provides a more real-
istic modeling of information propagation, most models
consider homogeneous transmission [7, 9], i.e., the infor-
mation is transmitted with the same probability in all
contacts. However, this assumption is not observed in
social and technological networks. For example, subjects
do not propagate information with the same efficiency
— celebrities and political leaders are more influential
spreaders than ordinary people. The effect of the het-
erogeneous propagation, in which the capacity of trans-
mission is not the same for all vertices, has not been
addressed in rumor models yet, although it is observed
in social networks.
Heterogeneous contagion was treated before in the case
of disease spreading. Meloni et al. [18] adopted the
susceptible-infected-susceptible (SIS) model in which the
capacities for processing and delivering information are
distributed according to the betweenness centrality mea-
sure. They verified that the value of the epidemic thresh-
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2old in scale-free networks directly depends on the first
and second statistical moments of the betweenness cen-
trality.
In this present paper, we propose a diffusion model
in which the propagation probability is heterogeneously
distributed. We assume that central individuals have a
higher ability to convince their neighbors than peripheral
subjects. This property is observed in social networks, in
which densely connected [19] or central individuals are
very influent [20–24]. The probability of contagion is
considered as correlated with centrality measures, includ-
ing degree, betweenness centrality, closeness centrality,
k-core, PageRank, and eigenvector centrality. In artifi-
cial scale-free networks, the positive correlation between
the transmission probability and the degree provides the
largest rumor dissemination. On the other hand, the cor-
relation with PageRank and betweenness centrality en-
ables obtaining the highest fraction of informed individ-
uals in social networks. Our simulations results indicate
that the correlation between the transmission probabil-
ity and centrality measures is necessary to enhance the
rumor propagation since perturbations in this correlation
decrease the reach of the rumor.
We also provide a method to control rumor dissemina-
tion. Our analysis is inspired by the event occurred in the
Carnival Magic cruise in Oct., 2014 [45]. A laboratory
supervisor had processed clinical samples of a man diag-
nosed with Ebola. The patient died four days before the
ship left. The supervisor was voluntarily quarantined in
her cabin to avoid possible infection and spread. A blood
sample was taken and the Ebola test results were nega-
tive. Authorities assumed there was no evidence of a pub-
lic health threat to the cruise passengers or any bordering
country. However, the anxiety and fear of the passengers,
lack of clarity and delayed release of official information
by authorities led to panic and misinformation spreading.
Thus, to avoid such situation, it is important to develop
theoretical approaches to control the rumor propagation.
We perform Monte Carlo simulations to reproduce this
situation and consider heterogeneous propagation. Our
results show that to control the rumor spreading, it is
necessary to change the transmission probabilities of the
central nodes and act on this changing at the beginning
of the rumor diffusion.
The paper is structured as follows. The heterogeneous
rumor model is presented in Section II. Section III de-
scribes artificial and social networks considered in our
analysis. Simulation results and applications are pro-
vided in Sections IV. Finally, Section V presents our
conclusions. Centrality measures are presented as an ap-
pendix at the end of this paper.
II. HETEROGENEOUS PROPAGATION
Rumor spreading models assume that the probabili-
ties of propagation (or propagation rates in the continu-
ous time models) are the same for all vertices [9]. These
models present three compartments: (i) ignorants (S)
are unaware of the information, (ii) spreaders or infected
(I) disseminate the rumor and (iii) stiflers or removed
(R) know the information, but do not participate in
the spreading process anymore. In the Maki-Thompson
(MK) rumor model [11], whenever a spreader x contacts
an ignorant y, the ignorant may become a spreader with
a fixed probability β. Otherwise, if y is informed (i.e.
a spreader or a stifler) then x may turn into a stifler
with probability µ. Thus, the transition to the recovered
state does not occur spontaneously as in the epidemic
spreading models, but through contacts [9]. The possi-
ble transitions of the MK model are given by [9, 11]
I + S
β−→ I + I;
I +R
µ−→ R+R;
I + I
µ−→ R+ I.
(1)
where operator + represents the contact between two
nodes. The difference with respect to the Daley-Kendall
(DK) model [10] lies in the contact between neighbor-
ing spreaders. More specifically, in the DK model both
spreaders may turn into stiflers when a contact occurs,
i.e. I + I µ−→ R+R.
In addition to the MK and DK models, several other
models have been proposed for modeling of rumor spread-
ing on networks, as described in [6, 7, 9, 16, 25].
A. The model
Here, we propose a rumor model based on discrete-time
Markov chains with heterogeneous probabilities. The
motivation for this model lies in the fact that activity
patterns in social dynamics are mostly heterogeneous and
not all individuals have the same propensity to convince
others (e.g. [18]). The probabilities of a node x being ig-
norant (Sx(t)), spreader (Ix(t)) or stifler (Rx(t)) satisfies
Sx(t) + Ix(t) + Rx(t) = 1 for all time steps t. The
information spreading can be described by the general
rumor rules presented in the set of Equations 1. In this
case, the probability of a node x being in one of possible
states at time (t + 1) is given by
Sx(t+ 1) = Sx(t) i¯x(t) , (2)
Ix(t+ 1) = Ix(t) r¯x(t) + Sx(t) [ 1 − i¯x(t) ] , (3)
Rx(t+ 1) = Rx(t) + Ix(t) [ 1 − r¯x(t) ] , (4)
where i¯x(t) is the probability that vertex x does not be-
come a spreader by any of its neighbors at time t. Sim-
ilarly, r¯x(t) is the probability that x does not become
a stifler. In Equation 3, vertex x is a spreader at time
(t + 1) whether: (i) x was a spreader in the last step
(with probability Ix(t)) and has not become a stifler dur-
ing that time, which occurs with probability r¯x(t); or (ii)
3x was an ignorant at time t (with probability Sx(t)) and
became informed by any of its neighbors according to the
probability [ 1 − i¯x(t) ]. The probability of vertex x be-
ing a stifler at time (t + 1), Equation 4, depends on the
following conditions: (i) x was a spreader that became a
stifler from any of its informed neighbors, which happens
according to probability Ix(t) [ 1 − r¯x(t) ]; or (ii) x was
a stifler in the last time step (with probability Rx(t)) and
remained in this state at time (t + 1).
The probability that vertex x does not become a
spreader or a stifler at time t, i.e., the probability that it
does not perform a transition to other states is given by
i¯x(t) =
N∏
y=1
[
1 − βy Ayx
ky
Iy(t)
]
, (5)
r¯x(t) = 1 −
N∑
y=1
µx
Axy
kx
[ Iy(t) + Ry(t) ] . (6)
The probability of vertex x has not become a spreader
depends on whether any of its spreader neighbors has
not infected it (Equation 5). Vertex x may be infected at
time t by one of its spreader neighbors y having propaga-
tion probability βy. Thereby, the probability of x has not
became a spreader by y is
[
1− βy(Ayxky )Iy(t)
]
. The prod-
uct operator Equation 5 is due to the assumption that
each neighbor contacts x independently. In contrast, a
spreader xmay become recovered by contacting informed
neighbors (Equation 6). If vertex x contacts a neighbor
that is informed, then x may become a stifler according
to probability µx.
In this formulation, we assume that infection and re-
covery do not occur in the same time step. In addition, a
uniform random contact between a spreader and a neigh-
bor per unit time, known as a contact process (CP), is
adopted in our formulation. Thus, the probability to se-
lect a neighbor y of x is Axy/kx .
The heterogeneous propagation is incorporated in
the model by introducing a characteristic vector ~β =
{β1, β2, . . . , βN}, whose elements represent the prop-
agation probability for each vertex. Likewise, vector
~µ = {µ1, µ2, . . . , µN} yields the recovery probabili-
ties. The classical rumor model with homogeneous prop-
agation is recovered by making βx = β and µx = µ,
x = 1, . . . , N , where β and µ are constants.
The fraction of spreaders can be evaluated by iterating
Eq. 2,
Sx(t) = Sx(0)
t∏
u=0
i¯x(u). (7)
Thus, in the long run (t → ∞) we have Ix(∞) = 0,
x = 1, 2, . . . , N , because the number of stiflers is null.
Using Ix(t) + Sx(t) + Rx(t) = 1, we calculate the final
fraction of stiflers,
Rx(∞) = 1− Sx(∞) = 1− Sx(0)
∞∏
u=0
i¯x(u). (8)
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FIG. 1: (Color online) Homogeneous propagation. Rumor
spreading on the top of Barabási-Albert (BA) networks with
N = 104 nodes: (a) final density of stiflers (red=1, blue=0)
for different spreading rates (dashed white line). Similar val-
ues of λ yield the same expected density of stiflers; (b) com-
parison of the theoretical results (solid line) with Monte Carlo
(MC) simulations (symbols). The inset shows the probability
that vertex x (x = 1, . . . , N) is a stifler (Rx, red points) or
an ignorant (Sx, green points) for MC simulations and the-
oretical predictions. Each simulation is an average over 500
realizations.
If the spreading starts in a single seed node, then
Rx(∞) = 1− 1
N
∞∏
u=0
N∏
y=1
[
1− βyAyx
ky
Iy(u)
]
. (9)
We compare this result with Monte Carlo (MC) simu-
lations. Our simulation considers discrete time steps and
begins with a random set of initial seed spreaders. The
spreading is performed as a contact process, in which only
one spreader is selected at each time step. In the classical
homogeneous approach, spreaders infect their ignorant
4neighbors with the same probability β and recover with
probability µ. The spreading rate is defined as λ = β/µ.
In Figure 1(a) we show the density of stiflers according to
different values of λ for the homogeneous spreading. We
can see that no phase transition is observed in the rumor
spreading, unlike the disease propagation [9]. Figure 1(b)
compares the theoretical results with Monte Carlo sim-
ulations. The simulations start with a uniform selection
of φ(0) = 0.01 initial spreaders. Without loss of gener-
ality, we assume µ = 1. The inset of Figure 1(b) shows
that the theoretical results also capture the microscopic
dynamics of the MC simulations.
The results for the heterogeneous propagation in a
Barabási-Albert (BA) network of size N = 104 are
shown in Figure 2. The propagation probability βx
is assumed to be proportional to a centrality measure,
i.e., βx = αx/maxy=1,...,N (αy), such that 0 ≤ βx ≤ 1,
x = 1, 2, . . . , N and αx is a centrality measure (e.g. de-
gree, betweenness centrality or PageRank). Also, with-
out loss of generality, we assume µx = 1. We observe that
the analytical solutions agree very well with the results
of MC simulation. As in the homogeneous case, no phase
transition is observed. Hence, contrariwise to other dy-
namical processes, such as synchronization [26, 27], the
correlation between the dynamical parameters and net-
work properties does not affect the dynamical behavior
of the system.
III. DATABASES
We explore the heterogeneous propagation in ar-
tificial and real-world networks. For artificial net-
works, we consider the Erdös-Rényi (ER) random graph
model [28], Watts-Strogatz (WS) small world model [29],
the Barabási-Albert (BA) scale-free model [12] and the
Barthélemy spatial model (SSF) [30]. Real-world net-
works comprise collaboration between scientists, email
exchanging, and social networks.
A. Network Models
The Erdös-Rényi (ER) model [28] generates random
networks assuming that all vertices are statistically sim-
ilar. A Bernoulli process constructs the network by as-
signing a connection between each pair of nodes with
probability p, where self-connections are avoided. The
expected number of connections is given by 〈k〉 = (N −
1)p [28]. In the thermodynamic limit (N →∞) and con-
sidering a fixed average degree, the degree distribution
follows the Poisson distribution, i.e.,
P (k) =
e−〈k〉〈k〉k
k!
. (10)
The ER network model does not present hubs (densely
connected nodes), but a homogeneous organization in
which nodes have degree close to the average degree
〈k〉 [31].
The Watts and Strogatz (WS) small world model is
a simple model for interpolating between regular and
random networks [29]. The network construction be-
gins with a regular ring of N vertices connected with
its k nearest neighbors in both direction, k/2 neighbors
on each side, withM = kN edges. For each vertex, edges
are rewired in the clockwise direction with probability q.
The rewiring is a uniform random selection that avoids
self-loops and edges duplication (multi-edges). When
q = 1, the model generates random networks whose ver-
tices have degree kx ≥ k. When q = 0, the model pro-
duces a ring network with the largest fraction of triangles.
The Barabási-Albert (BA) model [12] generates scale-
free networks with power-law degree distribution, i.e.,
P (k) ∼ k−γ , where γ = 3 in the thermodynamic
limit [12]. The network organization is highly hetero-
geneous and displays a few hubs and many low-degree
nodes. To construct the network, we begin with a ini-
tial network made up by N0 vertices. A new vertex
with k′ (k′ < N0) edges is included at each time step
t = {1, 2 , 3 ... N − N0} and N > N0. The incoming
vertex x connects to node y according to the probability
P(x→ y) = ky∑
j kj
. (11)
After t time steps, we obtain a random network with
t + N0 vertices and average degree 〈k〉 ≈ 2k′. Notice
that hubs tend to grow more connections than low degree
nodes.
The Barthélemy (SSF) model [30] constructs scale-free
networks embed on space. Vertices are uniformly located
in a regular d dimensional lattice of size l. The model in-
corporates the concepts of proximity selection, with some
distance kernel between vertices, and preferential attach-
ment. The probability of connection of a new incoming
vertex x given by
P(x→ y) ∝ ky + 1
exp(dxy/rc)
, (12)
where dxy is the Euclidean distance between vertices x
and y. The rc scale is a finite parameter that con-
trols the degree correlation [31] and the proportion of
triangles [29]. The algorithm to generate a network ini-
tiates with all vertices uniformly distributed in a two-
dimensional space. Next, it is selected N0 initial active
vertices at random. An inactive vertex x is taken at ran-
dom and connected with an active one according to the
probability function P. Vertex x becomes active and the
two last steps are repeated until all vertices are activated.
The average degree of the network is satisfied by repeat-
ing the second step k′ times for each vertex, which results
in 〈k〉 = 2k′. This model can generate scale-free or ho-
mogeneous networks embedded in space according to the
values of the parameters rc, L and d. Here we consider
values rc = 0.05, L = 1 and d = 2, producing scale-free
networks, as reported in the original paper [30].
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FIG. 2: (Color online) Heterogeneous propagation. Final density of stiflers in a Barabási-Albert (BA) network of size
N = 104. Symbols correspond to Monte Carlo (MC) simulations whereas solid lines are solutions of the theoretical analysis.
The propagation probability βx is completely proportional to the centrality measures: (a) degree, (b) betweenness centrality
and (c) PageRank. The inset shows the probability that vertex x (x = 1, . . . , N) is a stifler (Rx, red points) or an ignorant (Sx,
green points) for MC simulations and theoretical predictions (Equation 9). Each simulation is an average over 500 realizations.
B. Social networks
Netscience is a coauthorship network of scientists
working on Network Science. The data were compiled
from the references of the article reviews by Newman [13]
and Boccaletti et al. [14]. Nodes represent authors and
two authors are connected by an edge if they have coau-
thored one or more papers. The data form an unweighted
and undirected network with 1,590 vertices and 2,742
edges.
The email network represents the e-mail interchanges
between members of the Univeristy Rovira i Virgili, Tar-
ragona [32]. Although it is originally a directed network,
we assume it as an undirected one with N = 1,133 ver-
tices and M = 5,451 edges.
Hamsterster is an undirected and unweighted network
based on data from hamsterster.com website [33].
The vertices represent users of the system, while the
edges correspond to friend and family relationship. The
network has 2,426 vertices and an average degree of 13.71.
Google+ is a directed and unweighted social network
that contains user-user links [34]. The directed edge de-
notes if one user added another one in his circles. Here
we assume the network as undirected. The network has
23,613 vertices and M = 39,183 edges, yielding an aver-
age degree of 3.31.
Structural measures of these social networks are pre-
sented in Table I. Only the main component of the net-
works is considered here. We see that most networks are
sparse and have a very short average path length.
IV. SIMULATIONS AND RESULTS
We perform Monte Carlo simulations to analyze the in-
fluence of heterogeneous probability distribution on the
spreading dynamics. The contact process is adopted in
our simulations, i.e., only one spreader is selected to prop-
agate the information at each time step. We define the
spreading capacity of node x as the final density of in-
formed individuals (stiflers) obtained when the simula-
tion starts on x, i.e., when x is selected as the initial seed
spreader. The results are obtained by averaging over 30
simulations.
In order to compare the impact of heterogeneous con-
figuration against the classical case, we assume
βx = pβ + (1− p)θx , with 0 ≤ p ≤ 1, (13)
to define the transmission probabilities of each node x.
In this way, we can control the level of heterogeneity
in information propagation by setting the parameter p
between zero and one. The heterogeneous propagation
occurs when p < 1, whereas p = 1 recovers the classical
homogeneous case, in which all nodes have the same ca-
pacity of information spreading. Moreover, since central-
ity measures are defined in different scales, we consider
their normalized version, i.e., θx = αx/maxy=1,...,N (αy),
such that 0 ≤ θx ≤ 1, x = 1, 2, . . . , N and αx is a cen-
trality measure. Centrality measures are presented as an
appendix at the end of this paper. Finally, we keep the
average probability of propagation β as constant inde-
pendent of p, i.e., β =
∑N
x=1 βx/N . This assumption is
necessary to perform an appropriate comparison between
the homogeneous and heterogeneous cases.
A. Network models
To verify how the network structure influence the ru-
mor propagation, we use theoretical networks generated
by the random graph of Erdös-Rényi (ER), small-world
network model of Watts-Strogatz (WS), scale-free model
of Barabási-Albert (BA) and the spatial scale-free (SSF)
network model of Barthélemy (SSF). These theoretical
networks are generated with the same number of nodes
6TABLE I: Structural properties of the complex networks: number of vertices (N), mean degree (〈k〉), average shortest path
length (〈`〉), average betweenness centrality (〈bx〉), average closeness centrality (〈cx〉), average eigenvector centrality (〈Xx〉),
K-core (〈Kc(x)〉) and PageRank (〈pix〉).
Network N 〈k〉 〈`〉 〈bx〉 〈cx〉 〈Xx〉 〈Kc(x)〉 〈pix〉
ER 1,000 12 3.04 1.02× 103 3.30× 10−4 0.030 7.81 10−3
Artificial WS 1,000 12 3.59 1.69× 103 2.29× 10−4 0.031 5.98 10−3
BA 1,000 12 2.84 9.20× 102 3.54× 10−4 0.022 6.00 10−3
SSF 1,000 12 4.08 1.54× 103 2.48× 10−4 0.022 6.08 10−3
netscience 379 4.82 6.04 9.53× 102 4.51× 10−4 0.016 3.47 2.64× 10−3
Social email 1,133 9.62 3.60 1.48× 103 2.49× 10−4 0.017 5.35 8.83× 10−4
Hamsterster 2,000 16.1 3.59 2.59× 103 1.43× 10−4 0.011 9.29 5.00× 10−4
Google+ 23,613 3.32 4.03 3.58× 104 0.11× 10−4 0.002 1.67 4.21× 10−5
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FIG. 3: (Color online) Final density of stiflers according to the level of heterogeneity defined by the interpolation function
(Eq. 13). The centrality measures considered are betweenness centrality (BE), closeness centrality (CL), degree (DG), eigenvec-
tor centrality (EV), k-core (KC) and PageRank (PR). The homogeneous propagation is given for p = 1, whereas the completely
heterogeneous case occurs for p = 0. The simulations are performed on the top of (a) Erdös-Rényi (ER), (b) Watts-Strogatz
(WS), (c) Barabási-Albert (BA) and (d) spatial scale-free (SSF) networks. The spreading rate λ =
√
2 is adopted in all
simulations.
and edges since these quantities are related to the spread-
ing process — for instance, the spreading is faster on
denser networks [9]. We assume a fix recovery probabil-
ity µ = β/
√
2 to perform the simulations, without loss
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FIG. 4: (Color online) Final fraction of stiflers obtained for each vertex in the Barabási-Albert (BA) network, ranked in the
x-axis according to (a) betweenness centrality and (b) degree. For p = 0, we have the heterogeneous propagation, whereas the
homogeneous case is obtained for p = 1. The partial heterogeneous configuration (p = 0.5) provides the best configuration
for rumor propagation in the case of the betweenness centrality. The curves represent the interpolation of the points by least
squares fitting technique.
of generality — in Figure 3 we present the final density
of spreaders for other values of µ, where λ = µ/β and
β =
∑
x βx/N and βx is given by Eq. 13. We see in
Figure 3 that the heterogeneous propagation does not
impact significantly the final fraction of stiflers in ran-
dom graphs and small-world networks. This result was
expected since these networks present nodes with a sim-
ilar level of centrality due to the homogeneity of their
organization. However, in scale-free networks, the het-
erogeneous propagation affect the final fraction of stiflers
when the propagation probability βx is proportional to
the degree, betweenness centrality, PageRank and eigen-
vector centrality. Particularly, for the degree, PageRank
and eigenvector centrality, the completely heterogeneous
propagation provides the best rumor spreading. Regard-
ing the closeness centrality and the k-core, the final frac-
tion of stiflers is not very affected by the heterogeneous
propagation. This occurs because these measures yield
close spacing values [35]. Thus, nodes present similar
transmission probability even in the completely heteroge-
neous case. Comparing all the measures, the probability
of propagation proportional to the degree and PageRank
yields the highest fraction of informed individuals in the
long run.
In the case of the betweenness centrality, the maximum
number of stiflers is reached for p ≈ 0.5. This behavior is
explained in Figure 4(a). For p = 0, i.e, when the proba-
bility of transmission is proportional to betweenness cen-
trality, the percentage of stiflers obtained from the central
nodes is much higher than from peripheral vertices. As
the level of heterogeneity is decreased, the spreading ca-
pacity of central vertices are reduced, but it is increased
the probability of spreading to peripheral nodes. For
p ≈ 0.5, we have the best configuration to obtain the
highest number of informed users, since the spreading
capacity of central nodes is somewhat decreased, but it
is highly increased the capacity of the peripheral nodes.
For higher values of p, the spreading probability of the
most central nodes is too reduced, although the probabil-
ity of propagation of the peripheral nodes are enhanced,
and the average reach of the rumor is lowered. This be-
havior is not observed for other centrality measures. As
shown in Figure 4(b) for the degree, the complete hetero-
geneous propagation provides the best configuration for
information spreading.
Since the correlation between node centrality mea-
sures and their propagation probability improve the ru-
mor spreading, it is important to verify the impact of
such correlation. We consider the completely heteroge-
neous case (p = 0), i.e., the probability of each node is
proportional to a centrality measure. Then, we perform
shuffling in these probabilities to decrease the correlation
between the structural and dynamic parameters. Before
start each simulation, we select a percentage of pairs of
nodes at random and change their spreading probabili-
ties. That is, if we select nodes x and y, then we make
the spreading probability of x equal to βy and the proba-
bility of y as βx. After that, the simulation is conducted
with the shuffled propagation probabilities. In Figure 5,
we observe that for ER and WS networks, the fraction
of shuffling has no impact on the rumor spreading. On
the other hand, the shuffling affects the final fraction of
stiflers in scale-free networks. For the betweenness cen-
trality, degree, PageRank, and eigenvector centrality, the
fraction of informed individuals decreases when the shuf-
fling rate is increased. Thus, the correlation between
node centrality properties and its probability of informa-
tion propagation is important to improve the spreading
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FIG. 5: (Color online) Final density of stiflers as a function of the percentage of shuffling in the networks generated by
the models: (a) Erdös-Rényi (ER), (b) Watts-Strogatz (WS), (c) Barabási-Albert (BA) and (d) spatial scale-free (SSF). The
centrality measures are betweenness centrality (BE), closeness centrality (CL), degree (DG), eigenvector centrality (EV), k-core
(KC) and PageRank (PR).
in scale-free networks.
B. Social networks
The simulation of the rumor model is also performed
in social networks. Initially, we verify that the heteroge-
neous propagation does not change the rumor dynamics
on social networks since no phase transition is observed,
as shown in Figure 6. This behavior is qualitatively sim-
ilar to that verified in scale-free networks (see the last
section and Figure 1(b)). When the propagation proba-
bility is completely correlated with the degree centrality,
the heterogeneous propagation provides the highest reach
of information diffusion, as shown in Figure 6.
We see in Figure 7 that the curve of the final frac-
tion of stiflers is similar to that verified in scale-free net-
work models (see also Figure 3). For the betweenness
centrality and eigenvector centrality, the partial correla-
tion provides the highest fraction of informed individuals.
This phenomenon is similar to that obtained for the be-
tweenness centrality in artificial networks (see Figure 4).
On the other hand, for the degree and PageRank, the
heterogeneous propagation yields the highest fraction of
informed subjects. For the k-core and closeness central-
ity, the final fraction of stiflers is not strongly affected by
the level of heterogeneity, as verified for the artificial net-
works. This tendency is due to the close spacing values
provided by these measures [35].
Comparing the centrality measures, we notice that
none of them provide the widest reach of rumor prop-
agation in all networks. For the netscience, email and
Hamster networks, the partial correlation between the
betweenness centrality and the transmission probability
provides the highest fraction of stiflers. On the other
hand, the correlation with PageRank yields the highest
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FIG. 6: (Color online) Phase diagram of the final frac-
tion of stiflers as a function of parameter λ for (a) Barabási-
Albert (BA) scale-free networks and (b) Hamster network.
The heterogeneous propagation considers the degree central-
ity measure. The homogeneous propagation is given for p = 1,
whereas the completely heterogeneous case occurs for p = 0.
fraction of informed nodes in Google+ network. These
results are different from those observed in the network
models, in which the probability of propagation corre-
lated with degree provides the widest reach (see Fig-
ure 3(c) and (d)). This fact is due to the highly struc-
tured organization of social networks, that present mod-
ular organization, nonvanishing clustering coefficient and
degree-degree correlation [35, 36]. In addition, these
networks present peripheral hubs [20], contrariwise to
Barabási-Albert scale-free networks, in which hubs are
central.
C. Controlling rumor spreading
The study of information diffusion in social networks
has practical applications. For instance, in viral market-
ing, fashion companies promotes new products through
its common advertising channels. However, these com-
panies also select a small number of co-participant users
from the blogosphere to experience their products for
free. Such allied users are expected to enjoy the prod-
uct and start posting to influence their friends and fol-
lowers [37]. Then, these individuals start to propagate
information about the companies more often than other
users who have not enjoyed the products, improving their
propagation capacity. The main issue, in this case, is
which role the companies should take on to select the
most influential spreaders to improve the promotion and
sale of products and services.
Here, we simulate this situation by considering hetero-
geneous propagation. We start the simulation by setting
βx = 0.5 and µx = 0.1 for all nodes x = 1, . . . , N . The
rumor spreading start at only one seed node in each sim-
ulation. After informing η = 1% of the network, the con-
trol technique is applied, simulating the co-participant
user’s activity. The propagation probability of a set of
target nodes (τ) is increased to βx = 0.9. These nodes
represent 0.5% of the population and are selected accord-
ing to the PageRank measure, from the most central to
the most peripheral. The reach of the rumor spreading
is measured by the final density of stiflers.
Figure 8(a) shows the evolution of the percentage of
spreaders normalized by the maximum fraction of spread-
ers observed in the homogeneous classical case. Notice
that if this percentage is higher than one, then the per-
centage of informed individuals is higher than that ob-
tained in the classical homogeneous case. The results
show that the increase of the capacity of the central nodes
makes the rumor propagation faster, reaching a larger
number of vertices than the homogeneous case in the
same time interval. Indeed, the percentage of spread-
ers is increased by about 55% compared to the homo-
geneous case. We also consider the case in which the
target spreaders are selected at random, without consid-
ering central properties. In this case, the percentage of
spreaders is increased in about 5%. Figure 8(b) presents
the time evolution of the percentage of informed individ-
uals (stiflers and spreaders). In this case, the heteroge-
neous propagation based on the central nodes improve
this fraction in about 35%, whereas the random selection
only in 5%. Hence, the selection of the 0.5% most cen-
tral nodes enables a very fast and efficient information
propagation.
The selection of the central nodes is also performed by
considering the betweenness centrality and degree. How-
ever, as we see in Table II, the PageRank is the most
suitable measure to selected the most influential spread-
ers, since the largest fraction of informed individuals is
obtained when this metric is chosen. In addition, Table II
provides the relative improvement of the fraction of sti-
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FIG. 7: (Color online) Final density of stiflers according to the level of heterogeneity defined by the interpolation function
(Eq. 13) in social networks: (a) netscience, (b) email, (c) Hamsterster and (d) Google+. The centrality measures considered are
betweenness centrality (BE), closeness centrality (CL), degree (DG), eigenvector centrality (EV), k-core (KC) and PageRank
(PR). The homogeneous propagation is given for p = 1, whereas the completely heterogeneous case occurs for p = 0.
flers compared with the homogeneous case. The longer
the delay to select the central nodes for improving their
transmission probability, the smaller the reach of the ru-
mor. Hence, for an efficient information diffusion, it is
necessary to employ the control strategy as soon as the
rumor start propagating.
Influential spreaders are also important to decrease the
rumor propagation. If these users have less interest in
the information dissemination than other subjects, the
reach of the rumor is affected. This situation occurs in
social networks in which influential spreaders are con-
vinced that the information disseminated is not impor-
tant, which reduces their transmission probability. We
simulate this case by starting the rumor propagation with
all nodes having the same spreading capacity βx = 0.5,
x = 1, . . . , N . When the rumor reach η = 1% of the
population, the propagation probability of the 0.5% most
central nodes is decreased to βx = 0.1. Figure 8(a) shows
TABLE II: Improvement and decreasing of rumor propaga-
tion. The results show the percentage of the final density of
informed nodes (Rα, where α is a centrality measure) relative
to the homogeneous case. The target central nodes are se-
lected according to the centrality measures betweenness (BE),
degree (DG) and PageRank (PR). η is the fraction of informed
nodes when the control strategy is adopted.
η Improvement Decreasing
(%) RBE RDG RPR RBE RDG RPR
1 16.4% 21.5% 22.4% 20.4% 28.7% 30.3%
3 15.4% 19.8% 20.9% 18.7% 25.9% 27.5%
6 12.5% 16.0% 16.8% 15.0% 20.2% 21.3%
10 5.2% 7.3% 8.2% 6.6% 8.5% 9.3%
12 1.4% 1.2% 1.4% 1.7% 2.1% 2.3%
15 0% 0% 0% 0% 0% 0%
that the reach of the rumor is decreased in 65% when this
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FIG. 8: (Color online) Heterogeneous propagation on the Google+ network. (a) Evolution of the density of spreader normalized
by the maximum fraction of spreaders verified in the homogeneous case, and (b) time evolution of the density of informed
individuals normalized by the homogeneous spreading. The classical curves shows the results for homogeneous propagation,
i.e., βx = 0.5 and µx = 0.1, x = 1, . . . , N . The control strategies are performed by selecting 0.5% of nodes with the highest
PageRank. The selection is also performed by uniform selection of target nodes for improving (rand-Iprv) or decreasing
(rand-Ctrl) their propagation probabilities.
approach is applied, compared to the homogeneous case.
The uniform selection of seed nodes, without considering
central properties, decreases the reach of the rumor in
less than 10%. In addition, the final fraction of informed
individuals decreases in about 60% when the capacity
of the influential spreaders is reduced (see Figure 8(b)),
whereas the uniform selection of nodes reduces in about
5%. Hence, influential spreaders can be considered not
only for improving, but also for decreasing the rumor
spreading.
We also consider a configuration in which the prob-
ability of the central nodes is changed to be propor-
tional to their centrality measures. In this case, we se-
lect the 0.5% most central vertices according to a cen-
trality measure and set their probability according to
the approach adopted in the last section, i.e., βx =
θx/maxy=1,...,N (θy), such that 0 ≤ θx ≤ 1, x =
1, 2, . . . , N and θx is a centrality measure. Table II shows
the comparison of the PageRank with degree and be-
tweenness centrality measures. As in the improvement
approach discussed before, PageRank is the most suit-
able measure to define the most influential spreaders. In
addition, the results show that for an efficient control
of the rumor spreading, it is necessary to decrease the
probability of propagation of the central nodes in the be-
ginning of the propagation.
V. CONCLUSIONS
Several models have been developed to understand the
information spreading in complex networks [9]. Particu-
larly, rumor is spread through the contact of individuals
in social networks [15]. Current works consider that all
individuals have the same capacity of rumor spreading,
but in social networks, some people are more influential
presenting higher capacity of convincing. In this way,
it is more natural to model these dynamics by consid-
ering heterogeneous transmission, in which nodes have
a spreading capacity given by a defined probability dis-
tribution. In this present paper, we assumed that the
most central subjects have the highest transmission prob-
ability. We provided a model formulation based on the
Markov chain formalism and simulated the model in com-
plex networks, including artificial and social networks.
In artificial networks, the complete heterogeneous case,
i.e., when the probability of contagion is perfectly corre-
lated with a centrality measure, yields the most efficient
propagation. When this probability is proportional to
PageRank and degree, it is observed the widest reach
of the rumor. In social networks, betweenness central-
ity and PageRank yield the largest number of informed
individuals. Particularly, for the betweenness centrality,
a partial correlation between the centrality measure and
the transmission probability provides the largest percent
of stifler. This effect is due to the presence of ineffec-
tive propagators. We also verified that the correlation
between the node centrality measures and transmission
probability is a necessary condition to improve the rumor
propagation.
Finally, we provided a study of rumor dynamics by
adjusting the transmission probability of a small num-
ber of central nodes. The rumor reach was improved in
35% when the transmission probability of 0.5% central
12
nodes is increased. On the other hand, the fraction of
informed individuals is decreased in 65% by reducing the
spreading capacity of these nodes. We also verified that
for an efficient information propagation, it is necessary to
employ the control strategy as soon as the rumor start
propagating.
Our results contribute to the understanding of the in-
terplay between rumor propagation and heterogeneous
transmission in social networks. The analysis presented
here may be extended to other rumor models, such as
those with apathy [38] and lost of interest [17]. The appli-
cation in multilayers [39, 40] and adaptive networks [41]
is also a promising research.
Appendix
Network centrality
Several measures have been developed for network
characterization [31]. Particularly, centrality measures
aim at ranking the importance of the vertices according
to their influence on the network [13]. However, the defi-
nition of centrality is subjective and based on several dif-
ferent network properties [22, 24]. For instance, whereas
the degree is defined by the number of connections, which
is related to local information flow, betweenness central-
ity considers the load over the whole network [35].
Degree centrality (DG) is defined by the number of
connections of each vertex. The most central nodes are
the most connected in the network. The degree of a node
x is calculated in terms of the adjacency matrix A,
kx =
N∑
y=1
Axy, (14)
where Axy = 1 if x and y are connected, or Axy = 0
otherwise.
The shortest distance between pairs of vertices can also
be used to define the level of centrality. Closeness cen-
trality (CL) measures the mean distance from a vertex
to other ones [35], i.e.,
cx =
N∑
y 6=x `xy
, (15)
where `xy is the length of the shortest path from x to y.
Centrality is also defined in terms of load, assuming
that the information is transmitted through the shortest
distances. Betweenness centrality (BE ) measures this
load by the fraction of shortest paths between all pairs
of vertices that pass through each node y [42], i.e.,
By =
∑
x,z∈V,x6=z
σxz(y)
σxz
, (16)
where σxz is the total number of shortest paths from node
x to z and σxz(y) is the number of those paths that pass
through y.
Eigenvector centrality (EV ) defines the centrality of a
node based on the centrality of its neighbors [35], i.e.,
the level of importance of a node is a linear function of
the centrality of the vertices to whom its is connected.
Mathematically, the centrality is defined by the leading
eigenvector of the adjacency matrix A, Av = αv, where
α is the leading eigenvalue of A and the element vx is
the eigenvector centrality of node x. Thus, EV is related
to principal components analysis (PCA), since it is based
on eigenvector decompositions of similarity matrices.
Similar to the eigenvector centrality, PageRank (PR)
is defined in terms of the spectra of connection-related
matriz, i.e., the Google matrix [43]. The basic idea is
to simulate the user navigation on the World Wide Web.
The user follows the links available on the current page or
jumps to a new address by typing a new URL, according
to a defined probability. Numerically, we consider the
power method to calculate the PR, i.e., pit = pit−1G,
where pit yields the PageRank values at step t and G is
known as the Google matrix [35, 43]. The PR of a node
x for undirected networks is given by
pix
t = α
N∑
y=1
Axypiy
t−1
k˜y
, (17)
where k˜y is the degree of its neighbors that attenuates the
importance of x. When t = 0, all vertices have the same
PR, −→pi 0 = [1/N, . . . , 1/N ]1×N . k˜y = ky + δ(ky, 0)(1/N)
is a stochastic adjustment and δ(a, b) is the Kronecker
delta function. Jumps in the navigation occur according
to probability α. Notice that
∑
x pix
t = 1 in all iterations.
The value α = 0.85 adopted here is the same as the one
defined in the original version of the PR algorithm [43].
K-core centrality (KC ) describes the topology of the
network in terms of subnetwork decomposition into
cores [44]. The core of order k (Hk) is the set of vertices
whose degree kx ≥ k, x ∈ Hk — k is the maximum core
that x belongs, with Kc(x) = k, and Hk is the largest set
of vertices with this property [44]. The main core is the
set of vertices with the largest core order. Such vertices
are considered as the most central and play a role as in-
fluential spreaders [20]. Vertices of low values of k-core
are low connected or at the periphery of the network.
Thus, hubs may have low k-core values whether they are
at the periphery of the network [20].
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