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Summary. — In this paper we present the development of a software for the ex-
traction of the hippocampus and surrounding medial-temporal-lobe (MTL) regions
from T1-weighted magnetic resonance (MR) and from Positron Emission Tomogra-
phy (PET) images with no interactive input from the user. With this software we
introduce a novel statistical index computed on the intensities in the automatically
extracted MTL regions. This index is a measure of gray-matter (GM) atrophy and
allows to: distinguish between (a) patients with Alzheimer’s disease (AD), patients
with amnestic mild cognitive impairment (aMCI), (b) patients with amnestic mild
cognitive impairment who will later develop AD in a time frame of 2 years (aM-
CIconv), and (c) a set of age-matched elderly controls. Once refined, this method
could be used to infer about the clinical outcome of aMCI patients.
PACS 87.57.nj – Registration.
PACS 87.57.nm – Segmentation.
PACS 87.57.R- – Computer-aided diagnosis.
PACS 87.61.Tg – Clinical applications.
1. – Introduction
In recent years, the early clinical signs of AD have been extensively investigated,
leading to the concept of amnestic mild cognitive impairment (aMCI), an intermediate
cognitive state between normal aging and dementia [1-5]. aMCI patients experience
memory loss to a greater extent than expected for their age, and they progress to a
diagnosis of AD at a faster rate than controls [1,2]. A challenge for modern neuroimaging
is to help in the diagnosis of early AD, particularly in aMCI patients.
Three-dimensional (3D) magnetic-resonance imaging with high spatial resolution al-
lows visualization of subtle anatomic changes and thus can help detect brain atrophy in
the initial stages of the disease [6]. For this reason, sensitive neuroimaging measures have
been investigated to quantify brain structural changes in early AD which are automated
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Fig. 1. – The whole workflow process.
enough to permit large-scale studies of the disease and the factors that affect it. To date,
these studies have particularly focused on assessing atrophy of medial-temporal-lobe
(MTL) structures, including the hippocampus. Hippocampal volumetric measurements
typically rely on manual outlining of the MTL structures on serial MR images, which is
time consuming and prone to inter-rater and intra-rater variabilities. Thus, large-scale
studies of AD-related hippocampal atrophy are often impractical [7]. To accelerate and
spread epidemiological studies and clinical trials, some automated systems have been
proposed for hippocampal segmentation [8-14], but none is yet widely used due to the
high computational burden, unsatisfactory results, or poor generalization capability.
In order to overcome these difficulties, in this work we describe the development of
a simple, quick, and operator-independent method to extract two fixed-size (30 × 70 ×
30mm3), parallelepiped-shaped subimages from a MR image. These subimages contain
both the hippocampus and the perihippocampal region; in the following they are denoted
as hippocampal boxes (HBs). In order to extend the structural information of the MR
images with functional information we also use PET (Positron Emission Tomography)
images acquired from the same patients. This approach is based on the hypothesis that
structural changes, in this case atrophy, are anticipated by functional changes. So, after
an appropriate preprocessing, we extract the two fixed-size HBs from the PET images too.
From the automatically extracted HBs we derive two, intensity-based, statistical in-
dicators, which carefully measure the MTL atrophy and functional changes, and are able
to distinguish between patients with AD (with MR and PET index), patients with aMCI,
and elderly controls and also between converters and nonconverters to AD within the
aMCI population (with MR only) with reasonably good accuracy.
These results are obtained by the analysis of more than 600 MR and 130 PET neu-
roimages from ADNI database (The Alzheimers Disease Neuroimaging Initiative [15]).
2. – Workflow
From the raw image we extract the hippocampal boxes according to the scheme shown
in fig. 1 described in details in this section.
2.1. Image preprocessing and registration. – The used images come from different
medical centers and therefore exhibit very different characteristics. These differences
concern both the shape and intensity. Therefore, a reasonable and feasible comparison
of these heterogeneous images requires an appropriate preprocessing to provide uniform
images intensity and a subsequently registration to minimize alignment problems.
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Fig. 2. – An example of noise reduction on an MR image.
2.1.1. Noise attenuation. For MR images an automatic noise reduction has been im-
plemented via steerable pyramids filters [16]. The noise reduction level of the filter is
automatically adjusted via threshold calculated with Structural Similarity index. The
noise filter has been designed to preserve signal high frequencies and directional compo-
nents. An example is shown in fig. 2. The PET images, instead, are only preprocessed
by a Gaussian filter.
2.1.2. Image registration. All denoised MR images were spatially normalized to stereo-
tactic space (ICBM152) via a multi-step registration. The registration steps consist of
a 7-degrees-of-freedom affine transformation, followed by a 12-degrees-of-freedom affine
transformation initialized with the transformation parameters of the first step.
This registration process has been realized simultaneously with FLIRT [17] and with
ad hoc developed modules based on the ITK [18] library. In the first case the metric used
has been the cross correlation, in the second the mutual information. The output images
of these two different modules have been compared with respect to cross correlation
distance from ICBM152 template and the closest has been chosen as the final registration
output (fig. 3). The preprocessed PET images, instead, were spatially normalized to
stereotactic space (ICBM152) via a 7-degrees-of-freedom affine transformation.
Fig. 3. – The MR registration workflow.
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Fig. 4. – Axial, sagittal and coronal views of an image after alignment with the ICBM152
template. On the three slices an outline of the right hippocampal box is also shown.
The registration normalizes the brains in terms of dimensions, position, and spa-
tial orientation. Consequently, all hippocampi share similar positions and orientations.
Three slices cut from a 3D MR image after spatial normalization and the outline of the
hippocampal ROI are shown in fig. 4.
All images were resampled to make them isotropic with voxel size of (1× 1× 1mm3).
2.2. Histogram normalization. – In order to obtain images with homogeneous intensity,
an intensity histogram normalization is carried out. In practice, we consider the intensity
histogram of a subimage of ICBM152 template. We choose this subimage so that it
contains gray matter, white matter and CSF only; a small volume around the ventricular
region proves to fulfill this request and it turns out to be very easy to register. The same
intensity histogram is calculated on the target image to be normalized. Then we define a
mapping from the centroids (corresponding to gray matter, white matter and CSF) of the
target image to the template ones. The calculated function is applied to the complete
image. Figure 5 shows the differences between the intensity histograms of all dataset
before and after normalization.
2.3. MRI templates extraction. – The extraction method relies on the fact that the gray
level contrast displayed by the hippocampal formation and adjacent structures is unique
all over the brain. Therefore, a procedure can be developed to identify the hippocampal
region unambiguously. Neuroanatomical considerations suggested the size of a HB as a
(30×70×30mm3) parallelepiped-shaped box (sizes of right-to-left, posterior-to-anterior,
Fig. 5. – Effect of the normalization on the intensity histograms.
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and inferior-to-superior directions, respectively). The extraction of the HBs (right and
left) was performed with an automatic procedure, that required minimal interactive
intervention.
2.3.1. Extraction of the hippocampal boxes. All the N MR scans were labeled and
denoted as MR(i) = 1, . . . , N . The first HB was manually extracted by an expert reader
from MR(1), the scan of a healthy control displaying minimal atrophy. Particular care
was applied in the positioning of the box boundaries in order to place the hippocampal
formation in the inner portion of the box. The next step of the procedure consists
in extracting the second HB from the remaining N − 1 MR images. The extraction
procedure is based on the registration of the first HB (the fixed image) onto the remaining
N−1 images (the moving images) via a 6-degrees-of-freedom rigid transformation (three
translational and three rotational degrees of freedom). The success of the registration
of each moving image onto the fixed image is quantified by the minimum reached in
distance values where the distance provides a measure of how well the transformed moving
image matches the fixed image. In this way a quantitative criterion is assigned for
finding the optimal values of the transformation parameters. We adopted a definition
of distance based on the normalized correlation coefficient C. This distance is scale
and shift invariant and it produces a cost function with sharp peaks and well-defined
minima. Thus, for each N−1 images this operation produces a value of distance and the
six geometrical parameters, three translations and three rotation angles. From the image
with minimum distance value the second box is extracted, this box takes the role of fixed
image and its registration parameters are used to initialize the registration of remaining
N − 2 images for the following step. The procedure for the progressive extraction of all
HBs follows this scheme and stops once the whole sample of N images has been processed
and N HBs have been obtained.
2.3.2. Templates selection. When a new hippocampal box is needed we could apply
the method showed in 2.3.1 on N + 1 images. This would be obviously very time con-
suming and with the increasing of images number totally unfeasible. We show that the
extraction can be successfully performed by a smaller number of properly chosen HBs,
in the following denoted as HB templates (HBTs). The basic idea of the HBT selection
process is to create groups of HBs, or clusters, in such a way that the HBs in the same
cluster are near and the HBs belonging to different clusters are far. Here we denote
by di,j (i, j = 1, . . . , N) the distance (normalized correlation coefficient) between HB(i)
and HB(j). Thus, each HB can be considered as a point belonging to an N -dimensional
space N = 63000 (30× 70× 30) and whose distances from all other HBs are known. The
classication of the N HBs in homogeneous clusters is performed following this procedure:
1. starting from N clusters we obtain N − 1 clusters simply grouping the first closest
two;
2. calculate again di,j (i, j = 1, . . . , N − 1) where, instead of the boxes grouped at the
previous step, we consider their cluster centroid;
3. iterate until we obtain only two clusters.
To illustrate the clustering we use a dendrogram as shown in fig. 6. The problem is rap-
resented by the choice of the natural number of clusters rapresenting the hippocampal-
boxes population. This problem has been solved analyzing the centroids distance distri-
bution vs. the number of clusters. As expected the resulting natural number of clusters
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Fig. 6. – Dendrogram. On the x-axis the cluster index, on the y-axis the cluster distance.
is independent of the amount of boxes considered (if statistically consistent) and for the
hippocampal boxes it is about 10. The centroids of the found clusters are the searched
HBT.
2.3.3. Extraction of the hippocampal boxes from new image. Each new image (i.e.
not included in the N used for the templates selection) was rigid registered onto the n
HBTs of sect. 2.3.2, obtaining, in this way, n possibile candidates. The one with the best
registration metric value among these was chosen as the searched hippocampal box. This
procedure is done independently for both left and right hippocampal box with relative
HBTs.
2.3.4. Extraction of the hippocampal boxes from PET image. For the hippocampal boxes
extraction from PET images we simply follow these steps:
1. registration, with mutual information, via a 7-degrees-of-freedom affine transfor-
mation of the preprocessed (sect. 2.1.1) PET on the respective MR image;
2. boxes extraction from the PET from the same position determined for the extrac-
tion of the boxes from the MR image.
3. – Volumetric analysis
In this section we describe the process that, from MR and PET hippocampal boxes,
lead to two statistical indicators, which measure MTL atrophy and functional loss. In
order to emphasize the discriminant features between normal, AD and aMCI we apply
different filters on the HBs. These filters are both intensity and structural based, namely:
Gaussian, average, entropy, range, and standard deviation, all applied with different
kernel dimensions (3×3×3, 5×5×5 and 7×7×7mm3). The features space is represented
by 30× 70× 30× (number of filters), then, in order to reduce the dimensionality of the
classification problem, we apply a machine learning technique called Random Forest [19].
The reduced features space (fig. 7) is fed into different classifiers (both Random Forest
and SVM [20] are used) and we obtain the two indexes, one for the MRI and one for the
PET.
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Fig. 7. – Example of relevant features selected by Random Forest for different filters.
4. – Result
Significant differences of MTL atrophy index (for MR images), measured by the SVM
and RF method, were detected both in AD and in aMCI cohorts. In figs. 8 and 9 we
can see the box plot of the atrophy index for normal, aMCI, aMCIconv and AD groups
obtained by SVM and Random Forest, respectively. With both classifiers there is an
evident separation from normal and AD indexes with an area under the receiver operating
characteristic (ROC) curve, which indicates the relationship between sensitivity and 1-
specificity for each intergroup discrimination, of 0.98 for SVM and 0.95 for Random
Forest classifier. As expected the aMCI group index takes intermediate values between
normal and AD groups indexes. The aMCIconv group index values are nearer to the AD
index than to the aMCI index.
Looking at PET images, we find again significant differences among AD and in aMCI
cohorts compared to normal cohort. In fig. 10, we can see the box plot of the functionality
index for normal, aMCI and AD groups obtained by SVM classifier. In this case too,
there is an evident separation from normal and AD indexes with an area under the ROC
curve of 0.86. The aMCI group index takes intermediate values between normal and AD
groups indexes.
Fig. 8. – (Colour online) Box plot of normal, aMCI, aMCIconv and AD group atrophy MRI
indexes according to SVM classifier. Red lines represent the median, boxes the interquartile
range, and whiskers the range; stars = outliers. The area under the ROC curve is 98%.
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Fig. 9. – Box plot of normal, aMCI, aMCIconv and AD group atrophy MRI indexes according
to Random Forest classifier. The area under the ROC curve is 95%.
5. – Conclusion
In this work we showed a method that, from a brain MR image, automatically ex-
tracts a small volume around both hippocampi (the hippocampal boxes) and provides
statistical indicators able to separate the AD, aMCI, aMCIconv and controls cohorts.
Moreover, with a PET image of the same patient, we were able to extract the corre-
sponding boxes and obtain another statistical indicator, based on functionality instead
of anatomical changes, that can also discriminate AD from normal cohorts. Since it is
well known that MTL atrophy is associated with declining cognitive function [21], we
showed that our method is able to capture differences between subgroups of interest with
different stages of cognitive impairment, with comparable discriminating capability be-
tween aMCI converters and controls, and between AD patients and controls. This result
should be considered with caution owing to the relatively small number of converters.
Anyway, this is in agreement with several studies regarding manual segmentation of hip-
pocampus, which have reported that the baseline hippocampal volume is an indicator of
future progression to AD [21-25]. This is also in agreement with studies based on visual
Fig. 10. – Box plot of normal, aMCI and AD group functionality PET indexes according to
SVM classifier. The area under the ROC curve is 86%.
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rating, which clearly found MTL atrophy in patients who subsequently converted to
AD [26-28]. Compared to other methods of hippocampal or MTL atrophy measurement,
our method does not directly tackle the objective of hippocampus segmentation. The
procedure is fully automated and allows the analysis of large sets of data and requires
relatively moderate image postprocessing and pre-requisites for automation. Therefore,
it could be a good candidate for being more widely used than other automatic meth-
ods. PET results, even though preliminary and not comparable with those obtained
with MR boxes analysis, are very interesting and promising because they underline the
significance of the hippocampal region in functional images, in contrast to other previous
studies [29, 30]. Moreover, according to the hypothesis that functional changes could
anticipate anatomical changes, the PET hippocampal-region analysis could be an earlier
indicator of the progress of Alzheimer’s disease. In conclusion, we report an original
procedure for assessing MTL atrophy based on intensity measurement in a standardized
perihippocampal volume using established T1-weighted volumetric scans and for assess-
ing MTL functionality based on intensity measurement in PET scan. These measures
significantly differentiates patients with AD from controls and MCI converters from con-
trols with MR analysis, and patients with AD from controls with PET analysis. The
technique is simple to use and may be of value in clinical practice for an early diagnosis
of AD, without the need for expert assessment or labor intensive manual measures.
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