













1. The purpose of these lectures is to provide 
students with basic knowledge and skills 
of calculus and linear algebra. 
2. To understand natural sciences, students 
should learn some fundamental 
mathematics. Therefore, students will 
study also various topics from Physics, 








Mechanism of Mathematical Analysis 

Mechanism of Weather Forecast 
Weather Forecast
Numerical Analysis
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(Ⅰ) Mathematical Reasoning 
(Ⅱ) Mathematical Ideas 
(Ⅲ) Mathematical Image 

Role of Numerical Analysis 




























A human body is an elastic material 
Importance of Elasticity 

Four Thoughts in Analysis 
(Ⅰ) Discrete Case and Continuous Case 
(Ⅱ) Principle of Superposition 
(Ⅲ) Completeness 
(Ⅳ) Numerical Analysis 










=∑ Finite - Dimensional Case
( )
( , ) ( ) ( )
b
a
s s sK xt td y=∫
Infinite - Diemnsional Case
Discrete Case Continuous Case 

Principle of Superposition 
Theme Mathematics Kinetics 
Infinite 
Series 
Fourier Series Eigenfunction 
Expansions 













Pu f u u= =∑
Fourier 
Jean Baptiste Joseph Fourier 
(1768-1830) 
 French Mathematician and Physicist 





Jean Baptiste Joseph Fourier 
Fourier’s These 
Every function of period    can be 
approximated in terms of trigonometric 
functions. 
2π






























+ + + ⋅⋅⋅
+ + + ⋅⋅⋅
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a f t jx dx

























a x jx dx





































Example of Step Functions 
0


































Example of Step Functions 
0




























 =  
 
∑
1 3, 3 1
2 2






1( ) cos cos3
2
1 1( ) cos cos3 cos9
2 4
1 1 1( ) cos cos3 cos9 cos 27
2 4 8





s x x x
s x x x x
s x x x x x





= + + +




Formulation of a Problem 
( )f x
π




















































Representation of a Solution 
(Heat Kernel) 
0
















Application to Series 
2
2 2 2 2
1
1 1 1 1
1 2 3 6n n
π∞
=
= + + + ⋅⋅⋅ =∑



















 ⋅ ⋅ 
 = ⋅ ⋅ ⋅ ⋅ ⋅
 
⋅ ⋅ ⋅ ⋅ ⋅ 
 ⋅ ⋅ 
⇒
= =∑ ∑ Sum of Eigenvalues（ ）






























Stationary Boundary Value 
Problem 














Representation of a Solution 
(Green’s Function) 
0
( , ) ( , ) ( )u x t G x y g y dy
π
= ∫
( , ) G x y Green Function








( , ) ( , , )
2 sin sin




G x y p t x y dt














































∑ Sum of Eigenvalues（ ）
Green’s Function  




y x x y
G x y





 − ≤ ≤ ≤  = 
  − ≤ ≤ ≤  
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∀ > ∃ = ∈
∀ ≥ ⇒ − <
Definition of Convergence 

Augustin Louis Cauchy 
Augustin Louis Cauchy (1789-1857) 
 French mathematician 















Carl Friedrich Gauss (1777-1855) 




Carl Friedrich Gauss 
Complex Number 
,
a ib c id







z a ib= +
Complex Plane 
Conjugate of a Complex Number 
( )
z a ib
z a i b a ib
= +
⇒
= + − = −
ab
b−
z a ib= +
z a ib= −
0
Absolute Value of a Complex Number 
2 2
z a ib
z a ib a b
= +
⇒
= + = +
ab
0











Polar Coordinates of a Complex Number 
Sum of Complex Numbers 
,
( ) ( )
z a ib w c id
z w a c i b d
= + = +
⇒
+ = + + +
ab
0
z a ib= +
Difference of Complex Numbers 
,
( ) ( )
z a ib w c id
z w a c i b d
= + = +
⇒
− = − + −
Product of Complex Numbers 
,
( ) ( )
z a ib w c id
zw ac bd i ad bc
= + = +
⇒
= − + +


















z r i re













= + + +
=
De Moivre’s Theorem 
(cos sin ) cos sinni n i n
n
θ θ θ θ+ = +
∀ ∈Z
Euler 
Leonhard Euler (1707-1783) 




cos sinie iθ θ θ= +
cos sin 1ie iπ π π= + = −
Euler + De Moivre 





















f x a x a x a x a
a
−
−= + + ⋅⋅⋅ + + =
∈C
Fundamental Theorem of Algebra 
(Gauss) 
n 次代数方程式は、重複度をこ
めて丁度 n 個の根（解）を持つ。 
1
0 1 1 00, 0
    .
n n
n na x a x a x a a
n
−
−+ + ⋅⋅⋅ + + = ≠
Every algebraic equation
has  in counted with multiplicroo s C ityt
Example (1) 












ax bx c a
b b acx
a



















Natural Numbers Positive Integers Rational 
Integers Integers Rational 
Fractional 
Numbers 
























Finite Decimal (2) 



















11 1 1216 216
10 10 10
11 1 1216 1
10 10 10





= + + + ⋅⋅⋅
= + × + × + ⋅⋅⋅
 = + × + + ⋅⋅⋅ 
 




Recurring Decimal (2) 
2 1.41421356= ⋅⋅⋅⋅
2.71828182845904e = ⋅ ⋅ ⋅
Non-Recurring Decimal 
The square root of a prime 







Let be a prime number. 
Assume that is rational.
Here the right - hand side is irreducible.
























is a multiple of 
is a multipl
is a prime number
+
e of 
   
The square root of a prime 
























   
The square root of a prime 
number is irrational (3) 







(1) 1 2 2
2 [1,2]
(2) (1.4) 1.96 2 (1.5) 2.25
2 [1.4,1.5]












= < < =
⇒
∈ =








   
Square Root of 2 （２） 
2 2( ) 2






























   

Main Theme 
What is the convergence of sequences ? 
How do we characterize irrational numbers ? 
Four Fundamental Theorems in 
Real Numbers 
(Ⅰ) Dedekind Cut 
(Ⅱ) Supremum and Infimum 
(Ⅲ) Convergence of bounded monotone 
sequences 
(Ⅳ) Cantor’s Nested-Interval Property 














∀ ∈ ∀ ∈ ⇒ <
A  of real numbu erc t s :

Examples 
{ } { }: 0 , : 0A x x B x x= ∈ −∞ < < = ∈ ≤ < ∞Z Z
{ } { }: 0 5 , : 6A x x B x x= ∈ ≤ ≤ = ∈ ≤N N
{ } { }1 12 2: 0 , :A x x B x x= ∈ ≤ < = ∈ <N N
{ } { }: 0 , : 0A x x B x x= ∈ ≤ = ∈ <R R
Dedekind Cut 
A B s 
( , )   A B s
s A B
s B A
A cut defines a number such that :
is the  maximum
no maximu
of but has 
is t
no minimun
minihe  of ham ns um
 
(1) ,  .
(2) , but .







M a M a S
M
S
L L a a S
L
⇔
∃ ≤ ∀ ∈
⇔




(1) The set is 
is called a 
(2) The set is 
is called
w







is bounded from above
Example (2) 











is bounded from below 
and from above














is a upper bound of 
is the 
(II) of 













Supremum and Infimum (2) 
（I) Supremum = Generalization of Maximum 











































































































(I) A set of  has 
the 








Sequences versus Functions  


















∀ > ∃ = ∈
∀ ≥ ⇒ − <










lim nn a a→∞ =Notation :











∀ > ∃ = ∈




Archimedes’ Principle  
, 0,  such thata b n
na b
∀ > ∃ ∈
>
N
, 0,  such thata b n
na b

































































> ⇒ = + >
⇒ = +
−


















































3 3 2 2 3
4 4 3 2 2 3 4
(1) 2
(2) 3 3
(3) 4 6 4
a b a ab b
a b a a b ab b
a b a a b a b ab b
+ = + +
+ = + + +
+ = + + + +

Fact 


































































Every bounded, monotone increasing 
sequence itself converges. 
1n na a +≤ Monotone increasing（ ）
na M≤ ∃ Bounded（ ）
















































11 1 2 1 2
1 ( 1) 1 ( 1)( 2) 1 11
1! 2! 3!
1 (1 )(1 ) (1 )(1 ) (1 )1 1
2! 3! !
n





n n n n
n
n na
n n n n
−
− − −
= + + + + +
− − − − − −





10 n na a +< < (Monotone increasing)
Proof (2) 
2 1
1 1 1 11
1! 2! 3! !











< + + + + +
< + + + + +










































= + + ⋅⋅⋅+ −

















 = + 
 
= ⋅ ⋅ ⋅
Napier’s Number 




















































































































































= + + ⋅⋅⋅+ −
Square Root of 2 
2 1.41421356= ⋅⋅⋅⋅


















Newton’s Method versus 
Bisection Method 

Isaac Newton (1642-1727) 
Fundamental Theorem 
Every bounded, monotone increasing 
sequence itself converges. 
1n na a +≤ Monotone increasing（ ）
na M≤ ∃ Bounded（ ）
























   


























Newton’s Method (1) 
1a 0a2a
2 2y x= −




2 ( ) 2 2 2
n n
n n n n n
a a
y a x a a a x a= − + = −
−
− −
Tangent Lin  ate ( ):





































Cantor （１８４５－１９１８)  



























   
Sequence Version 
1 2 1 1 2 1(1)
(2) 0 as
lim lim
n n n n
n n
n nn n









   
Bisection Method （１） 
2a1a
2 2y x= −
2 : 2Square Root of 
Bisection Method （２） 
2a1a
2 2y x= −
3a
Bisection Method （３） 
2a
4a
















































































































































































2 1 2 1
0 0
4 tan tan
( 1) ( 1)4










































2 tan 5tan 2
1 tan 12
2 tan 2 120tan 4












 Proof (2) 
tan 4 tan
4tan 4
4 1 tan 4 tan
4
tan 4 1 1









      
 

 Proof (3) 
1 1
1 1
1 1tan 4 4 tan
239 4 5 4






               

             















































































= + +⋅⋅⋅+ +⋅⋅⋅
≥
∑















































+ + + ⋅ ⋅ ⋅ + + ⋅ ⋅ ⋅




2 2 2 2
1
1 1 1 1
1 2 6n n n
π∞
=



























































































































































































































1 1 1(1) 1 log 2
2 3 4
1 1 1(2) 1
3 5 7 4
e
π
− + − + ⋅ ⋅ ⋅ =





0, ( , ) 0
, , ( ) ( )
f x I
f x a I
a
x y I x a f x f a




∀ > ∃ = >
∈ − < ⇒ − <
continuo
























































































( )  at 
lim ( ) ( )n nn
f x x a






Criterion of Continuity 
（Sequence Version） 
sin( )












































































      
  

      
Proof 

( )f xGraph of
  





( ) ( )
( ), ( )
  
( ) 




( ( ) 0)
)
f x g x
kf x
f x g x
f x
g x








(4)  is continuous
( ( ))
( )  
( )  









Continuity of  
Composite functions 

Maximum Value Theorem 
で連続ならば、集合 
  
( )  [ , ]
( )






 sup ( ) |






















   '
'






































Minimum Value Theorem 
で連続ならば、集合 
  
( )  [ , ]
( )






 inf ( ) |




f x a x b













   '
'














1( ) ( )






















Intermediate Value Theorem 
[ ],I a b=
で連続であって 
  
( ) ( )f a f bγ< ∀ <
( )  [ , ]
( ) 0, ( ) 0
( ) 0 
f a f b
f x I a b
























( )y f x=
supc S=
x
( ) 0f a <
Proof (2) 
 | ( ) 0,
( ) 0
sup











[ ],I a b=
で連続であって 
  




( )  [ , ]
inf ( ) |
su




f x I a
f x a x b
b
f x a x b






























( ) : ( )
( ) ( ) 0
( )
( ) 0






x x f x
a a f a
i c a
ii


















( ( ) 0




























,xy e x= −∞ < < ∞
Exponential Function  
log , 0ey x x= < < ∞
Logarithm Function  
sin ,
2 2
y x xπ π= − ≤ ≤
Sine Function (1)  
1sin , 1 1y x x−= − ≤ ≤
Arcsine Function (1)  
cos , 0y x x π= ≤ ≤
Cosine Function (2)  
1cos , 1 1y x x−= − ≤ ≤
Arccosine (2)  
tan ,
2 2
y x xπ π= − < <
Tangent Function (3)  
1tan ,y x x−= −∞ < < ∞
Arctangent Function (3)  
Napier’s Number 















   = + = +   























































     
 Matrix of Rotation (1) 
1cos( ) sin( )
( )














          
   














            
    
 Composition of Rotations (1) 
 1( ) ( )
cos sin cos
sin cos sin
cos cos sin sin
sin cos cos sin
A A e 
  
  
   
   
            
      












            
     
 Composition of Rotations (3) 
 2( ) ( )
cos sin sin
sin cos cos
cos sin sin cos
sin sin cos cos
A A e 
  
  
   
   
            
       
 Composition of Rotations (4) 
( ) ( )
cos sin cos sin
sin cos sin cos
cos cos sin sin cos sin sin cos
sin cos cos sin sin sin cos cos
A A 
   
   
       
       
            
          





( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
A A A A
A A A A
e e
e e
   
   









( ) ( ) ( ) ( ) ( )
A
A







     
     
     

  
 Composition of Rotations (7) 
cos sin cos sin
sin cos sin cos
( )
cos( ) sin( )
sin( ) cos( )
A
   
   
 
   
   
           
 
         
 Composition of Rotations (8) 
cos( ) cos cos sin sin
sin( ) sin cos cos sin
     
     
  
  
 Addition Theorem (1) 
sin sin 2sin cos
2 2
sin sin 2cos sin
2 2
A B A BA B
A B A BA B
  
  
 Addition Theorem (2) 
cos cos 2cos cos
2 2
cos cos 2sin sin
2 2
A B A BA B
A B A BA B
  
  




1sin sin cos( ) cos( )
2
1cos cos cos( ) cos( )
2
1sin cos sin( ) sin( )
2
A B A B A B
A B A B A B
A B A B A B
   
   
   






























 Addition Theorem (6) 

def
( )  .
( )  
0, ( ) 0
, , ( ) ( )
f x I
f x I
x y I x y f x f y
ε δ δ ε
δ ε
⇔
∀ > ∃ = >
∀ ∈ − < ⇒ − <
uniformly c







Every continuous function defined 







( ) ( )
n n n n
n n





ε∃ > ∀ ∈
∃ ∈ − <

 − ≥









n n n n
n n
x y I x y
n
x c y d
c d























x c y c

























































































( )  
0 




f x f y L x y x y I
⇔
∃ >
− ≤ − ∀ ∈
Lipsc






( ) , ( , )f x x I
x y x y











( )  
( ) ( )lim
h
f x I
f x a I








Let be a function defined on an open interval
i differentiables  at 
Definition of Differentiability 
'( ) ( )dff a a
dx
α = =Notation :














Criterion for Differentiability 
0
( ) ( ) ( )
lim ( ) 0
h
h h hR a h
R a h
f a f a 

















f x f a x a x a










     

   
 





































(1) sin ' cos















































































1( ) lim 1
1( ) lim 1















     



















    




















    
 






log ( ) loglim















































     









































     
 
Proof (4) 

















     









































     
 
Proof (4) 
( ) ( )
(
( )








f x g x
kf x
f x

















lim ( ) 0
( )
l
( ) ( ) '( )



















   
   


Proof of (3-1) 
( ) ( )
( ( ) '( ) )
( ( ) '( )
( ) ( ) ( '( ) ( ) ( ) '( ))
( ( ) ( ) '
( )
( )
( ) ( ) ( ) ) )
)
'(
f a g a
f a f a
g a g a















Proof of (3-2) 
0( ) ( ) ( ) ( ) '( ) '( )
lim( (
( ) ( )
( ) ( )
) ( ) ( ) (
( '( ) (
) '( )







f a S h g a R h f
f a g a
f a g a f a g a f
a g a h



















Proof of (3-3) 

は ( )u g a= で連続ならば、合成関数 
( ) ( )
( )
( ( ))
( ( )) ( ( )) ( )x a
y f u u g a
u g x x a
f g x
x a






















( ) ( ) '( )
( ( ) ) ( ( )) '( ( ))
( ) 0
( )
lim ( ) 0
h
k
g a g a g a










   





( ( ) )
( ( )) '( ( ))
( ) ( )
'( ) ( )
'( )
( )
( )( )( ) '( ) ( )
h
g a h S h h
g a h S h h

















( ( )) '( ( )) '( )
'( ( ( )
( ) (
))








f g a f g a g a
f g a









( ) ( )lim ( '( ) )( '( ) )




























f g a f g
T









( ( )) '( ( )) '( )






f g a f g a g a








































































[ ],I a b=
で連続であって 
  
( ) ( )f a f bγ< ∀ <
( ) ( )
'( )






















( )y f x=
x
c
Mean Value Theorem 
[ ],I a b=
で連続であって 
  
( ) ( )f a f bγ< ∀ <
( ) is continuous on [ , ] and
is differentiable in ( , )
such




b f a f c









( ) ( ) ( )
( ) ( ) ( )
( ) ( ) 0
'( ) 0
F x f x f a
f b f a x a
b a













Behavior of Functions 
[ ],I a b=
で連続であって 
  
( ) ( )f a f bγ< ∀ <


































(2) is monotone 





Maximal and Minimal (1) 
2 3
'( )( ) ( ) ( )
1!
"( ) '''( )( ) ( )
2! 3!











f af x f a x a

















(1) is not extremal
(2)
(2 -1) i minimas 
(2 - 2) is max 
l
imal
Maximal and Minimal (2) 
2 3
4
'( ) "( ) 0
'''( ) 0
''
'( )( ) ( ) ( )
1!















f af x f a x a
f a f ax a x a
f a x a
f x
f a f a f a
f x
f







+ − + −



















⇒Taylor's Theorem Polynomial Approximation
Cauchy's Mean Value Theorem
de l'Hospital's Theorem⇒
Mean Value Theorem
Cauchy’s Mean Value Theorem 
[ ],I a b=
で連続であって 
  
( ) ( )f a f bγ< ∀ <
( ) is continuous on [ , ] and
is differentiable in ( , )
( ) is continuous on [ , ] and
is differentiable in ( , ) with '( ) 0
such that
( ) ( ) '( )
( ) ( ) '( )
f b f a
a c b
f c
g b g a g
f x a b
a b
g x a b
c







de l’Hospital’s Theorem 
[ ],I a b=
で連続であって 
  
( ) ( )f a f bγ< ∀ <
(
( ), ( )
.























∃ = ⇒ =
Let be continuous near





 Taylor’s Theorem (Lagrange) 
[ ],I a b=
で連続であって 
  





1( ) is of class  on [ , ] and
is of class  in ( , ) where 2
such th











f x C a b
C a b n
f a
a c b
f b f a f a b a b a
n











 Taylor’s Theorem (Cauchy) 
[ ],I a b=
で連続であって 
  








( ) is of class  on [ , ] and
is of class  in ( , ) where 2
such 













f af b f a f a b a b a
n
f x C a b
C a b n
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(1) ( ) ( , )










f x R R








≤ ∃ = ⋅⋅⋅
⇒
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    
 
Example (1) 



































     

    




























( 1)  2














     

    















































































1 1 1(1)1 log(1 1) log 2
2 3 4
1 1 1(2)1 tan 1
3 5 7 4
e
π−
− + − + ⋅ ⋅ ⋅ = + =
− + − + ⋅ ⋅ ⋅ = =


Alternating Series Version 
1 1 1log 2 1
2 3 4
0.693147180559945


















1 1 1log 2 1
2 3 4e









































Taylor Series Version (2) 
3 5 2 1
1log log (1 ) log (1 )
1
2










    

        
  
Taylor Series Version (3) 
3 5 2 1
11
3log 2 log 11
3











     


















































converges to the solution
of the equation
 
   
Newton’s Method (1) 
1a 0a b=2a
( )y f x=
( ) 0f x =
Newton’s Method (2) 
1 1 1'( )( ) ( )n n ny f a x a f a− − −= − +
1 1( , ( ))n na f a− −
( )y f x=
na
Newton’s Method (3) 
{ }
1 1 1'( ) ) (0 ( )
n
nn n nf a a
a
a f a− − −= − +
Definition of 
1 1( , ( ))n na f a− −




















2(1 cos )r θ= +
Cardioid (Complex Version) 



























































Real Numbers Bolzano-Weierstrass’ Theorem 
(Sequences) 
Calculus Ascoli-Arzela’s Theorem 
(Continuous Functions) 
Bolzano-Weierstrass Theorem 
Every bounded sequence has a 
convergent subsequence. 
Ascoli-Arzela Theorem 
If a sequence of continuous functions is 
uniformly bounded and equicontinuous, 
then it has a subsequence which converges 
in the uniform topology.  
(1) 0 : ( )
(2) 0, ( ) 0 :
( ) ( )
n
n n
M f x M
x y f x f y
ε δ δ ε
δ ε
∃ > ≤
∀ > ∃ = >






A function ( ) is called 
an of ( )
on an interval  if it satisfies 
the condit













If ( ) is an antiderivative of ( )
on an interval ,  then the most general 
of  on  is of the fo
(
rm

















































1 1(4) tan , 0
1 tan ( 1)
1
1 1(5) log , 0
2 e
xdx a






















1(6) sin , 0
1 sin ( 1)
1






















1 sin , 0
2
1(9) log , 0e
a x dx
xx a x a a
a




      









1 log , 0
2 e
x A dx
x x A A x x A A











(5) tan log cos
















































































































































































































Discrete Case Continuous Case 















( , ) ( ), sup ( )







i i i i
x t xi
n
i i i i x t xi
f x
I a b
x a x x b I
x x
S f M x x M f t










∆ = < < ⋅⋅⋅ < =
∆ = −
∆ = − =
∆ = − =
∑
∑







Definition of Riemann Integral 
Upper Integral 
Approximation ar from outea side
y=f(x) 
lim ( ) inf ( , )
b
a





Approximation ar  from ea inside
y=f(x) 
lim ( ) sup ( , )
b
a




Definition of Riemannian 
Integrability 
lim ( ) lim ( )
b b
a a
f x dx f x dx=∫ ∫
(1) Continuous functions 
Examples 
(2) Monotone increasing 
(decreasing) functions 
(3) Bounded variation functions 

00
(1) lim ( ) lim ( , )





f x dx S f



























x a x x b
x x






∆ = < < ⋅⋅⋅ < =
∆ = −
⇒
= − ≤ ∀ ≤∑∫
Let be a Riemann integrable function 


















if f x dx
n n








  = 
 
































Fundamental Theorem of Calculus 
Part 1 
If ( ) is continuous on [ , ], then
is continuous on [ , ] and differentiable
on ( , ),  and
'( ) ( )





g x f t dt








Fundamental Theorem of Calculus 
Part 2 
( ) ( )
If ( ) is continuous on [ , ], then
















Because of the relation given by 
the fundamental theorem of calculus 
between antiderivatives and integrals,
the notation
is traditionally used for an antiderivative










Formula for Integration by Parts 
[ ]
1
If ( ) and ( ) are
 functions on [ , ], the
'( ) ( )







f x g x dx
f x g x f x g














If ( ) is a  function on [ , ] and
if ( ) is continuous
( (
 on the range of ,
then
)) '( ) ( )
b g b
a g a
f g x g x dx f u du
g x C a b
f x g
=∫ ∫
Areas between Curves 
[ ]
If a region  is bounded by the curves
with equations
and the l















y f x y g x
x a x b
f x g x a x
A









Center of Mass 
[ ]
2 2
( ), ( )
, ,
( ) (




then the center of mass th
), ,
e 
1 ( ) ( )
1 1 ( ) ( )
2






y f x y g x
x a x b
f x g x a x
x x f x g x dx
A
















Volume of Revolution 
2 2
( ), ( ) ( ( ) (
If  is the  generated when the region 





















y f x y g x f x g x
x a x b













(I) If the definite integral
exists for every t
lim ( )
hen
provided the limit exists











































Improper Integral of Type 1 
( )
(II) If the definite integral
exists for every then
provided the limit exists




















Improper Integral of Type 1 
(
( )
(III) If the improper integrals
exist, t
( ) (







f x dx f x dx








Improper Integral of Type 2 
(I) If ( ) is continuous on
and is ,
 
 discontinuous at 
( ) li
 then
provided the limit exists


















Improper Integral of Type 2 
 
 discontinuous at a
( ) lim
(II) If ( ) is continuous on
and is ,  then









































Improper Integral of Type 2 
(III) If ( ) is   ,
and the improper integrals
(
discontinuous at ( , )
( )
exist, then
( ) ( )






f x dx f x dx
f x c a b


















   

  

























1 1 ( )


























































( ){ }0 1 1
( )





b af x dx
n
f x f x f x f x−
−









1 ( ) 2 ( ) ( ) ( )
3






b af x dx
n
f x f x f x f x





× + + ⋅⋅⋅+ +
−


















REM 関数 sqr(x) 積分区間 [0,1] 
PRINT "台形公式により積分の近似計算をします" 
PRINT "何等分しますか？" 
INPUT PROMPT "n=": n 
LET s=0 
LET h = 1/n 
FOR k = 0 TO n-1 
   LET  x = k*h 
   LET  y = (k+1)*h 







REM 関数 sqrt(x) 積分区間 [0,1] 
PRINT "シンプソン公式による近似面積" 
PRINT "何等分しますか？" 
INPUT PROMPT "n=": n 
LET h = 1/(2*n) 
FOR k = 0 TO n-1 
   LET  x = 2*k*h 
   LET  m = (2*k+1)*h 
   LET  y = (2*k+2)*h 








n=10 .660509341706818 .664099589757422 
n=100  .666462947103147 .666585482066722 
n=1000  .666660134393675 .666664099383542 
n=10000  .666666459197103 .666666585482054  

2 21z x y= − −
z xy=

2Let  be a domain in 
A function ( , )defined in  
is  at ( , )
0, (( , ), ) 0 such that
, ( , ) ( , )
D
f x y D
a b D
a b
x a y b f x y f a b




∀ > ∃ = >








Let  be a domain in 
A function ( , )defined in  
is at ( , )
( , ) ( , )lim ( , )




f x y D
a b D
f a h b f a b f a b
h x

















2Let  be a domain in 
A function ( , )defined in  





f x y D
a b D
o h k
f a h b k




∃ ∈ ∃ ∈
+ +









( ) ( )










f a b x a y b
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 + − + − 
 

























Function Continuity Partial Differentiability 
Total 
Differentiability 
× ○ × 






























































































   








2 2z x y= + minimal point（ ）
2 2z x y= − saddle point（ ）
2 2z x y= − − maximal point（ ）
  
2z x= degenerate point（ ）

Lagrange 
Joseph Louis Lagrange (1736-1813) 
 Italian and French Mathematician 
Joseph Louis Lagrange 





















find the extremes of the function
Idea (1) 
( , , ) ( , ) ,
:








( , ) ( , )
(1) ( , , ) 0 :
( , ) ( , ) 0
( , ) ( , ) 0
( , ) 0
(2) ( , ) 0 :




f x y a b
dF x y
f a b a b
f a b a b
a b
d x y
















Assume that takes an  at 
Then either (1) or (2) holds true :
extreme
1 2
, 1, 0, 0s t
p x p y
z ax
C
ty s s t
+ =
+ = > >=
Under the condition
find the maximum of the function
Example 1 
1/3 2/3






x + − = > >
=
Under the condition
find the maximum of the function
Example 2 

























( , , , ) ( , ) ( , )
( , , , )
( , : 0, )











Consider the extremes of the function
















Find the maximum and minimum
of the function in 
Example 
Extreme Problem (3) 
1( , ), ( , )
( , ) 0, (






0g x y h x y





Under the two conditions
find the extremes of the function
Idea 
( ) ( )
{ }4 0
( , , , , )
( , ) ( , ) ( , )









f x y g x y h x y
F x y

















Find the extremes of the function
in the domain
R
{ }2 2( , ) : 0, 1
.2
x y y y
x y
xΩ = ∈ ≥ ≤ −
+ Ω
R
Find the maximum and minimum 
of the function in  
Example 












List of Mathematicians 
• Isaac Newton (1642-1727) England 
• Leonhard Euler (1707-1783) Switzerland 
• Jean-Baptiste Fourier (1768-1830) France 
• Joseph Louis Lagrange (1736-1813) Italy, France 
• Augustin Louis Cauchy (1789-1857) France 
• Thomas Robert Malthus (1766-1834) England 




























































The of the homogeneous 
equation
forms one dimensional vector spacea 




































































































( ) ( )
(
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p d p s dst
t
p s ds























































The  of the 
non - homogeneous equation
forms a  































































































































11 ( ) ( )
(0)
dx r x t x t
dt K
x x

































































































( , ( ))
(0)




= Initial Condition（ ）













 = − +



















Reduction to an Integral Equation 
0 0
( ,( ) ( ))
t
x t x sx f s ds= + ∫
0
( , ( ))
(0)









( , ( ))
(0)























Successive Approximation (1) 























x f s ds






































x t xx f s ds
n














Successive Approximation (3) 
Example (1) 
(0) 1

















































= + = +
+ +









Successive Approximation (1) 








= + + ⋅⋅⋅ ⋅ +
→ →∞




dx tx t t
dt
x















2 2 2 21
2 4 2 3 7
( )












x ss s s






















































































0 1 2 3 4 5 6
x  
t 
Solution of dx/dt=2x 

Runge-Kutta Method 















Runge-Kutta Method (1) 
REM ルンゲ・クッタ法による正弦関数の計算 
OPTION ANGLE RADIANS 
DEF F(t,x) = x^2+1 




LET  t = 0 
!'xの初期値 
LET  x = 0 
!'tの１ステップの変化量 
LET  h = 0.25 
!'何回計算するか 
LET  N = 2 
FOR i = 0 TO N-1 
   LET  k1 = F(t, x) 
   LET  k2 = F(t + h, x + h * k1) 
   LET  x = x + h * (k1 + k2) / 2 
   PLOT LINES: t,x; 




Runge-Kutta Method (2) 
x=0.550499174772995  




( , ( ))
(0)





 = Initial Condition（ ）
Reduction to an Integral Equation 
0 0
( ,( ) ( ))
t
x t x sx f s ds= + ∫
0
( , ( ))
(0)







Solution and Fixed-Point 
0 0
( ) ( ): ( , )
t
F









（   ）Fix oed - po fint
0 0
( ,( ) ( ))
t
x t x sx f s ds= + ∫

Banach 
Stefan Banach (1892-1945) 

































Banach’s Fixed-Point Theorem 

01
"( ) 2 '( ) ( ) 0,
(0) ,
'(0)









2/ 4 0D b c= − >
( )2 2( )
, :
bt t b c t b cu t e Ae Be
A B
− − − −= +
Constants
Example 
''( ) ( )
(0) '(0) 0
1( ) ( )
2
t tx
x t x t t
x x





2/ 4 0D b c= − <
( )2 2( ) cos sin
, :
btu t e A c b t B c b t
A B
−= − + −
Constants
General Solution（３） 
2/ 4 0D b c= − =
( )( )
, :







"( ) 2 '( ) ( ) 0u t bu t cu t+ + =
( ) ( ) tAdU t AU t e
dt
= ⇒ Calculation of 
Matrix Representation Original Form 




( ) ( ),
( ) '( )
u t u t






( ) '( ) ( ),
( ) "( ) 2 '( ) ( )
2 ( ) ( )
u t u t u t
u t u t bu t cu t
bu t cu t
′ = =
 ′ = = − −






( ) ( )
,





u t u td




     
=     
     








































2( ) ( )
2! !
n
tA tA tAI tA
n




















=  − − 
Calculation (2) 









 = − + −
















 − + − 
Λ






b b c b b cλ λ
  
= =     − + − − − −   
Calculation (4) 
( ) ( )( )











( ) ( )
2! !
2!







































Λ + + ⋅⋅⋅+ + ⋅⋅

= + + + ⋅⋅⋅+











































Λ Λ Λ= + Λ + + ⋅⋅⋅+ + ⋅⋅⋅
   
= + + + ⋅⋅⋅   
     
 









1 2 1 2
1 2 1 2
1
2
1 2 12 1
2 1





















λ λ λ λ
λ λ λ λ
λ
λ λ λλ λ
λ λ
λ λ λ λ λ λ
Λ −=
−    
=     −−     
 − − +
 =
 − − − + 
Calculation (7) 
( )
1 2 1 2
1 2 1 2
0
2 11 0











e e e eu t u
u t ue e e e
e
λ λ λ λ
λ λ λ λ
λ λ
λ λ λ λ λ λ
=
 − − +   
 =    − − − +    
2/ 4 0D b c= − ≠Case :


Marie Ennemond Camille Jordan 
Jordan 
Marie Ennemond Camille Jordan  
(1838-1922) 
































=  − − 
Calculation (2) 
2/ 4 0D b c= − =Case :
bλ = − (Double Root)




   












−   
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2! !
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Λ + + ⋅⋅⋅+ + ⋅⋅

= + + + ⋅⋅⋅+









( ) ( )
2! !
1 0 1 2

























Λ Λ Λ= + Λ + + ⋅⋅⋅+ + ⋅⋅⋅
    
= + + + ⋅⋅⋅    
     
 





































    
=     −    
 −
=  
− + + 
Calculation (7) 











U t e U
u t ue te te






 −   




















































































Signature of Eigenvalues 
Saddle Point 



















A  =  
 
Eigenvalues： 
Signature of Eigenvalues 
Unstable Node 
























=  − 
Eigenvalues： 
Signature of Eigenvalues 
Stable Node 










 = − +

 = − +

− 






=  − 
−Eigenvalues： 
Signature of Eigenvalues 
Saddle Point 




















A  =  
 
Eigenvalues： 
Signature of Eigenvalues 
Unstable Node 











 = − −

 








Signature of Eigenvalues 
Center 











 = − +

 
=  − 
1 1
2 1
1 12 2,i i
A  =  − 
+ −Eigenvalues： 
Signature of Eigenvalues 
Unstable Node 




















A  =  
 
Eigenvalues： 
Signature of Eigenvalues 
Degenerate Node 

Bird’s- Eye View 

































































George Green (1793-1841) 










































f f fdxdy ds
x yΩ ∂Ω
 ∂ ∂ ∂





Gauss’ Divergence Theorem (1) 





 ∂ ∂ ∂





























Gauss’ Divergence Theorem (2) 
div







∫∫∫ ∫∫F F n
F






Stokes’ Theorem (1) 
S
S
h g f h g fdydz dzdx dxdy
y z z x x y
fdx gdy hdz
∂





(2,3,1) 2 3 3 2 2
(1,2 1)
2 3 22y z dx xyz dy xy z dz
−
+ + =∫
Stokes’ Theorem (2) 
rot ,














０ Functions Points 
１ dx,dy,dz Segments 
２ dxdy,dydz,dzdx Rectangles 
３ dxdydz Cubes 
Duality of Concepts 












Interval Function Fundamental 
Theorem of 
Calculus 
２-Domain One Form Green’s Theorem 
３-Domain Two Form Gauss’ Theorem 
Surface One Form Stokes’ Theorem 
Examples of Stokes’ Formula 

Gradient 
grad , ,f f ff
x y z
∂ ∂ ∂ 
=  ∂ ∂ ∂ 
Rotation 
rot ( , , )
, ,
f g h
h g f h g f
y z z x x y
 ∂ ∂ ∂ ∂ ∂ ∂
= − − − ∂ ∂ ∂ ∂ ∂ ∂ 
Divergence 





































Gauss’ Divergence Theorem (1) 
D
D




 ∂ ∂ ∂




Gauss’ Divergence Theorem (1)  
























Gauss’ Theorem (Electric Field) 
0
0




























Stokes’ Theorem (1) 
S
S
h g f h g fdydz dzdx dxdy
y z z x x y
fdx gdy hdz
∂

















Michael Faraday (1791-1867) 






( )( , ) ( , ) ,
( , , )
S S
d x t dS x t d
dt
d dx dy dz
∂
− ⋅ = ⋅
=
∫∫ ∫B n E r
r

Motions and Configurations 
B φt(B) 
Reference configuration 
of a body 







( ) ,x tSurface force τ




( ),X tSurface fo  rce τ
( ),X tBody for  Bce
Reference configuration 
Continuum Mechanics (1) 
Description Conservation 
Law of Mass 




BPV 00 Div ρρ +=∂
∂
t
d iv  ρ ρ
•








X t J X t
ρ
ρ φ=
Continuum Mechanics (2) 
Description Balance Law 
of Angular 
Momentum 






ρ ρ∂ + = +
∂
Q SD( )
div  = tr( )e rρ ρ
•






Any continuous function defined on a 
bounded closed interval may be 























































Any continuous function defined on the 
closed interval [0,1] may be 
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Bernstein’s Polynomial 
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Two predator-prey type species 
residing in a common district. 
 Two competing species residing in 
a common district. 

Volterra 
Vito Volterra (1860-1940) 




Model Differential Equations 
























































































































( ) :y t density of Pred the ator
( ) :x t density of the Prey
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LET  h0=0.005 
LET M=50  
SET WINDOW 0,M,0,M 
LET MS=M/30  
DRAW Grid 
FOR Y=-M TO M STEP MS 
   FOR X=-M TO M STEP MS 
      PLOT LINES  
      PLOT LINES: X,Y; 
      PLOT LINES : X+FF(X,Y)*MS/2, Y+GG(X,Y)*MS/2 
      PLOT LINES : X+(FF(X,Y)+GG(X,Y))*MS/5, Y+(GG(X,Y)-FF(X,Y))*MS/5; 
      PLOT LINES : X+FF(X,Y)*MS/2, Y+GG(X,Y)*MS/2 
      PLOT LINES : X+(FF(X,Y)-GG(X,Y))*MS/5, Y+(GG(X,Y)+FF(X,Y))*MS/5; 
      PLOT LINES : X+FF(X,Y)*MS/2, Y+GG(X,Y)*MS/2 
   NEXT X 
NEXT Y 
PAUSE 
FOR Y00=-M TO M STEP MS*SQR(5) 
   FOR X00=-M TO M STEP MS*SQR(5) 
      FOR K=1 TO 2 
         LET x0=X00 
         LET Y0=Y00 
         LET H=(-1)^(K-1)*H0 
         SET COLOR 2^k 
         PLOT LINES  
         PLOT LINES: X0,Y0; 
         LET COUNT=0 
         DO WHILE ABS(X0)<2*M AND ABS(Y0)<2*M AND COUNT<1000 
            LET COUNT=COUNT+1 
            LET X=X0+F(X0,Y0)*H/2 
            LET Y=Y0+G(X0,Y0)*H/2 
            LET X1=X0+F(X,Y)*H 
            LET Y1=Y0+G(X,Y)*H 
            PLOT LINES: X1,Y1; 
            LET X0=X1 
            LET Y0=Y1 
         LOOP  
      NEXT K 
   NEXT X00 
NEXT Y00 
END 
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Two Stable Points 
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Dominant Model (1) 
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Dominant Model (1) 
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Dominant Model (2) 
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Dominant Model (2) 
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Thomas Robert Malthus (1766-1834) 
 English Economist 
 An Essay on the Principle of Population 
(1798) 
 
Thomas Robert Malthus 
Idea Credited to Malthus 
A population will grow exponentially 












































DEF F(x, y)=2*y 
SET WINDOW -0.1,3,-0.1,60 
DRAW axes 
LET  x = 0 
LET  y = 5 
LET  h = 0.01 
LET  N = 10 
 
FOR i = 0 TO N STEP 0.01 
   LET  k1 = F(x, y) 
   LET  k2 = F(x + h / 2, y + h * k1 / 2) 
   LET  k3 = F(x + h / 2, y + h * k2 / 2) 
   LET  k4 = F(x + h, y + h * k3) 
     
   LET  x = x + h 
   LET  y = y + h * (k1 + 2 * k2 + 2 * k3 + k4) / 6 
   PLOT LINES: x,y; 
   SET LINE COLOR "red" 

































Solution of dx/dt=2x 
Verhulst 
Pierre Francois Verhulst (1804-1849) 
  Belgian Mathematical Biologist 
  Notice sur la loi que la population  
  poursuit dans son accroissement (1838) 
 
 
Pierre Francois Verhulst 
Idea Credited to Verhulst 
The growth rate of a population will 
depend on the effect of crowding within 
the population. 

























Logistic Model (1) 





























Logistic Model (2) 




































Logistic Model (3) 
Simplified Logistic Model (1) 
( )
0
( ) ( )
(0)
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For small populations, we get 
exponential growth with rate aA. 
As x(t) increases, the growth slows 
down and the population gradually 








( ) ( )
(0 0) 30











a A x= ==
Runge-Kutta Method 
DEF F(t,x) = (3 - 0.1 * x) * x 
SET WINDOW  0,10,0,40 
DRAW axes 
 
LET  t = 0  
LET  x = 100 
 
LET  h = 0.01 
LET  N = 10 
 
FOR i = 0 TO N STEP 0.01 
   LET  k1 = F(t, x) 
   LET  k2 = F(t + h / 2, x + h * k1 / 2) 
   LET  k3 = F(t + h / 2, x + h * k2 / 2) 
   LET  k4 = F(t + h, x + h * k3) 
     
   LET  t = t + h 
   LET  x = x + h * (k1 + 2 * k2 + 2 * k3 + k4) / 6 
   PLOT LINES: t,x; 
   SET LINE COLOR 4 
   WAIT DELAY 0.01 
NEXT i 
END 
Runge-Kutta Method (Large Initial Data) 
(0) 100x =
30A =





















15a A x== =
30A =
(0) 15x =
Runge-Kutta Method (Small Initial Data) 





( ) ( )
(0 0) 30
























Runge-Kutta Method (Large Initial Data) 



































Runge-Kutta Method (Small Initial Data) 

