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Abstract
Statistical model selection problems arises in diverse areas. Some of the selection methods have
exponential complexities and thus, are computationally demanding. The purpose of this thesis is
to propose computationally efficient and numerical reliable algorithms used in statistical model
selection. Particular emphasis is given to the computationally intensive model selection strategies
which evaluate regression trees and have combinatorial solutions. The computational efficiency of
the proposed algorithms has been investigated by detailed complexity analysis.
Parallel algorithms to compute all possible subset regression models are designed, implemented
and analyzed. A branch-and-bound strategy that computes the best-subset regression models corre-
sponding to each number of variables is proposed. A heuristic version of this strategy is developed.
It is based on a tolerance parameter when deciding to cut a subtree. Experimental results which
support the theoretical results of the new strategies are shown. The adaptation of the various regres-
sion tree strategies to subset Vector Autoregressive model selection problems is pursued. Various
special cases for subset selection which exploit the common columns of the data matrices and the
Kronecker structure of the variance-covariance matrix are investigated. Within this context, the
design of a combinatorial algorithm to compute efficiently the estimators of a seemingly unrelated
regressions model with permuted exogenous data matrices is designed.
The algorithms developed in this thesis have as a main computational component the QR de-
composition and its modification. Efficient strategies to compute the various matrix factorization
problems which arise in the estimation procedures are designed. The non-dense structure of the
matrices is exploited, Kronecker products are not explicitely computed and computation of matrix
inverses is avoided.
i
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Chapter 1
Introduction
A common problem in statistics is that of estimating parameters of some assumed relationship
between one or more variables. One such relationship is
y = f (a1, . . . ,an), (1.1)
where y is the output variable and a1, . . . ,an are the input variables. Regression analysis estimates
the form of the relationship (1.1) by using the observed values of the variables. This attempt in
describing how these variables are related to each other is know as model building. In general,
there will be other unmeasured variables that also contribute to y. Thus, the specification of the
relationship (1.1) is given by
y = f (a1, . . . ,an) + ε,
where ε is the disturbance term of error, whose specific value in any single observation cannot be
predicted. The purpose of ε is to characterize the discrepancies that emerge between the actual
observed value of y and the values that would be assigned by an exact functional relationship. The
difference between the observed and the predicted value of y is called residual.
An important problem in regression analysis is that of deciding which explanatory variables, or
regressors, or factors should be included in the model such that it provides better forecast. Given
a list of variables which may have an effect on the dependent variable, there are two conflicting
criteria for selecting a subset of them. On one hand, the model chosen should include as many
variables as possible from the list if reliable prediction are to be obtained from the fitted equations.
On the other hand, there are several reasons for which someone would like to reduce the list of
variables included in the model. One important reason is the resulting parsimony; it is easier to
1
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work with simpler models. A second reason is that reducing the number of variables often reduces
multi-collinearity. Finally, measuring the dependent variable using all factors could be expensive.
Thus, it is expected to be able to predict it with sufficient accuracy from a subset of variables which
can be measured cheaply. Deleting some independent variables usually biases the estimates of the
parameters left in the model, and decreases their dispersions. A trade-off should be found between
the two extremes, which is equivalent in finding a balance between the benefits and consequences
of reducing the number of variables in the model. This problem is referred to as selecting the best
subset or selecting the best regression equation [14, 54, 94, 95, 109, 110].
The objective of this thesis is to design computationally efficient and numerical reliable al-
gorithms for deriving the best subset models. Specifically, an efficient parallel algorithm which
generates all possible subset regression models is proposed. A branch-and-bound algorithm which
computes the best-subset regression models is described. The problem of subset Vector Autore-
gressive (VAR) model selection or equivalently, the lag structure identification is also considered.
Efficient strategies which exploits the particular structure of the models are presented. They al-
low the faster investigation of subclasses of VAR models when compared to the standard methods.
Finally, an efficient algorithm for generating all the Seemingly Unrelated Regression models with
permuted exogenous data matrices is proposed within the context of subset VAR model selection.
1.1 Linear models
A linear model is one relationship in which an endogenous variable y can be expressed as a linear
function of independent exogenous variables a1, . . . ,an i.e.
y = β1a1 + β2a2 + . . .+ βnan + ε,
where βi (i = 1, . . . ,n) are unknown constants and ε is the disturbance term or error. If there are m
(m> n) sample observations, then this relationship can be written as
y1
y2
...
ym
=

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
...
am1 am2 · · · amn


β1
β2
...
βn
+

ε1
ε2
...
εm
 .
In compact form, the latter can be written as
y = Aβ + ε, (1.2)
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where y,ε ∈ Rm, A ∈ Rm×n and β ∈ Rn. To complete the description of the linear model (1.2),
additional assumptions should be specified. The first assumption is that the expected value of ε is
zero, that is, E(ε) = 0. The second assumption is that A is a non-stochastic matrix which implies
E(AT ε) = 0. The final assumption is that the various values of the ε are normally distributed, i.e.
the variance-covariance matrix of ε is σ2Ω, where Ω is a symmetric non-negative definite matrix
and σ is an unknown scalar. In summary, the complete mathematical specification of the (general)
Linear Model is given by
y = Aβ + ε, ε∼ (0,σ2Ω),
where the notation ε ∼ (0,σ2Ω) indicates that the disturbance vector ε comes from a distribution
having zero mean and variance-covariance matrix σ2Ω [102].
1.1.1 The Ordinary Linear Model
Consider the Ordinary Linear Model (OLM)
y = Aβ + ε, ε∼ (0,σ2Im), (1.3)
where y ∈ Rm is the response vector, A ∈ Rm×n is the full rank exogenous matrix, β ∈ Rn are the
coefficients to be estimated and ε ∈ Rm is the error vector. The OLM assumptions are that each
εi has the same variance and all disturbances are pairwise uncorrelated. That is, Var(ε i) = σ2 and
E(εTi ε j) = 0 for 1≤ i 6= j ≤m.
The Ordinary Least Squares (OLS) estimator of (1.3) is found by minimizing
eT e = (y−Aβ)T (y−Aβ).
This is equivalent in setting ∂(eT e)/∂β = 0 which gives the least-squares normal equations AT Aβ =
AT y and thus, the OLS estimator is given by βˆ = (AT A)−1AT y. The OLS estimator is the Best Linear
Unbiased Estimator (BLUE) for the linear model (1.3) [102]. That is, E(βˆ) = β and if β˜ is another
linear unbiased estimator for β, then E((β˜− β)(β˜− β)T )− E((βˆ− β)(βˆ− β)T ) is non-negative
definite.
Alternatively, let the QR Decomposition (QRD) of the explanatory data matrix A be given by
QT A =
(
R
0
)
n
m−n
and QT y =
(
y1
y2
)
n
m−n
, (1.4)
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where Q ∈ Rm×m is orthogonal, satisfying QT Q = QQT = Im, and R ∈ Rn×n is upper triangular.
The OLS estimator of (1.3) derives by minimizing ‖e‖2 = ‖y−Aβ‖2, that is
βˆ = argmin
β
‖y−Aβ‖2
= argmin
β
∥∥QT y−QT Aβ∥∥2
= argmin
β
(‖y1−Rβ‖2 +‖y2‖2)
= R−1y1.
Notice that the Residual Sum of Squares (RSS) ‖y2‖2 = ‖y−Aβˆ‖2 and σ2 is estimated by σˆ2 =
‖y2‖2 /(m−n).
1.1.2 The General Linear Model
The difference between the General Linear Model (GLM) and the OLM is that there is a correlation
between the disturbances εi (i = 1, . . . ,m). The GLM is given by (1.2), i.e.
y = Aβ + ε, ε∼ (0,σ2Ω), (1.5)
where Ω is a known, positive definite matrix. The BLUE of β in (1.5) comes from solving the
Generalized Least Squares (GLS) problem
argmin
β
‖y−Xβ‖2Ω−1 ,
where, ‖·‖Ω denotes the energy norm, i.e. ‖v‖2Ω = vT Ωv. The latter is equivalent to the normal
equations
XT Ω−1Xβ = XT Ω−1y
which have solution
βˆ = (XT Ω−1X)−1XT Ω−1y.
This solution is computationally expensive and numerical unstable when Ω is ill-conditioned
[12, 81]. Furthermore, if Ω is singular, then the numerical solution of the GLM will fail completely
and the replacement of Ω−1 by the Moore-Penrose generalized inverse would not always give the
BLUE of β [77].
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To avoid problems associated with the singularity or ill-conditioning of Ω, the GLM (1.5) can
be formulated as the Generalized Linear Least Squares Problem (GLLSP)
argmin
υ,β
υT υ subject to y = Aβ +Cυ, (1.6)
where Ω ∈ Rm×m is semi-positive definite with rank g, Ω = CCT , C ∈ Rm×g has full column rank
and the random g-element vector υ is defined as Cυ = ε. That is, υ∼ (0,σ2Ig) [77]. Without loss
of generality consider the case where Ω is non-singular. For the solution of the GLLSP (1.6), the
Generalized QRD (GQRD) can be employed [6, 100]. The GQRD of A and C is given by the QRD
(1.4) and the RQD of QTC, i.e.
(QTC)P = W ≡
( n m−n
W11 W12
0 W22
)
n
m−n
and PT υ =
(
υ1
υ2
)
n
m−n
, (1.7)
where P ∈ Rm×m is orthogonal and W ∈ Rm×m is upper triangular and non-singular. The GLLSP
(1.6) can be equivalently written as
argmin
υ,β
∥∥PT υ∥∥2 subject to QT y = QT Aβ + QTCPPT υ
or
argmin
υ1,υ2,β
(‖υ1‖2 +‖υ2‖2) subject to
y1 = Rβ +W11υ1 +W12υ2,y2 = W22υ2. (1.8)
From the second constraint of (1.8) it follows that υ2 = W−122 y2 and in the first constraint the arbi-
trary sub-vector υ1 is set to zero in order to minimize the objective function. Thus, the estimator
of β derives from the solution of the upper triangular system Rβ = y1−W12υ2. The variance-
covariance of the coefficients estimator is given by σˆ2R−TW T11W11R−1, where σˆ2 = ‖υ2‖2 /(m−n)
is an estimator of σ2.
1.1.3 The Seemingly Unrelated Regressions Model
The Seemingly Unrelated Regressions (SUR) Model is a special case of GLM and is defined by
the set of G regression equations
yi = Xiβi + ui, i = 1, . . . ,G,
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where yi ∈ RM are the response vectors, Xi ∈ RM×ki are the exogenous matrices with full column
rank, βi ∈ Rki are the coefficients and ui ∈ RM are the disturbances. The expectation of ui is zero,
i.e. E(ui) = 0 and E(uiuTj ) = σi jIM (i, j = 1, . . . ,G) [63, 72, 114]. In compact form, the SUR model
can be written as 
y1
y2
...
yG
=

X1
X2
. . .
XG


β1
β2
...
βG
+

u1
u2
...
uG
 ,
or
vec(Y ) = (⊕Gi=1Xi)vec ({βi}G) + vec(U), (1.9)
where Y = (y1 . . .yG) and U = (u1 . . .uG). The direct sum of matrices ⊕Gi=1Xi defines a GM×K∗
block-diagonal matrix
⊕Gi=1Xi = X1⊕X2⊕ . . .⊕XG =

X1
X2
. . .
XG
 ,
where K∗ = ∑Gi=1 ki [103]. The vec operator stacks the columns of its matrix or set of vectors
{βi}G ≡ β1, . . . ,βG argument in a column vector, that is
vec(Y ) =

y1
...
yG
 and vec ({βi}G) =

β1
...
βG
 .
For notational convenience the direct sum ⊕Gi=1 and the set {·}G are abbreviated to ⊕i and {·},
respectively. The disturbance term vec(U) in (1.9) has zero mean and variance-covariance matrix
Σ⊗ IM , where Σ = [σi j] ∈ RG×G is symmetric and positive definite and ⊗ denotes the Kronecker
product [58, 72, 74, 105, 106, 113, 114, 126, 127]. That is, vec(U)∼ (0,Σ⊗ IM) and
Σ⊗ IM =

σ11IM σ12IM · · · σ1GIM
σ21IM σ22IM · · · σ2GIM
...
...
...
σG1IM σG2IM · · · σGGIM
 .
Notice that (A⊗B)(C⊗D) = AC⊗BD and vec(ABC) = (CT ⊗A)vec(B).
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1.1.4 The Vector Autoregressive Model
The vector time series zt ∈ RG is a Vector Autoregressive (VAR) process of order p when its data
generating process has the form
zt = Φ1zt−1 + Φ2zt−2 + · · ·+ Φpzt−p + εt , (1.10)
where Φi ∈ RG×G are the coefficient matrices and εt ∈ RG is the noise vector. Given a set of
realizations of the process in (1.10), z1, . . . ,zM and a pre-sample z0, . . . ,z1−p the parameter matrices
are estimated from the linear model
zT1
zT2
...
zTM
=

zT0 z
T
−1 · · · zT1−p
zT1 z
T
0 · · · zT2−p
...
...
. . .
...
zTM−1 z
T
M−2 · · · zTM−p


ΦT1
ΦT2
...
ΦTp
+

εT1
εT2
...
εTM
 . (1.11)
In the compact form the model in (1.11) can be written as
Y = XB +U, (1.12)
where Y = (y1 . . .yG) ∈ RM×G are the response vectors, X ∈ RM×K is the exogenous data matrix
having full-column rank and block-Toeplitz structure, B ∈ RK×G is the coefficient matrix, U =
(u1 . . .uG) ∈ RM×G are the disturbances and K = Gp. A matrix T ∈ Rn×n is said to have Toeplipz
structure if there exist scalars r−n+1, . . . ,r0, . . . ,rn−1 such that ti j = r j−i for i, j = 1, . . . ,n. The
expectation of U is zero, i.e. E(ui) = 0, and E(uiuTj ) = σi jIM (i, j = 1, . . . ,G) [72, 77, 86, 98, 99,
114].
The VAR model (1.12) can be written as
vec(Y ) = (IG⊗X)vec(B) + vec(U), vec(U)∼ (0,Σ⊗ IM), (1.13)
where Σ = [σi j] ∈ RG×G has full rank [33, 63]. The OLS and GLS estimators of (1.13) are the
same. Let the QRD of (X Y ) be given by
(X Y ) = Q
(
R
0
)
=
( Gp G M−(p+1)G
QT QY QN
) 
Gp G
RT RTY
0 RY
0 0

Gp
G
M−(p+1)G
,
where Q ∈RM×M is orthogonal and R ∈ RG(p+1)×G(p+1) is upper triangular. The OLS estimator of
B in (1.13) is computed by Bˆ = R−1T RTY . The residuals are given by Uˆ = QY RY , and the covariance
matrix Σ is estimated by Σˆ = UˆTUˆ/α = RTY RY/α, where α = M or α = M−Gp.
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1.2 The QR Decomposition
The QR Decomposition (QRD) is one of the main computational tools in regression [11, 12, 21, 28,
45, 48, 81, 111]. It is mainly used in the solution of Least-Squares (LS) problems [10, 46, 57, 81].
Different methods have been proposed for forming the QRD (1.4) which is re-written as
QT A =
(
R
0
)
, (1.14)
where A ∈ Rm×n, Q ∈ Rm×m is orthogonal, R ∈ Rn×n is upper-triangular and m > n. It is assumed
that A has full-column rank. The two main methods for computing the QRD are based on House-
holder reflectors and Givens rotations [45, 63, 117].
1.2.1 The Householder method
An m×m Householder transformation (or Householder matrix or Householder reflector) has the
form
H = Im−2 hh
T
‖h‖2 ,
where h∈Rm satisfies ‖h‖2 6= 0. Householder matrices are symmetric and orthogonal, i.e. H T = H
and H2 = Im. They can be used to annihilate specified elements of a vector or a matrix [12, 45].
Specifically, let x ∈ Rm be non zero. A Householder matrix H can be chosen such that y = Hx has
zero elements in positions 2 to m by setting h = x±αe1, where α = xT x and e1 denotes the first
column of the m×m identity matrix Im.
For the computation of the QRD (1.14) a sequence of n Householder transformations can be
applied, i.e. the orthogonal matrix Q is defined as QT = Hn · · ·H2,H1. The ith Householder trans-
formation is of the form
Hi =
(
Ii−1 0
0 H˜i−1
)
,
where H˜i = Im−i+1−2(hihTi )/‖hi‖2 and a zero dimension denotes a null matrix. If A(0) ≡ A and
A(i) = HiA(i−1) ≡
( i n−i
R(i)11 R
(i)
12
0 A˜(i)
)
i
m−i
, i = 1, . . . ,n,
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where R(i)11 is upper triangular, then Hi+1 from the left of A(i) annihilates the last m− i−1 elements
of the first column of A˜(i). The transformation Hi+1A(i) affects only A˜(i) and it follows that
A(n) ≡
(
R
0
)
.
1.2.2 The Givens rotation method
An m×m Givens (plane) rotation is an orthogonal matrix having the structural form
G(k)i, j =
i
↓
j
↓

1
. . .
c −s ← i
1
. . .
s c ← j
. . .
1
,
where c = cos(θ) and s = sin(θ) for some θ, that is c2 +s2 = 1 [45]. The rotation G(k)i, j when applied
to the left of a matrix annihilates the kth element in the jth row and only the ith and the jth rows
are affected.
Specifically, the transformation
A˜ = G(k)i, j A
results in a˜ j,k being zero, where A, A˜ ∈ Rm×n and 1≤ k ≤ n. It follows that
A˜p,: =

cAi,: + sA j,:, if p = i,
−sAi,: + cA j,:, if p = j,
Ap,:, otherwise.
Thus, if the a j,k 6= 0 then it can be annihilated using the Givens transformation G(k)i, j by setting
c = ai,k/t, s = a j,k/t and t2 = a2i,k + a
2
j,k.
10 CHAPTER 1. INTRODUCTION
The QRD (1.14) can be computed by applying a sequence of Givens rotations. One of such
sequences, referred column-based, can be expressed as
Q = (G(1)m−1,m · · ·G(1)1,2)(G(2)m−1,m · · ·G(2)2,3) · · · (G(n)m−1,m · · ·G(n)n,n+1).
Here, the rotations (G(i)m−1,m · · ·G(i)i,i+1) annihilate the elements (m, i), . . . ,(i + 1, i), i.e. the last m− i
elements of the ith column, and preserve the previously annihilated elements. While the House-
holder reflections are useful for introducing zero elements on the grand scale, Givens rotations are
important because they can annihilate the elements of a matrix more selectively.
1.3 Statistical Model Selection
A measure of fit for regression is
R2p = 1−RSSp/(yT y),
where RSSp denotes the residual sum of squares when fitting the model by including p variables
out of n. The value of RSSp lies between 0 and 1 and the closer it is to 1, the better the fit [52].
Alternatively, the estimate of σ2,
σˆ2p = RSSp/(m− p),
can be also used as a measure of fit, where m is the sample size. Small values of σˆ2p indicate a good
fit. The bias of the estimates can be measured by the Mallow’s Cp statistic
Cp = RSSp/σˆ2− (m−2p),
where σˆ2 is the estimate of σ2 when all the n variables are included in the regression. If selecting
only the p variables does not lead to much bias in the predicted ones, then E(Cp) ≈ p [87, 88].
Therefore, when considering several candidate models, one can look at the corresponding σˆ2p, R2p
and Cp values. Other criteria for evaluating the quality of models have been also proposed. A
non-exhaustive list is given by adjusted R2, Mean Square Error of Prediction (MSEP), Akaike In-
formation Criterion (AIC), Information Complexity Criterion (ICOMP) and Bayesian Information
Criterion (BIC) [2, 3, 4, 15, 16, 54, 118].
One approach when selecting the best subset models is to search over all possible subsets.
This allows the examination of all 2n−1 regression equations constructed out of n variables. As n
increases, the number of models to be computed increases exponentially which implies an intensive
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computational effort. Thus, this procedure can be improved by forcing a predetermined list of
variables to be in and search for the others. Also, ”short-cut” methods which reduces the search
space can be employed [24, 35, 36, 37, 38, 79, 94, 97, 109, 112].
For large values of n or for multivariate dependent variable the method of generating all subsets
becomes infeasible. Thus, polynomial stepwise (greedy) procedures have been proposed. These
are based on adding or deleting variables one at a time according to a specific criterion [26, 54, 109,
110]. The Forward Selection procedure starts with no variable in the model and adds one variable
at a time until either a stopping criterion is satisfied, or until all variables are selected. At each step,
the variable with the largest single degree of freedom F-value, among those eligible is considered
for inclusion. That is, variable i is added to a p-factors regression equation if
Fi = max
i
(
(RSSp−RSSp+i)/σˆ2p+i
)
> FIN,
where (p + i) denotes the quantities computed when variable i is added to the current p-factors
equation. The stopping criterion for the procedure is given by the specification of the quantity FIN.
The Backward Elimination procedure starts with the full specified model. At any step, the
variable with the smallest F-value is deleted if it does not exceed a specified value. That is, variable
i is eliminated from the p-factors equation if
Fi = min
i
(
(RSSp−i−RSSp)/σˆ2p
)
< FOUT.
Similarly, (p− i) denotes the quantity computed when variable i is eliminated from the p-term
regression equation. The quantity FOUT gives the stopping criterion of the procedure.
The Stepwise Procedure is a combination of the two procedures just described. It starts with
no variable in the model. After a new variable is added following a step like in the forward selec-
tion, every factor already selected is examined to check weather it should be deleted, just as in a
backward step.
Finding the best subset models can be seen as an optimization problem, i.e. minimize or max-
imize a selection criterion for the full model subject to the restriction that certain coefficients –the
ones deleted– are zero. Within this context, heuristics such as thresholding accepting methods and
Genetic algorithms have been proposed [82, 116, 121].
1.4 Parallel processing and statistics
Parallel algorithms have been proposed to solve various problems arising in diverse applications.
Emphasis has mainly been given to the solution of large scale industrial and engineering problems
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[25, 30, 85, 89, 125]. Although some of these interdisciplinary fields such as signal processing and
pattern recognition, contain a strong statistical computing component, overall the use of parallelism
in statistics and econometrics can be seen as under developed [1]. This is mainly due to the lack of
a strong interface between parallel computing and statistics [62, 68, 75, 76, 93, 124].
Various parallel numerical libraries contain subroutines useful to statistics. For example LA-
PACK and ScaLAPACK provide routines to solve constrained least squares and matrix problems
that are useful in statistical modeling [5, 7, 13]. These routines have been build as a general numer-
ical tool and cannot be used efficiently to solve statistical problems that exhibit special properties
and characteristics. The design of purposely build parallel numerical libraries and tools will fa-
cilitate the solution of computational intensive statistical problems. Recently advances in parallel
software and hardware have made it feasible to develop parallel methods to solve problems arising
in statistical and economic modeling. The majority of these advances have been in terms of par-
allelizing the straightforward parts of existing algorithms or the re-engineering of the main matrix
computations [8, 9, 20, 29, 96].
1.5 Overview of the thesis
Each chapter of the thesis is self contained1 . Chapter 2 presents efficient parallel algorithms for
deriving the best subset models. Sequential strategies for computing the residual sum of squares
of all possible models of the standard regression using Givens rotations have been previously pro-
posed. Specifically, an algorithm based on columns transpositions which derives all models has
been developed [24]. At each step of the algorithm two adjacent columns are transposed and a
Givens rotation is applied. Further, a dropping columns algorithm (DCA) which applies the Givens
rotations on matrices of smaller size has been introduced [112]. The DCA generates a regression
tree. The computations involved in these sequential methods are based on the re-triangularization
of a matrix after interchanging or deleting columns. In Chapter 2, an efficient parallelization of the
DCA is proposed. Its extension for the General Linear and the Seemingly Unrelated Regressions
models and the case where new variables are added to the standard regression model are designed.
Chapter 3 presents a branch-and-bound algorithm (BBA) for finding the best regression equa-
tion which avoids the derivation of all subset models provided by the DCA described in Chapter 2.
The BBA exploits the properties of the regression tree generated by the DCA and generates the best
subset models corresponding to each number of variables. Existing leaps-and-bounds methods are
1Each chapter has been published, accepted or submitted for publication in a refereed international journal.
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based on Gaussian elimination and inverse matrices [36]. The BBA outperforms by cubic order of
complexity the existing leaps-and-bounds method which generates two trees. Strategies which im-
prove the computational performance of the proposed algorithm together with an efficient heuristic
version of the BBA which decides to cut sub-trees using a tolerance parameter are also presented.
Chapter 4 considers the regression tree strategy (DCA) of Chapter 2 in order to compute the
subset Vector Autoregressive (VAR) models. The VAR model with zero-restriction on the coef-
ficients is formulated as a Seemingly Unrelated Regressions (SUR) model where the exogenous
matrices comprise columns of a triangular matrix. The common columns of the exogenous ma-
trices and the Kronecker structure of the variance-covariance of the disturbances are exploited in
order to derive efficient estimation algorithms. Within this context o the estimation of the SUR
models comprising G equations is described in Chapter 5. An efficient combinatorial algorithm to
compute all possible G! SUR models with permuted exogenous data matrices is proposed. Finally,
the last Chapter concludes and provides directions for future research.
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Chapter 2
Parallel algorithms for computing all
possible subset regression models using
the QR decomposition
Abstract:
Efficient parallel algorithms for computing all possible subset regression models are proposed. The
algorithms are based on the dropping columns method that generates a regression tree. The prop-
erties of the tree are exploited in order to provide an efficient load balancing which results in no
inter-processor communication. Theoretical measures of complexity suggest linear speed-up. The
parallel algorithms are extended to deal with the general linear and seemingly unrelated regression
models. The case where new variables are added to the regression model is also considered. Ex-
perimental results on a shared memory machine are presented and analyzed.
1This chapter is a reprint of the paper: C. Gatu and E.J. Kontoghiorghes. Parallel algorithms for computing all
possible subset regression models using the QR decomposition. Parallel Computing, 29(4):505–521, 2003.
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2.1 Introduction
The problem of computing all possible subset regression models arises in statistical model selec-
tion. Most of the criteria used to evaluate the subset models require the residual sum of squares
(RSS) [108]. Consider the standard regression model
y = Aβ + ε, (2.1)
where y ∈ Rm is the dependent variable vector, A ∈ Rm×n is the exogenous data matrix of full
column rank, β ∈ Rn is the coefficient vector and ε ∈ Rm is the noise vector. It is assumed that
ε has zero mean and variance-covariance matrix σ2Im. Let the QR decomposition (QRD) of A be
given by
QT A =
(
R
0
)
n
m−n and Q
T y =
(
y1
y2
)
n
m−n , (2.2)
where Q∈Rm×m is orthogonal and R∈Rn×n is upper triangular and non-singular. The least squares
(LS) solution and the RSS of (1) are given by βˆ = R−1y1 and yT2 y2, respectively [12]. Let A(S) = AS
and β(S) = ST β, where S is an n× k selection matrix such that AS selects k columns of A. Notice
that the columns of S are the columns of the identity matrix In. For the LS solution of the modified
model
y = A(S)β(S) + ε, (2.3)
the QRD of A(S) is required. This is equivalent to re-triangularizing R in (2) after deleting columns
[61, 63, 69]. That is, computing the factorization
QT(S)RS =
(
R(S)
0
)
k
n− k and Q
T
(S)y1 =
(
y˜1
yˆ1
)
k
n− k . (2.4)
The LS estimator for the new model and its corresponding RSS are given by βˆ(S) = R−1(S)y˜1 and
RSS(S) = RSS + yˆT1 yˆ1, respectively. Let ei denote the ith column of the n× n identity matrix In.
Notice that if S = (e1,e2, . . . ,ek), then QT(S) = In and R(S) is the leading k× k sub-matrix of RS,
where k = 1, . . . ,n.
The number of all possible selection matrices S, and thus models, is 2n− 1. The leading sub-
matrices of R provide n of these models. As n increases, the number of models to be computed
increases exponentially. Therefore, efficient algorithms for fitting all possible subset regression
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models are required. Sequential strategies for computing the upper-triangular R(S) and the cor-
responding RSS(S) for all possible selection matrices S have been previously proposed [24, 112].
Clarke developed an algorithm which derives all models based on a columns transposition strategy
[24]. At each step of the algorithm two adjacent columns are transposed and a Givens rotation is
applied to re-triangularize the resulted matrix. The order of transposition is important as it applies
the minimum 2n−n−1 Givens rotations. Smith and Bremner developed a Dropping Columns Al-
gorithm (DCA) which generates a regression tree [112]. The DCA applies the Givens rotations on
matrices of smaller size and overall has less computational complexity. However, unlike Clarke’s
method, it requires intermediate storage [111]. The computations involved in these sequential
methods are based on the re-triangularization of a matrix after interchanging or deleting columns.
Givens rotations can be efficiently applied to re-triangularize a matrix after it has been modified by
one column or row [43, 45]. Let the m×m Givens rotation G(k)i, j have the structural form
G(k)i, j =
i j 
1 . . . 0 . . . 0 . . . 0
...
. . .
...
...
...
0 . . . c . . . s . . . 0
...
...
. . .
...
...
0 . . . −s . . . c . . . 0
...
...
...
. . .
...
0 . . . 0 . . . 0 . . . 1

← i
← j
, (2.5)
where c2 + s2 = 1. The Givens rotation G(k)i, j is orthogonal and when applied from the left of a
matrix, annihilates the kth element on the jth row and only the ith and jth rows are affected.
Hereafter the Givens rotation Gi ≡ G(i−i)i,i−1. Constructing a Givens rotation requires 6 flops. The
time to construct a Givens rotation will be denoted by t. The same time is required to apply the
rotation to a 2–element vector [45]. Thus, tn ≡ 6n flops are needed to annihilate an element of a
2×n non-zero matrix.
Parallel strategies for computing all possible subset regression models are investigated. An
efficient parallelization of the DCA is proposed. Its extension for the general linear and seemingly
unrelated regression models, and the case where new variables are added to the standard regression
model are considered. Theoretical measures of complexity suggest linear speed-up when p = 2ρ
(ρ ≥ 0) processors are used. All the parallel algorithms have been implemented using Fortran,
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BLAS and MPI on the shared memory SUN Enterprise 10000 (16 CPU UltraSPARC 400 MHz)
[34]. The execution times in the experimental results are reported in seconds.
In section 2 a formal description of the regression trees generated by the DCA is presented and
their properties are investigated. The parallelization of the DCA together with an updating algo-
rithm for generating all subset regression models are described in section 3. Theoretical measures
of complexity are derived. Section 4 considers the extension of the parallel DCA to the general
linear and seemingly unrelated regression models. Conclusions and future work are presented and
discussed in section 5.
2.2 Regression trees
The DCA has been briefly discussed in [111, 112]. Here a formal and detailed description is
given. Let Mvk,λ denote the upper triangular factor in the QRD of an exogenous matrix comprising
the columns (variables) v1, . . . ,vk+λ. Furthermore, the index pair (k,λ) indicates that the columns
k + 1, . . . ,k + λ−1 will be deleted one at a time from the triangular (exogenous) matrix in order to
obtain new models. Within this context the regression tree T vk,λ defines an (λ− 1)–tree having as
root node Mvk,λ with the children T
v(k+i)
k+i−1,λ−i for i = 1, . . . ,λ− 1. Here, v(k+i) denotes the vector v,
without its (k+ i)th element. Notice that Mvk,λ together with the modified response variable QT y can
provide the RSS of the sub-models comprising the variables (v1),(v1v2), . . . , and (v1 · · ·vk+λ). The
models (v1),(v1v2), . . . ,(v1 · · ·vk) can be extracted from a parent node of the regression tree while
the new sub-models provided by Mvk,λ are (v1 . . .vk+1), . . . ,(v1 . . .vk+λ). The derivation of a child
node from its parent requires a re-triangularization of an upper triangular matrix after deleting a
column using Givens rotations. The rotations are also applied on the modified response vector QT y.
Emphasis will be given to the retriangularization of the matrices. For simplicity the application
of the Givens rotations on the response vector will not be discussed, but it will be taken into
consideration for the complexity analysis. Figure 2.1 shows the sequence of Givens rotations for
re-triangularizing a 5×5 upper triangular matrix after deleting its 2nd column. Shadowed frames
indicate the submatrices affected by the Givens rotations at each stage of the re-triangularization.
The application of the DCA on the regression model (2.1) is equivalent to a leftmost walk on
the regression tree T v0,n, where M
v
0,n ≡ R in (2.2), vi = i and i = 1, . . . ,n. Figure 2.2 shows T v0,5
together with the sub-models which can be extracted from each node. A submodel is denoted by
a sequence of numbers which corresponds to the variable indices. The operations Drop and Shift
are used to derive a child node from its parent. Given Mvk,λ the Drop operation deletes the (k + 1)th
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triangular matrix with
the 2nd column deleted
- - -G3 G4 G5
after step 1 after step 2 final matrix
Zero element • Non-zero element ◦ Annihilated element
Figure 2.1: Re-triangularization of an n× n upper triangular matrix after deleting the kth column
using Givens rotations, where n = 5 and k = 2.
column, applies the λ− 1 Givens rotations Gk+2, . . . ,Gk+λ to re-triangularize the modified matrix
and returns Mv(k+1)k,λ−1. Figure 2.1 corresponds to the application of Drop on M
v
1,4 which returns M
v(2)
1,3 .
Given Mvk,λ the Shift operation returns M
v
k+1,λ−1. That is, it simply modifies the index of the first
column to be deleted from Mvk,λ by incrementing k and decrementing λ. From the parent M
v
k,λ the
ith child is obtained by applying (i− 1) Shifts followed by a Drop. For example, in Fig. 2.2,
M(2,4,5)1,2 derives from M
(2,3,4,5)
0,4 after a Shift followed by a Drop. This indicates that the sub-models
derived from the subtree T v(k+i)k+i−1,λ−i will always comprise the variables v1, . . . ,vk+i−1.
M(1,2,3,4,5)0,5
(12345,1234,123,12,1)
M(2,3,4,5)0,4
(2345,234,23,2)
M(3,4,5)0,3
(345,34,3)
M(4,5)0,2
(45,4)
M(5)0,1
(5)
M(3,5)1,1
(35)
M(2,4,5)1,2
(245,24)
M(2,5)1,1
(25)
M(2,3,5)2,1
(235)
M(1,3,4,5)1,3
(1345,134,13)
M(1,4,5)1,2
(145,14)
M(1,5)1,1
(15)
M(1,3,5)2,1
(135)
M(1,2,4,5)2,2
(1245,124)
M(1,2,5)2,1
(125)
M(1,2,3,5)3,1
(1235)
Figure 2.2: The regression tree T v0,n, where n = 5 and v = (1, . . . ,n).
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The SubTree procedure shown in Algor. 1 generates the regression tree T vk,λ given as an
argument the root node Mvk,λ. Thus, the DCA for the n–variable model (2.1) is equivalent to
SubTree(Mv0,n), where v = (1, . . . ,n) and in the QRD (2.2) R ≡ Mv0,n. The application of Drop
on Mvk,λ+1 depends only on λ and has complexity
CRet(λ) = t
λ
∑
j=1
( j + 1) = t(λ2 + 3λ)/2. (2.6)
Thus, the complexity of generating T vk,λ with root node M
v
k,λ is given by:
C(λ) =
λ−1
∑
i=1
(
CRet(λ− i) +C(λ− i)
)
= CRet(λ−1) + 2C(λ−1)
= 2λ−1C(1) +
λ−1
∑
i=1
2i−1CRet(λ− i). (2.7)
Now, since C(1) = 0 and using (2.6) in (2.7) it follows that
C(λ) = 3t2λ− t(λ + 2)(λ + 3)/2. (2.8)
Therefore, the complexity of the DCA is O(2n) and specifically given by:
CDCA(n) = C(n)≈ 3t2n.
Algorithm 1 Generating the regression tree T vk,λ from the root node M
v
k,λ.
1: procedure SubTree(Mvk,λ)
2: From Mvk,λ obtain the RSS of the sub–models (v1 · · ·vk+1), . . . ,(v1 · · ·vk+λ)
3: for i = 1, . . . ,λ−1 do
4: Store Mvk,λ
5: Mvk+i−1,λ−i+1←− Apply i−1 Shifts on Mvk,λ
6: Mv(k+i)k+i−1,λ−i ←− Apply Drop on Mvk+i−1,λ−i+1
7: SubTree(Mv(k+i)k+i−1,λ−i)
8: end for
9: end procedure
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2.3 The parallel DCA
For the design of an efficient parallel DCA (hereafter PDCA), the properties of the regression trees
need to be investigated and exploited. The number of nodes in the (λ−1)−tree T vk,λ is given by
δλ = 1 +
λ−1
∑
i=1
δi = 2λ−1,
where δi (i = 1, . . . ,λ−1) is the number of nodes in the subtree T v(k+λ−i)k+λ−i−1,i. Notice that,
δ j+1 = 1 +
j
∑
i=1
δi.
This indicates that the nodes of T vk,λ, excluding the root node, can be divided in two sets of nodes.
The first set comprises the δλ−1 nodes of the subtree T v
(k+1)
k,λ−1 and the second set consists of the
δλ−1− 1 nodes of the remaining subtrees. This property applies recursively for each resulted set.
Thus, given p = 2ρ processors (ρ < n−1), half of them are allocated to the T v(k+1)k,λ−1 and the rest of
the processors are allocated to the remaining of the tree, i.e. T vk+1,λ−1. This procedure is recursively
applied to each T v(k+1)k,λ−1 and T
v
k+1,λ−1 until each processor is allocated a unique subtree. These sub-
trees have the same complexity. Figure 2.3 illustrates the case for n = 5 and p = 4. Dashed boxes
indicate nodes derived from a Shift operation which requires no computation. The remaining nodes
are obtained using a Drop operation. Notice that the number of Shifts and Drops performed by the
processor Pr (r = 0, . . . ,2ρ− 1) is equal to the number of ones and zeros in the binary representa-
tion of r, respectively. Thus, P0 and P2ρ−1 perform only Drops and Shifts, respectively. Shadowed
boxes denote the subtrees which have the same complexity.
The PDCA uses a SPMD (Single–Program Multiple–Data) paradigm and is divided to mapping
and computation phases [34]. Initially all the processors are allocated the parent node M v0,n. In
the Mapping phase each processor performs a sequence of Drop or Shift operations until it has
generated a unique node. In the Computation phase each processor uses this node to generate
simultaneously 2n−ρ−1−1 (0≤ ρ< n−1) nodes. Algorithm 2 summarizes the steps of the PCDA,
while Fig. 2.3 illustrates its execution on 4 processors, where n = 5. The initial computations in
step 1 are not explicitly specified. All the processors can contribute to the computation of the QRD
and obtain a copy of the triangular matrix, or one processor computes the QRD and broadcast the
triangular factor to the remaining processors. The Mapping phase is shown in lines 4–11 of Algor. 2
which is executed by each processor. Notice that a Drop generates a new node (re-triangularizing a
matrix), while a Shift just changes the indices (k,λ) of the node. Furthermore, the time complexity
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STEP 1
MAPPING PHASE:
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Figure 2.3: The parallel computation of the T v0,5 using 4 processors (P0, P1, P2 and P3) .
of this phase is dominated by the first processor which performs ρ Drop operations and is given by:
Cmap(n,ρ) =
ρ
∑
j=1
CRet(n− j) = tρ
(
3n2 + 6n−4−ρ(3n−ρ + 3))/6.
The Computation phase executes the Subtree routine (see Algor. 1) in line 12 of Algor. 2. This
has complexity C(n−ρ) – defined in (2.8) – and thus, the complexity of the PDCA is given by:
CPDCA(n,ρ) = C(n−ρ) +Cmap(n,ρ)≈ 3t2n−ρ.
Clearly the Computation phase dominates the PDCA which has an exponential complexity. In-
creasing the number of variables in the model by one it will require the doubling of the processors
in order to achieve the same execution time. Even thought, when compared to the serial DCA the
PDCA has almost a linear speedup for ρ< n−1 and large n, that is,
Speedup(n,2ρ) = CDCA(n)/CPDCA(n,ρ)≈ 2ρ.
The theoretical measures of complexity do not take into account the overheads occurring during
the implementation. These overheads are proportional to the dimension of the root matrix used in
the Computation phase by each processor. Thus, if i < j, then the overheads of Pi are greater
than that of Pj, where i, j = 0, . . . ,2ρ − 1. This suggest that the load could be better balanced
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Algorithm 2 The PDCA using p = 2ρ processors.
1: initially do:
• Compute the QRD of A ∈ Rm×n:
QT A =
(
R
0
)
n
m−n and Q
T y =
(
y1
y2
)
n
m−n
• Obtain the RSS of the models (v1), . . . ,(v1 · · ·vn)
• Let Mvk,λ ≡ R, where vi = i (i = 1, . . . ,n), k = 0 and λ = n
• Broadcast Mvk,λ to the processors P0, . . .Pp−1
2: r←− rank of the processor
3: each processor do:
4: for s = 1, . . . ,ρ do
5: if ((r div 2ρ−s) mod 2) = 0 then
6: Mvk,λ ←− Apply Drop on Mvk,λ
7: Obtain the RSS of the models (v1 · · ·vk+1), . . . ,(v1 · · ·vk+λ)
8: else
9: Mvk,λ ←− Apply Shift on Mvk,λ
10: end if
11: end for
12: call Subtree(Mvk,λ)
13: end do
by expanding the Computation phase into a larger number of subtrees of smaller complexity and
allocating these efficiently to the processors. Consider the case where each of the 2ρ subtrees
obtained after the Mapping phase is divided into 2µ smaller subtrees. Thus, in the Computation
phase 2g subtrees, say T0,T1, · · · ,T2g−1, need to be computed, where g = µ + ρ. The shift cyclic
method can be used to allocate the computations of the subtrees to the processors. This ad-hoc
distribution method allocates the subtree Tζ to the processor Pξ, where ζ = 0, · · · ,2g−1 and ξ =
(ζ− (ζ÷ 2ρ)) mod 2ρ. Figure 2.4 shows the allocation of the subtrees to the processors, where
g = 4 and ρ = 2.
This method, called PDCA–2, has been implemented with µ = ρ. Table 2.1 shows the execution
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T0 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15
P0 P1 P2 P3 P3 P0 P1 P2 P2 P3 P0 P1 P1 P2 P3 P0
Figure 2.4: The cyclic allocation of 2g subtrees on 2ρ processors, where g = 4 and ρ = 2.
times of each processor when the PDCA and PDCA–2 are used, where n = 25 and ρ = 3. It can be
observed that with PDCA–2 the load is better balanced. Table 2.2 shows the execution time of the
serial DCA, CPDCA(n,ρ)/t, the theoretical efficiency, i.e. Speedup(n,2ρ)/2ρ, the execution time
and the actual efficiency of PDCA and PDCA–2 for various values of n and ρ. The speedup was
calculated with respect to the serial time of the DCA. Clearly the PDCA–2 outperforms the PDCA
and obtains an efficiency close to the theoretical derived value of 1. Furthermore, Table 2.2 shows
clearly the doubling of the execution time when the number of variables is increased by one.
Table 2.1: The execution times of each processor using the PDCA and PDCA–2 , where n = 25
and 2ρ = 8.
Processor P0 P1 P2 P3 P4 P5 P6 P7
PDCA 89.70 94.56 94.48 99.00 94.46 99.01 98.96 102.89
PDCA–2 97.55 98.44 98.58 98.30 98.55 97.80 97.89 97.72
2.3.1 Variable updating of the regression model
The DCA and PDCA can be extended to solve the variable-updated regression model. Consider
adding a new column, say z, to the regression model (2.1) for which the RSS of all subset regres-
sion models have already been obtained. In this case the RSS of all 2n new subset models which
comprise the new variable need to be computed. Let the new variable be added at the front of
the exogenous matrix. The DCA when applied to the new model will generate the regression tree
T v0,n+1 in which the leftmost child T
v(1)
0,n corresponds to the regression tree derived by the DCA when
applied to the original model. This is illustrated in Fig. 2.2, where now, n = 4. The root node of
the regression tree derives from the QRD
QˆT
(
z1 R
ζ 0
)
= Mv0,n+1, (2.9)
where
QT z =
(
z1
z2
)
n
m−n and Q˜
T z2 =
(
ζ
0
)
1
m−n−1 .
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Table 2.2: Theoretical complexity and execution times of the DCA, PDCA and PDCA–2.
DCA Theoretical PDCA PDCA PDCA–2
n 2ρ Serial Complx./t Efficiency Time Efficiency Time Efficiency
15 1 0.600 98151 1.00 0.603 0.99 0.610 0.98
15 2 49135 0.99 0.313 0.97 0.310 0.98
15 4 24679 0.99 0.160 0.94 0.157 0.96
15 8 12496 0.98 0.080 0.94 0.080 0.94
19 1 10.49 1572633 1.00 10.60 0.99 10.54 0.99
19 2 786411 0.99 5.41 0.97 5.31 0.99
19 4 393385 0.99 2.80 0.94 2.66 0.98
19 8 196948 0.99 1.40 0.94 1.37 0.96
20 1 21.52 3145475 1.00 21.52 1.00 21.53 0.99
20 2 1572842 0.99 11.03 0.98 10.81 0.99
20 4 786620 0.99 5.63 0.96 5.46 0.98
20 8 393594 0.99 2.88 0.93 2.78 0.97
21 1 43.49 6291180 1.00 43.59 0.99 43.55 0.99
21 2 3145705 0.99 22.54 0.96 22.03 0.98
21 4 1573072 0.99 11.41 0.95 11.16 0.96
21 8 786850 0.99 5.83 0.93 5.47 0.98
25 1 757.28 100662900 1.00 759.89 0.99 773.71 0.98
25 2 50331621 0.99 389.56 0.97 381.54 0.99
25 4 25166122 0.99 201.12 0.94 190.97 0.99
25 8 12583510 0.99 102.89 0.92 98.55 0.97
Here Q˜ and Qˆ are orthogonal, Mv0,n+1 is upper triangular of order n + 1 and ζ2 = ‖z2‖2. The QRD
(2.9) is computed by a sequence of n Givens rotations between adjacent planes that annihilate from
bottom to top the elements of
(
zT1 ζT
)
T except from the first one. Without taking into account
these Givens rotations, the complexity of the DCA to solve the updated model is half of that needed
to solve the model afresh. The PDCA solves the updated model Mv0,n+1 by generating T
v
1,n. The
parallel complexity in this case is given by CPDCA(n,ρ). Notice that if the new transformed variable
QT z is added at the end of the matrix, then Qˆ = In+1, i.e. the QRD (2.9) does not need to be
computed. However, this advantage is offset by the non-trivial derivation of the new RSS from the
regression tree generated using the DCA.
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2.4 The general linear and seemingly unrelated regression models
The DCA can be employed to compute all possible subset models when the dispersion of the the
noise vector ε in (2.1) is non-spherical. The General Linear Model (GLM) is the regression model
(2.1), where ε has zero mean, variance-covariance matrix σ2Ω, σ is a non-zero scalar and Ω is
non-negative definite. Let Ω be non-singular with Cholesky factorization Ω = BBT , where B is
upper triangular. The GLM can be formulated as the Generalized Linear Least Squares Problem
(GLLSP):
argmin
β,υ
‖υ‖2 subject to y = Aβ + Bυ, (2.10)
where ‖·‖ denotes the Eucledian norm and υ is a random m–element vector with zero mean and
variance-covariance matrix σ2Im. Consider the Generalized QRD (GQRD) of A and B:
QT A =
(
R
0
)
n
m−n and Q
T BP = W ≡
(
W11 W12
0 W22
)
n
m−n , (2.11)
where W and R are upper triangular and Q,P ∈ Rm×m are orthogonal. Let
QT y =
(
y1
y2
)
n
m−n and P
T υ =
(
υ1
υ2
)
n
m−n .
From this it follows that the GLLSP is reduced to
argmin
β,υ1
‖υ1‖2 subject to y˜ = Rβ +W11υ1, (2.12)
where υ2 = W−122 y2 and y˜ = y1−W12υ2. Thus, υ1 = 0, the LS estimator βˆ = R−1y˜ and the RSS is
computed by ‖υ2‖2.
Notice that the modified GLM (2.3) is equivalent to the GLLSP
argmin
β,υ1
‖υ1‖2 subject to y˜ = RSβ(S) +W11υ1. (2.13)
For the solution of (2.13) the GQRD of RS and W11 is required. That is, the QRD (2.4) and the
RQD (QT(S)W11)P(S) = W˜ 11, where W˜ 11 is upper triangular. Within the context of the DCA the
matrix RS is the single column-downdated R and QT(S) is a product of Givens rotations. In this
case, a Givens rotation, say Gi, when applied from the left of
(
RS W11
)
annihilates and fills-in the
elements (i, i− 1) of RS and W11, respectively. A Givens rotation, say Pi, can be applied from the
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right of GiW11 to annihilate the fill-in, that is, GiW11Pi is upper triangular [64, 73, 98, 99]. Thus,
QT(S) and P(S) are the products of the left and right Givens rotations, respectively. Now, writing
QT(S)RS =
(
R(S)
0
)
n−1
1
, QT(S)y˜ =
(
y˜(S)
η(S)
)
n−1
1
, PT(S)υ1 =
(
υ(S)
f(S)
)
n−1
1
and
QT(S)W11P(S) = W(S) ≡

n−1 1
W ∗11 w(S)
0 ω(S)
n−1
1
,
it follows that the RSS and solution of the modified GLM is given by RSS(S) = RSS + fˆ 2(S) and
βˆ(S) = R−1(S)y˜
∗
(S), where fˆ(S) = η(S)/ω(S) and y˜∗(S) = y˜(S)−w(S) fˆ(S). Notice that if S =
(
In˜ 0T
)
T ,
then Q(S) = P(S) = In and RSS(S) = RSS + ‖ fˆ (S)‖2, where now fˆ(S) = ω−1(S)η(S), η(S) ∈ Rn−n˜ and
ω(S) ∈ R(n−n˜)×(n−n˜).
Let Mvk,λ+1 denote the triangular factor R(S) and its corresponding W(S) matrix. The Drop ap-
plied to this model derives Mvk,λ using λ left and right Givens rotations. The complexity of the jth
( j = 1, . . . ,λ) left and right rotation are given by (2 j + 2)t and (k + λ + 3− j)t, respectively. Thus,
the complexities of deriving Mvk,λ from M
v
k,λ+1, and the regression tree T
v
k,λ are given, respectively,
by:
CGRet(k,λ) = t
λ
∑
j=1
( j + k + λ + 5) = tλ(2k + 3λ + 11)/2 (2.14)
and
C(k,λ) =
λ−1
∑
i=1
(CGRet(k + i−1,λ− i−1) +C(k + i−1,λ− i−1))
= CGRet(k,λ−1) +C(k,λ−1) +C(k + 1,λ−1)
=
λ−1
∑
i=1
( i
∑
j=1
(
i−1
j−1
)
CGRet(k + j−1,λ− i)
)
+
λ
∑
i=1
(
λ−1
i−1
)
C(k + i−1,1).
Here λ> 1, C(k,1) = 0 and
(m
n
)
= m!/n!(m−n)!. Using C(k,1) = 0 the latter becomes
C(k,λ) =
λ−1
∑
i=1
( i
∑
j=1
(
i−1
j−1
)
CGRet(k + j−1,λ− i)
)
= t
(
2λ(λ + 2k + 16)− (λ + 1)(3λ + 2k + 12)−4
)
/2. (2.15)
28 CHAPTER 2. PARALLEL ALGORITHMS FOR COMPUTING ALL SUBSET MODELS
Thus, the complexity of the DCA when employed to the GLM (denoted by GDCA) is given by
C(0,n) which has O(n2n), that is,
CGDCA(n) = C(0,n) ≡ t
(
2n(n + 16)− (n + 1)(3n + 12)−4)/2. (2.16)
Now, consider the adaptation of the PDCA in the case of the GLM and call this GPDCA. In the
Mapping phase of the GPDCA the last processor performs only Shifts (no computations), while
the first processor performs only Drops and has the highest complexity which is given by:
CGPm(ρ,n) =
ρ
∑
j=1
CGRet(0,n− j) = tρ
(
3n2 + 8n−5−ρ(3n−ρ + 4))/2.
The complexity of each processor during the Computation phase is given by
C(k,n−ρ), where k denotes the number of Shifts performed in the Mapping phase. Thus, the
last processor P2ρ−1 which performs the maximum of ρ Shifts has in this phase the highest com-
plexity C(ρ,n− ρ). For n ρ the computations during the Mapping phase are negligible when
compared to the exponential complexity of the Computation phase. In this case, the complexity of
the GPDCA will be given by C(ρ,n−ρ) which is of O((n + ρ)2n−ρ). Specifically
CGPDCA(n,ρ) = C(ρ,n−ρ)
≡ t(2n−ρ(n + ρ + 16)−3(n + 1)(n + 4) + ρ(4n−ρ + 13)−4)/2. (2.17)
The speedup of the GPDCA is given by:
SpeedupG(n,2
ρ) = CGDCA(n)/CGPDCA(n,ρ)≈ n2ρ/(n + ρ). (2.18)
The GPDCA does not achieve a linear speedup as in the case of the theoretical PDCA. This
is due to the different complexities of the subtrees allocated to each processor in the Computation
phase. A better load balancing can be achieved using the same approach that has been employed by
the PDCA–2. The efficiency of this strategy (GPDCA–2) compared to that of GPDCA is illustrated
by the Tables 2.3 and 2.4. Notice that the efficiency obtained by the GPDCA–2 outperforms the
theoretical one of the GPDCA.
2.4.1 Seemingly unrelated regression models
A special case of the GLM is the seemingly unrelated regression model. In this model the ex-
ogenous matrix A has the block-diagonal structure ⊕Gi A(i) = diag(A(1),. . . , A(G)), A(i) ∈ Rm×ni
(i = 1, . . . ,G), the variance-covariance matrix of the disturbances is given by Σ⊗ Im and Σ ∈RG×G
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Table 2.3: The execution times of each processor using the GPDCA and GPDCA–2 , where n = 25
and 2ρ = 8.
P0 P1 P2 P3 P4 P5 P6 P7
GPDCA 219.00 223.23 223.50 240.23 223.64 240.24 239.85 246.68
GPDCA–2 227.97 229.37 228.45 229.33 229.09 229.76 229.08 230.96
Table 2.4: Theoretical complexity and execution times of the GDCA, GPDCA and GPDCA–2.
GDCA Theoretical GPDCA GPDCA GPDCA–2
n 2ρ Serial Complx./t Efficiency Time Efficiency Time Efficiency
15 1 1.430 507446 1.00 1.448 0.99 1.450 0.99
15 2 261722 0.96 0.748 0.96 0.730 0.98
15 4 134781 0.94 0.392 0.91 0.370 0.97
15 8 69279 0.91 0.224 0.80 0.184 0.97
19 1 25.02 9174348 1.00 25.14 0.99 25.20 0.99
19 2 4717944 0.97 13.04 0.96 12.75 0.98
19 4 2424227 0.95 6.98 0.90 6.44 0.97
19 8 1244621 0.92 3.57 0.88 3.16 0.98
20 1 50.51 18873610 1.00 50.62 0.99 50.66 0.99
20 2 9698616 0.97 26.11 0.97 25.68 0.98
20 4 4980069 0.94 13.81 0.91 12.94 0.98
20 8 2555281 0.92 6.90 0.91 6.44 0.98
21 1 103.19 38796485 1.00 104.22 0.99 103.50 0.99
21 2 19922165 0.97 54.46 0.95 52.02 0.98
21 4 10222884 0.95 27.75 0.93 26.74 0.96
21 8 5242194 0.93 14.57 0.88 13.18 0.98
25 1 1802.23 687864700 1.00 1815.98 0.99 1809.64 0.99
25 2 352320400 0.98 932.33 0.97 909.20 0.99
25 4 180354000 0.95 481.17 0.94 459.32 0.98
25 8 92273720 0.93 246.68 0.92 230.96 0.98
is positive-definite [63, 113, 114, 126]. Here ⊗ and ⊕ are the Kronecker and direct sum of
matrices operators [103]. Thus, in (2.12), and consequently (2.13), the upper triangular matrix
R = diag(R(1), . . . ,R(G)), R(i) ∈Rni×ni , W11 ∈Rn(G)×n(G) and n(i) = ∑ij=1 n j , (i = 1, . . . ,G). Let RSi, j
denote the matrix R after deleting the jth column from R(i), where i = 1, . . . ,G and j = 1, . . . ,ni.
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Furthermore, let R˜(i)j denote R(i) without its jth column and W11 be partitioned as
W11 =

n1 n2 · · · nG
W˜1,1 W˜1,2 · · · W˜1,G
W˜2,1 W˜2,2 · · · W˜2,G
...
...
. . .
...
W˜G,1 W˜G,2 · · · W˜G,G

n1
n2
...
nG
, (2.19)
where i, j = 1, . . . ,G. The re-triangularization of RSi, j is obtained in two stages. In the first stage,
as in the case of the GLM, ni− j rotations between adjacent planes are applied from the left and
right of
(
R˜(i)j W˜i,i . . . W˜i,G
)
and
(
W˜ Ti,1 . . .W˜ Ti,i
)
T , respectively, in order to re-triangularize R˜(i)j
and W˜ i,1. Let Q̂T(S) and P̂(S) denote the products of the left and right Givens rotations, respectively,
and ΠT be the permutation matrix
ΠT =

In(i)−1 0 0
0 0 In(G,i)−1
0 1 0
 ,
where n(G,i) = n(G)−n(i). Thus,
ΠT Q̂T(S)RSi, j =
(
R(S)
0
)
n(G)−1
1
,
where R(S) = diag(R
(1)
(S), . . . ,R
(G)
(S) ), R
(i)
(S) is upper triangular and R
(q)
(S) ≡ R(q) for q = 1, · · · ,G and
q 6= i.
The second stage computes the RQD W(S) = Ŵ P˜(S), where Ŵ = ΠT Q̂T(S)W11P̂(S), W(S) and
Q̂T(S)W11P̂(S) are upper triangular and P˜(S) is the product of n(G,i) Givens rotations. The µth (µ =
1, . . . ,n(G,i)) rotation, say P˜µ, annihilates the (n(i) + µ−1)th element of the last row of Ŵ by rotat-
ing adjacent planes. This is illustrated in Fig. 2.5, where G = 3, n1 = 4, n2 = 6, n3 = 3, i = 2 and
j = 3. An arc denotes the affected columns during the rotation.
The complexity of retriangularizing RSi, j and that of generating all 2ni possible models by
deleting one or more column from the ith block of the SUR model are given respectively, by:
CSRet(i, j) = t
( j2 + j(2n(G) + 7) + n(G,i)(n(G) + n(i)−5)−2n(i)−8)/2
and
CSGenB(i)≈ t2ni
(
(n(G,i) + 2)(n(G) + n(i−1) + 2) + 28
)
.
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Figure 2.5: The two stages of solving a seemingly unrelated regression model after deleting a
variable.
Thus, the complexity of the DCA applied to seemingly unrelated regression models (SDCA) is
given by
CSDCA(G,N) =
G−1
∑
i=1
(n(i−1)
∑
j=0
(
n(i−1)
j
)
CSGenB(i + 1)
)
+
n(G−1)
∑
j=0
(
n(G−1)
j
)
CSGenB(G)
≈ t
G−1
∑
i=1
(
2n
(i)+1((n(G,i) + 1)(n(G) + 2) + 28)
)
+ t2n
(G)+1(n(G) + 11).
2.5 Conclusions
A parallel algorithm has been developed to compute the RSS of all possible subset models of the
standard regression model. The algorithm (PDCA) is a parallelization of the DCA proposed in
[111, 112]. The properties of the regression tree generated by the DCA have been studied in order
to derive an efficient load-balancing strategy. The PDCA uses a single–program multiple–data
paradigm and requires no inter-processor communication. The theoretical measures of complexity
had showed that the PDCA has a linear speedup. Experimental results on a shared memory machine
indicated that overheads cause a non-perfect load balancing among the processors. This resulted
in the efficiency of the PDCA to divert from the theoretical one. A second algorithm (PDCA–2)
which obtains a better load balancing and an efficiency close to the maximum theoretical value of
32 CHAPTER 2. PARALLEL ALGORITHMS FOR COMPUTING ALL SUBSET MODELS
one has been designed.
The DCA and PDCA have been extended to GDCA and GPDCA, respectively, in order to com-
pute the RSS of all possible subset models of the general linear model. In this case the theoretical
complexity has shown that the speedup obtained by the GPDCA is lower than that obtained by the
PDCA. The main reason for this is that unlike the PDCA, the GPDCA allocates to the processors
subtrees of different complexity. However, GPDCA–2, which is an extension of PDCA–2, has
achieved an efficiency closed to one.
The adaptation of the serial GDCA to solve the seemingly unrelated regression model has also
been developed. The employment of this algorithm and its parallelization for estimating all subsets
of a seemingly unrelated regression model arising in some vector autoregressive processes are
currently considered. In this case R(1) = · · ·= R(G) have dimension n×n and in (2.19) W11 = B⊗In,
where B ∈ RG×G.
The proposed algorithms will be inefficient for heterogeneous parallel systems. In such plat-
forms a dynamic distribution, such as that obtained by task-farming, can yield a better performance.
Furthermore, it will be computationally not feasible to consider all models when the number of
variables, i.e. n, is very big. In such cases a parallel procedure which computes the best sub-
set without examining all the possible subsets needs to be developed. A possibility is to use a
branch and bound algorithm based on some criteria (statistics), or some other heuristic approaches
[36, 38, 53, 54, 116]. Currently these non-trivial parallel strategies, the extension of the existing al-
gorithms to other linear models (e.g. mixed and simultaneous equation models) and the adaptation
of the PDCA to multiple-row diagnostics are investigated [10].
Chapter 3
Branch-and-bound algorithms for
computing the best-subset regression
models
Abstract:
An efficient branch-and-bound algorithm for computing the best-subset regression models is pro-
posed. The algorithm avoids the computation of the whole regression tree that generates all possible
subset models. Specifically, it is formally shown that if the branch-and-bound test holds, then the
current subtree together with its right-hand side subtrees are cut. This reduces significantly the
computational burden of the proposed algorithm when compared to an existing leaps-and-bounds
method. The criteria used in identifying the best subsets are based on the residual sum of squares
(RSS). Various statistics associated with model selection are function of RSS. The algorithm is
based on orthogonal transformations and outperforms by O(n3) the existing leaps-and-bounds
strategy which generates two trees. Strategies and heuristics which improve the computational
performance of the proposed algorithm are investigated. A computational efficient heuristic ver-
sion of the branch-and-bound algorithm which decides to cut subtrees using a tolerance parameter
is proposed. The heuristic algorithm derives models closed to the best ones. However, it is shown
analytically that the relative error of the RSS of the computed subsets is smaller than the value of
1This chapter is a reprint of the paper: C. Gatu and E.J. Kontoghiorghes. Branch-and-bound algorithms for computing
the best-subset regression models. Journal of Computational and Graphical Statistics, 2003. (Submitted).
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the tolerance parameter which lies between zero and one. Computational results and experiments
on random and real data are presented and analyzed.
3.1 Introduction
A common problem in statistical model selection is the computation of the best-subset regression
models [27, 36, 55, 56, 95]. Consider the standard regression model
y = Aβ + ε, (3.1)
where y ∈ Rm is the dependent variable vector, A ∈ Rm×n is the exogenous data matrix of full
column rank, β ∈ Rn is the coefficient vector and ε ∈ Rm is the noise vector. It is assumed that ε
has zero mean and variance-covariance matrix σ2Im.
One approach to search for the best models is the straight-forward method of generating all
2n− 1 possible sub-models [54, 79, 94]. As n increases the number of models to be computed
increases exponentially. Efficient strategies for moving from one model to another with minimum
computational cost have been previously proposed [24, 35, 112]. Further improvements are possi-
ble by exploiting the structural properties of the problem and using parallel strategies [42]. Still,
for a large number of variables the consideration of all models will be computational infeasible.
In such cases procedures that compute the best sub-models without investigating all possible sub-
sets need to be considered. Existing methods based on a leaps-and-bounds strategy derive the best
models for each number of variables by generating two trees [36]. The first one, the bounds tree,
provides half of the models (2n−1) that does not include the last variable. For obtaining a child
from its parent node a Gaussian elimination step is used [47]. The construction of this tree aims
to provide good bounds in early stages of the execution of the algorithm. The second tree, called
the regressions tree, provides the other half of the models (2n−1−1) that includes the last variable.
The models are generated by moving from one node to another. A matrix inverse is computed
each time a model is derived. The problem of finding the best-subset model of given size d, where
1 ≤ d ≤ n, has been previously considered. The use of the QR decomposition (QRD) instead of
inverse matrices in this context has also been discussed [95].
A branch-and-bound algorithm (hereafter abbreviated to BBA) that generates the best regres-
sion models corresponding to each number of variables is proposed [80, 83]. The algorithm avoids
computing all-possible-subset models by exploiting the properties of a regression tree that consists
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of 2n−1 nodes [42]. Each of these nodes provides a number of regression models. The computa-
tional tool used by the BBA is the QRD. Specifically, it employs Givens rotations to compute the
QRD of a triangular matrix after deleting a column [45, 63]. Theoretical measures of complexity
are derived in order to compare the proposed BBA against existing methods. Several strategies and
heuristics that improve the computational performance of the BBA are presented. The algorithms
are implemented using FORTRAN, BLAS and LAPACK on a Sun-Fire-280R of two SPARC-v9
processors with a clock speed of 750MHz and 4Gb of RAM.
The next section briefly discusses the use of the QRD to compute the least-squares and residual
sum of squares of the regression model. The regression tree that generates all possible models is
introduced. Section 3 presents the BBA and various strategies for improving the efficiency and the
applicability of the algorithm. Various heuristics that allow the investigation of large-scale models
are also considered. Experimental results are analyzed in section 4. Conclusions and notions for
future work are presented and discussed in the final section.
3.2 Computing all possible sub-models
The QRD of the exogenous matrix A in (3.1) is given by
QT A =
(
R
0
)
n
m−n , (3.2)
where Q ∈ Rm×m is orthogonal and R ∈ Rn×n is upper triangular and non-singular. Let
QT y = y˜ =
(
y˜1
y˜2
)
n
m−n. (3.3)
The least-squares estimator of β is given by
βˆ = argmin
β
‖y−Aβ‖2 = argmin
β
‖QT (y−Aβ)‖2 = R−1y˜1,
where ‖ · ‖ denotes the Euclidian norm. The residual sum of squares (RSS) is computed by
RSS = ‖y−Aβˆ‖2 = ‖QT (y−Aβˆ)‖2 = ‖y˜2‖2.
Let S denote a selection matrix, which comprises d columns of the n×n identity matrix In. Consider
the modified regression model
y = A(S)β(S) + ε, (3.4)
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where A(S) = AS ∈ Rm×d and β(S) = ST β ∈ Rd . The least-squares estimator of β(S), i.e., βˆ(S), is
obtained from the solution of
argmin
β(S)
‖y−A(S)β(S)‖2 = argmin
β(S)
‖QT (y−ASβ(S))‖2 = argmin
β(S)
‖y˜1−RSβ(S)‖2.
Now, computing the QRD of RS
QT(S)RS =
(
R(S)
0
)
d
n−d and Q
T
(S)y˜1 =
(
yˆ1
yˆ2
)
d
n−d, (3.5)
the least-squares estimator and the residual sum of squares of the modified model (3.4) are given
by βˆ(S) = R−1(S)yˆ1 and RSS(S) = RSS + yˆ
T
2 yˆ2, respectively. The factorization (3.5) is equivalent to
the re-triangularization of R in (3.2) after deleting columns [60, 61, 63, 65, 69, 71]. Notice that if
S consists of the first d (d = 1, . . . ,n) columns of In, then QT(S) = In and R(S) is the leading d× d
sub-matrix of RS.
Now, let V = [v1,v2, . . . ,vd ] denote the d = |V | indices of the selected columns (variables)
included in the sub-matrix R(S) (model). The sub-models corresponding to the sub-sets [v1], [v1,v2],
· · · , [v1,v2, . . . ,vd ] are immediately available. The problem is equivalent to computing all 2n− 1
subsets of V = [v1,v2, . . . ,vn], where vi = i (i = 1, . . . ,n). In solving this problem, a function called
Drop will be used. This function re-triangularizes a triangular matrix after deleting a column. That
is,
Drop(V, i) = [v1, . . . ,vi−1,vi+1, . . . ,vn], where i = 1, . . . ,n−1.
The re-triangularization performed by Drop is obtained by applying a sequence of Givens rotations
using (n− i)(n− i + 3)/2 floating point operations (flops) [45, 63]. The application of the Givens
rotations on the modified response vector y is not discussed but is included in the complexity
analysis. The rotations are between adjacent planes. Figure 3.1 shows the re-triangularization of
a 6×6 matrix after deleting the 3rd column. A rotation G j ( j = 4,5,6) annihilates the element at
position ( j, j−1). The rows affected by the rotations are indicated by an arc.
A formal and detailed description of the regression tree (hereafter abbreviated to RT) that gen-
erates all subset models has been given in [42]. Here the basic concepts using a more convenient
notation are introduced. A node of the RT is a tuple (V,k), where V is the set of indices and k
(k = 0, . . . , |V | − 1) indicates that the children of this node will include the first k variables. If
V = [v1,v2, . . . ,vn], then the RT T (V,k) is an (n− 1)–tree having as root the node (V,k), where
k = 0, . . . ,n− 1. The children are defined by the tuples (Drop(V, i), i− 1) for i = k + 1, . . . ,n− 1.
3.3. THE BRANCH-AND-BOUND ALGORITHM (BBA) 37
• • • • •
• • • •
• • •
• •
•
• • • • •
• • • •
• • •
• •
•
• • • • •
• • • •
• • •
• •
•
• • • • •
• • • •
• • •
• •
•
•
•
•
◦
•
•
◦
• ◦
initial matrix
- - -G4 G5 G6
applying G4 applying G5 applying G4
Zero element • Non-zero element ◦ Annihilated element
Figure 3.1: Re-triangularization of an n× n upper triangular matrix after deleting the ith column
using Givens rotations, where n = 6 and i = 3.
Formally this can be expressed recursively as
T (V,k) =
{
(V,k) if k = n−1,(
(V,k),T (Drop(V,k + 1),k), · · · ,T (Drop(V,n−1),n−2)) if k < n−2.
The number of nodes in the sub-tree T (Drop(V, i), i− 1) is given by δi = 2n−i−1 and δi = 2δi+1,
where i = 1, . . . ,n−1 [42].
Computing all possible subset regressions of a model having n variables is equivalent to gener-
ating T (V,0), where V = [1,2, . . . ,n]. Generally, the complexity –in terms of flops– of generating
T (V,k) is given by
18 ·2|V |−k−3(|V |− k + 2)(|V |− k + 3). (3.6)
Figure 3.2 shows T (V,k) together with the sub-models generated from each node, where V =
[1,2,3,4,5] and k = 0. A sub-model is denoted by a sequence of numerals that correspond to the
indices of variables.
3.3 The Branch-and-Bound Algorithm (BBA)
Various statistics, such as R2 and Cp, are associated with model selection [53, 87, 88, 94, 108].
Many of these criteria are monotone functions of the RSS for subsets with the same number of
variables. That is, if RSS(V1) ≥ RSS(V2), then f (RSS(V1)) ≥ f (RSS(V2)), where V1 and V2 are
sets of independent variables, |V1|= |V2|, RSS(Vi) is the RSS of the model comprising the variables
in Vi (i = 1,2) and f is the statistic R2 or Cp. In this context, the problem of finding the best
sub-models is reduced to one of finding the sub-models of size d with the minimum RSS, where
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([1,2,3,4,5], 0)
12345,1234,123,12,1
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5
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([2,3,5], 2)
235
([1,3,4,5],1)
1345,134,13
([1,4,5],1)
145,14
([1,5],1)
15
([1,3,5], 2)
135
([1,2,4,5], 2)
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1235
Figure 3.2: The regression tree T (V,k), where V = [1,2,3,4,5] and k = 0.
d = 1, . . . ,n. All methods which find the best-subset models without computing all regressions are
based on the fundamental property
RSS(V1)≥ RSS(V2), where V1 ⊆V2. (3.7)
That is, deleting variables from a regression increases the RSS of the modified model.
The number of evaluated sub-sets when searching for the best models can be restricted by using
(3.7). Let V = [1,2, . . . ,n] and r(g)j ( j = 1, . . . ,n and g = 1, . . . ,2n−1) denote the current minimum
value of the RSS for the models with j variables after g nodes of the RT T (V,0) have been derived.
Notice that the generating order of the children nodes is not important. The root node (V,0) pro-
vides the values r(1)1 ,r
(1)
2 , . . . ,r
(1)
n from the RSS of the available sub-sets [1], [1,2], · · · , [1,2, . . . ,n],
respectively. Once the gth node ([v1, . . . ,vi−1,vi+1, . . . ,vd ], i−1) has been derived, the sub-sets
[v1, . . . ,vi−1,vi+1], · · · , [v1, . . . ,vi−1,vi+1, . . . ,vd ] become available and the r(g)j ( j = i, . . . ,d−1) are
updated. For j = 1, . . . , i−1 and j = d, . . . ,n, the minimum values of the RSS are not modified and
r
(g)
j = r
(g−1)
j . After the whole RT T (V,0) has been generated, the minimum RSSs corresponding to
the best regression models for each number of variables are given by r(2
n−1)
1 , . . . ,r
(2n−1)
n .
Lemma 1 r(g)j ≥ r(g)j+1, where g = 1, . . . ,2n−1 and j = 1, . . . ,n−1.
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PROOF. The proof is by induction. For g = 1 only the root node ([1,2, . . . ,n],0) is derived.
The initial values are r(1)j = RSS([1,2, . . . , j]). From (3.7) and [1, . . . , j] ⊂ [1,2, . . . , j, j + 1] it
follows that r(1)j ≥ r(1)j+1 for j = 1, . . . ,n− 1. The inductive hypothesis is that Lemma 1 holds for
1 ≤ g < 2n−1. It is required to show that r(g+1)j ≥ r(g+1)j+1 ( j = 1, . . .n− 1) after the (g + 1)th node
of the RT T ([1,2, . . . ,n],0) has been generated.
Consider the (g + 1)th node (Drop(V, i), i−1) which has been derived from (V,k), where 0 ≤
k < |V | and k < i < |V |. The (g + 1)th node provides the sub-sets
Wj = [v1, . . . ,vi−1,vi+1, . . . ,v j+1], where j = i, . . . , |V |−1.
The affected values are
r
(g+1)
j = min(r
(g)
j ,RSS(W j)) for j = i, . . . , |V |−1.
The r(g+1)j , when modified, becomes
r
(g+1)
j =
{
RSS(W j)≥ RSS(W j+1)≥min(r(g)j+1,RSS(W j+1)) = r(g+1)j+1 if i≤ j < |V |−1,
RSS(W|V |−1)≥ RSS(V )≥ r(g)j+1 = r(g+1)j+1 if j = |V |−1.
Otherwise r(g+1)j = r
(g)
j and from the inductive hypothesis it follows that r
(g+1)
j = r
(g)
j ≥ r(g)j+1 ≥
r
(g+1)
j+1 . This completes the proof.
Lemma 2 r(g)|W | ≤ RSS(W ), where W is any set obtained from a node of T (V, i−1), r
(g)
i ≤ RSS(V )
and 1≤ i < |V |.
PROOF. Let W = [w1, . . . ,w|W |] denote any set obtained from a node of T (V, i− 1). From the
definition of T (V, i− 1) it follows that W ⊆ V and contains the first i− 1 variables of V . Thus, W
can be written as [v1, . . . ,vi−1,wi, . . . ,w|W |], where i ≤ |W |. From Lemma 1 and (3.7) it follows,
respectively, that r(g)|W | ≤ r
(g)
i and RSS(V )≤RSS(W ). Since r(g)i ≤ RSS(V ) the latter implies r(g)|W | ≤
RSS(W ). This completes the proof.
Corollary 1 (1− τ)r(g)|W | ≤ RSS(W ), where W is any set obtained from a node of T (V, i− 1), 0 ≤
τ< 1, (1− τ)r(g)i ≤ RSS(V ) and 1≤ i< |V |.
PROOF. From the proof of Lemma 2 it results that r(g)|W | ≤ r
(g)
i and since (1− τ)r(g)i ≤ RSS(V ) it
follows that (1− τ)r(g)|W | ≤ RSS(V )≤ RSS(W ) which completes the proof.
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Now, let (V,k) be one of the g generated nodes of the RT T ([1,2, . . . ,n],0), where 0≤ k< |V | ≤
n and 1 ≤ g ≤ 2n−1. Consider also that the children nodes (Drop(V,k + 1),k), . . . , (Drop(V, i−
1), i−2) have been generated, where k+1≤ i< |V |. The remaining sub-trees T (Drop(V,ρ),ρ−1)
need to be derived for ρ = i, . . . , |V |−1. The bound of the node (V,k) is denoted by bV ≡ RSS(V ).
If r(g)i ≤ bV , then, from Lemma 2 it follows that r(g)|W | ≤ RSS(W ), where W is any sub-set obtained
from a node of T (V, i− 1). The sub-trees of T (V, i− 1) are given by T (Drop(V,ρ),ρ− 1), where
ρ = i, . . . , |V | − 1. This implies that the remaining sub-trees of (V,k) cannot improve the values
of r(g)j , where j = 1, . . . ,n. This suggests that prior to the computation of (Drop(V, i), i− 1) the
r
(g)
i is compared with bV , where i = k + 1, . . . , |V |− 1. Specifically, if r(g)i ≤ bV , then all the sub-
trees T (Drop(V,ρ),ρ− 1) are eliminated for ρ = i, . . . , |V | − 1. Otherwise, (Drop(V, i), i− 1) is
computed and r(g+1)j ( j = i, . . . , |V | − 1) updated. This procedure is repeated for the next child,
i.e., (Drop(V, i + 1), i). Figure 3.3 illustrates this method, where V = [3,4,5], k = 0, i = 1, g =
13, (r(g)1 , . . . ,r
(g)
5 ) ≡ (668,615,597,592,548) and bV = 720. The RSS of each model is shown in
brackets. Since r(g)1 ≤ bV , it follows from Lemma 2 that the node comprising only the last variable,
i.e., ([5],0), will have bigger RSS than r(g)1 . This implies that all the children of ([3,4,5],0), i.e.,
([4,5],0), ([3,5],1) and ([5],0) need not to be computed.
([3,4,5], 0)
345,34,3
(720),(727),(746)
([4,5], 0)
45,4
(736),(792)
([5], 0)
5
(799)
([3,5], 1)
35
(732)
r(g)5 r
(g)
4 r
(g)
3 r
(g)
2 r
(g)
1
548 592 612 615 668
r(g)1 ≤ b[3,4,5]
Lemma 2
=⇒
{
r(g)1 ≤ RSS([4]),RSS([5])
r(g)2 ≤ RSS([3,5]),RSS([4,5])
computed node cut node
Figure 3.3: The cutting step in the sub-tree T (V,k), where V = [3,4,5] and k = 0.
The processing of the nodes from (Drop(V,k + 1),k) to (Drop(V, |V |−1), |V |−2) is the most
efficient. If the sub-tree T (Drop(V, i), i−1) is cut, then all the remaining sub-trees, i.e., T (Drop(V,ρ),ρ−
1) for ρ = i, . . . , |V |− 1 could also be cut. However, other processing orders will derive sub-trees
that become obsolete at a latter stage. The branch-and-bound procedure that generates the best-
subset regression models is summarized by Algorithm 3. Notice that the algorithm uses the recur-
sive procedure ProcessSubtree, which processes the sub-tree with the root node (V,k). Fig. 3.4 and
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Table 3.1 show, respectively, the RT and execution steps of Algorithm 3 for a 5–variables model.
The shadowed nodes (entries in cases of Table 3.1) are not computed, i.e., cut.
Algorithm 3 Branch-and-bound procedure for finding the best-subset regression models.
1: Compute the QRD of A ∈ Rm×n: QT A = (R0 ) nm−n and QT y = y˜
2: Let V = [1,2, . . . ,n], k = 0 and r j = RSS([1,2, . . . , j])≡ ∑mi= j+1 y˜2i where j = 1, . . . ,n
3: call ProcessSubtree(V,k)
4: def ProcessSubtree(V,k) = do
5: for i = k + 1, . . . , |V |−1 do
6: if (ri > RSS(V )) then
7: V (i)← Drop(V, i)
8: r j = min(r j,RSS([v
(i)
1 ,v
(i)
2 , . . .v
(i)
j ])), where j = i, . . . , |V |−1
9: else
10: Cut the remaining sub-trees and go to step 13
11: end if
12: end for
13: call ProcessSubtree(V ( j), j−1), where j = k + 1, . . . ,min(i, |V |−2)
14: end def
The computational efficiency of the BBA improves when more nodes are cut. That is, if bigger
sub-trees are bounded with bigger values [36]. This can be achieved by pre-ordering the variables
in the initial set so that the node ([1,2, . . . ,n],0) satisfies
RSS(Drop(V,1)) ≥ RSS(Drop(V,2)) ≥ ·· · ≥ RSS(Drop(V,n−1)) ≥ RSS(V ). (3.8)
The BBA that uses pre-ordering (3.8) is denoted by BBA–1. Another approach, BBA–2, which
might cut bigger sub-trees at early stages, processes first the node with the minimum bound. Thus,
if (V1,k1), . . . , (Vd ,kd) denote the d (0 < d ≤ 2n−1) possible nodes that can be processed at some
stage of the BBA, then the node that corresponds to min(RSS(V1), . . . ,RSS(Vd)) is processed first.
For models with a large number of variables, the BBA might become computationally infea-
sible. In such cases various heuristics that provide solutions close to the optimum one should be
applied [78, 91, 119, 120, 122]. One possibility is to cut sub-trees (step 6 of Algorithm 3) using a
tolerance parameter. That is, when (1− τ)r(g)i ≤ RSS(V ), where τ is the tolerance with 0 ≤ τ < 1.
Clearly this heuristic algorithm, HBBA, is equivalent to the BBA when τ = 0. Generally, the closer
τ is to zero, the greater the chance of obtaining a solution close to the optimum. Specifically, let
42 CHAPTER 3. BRANCH-AND-BOUND ALGORITHMS FOR SUBSET REGRESSION
Table 3.1: Execution steps of the BBA for a 5–variables model.
Step Node Models
(RSS) Bound
min RSS for # of variables
5 4 3 2 1
0. ([1,2,3,4,5], 0) 12345(548)
1234
(592)
123
(612)
12
(615)
1
(668) – 548 592 612 615 668
1. ([2,3,4,5], 0) 2345(660)
234
(664)
23
(673)
2
(702) 548 548 592 612 615 668
2. ([1,3,4,5], 1) 1345(605)
134
(612)
13
(641) 548 548 592 612 615 668
3. ([1,2,4,5], 2) 1245(596)
124
(615) 548 548 592 612 615 668
4. ([1,2,3,5], 3) 1235(592) 548 548 592 612 615 668
5. ([1,2,5], 2) 125(597) 596 548 592 597 615 668
6. ([1,4,5], 1) 145(618)
14
(648) 605 548 592 597 615 668
7. ([1, 3, 5], 2) 135(618) 605 548 592 597 615 668
8. ([1,5], 1) 15(618) 618 548 592 597 615 668
9. ([3,4,5], 0) 345(720)
34
(727)
3
(746) 660 548 592 597 615 668
10. ([2,4,5], 1) 245(667)
24
(685) 660 548 592 597 615 668
11. ([2,3,5], 2) 235(666) 660 548 592 597 615 668
12. ([2,5], 1) 25(675) 667 548 592 597 615 668
13. ([4,5], 0) 45(736)
4
(792) 720 548 592 597 615 668
14. ([3,5], 1) 35(732) 720 548 592 597 615 668
15. ([5], 0) 5(799) 736 548 592 597 615 668
W ∗ be a set obtained from the eliminated sub-trees of T (V, i− 1) so that RSS(W ∗) is the optimal
value of RSS for models with |W ∗| variables, that is,
RSS(W ∗) = min{RSS(W ); W ⊆V and |W |= |W ∗|}.
The relative error of the RSS corresponding to models with |W ∗| variables provided by HBBA is
defined by
ζ = (r(2
n−1)
|W ∗| −RSS(W ∗))/RSS(W ∗)). (3.9)
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Figure 3.4: The regression tree T (V,k) generated by the BBA, where V = [1, . . . ,n] and k = 0.
From Corollary 1 it follows that r(g)|W ∗|−RSS(W ∗)≤ τr
(g)
|W ∗|, and since r
(2n−1)
|W ∗| ≤ r
(g)
|W ∗| it follows that
ζ≤ τr(g)|W ∗|/RSS(W ∗)≤ τ. (3.10)
That is, the relative error ζ of the solution provided by the heuristic HBBA does not exceed the
value of the tolerance parameter τ.
3.4 Computational results
The number of nodes generated by the BBA depends on the model. If all the nodes of the RT need
to be computed, then the BBA has the same complexity as that of the dropping-columns algorithm
that generates all sub-models. That is, an upper bound for the number of flops required by the
BBA is given by (3.6) for |V | = n and k = 0. This will be denoted by CBBA(n). The Leaps-and-
Bounds Algorithm (hereafter LBA) proposed by Furnival and Wilson in [36] generates two trees
each having 2n−1 nodes. At each step of the LBA an inverse matrix is computed on the regressions
tree and a pivoting (Gaussian elimination) is applied on the bounds tree. Both operations generate a
new node. The flops required to generate a new node of size n in the regressions tree and to perform
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the pivoting on the bounds tree are given by (20n3 + 3n2 + n)/6 and 2n2− n, respectively. Thus,
the complexity of deriving a new node of size n, both on the regressions and the bounds trees, is
given by
CStepLBA(n) = 5(4n3−3n2−n)/6. (3.11)
The regressions tree generated by the LBA for an n–variables initial model has n levels. The nodes
at level i (i = 0,1, . . .n−1) comprise n− i variables and are obtained after deleting a combination
of i variables from the original model. The number of possibilities of deleting these i variables
from the model is given by Cin−1 = (n− 1)!/(i!(n− 1− i)!). Notice that the last variable is never
deleted. Thus, the complexity of the LBA when generating all nodes is given by
CLBA(n) =
n−1
∑
i=1
(Cin−1CStepLBA(n− i))
= 5(n−1)(2n(2n2 + 11n + 6)−24n2−8n)/48. (3.12)
The ratio between the upper bound complexities of the LBA and BBA is
CLBA(n)/CBBA(n)≈ 0.0058(2n3 + 9n2−5n−6)≡ O(n3).
Table 3.2 shows the execution times (seconds) of the LBA and standard BBA used on models
with different number of variables. The data were randomly generated from a uniform distribu-
tion. These data are used to evaluate the computational performance of the different procedures.
Table 3.2 also shows the time required to compute all the nodes of the RT. In this case, the BBA is
equivalent to the dropping-columns algorithm in [42]. The models generated by the two algorithms
are the same. The number of nodes processed by the algorithms are also shown. It can be observed
that the BBA outperforms the LBA in terms of computational performance. The two algorithms
have also been compared on different 20–variables initial models using random data. The BBA
derived the best models 4 to 30 times faster than the LBA.
Table 3.3 shows the significant improvement in speed that can be achieved using various ver-
sions of the BBA. Recall that BBA–1 and BBA–2 are the standard BBA when pre-ordering of
variables and minimum bounds have been used, respectively. This improvement in speed is also
shown for the case of the heuristic HBBA when a pre-ordering of the variables is performed. This
method is denoted by HBBA–1. The tolerances τ = 0.1 and τ = 0.25 are used in the experiments.
Clearly, the BBA–1 is the most computational efficient when an exhaustive search is performed to
obtain the best models. The HBBA–1 brings a significant improvement in terms of computational
performance when heuristics are used.
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Table 3.2: Execution times in seconds of the LBA and BBA.
Generating all models Cutting sub-trees
Time LBA BBA
# of Var LBA BBA LBA / BBA Time Nodes Time Nodes
15 2.17 0.15 14 0.17 1958 0.02 969
16 4.55 0.28 16 0.15 1556 0.03 760
17 9.49 0.54 18 0.58 5932 0.08 2966
18 19.93 1.07 19 0.94 8870 0.13 4383
19 43.64 2.17 20 2.55 23316 0.29 11655
20 88.73 4.48 20 11.35 108806 1.07 54403
21 184.51 8.65 21 7.77 64348 0.80 32174
22 387.50 17.02 23 7.13 49994 0.72 24988
23 811.99 34.16 24 8.18 57060 0.81 28511
24 1739.70 68.20 26 62.76 454332 5.74 227159
25 3617.78 136.00 27 53.66 358008 5.60 178997
26 7610.29 270.20 28 73.93 443718 6.61 221854
27 15793.16 541.40 29 53.13 325488 4.60 162669
28 32381.89 1079.74 30 451.00 2649534 42.18 1324643
29 68327.62 2151.78 32 244.12 1264478 27.21 632231
30 142094.05 4317.85 33 221.25 1018050 22.30 509014
Tables 3.4 and 3.5 present the performance of the heuristics HBBA and HBBA–1, respectively,
on experimental and random data for different values of tolerance τ. The experimental data sets
Ozone [19, 22, 51, 84] and Pollute [44, 92, 95] are used. The first data set consists of daily mea-
surements of ozone concentration and eight meteorological quantities for 330 days in 1976 in the
Los Angeles basin. The latter data set consists of 15 variables and is an age-adjusted mortality rate
per 100,000 population. Notice that for τ = 0.0 the HBBA and HBBA–1 perform an exhaustive
search and are equivalent to the standard BBA and BBA–1, respectively. Figures 3.5 and 3.6 show
the RSS and relative errors (3.9) of the models obtained by HBBA and HBBA–1 for the Pollute
data set. From the experimental results the following observations can be made:
• The BBA–1 is faster than the HBBA when the tolerance used is not very large.
• The HBBA–1 is significantly faster than the HBBA. This allows the HBBA–1 to use smaller
tolerances and thus, derive models close to the optimum ones.
• The initial pre-ordering of variables results in the investigation of fewer nodes and conse-
quently in a significant reduction of computational time.
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Table 3.3: Execution times in seconds for various versions of the BBA.
Exhaustive methods Heuristics with τ = 0.1 Heuristics with τ = 0.25
# of Var BBA BBA–1 BBA–2 HBBA HBBA–1 HBBA HBBA–1
15 0.02 0.01 0.02 0.01 0.01 B0.009 0.003
20 1.14 0.05 0.78 0.48 0.02 0.16 0.009
25 5.60 0.32 3.79 1.78 0.05 B0.20 0.010
30 22.54 1.09 18.23 3.46 0.04 1.46 0.005
35 171.64 3.01 117.12 42.47 0.32 4.77 0.040
40 10049.32 45.09 6644.69 168.17 1.31 B12.27 0.030
41 3197.91 63.22 3163.20 80.94 1.12 B0.89 0.070
42 28176.72 76.09 20128.03 4949.46 3.15 255.20 0.090
43 31567.22 289.52 21293.12 1353.42 4.50 B115.70 0.093
44 3806.57 89.07 2443.04 266.99 2.78 B11.93 0.086
45 47342.35 149.80 29566.28 2105.87 1.74 B17.25 0.042
B The execution time of HBBA is better than the one of the exhaustive BBA–1.
• As the number of variables in the initial model increases, the tolerance of the heuristic algo-
rithm needs to be reduced in order to obtain correct models.
• The relative error (3.9) and (3.10) can be used effectively when considering the tolerance of
the heuristic algorithms.
• The HBBA–1 found models closer to the optimal one compared to the HBBA, when the
same tolerance is used.
Table 3.4: Execution times in milliseconds of the HBBA.
Experimental data Random data
OZONE POLLUTE 15 variables 30 variables
τ Time Nodes Time Nodes Time Nodes Time Nodes
0.0 (1)2.39 ∗143 (1)20.00 ∗710 (1)24.55 ∗969 (1)22590 ∗509014
0.01 2.28 ∗130 19.99 ∗608 22.94 ∗788 17540 371049
0.025 2.03 105 16.38 ∗523 21.28 645 12300 240875
0.05 1.85 90 14.99 438 17.14 430 6860 119364
0.1 1.38 60 11.83 335 14.37 267 3490 53234
0.25 0.69 21 6.80 134 8.10 99 1450 18993
(1) Equivalent to the execution time of the standard BBA. ∗ The optimal models are found.
3.4. COMPUTATIONAL RESULTS 47
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
6
7
8
9
10
11
12
13
14
x 104
Number of variables
R
S
S
0.0
0.025
0.05
0.10
0.25
(a) The absolute values of the RSS.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0
0.02
0.04
0.06
0.08
0.1
0.12
Number of variables
R
el
at
iv
e 
er
ro
r o
f R
S
S
0.025
0.05
0.10
0.25
(b) The relative errors of the RSS.
Figure 3.5: The results of the HBBA on the POLLUTE data set with tolerance τ = 0.0, 0.025, 0.05,
0.1 and 0.25.
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Figure 3.6: The results of the HBBA–1 on the POLLUTE data set with tolerance τ = 0.0, 0.025,
0.05, 0.1 and 0.25.
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Table 3.5: Execution times in milliseconds of the HBBA–1.
Experimental data Random data
OZONE POLLUTE 15 variables 30 variables
τ Time Nodes Time Nodes Time Nodes Time Nodes
0.0 (1)0.39 ∗13 (1)12.95 ∗381 (1)12.85 ∗237 (1)1068.81 ∗17229
0.01 0.26 ∗6 10.71 ∗302 12.22 205 704.22 10074
0.025 0.24 ∗5 9.42 ∗248 11.10 176 392.68 4794
0.05 0.21 ∗4 8.48 197 8.94 117 154.76 1430
0.1 0.17 ∗3 5.55 111 6.56 62 35.67 204
0.25 0.06 ∗2 2.68 36 2.48 16 4.80 18
(1) Equivalent to the execution time of the BBA–1. ∗ The optimal models are found.
3.5 Conclusions
A branch-and-bound algorithm (BBA) has been developed to compute the best-subset regression
models corresponding to each number of variables. The algorithm exploits the properties of the
regression tree that generates all sub-models and avoids its computation. Specifically, it has been
proven (Lemmas 1 and 2) that an entire subtree can be cut when the branch-and-bound test holds.
The main computational tool is the QR decomposition and the residual sum of squares is used for
selecting the models. The ratio between the upper bound complexities of the existing Leaps-and-
Bounds Algorithm (LBA) and the BBA is shown to be O(n3). Computational experiments confirm
the theoretical results.
To increase the performance of the BBA, i.e., to cut more nodes, two strategies are proposed.
The first, BBA–1, pre-orders the variables prior to the execution of the algorithm so that bigger
sub-trees are bounded with bigger values. The second, BBA–2, selects the node at each step with
the smallest bound from all possible nodes that can be processed. The experimental results show
that the BBA–1 performs best when an exhaustive search is performed. The BBA can be modified
to compute a set of the best sub-models for each number of variables.
A heuristic version of the BBA (HBBA) that uses a tolerance parameter when deciding to cut a
subtree is proposed. In this case, a subtree is also cut when the branch-and-bound test fails, but the
relative improvement obtained by computing the subtree is smaller than the tolerance parameter.
This HBBA significantly improves the computational performance of the BBA, especially when
the variables are pre-ordered. The HBBA might not provide the optimal solution. It is shown in
(3.10) that the relative error of the computed solution is smaller than the tolerance parameter used.
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The performance of the algorithms on various data sets is investigated. For smaller tolerance pa-
rameters, the heuristic algorithm found the best models and reduced significantly the computation
cost of the BBA performing an exhaustive search.
The Branch-and-Bound algorithms and their Heuristic versions can be extended and adapted
to other subset model-selection problems. The algorithms need to be modified so that a restriction
on the size of the selected models can be imposed. The dynamic calculation of the tolerance
within the execution process of the HBBA, an extensive study of these methods to various models
and their comparison with other (e.g., Forward, Backward and Greedy) selection methods should
be investigated. Currently, the parallelization of the BBA on a cluster of workstations and the
adaptation of the BBA to subset selection strategies for VAR models are being considered.
Chapter 4
Efficient strategies for deriving the
subset VAR models
Abstract:
Algorithms for computing the subset Vector Autoregressive (VAR) models are proposed. These
algorithms can be used to choose a subset of the most statistically-significant variables of a VAR
model. In such cases, the selection criteria are based on the residual sum of squares. The VAR
model with zero coefficient restrictions is formulated as a Seemingly Unrelated Regressions (SUR)
model. Furthermore, the SUR model is transformed into one of smaller size, where the exogenous
matrices comprise columns of a triangular matrix. Efficient algorithms which exploit the common
columns of the exogenous matrices, sparse structure of the variance-covariance of the disturbances
and special properties of the SUR models are investigated. The main computational tool of the
selection strategies is the generalized QR decomposition and its modification.
1This chapter is a reprint of the paper: C. Gatu and E.J. Kontoghiorghes. Efficient strategies for deriving the subset
VAR models. Computational Management Science, 2003. (Submitted).
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4.1 Introduction
A common problem in the Vector Autoregressive (VAR) process modeling is the lag structure
identification or, equivalently, the specification of the subset VAR models [23, 39, 42, 86, 101, 120].
The vector time series zt ∈ RG is a VAR process of order p when its data generating process has
the form
zt = Φ1zt−1 + Φ2zt−2 + · · ·+ Φpzt−p + εt , (4.1)
where Φi ∈ RG×G are the coefficient matrices and εt ∈ RG is the noise vector. Given a set of
realizations of the process in (4.1), z1, . . . ,zM and a pre-sample z0, . . . ,z1−p the parameter matrices
are estimated from the linear model
zT1
zT2
...
zTM
=

zT0 z
T
−1 · · · zT1−p
zT1 z
T
0 · · · zT2−p
...
...
. . .
...
zTM−1 z
T
M−2 · · · zTM−p


ΦT1
ΦT2
...
ΦTp
+

εT1
εT2
...
εTM
 . (4.2)
In the compact form the model in (4.2) can be written as
Y = XB +U, (4.3)
where Y = (y1 . . .yG) ∈ RM×G are the response vectors, X ∈ RM×K is the exogenous data matrix
having full-column rank and block-Toeplitz structure, B ∈ RK×G is the coefficient matrix, U =
(u1 . . .uG) ∈ RM×G are the disturbances and K = Gp. The expectation of U is zero, i.e. E(ui) = 0,
and E(uiuTj ) = σi jIM (i, j = 1, . . . ,G) [72, 77, 86, 98, 99, 114]. The VAR model (4.3) can be written
as
vec(Y ) = (IG⊗X)vec(B) + vec(U), vec(U)∼ (0,Σ⊗ IM), (4.4)
where vec is the vector operator and Σ = [σi j] ∈ RG×G has full rank [33, 63]. The Ordinary and
Generalized Least Squares estimators of (4.4) are the same and given by
Bˆ = (XT X)−1XTY.
Often zero-coefficient constraints are imposed on the VAR models. This might be due to the
fact that the data generating process in (4.1) contains only a few non-zero coefficients. Also,
over-fitting the model might yeld in loss of efficiency when it is used for further testing, such as
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forecasting [86, 121]. A zero-restricted VAR model (ZR–VAR) is called subset VAR model. When
prior knowledge about zero-coefficient constraints are not available, several subset VAR models
have to be compared with respect to some specified criterion. If the purpose is the identification of
a model as close as possible to the data generating process, then the use of an information criterion
for evaluating the subset models is appropriate. The selection criteria such as Akaike Information
Criterion (AIC), Hannan-Quinn (HQ) and Schwarz Criterion (SC) are based on the residual sum of
squares or the estimated residual covariance matrix [2, 3, 50, 107]. There is a trade-off between a
good fit, i.e. small value of the residual sum of squares, and the number of non-zero coefficients.
That is, there is a penalty related to the number of included non-zero coefficients.
Finding good models can be seen as an optimization problem, i.e. minimize or maximize a
selection criterion over a set of sub-models derived from a finite realization of the process in (4.1)
by applying a selection rule [121]. Let B = (b1 . . .bG) and Si ∈ RK×ki (i = 1, . . . ,G) denote a
selection matrix such that βi = STi bi corresponds to the non-zero coefficients of bi – the ith column
of B. Furthermore, let Xi = XSi which are the columns of X that correspond to the non-zero
coefficients of bi. Thus, the ZR–VAR model is equivalent to the Seemingly Unrelated Regressions
(SUR) model 
y1
y2
...
yG
=

XS1
XS2
. . .
XSG


ST1 b1
ST2 b2
...
STGbG
+

u1
u2
...
uG
 ,
or
vec(Y ) = (⊕Gi=1Xi)vec ({βi}G) + vec(U), vec(U)∼ (0,Σ⊗ IM), (4.5)
where⊕Gi=1Xi = diag(X1, . . . ,XG), {βi}G denotes the set {β1, . . . ,βG} and vec ({βi}G) = (βT1 . . .βTG)T .
For notational convenience the direct sum ⊕Gi=1 and the set {·}G are abbreviated to ⊕i and {·}, re-
spectively.
One possible approach to search for the optimal models is to enumerate all 2 pG
2 − 1 possible
subset VAR models. However this approach is infeasible even for modest values of G and p.
Thus, existing methods search in a smaller given subspace. One selection method is to enforce a
whole coefficient matrix Φi(1≤ i≤ p), or a combination of coefficient matrices to be zero. In this
case, the number of the subset VAR models to be evaluated is 2p− 1. Polynomial top-down and
bottom-up strategies based on the deletion and, respectively, inclusion of the coefficients in each
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equation separately have been also previously proposed [86]. Alternative methods use optimization
heuristics such as Threshold Accepting [121].
Several algorithms for computing the subset VAR models are presented. The ZR–VAR model
which is formulated as a SUR model, is transformed into one of smaller size, where the exogenous
matrices comprise columns of a triangular matrix [33]. The common columns of the exogenous
matrices and the Kronecker structure of the variance-covariance of the disturbances are exploited
in order to derive efficient estimation algorithms.
In the next section the numerical solution of the ZR–VAR model is given. Section 3 presents an
efficient variable-downdating strategy of the subset VAR model. Section 4 describes an algorithm
for deriving all subset VAR models by moving efficiently from one model to another. Special
cases which take advantage of the special Toeplitz structure of the data matrix and the Kronecker
structure of the variance-covariance matrix are described in Section 5. Conclusion and future work
are presented and discussed in Section 6.
4.2 Numerical solution of the ZR–VAR model
Orthogonal transformations can employed to reduce to zero M−K observations of the VAR model.
This results in an equivalent transformed model with less observations, and thus, to a smaller-size
estimation problem. Consider the QR decomposition (QRD) of the exogenous matrix X
Q¯T X =

K
R
0
K
M−K
, with Q¯ =
( K M−K
Q¯A Q¯B
)
, (4.6)
where Q¯ ∈ RM×M is orthogonal and R ∈ RK×K is upper-triangular. Let
Q¯TY =

G
Y˜
Yˆ
K
M−K
and Q¯TU =

G
U˜
Uˆ
K
M−K
, (4.7)
where (
vec(U˜)
vec(Uˆ)
)
∼
(
Σ⊗ IK 0
0 Σ⊗ IM−K
)
.
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Premultiplying (4.4) by (IG⊗ Q¯A IG⊗ Q¯B)T gives(
vec(Q¯TAY )
vec(Q¯TBY )
)
=
(
IG⊗ Q¯TAX
IG⊗ Q¯TBX
)
vec(B) +
(
vec(Q¯TAU)
vec(Q¯TBU)
)
.
From (4.6) and (4.7) it follows that the latter can be written as(
vec(Y˜ )
vec(Yˆ )
)
=
(
IG⊗R
0
)
vec(B) +
(
vec(U˜)
vec(Uˆ)
)
which is equivalent to the reduced-size model
vec(Y˜ ) = (IG⊗R)vec(B) + vec(U˜), vec(U˜)∼ (0,Σ⊗ IK). (4.8)
From the latter, it follows that (4.5) is equivalent to the smaller in size SUR model
vec(Y˜ ) = (⊕iR(i))vec ({βi}) + vec(U˜), vec(U˜)∼ (0,Σ⊗ IK), (4.9)
where R(i) = RSi ∈ RK×ki [32, 63, 66].
The best linear unbiased estimator (BLUE) of the SUR model in (4.9) comes from the solution
of the Generalized Linear Least Squares Problem (GLLSP)
argmin
V,{βi}
‖V‖2F subject to vec(Y˜ ) = (⊕iR(i))vec ({βi}) + vec(VCT ). (4.10)
Here Σ = CCT , the random V ∈ RK×G is defined as VCT = U˜ which implies vec(V ) ∼ (0, IGK),
and ‖·‖F denotes Frobenius norm i.e. ‖V‖2F = ∑Ki=1 ∑Gj=1V 2i, j [72, 77, 98, 99]. The upper-triangular
C ∈ RG×G is the Cholesky factor of Σ. For the solution of (4.10) consider the Generalized QR
Decomposition (GQRD) of the matrices ⊕iR(i) and C⊗ IK :
QT (⊕iR(i)) =
(
⊕iRi
0
)
K∗
GK−K∗
(4.11a)
and
QT (C⊗ IK)ΠP =
(
W (0,1) W (0,2)
W (0,3) W (0,4)
)
P
= W ≡

K∗ GK−K∗
W11 W12
0 W22
K∗
GK−K∗
, (4.11b)
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where K∗ = ∑Gi=1 ki, ⊕Ri and W are upper triangular of order K∗ and GK, respectively, and Π is
a GK×GK permutation matrix defined as Π = (⊕i(Iki 0)T ⊕i (0 IK−ki)T ). Furthermore, W (0, j)
( j = 1,2,3,4) are block-triangular and Ri ∈Rki×ki is the upper-triangular factor in the QRD of R(i).
That is,
QTi R(i) =
(
Ri
0
)
ki
K−ki
, with QTi =
(
QTAi
QTBi
)
ki
K−ki
(i = 1, . . . ,G), (4.12)
where Qi ∈ RK×K is orthogonal and Q in (4.11a) is defined by
Q = (⊕iQAi ⊕i QBi) =

QA1 QB1
. . . . . .
QAG QBG
 .
Now, since ‖V‖2F = ‖PT ΠT vec(V )‖2, the GLLSP (4.10) is equivalent to
argmin
V,{βi}
‖PT ΠT vec(V )‖2 subject to
QT vec(Y˜ ) = QT (⊕iR(i))vec ({βi}) + QT (C⊗ IK)ΠPPT ΠT vec(V ), (4.13)
where ‖ · ‖ denotes the Euclidian norm. Using (4.11a) and (4.11b) the latter can be re-written as
argmin
{v˜Ai},{v˜Bi},{βi}
G
∑
i=1
(‖v˜Ai‖2 +‖v˜Bi‖2) subject to(
vec ({y˜Ai})
vec ({y˜Bi})
)
=
(
⊕iRi
0
)
vec ({βi}) +
(
W11 W12
0 W22
)(
vec ({v˜Ai})
vec ({v˜Bi})
)
, (4.14)
where y˜Ai, v˜Ai ∈ Rki , y˜Bi, v˜Bi ∈ RK−ki ,
y˜Ai = QTAiy˜i, y˜Bi = QTBiy˜i (4.15a)
and
PT ΠT vec(V ) =
(
vec ({v˜Ai})
vec ({v˜Bi})
)
K∗
GK−K∗
. (4.15b)
From the constraint in (4.14) it follows that
vec ({v˜Bi}) = W−122 vec ({y˜Bi}), i = 1, . . . ,G (4.16)
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and the GLLSP is reduced to
argmin
{v˜Ai},{βi}
G
∑
i=1
‖v˜Ai‖2 subject to vec ({ ˜˜yi}) = (⊕iRi)vec ({βi}) +W11 vec ({v˜Ai}), (4.17)
where
vec ({ ˜˜yi}) = vec ({y˜Ai})−W12 vec ({v˜Bi}). (4.18)
The solution of (4.17), and thus, the BLUE of (4.9), is obtained by setting v˜Ai = 0 (i = 1, . . . ,G)
and solving the linear system
(⊕iRi)vec ({βˆi}) = vec ({ ˜˜yi}),
or, equivalently, by solving the set of triangular systems
Riβˆi = ˜˜yi, i = 1, . . . ,G.
4.3 Variable-downdating of the ZR–VAR model
Consider the re-estimation of the SUR model (4.9) when new zero constraints are imposed to the
coefficients βi (i = 1, . . . ,G). That is, after estimating (4.9) the new SUR model to be estimated is
given by
vec(Y˜ ) = (⊕iR˜(i))vec ({β˜i}) + vec(U˜), vec(U˜)∼ (0,Σ⊗ IK), (4.19)
where R˜(i) = R(i)S˜i, β˜i = S˜Ti βi and S˜i ∈ Rki×k˜i is a selection matrix (0≤ k˜i ≤ ki). This is equivalent
to solving the GLLSP
argmin
V,{β˜i}
‖V‖2F subject to vec(Y˜ ) = (⊕iR˜(i))vec ({β˜i}) + vec(VCT ). (4.20)
From (4.11) and (4.15) it follows that (4.20) can be written as
argmin
{v˜Ai},{v˜Bi},{β˜i}
G
∑
i=1
(‖v˜Ai‖2 +‖v˜Bi‖2) subject to(
vec ({y˜Ai})
vec ({y˜Bi})
)
=
(
⊕iRiS˜i
0
)
vec ({β˜i}) +
(
W11 W12
0 W22
)(
vec ({v˜Ai})
vec ({v˜Bi})
)
.
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Using (4.16) and (4.18) the latter becomes
argmin
{v˜Ai},{β˜i}
‖vec ({v˜Ai})‖2 subject to vec ({ ˜˜yi}) = (⊕iRiS˜i)vec ({β˜i}) +W11 vec ({v˜Ai}). (4.21)
Now, consider the GQRD of the matrices ⊕iRiS˜i and W11, that is
Q˜T (⊕iRiS˜i) =
(
⊕iR˜i
0
)
K˜∗
K∗−K˜∗
(4.22a)
and
Q˜TW11Π˜P˜ = W˜ =
( K˜∗ K∗−K˜∗
W˜11 W˜12
0 W˜22
)
K˜∗
K∗−K˜∗
, (4.22b)
where K˜∗ = ∑Gi=1 k˜i, ⊕iR˜i and W˜ are upper triangular of order K˜∗ and K∗, respectively, and Π˜ =
(⊕i(Ik˜i 0)T ⊕i (0 Iki−k˜i)T ). Notice that, the upper-triangular R˜i ∈ Rk˜i×k˜i comes from the QRD
Q˜Ti RiS˜i =
(
R˜i
0
)
k˜i
ki−k˜i
, with Q˜Ti =
(
Q˜TAi
Q˜TBi
)
k˜i
ki−k˜i
(i = 1, . . . ,G), (4.23)
where Q˜i ∈ Rki×ki is orthogonal. The latter factorization is a re-triangularization of a triangu-
lar factor after deleting columns [61, 63, 70, 123]. Furthermore, Q˜ in (4.22) is defined by Q˜ =
(⊕iQ˜Ai ⊕i Q˜Bi). If y˜∗Ai = Q˜TAi ˜˜yi, y˜∗Bi = Q˜TBi ˜˜yi,
P˜T Π˜T vec({v˜Ai}) =
(
vec ({v˜∗Ai})
vec ({v˜∗Bi})
)
K˜∗
K∗−K˜∗
and
vec ({y˜∗i }) = vec ({y˜∗Ai})−W˜12 vec ({v˜∗Bi}),
then the solution of the GLLSP (4.21) is obtained by solving
(⊕iR˜i)vec ({ ˆ˜βi}) = vec ({y˜∗i }),
or R˜i ˆ˜βi = y˜∗i (i = 1, . . . ,G). Notice that, the GQRD (4.22) is the most expensive computation
required for deriving the BLUE of the SUR model (4.19) after the factorization (4.11) has been
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An efficient strategy for computing the orthogonal factorization (4.22b) has been proposed
within the context of updating SUR models [67]. Notice that Q˜TW11Π˜ in (4.22b) can be written as
Q˜TW11Π˜ = W (0) =

K˜∗ K∗−K˜∗
W (0,1) W (0,2)
W (0,3) W (0,4)
K˜∗
K∗−K˜∗
, (4.24)
where W (0,i) (i = 1, . . . ,4) has a block-triangular structure. That is, W (0) has the structural form
W (0) =

k˜1 k˜2 ... k˜G k1−k˜1 k2−k˜2 ... kG−k˜G
W (0,1)11 W
(0,1)
12 . . . W
(0,1)
1G W
(0,2)
11 W
(0,2)
12 . . . W
(0,2)
1G
0 W (0,1)22 . . . W
(0,1)
2G 0 W
(0,2)
22 . . . W
(0,2)
2G
...
...
. . .
...
...
...
. . .
...
0 0 . . . W (0,1)GG 0 0 . . . W
(0,2)
GG
W (0,3)11 W
(0,3)
12 . . . W
(0,3)
1G W
(0,4)
11 W
(0,4)
12 . . . W
(0,4)
1G
0 W (0,3)22 . . . W
(0,3)
1G 0 W
(0,4)
22 . . . W
(0,4)
1G
...
...
. . .
...
...
...
. . .
...
0 0 . . . W (0,3)GG 0 0 . . . W
(0,4)
GG

k˜1
k˜2
...
k˜G
k1−k˜1
k2−k˜2
...
kG−k˜G
. (4.25)
The orthogonal matrix P˜ in (4.22b) computes the RQ decomposition of (4.25) using a sequence of
(G+1) orthogonal factorizations. That is, P˜ = P˜(0)P˜(1) . . . P˜(G), where P˜(i) ∈RK∗×K∗ (i = 0, . . . ,G)
is orthogonal. Initially, P˜(0) triangularizes the blocks of the main block-diagonal of W (0). I.e.
P˜(0) = diag(P˜(0)11 , . . . , P˜
(0)
1G , P˜
(0)
41 , . . . , P˜
(0)
4G ), where the RQ decomposition of W
(0,i)
j j is given by W
(1,i)
j j =
W (0,i)j j P˜
(0)
i j (i = 1,4 and j = 1, . . . ,G). Here, W (1,i)j j is triangular. The matrix
W (0)P˜(0) = W (1) ≡
(
W (1,1) W (1,2)
W (1,3) W (1,4)
)
has the same structure as in (4.25), but with W (1,1) and W (1,4) being triangular. The transformation
W (i+1) = W (i)P˜(i) annihilates the ith super block-diagonal of W (i,3), i.e. the block W (i,3)j, j+i−1 ( j =
1, . . . ,G− i + 1), and preserves the triangular structure of W (1,1) and W (1,4). Specifically, P˜(i) is
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defined by
P˜(i) =

IJi 0 · · · 0 0 · · · 0 0
0 P˜(i,1)1 · · · 0 P˜(i,2)1 · · · 0 0
...
...
. . .
...
...
. . .
...
...
0 0 · · · P˜(i,1)G−i+1 0 · · · P˜(i,2)G−i+1 0
0 P˜(i,3)1 · · · 0 P˜(i,4)1 · · · 0 0
...
...
. . .
...
...
. . .
...
...
0 0 · · · P˜(i,3)G−i+1 0 · · · P˜(i,4)G−i+1 0
0 0 · · · 0 0 · · · 0 Iρi

,
where Ji = ∑i−1j=1 k˜i and ρi = ∑
i−1
j=1(ki− k˜i). Figure 4.1 shows the process of re-triangularizing W (0),
where G = 4.
W (0) W (1) = W (0)P˜(0) W (2) = W (1)P˜(1)
W (3) = W (2)P˜(2) W (4) = W (3)P˜(3) W (5) = W (4)P˜(4)
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Figure 4.1: Re-triangularization of W (0) in (4.25).
4.4 Deriving the subset VAR models
All possible subset VAR models can be generated by moving from one model to another. Consider
deleting only the µth variable from jth block of the reduced ZR–VAR model (4.9). This is equiv-
alent to the SUR model in (4.19), where S˜ j = (e1 . . .eµ−1 eµ+1 . . .ek j ), el is the lth column of the
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identity matrix Ik j , S˜i = Iki , β˜i = βi, k˜i = ki, for i = 1, . . . ,G and i 6= j. Thus, the ZR–VAR model to
be estimated is equivalent to the SUR model
y˜1
...
y˜ j
...
y˜G

=

R(1)
. . .
R( j)S˜ j
. . .
R(G)


β1
...
S˜Tj β j
...
βG

+

u˜1
...
u˜ j
...
u˜G

. (4.26)
The BLUE of (4.26) comes from the solution of the GLLSP in (4.21). Now, let W11 be partitioned
as
W11 =

k1 k2 · · · k j · · · kG
Γ1,1 Γ1,2 · · · Γ1, j · · · Γ1,G
0 Γ2,2 · · · Γ2, j · · · Γ2,G
...
...
. . .
...
. . .
...
0 0 · · · Γ j, j · · · Γ j,G
...
...
. . .
...
. . .
...
0 0 · · · 0 · · · ΓG,G

k1
k2
...
k j
...
kG
.
The computation of the GQRD (4.22) can be efficiently derived in two stages. The first stage,
initially computes the QRD
QˇT R˜( j) =
(
R˜ j
0
)
and the product QˇT (Γ j, j · · ·Γ j,G) = (Γ∗j, j · · ·Γ∗j,G). Then, it computes the RQD Γ∗j, jPˇ = Γ˜∗j, j and the
product (ΓT1, j · · ·ΓTj−1, j)TPˇ =(Γ˜T1, j · · · Γ˜Tj−1, j)T . Here, the orthogonal QˇT and Pˇ are the products of
ki−µ left and right Givens rotations which re-triangularize R˜( j) and Γ∗j, j, respectively. Furthermore,
let
ΠˇT =

IK∗j−1 0 0
0 0 IK∗G−K∗j
0 1 0
 , with K∗j = j∑
i=1
ki.
Thus, in (4.22a) Q˜T = ΠˇT QˇT∗ and
Q˜T ⊕i (RiS˜i) =
(
⊕iR˜i
0
)
K˜∗
1
,
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where QˇT∗ = diag(I∗K j−1 , QˇT , IK∗−K∗j ) and K∗ ≡ K∗G.
The second stage computes the RQD W˜ = (ΠˇTWˇ )Pˆ, where W˜ and Wˇ are upper-triangular,
Wˇ = QˇT∗W11Pˇ∗, Pˇ∗ = diag(IK∗j−1 , Pˇ, IK∗−K∗j ) and Pˆ is the product of K∗−K∗j Givens rotations. The
ρth rotation (ρ = 1, . . . , K∗−K∗j ), say Pˆρ, annihilates the (K∗j + ρ−1)th element of the last row of
ΠˇTWˇ by rotating adjacent planes. Figure 4.2 illustrates the computation of the two stages, where
G = 3, k1 = 4, k2 = 5, k3 = 3, j = 2 and µ = 2. Notice that in (4.22b), Π˜ is the identity matrix and
P˜≡ Pˇ∗.
STAGE 1
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Figure 4.2: The two stages of estimating a ZR–VAR model after deleting one variable.
Now, let V = [v1,v2, . . . ,vn] denote the set of n = |V | indices of the selected columns (variables)
included in the sub-matrices R(i) (i = 1, . . . ,G). The sub-models corresponding to the sub-sets [v1],
[v1,v2], · · · , [v1,v2, . . . ,vn] are immediately available. A function Drop will be used to derive the
remaining sub-models [42]. This function downdates the ZR–VAR by one variable. That is,
Drop(V, i) = [v1, . . . ,vi−1,vi+1, . . . ,vn], where i = 1, . . . ,n−1.
An efficient algorithm, called Dropping Columns Algorithm (DCA) has been previously intro-
duced within the context of generating all subset models of the ordinary and general linear models
[24, 42, 112]. The DCA generates a regression tree. It moves from one node to another by applying
a Drop operation, that is, by deleting a single variable. A formal and detailed description of the
regression tree which generates all subset models can be found in [42]. Here the basic concepts
using a more convenient notation are introduced.
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Let V denote the set of indices and 0 ≤ γ < |V |. A node of the regression tree is a tuple
(V,γ), where γ indicates that the children of this node will include the first γ variables. If V =
[v1,v2, . . . ,vn], then the regression tree T (V,γ) is a (n−1)–tree having as root the node (V,γ), where
γ = 0, . . . ,n− 1. The children are defined by the tuples (Drop(V, i), i− 1) for i = γ + 1, . . . ,n− 1.
Formally this can be expressed recursively as
T (V,γ) =
{
(V,γ) if γ = n−1,(
(V,γ),T (Drop(V,γ + 1),γ), · · · ,T (Drop(V,n−1),n−2)) if γ < n−2.
The number of nodes in the sub-tree T (Drop(V, i), i− 1) is given by δi = 2n−i−1 and δi = 2δi+1,
where i = 1, . . . ,n−1 [42].
Computing all possible subset regressions of a model having n variables is equivalent to gener-
ating T (V,0), where V = [1,2, . . . ,n]. Generally, the complexity –in terms of flops– of generating
T (V,γ) in the General Linear model case is of O((|V |+γ)2|V |−γ). Figure 4.3 shows T (V,γ) together
with the sub-models generated from each node, where V = [1,2,3,4,5] and γ = 0. A sub-model is
denoted by a sequence of numerals which correspond to the indices of variables.
([1,2,3,4,5], 0)
12345,1234,123,12,1
([2,3,4,5], 0)
2345,234,23,2
([3,4,5], 0)
345,34,3
([4,5], 0)
45,4
([5], 0)
5
([3,5], 1)
35
([2,4,5], 1)
245,24
([2,5], 1)
25
([2,3,5], 2)
235
([1,3,4,5],1)
1345,134,13
([1,4,5],1)
145,14
([1,5],1)
15
([1,3,5], 2)
135
([1,2,4,5], 2)
1245,124
([1,2,5], 2)
125
([1,2,3,5], 3)
1235
Figure 4.3: The regression tree T (V,γ), where V = [1,2,3,4,5] and γ = 0.
The DCA will generate all the subset VAR models by deleting one variable from the upper-
triangular regressors of the reduced-size model (4.8). It avoids estimating each ZR–VAR model
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afresh, i.e. it derives efficiently the estimation of one ZR–VAR model from another after deleting
a single variable. Algorithm 4 summarizes this procedure.
Algorithm 4 Generating the regression tree T (V,γ) given the root node (V,γ).
1: procedure SubTree(V,γ)
2: From (V,γ) obtain the the sub–models (v1 · · ·vγ+1), . . . ,(v1 · · ·v|V |)
3: for i = γ + 1, . . . , |V |−1 do
4: V (i)← Drop(V, i)
5: SubTree(V (i), i−1)
6: end for
7: end procedure
4.5 Special cases
The method of generating all subset VAR models becomes rapidly infeasible when the dimensions
of the generating process (4.1), i.e. G and p increase. Thus, two approaches can be envisaged. The
first is to compare models from a smaller given search space. The second is the use of heuristic
optimization techniques [121]. Here, the former approach is considered.
A simplified approach is to consider a block-version of Algorithm 4, i.e. a ZR–VAR model
is derived by deleting a block rather than a single variable. Within this context, in Figure 4.3 the
numerals will represent indices of blocks of variables. This approach will generate 2G− 1 subset
VAR models and can be implemented using fast block-downdating algorithms [63]. Notice that
the deletion of the entire jth block is equivalent in deleting the jth row from all Φ1, . . . ,Φp. This
is different than the method in [86] where a whole coefficient matrix Φi (i = 1, . . . , p) is deleted at
one time.
4.5.1 Deleting identical variables
Deleting the same variables from all the G blocks of the ZR–VAR model corresponds to deletion
of whole columns from some of the coefficient matrices Φ1, . . . ,Φp. This is equivalent to the SUR
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model in (4.9), where Si ≡ S ∈ RK×k˜ for i = 1, . . . ,G and 0≤ k˜ < K. Thus, (4.9) can be written as
y˜1
...
y˜G
=

RS
. . .
RS


ST b1
...
ST bG
+

u˜1
...
u˜G
 . (4.27)
The estimation of (4.27) comes from the solution of GLLSP (4.10), where now, R(i) = RS, βi = ST bi
and ki = k˜ for i = 1, . . . ,G. The orthogonal matrices in (4.12) are identical, i.e. QTi = QˇT for
i = 1, . . . ,G and have the structure
QˇT =
(
QˇTA
QˇTB
)
k˜
K−k˜
.
Multiplying respectively, QT and Q from the left and right of (C⊗ IK) it results
QT (C⊗ IK)Q =
(
C⊗WA
C⊗WB
)
(⊕iQˇA ⊕i QˇB) =
(
C⊗ Ik˜ 0
0 C⊗ IK−k˜
)
.
The latter is upper-triangular. Figure 4.4 shows the computation of QT (C⊗ IK)Q, where G = 3,
K = 5 and k˜ = K−1. In this case, the permutation matrix Π in (4.11) is not required , i.e. Π = IKG
and the matrix P ≡ Q. Notice that for the construction of Q in (4.11) only a K×K orthogonal
matrix Qˇ needs to be computed rather than the K×K matrices Q1, . . . ,QG.
The DCA can be modified to generate the subset VAR models derived by deleting identical
variables from each block. Given a node (V,γ), the set V denotes the indices of the non-deleted
(selected) variables. The parameter γ has the same definition as in section 4. The model (4.27)
is estimated. This provides G|V | − γ sub-leading VAR models. Then, one variable is deleted,
specifically V (i) ≡ [v1, . . . ,vi−1,vi+1, . . . ,v|V |] for i = γ + 1, . . . , |V |. The procedure is recursively
repeated for V (γ+1), . . . ,V (|V |).
This method is summarized by Algorithm 5 which generates a regression tree of 2K−1 nodes.
Each node corresponds to one of the possible combination of selecting variables out of K. In gen-
eral, the regression tree with the root node (V,γ) has 2|V |−γ−1 nodes and provides 2|V |−γ−1(|V |+
γ + 2)−1 subset VAR models. Figure 4.5 shows the regression tree for the case K = 4 and G = 2.
Each node shows (V,γ) and the indices of the corresponding subset VAR model in (4.27) together
with its sub-leading models.
Notice that Algorithm 5 generates all the subset VAR models by deleting the same variables
from each block when initially V ≡ [1, . . . ,K] and γ = 0. Compared to the standard variable-deleting
strategy of Algorithm 4, it requires O(G) less computational complexity in order to generate (K +
2)2K−1−1 out of the 2KG−1 possible subset VAR models.
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STAGE 1
⊕iR(i) C⊗ I5 QT (⊕iR(i)) QT (C⊗ I5)
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STAGE 2
QT (⊕iR(i)) QT (C⊗ I5)Q
•
•
•
••
••
••
•••
•••
•••
•••• •••• ••••
••••
••••••••
••••••••••••••••••
Zero element • Non-zero element ◦ Annihilated element ? Fill-in
Figure 4.4: The two stages of estimating a SUR model after deleting the same variable from each
block.
Algorithm 5 Generating the subset VAR models by Deleting Identical Variables (DIV).
1: procedure SubTree DIV(V,γ)
2: Let the selection matrix S≡ [ev1 · · ·ev|V | ]
3: Estimate the subset VAR model vec(Y˜ ) = (IK⊗RS)vec({ST bi}) + vec(U˜)
4: for i = γ + 1, . . . , |V | do
5: V (i) ≡ [v1, . . . ,vi−1,vi+1, . . . ,v|V |]
6: if (|V (i)|> 0) then SubTree DIV(V (i), i−1) end if
7: end for
8: end procedure
4.5.2 Deleting subsets of variables
The computational burden is reduced when subsets of variables are deleted from the blocks of the
ZR–VAR model (4.9). Consider the case of proper subsets and specifically when
Si =
( ki+1 ki−ki+1
Si+1 S∗i
)
, i = 1, . . . ,G−1. (4.28)
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([1,2,3,4], 0)
12341234, 1234123, 123412,
12341, 1234, 123, 12, 1
([2,3,4], 0)
234234, 23423,
2342, 234, 23, 2
([3,4], 0)
3434, 343, 34, 3
([4], 0)
44, 4
([3], 1)
33
([2,4], 1)
2424, 242, 24
([2], 1)
22
([2,3], 2)
2323, 232
([1,3,4], 1)
134134, 13413,
1341, 134, 13
([1,4], 1)
1414, 141, 14
([1], 1)
11
([1,3], 2)
1313, 131
([1,2,4], 2)
124124, 12412,
1241, 124
([1,2], 2)
1212, 121
([1,2,3], 3)
123123,
12312, 1231
Figure 4.5: The regression tree T (V,γ), where V = [1,2,3,4], K = 2, G = 2 and γ = 0.
From the QRD of R(1)
QT1 R(1) =
(
R1
0
)
k1
K−k1
, (4.29)
it follows that the QRD of R(i) can be written as
QT1 R(i) =
(
Ri
0
)
with QT1 =
(
QTAi
QTBi
)
ki
K−ki
, i = 1, . . . ,G, (4.30)
where Ri is the leading triangular ki× ki sub-matrix of R1. Now, the GLLSP (4.10) can be written
as
argmin
V,{βi}
‖QT vec(V )‖ subject to QT vec(Y ) = QT ⊕i (R(i)βi) + QT (C⊗ IK)QQT vec(V ), (4.31)
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where QT = (⊕iQTAi ⊕i QTBi). The latter is equivalent to (4.14), but with v˜Ai = QTAivi, v˜Bi = QTBivi.
Furthermore, the triangular Wpq (p,q = 1,2) can be partitioned as
W11 =

c11Ik1
c12Ik2
0
· · · c1GIkG
0
0 c22Ik2 · · ·
c2GIkG
0
...
...
. . .
...
0 0 · · · cGGIkG

, W12 =

0
0 0
c12Ik1−k2 0
· · · 0 0
c1GIk1−kG 0
0 0 · · · 0 0
c2GIk2−kG 0
...
...
. . .
...
0 0 · · · 0

,
W21 = 0, W22 =

c11IK−k1 0 c12IK−k1 · · · 0 c1GIK−k1
0 c22IK−k2 · · · 0 c2GIK−k2
...
...
. . .
...
0 0 · · · cGGIK−kG
 .
This simplifies the computation of the estimation of the ZR–VAR model (4.9) [72, 74]. The (4.16)
becomes
v˜Bi = (y˜Bi−
G
∑
j=i+1
ci j(0 IK−ki )v˜B j)/cii, (i = G, . . . ,1) (4.32a)
and the estimation βˆi (i = 1, . . . ,G) is computed by solving the triangular system
Riβˆi =
(
y˜Ai−
G
∑
j=i+1
ci j
(
0 0
Iki−k j 0
)
v˜B j
)
. (4.32b)
The proper subsets VAR models are generated by enumerating all the possible selection ma-
trices in (4.28) and estimating the corresponding models using (4.32). This enumeration can be
obtained by considering all the possibilities of deleting variables on the first block, i.e. generating
S1 and then constructing the remaining selection matrices S2, . . . ,SG conformly with (4.28).
This method is summarized by Algorithm 6 and consists of two procedures. The first, Sub-
TreeM, is the modified SubTree procedure of Algorithm 4. It generates the regression tree as
shown in Figure 4.3. In addition, for each node (V,γ), the ProperSubsets procedure is executed.
The latter performs no factorization, but computes the estimated coefficients using (4.32). Specif-
ically, it derives all possible proper subsets (S1, . . . ,SG) in (4.28), for S1 = [ev1 , . . . ,evγ+1 ], . . . ,
[ev1 , . . . ,evγ+1 , . . . ,ev|V | ]. The ProperSubsets procedure is based on a backtracking scheme. That
is, given S1, . . . ,Si−1 (i = 1, . . . ,G), it generates a new Si and increments i. If this is not possible,
then it performs a backtracking step, i.e. it decrements i and repeats the procedure. As shown in
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the Appendix, the number of proper subsets VAR models generated by Algorithm 6 is given by
f (K,G) =
{
2K −1 if G = 1;
∑min(K,G−1)i=1 C
i−1
G−2CiK2K−i if G≥ 2,
where Ckn = n!/k!(n− k)!.
Algorithm 6 Generating the subset VAR models by deleting proper subsets of variables.
1: procedure SubTreeM(V,γ)
2: Compute the QRD (4.29) for S1 = [ev1 , . . . ,ev|V | ]
3: ProperSubsets(V,γ)
4: for i = γ + 1, . . . , |V |−1 do
5: V (i)← Drop(V, i)
6: SubTreeM(V (i), i−1)
7: end for
8: end procedure
1: procedure ProperSubsets(V,γ)
2: Let S1← [ev1 , . . . ,evγ ]; k1← γ; i← 1
3: while (i≥ 1) do
4: if (i = 1 and k1 < |V |) or (i> 1 and ki < ki−1) then
5: ki← ki + 1; Si(ki)← evki
6: if (i = G) then
7: Extract R1, . . .RG in (4.30) from R1 in (4.29) corresponding to (S1, . . .SG)
8: Solve the GLLSP (4.31) using (4.32)
9: else
10: i← i + 1; ki← 0
11: end if
12: else
13: i← i−1
14: end if
15: end while
16: end procedure
The order of generating the models is illustrated in Figure 4.6 for the case K = 4 and G = 3.
The highlighted models are the common models which are generated when the proper subsets are
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in increasing order, i.e.
Si+1 =
( ki ki+1−ki
Si S∗i+1
)
, i = 2, . . . ,G.
In this case the ZR–VAR model is permuted so that (4.28) holds, and thus, Algorithm 6 can be
employed.
Step Selected variables Step Selected variables Step Selected variables
1 1 1 1 21 2 2 2 39 1 3 1 1
2 1 2 1 1 22 2 3 2 2 40 1 3 1 3 1
3 1 2 1 2 1 23 2 3 2 3 2 41 1 3 1 3 1 3
4 1 2 1 2 1 2 24 2 3 2 3 2 3 42 1 3 4 1 1
5 1 2 3 1 1 25 2 3 4 2 2 43 1 3 4 1 3 1
6 1 2 3 1 2 1 26 2 3 4 2 3 2 44 1 3 4 1 3 1 3
7 1 2 3 1 2 1 2 27 2 3 4 2 3 2 3 45 1 3 4 1 3 4 1
8 1 2 3 1 2 3 1 28 2 3 4 2 3 4 2 46 1 3 4 1 3 4 1 3
9 1 2 3 1 2 3 1 2 29 2 3 4 2 3 4 2 3 47 1 3 4 1 3 4 1 3 4
10 1 2 3 1 2 3 1 2 3 30 2 3 4 2 3 4 2 3 4 48 1 4 1 1
11 1 2 3 4 1 1 31 3 3 3 49 1 4 1 4 1
12 1 2 3 4 1 2 1 32 3 4 3 3 50 1 4 1 4 1 4
13 1 2 3 4 1 2 1 2 33 3 4 3 4 3 51 1 2 4 1 1
14 1 2 3 4 1 2 3 1 34 3 4 3 4 3 4 52 1 2 4 1 2 1
15 1 2 3 4 1 2 3 1 2 35 4 4 4 53 1 2 4 1 2 1 2
16 1 2 3 4 1 2 3 1 2 3 36 2 4 2 2 54 1 2 4 1 2 4 1
17 1 2 3 4 1 2 3 4 1 37 2 4 2 4 2 55 1 2 4 1 2 4 1 2
18 1 2 3 4 1 2 3 4 1 2 38 2 4 2 4 2 4 56 1 2 4 1 2 4 1 2 4
19 1 2 3 4 1 2 3 4 1 2 3
20 1 2 3 4 1 2 3 4 1 2 3 4
Figure 4.6: The sequence of proper subset models generated by Algorithm 6, for G = 3 and K = 4.
The computational burden of the ProperSubsets procedure can be further reduced by utilizing
previous computations. Assume the proper subsets VAR model corresponding to (S1, . . . ,SG−1,SG)
has been estimated. Consider now the estimation of the proper subsets VAR model corresponding
to (S1, . . . ,SG−1, S˜G), where S˜G = (SG evkG+1). For example, in Figure 4.6, this is the case when
moving from step 15 to step 16. Let y˜BG = (ψBG ˜˜yBG)T and v˜BG = (υBG v˜∗BG)T , where ˜˜yBG, v˜∗BG ∈
RK−k˜G and k˜G = kG + 1. That is ψBG and υBG are the first elements of y˜BG and v˜BG, respectively.
Notice that from k˜G = kG + 1, it implies that K− ki < K− kG for i = 1, . . . ,G−1. Thus, in (4.32a),
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υBG corresponds to a zero entry and therefore,
v˜Bi = (y˜Bi−
G−1
∑
j=i+1
ci j(0 IK−ki)v˜B j− ciG(0 IK−ki)v˜∗BG)/cii for i = G−1, . . . ,1.
The recursive updating formulae (4.32a) become
˜˜vBG = ˜˜yBG/cGG ≡ v˜∗BG and ˜˜vBi = v˜Bi for i = G−1, . . . ,1.
Now,
˜˜yi = y˜Ai−
G−1
∑
j=i+1
ci j
(
0 0
Iki−k j 0
)
v˜B j− ciG
(
0 0
Iki−kG−1 0
)
v˜∗BG
= y˜i + (ciGυBG)ekG+1,
where y˜i = Riβˆi, i.e. the righthand-side of (4.32b). The estimation of the proper subsets VAR model
comes from the solution of the triangular systems
R˜Gβˆ∗G =
(
y˜AG
ψBG
)
and Riβˆ∗i = ˜˜yi, for i = G−1, . . . ,1.
The computational cost of the QRDs (4.12) is also reduced in the general subsets case where
S1 ⊆ S2 ⊆ ·· · ⊆ SG. The QRD of R(i) = RSi is equivalent to re-triangularizing the smaller in size
matrix Ri+1 after deleting columns. Notice that RSi = RSi+1STi+1Si and
QTi+1RSi = QTi+1RSi+1STi+1Si
=
(
Ri+1
0
)
STi+1Si
=
(
Ri+1S∗i
0
)
.
Here S∗i = STi+1Si is of order ki+1×ki and selects the subset of Si+1 and in turn the selected columns
from Ri+1. Now, computing the QRD
QˆTi (Ri+1S∗i ) =
(
Ri
0
)
ki
ki+1−ki
(4.33)
it follows that the orthogonal QTi of the QRD (4.12) is given by QTi = QˇTi QTi+1, where
QˇTi =
(
QˆTi 0
0 IK−ki+1
)
.
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Thus, following the initial QRD of R(G) = RSG, the remaining QRDs of R(i) are computed by (4.33)
for i = G−1, . . . ,1.
Consider the case where SG ⊆ ·· · ⊆ S2 ⊆ S1. Computations are simplified if the GLLSP (4.10)
is expressed as
argmin
V,{βi}
‖V‖2F subject to vec(Y˜ ) = (⊕iL(i))vec ({βi}) + vec(VCT ), (4.34)
where L(i) = LSi and now, L and C are lower triangular [72]. Thus, instead of (4.6), the QL
decomposition of X needs to be computed:
Q¯T X =
(
0
L
)
M−K
K
, with Q¯T (Y U) =
(
Yˆ Uˆ
Y˜ U˜
)
M−K
K
.
Furthermore, the QL decomposition
QTi L(i+1) =
(
0
Li+1
)
K−ki
ki
can be seen as the re-triangularization of Li after deleting columns [70]. If Si+1 is a proper subset
of Si, i.e. Si = (S∗i Si+1), then Li+1 is the trailing lower ki+1× ki+1 sub-matrix of Li [72]. Notice
that if (4.9) rather than (4.34) is used, then Ri+1 derives from the more computational expensive
(updating) QRD
QTi+1
(
Ri1
Ri2
)
=
(
Ri+1
0
)
, where Ri =

ki−ki+1 ki+1
R∗i Ri1
0 Ri2
ki−ki+1
ki+1
.
4.6 Conclusion and future work
Efficient numerical and computational strategies for deriving the subset VAR models have been
proposed. The VAR model with zero-coefficient restriction, i.e. ZR–VAR model, has been for-
mulated as a SUR model. Initially, the QR decomposition is employed to reduce to zero M−K
observations of the VAR, and consequently, ZR–VAR model. This results in an equivalent and
smaller-size estimation problem. The numerical estimation of the ZR–VAR model has been de-
rived. Within this context an efficient variable-downdating strategy has been presented. The main
computational tool of the estimation procedures is the Generalized QR decomposition.
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An algorithm which generates all subset VAR models by efficiently moving from one model to
another has been described. The algorithm generates a regression tree and avoids estimating each
ZR–VAR model afresh. However, this strategy is computational infeasible even for modest size
VAR models due to the exponential number (2pG− 1) of sub-models that derives. An alternative
block-version of the algorithm generates 2G sub-models. At each step of the block-strategy a whole
block of observations is deleted from the VAR model. The deletion of the ith block is equivalent in
deleting the ith row from each coefficient matrix Φ1, . . . ,Φp in (4.1).
Two special cases of subset VAR models which are derived by taking advantage of the Toeplitz
structure of the data matrix and the Kronecker structure of the variance-covariance matrix have
been presented. Both of them require O(G) less computational complexity than generating the
models afresh. The first special case derives (pG + 2)2(pG−1)− 1 subset VAR models by deleting
the same variable from each block of the reduced ZR–VAR model. The second case is based on
deleting subsets of variables from each block of the regressors in the ZR–VAR model (4.10). An al-
gorithm that derives all proper subsets models given the initial VAR model has been designed. This
algorithm generates ∑min(K,G−1)i=1 C
i−1
G−2CiK2K−i models, when G is greater than one. In both cases the
computational burden of deriving the generalized QR decomposition (4.11), and thus, estimating
the submodels, is significantly reduced. In the former case only a single column-downdating of
a triangular matrix is required. This is done efficiently using Givens rotations. The second case
performs no factorizations, but efficiently computes the coefficients using (4.32).
The new algorithms allow the investigation of more subset VAR models when trying to identify
the lag structure of the process in (4.1). The implementation and application of the proposed
algorithms need to be pursued. These methods are based on a regression tree structure. This
suggest that a branch and bound strategy which finds the best models without generating the whole
regression tree should be considered [39]. Within this context the use of parallel computing to
allow the tackling of large scale models merits investigation.
The permutations of the exogenous matrices X1, . . . ,XG in the SUR model (4.5) can provide G!
new subset VAR models. If the ZR–VAR model (4.9) has been already estimated, then the compu-
tational cost of estimating these new subset models will be significantly lower since the exogenous
matrices X1, . . . ,XG have been already factorized (i = 1, . . . ,G). Furthermore, the efficient computa-
tion of the RQ factorization in (4.11b) should be investigated for some permutations, e.g. when two
adjacent exogenous matrices are permuted. Strategies that generate efficiently all G! sub-models
and the best ones using the branch and bound method are currently under investigation.
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4.A Appendix
Lemma 3 The recurrence
f (K,G) =

0 if K = 0 and G≥ 1,
1 if K ≥ 0 and G = 0,
∑K−1i=0 ∑
G
j=0 f (i, j) if K ≥ 1 and G≥ 1,
(4.35)
denotes the number of proper subsets models dened by (4.28) with maximum K variables, (v1, . . . ,vK)
and G blocks.
PROOF. The proof is by double induction. For K = 1 and G≥ 1,
f (1,G) =
G
∑
j=0
f (0, j) = f (0,0) = 1.
This is the case where there is only one possible model, i.e. Si = [v1], for i = 1, . . . ,G. The inductive
hypothesis is that Lemma 1 is true for some K,G≥ 1. It has to be proven that Lemma 1 is also true
for K + 1 and G≥ 1.
Let vK+1 be the new variable. First, there is a new model defined by Si = [vK+1], for i = 1, . . . ,G.
Furthermore, from the inductive hypothesis there are f (K,G) models which do not include vK+1.
Consider now all the possibilities for which S j includes vK+1, when j = 1, . . . ,G. From the
proper subsets property, it follows that S1, . . . ,S j−1 include also vK+1. Furthermore, if two of
these sets are different, then, before adding vK+1, there are i (2 ≤ i ≤ j) and α ≥ 1, so that,
Si−1 = [v1, . . . ,vρ,vρ+1, . . . ,vρ+α] and Si = [v1, . . . ,vρ]. Now, if vK+1 is included, then it follows
Si−1 = [v1, . . . ,vρ,vρ+1, . . . ,vρ+α,vK+1] and Si = [v1, . . . ,vρ,vK+1]. However, this contradicts the
definition in (4.28) and therefore S1 ≡ ·· · ≡ S j−1 ≡ S j . Thus, the number of possibilities for which
S j includes vK+1 is the number of models with maximum K variables and G− j + 1 blocks. From
the inductive hypothesis this number is given by f (K,G− j + 1).
Hence, the number of proper subsets models defined by (4.28) with maximum K + 1 variables
and G blocks is given by
1 + f (K,G) +
G
∑
j=1
f (K,G− j + 1) =
K−1
∑
i=0
G
∑
j=0
f (i, j) +
G
∑
j=1
f (K,G− j + 1) + f (K,0)
=
K
∑
i=0
G
∑
j=0
f (i, j) = f (K + 1,G),
which completes the proof.
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Lemma 4 The recurrence (4.35) simplies to
f (K,G) =

1 if G = 0,
2K−1 if G = 1,
∑min(K,G−1)i=1 C
i−1
G−2CiK2K−i if G≥ 2.
PROOF. Consider the recurrence (4.35). If K ≥ 1, then f (K,G) = ∑G−1j=0 f (K− 1, j) + 2 f (K −
1,G). Thus, (4.35) can be written as FTK = FTK−1Λ = FT0 ΛK , where FK ∈ RG+1, F0 = (1,0, . . . ,0)T
and Λ ∈ R(G+1)×(G+1) is given by
Λ =

1 1 1 · · · 1 1
2 1 · · · 1 1
2 · · · 1 1
. . .
...
...
2 1
2

.
Now, consider the computation of ΛK which requires the Jordan form of Λ [115, pp. 335–341].
That is, Λ = ΘD¯Θ−1, where D¯ = D+N, D ∈R(G+1)×(G+1) is diagonal, N ∈R(G+1)×(G+1), NG = 0
and DN = ND. Specifically
D =

1
2
2
. . .
2
2

and N =

0 0
0 1
0 1
. . . . . .
0 1
0

.
The upper-triangular matrix Λ has the two eigenvalues λ = 1 and µ = 2 with the multiplicities 1
and G, respectively. The eigenvectors v1= (1,0,0, . . . ,0)T and v(1)2 = (1,1,0, . . . ,0)T corresponds to
the eigenvalues λ and µ, respectively. The remaining eigenvectors v(i)2 (i = 2, . . . ,G), corresponding
to the multiple eigenvalue µ, are recursively computed by deriving the solution w of (Λ−2IG+1)w =
v
(i−1)
2 . Thus, Θ = [v1,v
(1)
2 , . . . ,v
(G)
2 ] and is given by
θi, j =

1, if i = 0, j = 0,1 or i = 1, j = 0,
0, if i = 0,1, j ≥ 2 or i = 1, j = 0 or i≥ 2, j < i,
(−1)i+ jCi−2j−2, if i≥ 2, j ≥ i,
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where Ckn = n!/k!(n− k)!. Furthermore Θ−1 is given by
θ−1i, j =

1 if i = j = 0,1,
−1 if i = 0, j = 1,
0 if i = 0,1, j ≥ 2 or i = 1, j = 0 or i≥ 2, j < i,
Ci−2j−2 if i≥ 2, j ≥ i.
That is
Θ−1 ≡

1 −1 0 0 0 . . . 0 0
0 1 0 0 0 . . . 0 0
0 0 C00 C10 C02 . . . C0G−3 C0G−2
0 0 0 C11 C12 . . . C1G−3 C1G−2
0 0 0 0 C22 . . . C2G−3 C2G−2
...
...
...
...
...
. . .
...
...
0 0 0 0 0 . . . CG−3G−3 C
G−3
G−2
0 0 0 0 0 . . . 0 CG−2G−2

.
Now, ΛK = (ΘD¯Θ−1)K = Θ(D + N)KΘ−1 and
(D + N)K =
{
C0KDK +C1KDK−1N + · · ·+CKK NK , if K < G−1,
C0KDK +C1KDK−1N + · · ·+CK−G+1K DK−G+1NG−1, if K ≥ G−1.
For the case K ≥ G−1, the latter can be written as
(D + N)K =

1 0 0 0 . . . 0
0 2KC0K 2K−1C1K 2K−2C2K . . . 2K−G+1C
G−1
K
0 0 2KC0K 2K−1C1K . . . 2K−G+2C
G−2
K
0 0 0 2KC0K . . . 2K−G+3C
G−3
K
...
...
...
...
. . .
...
0 0 0 0 . . . 2KC0K

. (4.36)
In the case K < G−1, (4.36) has band-diagonal structure with band-width K + 1.
Now F0 = (1,0,0, . . . ,0)T and FK = F0ΛK . Thus, only the first row of the matrix ΛK needs to
be computed. Furthermore, the first row of Θ is (1,1,0, . . . ,0) which implies that the first row of
the product Θ(D + N)K, say r, is given by
r =
{
(1,2KC0K ,2K−1C1K , . . . ,20CKK ,0, . . . ,0), if k < G−1
(1,2KC0K ,2K−1C1K , . . . ,2K−G+1C
K−G+1
K ), if K ≥ G−1.
(4.37)
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From rΘ−1 = FK it follows that
f (K,G) =

1, if G = 0,
2K−1, if G = 1,
∑min(K,G−1)i=1 C
i−1
G−2CiK2K−i, if G≥ 2,
which completes the proof.
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Chapter 5
Estimating all possible SUR models with
permuted exogenous data matrices
Abstract:
The Vector Autoregressive (VAR) process with zero coefficient constraints can be formulated as a
Seemingly Unrelated Regressions (SUR) model. Within the context of subset VAR model selection
a computationally efficient strategy to generate and estimate all G! SUR models when permuting
the exogenous data matrices is proposed, where G is the number of the regression equations. The
combinatorial algorithm is based on orthogonal transformations, exploits the particular structure of
the modified models and avoids the estimation of these models afresh by utilizing previous com-
putation. Theoretical measured of complexity are derived to prove the efficiency of the proposed
algorithm.
1This chapter is a reprint of the paper: C. Gatu and E.J. Kontoghiorghes. Estimating all possible SUR models with
permuted exogenous data matrices: computational aspects. Computational Management Science, Spring 2004. (To be
submitted).
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5.1 Introduction
Consider the seemingly unrelated regressions (SUR) model defined by the set of G equations
yi = Xiβi + ui, i = 1, . . . ,G, (5.1)
where yi ∈RM , Xi ∈ RM×ki , βi ∈Rki and ui ∈ RM. The expectation of ui is zero, i.e. E(ui) = 0 and
E(uiuTj ) = σi jIM (i, j = 1, . . . ,G) [63, 72, 114]. In compact form, the SUR model can be written as
vec(Y ) = (⊕Gi=1Xi)vec ({βi}G) + vec(U), vec(U)∼ (0,Σ⊗ IM), (5.2)
where vec is the vector operator, Y = (y1 . . .yG), ⊕Gi=1Xi = diag(X1, . . . ,XG), {βi}G denotes the set
{β1, . . . ,βG}, U = (u1 . . .uG) and Σ = [σi j] ∈ RG×G has full rank [33, 63]. For notational con-
venience the direct sum ⊕Gi=1 and the set {·}G are abbreviated to ⊕i and {·}, respectively. The
best linear unbiased estimator (BLUE) of the SUR model (5.2) comes from the solution of the
Generalized Linear Least Squares Problem (GLLSP)
argmin
V,{βi}
‖V‖2F subject to vec(Y ) = (⊕iXi)vec ({βi}) + vec(VCT ). (5.3)
Here Σ = CCT , the random V ∈RM×G is defined as VCT = U which implies vec(V )∼ (0, IGM),
and ‖·‖F denotes Frobenius norm i.e. ‖V‖2F = ∑Mi=1 ∑Gj=1V 2i, j [72, 77, 98, 99]. The upper-triangular
C ∈ RG×G is the Cholesky factor of Σ. For the solution of (5.3) consider the Generalized QR
Decomposition (GQRD) of the matrices ⊕iXi and C⊗ IM:
QT (⊕iXi) =
(
⊕iRi
0
)
K∗
GM−K∗
(5.4a)
and
QT (C⊗ IM)P = W ≡

K∗ GM−K∗
W11 W12
0 W22
K∗
GM−K∗
, (5.4b)
where K∗= ∑Gi=1 ki, Q and P are GM×GM orthogonal matrices and⊕Ri and W are upper triangular
of order K∗ and GM, respectively. Now, since ‖V‖2F = ‖PT vec(V )‖2 and writting
QT vec(Y ) =
(
vec ({yAi})
vec ({yBi})
)
K∗
GM−K∗
and PT vec(V ) =
(
vec ({vAi})
vec ({vBi})
)
K∗
GM−K∗
,
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the GLLSP (5.3) is equivalent to
argmin
{vAi},{vBi},{βi}
G
∑
i=1
(‖vAi‖2 +‖vBi‖2) subject to(
vec ({yAi})
vec ({yBi})
)
=
(
⊕iRi
0
)
vec ({βi}) +
(
W11 W12
0 W22
)(
vec ({vAi})
vec ({vBi})
)
, (5.5)
where ‖ · ‖ denotes the Euclidian norm [67]. From the constraint in (5.5) it follows that vec ({vBi})
and BLUE of vec ({βi}) are computed from the solution of the triangular system(
⊕iRi W12
0 W22
)(
vec ({βˆi})
vec({vBi})
)
=
(
vec ({yAi})
vec ({yBi})
)
. (5.6)
The Vector Autoregressive (VAR) model with zero-restriction (ZR–VAR) on the K×G coef-
ficients can be formulated as the SUR model (5.2). Ideally, the enumeration and estimation of all
possible 2KG−1 ZR–VAR models is required. This is computationally infeasible even for modest
values of K and G. Therefore, subclasses of these models are considered [41]. Within this context,
G! subset VAR models can be generated by permuting the exogenous matrices of the ZR–VAR
model.
In the next section, the numerical solution of the permuted SUR model is presented. Special
cases together with their numerical solutions taking advantage of the structure of the models are
also described. An efficient algorithm for estimating all G! permuted SUR models is given in
Section 5.3. In Section 5.4, theoretical measures of complexity of the combinatorial algorithm are
derived to prove the efficiency of the proposed algorithm. Finally, Section 5.5 concludes.
5.2 Numerical estimation of the permuted SUR model
The GQRD (5.4) is the main computational component for obtaining the BLUE of (5.2). In (5.4a),
Ri ∈ Rki×ki is the upper-triangular factor in the QRD of Xi. That is,
QTi Xi =
(
Ri
0
)
ki
M−ki
, with QTi =
(
QTAi
QTBi
)
ki
M−ki
(i = 1, . . . ,G), (5.7)
where Qi ∈ RM×M is orthogonal and Q in (5.4a) is defined by
Q = (⊕iQAi ⊕i QBi) =

QA1 QB1
. . . . . .
QAG QBG
 . (5.8)
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For the RQD (5.4b), initially the matrix Q is multiplied from the right of QT (C⊗ IM) to give
QT (C⊗IM)Q =
(
W (1,0) W (2,0)
W (3,0) W (4,0)
)
≡W0
=

k1 k2 ... kG M−k1 M−k2 ... M−kG
W (1,0)1,1 W
(1,0)
1,2 . . . W
(1,0)
1,G 0 W
(2,0)
1,2 . . . W
(2,0)
1,G
0 W (1,0)2,2 . . . W
(1,0)
2,G 0 0 . . . W
(2,0)
2,G
...
...
. . .
...
...
...
. . .
...
0 0 . . . W (1,0)G,G 0 0 . . . 0
0 W (3,0)1,2 . . . W
(3,0)
1,G W
(4,0)
1,1 W
(4,0)
1,2 . . . W
(4,0)
1,G
0 0 . . . W (3,0)1,G 0 W
(4,0)
2,2 . . . W
(4,0)
1,G
...
...
. . .
...
...
...
. . .
...
0 0 . . . 0 0 0 . . . W (4,0)G,G

k1
k2
...
kG
M−k1
M−k2
...
M−kG
. (5.9)
Here (
W (1,0)i,i W
(2,0)
i,i
W (3,0)i,i W
(4,0)
i,i
)
= ciiIM
and (
W (1,0)i, j W
(2,0)
i, j
W (3,0)i, j W
(4,0)
i, j
)
= ci jQTi Q j,
for i, j = 1, . . . ,G, i < j. Finally, the RQD of (5.9) is computed in G− 1 steps. The ith (i =
1, . . . ,G−1) step computes the factorization
W (1,i−1)1,i+1 W
(2,i−1)
1,1 W
(2,i−1)
1,2 . . . W
(2,i−1)
1,i
W (1,i−1)2,i+1 W
(2,i−1)
2,1 W
(2,i−1)
2,2 . . . W
(2,i−1)
2,i
...
...
...
. . .
...
W (1,i−1)i+1,i+1 W
(2,i−1)
i+1,1 W
(2,i−1)
i+1,2 . . . W
(2,i−1)
i+1,i
W (3,i−1)1,i+1 W
(4,i−1)
1,1 W
(4,i−1)
1,2 . . . W
(4,i−1)
1,i
W (3,i−1)2,i+1 0 W
(4,i−1)
2,2 . . . W
(4,i−1)
2,i
...
...
...
. . .
...
W (3,i−1)i,i+1 0 0 . . . W
(4,i−1)
i,i

Pi =

W (1,i)1,i+1 W
(2,i)
1,1 W
(2,i)
1,2 . . . W
(2,i)
1,i
W (1,i)2,i+1 W
(2,i)
2,1 W
(2,i)
2,2 . . . W
(2,i)
2,i
...
...
...
. . .
...
W (1,i)i+1,i+1 W
(2,i)
i+1,1 W
(2,i)
i+1,2 . . . W
(2,i)
i+1,i
0 W (4,i)1,1 W
(4,i)
1,2 . . . W
(4,i)
1,i
0 0 W (4,i)2,2 . . . W
(4,i)
2,i
...
...
...
. . .
...
0 0 0 . . . W (4,i)i,i

.
(5.10)
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The matrix Pi is the product of i orthogonal matrices. That is, Pi = P∗i,1 · · ·P∗i,i. Here,
P∗i, j =

ki+1 λi, j M−ki− j+1 µi, j
P(A)i, j 0 P
(B)
i, j 0
0 Iλi, j 0 0
P(C)i, j 0 P
(D)
i, j 0
0 0 0 Iµi, j

ki+1
λi, j
M−ki− j+1
µi, j
,
where λi, j = ∑
i− j
l=1(M− kl), µi, j = λi,0−λi, j−1 and j = 1, . . . , i. Furthermore,
( ki+1 M−ki− j+1
W (3,i−1)i− j+1,i+1 W
(4,i−1)
i− j+1,i− j+1
)
Pi, j =
( ki+1 M−ki− j+1
0 W (4,i, j)i− j+1,i− j+1
)
,
W (4,i, j)i− j+1,i− j+1 is upper-triangular and
Pi, j =
(
P(A)i, j P
(B)
i, j
P(C)i, j P
(D)
i, j
)
.
Figure 5.1 illustrates this strategy to compute (5.10), where G = 5. An arc indicates the columns
affected from the application of P∗i, j (i = 1, . . . ,G− 1 and j = 1, . . . , i). Notice that P∗i, j can be
considered as block-version of a Givens rotation [31, 33, 63]. Thus, W in (5.4b) is given by
W =

W (1,G−1)1,1 W
(1,G−1)
1,2 . . . W
(1,G−1)
1,G W
(2,G−1)
1,1 W
(2,G−1)
1,2 . . . W
(2,G−1)
1,G
0 W (1,G−1)2,2 . . . W
(1,G−1)
2,G W
(2,G−1)
2,1 W
(2,G−1)
2,2 . . . W
(2,G−1)
2,G
...
...
. . .
...
...
...
. . .
...
0 0 . . . W (1,G−1)G,G W
(2,G−1)
G,1 W
(2,G−1)
G,2 . . . W
(2,G−1)
G,G
0 0 . . . 0 W (4,G−1)1,1 W
(4,G−1)
1,2 . . . W
(4,G−1)
1,G
0 0 . . . 0 0 W (4,G−1)2,2 . . . W
(4,G−1)
2,G
...
...
. . .
...
...
...
. . .
...
0 0 . . . 0 0 0 . . . W (4,G−1)G,G

.
The matrix P is not constructed explicitely.
An equivalent strategy for computing the RQD of (5.9) annihilates the blocks of form W (3,i)
row-by-row and from bottom-to-top. This is performed in G− 1 steps. The ith step computes the
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Figure 5.1: The G−1 steps for re-triangularizing (5.9), where G = 5.
factorization

W (1,i−1)G−i,G−i+1 . . . W
(1,i−1)
G−i,G 0
W (1,i−1)G−i+1,G−i+1 . . . W
(1,i−1)
G−i+1,G 0
...
. . .
...
...
0 . . . W (1,i−1)G,G 0
W (3,i−1)G−i,G−i+1 . . . W
(3,i−1)
G−i,G W
(4,i−1)
G−i,G−i

P˜i=

W (1,i)G−i,G−i+1 . . . W
(1,i)
G−i,G W
(2,i)
G−i,G−i
W (1,i)G−i+1,G−i+1 . . . W
(1,i)
G−i+1,G W
(2,i)
G−i+1,G−i
...
. . .
...
...
0 . . . W (1,i)G,G W
(2,i)
G,G−i
0 . . . 0 W (4,i)G−i,G−i

(5.11a)
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and the modification
W (r,i−1)1,G−i+1 . . . W
(r,i−1)
1,G W
(r+1,i−1)
1,G−i
...
. . .
...
...
W (r,i−1)G−i−1,G−i+1 . . . W
(r,i−1)
G−i−1,G W
(r+1,i−1)
G−i−1,G−i
P˜i=

W (r,i)1,G−i+1 . . . W
(r,i)
1,G W
(r+1,i)
1,G−i
...
. . .
...
...
W (r,i)G−i−1,G−i+1 . . . W
(r,i)
G−i−1,G W
(r+1,i)
G−i−1,G−i
 ,
(5.11b)
where r = 1,3. The matrix P˜i is the product of i orthogonal matrices. That is, P˜i = P˜∗i,1 · · · P˜∗i,i. Here,
P˜∗i, j =

λ˜i, j kG−i+ j µ˜i, j M−kG−i
Iλ˜i, j−1 0 0 0
0 P˜(A)i, j 0 P˜
(B)
i, j
0 0 Iµ˜i, j 0
0 P˜(C)i, j 0 P˜
(D)
i, j

λ˜i, j
kG−i+ j
µ˜i, j
M−kG−i
,
where now, λ˜i, j = ∑
j
l=1 kG−i+l , µ˜i, j = λ˜i,i− λ˜i, j, and j = 1, . . . , i. Furthermore,
( kG−i+ j M−kG−i
W (3,i−1)G−i,G−i+ j W
(4,i−1)
G−i,G−i
)
P˜i, j =
( kG−i+ j M−kG−i
0 W (4,i, j)G−i,G−i
)
,
W (4,i, j)G−i,G−i is upper-triangular and
P˜i, j =
(
P˜(A)i, j P˜
(B)
i, j
P˜(C)i, j P˜
(D)
i, j
)
.
Figure 5.2 shows the stages of this annihilation strategy, where G = 5 and the ith stage (i =
1, . . . ,G−1) performs i annihilation. An arc is drawn between the columns of the blocks to be
annihilated and the pivot column.
Let ξ = (ξ1, . . . ,ξG) denote a permutation of the indices (1, . . . ,G). Consider the estimation of
the permuted ZR–VAR model
vec(Y ) = (⊕iXξi)vec ({βξi}) + vec(U), vec(U)∼ (0,Σ⊗ IM), (5.12)
after (5.2) has been estimated. As in (5.3) the BLUE of (5.12) comes from the solution of the
GLLSP
argmin
V,{βξi}
‖V‖2F subject to vec(Y ) = (⊕iXξi)vec ({βξi}) + vec(VCT ) (5.13)
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Figure 5.2: Alternative G−1 steps for re-triangularizing (5.9), where G = 5.
which requires the computation of the GQRD of the matrices ⊕iXξi and (C⊗ IM). From (5.4a),
(5.7) and (5.8) it follows that the QRD of ⊕iXξi is given by
QTξ (⊕iXξi) =
(
Rξi
0
)
, (5.14)
where Qξ = (⊕iQAξi ⊕i QBξi). The RQD of QTξ (C⊗ IM) needs to be computed afresh.
The computational burden of computing the RQD of (5.9) can be reduced significantly in some
cases. Consider the permutation ξ of the indices 1, . . . ,G such as ξi = i for i = 1, . . . , t and 1≤ t ≤
G−2. In this case, the matrix QTξ (C⊗ IM)Qξ has the structure
Ŵ0 =
(
Ŵ (1,0) Ŵ (2,0)
Ŵ (3,0) Ŵ (4,0)
)
,
where (
Ŵ (1,0)i, j Ŵ
(2,0)
i, j
Ŵ (3,0)i, j Ŵ
(4,0)
i, j
)
= ci jQTξiQξ j
≡
(
W (1,0)i, j W
(2,0)
i, j
W (3,0)i, j W
(4,0)
i, j
)
, for i, j = 1, . . . , t and i≤ j. (5.15)
Given the RQDs (5.10) for i = 1, . . . , t−1, it follows that
Ŵt−1 ≡
(
Ŵ (1,t−1)i, j Ŵ
(2,t−1)
i, j
Ŵ (3,t−1)i, j Ŵ
(4,t−1)
i, j
)
=

(
W (1,t−1)i, j W
(2,t−1)
i, j
0 W (4,t−1)i, j
)
if 1≤ i≤ j ≤ t,(
Ŵ (1,0)i, j Ŵ
(2,0)
i, j
Ŵ (3,0)i, j Ŵ
(4,0)
i, j
)
otherwise.
(5.16)
Thus, for obtaining the RQD of QTξ (C⊗ IM) only the RQDs (5.10) for i = t, . . . ,G− 1 need to be
computed.
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Consider now the case where ξi = i for i = G− t + 1, . . . ,G and 1 ≤ t ≤ G− 2. The matrix
QTξ (C⊗ IM)Qξ has the structure
Ŵ0 =
(
Ŵ (1,0) Ŵ (2,0)
Ŵ (3,0) Ŵ (4,0)
)
,
where(
Ŵ (1,0)i, j Ŵ
(2,0)
i, j
Ŵ (3,0)i, j Ŵ
(4,0)
i, j
)
= ci jQTξiQξ j
≡
(
W (1,0)i, j W
(2,0)
i, j
W (3,0)i, j W
(4,0)
i, j
)
, for i, j = G− t + 1, . . . ,G and i≤ j. (5.17)
The computation (5.11) can be utilized to derive
Ŵ (t−1)i, j =

(
Ŵ (1,0)i, j Ŵ
(2,0)
i, j
Ŵ (3,0)i, j Ŵ
(4,0)
i, j
)
if 1≤ i≤G and 1≤ j ≤ G− t,(
W (1,t−1)i, j W
(2,t−1)
i, j
0 W (4,t−1)i, j
)
if G− t + 1≤ i≤ j ≤ G,(
W˜ (1,t−1)i, j W˜
(2,t−1)
i, j
W˜ (3,t−1)i, j W˜
(4,t−1)
i, j
)
if 1≤ i≤G− t and G− t + 1≤ j ≤ G.
(5.18)
Here, the blocks W˜ (l,t−1)i, j (l = 1,2,3,4) are obtained in t − 1 steps by setting W˜ (l,0)i, j = Ŵ (l,0)i, j and
performing the modifications
W˜ (r,i−1)1,G−i+1 . . . W˜
(r,i−1)
1,G W˜
(r+1,i−1)
1,G−i
...
. . .
...
...
W˜ (r,i−1)G−i−1,G−i+1 . . . W˜
(r,i−1)
G−i−1,G W˜
(r+1,i−1)
G−i−1,G−i
P˜i=

W˜ (r,i)1,G−i+1 . . . W˜
(r,i)
1,G W˜
(r+1,i)
1,G−i
...
. . .
...
...
W˜ (r,i)G−i−1,G−i+1 . . . W˜
(r,i)
G−i−1,G W˜ x
(r+1,i)
G−i−1,G−i
 ,
(5.19)
where r = 1,3 and i = 1, . . . , t−1. After Ŵt−1 in (5.18) has been constructed the RQD of QTξ (C⊗IM)
is obtained by computing (5.11) for i = t, . . . ,G−1.
5.3 Generating all the permuted ZR–VAR models
There are G! possible ways of permuting the matrices X1, . . . ,XG in the ZR–VAR model (5.2). The
estimation of the resulting models derives by enumerating the G! permutations ξ = (ξ1, . . . ,ξG)
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and solving the corresponding GLLSP (5.13). For simplicity let denote the model in (5.12) corre-
sponding to a permutation ξ as the model ξ. Recall that for the solution of (5.13) only the RQD of
QTξ (C⊗ IM) is required since the QRD of ⊕iXξi is available.
Algorithms which generate the sequence of all permutations have been extensively discussed
[59, 104]. A convenient method to generate all permutations is to derive one permutation from
another by applying an adjacent transposition [104, pp. 168–171]. This approach yields an efficient
algorithm for generating all the permuted ZR–VAR models. The order of permutations is illustrated
in Figure 5.3 for the case G = 4. The adjacent transposed indices are shadowed.
Step Permutation Step Permutation Step Permutation
1 1 2 3 4 9 3 1 2 4 17 2 3 1 4
2 1 2 4 3 10 3 1 4 2 18 2 3 4 1
3 1 4 2 3 11 3 4 1 2 19 2 4 3 1
4 4 1 2 3 12 4 3 1 2 20 4 2 3 1
5 4 1 3 2 13 4 3 2 1 21 4 2 1 3
6 1 4 3 2 14 3 4 2 1 22 2 4 1 3
7 1 3 4 2 15 3 2 4 1 23 2 1 4 3
8 1 3 2 4 16 3 2 1 4 24 2 1 3 4
Figure 5.3: The sequence of permutations generated by applying adjacent transpositions, where
G = 4.
Let τ(i) (i = 1, . . . ,(G− 1)!) denote the permutations of the indices (1,2, . . . ,G− 1) such that
they derive from one to another by applying an adjacent transposition. The superscript indicates
the generation order. The permutations ξ of order G are obtained by inserting the new element
G in all possible positions of each τ. That is, ξ(( j−1)G+1) = (τ( j)1 , . . . ,τ
( j)
G−1,G), ξ(( j−1)G+2) =
(τ( j)1 , . . . ,G,τ
( j)
G−1), . . . , ξ
( jG) = (G,τ( j)1 , . . . ,τ
( j)
G−1). In order to keep the property of adjacent trans-
positions in τ( j+1) the insertion is done in reverse order, i.e. ξ( jG+1) = (G,τ( j+1)1 , . . . ,τ
( j+1)
G−1 ),
ξ( jG+2) = (τ( j+1)1 ,G, . . . ,τ
( j+1)
G−1 ), . . . , ξ
(( j+1)G) = (τ( j+1)1 , . . . ,τ
( j+1)
G−1 ,G), for j = 1, . . . ,(G−1)! and
( j mod 2) = 1. This method is summarized by Algorithm 7 which, mainly, consists of the recur-
sive procedure, ”Permute”. The new permutations ξ are stored in a G!×G matrix ϒ (line 8 of
Algorithm 7).
The sequence of G! permutations is divided in (G− 1)!/2 sub-sequences of length 2G. They
have the form ξ( jG−G+1),ξ( jG−G+2), . . . ,ξ( jG),ξ( jG+1),ξ( jG+2), . . . ,ξ( jG+G) where j = 1, . . . , (G−1)!
and ( j mod 2) = 1. For the estimation of the model ξ( jG−G+1) the RQD of W0 in (5.9) is computed
by using (5.10) for i = 1, . . . ,G−1. The next G−2 models, ξ( jG−G+2), . . . ,ξ( jG−1) are derived by
applying the transpositions (t +1, t +2), where t = G−2, . . . ,1. It follows that ξ( jG−t)i = ξ( jG−G+1)i
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Algorithm 7 The Generate procedure which constructs the G! permutations of (1,2, . . . ,G) by
adjacent transpositions.
1: procedure Generate(G)
2: j← 0
3: ξi← i; θi← i; δi←−1; where i = 1, . . . ,G
4: Permute(1)
5: end procedure
6: procedure Permute(i)
7: if (i > G) then
8: j← j + 1; ϒ j,:← ξT
9: else
10: Permute(i + 1)
11: for l = 1, . . . , i−1 do
12: Move(i,δi)
13: Permute(i + 1)
14: end for
15: δi←−δi
16: end if
17: end procedure
18: procedure Move(i,d)
19: aux← ξθi+d ; ξθi ← aux; ξθi+d ← i;
20: θaux← ξi; ξi← ξi + d
21: end procedure
for i = 1, . . . , t. Thus, for the estimation of the model ξ( jG−t) the construction of Ŵt−1 in (5.16)
is followed by the computation (5.10) for i = t, . . . ,G− 1 and t = G− 2, . . . ,1. Finally, for the
estimation of the model ξ( jG) there is no computation which can be utilized and, thus, the RQD of
W0 is computed afresh.
Similarly, for the estimation of the model ξ( jG+1) the RQD of W0 in (5.9) is computed using
(5.11a) and (5.11b) for i = 1, . . . ,G− 1. The models ξ( jG+2), . . . ,ξ( jG+G−1) derive by applying
the transpositions (G− t − 1,G− t), where t = G− 2, . . . ,1. Thus, ξ( jG+G−t)i = ξ( jG+1)i for i =
G− t + 1, . . . ,G. Furthermore, for the estimation of the model ξ( jG+G−t) the computation of Ŵt−1
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in (5.18) and that of (5.11) are required for i = t, . . . ,G−1 and t = G−2, . . . ,1.
This procedure is summarized by Algorithm 8. Notice that this algorithm has the matrix ϒ
as input. This may results into storage problems. However, the Algorithms 7 and 8 can be com-
bined so that this problem is avoided. The corresponding permuted model is estimated once a new
permutation ξ is derived. The place of the permutation ξ in a 2G–length sequence is given by
( j mod 2G) + 1, where j = 1, . . . ,G!.
Algorithm 8 Generating all G! permuted ZR–VAR models.
1: Compute the QRDs (5.7)
2: j← 0; d←−1
3: while ( j <G!) do
4: j← j + 1; ξ← ϒ j,:
5: Construct Qξ ≡ (⊕iQAξi ⊕i QBξi)
6: Compute QTξ (C⊗ IM)Qξ
7: if (d < 0) then
8: Compute the RQDs (5.10), i = 1, . . . ,G−1
9: for t = G−2, . . . ,0 do
10: j← j + 1; ξ← ϒ j,:
11: Construct Ŵ (t−1) in (5.16)
12: Compute the RQDs (5.10), i = t, . . . ,G−1
13: end for
14: else
15: Compute the RQDs (5.11a) and perform (5.11b), i = 1, . . . ,G−1
16: for t = 0, . . . ,G−2 do
17: j← j + 1; ξ← ϒ j,:
18: Construct Ŵ (t−1) in (5.18)
19: Compute the RQDs (5.11a) and perform (5.11b), i = t, . . . ,G−1
20: end for
21: end if
22: d←−d
23: end while
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5.4 Complexity considerations
For the estimation of the G! permuted ZR–VAR models the most demanding computation is the
GQRD (5.4). The QRD (5.4a) is available throughout the generating process. Thus, for the com-
plexity analysis only the RQD (5.4b) will be taken into account. Furthermore, for the derivation
of the theoretical measures of complexity it will be assumed that k1 = k2 = · · · = kG ≡M/2. All
quantities denote floating point operations (flops) [45].
The complexity of computing the RQD of W0, is given by
CW = 4G3M3/3.
In section 5.2 two strategies for re-triangularizing W0 in (5.9) have been presented. Each of these
strategies consist of G− 1 steps which corresponds to the computations (5.10) and (5.11). The
number of flops required by these computations are given, respectively, by
St1(i) = iM2
(
9i(3M + 2) + 19M + 6
)
/24
and
St2(i) = iM2
(
6G(3M + 2)−3i(2M + 3)−4M−6)/12,
where i = 1, . . . ,G−1. Thus, the complexities of computing the RQD of W0 using the column-wise
and row-wise block-annihilation strategies are given, respectively, by
C1 =
G−1
∑
i=1
St1(i) = (G−1)GM2(3G(3M + 2) + 5M)/24
≈ 9G3M3/24
and
C2 =
G−1
∑
i=1
St2(i) = (G−1)GM2(4G(3M + 2)−M−4)/24
≈ G3M3/2.
As shown in section 5.2, the estimation of the sub-sequences of G models ξ( jG−G+1), . . . ,ξ( jG)
( j = 1, . . . ,(G−1)! and ( j mod 2) = 1) can be obtained by employing (5.10) and utilizing previous
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Computing afresh Using (5.10) Using (5.11) Previous computations
only (5.4b) (5.4) G C1 G C2 Cp1 Cp2
Complexity 43 G
4M3 74 G
4M3 38 G
4M3 12 G
4M3 932 G
4M3 2146 G
4M3
Ratio vs. (5.4b) – – 0.28 0.38 0.21 0.34
Ratio vs. (5.4) – – 0.21 0.29 0.16 0.26
Table 5.1: The complexities of various strategies for estimating a sub-sequence of G models.
computations. This requires
Cp1(G) = 2C1 +
G−2
∑
t=1
G−1
∑
i=t
St1(i) = (G−1)M2
(
27G3(3M + 2) + G2(211M + 144)
−2G(121M + 114) + 48(2M + 3))/288
≈ 9G4M3/32.
For the estimation of the remaining G models, i.e. ξ( jG+1), . . . ,ξ( jG+G), the computations (5.11) are
employed in order to utilize previous computation. However the extra computation (5.19) is also
required. This takes
Ext(i) = iM2(G− i−1)(3M + 2)/2
flops and thus, the complexity of the estimation procedure of the G models in this case is given by
Cp2(G) = 2C2 +
G−2
∑
t=1
(
Ext(i) +
G−1
∑
i=t
St1(i)
)
= (G−1)M2(25G3(3M + 2) + G2(29M + G)−4G(M + 9)−60M)/144
≈ 21G4M3/46.
The orders of complexities of the various methods for computing the RQD of W0 in (5.9) are
shown in Table 5.1. Figure 5.4 plots the ratios between the complexities of computing the RQD
of W0 using the column- and row-wise strategies and the one of computing the RQD of W0 afresh
for G = 1, . . . ,50 and M = 50, . . . ,500. Figure 5.5 shows the ratios between the complexities of
generating the two sub-sequences of G models each when employing the strategies which utilize
previous computation and the one which computes the RQDs afresh for G = 1, . . . ,50 and M =
50, . . . ,500. Notice that these plots confirm the theoretical complexities.
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Figure 5.4: Efficiency of the column- and row-wise strategies for computing the RQD of (5.9).
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Figure 5.5: Efficiency obtained by utilizing previous computation when generating G models.
Summarizing, the complexity of generating the G! ZR–VAR permuted models, i.e. computing
the RQD (5.4b) by using Algorithm 8, is given by
CTot = (G−1)!(Cp1(G) + Cp2(G))/2.
Thus, the efficiency obtained by employing the Algorithm 8 rather than estimating the models
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afresh is given by the ratio
CTot/(G! CW )≈ 0.28.
Now, taking into account the QRD of ⊕iXi in the complexity of estimating the models afresh gives
an improvement of 80%. Notice that this improvement in speed is for deriving only 2G models.
The gain becomes more significant when deriving all the G! models, i.e. when repeated (G−1)!/2
times.
5.5 Conclusions
A computational efficient algorithm for estimating the SUR models with permuted exogenous data
matrices has been proposed. The main computation required for the estimation of the models is the
generalized QR decomposition (5.4). The particular properties of the models are investigated and
used to derive efficiently the estimation of the models. Specifically, the QR factorization (5.4a) of
the exogenous data matrices is performed only once, for the original model, and it is available for
the estimation of the remaining G!−1 models. Furthermore, two efficient strategies for computing
the RQD (5.4b) have been presented. These strategies are adapted to the special cases of the
permuted models so that the previous computation is re-used. These special cases arise when the
G! models are derived such that the permutations of the block matrices derive one from another
by applying an adjacent transposition. The ratio between the complexity - in term of flops - of
the proposed strategy and the complexity of deriving the estimators afresh is approximatively 1/4.
This ratio is obtained without taking into consideration that the RQD (5.4a) is available throughout
the generating process. Otherwise, the efficiency of the proposed algorithm would have been even
greater. The implementation and the application of the proposed algorithm need to be pursued.
The problem of estimating the SUR models with permuted exogenous data matrices arise in
subset Vector Autoregressive (VAR) modeling [17, 41, 86, 90, 121]. The estimation of all subset
VAR models is infeasible even for modest dimensions of the original model. Thus, alternative
approaches should be envisaged. The first is the use of heuristics and genetic algorithms [17, 120].
A second alternative is the search in a sub-class of models. Computationally efficient methods
which generates subset VAR models by deleting the same variables, or proper subsets of variables,
from each block of equations in (5.1) has been previously proposed. A third special case is the
permuted ZR–VAR models.
In all these three case, the computational burden of deriving the generalized QR decomposition
(5.4) and, thus, estimating the models, is significantly reduced. In order to make the applicability
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of these methods feasible a common framework (i.e. tree-structure) should be designed. This
will allow a full investigation of the subset VAR models. The development of such framework is
currently under investigation.
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Chapter 6
Conclusions and future research
An efficient parallel algorithm has been developed to derive all subset models of the standard re-
gression model. The algorithm (PDCA) is a parallelization of the dropping columns algorithm
(DCA) proposed in [111, 112]. The properties of the regression tree generated by the DCA have
been studied in order to derive an efficient load-balancing strategy. The PDCA uses a single–
program multiple–data paradigm and does not require inter-processor communication. Experimen-
tal results have confirmed the linear speed-up suggested by theoretical measures of complexity. The
PDCA has the restriction that the number of processors is less than 2n−1, which is even the case
for common small-size problems (n > 10). As expected, the efficiency of the PDCA will decrease
when the number of processors increases. This is due to the overheads and redundant computations
during the initial stage of the algorithm, i.e. the mapping phase. The extension of the serial DCA
and PDCA to deal with the General Linear (GLM) and Seemingly Unrelated Regression (SUR)
models has been also discussed.
The PDCA proposed in Chapter 2 will be inefficient for heterogeneous parallel systems, e.g.
clusters of workstations. In such platforms a dynamic distribution, such as that obtained by task-
farming, can yield a better load balancing and thus, more efficient algorithms [63]. These non-
trivial dynamic distribution strategies need to be investigated. One approach is to consider the ρ2n−1
possibilities of assigning the 2n−1 nodes of the regression tree in Figure 2.2 to the ρ processors. In
this case each edge has a weight which corresponds to the cost of deriving a child node from its
parent and the interprocessor communication cost. A genetic algorithm can be employed to find
the tree which generates all nodes with minimum computational and communication costs.
For a large number of variables the consideration of all models will be computationally infea-
sible. In Chapter 3 a branch-and-bound algorithm (BBA) has been developed to compute the best
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regression equation corresponding to each number of variables. The algorithm avoids the compu-
tation of the whole regression tree that generates all subset models and outperforms an existing
leaps-and-bounds method by cubic order of complexity. The main computational tool is the QR
decomposition and the residual sum of squares (RSS) is used for selecting the models. Any other
criterion which is a monotone function of the RSS for subsets with the same size can be used. That
is, if RSS(V1) ≥ RSS(V2), then f (RSS(V1)) ≥ f (RSS(V2)), where V1 and V2 are sets of indepen-
dent variables, |V1| = |V2|, RSS(Vi) is the RSS when fitting the model comprising the variables in
Vi (i = 1,2) and f is a statistic like R2 or Cp.
The BBA described in Chapter 3 can be modified to compute the best subset regressions when
restricting the size of the selected models within a given range. In this case the regression tree is
different than the one investigated in [40, 42]. Computational strategies which exploit the charac-
teristics of the new derived tree are currently under investigation. Furthermore, the regression tree
generated by the BBA does not exhibit the characteristics of the one generated by the PDCA [42].
Thus, for the parallelization of the BBA a new strategy needs to be developed.
A heuristic approach which significantly improves the computational performance of the BBA
has been presented in Chapter 3. The heuristic algorithm uses a tolerance parameter when deciding
to cut a subtree. The value of the tolerance is given priori. The performance of the heuristic
strategy on data sets has been investigated for various tolerance values. The heuristic BBA might
not provide the optimal solution. However, it was formally shown that the relative error of the
computed solution is smaller than the tolerance parameter used. The heuristic BBA can be further
developed: an adaptive algorithm should be designed which calculates dynamically the value of
the tolerance within the execution process of the BBA. Also an extensive study of these methods
to various models and their comparison with other selection methods (e.g. Forward selection,
Backward elimination, Stepwise regression) should be investigated.
In Chapter 4, the DCA is adapted to derive all the subset Vector Autoregressive (VAR) models
by efficiently deleting one variable at a time from the model (4.4). A subset is formulated as a
VAR model with zero-restrictions on the coefficients (ZR–VAR). However, the method of investi-
gating all subsets becomes rapidly infeasible when the dimensions of the generating process (4.1),
i.e. G and p, increase. Thus, alternative approaches should be considered. Within this context,
several special cases of subset VAR models which are derived by taking advantage of the common
columns of the data matrices and the Kronecker structure of the variance-covariance matrix have
been proposed in Chapters 4 and 5.
The first special case derives (pG + 2)2(pG−1) − 1 subset VAR models by deleting the same
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variable from each block of the model in (4.4) which corresponds to deletion of whole columns
from some of the coefficient matrices Φ1, . . . ,Φp in (4.1). The second case is based on deleting
proper subsets of variables from each block of the regressors in the ZR–VAR model (4.9). An
algorithm that derives all proper subsets models given the initial VAR model has been designed.
This algorithm generates ∑min(K,G−1)i=1 C
i−1
G−2CiK2K−i models, where C
j
i = i!/( j!(i− j)!) and K = Gp.
Furthermore, given the estimation of the ZR–VAR model in (5.2), there are G! ways of per-
muting the matrices X1, . . . ,XG and thus, subset VAR models. Their estimation derive by enu-
merating the G! permutations ξ = (ξ1, . . . ,ξG) and solving the corresponding Generalized Linear
Least Squares Problem (5.13). An efficient algorithm for deriving all permuted ZR–VAR models
has been presented in Chapter 5. This algorithm generates the permutations by applying adjacent
transpositions and re-utilize previous computation.
In all cases the computational burden of deriving the generalized QR decomposition (4.11),
and thus, estimating the sub-models, is significantly reduced. The first two cases require O(G) less
computational complexity than generating the models afresh. The third strategy requires 70% less
computation for the QR decomposition (4.11b), while the QR decomposition (4.11a) is available
through the generating process.
A common framework should be defined that can be used to provide a full investigation of all
subset VAR models rather than a specific class of sub-models investigated by the proposed three
strategies. The incorporation and functioning of these strategies in a common framework of inves-
tigating all subsets will require the modification, adaptation and derivation of new computational
strategies.
The tree-structure generated by DCA suggests that a branch-and-bound strategy should be de-
signed. Thus, the best-subset VAR models can be derived without computing the whole regression
tree derived by DCA [40, 49, 80, 83]. The cutting test, in this case, should be based on statistical
criteria such as the Information Complexity criterion (ICOMP) [17, 18]. Heuristics and Genetic
Algorithms can be employed to facilitate the use of the Branch-and-Bound method to the investi-
gation of VAR models which are computationally intensive [17, 121].
For even modest-size VAR models their complete investigation might be computationally infea-
sible, even if a branch-and-bound strategy is employed. For this, heuristics and Genetic Algorithms
should be considered in order to facilitate the investigation of these models [17, 121]. Within this
context the use of high performance computing (including parallel computing) needs to be pursued.
Specifically the parallel algorithm (PDCA) for computing all subset regression models in [42] will
be inefficient for conventional clusters of workstations. In such cases alternative parallel strategies
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need to be designed [63].
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