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Zusammenfassung
In dieser Arbeit wird Mumfords Methode der toroidalen Kompaktiﬁzierung auf den Modul-
raum der (1, p)-polarisierten abelschen Fla¨chen mit Level-2-Struktur A◦1,p(2) = Γ◦1,p(2)\H2
bzgl. der Voronoi-Zerlegung angewandt (p ≥ 3, prim). Es stellt sich zuna¨chst die Aufga-
be, den singula¨ren Ort auf dem kompaktiﬁzierten Raum
(A◦1,p(2)
)∗ zu untersuchen. Da-
bei stellt sich heraus, daß lediglich bestimmte isolierte Quotientensingularita¨ten auf dem
Rand auftreten, die explizit beschrieben werden ko¨nnen. Das Titsgeba¨ude T (Γ◦1,p(2)) ist ein
Graph, der bekannterweise die Nachbarschaftsrelationen der rationalen Randkomponenten
in
(A◦1,p(2)
)∗
angibt. In unserem Fall ist dies eine (303, 156)-Konﬁguration. Es wird eine
Beschreibung der 15 Korang-2-Randkomponenten als Konﬁguration von endlich vielen pro-
jektiven Geraden angeben. Die 30 (oﬀenen) Korang-1-Randkomponenten werden als oﬀene
Kummersche Modulﬂa¨chen zur Stufe 2 beschrieben. Dabei treten zwei Typen von Korang-1-
Randkomponenten auf, die sich durch verschiedene Abschlu¨sse in
(A◦1,p(2)
)∗ unterscheiden.
Im weiteren wird die Gruppe Γ◦1,p(2) mittels einer Involution zu einer maximalen diskreten
Gruppe Γ∗1,p(2) in SP(4,R) erweitert. Diese Gruppe operiert auf H2 und der Quotient hat
weiterhin modultheoretische Bedeutung. Speziell im Fall p = 3 gibt es eine Spitzenform ∆31
vom Gewicht 3 bezu¨glich Γ◦1,3(2). Es wird gezeigt, daß diese auch eine Spitzenform bezu¨glich
Γ∗1,3(2) ist. Allerdings operiert Γ∗1,p(2) nicht auf dem Rand von
(A◦1,3(2)
)∗, was zur Angabe
einer alternativen Kegelzerlegung fu¨hrt. Diese Zerlegung ergibt sich als Verfeinerung der
urspru¨nglichen Voronoi-Kegelzerlegung und fu¨hrt zu einem vera¨nderten singula¨ren Ort auf
dem Rand. Insbesondere treten auch nicht-isolierte Singularita¨ten auf.
Schlagwo¨rter: Modulra¨ume, toroidale Kompaktiﬁzierung,
abelsche Varieta¨ten
Abstract
We apply Mumford’s toroidal compactiﬁcation method to the moduli space of (1, p)-polarized
abelian surfaces with level-2-structure A◦1,p(2) = Γ◦1,p(2)\H2 with resp. to the Voronoi-
decomposition (p ≥ 3, prime). First, we investigate the singular locus on the compactiﬁed
moduli space
(A◦1,p(2)
)∗. It turns out that there are only isolated quotient singularities on
the boundary which can be described explicitly.
The Tits building T (Γ◦1,p(2)) is a graph which gives a description of the adjacency relations
of rational boundary components. In our case the Tits building is a (303, 156)-conﬁguration,
where the 15 vertices correspond to corank-2-boundary components, which are conﬁgurati-
ons of ﬁnitely many projective lines. The 30 (open) corank-1-boundary components are open
Kummer moduli surfaces of level 2. Depending on the closure in
(A◦1,p(2)
)∗ there occur two
types of these boundary components.
Next, we deﬁne a normal extension Γ∗1,p(2) of Γ
◦
1,p(2) of index 2 which is the maximal exten-
sion of Γ◦1,p(2) as a discrete subgroup of SP(4,R). This group acts on H2 and the quotient
still allows a moduli-theoretical interpretation.
In case p = 3, there is a cuspform ∆31 of weight 3 with respect to Γ
◦
1,3(2). We show that ∆
3
1
is still a cuspform with respect to Γ∗1,3(2). However, Γ∗1,p(2) does not act on the boundary
of
(A◦1,p(2)
)∗, so the question of alternative cone-decompositions arises. We construct a de-
composition as a reﬁnement of the Voronoi-decomposition which leads to a diﬀerent singular
locus. In particular, there will be non-isoloated singularities.
keywords: moduli spaces, toroidal compactiﬁcation,
abelian varieties

iEinleitung
Modulra¨ume polarisierter abelscher Varieta¨ten der Dimension n erha¨lt man
als Quotienten der Siegelschen oberen Halbebene zur Stufe n nach arithmeti-
schen Untergruppen der symplektischen Gruppe Sp(2n,Q). Solche Quotien-
ten sind quasiprojektive Varieta¨ten mit schlimmstenfalls Quotientensingula-
rita¨ten. Es stellt sich in natu¨rlicher Weise die Frage nach einer Kompaktiﬁ-
zierung, so daß der Rand eine modultheoretische Bedeutung bekommt. Fu¨r
den Fall der prinzipal polarisierten abelschen Fla¨chen wurde von Satake eine
Antwort nach der Kompaktiﬁzierung gegeben, die trotz einiger guter Eigen-
schaften auf dem Rand hochgradig singula¨r ist. Durch Mumfords Konzept
der toroidalen Kompaktiﬁzierung wird dieser Schwachpunkt ausgeglichen.
Der auf diese Weise kompaktiﬁzierte Modulraum ist normal und es treten
lediglich Quotientensingularita¨ten auf. Der Nachteil dieser Kompaktiﬁzie-
rung liegt allerdings darin, daß diese nicht eindeutig bestimmt ist, sondern
von gewissen zula¨ssigen Kegelzerlegungen abha¨ngt, die nach der Problem-
stellung variieren ko¨nnen.
Fu¨r p ≥ 3 prim wurde die durch die Voronoi-Zerlegung des Kegels der
positiv deﬁniten Matrizen deﬁnierte Kompaktiﬁzierung des Modulraums
der (1, p)-polarisierten abelschen Fla¨chen mit kanonischer Level-p-Struktur
Γ1,p\H2 bzw. des Modulraums der (1, p)-polarisierten abelschen Fla¨chen
Γ◦1,p\H2 eingehend in dem Buch von Hulek, Kahn, Weintraub [HKW1] bzw.
in der Dissertation von Brasch [Br] untersucht. Diese Arbeiten sind ei-
ne unentbehrliche Grundlage fu¨r die Beschreibung des Modulraums (1, p)-
polarisierter abelscher Fla¨chen mit Level-2-Struktur A◦1,p(2) = Γ◦1,p(2)\H2
und des kompaktiﬁzierten Modulraums
(A◦1,p(2))∗, die im Mittelpunkt dieser
Arbeit steht. Es bietet sich an, den Modulraum (1, p)-polarisierter abelscher
Fla¨chen mit Level-2-Struktur und zusa¨tzlicher kanonischer Level-p-Struktur
A1,p(2) = Γ1,p(2)\H2 in die Untersuchung aufzunehmen. Die arithmetischen
Untergruppen Γ ⊂ Sp(4,Q), die diese Modulra¨ume deﬁnieren, stehen durch
das Diagramm
Γ1,p ✁ Γ◦1,p
✁ ✁
Γ1,p(2) ✁ Γ◦1,p(2)
ii
in Beziehung, die die verzweigte U¨berlagerungssituation
A1,p  

A◦1,p

A1,p(2)   A◦1,p(2)
induzieren. Bezu¨glich dieses Diagramms kann der Modulraum A1,p(2) als
Faserprodukt
A1,p(2) = A◦1,p(2) ×A◦1,p A1,p
aufgefaßt werden. Die Kompaktiﬁzierungen der Modulra¨ume sind so kon-
struiert, daß sich die Operationen der jeweiligen Quotienten (der deﬁnie-
renden arithmetischen Untergruppen) auf den Rand fortsetzen la¨ßt. Dabei
stellt sich heraus, daß sich auch der kompaktiﬁzierte Modulraum (A1,p(2))∗
als Faserprodukt
(A1,p(2))∗ =
(A◦1,p(2))∗ ×(A◦1,p)∗ A∗1,p
ergibt.
Der Fall p = 3 wird eine besondere Rolle spielen, aus der sich die wesentliche
Motivation der Untersuchung des Modulraum A◦1,p(2) ableitet. Barth und
Nieto studierten in [BN] die Quintik
N =
{
5∑
i=0
ui =
5∑
i=0
1
ui
= 0
}
⊂ P5.
Es ist N birational zum Raum der Kummerﬂa¨chen, die zu abelschen Fla¨chen
mit (1, 3)-Polarisierung und Level-2-Struktur korrespondieren. Daru¨berhin-
aus besitzt N ein glattes Modell, welches Calabi-Yau ist. Daraus kann man
ableiten, daß der Modulraum A◦1,3(2) auch ein glattes Modell besitzt, wel-
ches Calabi-Yau ist. Damit stellt sich die Frage nach der Bestimmung der
(bis auf skalare Vielfache) eindeutig bestimmten Spitzenform vom Gewicht
3 bezu¨glich der arithmetischen Untergruppe Γ◦1,3(2) ⊂ Sp(4,Q), die den
Modulraum A◦1,3(2) deﬁniert. Diese Spitzenform wurde in [GH1] als ∆31
angegeben, wobei ∆1 eine Spitzenform vom Gewicht 1 bezu¨glich der para-
modularen Gruppe Γ◦1,3 ⊂ Sp(4,Q) mit einem Charakter der Ordnung 6 ist.
In [GH2] wird festgehalten, daß die zu einer (1, p)-polarisierten abelschen
Fla¨che und die zu ihrer dualen polarisierten abelschen Fla¨che zugeho¨rigen
Kummerschen Modulﬂa¨chen isomorph sind. Das lenkt die Aufmerksamkeit
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auf die Fricke-Involution, die die Gruppe Γ◦1,p zu einer Gruppe Γ
∗
1,p erwei-
tert. Diese Involution bewirkt die Identiﬁkation einer polarisierten abel-
schen Fla¨che mit ihrer dualen abelschen Fla¨che. Das wirft die Fragen auf,
ob Γ◦1,p(2) in der Weise zu einer Gruppe Γ∗1,p(2) erweitert werden kann, so
daß das Diagramm
Γ◦1,p(2)
   

Γ∗1,p(2) 

Γ◦1,p
   Γ∗1,p
kommutiert. Wenn dies der Fall ist, ist dann ∆31 auch eine Spitzenform
bezu¨glich Γ∗1,3(2)?
Die Operation der Fricke-Involution auf A◦1,3(2) la¨ßt sich aber nicht auf den
Rand von
(A◦1,3(2))∗ fortsetzen. Es stellt sich also die Aufgabe, eine geeig-
nete toroidale Kompaktiﬁzierung zu ﬁnden. In dieser Arbeit werden wir die
Antworten auf diese Fragen erarbeiten.
Die Arbeit ist wie folgt gegliedert:
Durch Einfu¨hrung bestimmter Untergruppen der symplektischen Gruppe
Sp(4,Q) werden wir die Modulra¨ume angeben, die fu¨r uns von besonderem
Interesse sind. Dann werden einige gruppentheoretische U¨berlegungen ange-
stellt, die den Zusammenhang dieser Untergruppen liefern. Wir werden uns
im Anschluß einen U¨berblick u¨ber die Methode der toroidalen Kompaktiﬁ-
zierung verschaﬀen, was uns insbesondere zu den Grundlagen der torischen
Geometrie fu¨hrt.
Im darauﬀolgenden Kapitel werden wir Titsgeba¨ude von bestimmten arith-
metischen Untergruppen der Sp(4,Q) angeben. Der Rand der zu unter-
suchenden Modulra¨ume besitzt eine Stratiﬁkation von sogenannten ratio-
nalen Korang-1- und Korang-2-Randkomponenten. Dabei kommt es vor,
daß der Abschluß einer rationalen Randkomponente in einer anderen liegen
kann, was also in diesem Sinne eine Beschreibung der Nachbarschaftrela-
tionen dieser Randkomponente erfordert. Diese Beschreibung ist in einem
kombinatorischen Objekt, dem Titsgeba¨ude der jeweils betrachteten arith-
metischen Untergruppe, kodiert.
Danach werden die auftretenden Singularita¨ten im kompaktiﬁzierten Mo-
dulraum
(A◦1,p(2))∗ untersucht. Es stellt sich heraus, daß sich diese ledig-
lich als isolierte Quotientensingularita¨ten, die auf dem Rand liegen, erge-
ben. Wir werden dann entscheiden, wann die auftretenden Singularita¨ten
kanonisch sind. Das na¨chste Kapitel soll der Beschreibung der Korang-2-
Randkomponenten dienen. Diese Randkomponenten bilden eine Konﬁgura-
tion von projektiven Geraden. Zuna¨chst werden wir diese Konﬁguration fu¨r
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den Modulraum (A1,p(2))∗ beschreiben. Die Konﬁguration der projektiven
Geraden auf dem Rand von
(A◦1,p(2))∗ wird sich dann als Quotient dieser
Konﬁguration nach einer Gruppe der Ordnung p−12 ergeben.
Wir sind dann an einem Punkt angelangt, wo wir die Fricke-Involution na¨her
studieren werden. Durch elementare Rechnungen werden wir zeigen, daß die
Gruppe Γ∗1,p(2) im obigen Diagramm eindeutig bestimmt und die Modulform
∆31 tatsa¨chlich eine Spitzenform bezu¨glich Γ
∗
1,3(2) ist.
Im letzten Abschnitt wird dann eine Verfeinerung der Voronoi-Kegelzerlegung
angegeben. Dies resultiert in eine toroidale Kompaktiﬁzierung, so daß die
erweiterte Gruppe Γ∗1,3(2) auf dem Rand operiert. Diese fu¨hrt allerdings zu
weiteren (nicht-isolierten) Singularita¨ten, so daß sich die Frage nach einer
alternativen Kegelzerlegung stellt.
Bevor ich nun weitergehe, mo¨chte ich mich an dieser Stelle bei all denen
bedanken, die durch ihre Unterstu¨tzung dazu beigetragen haben, daß die-
se Arbeit entstehen konnte. Allen voran danke ich meinen Doktorvater
Prof. Dr. K. Hulek fu¨r die Betreuung und Ermutigung. Ebenso gilt mein
Dank den Mitarbeiterinnen und Mitarbeitern der Arbeitsgruppe in Hanno-
ver, sowie insbesondere PD Dr. J. Spandaw, Dr. M. Lo¨nne und Dr. Ch. Al-
pert fu¨r hilfreiche Gespra¨che und Kommentare.
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11 Modulra¨ume abelscher Fla¨chen
Eine abelsche Fla¨che u¨berC ist ein zweidimensionaler komplexer Torus C2/L
(L ist ein Gitter von maximalen Rang 4), der zugleich projektiv-algebraisch
ist, das heißt, auf dem ein amples Geradenbu¨ndel L existiert. Die 1. Chern-
klasse c1(L) kann als positiv deﬁnite hermitsche Form H : C2 × C2 	→ C
aufgefaßt werden, deren Imagina¨rteil auf dem Gitter L ganzzahlig ist. Jede
hermitsche Form mit diesen Eigenschaften deﬁniert umgekehrt ein bis auf
Translation eindeutig bestimmtes amples Geradenbu¨ndel L von C2/L. Die
Form H bzw. das Geradenbu¨ndel L nennt man dann Polarisierung von X.
Fu¨r eine geeignete Wahl einer Basis von L kann man nun erreichen, daß sich
Im(H) durch eine schiefsymmetrische Matrix
Λ =
(
0 E
−E 0
)
mit E = diag(e1, e2) und 0 < e1 ≤ e2, e1|e2 beschreiben la¨ßt. Das Tupel
(e1, e2) ist durch das Geradenbu¨ndel L eindeutig bestimmt und wird der
Typ der Polarisierung genannt. Ist e1 = e2 = 1, so wird die Polarisierung
prinzipal genannt. Eine (prinzipal) polarisierte abelsche Fla¨che ist ein Paar
(A,HA) bestehend aus einem Torus A und einer (prinzipalen) Polarisierung
HA.
Mit dem Symbol H2 werden wir die Siegelsche obere Halbebene zur Stufe 2
bezeichnen:
H2 =
{
τ ∈ Mat(2,C) | τ = tτ, Im(τ) > 0}
(Hier und im weiteren werden wir H > 0 bzw. H ≥ 0 fu¨r die Eigenschaft,
daß eine Matrix H positiv deﬁnit bzw. positiv semi-deﬁnit ist, schreiben.)
Jeder Punkt τ aus H2 bestimmt ein Gitter Lτ := (E, τ) ·Z4 in C2. Bezu¨glich
der Standardbasis von C2 deﬁniert (Im τ)−1 eine positiv deﬁnite hermitsche
Form Hτ . Die Abbildung ImHτ |Lτ×Lτ wird dann bezu¨glich der Spalten-
vektoren von (E, τ) durch die Matrix Λ beschrieben. Umgekehrt erha¨lt
man jede polarisierte abelsche Fla¨che vom Typ (e1, e2) auf diese Weise [I,
pp. 73-74]. Ist C2/L ein komplexer Torus, so kann durch die Operation von
GL(2,C) (Matrixmultiplikation von links, wobei C2 als Spaltenvektorraum
aufgefaßt ist) erreicht werden, daß die ersten beiden Vektoren von der Form
( e10 ) und
(
0
e2
)
sind. Wir erhalten so eine normalisierte Periodenmatrix fu¨r
das Gitter L. Dann ist leicht zu sehen, daß C2/L genau dann eine abelsche
Fla¨che ist, falls τ ∈ H2 ist.
Insgesamt haben wir also fu¨r einen festen Typ der Polarisierung (e1, e2) eine
2Surjektion
H2 	→ {(A,HA); (A,HA) ist eine (e1, e2)-polarisierte abelsche Fla¨che} /Isom.
Um die Isomorphieklassen zu beschreiben, betrachten wir die Automorphis-
men des Gitters L, die die Form Λ respektieren. Diese Automorphismen
bilden die symplektische Gruppe bezu¨glich Λ, also
Γ˜◦e1,e2 := Sp(Λ,Z) =
{
g ∈ GL(4,Z) | gΛtg = Λ} .
Schreiben wir ein Element aus Sp(Λ,Z) als Matrix von 2 × 2 -Blo¨cken, so
operiert diese durch(
A B
C D
)
: τ 	→ (Aτ +BE)(Cτ +DE)−1E
auf H2.
Der Quotient A◦e1,e2 := Γ˜◦e1,e2\H2 parametrisiert dann die Isomorphieklassen
von (e1, e2)-polarisierten abelschen Fla¨chen, das heißt, A◦e1,e2 wird zu einem
Modulraum (e1, e2)-polarisierter abelscher Fla¨chen (siehe dazu etwa [HKW1,
I]). Zuna¨chst werden wir die Untergruppen der Sp(Λ,Z) einfu¨hren, die fu¨r
uns von besonderem Interesse sind. Dazu sei L = Z4 das Gitter, auf dem Λ
eine symplektische Form deﬁniert, und weiterhin
L∨ = {y ∈ L⊗Z R | Λ(x, y) ∈ Z fu¨r alle x ∈ L}
= 1e1Z⊕ 1e2Z⊕ 1e1Z⊕ 1e2Z
das duale Gitter von L bezu¨glich Λ.
Es gilt L ⊆ L∨ und der Quotient L∨/L ist eine endliche Gruppe, die iso-
morph zu (Ze1 ×Ze2)2 ist. Diese tra¨gt eine alternierende Form α, die in den
kanonischen Erzeugenden durch die Matrix(
0 E−1
−E−1 0
)
bestimmt ist. Eine kanonische Level-Struktur auf einer polarisierten abel-
schen Fla¨che (A,HA) ist ein Isomorphismus
L∨/L ∼−→ (Ze1 × Ze2)2,
der die durch Λ auf L∨/L induzierte alternierende Form in die Form α
u¨berfu¨hrt.
Eine allgemeine Level-n-Struktur auf einer polarisierten abelschen Fla¨che
3(A,HA) ist eine kanonische Level-Struktur im obigen Sinne fu¨r die Polari-
sation nΛ.
Jede Polarisierung L vom Typ (e1, e2) ist die e1-te Potenz einer eindeutig
bestimmten Polarisierung vom Typ (1, e2e1 ). Fu¨r Modulprobleme reicht es
also aus, Polarisierungen vom Typ (1, e) zu betrachten. Wir werden uns auf
den Fall e = p fu¨r p ≥ 3 prim spezialisieren. Im weiteren sei also
Λ =
(
0 E
−E 0
)
mit E =
(
1 0
0 p
)
.
Bemerkung 1.1 Alternativ kann man A◦1,e mit Hilfe folgender Untergrup-
pe der rationalen symplektischen Gruppe Sp(4,Q) = Sp(J,Q) deﬁnieren,
wobei J die gewo¨hnliche symplektische Form
J =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

ist. Es sei Re = diag(1, 1, 1, e) und
Γ◦1,e := R
−1
e Γ˜
◦
1,eRe ⊂ Sp(J,Q)
Dann operiert Γ◦1,e auf H2 durch(
A B
C D
)
: τ → (Aτ +B)(Cτ +D)−1
und es gilt
A◦1,e = Γ˜◦1,e\H2 ∼= Γ◦1,e\H2
Notation Je nach Aufgabenstellung werden wir mit Γ˜◦1,e oder Γ◦1,e arbeiten.
Um Verwirrungen zu vermeiden, werden wir die Objekte, die sich auf Γ˜◦1,e
beziehen, mit α˜ bezeichnen.
Wir betrachten fu¨r eine ganze Zahl n ≥ 1, ggT(n, e) = 1 das zu L bezu¨glich
nΛ duale Gitter
L∨n :=
1
n
· L∨
4und deﬁnieren:
Γ˜1,p :=
{
g ∈ Γ˜◦1,p
∣∣ vg ≡ v mod L fu¨r alle v ∈ L∨}
Γ˜◦1,p(n) :=
{
g ∈ Γ˜◦1,p
∣∣ vg ≡ v mod L fu¨r alle v ∈ L∨n}
Γ˜1,p(n) := Γ˜1,p ∩ Γ˜◦1,p(n)
Bemerkung 1.2 Es ist leicht einzusehen, daß ein Element g aus Γ˜◦1,p genau
dann in Γ˜◦1,p(n) ist, falls die Kongruenz g ≡ 14 (modn) gilt.
Wir erhalten die folgenden Untergruppen von Sp(J,Q):
Γ1,p := R−1p Γ˜1,pRp
Γ◦1,p(n) := R
−1
p Γ˜
◦
1,p(n)Rp
Γ1,p(n) := R−1p Γ˜1,p(n)Rp,
beziehungsweise folgende Modulra¨ume:
A1,p := Γ˜1,p\H2 = Γ1,p\H2
A◦1,p(n) := Γ˜◦1,p(n)\H2 = Γ◦1,p(n)\H2
A1,p(n) := Γ˜1,p(n)\H2 = Γ1,p(n)\H2,
die die folgende geometrische Bedeutung haben:
(i) A◦1,p =
{
(A,HA)
∣∣∣∣ A ist abelsche Fla¨che,HA ist Polarisierung vom Typ (1, p)
}
(ii) A1,p = {(A,HA, α) | α ist eine kanonische Levelstruktur}
(iii) A◦1,p(n) = {(A,HA, β) | β ist eine allgemeine Level-n-Struktur}
(iv) A1,e(n) = {(A,HA, α, β)} .
Die Modulra¨ume A1,p und A◦1,p wurden schon eingehend in [HKW1] und
[Br] beschrieben. Diese Ra¨ume besitzen ’’milde‘‘Singularita¨ten, daß heißt
lediglich endliche Quotientensingularita¨ten. Fu¨r eine Beschreibung der Sin-
gularita¨ten von A1,p bzw. A◦1,p sei auf [HKW2] bzw. auf [Br] hingewiesen.
Wir werden den Fall n = 2 untersuchen. Unser Augenmerk gilt also den
Modulra¨umen A◦1,p(2) und A1,p(2).
52 Einige gruppentheoretische U¨berlegungen
Wir werden hier einige Eigenschaften der Gruppen zusammenfassen, die
wir zur Einfu¨hrung der oﬀenen Modulra¨ume deﬁnierten. Die Quotienten
Γ˜◦1,p/Γ, Γ = Γ˜1,p, Γ˜1,p(2), Γ˜◦1,p(2) induzieren verzweigte U¨berlagerungen auf
den korrespondierenden oﬀenen Modulra¨umen. Wir werden spa¨ter Kom-
paktiﬁzierungen dieser Modulra¨ume so konstruieren, daß sich diese Quoti-
entenabbildungen auf den Rand fortsetzen, was ein genaueres Studium des
Zusammenhangs der betrachteten Gruppen erfordert.
Notation. Im weiteren Verlauf sei mit A¯ die Reduktion modulo 2 irgendei-
ner ganzzahligen Matrix A bezeichnet. Mit Γ1(n) bezeichnen wir die Haupt-
kongruenzgruppe zur Stufe n in SL(2,Z), also
Γ1(n) =
{(
a b
c d
)
∈ SL(2,Z)
∣∣∣∣(a bc d
)
≡ 12 (modn)
}
.
Mit Γ0(n) sei die Gruppe der Matrizen in SL(2,Z) mit c ≡ 0 (modn) be-
zeichnet.
Proposition 2.1 Die Gruppen Γ◦1,p(2) und Γ1,p(2) beschreiben sich wie folgt:
Γ◦1,p(2) =
g ∈ Sp(J,Q)
∣∣∣∣∣∣∣∣ g ∈

Z 2Z 2Z 2pZ
2pZ Z 2pZ 2pZ
2Z 2Z Z 2pZ
2Z 2pZ 2Z Z


Γ1,p(2) =
g ∈ Sp(J,Q)
∣∣∣∣∣∣∣∣ g − 14 ∈

2Z 2Z 2Z 2pZ
2pZ 2pZ 2pZ 2p2Z
2Z 2Z 2Z 2pZ
2Z 2Z 2Z 2pZ

 .
Beweis. Als direkte Folge aus den Berechnungen in [HKW1, Proposition
I.1.16] haben die Elemente M = (mij)1≤i,j≤4 in Γ˜◦1,p(2) die Eigenschaft
m21 ≡ m23 ≡ m41 ≡ m43 ≡ 0 (mod p)
m22m44 −m24m42 ≡ 1 (mod p)
und M ist genau dann in Γ˜1,p(2), falls
m22 − 1 ≡ m44 − 1 ≡ m24 ≡ m42 ≡ 0 (mod p)
gilt. Beachtet man zusa¨tzlich, daß M ≡ 14 (mod2) fu¨r alle M ∈ Γ˜◦1,p(2)
gilt, so folgt die Aussage direkt durch Berechnung von R−1p Γ˜◦1,p(2)Rp bzw.
6R−1p Γ˜1,p(2)Rp.
✷
Bemerkung 2.2 Nach [HKW1, Propositoin I.1.20] sind schon die Eintra¨ge
der Matrizen in Γ1,p ganzzahlig, so daß Γ1,p eine Untergruppe der Sp(J,Z)
ist. Die Gruppe Γ1,p(2) ist sogar eine Untergruppe der Kongruenzuntergrup-
pe
Γ(2) := {g ∈ Sp(J,Z) | g ≡ 14 (mod2)} = ker{ Sp(J,Z) (mod 2) Sp(4,Z2) }.
Hilfssatz 2.3 (i) Fu¨r n ≥ 1 ist die Abbildung
φ1n :
{
SL(2,Z) −→ SL(2,Zn)
M 	→ M (modn)
ein Epimorphismus mit Kern Γ1(n).
(ii) Fu¨r p ≥ 3 ist die Abbildung
φp2 :
{
Γ1(p) → SL(2,Z2)
M 	→ M
ein Epimorphismus mit Kern Γ1(2p).
(iii) Die Abbildung
Γ0(p) → Z∗p × SL(2,Z2)(
a b
c d
)
	→ (d (mod p), ( a bc d ))
ist surjektiv.
(iv) Die Abbildung 
Γ1(2) → SL(2,Zp)(
a b
c d
)
	→
(
a b
c d
)
(mod p)
ist ein Epimorphismus.
Beweis. Der Punkt (i) wurde in [Sh, Lemma 1.38] bewiesen.
Die Matrizen
(
1 p
0 1
)
und
(
1 p
p p2+1
)
sind aus Γ1(p) und die Gruppe SL(2,Z2)
wird von
(
1 p
0 1
)
und
(
1 p
p p2+1
)
erzeugt, so daß (ii) folgt.
7Zu (iii) sei (δ,M ) ∈ Z∗p × SL(2,Z2). Nach (i) liftet das Element
(
δ−1 0
0 δ
)
aus
SL(2,Zp) zu einem Element g in SL(2,Z) und wegen (ii) gibt es ein g′ aus
Γ1(p) mit g′ = (g)
−1 ·M . Dann ist
g · g′ ≡
(
δ−1 0
0 δ
)
·
(
1 0
0 1
)
(mod p)
g · g′ ≡ M (mod 2)
Also ist g · g′ ∈ Γ0(p) und liegt im Urbild von (δ,M ).
Zu (iv) sei g˜ ∈ SL(2,Zp) und g ∈ (φ1p)−1(g˜) ⊂ SL(2,Z). Wir wa¨hlen ein
g′ ∈ Γ1(p), so daß φp2(g′) = (φp2(g))−1 ist. Dann ist g′ · g ∈ Γ1(2) und
g′ · g ≡ g (mod p) = g˜.
✷
2.1 Der Quotient Γ◦1,p/Γ1,p(2)
Proposition 2.4 Das Diagramm
(I) (II)
1

1

1(III)  Γ˜1,p(2)

 Γ˜1,p

φ|Γ˜1,p  Sp(4,Z2)  1
1(IV)  Γ˜◦1,p(2)
γ|Γ˜◦1,p(2)

 Γ˜◦1,p
γ

φ  Sp(4,Z2)  1
SL(2,Zp)

SL(2,Zp)

1 1
mit
φ :
{
Γ˜◦1,p → Sp(4,Z2)
M 	→ M
8und
γ :
 Γ˜
◦
1,p → SL(2,Zp)
(mij)1≤i,j≤4 	→
(
m22 m24
m42 m44
)
(mod p)
ist kommutativ mit exakten Zeilen und Spalten.
Beweis. Die Exaktheit der Sequenz (II) wurde schon in [HW, lemma 0.5]
gezeigt.
Zuna¨chst ist φ wohldeﬁniert:
Fu¨r jedes M ∈ φ(Γ˜◦1,p) ist M Λ tM = Λ und es ist Λ =
(
0 12
12 0
)
. Insbeson-
dere ist φ(Γ˜◦1,p) ⊂ Sp(4,Z2).
Die Gruppe Γ˜1,p(2) (bzw. Γ˜◦1,p(2)) ist der Kern der Reduktionabbildung mo-
dulo 2 von Γ˜1,p (bzw. Γ˜◦1,p), so daß zum Beweis der Exaktheit von (III) und
(IV) lediglich die Surjektivita¨t von φ|Γ˜1,p gezeigt werden muß.
Nach [F, A.5.2] wird die Gruppe Sp(4,Z2) von
(
0 12
12 0
)
und
(
12 S
0 12
)
mit
S = E ·
(
s1 s2
s2 s3
)
∈ E · Sym(2,Z) erzeugt.
Nach Hilfssatz 2.3 (ii) ko¨nnen wir
(
a b
c d
) ∈ Γ1(p) mit ( a bc d ) = ( 0 11 0 ) wa¨hlen.
Die Matrizen 
0 0 1 0
0 a 0 b
−1 0 0 0
0 c 0 d
 sowie

1 0 s1 s2
0 1 ps2 ps3
0 0 1 0
0 0 0 1

liegen im Urbild von
(
0 12
12 0
)
beziehungsweise
(
12 S
0 12
)
unter φ|Γ˜1,p . Die
Abbildung φ|Γ˜1,p ist also surjektiv.
Betrachte nun die Sequenz (I).
Die Gruppe Γ˜1,p(2) beschreibt sich als
Γ˜1,p(2) =
{
(mij)1≤i,j≤4 ∈ Γ˜◦1,p(2)
∣∣∣∣ (m22 m24m42 m44
)
≡ 12 (mod p)
}
,
so daß lediglich die Surjektivita¨t von γ|Γ˜◦1,p(2) gezeigt werden muß.
Es sei g˜ ∈ SL(2,Zp). Dann gibt es wegen der Exaktheit von II ein M =
(mij)1≤i,j≤4 ∈ Γ˜◦1,p, so daß γ(M) = g˜ ist. Es sei weiter M ′ ∈ Γ˜1,p, so daß
9φ(M ′) = φ(M)−1 ist (Existenz von M ′ folgt aus der Exaktheit von III).
Dann ist
M ·M ′ ∈ Γ˜◦1,p(2) und
γ(M ·M ′) = g˜,
das heißt, γ|Γ˜◦1,p(2) ist surjektiv.
✷
Korollar 2.5 Es gilt Γ˜1,p(2)✁ Γ˜◦1,p mit Quotienten
Γ˜◦1,p/Γ˜1,p(2)  SL(2,Zp)× Sp(4,Z2).
Beweis. Wir werden zeigen, daß die Sequenz
0→ Γ˜1,p(2) ↪→ Γ˜◦1,p
(γ,φ)−→ SL(2,Zp)× Sp(4,Z2)→ 0
exakt ist.
i) Γ˜1,p(2) = ker((γ, φ)):
Folgt sofort daraus, daß Γ˜1,p∩ Γ˜◦1,p(2) = Γ˜1,p(2) und die Sequenzen (II)
und (IV) exakt sind.
ii) (γ, φ) ist surjektiv:
Sei w ∈ SL(2,Zp) und x ∈ Sp(4,Z2). Wir wa¨hlen ein y ∈ Γ˜◦1,p mit
φ(y) = x und deﬁnieren das Element
v := γ(y)−1 · w ∈ SL(2,Zp)
mit Urbild z ∈ Γ˜◦1,p(2) unter γ|Γ˜◦1,p(2).
Dann liegt y · z ∈ Γ˜◦1,p im Urbild von (w, x):
Es ist
γ(y · z) = γ(y) · γ(z) = γ(y) · v = w
φ(y · z) = φ(y) · φ(z) = φ(y) = x.
✷
Bemerkungen 2.6 i) Es gibt eine verzweigte U¨berlagerung
A1,p(2) A◦1,p(2)
10
von Modulra¨umen, die von der Operation von PSL(2,Zp) = SL(2,Zp)/ {±1}
induziert wird. Das ist klar, da
A◦1,p(2) = Γ˜◦1,p(2)\H2 = (Γ˜◦1,p(2)/Γ˜1,p(2))\(Γ˜1,p(2)\H2)
und Γ˜◦1,p(2)/Γ˜1,p(2)  SL(2,Zp). Die Gruppe Γ˜1,p(2) operiert zwar eﬀektiv
auf H2, jedoch operiert Γ˜◦1,p(2) mit Kern {±14}, so daß die U¨berlagerungs-
gruppe durch PSL(2,Zp) und der Grad dieser U¨berlagerung durch die Ord-
nung #PSL(2,Zp) = p(p2 − 1)/2 bestimmt ist. Die Projektion von A1,p(2)
auf den Quotienten A◦1,p(2) korrespondiert dabei zum Vergessen der kanoni-
schen Levelstruktur einer abelschen Fla¨che, wa¨hrend die allgemeine Level-
2-Struktur und der Typ der Polarisierung erhalten bleiben.
ii) Die Projektion von A1,p(2) auf den Quotienten A1,p korrespondiert zum
Vergessen der allgemeinen Level-2-Struktur auf einer abelschen Fla¨che, wa¨h-
rend die kanonische Levelstruktur und der Typ der Polarisierung erhalten
bleiben.
Wie oben haben wir eine verzweigte U¨berlagerungssituation, die von der
Operation von Γ˜1,p/Γ˜1,p(2)  SL(4,Z2) auf A1,p(2) induziert wird. Bei-
de Gruppen Γ˜1,p und Γ˜1,p(2) operieren eﬀektiv auf H2, so daß sich der
U¨berlagerungsgrad durch #Sp(4,Z2) = 720 bestimmt.
Insgesamt liefert also das Diagramm
Γ1,p ✁ Γ◦1,p
✁ ✁
Γ1,p(2) ✁ Γ◦1,p(2)
ein Diagramm von verzweigten U¨berlagerungen
A1,p  

A◦1,p

A1,p(2)   A◦1,p(2)
iii) Bezeichnen wir mit π1 und π2 die durch SL(2,Zp) bzw. SL(4,Z2) in-
duzierten Quotientenabbildungen auf A1,p bzw. A◦1,p(2), so kann A1,p(2)
bezu¨glich des Diagramms
A◦1,p(2)
π2

A1,p π1   A◦1,p
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als das Faserprodukt von A◦1,p(2) und A1,p u¨ber A◦1,p aufgefaßt werden
und Γ˜◦1,p/Γ˜1,p(2)  SL(2,Zp) × Sp(4,Z2) operiert komponentenweise auf
A1,p(2)  A◦1,p(2) ×A◦1,p A1,p mit Quotienten A◦1,p.
2.2 Die Permutationsgruppe S6 und Sp(4,Z2)
Bekanntlich ist die Permutationsgruppe S6 isomorph zur symplektischen
Gruppe Sp(4,Z2). Wir werden kurz daran erinnern, wie ein Isomorphismus
konstruiert werden kann (nach [vdG]).
Eine maximale Menge von eindimensionalen linearen Unterra¨umen im 4-
dimensionalen Vektorraum Z42 u¨ber Z2, von denen je zwei nicht in einer
isotropen Ebene liegen, besteht aus 5 Elementen. Es gibt genau 6 dieser
Mengen:
M1 = {(1, 0, 0, 0), (0, 0, 1, 0), (1, 1, 1, 0), (1, 1, 1, 1), (1, 0, 1, 1)}
M2 = {(1, 0, 0, 0), (0, 0, 1, 1), (1, 0, 1, 0), (0, 1, 1, 0), (0, 1, 1, 1)}
M3 = {(1, 0, 0, 1), (1, 1, 0, 0), (1, 1, 0, 1), (0, 0, 1, 0), (1, 0, 1, 0)}
M4 = {(1, 0, 0, 1), (0, 1, 0, 0), (0, 1, 0, 1), (0, 0, 1, 1), (1, 0, 1, 1)}
M5 = {(0, 0, 0, 1), (1, 1, 0, 0), (0, 1, 0, 1), (1, 1, 1, 0), (0, 1, 1, 0)}
M6 = {(0, 0, 0, 1), (0, 1, 0, 0), (1, 1, 0, 1), (1, 1, 1, 1), (0, 1, 1, 1)}
Jeder eindimensionale Unterraum liegt in genau zwei maximalen Mengen.
Durch Festlegung der Bezeichnungen dieser Mengen korrespondiert also je-
der eindimensionale Unterraum in Z42 zu einem Paar {i, j} ⊂ {1, . . . , 6}. Je-
der zweidimensionale isotrope Unterraum entha¨lt drei eindimensionale Un-
terra¨ume und korrespondiert zu einer Partition (ij)(kl)(mn) von {1, . . . , 6}.
Zum Beispiel korrespondiert die isotrope Ebene (1, 0, 0, 0) ∧ (0, 1, 0, 0) zur
Partition (12)(35)(46). Die Gruppe Sp(4,Z2) permutiert die sechs maxi-
malen Mengen Mi durch Multiplikation von rechts und fu¨hrt so zu einem
Isomorphismus mit S6.
Mit Hilfe dieses Isomorphismus ko¨nnen wir den Signumcharakter von S6 auf
Matrizen aus Sp(4,Z2) u¨bertragen.
Betrachte zum Beispiel die Involution
ι =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 ∈ Sp(4,Z2),
die auf den Mengen Mi durch M1 	→ M6 	→ M1, M2 	→ M4 	→ M2, M3 	→
M5 	→M3 operiert. Damit entspricht diese also dem Zykel (16)(24)(35) und
es ist sgn(ι) = −1.
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3 Toroidale Kompaktiﬁzierung nach Mumford
Wir werden in diesem Kapitel die Methode der toroidalen Kompaktiﬁzierung
beschreiben, die wir dann auf die Modulra¨umeA◦1,p(2) undA1,p(2) anwenden
werden. Wir erhalten mit dieser Methode Kompaktiﬁzierungen
(A◦1,p(2))∗
und (A1,p(2))∗, die schlimmstenfalls Quotientensingularita¨ten enthalten. Im
ersten Abschnitt fu¨hren wir die Begriﬀe und Notationen ein, die fu¨r die Be-
schreibung der toroidalen Kompaktiﬁzierung wesentlich sind. Zuna¨chst aber
ein kurzer Abriß der Aufgaben, die sich stellen:
Es wird H2 als beschra¨nkter Bereich D2 vermo¨ge der Cayley-Abbildung rea-
lisiert. Diese kann als Verallgemeinerung der Realisierung von H1 als oﬀene
Einheitskreisscheibe D1 angesehen werden. Der Rand D2\D2 wird dann in
topologische Randkomponenten zerlegt und die Operation der betrachteten
arithmetischen Untergruppe Γ auf H2 induziert eine Operation auf D2, die
sich in natu¨rlicher Weise auf den topologischen Abschluß D2 fortsetzen la¨ßt.
Auf dem Rand wird sich dann auf die Randkomponenten beschra¨nkt, de-
ren Stabilisator P u¨ber Q deﬁniert ist. Diese Randkomponenten haben ihre
Entsprechung in dem Bild von Q ∪ {∞} auf dem Rand D1\D1.
In unserem Fall stellt sich im Vergleich zur Situation auf H1 allerdings die
Aufgabe, die Angrenzungsrelation der rationalen Randkomponenten zu dis-
kutieren (angrenzen in dem Sinne, daß der Abschluß einer rationalen Rand-
komponente in einer anderen liegen kann). Durch die Beschreibung des
Titsgeba¨udes der entsprechenden arithmetischen Untergruppe Γ wird diese
Aufgabe vollsta¨ndig gelo¨st.
Fu¨r jede rationale Randkomponente wird dann das Zentrum des unipotenten
Radikals P ′ der Stabilisatorgruppe P bestimmt, die die partielle Quotien-
tenabbildung e : H2 → H2/P ′ ⊂ (triviales) Torusbu¨ndel liefert. Es wird mit
Hilfe von geeigneten Toruseinbettungen eine toroidale Einbettung vonH2/P ′
so deﬁniert, daß die Faktorgruppe P/P ′ darauf operiert. Der Quotient ist
dann die partielle Kompaktiﬁzierung in Richtung dieser Randkomponente.
Letzlich werden die so deﬁnierten partiellen Kompaktiﬁzierungen verklebt,
was aufgrund der Angrenzungsrelation zusa¨tzliche Bedingungen an die Fa-
milie von Fa¨chern stellt, die die partiellen Kompaktiﬁzierungen deﬁnieren.
3.1 Toruseinbettungen
Hier werden wir uns einen kurzen U¨berblick u¨ber die Basisbegriﬀe der Theo-
rie torischer Varieta¨ten verschaﬀen. Als Leitfaden sollen uns dabei die
einfu¨hrenden Kapitel von [Od] dienen.
Eine torische Varieta¨t ist eine normale Varieta¨t X, die einen algebraischen
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Torus T = (C∗)r als oﬀene und dichte Teilmenge entha¨lt, zusammen mit
einer Operation T ×X → X, die die Operation von T auf sich fortsetzt.
Fu¨r einen freien Modul N vom Rang r ≥ 1 u¨ber Z seiM := HomZ(N,Z) der
zu N duale Z−Modul und 〈 , 〉 :M×N → Z die kanonische Paarung. Dann
la¨ßt sich ein algebraischer Torus TN := HomZ(M,C∗)  N ⊗ZC∗ deﬁnieren.
Jedes m ∈ M liefert einen Homomorphismus e(m) : TN → C∗ , deﬁniert
durch
e(m)(t) := t(m).
Es gilt insbesondere e(m +m′) = e(m) · e(m′). Damit kann M als Gruppe
der Charaktere von TN aufgefaßt werden.
Fu¨r ein n ∈ N sei γn : C∗ → TN der Homomorphismus, der durch
γn(λ)(m) := λ〈m,n〉, λ ∈ C∗, m ∈M
deﬁniert ist. Dann ist γn+n′ = γn · γn′ fu¨r n, n′ ∈ N , so daß also N als
Gruppe der 1-Parameteruntergruppen von TN interpretiert werden kann.
Durch skalare Erweiterung NR := N ⊗ R und MR := M ⊗ R erhalten wir
r-dimensionale Vektorra¨ume mit ganzer Struktur und kanonischer Paarung
〈 , 〉 :MR ×NR → R.
Eine Teilmenge σ von NR heißt streng konvexer, rationaler, polyhedraler
Kegel (kurz: skrp. Kegel), falls es endlich viele Elemente n1, . . . , ns in N
gibt, so daß
σ = R≥0n1 + · · ·+ R≥0ns
und σ ∩ (−σ) = {0} ist.
Der zu σ duale Kegel σ∨ wird durch
σ∨ = {x ∈MR | 〈x, y〉 ≥ 0 fu¨r alle y ∈ σ}
deﬁniert. Dies ist wieder ein skrp. Kegel, falls σ von maximaler Dimension
ist.
Eine Teilmenge τ von σ heißt Seite von σ (τ ≺ σ), falls es ein m0 in σ∨ gibt,
so daß
τ = {y ∈ σ | 〈m0, y〉 = 0}
ist.
Ein Fa¨cher in N ist eine nichtleere Menge ΣN von skrp. Kegeln mit den
Eigenschaften
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i) σ ∈ ΣN , τ ≺ σ ⇒ τ ∈ ΣN .
ii) σ1, σ2 ∈ ΣN ⇒ σ1 ∩ σ2 ≺ σ1 und σ1 ∩ σ2 ≺ σ2
M ∩ σ∨ ist eine saturierte, endlich erzeugte, additive Halbgruppe mit 0.
Jeder skrp. Kegel σ in NR deﬁniert eine Halbgruppenalgebra
C[M ∩ σ∨] :=
⊕
m∈M∩σ∨
Ce(m)
in C[M ], versehen mit der Multiplikationsregel e(m) · e(m′) := e(m +m′).
Damit wird die aﬃne Toruseinbettung Tσ durch
Tσ :=
{
φ | φ : C[M ∩ σ∨]→ C ist Algebrenhomomorphismus}
deﬁniert. Ist nun τ eine Seite von σ, so ist τ∨ ∩ M ⊃ σ∨ ∩ M und die
induzierte Abbildung Tτ → Tσ ist injektiv, oﬀen und dicht.
Die durch einen Fa¨cher ΣN deﬁnierte Toruseinbettung TΣN ist der Identiﬁ-
kationsraum
TΣN =
∐
σ∈Σ
Tσ/ ∼ ,
wobei x1 ∼ x2 fu¨r x1 ∈ Tσ1 , x2 ∈ Tσ2 genau dann gilt, wenn es einen Kegel
ξ ∈ ΣN mit ξ ⊂ σ1 ∩ σ2 gibt, so daß xi ∈ Tξ ⊂ Tσi , i = 1, 2 und x1 = x2 in
Tξ gilt.
TΣN ist ein normaler, irreduzibler Hausdorﬀraum, der den algebraischen
Torus TN  T{0} als oﬀene, dichte Teilmenge entha¨lt. TN operiert auf TΣN :
fu¨r t ∈ TN = HomZ(M,C∗) und φ ∈ Tσ ist t · φ ∈ Tσ, wobei
(t · φ)(m) := t(m) · φ(m).
Die TN -Orbiten ko¨nnen dann wie folgt beschrieben werden. Fu¨r einen
skrp. Kegel σ deﬁnieren wir
orb(σ,N) :=
{
ϕ˜ :M ∩ σ⊥ → C∗ | ϕ˜ ist Gruppenhomomorphismus
}
,
wobei σ⊥ der gro¨ßte R-lineare Unterraum in σ∨ ist. Jeden dieser Grup-
penhomorphismen ϕ˜ : M ∩ σ⊥ → C∗ kann man dann eindeutig zu einem
C-Algebrenhomomorphismus ϕ˜ :M ∩ σ∨ → C durch ϕ˜(m) = 0 fu¨r alle m ∈
M ∩ σ∨\(M ∩ σ⊥) erweitern, so daß wir in natu¨rlicher Weise orb(σ,N) als
Teilmenge von Tσ auﬀassen ko¨nnen.
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Daß orb(σ,N) ein Torus ist, sieht man leicht: Es sei Nσ das Gitter, daß (als
Gruppe) von σ ∩N erzeugt wird. Weiter sei
N(σ) := N/Nσ
das Quotientengitter mit dualen Gitter (N(σ))∨  σ⊥ ∩M . Dann ist
orb(σ,N) = Hom(M(τ),C∗) = TN(σ)
Die Tori orb(σ,N) sind unter der Operation von TN invariant und bilden
sogar einen Orbit in Tσ. Aber mehr noch: die Toruseinbettung TΣN besitzt
eine Stratiﬁkation in TN -Bahnen TΣN =
∐
σ∈Σ
orb(σ,N) mit den Eigenschaften
Tσ =
∐
τ≺σ
orb(τ) und τ ≺ σ ⇔ orbσ ⊆ orb(τ).
Der Stern eines Kegels ξ in einem Fa¨cher Σ kann abstrakt als Menge der
Kegel in Σ deﬁniert werden, die ξ als Seite haben. Diese Kegel σ sind durch
ihre Bilder in N(ξ) bestimmt, das heißt durch
σ = (σ + (Nξ)R)/(Nξ)R ⊂ NR/(Nξ)R = N(ξ)R.
Die Kegel {σ | ξ ≺ σ, σ ∈ Σ} bilden einen Fa¨cher in N(ξ)
R
, der als Stern(ξ)
bezeichnet wird.
Im weiteren Verlauf wa¨hlen wir die Identiﬁkation MR  NR  Rr, bei denen
jedes Element aus MR als Zeilen- und jedes Element aus NR als Spaltenvek-
tor geschrieben wird, so daß die Paarung <,> das u¨bliche Skalarprodukt ist.
Es sei G eine Gruppe, die von links auf dem Torus TN algebraisch operiert,
das heißt, ein Element g ∈ G operiert durch
g : TN → TN , (t1, . . . , tr) 	→ (ta111 · · · ta1rr , . . . , tar11 · · · tarrr )
mit ganzzahligen Exponenten aij . Die Operation auf dem Torus TN induziert
Operationen auf N und M . Schreiben wir A(g) = (aij), so sind diese durch
g : N → N, n 	→ A(g) · n
g :M →M, m 	→ tA(g)−1 ·m
gegeben, die sich linear auf NR bzw. MR erweitern lassen. Die Operation
G× TN → TN la¨ßt sich dann zu einer Operation G× TNΣ → TNΣ erweitern,
wenn wir an den Fa¨cher Σ die zusa¨tzliche Forderung g(N) = N stellen (siehe
[HKW1, Proposition I.2.8]).
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3.1.1 Bestimmte a¨quivariante holomorphe Abbildungen
Eine Fa¨cherabbildung ϕ : Σ′N ′ → ΣN ist ein Z-linearer Homomorphismus
ϕ : N ′ → N , dessen skalare Erweiterung ϕ : N ′R → NR die folgende Eigen-
schaft hat: Fu¨r jedes σ′ ∈ Σ′N ′ gibt es ein σ ∈ ΣN , so daß ϕ(σ′) ⊂ σ.
Jede Fa¨cherabbildung ϕ : ΣN ′ → ΣN liefert eine holomorphe Abbildung
ϕ∗ : TΣ′
N′
→ TΣN ,
deren Einschra¨nkung auf dem Torus TN′ mit dem Homomorphismus
ϕ⊗ idC∗ : TN′ = N ′ ⊗ C∗ → TN = N ⊗ C∗
u¨bereinstimmt. Durch diesen Homomorphismus ist ϕ∗ a¨quivariant bezu¨glich
der Operationen von TN′ und TN auf den torischen Varieta¨ten TΣ′
N′
und TΣN .
Im Spezialfall, daß N ′ ⊂ N ein Z-Untermodul von endlichem Index ist, kann
jeder Fa¨cher inN auch als Fa¨cher inN ′ aufgefaßt werden (daN ′R = NR). Die
Fa¨cherabbildung id : ΣN ′ → ΣN liefert dann die a¨quivariante holomorphe
Abbildung
id∗ : TΣ′N → TΣN ,
die mit der Quotientenabbildung von TΣ′N bezu¨glich der natu¨rlichen Ope-
ration der endlichen Gruppe ker[TN′ → TN ] = HomZ(M ′/M,C∗)  N/N ′
u¨bereinstimmt.
Ist nun G eine Gruppe von linearen Abbildungen in NR wie oben, die
zusa¨tzlich g(N ′) = N ′ erfu¨llt, so ist als unmittelbare Folgerung die Ab-
bildung id∗ a¨quivariant bezu¨glich der Operationen G × TΣN′ → TΣN′ und
G × TΣN → TΣN . Fu¨r die Beweise der Aussagen dieses Abschnitts sei auf
[Br, Seite 110-111] hingewiesen.
3.2 Toroidale Kompaktiﬁzierung von A◦1,p(2) und A1,p(2)
Vermo¨ge der Cayley-Transformation
φ :
{
H2 → Sym(2,C)
τ 	→ (τ − 12)(τ + i12)−1
wird H2 isomorph auf den beschra¨nkten Bereich
D2 =
{
Z ∈ Sym(2,C) | 12 − ZZ¯ > 0
}
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abgebildet. Die Operation von Sp(4,R) auf H2 induziert eine Operation auf
D2, die sich auf den topologischen Abschluß
D2 =
{
Z ∈ Sym(2,C) | 12 − ZZ¯ ≥ 1
}
fortsetzen la¨ßt. Dabei ist die Operation von
(
A
C
B
D
)
∈ Sp(4,R) durch Links-
multiplikation mit der Matrix(
12 −i12
12 i12
)(
A B
C D
)(
12 −i12
12 i12
)−1
gegeben (siehe dazu [HKW1, Proposition I.3.3]).
Auf D2 wird dann folgende Stratiﬁkation eingefu¨hrt:
Deﬁnition 3.1 Eine Randkomponente F von D2 ist eine A¨quivalenzklasse
von Punkten auf D2, die wie folgt deﬁniert sei:
Zwei Punkte p, q ∈ D2 seien a¨quivalent, falls sie durch endlich viele holomor-
phe Kurven in D2 verbunden werden ko¨nnen, das heißt es gibt endlich viele
holomorphe Abbildungen ϕi : D1 → D2, i = 1, · · · , n mit p ∈ ϕ1(D1), q ∈
ϕn(D1), ϕi(D1) ∩ ϕi+1(D1) #= ∅ fu¨r i = 1, . . . , n − 1 (wobei mit D1 die
oﬀenen Einheitskreisscheibe bezeichnet sei).
Die so deﬁnierten Randkomponenten sind zusammenha¨ngend und mit F ist
auch g(F ), g ∈ Sp(4,R) eine Randkomponente, so daß Sp(4,R) nicht nur
auf D2 operiert, sondern auch die Randkomponenten permutiert.
Deﬁnition 3.2 i) Mit P(F ) wird die Stabilisatorgruppe der Randkompo-
nente F bezeichnet, also
P(F ) = {g ∈ Sp(4,R) | g(F ) = F }
ii) Eine Randkomponente F heißt rational (kurz: rat. RK), falls P(F ) u¨ber
Q deﬁniert ist.
iii) Eine Randkomponente F grenzt an die Randkomponente F ′, falls F #= F ′
und F ⊂ F ′ gilt (Schreibweise: F ≺ F ′).
Nach [AMRT, III.3] deﬁniert F 	→ P(F ) eine bijektive Korrespondenz zwi-
schen (rationalen) Randkomponenten von D2 und maximalen (rationalen)
parabolischen Untergruppen von Sp(4,R). Diese wiederum stehen in bi-
jektiver Korrespondenz mit Fahnen von J-isotropen Unterra¨umen des R4
(bzw. Q4), die dadurch zustande kommt, daß einer Fahne die jeweilige
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Stabilisatorgruppe zugeordnet wird. Insbesondere entsprechen dann maxi-
male parabolische Untergruppen von Sp(4,R) nichttrivialen isotropen Un-
terra¨umen und eine (rationale) Randkomponente F grenzt an die (rationale)
Randkomponente F ′, falls fu¨r die korrespondierenden (rationalen) isotropen
Unterra¨ume UF ′ ⊂ UF gilt. Durch diese Korrespondenz la¨ßt sich die Ope-
ration von Sp(4,R) auf der Menge der Randkomponenten von D2 durch
die Operation U 	→ U · g−1 von Sp(4,R) auf der Menge der isotropen Un-
terra¨ume von R4 ausdru¨cken.
Betrachte nun die folgenden Randkomponenten:
F (0) := {12}, F (1) =
{(
z 0
0 1
) ∣∣∣∣ |z| < 1} , F (2) = D2
Diese korrespondieren zu den J- isotropen Unterra¨umen
U (0) := R(0, 0, 1, 0) + R(0, 0, 0, 1), U (1) := R(0, 0, 0, 1), U (2) := {0}
(siehe dazu [HKW1, Lemma I.3.10]). Fu¨r jede rationale Randkomponente
F la¨ßt sich ein g in Sp(4,Q) mit der Eigenschaft F = g(F (i)) ﬁnden. F
heißt dann Korang-(2− i)-Randkomponente von D2. Fu¨r P(F ) werden wir
im weiteren Verlauf P(UF ) schreiben, wenn UF der zugeho¨rige J-isotrope
Unterraum von F ist. In dieser Schreibweise ist dann
P(g(F )) = P(g(UF )) = P(UF · g−1).
Deﬁnition 3.3 Mit P ′(UF ) bezeichnen wir das Zentrum des unipotenten
Radikals Ru(P(UF )) von P(UF ). Weiterhin sei P ′′(UF ) := P(UF )/P ′(UF )
und fu¨r eine arithmetische Untergruppe Γ ⊂ Sp(4,Q) seien die folgenden
Bezeichnungen eingefu¨hrt:
P (UF ,Γ) = P(UF ) ∩ Γ,
P ′(UF ,Γ) = P ′(UF ) ∩ Γ,
P ′′(UF ,Γ) = P (UF ,Γ)/P ′(UF ,Γ).
Die Gruppe P (UF ,Γ) operiert natu¨rlich durch Konjugation auf P ′(UF ,Γ)
und das epimorphe Bild von P (UF ,Γ) in Aut(P ′(UF ,Γ)) fu¨r die adjungierte
Operation auf P ′(UF ,Γ) wird mit P¯ (UF ,Γ) bezeichnet. Mit
e(UF ,Γ) : D2 → D2/P ′(UF ,Γ) =: X(F,Γ)
wird die zum isotropen Unterraum UF korrespondierende partielle Quotien-
tenabbildung bezeichnet.
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Es sei V (UF ) der komplexe Vektorraum Ru(P(UF ))/P ′(UF ). Nach [AMRT,
III.4] la¨ßt sich fu¨r jede rationale Randkomponente F von D2 ein triviales
Torusbu¨ndel X (F ) mit Basisraum F ×V (UF ) und Faser T = (P ′(UF ,Γ)⊗Z
C)/P ′(UF ,Γ) ﬁnden, so daß X(F ) isomorph zu einer oﬀenen Teilmenge von
X (F ) ist. Die Operation von P ′′(UF ,Γ) la¨ßt sich dann auf X (F ) fortsetzen.
Fu¨r eine rationale Randkomponente F = g˜F (i), i = 0, 1, 2 sei der oﬀene,
homogene Kegel C(UF ) in P(F ) wie folgt deﬁniert:
C(UF ) :=
{
g
(
12 S(i)
02 12
)
g−1
∣∣∣ g ∈ P(UF )g˜, S(i) = ( 0i 12−i )} ,
Satz 3.4 (i) Fu¨r Randkomponenten F = g(F ′) mit g aus einer arithmeti-
schen Untergruppe Γ ⊂ Sp(4,Q) gelten die Transformationsregeln:
P(F ) = gP(UF ′)g−1, P ′(UF ) = gP ′(UF ′)g−1, P ′′(UF ) = gP ′′(UF ′)g−1.
(ii) Ist F ≺ F ′, so ist P ′(UF ′) ein Unterraum von P ′(UF ) und C(UF ′) =
(C(UF )∩P ′(UF ′))◦, wobei der Abschluß in P ′(UF ) und das Innere in P ′(UF ′)
gebildet wird.
Beweis. [AMRT, III.4.3]
✷
Deﬁnition 3.5 Mit
C(UF )rc := C(UF ) ∪
⋃
F ′rat.Rk.
F≺F ′
C(UF ′)
wird der rationale Abschluß von C(UF ) bezeichnet.
Ein Fa¨cher Σ in P ′(UF ) heißt zula¨ssig bezu¨glich Γ, falls folgende Bedingun-
gen erfu¨llt sind:
(i)
⋃
σ∈Σ
σ = C(UF )rc.
(ii) σ ∈ Σ, g ∈ P¯ (UF ,Γ)⇒ g(σ) ∈ Σ.
(iii) Σ/P¯ (UF ) ist eine endliche Menge.
Nach [HKW1, Proposition I.3.62] stellt die Zula¨ssigkeit eines Fa¨cher Σ
sicher, daß sich die induzierte Operation von P ′′(UF ,Γ) auf X(F ) ein-
deutig zu einer eigentlich diskontinuierlichen Operation von P ′′(UF ,Γ) auf
XΣ(F ) := (X(F ))◦ im assoziierten Faserbu¨ndel XΣ(F ) := X (F )×T TΣ fort-
setzen la¨ßt. Der Quotientenraum
YΣ(F ) := XΣ(F )/P ′′(UF ,Γ)
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ist eine analytische Varieta¨t und entha¨lt D2/P (F ) als oﬀene, dichte Un-
tervarieta¨t und der Rand YΣ(F ) \ D2/P (F ) ist eine rein 1-kodimensionale
Untervarieta¨t.
Die natu¨rliche Quotientenabbildung
p(F ) : D2/P (UF ) D2/Γ
ist, eingeschra¨nkt auf eine geeignete P (UF )-invariante innere Umgebung, ein
Isomorphismus. Somit la¨ßt sich YΣ(F ) als partielle Kompaktiﬁzierung von
D2/Γ in Richtung F verstehen.
Deﬁnition 3.6 Eine Familie
Σ¯ = {Σ(F ) | F ist rationale Randkomponente}
von Fa¨chern Σ(F ) ⊂ P ′(F ) heißt zula¨ssig, falls die folgenden Bedingungen
erfu¨llt sind:
1) Σ(F ) ist zula¨ssig fu¨r jede rationale Randkomponente F .
2) Ist F = g(F ′) fu¨r ein g ∈ Γ, so folgt Σ(F ) = g(Σ(F ′)) = {gσg−1|σ ∈ Σ(F )}.
3) Ist F ′ ≺ F , so ist Σ(F ′) = Σ(F ) ∩ P ′(F ′).
Die Theorie der toroidalen Kompaktiﬁzierung wurde schon eingehend in
[HKW1] behandelt. Um nun die durch eine zula¨ssige Familie deﬁnierte to-
roidale Kompaktiﬁzierung (Γ\D2)∗ von Γ\D2 zu deﬁnieren, werden wir auf
einige Ergebnisse in [HKW1, I.3] hinweisen.
Seien F,F ′ zwei rationale Randkomponenten mit F = g(F ′), g ∈ Γ◦1,p. Dann
werden durch g natu¨rliche Isomorphismen g˜ : XΣ(F ′)(F ′)
∼→ XΣ(F )(F ) und
g¯ : YΣ(F ′)(F ′)
∼→ YΣ(F )(F ) induziert, so daß die Diagramme
XΣ(F ′)(F ′)
g˜  XΣ(F )(F )
P ′(F ′)\D2


g  P ′(F )\D2


YΣ(F ′)(F ′)
g¯  YΣ(F )(F )
P ′(F ′)\D2


g  P ′(F )\D2


kommutieren.
Ist F ′ & F ein Paar von angrenzenden rationalen Randkomponenten, so
gibt es wegen P ′(F ′) ⊂ P ′(F ) eine Quotientenabbildung
π0(F ′, F ) : X(F )→ X(F ′),
die sich in natu¨rlicher Weise zu einer glatten Abbildung
π(F ′, F ) : XΣ(F ′)(F ′)→ XΣ(F )(F )
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mit diskreten Fasern fortsetzen la¨ßt.
Weiter la¨ßt sich feststellen, daß die Abbildung π vertra¨glich mit der Opera-
tion von Γ˜◦1,p ist in dem Sinne, daß das Diagramm
XΣ(F ′)(F ′)
g˜

π(F ′,F )  XΣ(F )(F )
g˜

Xg(Σ(F ′))(g(F ′))
π(g(F ′),g(F )) Xg(Σ(F ))(g(F ))
kommutiert.
Fu¨r eine zula¨ssige Familie Σ˜ sei
X(Σ˜) =
∐
F rat.RK
XΣ(F )(F ).
Deﬁnition 3.7 Wir fu¨hren auf X(Σ˜) folgende A¨quivalenzrelation ∼ ein:
Es seien x ∈ XΣ(F )(F ), x′ ∈ XΣ(F ′)(F ′). Dann gelte
(i) x ∼ x′, falls es ein g ∈ Γ mit F = g(F ′) und x = g˜(x′) gibt.
(ii) x ∼ x′, falls F ′ & F und π(F ′, F )(x′) = x ist.
Damit ko¨nnen wir letztlich die durch Σ˜ bestimmte toroidale Kompaktiﬁzie-
rung (Γ\D2)∗ von Γ\D2 durch den Quotientenraum X(Σ˜)/ ∼ (versehen
mit der Quotiententopologie) deﬁnieren.
Bemerkung 3.8 Die so deﬁnierte Kompaktiﬁzierung ist nicht eindeutig,
sondern ha¨ngt von der Wahl von Σ˜ ab. Fordern wir, daß Σ˜ die Eigen-
schaft projektiv hat (zur Deﬁnition siehe [Na, Deﬁnition 7.22]), so ist nach
[AMRT, Theorem IV.2.1] sichergestellt, daß die durch Σ˜ deﬁnierte toroidale
Kompaktiﬁzierung X(Σ˜)/ ∼ eine projektive Varieta¨t ist.
3.3 Die Stabilisatoren P(U (i)), i = 0, 1, 2
Wir haben im vorherigen Abschnitt gesehen, daß bei der partiellen toroi-
dalen Kompaktiﬁzierung in Richtung einer rationalen Randkomponente F
die Stabilisatorgruppen P(UF ), gewisse Untergruppen und bestimmte epi-
morphe Bilder eine besondere Rolle spielen. Wir werden zuna¨chst diese fu¨r
die Standardrandkomponenten F (0), F (1), F (2) in D2 angeben, die zu den
Unterra¨umen U (0), U (1) und U (2) korrespondieren.
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Satz 3.9 Betrachte folgende Matrizen in Sp(4,R):
g1 =

A 0 C 0
0 1 0 0
B 0 D 0
0 0 0 1
 mit (A BC D
)
∈ Sp(2i,R)
g2 =

1 0 0 0
0 tQ−1 0 0
0 0 1 0
0 0 0 Q
 mit Q ∈ GL(2− i,R),
g3 =

1 0 0 tN
M 1 N 0
0 0 1 −tM
0 0 0 1
 mit M,N ∈ Mat((2− i)× i,R),M tN = t(M tN),
g4 =

1 0 0 0
0 1 0 S
0 0 1 0
0 0 0 1
 mit S ∈ Sym(2− i,R)
Mit diesen Bezeichnungen gilt:
(i) P(U (i)) = {g1 · g2 · g3 · g4 | gj wie oben}
P ′(U (i)) = {g4 | g4 wie oben}
(ii) Die Abbildung π : P(U (i)) → GL(2 + i,R), deﬁniert auf den Erzeugern
durch
π(g1) =
1 0 00 A B
0 C D
 , π(g2) =
tQ−1 0 00 1 0
0 0 1

π(g3) =
1 M N0 1 0
0 0 1
 , π(g4) = 1
ist ein Gruppenhomomorphismus mit Kerπ = P ′(U (i)). Insbesondere ist das
Bild von π isomorph zur Faktorgruppe P ′′(U (i)).
(iii) Wird P ′(U (i)) mit Sym(2−i,R) identiﬁziert, so la¨ßt sich die adjungierte
Operation von P(U (i)) auf P ′(U (i)) wie folgt beschreiben:
Die Erzeuger g1, g3, g4 operieren trivial und das Element g2 operiert durch
g2(S) = tQ−1SQ−1, S ∈ Sym(2− i,R)
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(iv) Unter den Identiﬁkationen in iii) beschreibt sich der oﬀene Kegel C(U (i))
als Menge der positiv deﬁniten Matrizen Sym+(2− i,R).
Beweis. [HKW1, Proposition I.3.87–I.3.90]
✷
Korollar 3.10 Fu¨r die rationalen Geraden l0 := Q(0, 0, 1, 0) und l(0,1) :=
Q(0, 0, 0, 1) gilt:
(i) P (l0,Γ◦1,p(2)) =


ε m s n
0 a ∗ b
0 0 ε 0
0 c ∗ d

∣∣∣∣∣∣∣∣
(
a b
c d
)
∈ E−1Γ1(2)E
m, s ∈ 2Z, n ∈ 2pZ
ε = ±1

P ′(l0,Γ◦1,p(2)) =
{(
12 B
0 12
)∣∣∣∣B = (s 00 0
)
, s ∈ 2Z
}
(ii) P (l(0,1),Γ◦1,p(2)) =


a 0 b ∗
m 1 n s
c 0 d ∗
0 0 0 1

∣∣∣∣∣∣∣∣
(
a b
c d
)
∈ Γ1(2)
m,n, s ∈ 2pZ

P ′(l(0,1),Γ◦1,p(2)) =
{(
12 B
0 12
)∣∣∣∣B = (0 00 s
)
, s ∈ 2pZ
}
(iii) P (l0,Γ1,p(2)) =
g =

ε m s n
0 a ∗ b
0 0 ε 0
0 c ∗ d

∣∣∣∣∣∣∣∣
g ∈ P (l0,Γ◦1,p(2))(
a b
c d
)
∈ E−1Γ1(2p)E

P ′(l0,Γ1,p(2)) = P ′(l0,Γ◦1,p(2))
(iv) P (l(0,1),Γ1,p(2)) =
g =

a 0 b ∗
m 1 n s
c 0 d ∗
0 0 0 1

∣∣∣∣∣∣∣∣
g ∈ P (l(0,1),Γ◦1,p(2))
s ∈ 2p2Z

P ′(l(0,1),Γ1,p(2)) =
{
g =
(
12 B
0 12
) ∣∣∣∣ g ∈ P (l(0,1),Γ◦1,p(2))s ∈ 2p2Z
}
wobei die Eintra¨ge ’’ ∗ ‘‘ gerade ganze Zahlen sind, die sich aus der sym-
plektischen Bedingung ergeben.
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Beweis. Die Stabilisatorgruppe P(l(0,1)) und P ′(l(0,1)) wurden schon in 3.9
angegeben. Durch Konjugation mit
T =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 ∈ Sp(J,Z)
erhalten wir dann P(l0) und P ′(l0), also P(l0) = TP(l(0,1))T−1 und P ′(l0) =
TP(l(0,1))T−1. Die angegebenen Gruppen ergeben sich dann als Schnitt die-
ser Gruppen mit der arithmetischen Gruppe Γ◦1,p(2) bzw. Γ1,p(2), so daß die
Aussage direkt aus der Beschreibung von Γ◦1,p(2) und Γ1,p(2) in Proposition
2.1 folgt.
✷
3.3.1 Korang-1-Randkomponenten
Zuna¨chst werden wir zula¨ssige Fa¨cher fu¨r die Geraden l0, l(0,1) bestimmen.
Im Gegensatz zum Fall der zweidimensionalen isotropen Unterra¨ume stellt
sich heraus, daß diese Fa¨cher und damit die partiellen Kompaktiﬁzierungen
eindeutig bestimmt sind.
Proposition 3.11 Fu¨r die Geraden l = l0, l(0,1) sind die partiellen Quo-
tientenabbildungen wie folgt:
e(l(0,1),Γ◦1,p(2)) :
 H2 → X(l(0,1),Γ
◦
1,p(2)) ⊆ H1 × C× C∗(
τ1
τ2
τ2
τ3
)
	→ (τ1, τ2, e
2πi
2p
·τ3)
e(l0,Γ◦1,p(2)) :
 H2 → X(l0,Γ
◦
1,p(2)) ⊆ C∗ × C×H1(
τ1
τ2
τ2
τ3
)
	→ (e 2πi2 ·τ1 , τ2, τ3)
e(l(0,1),Γ1,p(2)) :
 H2 → X(l(0,1),Γ1,p(2)) ⊆ H1 × C× C
∗(
τ1
τ2
τ2
τ3
)
	→ (τ1, τ2, e
2πi
2p2
·τ3)
e(l0,Γ1,p(2)) :
 H2 → X(l0,Γ1,p(2)) ⊆ C
∗ × C×H1(
τ1
τ2
τ2
τ3
)
	→ (e 2πi2 ·τ1 , τ2, τ3)
Beweis. Die Quotientenabbildungen ergeben sich sofort aus den Berech-
nungen von P ′(l(0,1),Γ◦1,p(2)) und P ′(l0,Γ◦1,p(2)) bzw. P ′(l(0,1),Γ1,p(2)) und
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P ′(l0,Γ1,p(2)), die als Gitter vom Rang 1 durch Translation auf H2 operie-
ren.
✷
Um nun zu einer zu den beiden Geraden l = l0, l(0,1) zugeho¨rigen parti-
ellen Kompaktiﬁzierung zu gelangen, mu¨ssen wir einen zula¨ssigen Fa¨cher
in P ′(l,Γ), Γ = Γ◦1,p(2),Γ1,p(2) ﬁnden. Hier aber ist der Fa¨cher Σ(l) =
{{0} ,R≥0} der einzig zula¨ssige:
In beiden Fa¨llen ist X (l)  H1×C×C∗ ein triviales Torusbu¨ndel mit Faser
C∗ und Basis H1 × C. Es ist P ′(l,Γ)  R, C(l)  R>0 und die Operation
von P (l,Γ) auf C(l) ist trivial (als Folgerung aus Satz 3.9). Der Fa¨cher
Σ(l) ergibt sich in beiden Fa¨llen als der einzige zula¨ssige Fa¨cher mit Tra¨ger
C(l)rc  R≥0, der die aﬃne Toruseinbettung C∗ ↪→ C repra¨sentiert, so daß
X (l) in das assoziierte Bu¨ndel XΣ(l)  H1 × C× C mit Faser C eingebettet
ist. Damit besteht also die mengentheoretische Identiﬁkation
XΣ(l)(l)  X(l) ∪ {H1 × C× {0}} .
Um die Korang-1-Randkomponenten in unserem Fall zu beschreiben, wer-
den wir zuna¨chst die folgende Terminologie einfu¨hren. Es sei H eine arith-
metische Untergruppe von SL(2,Q) und L ⊂ Q2 ein H-invariantes Gitter,
wobei H durch Matrixmultiplikation von rechts auf Q2 operiere. Mit HL
bezeichnen wir die Matrixgruppe
HL =

1 m n0 a b
0 c d
 ∣∣∣∣∣∣
(
a b
c d
)
∈ H, (m,n) ∈ L
 ,
die auf C×H1 durch1 m n0 a b
0 c d
(z
τ
)
=
(
(z +mτ + n)/(cτ + d)
(aτ + b)/(cτ + d)
)
operiert. Der Quotient HL\C×H1 =: D◦(HL) heißt oﬀene Modulﬂa¨che. Im
Fall −12 #∈ H sind die Fasern der Projektion D◦(HL) → X◦(H) := H\H1
elliptische Kurven und D◦(HL) heißt elliptische Modulﬂa¨che; im Fall −12 ∈
H sind die Fasern dieser Projektion Kummerkurven, das heißt rationale
Kurven, die sich als Quotient von elliptischen Kurven nach der Involution
x 	→ −x (bezu¨glich der Gruppenstruktur auf der elliptischen Kurve) ergeben.
D◦(HL) heißt dann Kummersche Modulﬂa¨che.
Notation Ist H = Γ1(k), k ≥ 1 und L = kZ × kZ ⊂ Q2, so bezeichnen
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wir D◦(HL) mit S◦(k). Die Fla¨che S◦(k) heißt dann (oﬀene) Shiodasche
Modulﬂa¨che zur Stufe k. In den Fa¨llen k = 1, 2 ist −12 ∈ H und die Fla¨che
wird mit K◦(k) bezeichnet. Ist H = ±Γ1(k), k ≥ 2 und L = kZ×kZ ⊂ Q2,
so bezeichnen wir D◦(HL) mit K◦(k). Diese Fla¨che heißt dann (oﬀene)
Kummersche Modulﬂa¨che zur Stufe k.
Proposition 3.12 (i) Der Rand D◦(l,Γ◦1,p(2)) := (YΣ(l)\H2)/P (l,Γ◦1,p(2)),
l = l0, l(0,1) ist analytisch isomorph zur oﬀenen Kummerschen Modulﬂa¨che
K◦(2) zur Stufe 2.
(ii) Der Rand D◦(l(0,1),Γ1,p(2)) := (YΣ(l(0,1))\H2)/P (l(0,1),Γ1,p(2)) ist analy-
tisch isomorph zur oﬀenen Kummerschen Modulﬂa¨che K◦(2) zur Stufe 2.
(iii) Der Rand D◦(l0,Γ1,p(2)) := (YΣ(l0)\H2)/P (l0,Γ1,p(2)) ist analytisch iso-
morph zur oﬀenen Kummerschen Modulﬂa¨che K◦(2p) zur Stufe 2p.
Beweis. Die Gruppe P ′′(l0,Γ◦1,p(2)) beschreibt sich nach Satz 3.9 und Ko-
rollar 3.10 als
P ′′(l0,Γ◦1,p(2)) 

ε m n0 a b
0 c d
 ∣∣∣∣∣∣
(
a b
c d
)
∈ E−1Γ1(2)E
m ∈ 2Z, n ∈ 2pZ, ε = ±1

und die induzierte Operation auf dem Basisraum C×H1 ist fu¨r die Erzeuger
von P ′′(l0,Γ◦1,p(2)) durch
(1)
ε 0 00 1 0
0 0 1
 : (τ2, τ3) 	→ (ετ2, τ3)
(2)
1 m n0 1 0
0 0 1
 : (τ2, τ3) 	→ (τ2 +mτ3 + n, τ3)
(3)
1 0 00 a b
0 c d
 : (τ2, τ3) 	→ (τ2(cτ3 + d)−1, (aτ3 + b)(cτ3 + d)−1)
gegeben. Da −13 trivial operiert, ist die Operation von (1) im Fall (3)
enthalten und wir erhalten
P ′′(l0,Γ◦1,p(2))\ {0} × C×H1  D◦(HL)
mit H = E−1Γ1(2)E und L = 2Z × 2pZ. Es ist −12 ∈ H und D◦(HL)
eine Kummersche Modulﬂa¨che u¨ber Y ◦(2) = H\H1 und Anwendung von
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[HKW1, Proposition I.2.35] (mit g = E und k = 1) liefert das kommutative
Diagramm
D◦(HL)
 

K◦(2)

Y ◦(2)   X◦(2)
Die anderen Fa¨lle behandelt man analog, wobei sich H und L wie folgt er-
geben:
l Γ H L D◦(HL)
l0 Γ◦1,p(2) E−1Γ1(2)E 2Z× 2pZ K◦(2)
l(0,1) Γ◦1,p(2) Γ1(2) 2pZ× 2pZ K◦(2)
l0 Γ1,p(2) ±E−1Γ1(2p)E 2Z× 2pZ K◦(2p)
l(0,1) Γ1,p(2) Γ1(2) 2pZ× 2pZ K◦(2)
✷
Bemerkung 3.13 Nach Korollar 3.10 ist
P (l0,Γ◦1,p(2))/P (l0,Γ1,p(2))  Γ1(2)/± Γ1(2p)  PSL(2,Zp)
und
P (l(0,1),Γ
◦
1,p(2))/P (l(0,1),Γ1,p(2))  2pZ/2p2Z  Zp
3.3.2 Korang-2-Randkomponenten und der Legendre-Fa¨cher
Fu¨r die ausgezeichnete isotrope Ebene h = U (0) ist nach Satz 3.9 P ′′(h) 
GL(2,R), C(h)  Sym+(2,R) ⊆ Sym(2,R)  P ′(h) und die adjungierte
Operation von P ′′(h) auf P ′(h) wird durch
GL(2,R)× Sym(2,R) → Sym(2,R)
(Q,S) 	→ tQ−1SQ−1 (†)
gegeben.
Wir deﬁnieren folgende Liste von Kegeln in Sym(2,R):
ξ1 := R≥0
(
1 0
0 0
)
, ξ2 := R≥0
(
1 1
1 1
)
, ξ3 := R≥0
(
0 0
0 1
)
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Fu¨r i #= j aus {1, 2, 3} sei ξij := ξi + ξj und σ0 := ξ1 + ξ2 + ξ3 und fu¨r
r ∈ Z deﬁnieren wir den Kegel σr durch σr := gr(σ0) mit g :=
(
1 0−1 1
)
und
σ˜ = g˜(σ0) mit g˜ :=
(
2−p 1−p
p−1 p
)
.
Deﬁnition 3.14 Die Menge der Kegel in Sym(2,R)
ΣL := {τ | τ = g(σ0) oder τ ≺ g(σ0) fu¨r ein g ∈ GL(2,Z)}
heißt Legendre-Fa¨cher.
Die Bedeutung dieser Menge wird unmittelbar aus dem folgenden Hilfssatz
klar.
Hilfssatz 3.15 ΣL ist ein zula¨ssiger Fa¨cher in P(h).
Beweis. [HKW1, Proposition I.3.118]
✷
Deﬁnition 3.16 Es sei Σ˜L die durch den Legendre-Fa¨cher abgeleitete Fa-
milie von Fa¨chern, die wie folgt deﬁniert ist:
Fu¨r jeden 2-dimensionalen rationalen Unterraum U von Q4 sei Σ(U) =
γ(ΣL), wobei γ aus Γ◦1,p so bestimmt ist, daß γ(U0) = U gilt. Ist U ein ra-
tionaler Unterraum von Q4 der Dimension ≤ 1, so sei Σ(U) = Σ(U1)∩P ′(U),
wobei U1 eine rationale isotrope Ebene ist, die U entha¨lt.
Bemerkung 3.17 Nach [HKW1, Remark I.3.141, Proposition I.3.142] ist
diese Konstruktion wohldeﬁniert und Σ˜L ist ein zula¨ssige Familie von Fa¨chern
im Sinn von Deﬁnition 3.6, so daß folgende Deﬁnition Sinn macht.
Deﬁnition 3.18 Die toroidale Kompaktiﬁzierung
(Γ◦1,p(2)\H2)∗ und (Γ1,p(2)\H2)∗
des Modulraums A◦1,p(2) (bzw. A1,p(2)), die durch die Familie Σ˜(L) be-
stimmt ist, heißt Igusa Kompaktiﬁzierung von A◦1,p(2) (bzw. A1,p(2)) und
wird mit
(A◦1,p(2))∗ (bzw. (A1,p(2))∗) bezeichnet.
Bemerkung 3.19 Namikawa zeigt in [Na, §7B, §8], daß die Familie Σ˜(L)
projektiv ist, so daß die kompaktiﬁzierten Modulra¨ume
(A◦1,p(2))∗ und (A1,p(2))∗
projektive Varieta¨ten sind.
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Hilfssatz 3.20 (i) Der Stabilisator Stab(σ0) von σ0 in GL(2,Z) wird von
M0 :=
(
0 −1
1 1
)
, N0 := ( 0 11 0 ) und −12 erzeugt.
(ii) Der Stabilisator von ξ13 in GL(2,Z) wird von N0, V0 :=
(
1 0
0 −1
)
und
−12 erzeugt.
(iii) Der Stabilisator von ξ3 in GL(2,Z) wird von V0, R0 := ( 1 10 1 ) und −12
erzeugt.
(iv) Das Element −12 operiert trivial. Es ist Stab(σ0)/ {±12} isomorph zur
symmetrischen Gruppe S3 sowie Stab(ξ13)/ {±12} isomorph zur Kleinschen
Vierergruppe und Stab(ξ3)/ {±12} isomorph zur unendlichen Dihedralgrup-
pe.
Beweis. Dies ist eine direkte Folgerung aus [Br, Hilfssatz 2.2.4]. Hier ist
allerdings zu beachten, daß in [Br] die Gruppe GL(2,Z) durch (Q,S) 	→
QStQ auf Sym(2,Z) operiert. Durch Q 	→ tQ−1 und S 	→ S ist aber ein
a¨quivarianter Isomorphismus dieser Operation mit der Operation (†) gege-
ben.
✷
Es sei G˜◦ :=
〈
Γ0(p),
(
1 0
0 −1
)〉
und F˜ ◦ := ker[G˜◦
(mod 2)−→ SL(2,Z2)]. Die-
se Gruppen werden in den kommenden Abschnitten eine wesentliche Rolle
spielen. Wir werden hier auf einige Eigenschaften dieser Gruppen aufmerk-
sam machen, die fu¨r uns nu¨tzlich sein werden.
Fu¨r G = G˜◦, F˜ ◦ sei RG die Menge der Rechtsnebenklassen von G in GL(2,Z)
und fu¨r g ∈ GL(2,Z) bezeichne [g]G die Rechtsnebenklasse G · g von g in
GL(2,Z).
Hilfssatz 3.21 Es gilt
[(
a b
c d
)]
G˜◦ =
[(
a′ b′
c′ d′
)]
G˜◦ falls entweder d ≡ d′ ≡
0 (mod p) oder d, d′ #≡ 0 (mod p) und cd−1 ≡ c′d′−1 (mod p) gilt.
Beweis. Es sei
(
a b
c d
) ∈ GL(2,Z). Da ( 1 00 −1 ) ∈ G˜◦, ko¨nnen wir ohne Ein-
schra¨nkung det
(
a b
c d
)
= 1 annehmen.
1. d #≡ 0 (mod p)
Es sei r ∈ {0, . . . , p− 1}mit r ≡ cd−1 (mod p). Dann ist ( d −brd−c a−rb ) ∈
G˜◦ und
(
d −b
rd−c a−rb
) (
a b
c d
)
= ( 1 0r 1 ).
2. d ≡ 0 (mod p)
Dann ist
(−c a
d −b
) ∈ G˜◦ und (−c ad −b ) ( a bc d ) = ( 0 11 0 ).
✷
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Hilfssatz 3.22 Es gilt
R
F˜ ◦
1:1←→R
G˜◦ × SL(2,Z2).
Beweis. Die Abbildung
ν :
{ R
F˜ ◦ → RG˜◦ × SL(2,Z2)
[g]F˜ ◦ 	→ ([g]G˜◦ , g)
ist wohldeﬁniert und bijektiv. Die Gruppe F˜ ◦ ist der Kern des Reduktions-
homomorphismus φ : G˜◦ → SL(2,Z2), φ(g) = g. Damit ist die Wohldeﬁ-
niertheit klar, da F˜ ◦ ✁ G˜◦ und f = id fu¨r alle f ∈ F˜ ◦.
Die Abbildung φ la¨ßt sich zu einem Homomorphismus ϕ : GL(2,Z) →
SL(2,Z2) erweitern, so daß wir das Diagramm
GL(2,Z)
ϕ




1  F˜ ◦  G˜◦
φ 


SL(2,Z2)  1
haben. Zur Surjektivita¨t sei h˜ ∈ [h]
G˜◦ und f ∈ SL(2,Z2). Da φ nach
Hilfssatz 2.3 (iii) surjektiv ist, gibt es ein g ∈ G˜◦ mit φ(g) = ϕ(h)−1 · f und
[g · h˜]
F˜ ◦ liegt im Urbild von ([h]G˜◦ , f).
Die Injektivita¨t ist auch klar:
Es seien h, h˜ ∈ GL(2,Z) mit [h]
G˜◦ = [h˜]G˜◦ und ϕ(h) = ϕ(h˜). Dann ist
h = g · h˜ fu¨r ein g ∈ G˜◦ und ϕ(g) = ϕ(h) ·ϕ(h˜)−1 = id, woraus g ∈ F˜ ◦ folgt,
also [h]F˜ ◦ = [h˜]F˜ ◦ .
✷
Wir betrachten folgende Operation des Stabilisators in GL(2,Z) eines Kegels
σ auf den Rechtsnebenklassen von F˜ ◦ in GL(2,Z):
φσ :
{
Stab(σ)×RF˜ ◦ → RF˜ ◦
(s, [f ]F˜ ◦) 	→ [f · s−1]F˜ ◦
und zusa¨tzlich
φˆσ :
{
Stab(σ)× (RG˜◦ × SL(2,Z2)) → RG˜◦ × SL(2,Z2)
(s, ([g]
G˜◦ , f)) 	→ ([g · s−1]G˜◦ , f · (s)−1)
(††)
von Stab(σ) auf R
G˜◦ × SL(2,Z2). Dann ist leicht zu sehen, daß
ψ(s, [f ]F˜ ◦) := (s, ν([f ]F˜ ◦)) = (s, ([f ]G˜◦ , f))
ein a¨quivarianter Isomorphismus von φσ nach φˆσ ist.
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Satz 3.23 (i) Zwei 3-dimensionale Kegel g(σ0) und g′(σ0) sind genau dann
F˜ ◦-a¨quivalent, falls [g]F˜ ◦ und [g
′]F˜ ◦ in derselben Bahn unter der Operation
φσ0 liegen. Die Menge der Rechtsnebenklassen von F˜
◦ in GL(2,Z) zerfa¨llt
unter dieser Operation in genau p+ 1 Bahnen der La¨nge 6.
(ii) Zwei 2-dimensionale Kegel g(ξ13) und g′(ξ13) sind genau dann F˜ ◦-a¨qui-
valent, falls [g]F˜ ◦ und [g
′]F˜ ◦ in derselben Bahn unter der Operation φξ13
liegen. Die Menge der Rechtsnebenklassen von F˜ ◦ in GL(2,Z) zerfa¨llt dabei
in genau 32(p − 1) + 6 Bahnen. Dabei haben 32(p − 1) Bahnen die La¨nge 4
und 6 Bahnen die La¨nge 2.
(iii) Zwei 1-dimensionale Kegel g(ξ3) und g′(ξ3) sind genau dann F˜ ◦-a¨qui-
valent, falls [g]F˜ ◦ und [g
′]F˜ ◦ in derselben Bahn unter der Operation φξ3
liegen. Die Menge der Rechtsnebenklassen von F˜ ◦ in GL(2,Z) zerfa¨llt dabei
in genau 6 Bahnen. Dabei haben 3 Bahnen die La¨nge 2p und 3 Bahnen die
La¨nge 2.
Beweis. Da GL(2,Z) transitiv auf den Kegeln gleicher Dimension operiert
([Br, Folgerung 2.5]), ist jeder Kegel F˜ ◦-a¨quivalent zu einem Kegel der Form
g(σ), wobei σ ∈ {σ0, ξ13, ξ3} und g ein System von Rechtsnebenklassen von
F˜ ◦ in GL(2,Z) durchla¨uft.
Zwei Kegel g1(σ), g2(σ) aus dem Legendre-Fa¨cher sind genau dann F˜ ◦-
a¨quivalent, falls es ein g ∈ F˜ ◦ gibt, so daß g−12 · g · g1 aus dem Stabilisator
Stab(σ) in GL(2,Z) ist, was a¨quivalent zur Identita¨t [g1 · s−1]F˜ ◦ = [g2]F˜ ◦
fu¨r ein s ∈ Stab(σ) ist. Nutzen wir den a¨quivarianten Isomorhismus ψ,
so sind also die Kegel g1(σ) und g2(σ) genau dann a¨quivalent, falls es ein
s ∈ Stab(σ) gibt, so daß ([g1 · s−1]G˜◦ , g1 · s−1) = ([g2]G˜◦ , g2) ist.
Man beachte, daß die Operation von −12 ∈ Stab(σ) trivial ist, so daß wir
uns lediglich auf Stab(σ)± := Stab(σ)/ {±12} konzentrieren mu¨ssen.
• σ = σ0
Hier ist Stab±(σ0)
(mod 2) SL(2,Z2). Die Operation (††) ist auf der
zweiten Komponente transitiv und frei und somit frei aufR
G˜◦×SL(2,Z2).
Die Gruppe SL(2,Z2) hat die Ordnung 6 und damit ergeben sich genau
p+ 1 Bahnen der La¨nge 6:{(
[( 1 0r 1 )]G˜◦ , g
)}
{(
[( 0 11 0 )]G˜◦ , g
)} mit r ∈ {0, . . . , p− 1} , g ∈ SL(2,Z2)
• σ = ξ13
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Die Elemente N0 und V0 operieren durch
N0 :
{ (
[( 1 0r 1 )]G˜◦ , g
) 	→ ([( 1 0r−1 1 )]G˜◦ , g · ( 0 11 0 )) fu¨r r #= 0(
[( 0 11 0 )]G˜◦ , g
) 	→ ([( 1 00 1 )]G˜◦ , g · ( 0 11 0 ))
V0 :
{ (
[( 1 0r 1 )]G˜◦ , g
) 	→ ([( 1 0−r 1 )]G˜◦ , g)(
[( 0 11 0 )]G˜◦ , g
)
) 	→ ([( 0 11 0 )]G˜◦ , g)
Zur Operation von N0 beachte, daß
[( 1 0r 1 ) · ( 0 11 0 )]G˜◦ = [( 0 11 r )]G˜◦ =
[(
1 0
r−1 1
)]
G˜◦
nach Hilfsatz 3.21 gilt. Das Element N0 hat die Ordnung 2 und ope-
riert frei auf der zweiten Komponente. Weiter ist V0N0 konjugiert zu
V0, so daß wir nur die Fixpunkte von V0 bestimmen mu¨ssen. Dieses
ﬁxiert genau die Nebenklassen
(
[( 1 00 1 )]G˜◦ , g
)
und
(
[( 0 11 0 )]G˜◦ , g
)
.
Bahnen der La¨nge 4:{ (
[( 1 0r 1 )]G˜◦ , g
)
,
([(
1 0
r−1 1
)]
G˜◦ , g · ( 0 11 0 )
)
,([(
1 0−r 1
)]
G˜◦ , g
)
,
([(
1 0
−r−1 1
)]
G˜◦ , g · ( 0 11 0 )
)}
,
r = 1, . . . , p− 1, g ∈ SL(2,Z2)
Bahnen der La¨nge 2:{ (
[( 0 11 0 )]G˜◦ , g
)
,
(
[( 1 00 1 )]G˜◦ , g · ( 0 11 0 )
) }
, g ∈ SL(2,Z2)
• σ = ξ3
Ein Element
(
1 k
0 1
)
, k ∈ Z aus dem Stabilisator Stab(ξ3) operiert durch
(
1 k
0 1
)
:

(
[( 1 0r 1 )]G˜◦ , g
) 	→ ([( 1 −kr 1−rk )]G˜◦ , g · ( 1 k0 1 ))(
[( 0 11 0 )]G˜◦ , g
) 	→ ([( 0 11 −k )]G˜◦ , g · ( 1 k0 1 )) .
Insbesondere ist fu¨r r #≡ 0 (mod p) die Nebenklasse ([( 1 0r 1 )]G˜◦ , g)
a¨quivalent zu
(
[( 0 11 0 )]G˜◦ , g
)
(wa¨hle k ∈ Z so, daß k ≡ r−1 (mod p) und
k gerade ist). Weiter ist
(
[( 0 11 0 )]G˜◦ , g
)
a¨quivalent zu
(
[( 0 11 0 )]G˜◦ , g · ( 1 10 1 )
)
(wa¨hle k = p).
Fu¨r r ≡ 0 (mod p) ist ([( 1 00 1 )]G˜◦ , g) a¨quivalent zu ([( 1 00 1 )]G˜◦ , g · ( 1 10 1 ))
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und die Operation von V0 liefert keine weiteren Identiﬁkationen. In-
gesamt haben wir
drei Bahnen der La¨nge 2p :{ (
[( 0 11 0 )]G˜◦ , g
)
,
(
[( 0 11 0 )]G˜◦ , g · ( 1 10 1 )
)
,(
[( 1 0r 1 )]G˜◦ , g
)
,
(
[( 1 0r 1 )]G˜◦ , g · ( 1 10 1 )
)
, r = 1, . . . , p− 1}
g ∈ SL(2,Z2)
drei Bahnen der La¨nge 2:{ (
[( 1 00 1 )]G˜◦ , g
)
,
(
[( 1 00 1 )]G˜◦ , g · ( 1 10 1 )
)}
, g ∈ SL(2,Z2)
✷
Korollar 3.24 Es sei g =
(
1 0−1 1
)
und r = 0, . . . , p − 1. Die F˜ ◦-Bahnen
dreidimensionaler Kegel im Legendre-Fa¨cher werden von den Kegeln σr und
σ˜ repra¨sentiert.
Beweis. Es ist leicht zu sehen, daß die Abbildung
{g˜, gr} → (R
G˜◦ × SL(2,Z2))/Stab(σ0)
g 	→ ([g]
G˜◦ , g)
r = 0, . . . , p − 1 bijektiv ist. Nach Satz 3.23 haben na¨mlich beide Mengen
die gleiche Ma¨chtigkeit und nach Hilfssatz 3.21 ist die Abbildung injektiv.
✷
Hilfssatz 3.25 (i) Der Durchschnitt Stab(g(σ0)) ∩ F˜ ◦ ist fu¨r jedes g ∈
GL(2,Z) trivial.
(ii) Der Durchschnitt Stab(g(ξ13)) ∩ F˜ ◦ ist genau dann nicht trivial, falls
g ∈
〈
G˜◦, ( 0 11 0 )
〉
ist. Dieser ist von der Ordnung 2 und wird von g · V0 · g−1
erzeugt.
Beweis. Zuna¨chst ist Stab(g(σ)) = g · Stab(σ) · g−1 und nach Hilfsatz 3.20
ist Stab(σ0) = 〈M0,N0〉 und Stab(ξ13) = 〈N0, V0〉 in GL(2,Z). Da f = id fu¨r
alle f ∈ F˜ ◦, muß notwendigerweise gsg−1 = id⇔ s = id fu¨r ein s ∈ Stab(σ)
sein.
Im Fall σ = σ0 ist s = id das einzige Element aus Stab(σ0) mit dieser
Eigenschaft.
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Im Fall σ = ξ13 ist V0 das einzige nichttriviale Element mit der Eigenschaft,
daß die Reduktion modulo 2 die Identita¨t ist.
Fu¨r g =
(
a b
c d
) ∈ GL(2,Z) ist(
a b
c d
)
·
(
1 0
0 −1
)
·
(
a b
c d
)−1
=
( ∗ ∗
2cd ∗
)
∈ F˜ ◦
⇔ c ≡ 0 (mod p) oder d ≡ 0 (mod p).
✷
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4 Das Titsgeba¨ude bestimmter Untergruppen von
Sp(Λ,Q)
Die Berechnung des Titsgeba¨udes einer arithmetischen Gruppe Γ˜ ⊂ Sp(Λ,Q)
spielt bei der Beschreibung der Kompaktiﬁzierung des Quotienten Γ˜\H2 eine
wesentliche Rolle. Da eine rationale Randkomponenten von H2 im Abschluß
einer anderen liegen kann, ist es notwendig, die korrespondierenden parti-
ellen Kompaktiﬁzierungen zu verkleben, um eine volle Kompaktiﬁzierung
von Γ˜\H2 zu erhalten. Es stellt sich also die Aufgabe, eine Beschreibung
der Γ˜-Bahnen von rationalen Randkomponenten und deren Nachbarschafts-
relationen zu ﬁnden. Durch Angabe des entsprechenden Titsgeba¨udes T (Γ˜)
wird diese Aufgabe gelo¨st.
Zur Deﬁnition des Titsgeba¨udes T (Γ˜) : Es sei (X,<) eine teilgeordnete Men-
ge. Dann deﬁnieren wir die simpliziale Darstellung SR(X,<) von (X,<)
als den simplizialen Komplex, der aus allen Simplizes (x0, . . . , xn) besteht,
wobei x0, . . . , xn ∈ X,n ≥ 0 und x0 < x1 < · · · < xn gelte. Ist nun
G eine Gruppe von Automorphismen auf (X,<), so induziert die Operati-
on von G auf (X,<) eine Operation von G auf SR(X,<), gegeben durch
g∗(x0, . . . xn) = (g(x0), . . . , g(xn)). Dann wird G\SR(X, <) als der simpli-
ziale Komplex deﬁniert, dessen Ecken Orbiten x∗ = Gx von Elementen aus
X und Simplizes (x∗0, . . . , x∗n) besteht, wobei es fu¨r jeden Eintrag x∗i einen
Repra¨sentanten xi aus SR(X) gibt mit x∗i = Gxi und x0 < · · · < xn.
Das Titsgeba¨ude T von Sp(Λ,Q) wird dann als simpliziale Darstellung von
(X1, <) := (
{
nicht triviale Λ-isotrope Unterra¨ume von Q4
}
,)
deﬁniert. Wir werden im weiteren den Begriﬀ isotrop als Λ-isotrop ver-
stehen. Ist Γ˜ eine arithmetische Untergruppe von Sp(Λ,Q), so wird das
Titsgeba¨ude von Γ˜ als Quotient T (Γ˜) = Γ˜\T deﬁniert.
Fu¨r zwei arithmetische Untergruppen Γ˜1, Γ˜2, die komponentenweise auf dem
Produkt X1 × X1 operieren, macht es dann Sinn, das Produkt von T (Γ˜1)
und T (Γ˜2) als
T (Γ˜1)× T (Γ˜2) = (Γ˜1 × Γ˜2)\SR(X1 ×X1, <′),
einzufu¨hren, wobei die Teilordnung durch
(x0, x1) <′ (x′0, x
′
1) :⇔ x0 < x′0 und x1 < x′1
deﬁniert sei.
Fu¨r eine weitergehende Diskussion von Titsgeba¨uden sei auf [HKW1, I.3B]
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und [Bro, V.6] hingewiesen.
Die in Deﬁnition 3.2 eingefu¨hrten rationalen Randkomponenten stehen in
1:1-Korrespondenz zu isotropen Unterra¨umen des Q4. Daru¨berhinaus ist
eine Randkomponente F ′ genau dann echt im Abschluß einer Randkompo-
nente F enthalten, falls der zugeho¨rige Unterraum UF ′ den Unterraum UF
zu F echt entha¨lt.
Interessieren wir uns fu¨r Γ˜\H2, so stehen die Bahnen rationaler Randkompo-
nenten modulo Γ˜ in 1:1-Beziehung zu den Γ˜-Bahnen isotroper Unterra¨ume
von Q4 stehen, wobei Γ˜ durch Rechtsmultiplikation operiert.
Es seien die Mengen P1,P2,P0 wie folgt deﬁniert:
P1 :=
{
l | l ist eine Gerade in Q4}
P2 :=
{
h | h ist eine isotrope Ebene in Q4}
P0 := {(l, h) | l ∈ P1, h ∈ P2, l ⊂ h}
Da Λ eine nicht ausgeartete schiefsymmetrische Form ist, hat jeder isotrope
Unterraum des Q4 ho¨chstens die Dimension 2. Der simpliziale Komplex T
ist also 1-dimensional, das heißt ein Graph.
Mit [U˜ ]
Γ˜
sei die Bahn des isotropen Unterraums U˜ in Q4 und mit P1(Γ˜)
und P2(Γ˜) seien vollsta¨ndige Repra¨sentantensysteme von isotropen Geraden
bzw. Ebenen bezeichnet. Mit P0(Γ˜) bezeichnen wir ein vollsta¨ndiges Re-
pra¨sentantensystem von Fahnen l ⊂ h isotroper Unterra¨ume.
Das Titsgeba¨ude T (Γ˜) ist also ein Graph, dessen Ecken [U˜ ]
Γ˜
Bahnen nicht-
trivialen isotropen Unterra¨umen entsprechen. Je zwei Ecken [U˜1]Γ˜ und [U˜2]Γ˜
werden genau dann mit einer Kante verbunden, wenn es ein γ ∈ Γ˜ gibt, so
daß γ(U˜1) ⊂ U˜2 oder γ(U˜2) ⊂ U˜1 gilt. Das Titsgeba¨ude gibt damit die Kon-
ﬁguration der rationalen Randkomponenten des jeweils betrachteten Modul-
raums wieder.
Fu¨r eine arithmetische Untergruppen Γ˜ ✁ Γ˜◦1,p gibt es eine natu¨rliche Ab-
bildung T (Γ˜)→ T (Γ˜◦1,p), die mit der Quotientenabbildung, induziert durch
Γ˜◦1,p/Γ˜, u¨bereinstimmt. Wir betrachten die Gruppen Γ˜◦1,p(2) und Γ˜1,p, die
beide Normalteiler der arithmetischen Untergruppe Γ˜◦1,p sind mit Quotien-
ten Γ˜◦1,p/Γ˜1,p  SL(2,Zp) und Γ˜◦1,p/Γ˜◦1,p(2)  Sp(4,Z2). In dieser Situation
haben wir ein Diagramm
T (Γ˜◦1,p(2))
Sp(4,Z2)

T (Γ˜1,p)
SL(2,Zp) T (Γ˜◦1,p)
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so daß wir bezu¨glich dieser Abbildungen das Faserprodukt
T (Γ˜1,p)×T (Γ˜◦1,p) T (Γ˜
◦
1,p(2)) ={
(u, v) ∈ T (Γ˜1,p)× T (Γ˜◦1,p(2))
∣∣∣∣ es gibt ein g ∈ Sp(2,Zp) und einh ∈ Sp(4,Z2), so daß g(u) = h(v)
}
einfu¨hren ko¨nnen.
Da wir uns lediglich fu¨r rationale Unterra¨ume des R4 interessieren, macht es
Sinn, die Operation der jeweiligen arithmetischen Untergruppe von Sp(Λ,Q)
auf der Menge der primitiven Vektoren zu studieren. Jede Gerade l ⊂ Q4
entha¨lt genau zwei primitive Vektor aus Z4, die wir mit±vl = ±(v1, v2, v3, v4)
bezeichnen.
Deﬁnition 4.1 Ein primitiver Vektor (v1, v2, v3, v4) ∈ Z4 heißt lang, falls
(v1, v3) ≡ 0 (mod p) ist, anderenfalls kurz.
Es ist leicht zu sehen, daß jede isotrope Ebene in Q4 von einem kurzen
und einem langen Vektor erzeugt wird (siehe dazu etwa [FS, Korrollar
2.6.]). Im Folgenden seien die primitiven Vektoren v0 := (0, 0, 1, 0) sowie
v(a,b) = (0, a, 0, b) fu¨r ein teilerfremdes Paar (a, b) ∈ Z2 deﬁniert.
4.1 Das Titsgeba¨ude T (Γ◦1,p(2))
In diesem Abschnitt werden wir lediglich das Ergebnis aus [FS] zitieren. Dort
wurde das Titsgeba¨ude von Γ˜◦1,p(2) berechnet. Betrachte folgende Mengen:
P1 =
{
l ∈ Z42 | l #= 0
}
P2 =
{
h = l1 ∧ l2 ⊂ Λ2Z42 | h #= 0 und h ist isotrop in Z42
}
P0 =
{
(l, h) | l ∈ P1, h ∈ P2, l ⊂ h
}
Bemerkung 4.2 Mit der in 2.2 eingefu¨hrten Indizierung lassen sich dann
die folgenden Korrespondenzen feststellen:
P1 ↔ {{i, j} ⊂ (1, . . . , 6)}
P2 ↔ {(ij)(kl)(mn) ist Partition von (1, . . . , 6)}
P0 ↔
{ {{i, j} ∈ P1, (i′j′)(k′l′)(m′n′) ∈ P2} ,
{i, j} ∈ {{i′, j′} , {k′, l′} , {m′, n′}}
}
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Satz 4.3 i) Die Menge der Γ˜◦1,p(2)-Bahnen eindimensionaler isotroper Un-
terra¨ume wird von
{kurz, lang} × P1
parametrisiert. Dabei sind zwei isotrope eindimensionale Unterra¨ume l1, l2
in Q4 unter der Operation von Γ˜◦1,p(2) genau dann a¨quivalent, falls vl1 = vl2
und vl1 , vl2 entweder beide kurz oder beide lang sind. Damit zerfallen die
eindimensionalen isotropen Unterra¨ume von Q4 unter der Operation von
Γ˜◦1,p(2) in genau 30 Bahnen.
ii) Die Menge der Γ˜◦1,p(2)-Bahnen von zweidimensionalen isotropen Un-
terra¨umen wird von P2 parametrisiert.
Zwei isotrope Ebenen h = vl1 ∧ vl2 , h′ = vl′1 ∧ vl′2 sind dabei genau dann
Γ˜◦1,p(2)-a¨quivalent, falls vl1 ∧ vl2 = vl′1 ∧ vl′2 in Λ2Z42 gilt. Es gibt also genau
15 Bahnen isotroper Ebenen des Q4 unter der Operation von Γ˜◦1,p(2).
iii) Im Titsgeba¨ude T (Γ˜◦1,p(2)) werden zwei Ecken [l]Γ˜◦1,p(2), [l1 ∧ l2]Γ˜◦1,p(2) ge-
nau dann miteinander verbunden, falls (vl, vl1 ∧ vl2) ∈ P0 gilt (siehe Abbil-
dung 4.1).
Beweis. [FS, Satz 3.5–3.9]
✷
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:\Ebenen :\Geradenund
4.2 Die Titsgeba¨ude T (Γ◦1,p) und T (Γ1,p)
Auch hier werden wir lediglich Ergebnisse, diesmal aus [HKW1, I.3B], zi-
tieren. Zuna¨chst fu¨hren wir zur Beschreibung des Titsgeba¨udes T (Γ˜1,p) die
folgenden Mengen ein:
Es sei Pkurz1 := {v0} und P lang1 = (Zp × Zp − {(0, 0)})/ {±1}.
Die Abbildung
P1(Γ˜1,p) → Pkurz1 ∪ P lang1
[l]
Γ˜1,p
	→
{
v0
±(v2, v4) (mod p) falls
vl kurz ist
vl lang ist
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ist eine Bijektion, das heißt, die Γ˜1,p-Bahnen isotroper Geraden in Q4 werden
von
Pkurz1 ∪ P lang1
parametrisiert. Bis auf Γ˜1,p-A¨quivalenz kann jeder zweidimensionale isotro-
pe Unterraum von Q4 durch l0 und einem langen Vektor l(a,b) aufgespannt
werden. Zwei Geraden l(a,b) und l(a′,b′) deﬁnieren dabei genau dann die-
selbe Γ˜1,p-Bahn von Ebenen, wenn [a : b] = [a′ : b′] in P1(Fp) gilt. Fu¨r
jede Bahn einer Geraden l(a,b) ∈ P lang1 deﬁnieren wir einen Repra¨sentanten
h[a:b] = l0 ∧ l(a,b). Die Menge{
h[a:b]
∣∣ [a : b] ∈ P1(Fp)}
steht dann in bijektiver Beziehung zu P2(Γ˜1,p).
Das Titsgeba¨ude T (Γ˜1,p) la¨ßt sich wie folgt beschreiben:
Satz 4.4 i) Das Titsgeba¨ude T (Γ˜1,p) ist ein Graph mit 1+ 12(p2−1)+p+1
Ecken, die von den Elementen in P1(Γ˜1,p) ∪ P2(Γ˜1,p) repra¨sentiert werden.
Jede Ecke h[a:b] wird mit l0 verbunden und genau dann mit l(a′,b′) ∈ P lang2
verbunden, falls [a : b] = [a′ : b′] in P1(Fp) gilt.
ii) Das Titsgeba¨ude T (Γ˜◦1,p) ist der Quotient G\T (Γ˜1,p(2)), G = Γ˜◦1,p/Γ˜1,p 
SL(2,Zp) und ist ein Graph mit drei Ecken, die von l0, l(0,1) und h[0:1]
repra¨sentiert werden und zwei Kanten, die l0 mit h[0:1] und l(0,1) mit h[0:1]
verbinden.
Beweis. [HKW1, Theorem I.3.40]
✷
4.3 Das Titsgeba¨ude T (Γ1,p(2))
Auf der Suche nach Invarianten von eindimensionalen Unterra¨umen des Q4
unter der Operation von Γ˜1,p(2) ko¨nnen wir zuna¨chst festhalten, daß die
Eigenschaft kurz bzw. lang eines primitiven Vektor von Γ˜1,p(2) respektiert
wird. Diese Eigenschaft bleibt na¨mlich insbesondere unter der Operation
von Γ˜◦1,p ⊃ Γ˜1,p(2) erhalten (siehe [HKW1, Proposition I.3.38]).
Zuna¨chst wollen wir auf eine zahlentheoretische U¨berlegung hinweisen, die
sich schon bei der Berechnung der Titsgeba¨ude T (Γ˜1,p) und T (Γ˜◦1,p) als sehr
nu¨tzlich erwiesen hat:
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Lemma 4.5 Es seien x1, x2, x3, x4 ∈ Z mit ggT (x1, x2, x3, x4) = 1 und
x2 #= 0. Dann gibt es λ, µ ∈ Z, so daß ggT (x1 + λx3 + µx4, x2) = 1 ist.
Beweis. [HKW1, Lemma I.3.35]
✷
Wir fu¨hren die folgenden Matrizen aus Γ˜1,p(2) ein:
Fu¨r k ∈ 2Z sei
M1(k) =

1 k 0 0
0 1 0 0
0 0 1 0
0 0 −pk 1
 M2(k) =

1 0 0 k
0 1 pk 0
0 0 1 0
0 0 0 1

M3(k) =

1 0 0 0
−pk 1 0 0
0 0 1 k
0 0 0 1

Betrachte die folgende Einbettung:
χ :

Γ1(2) × Γ1(2p) → Γ˜1,p(2)((
a b
c d
)
,
(
a′ b′
c′ d′
))
	→

a 0 b 0
0 a′ 0 b′
c 0 d 0
0 c′ 0 d′

Lemma 4.6 Es seien x, y ∈ Z4 kurze und primitive Vektoren. Dann sind
x und y genau dann Γ˜1,p(2)-a¨quivalent, falls x ≡ y (mod 2) gilt.
Beweis.
’’⇒ ‘‘ : Ist klar, da g = 14 fu¨r alle g ∈ Γ˜1,p(2).
’’⇐ ‘‘ : Es sei zuna¨chst x ≡ (1, 0, 0, 0) (mod2).
Dann ist ggT(x1, x3) prim zu 2p ggT(x2, x4) und (x3, x1, 2px2,−2px4) ist
primitiv, so daß es nach Lemma 4.5 ganze Zahlen λ, µ gibt mit ggT(x1, x3+
λ2px2 − µ2px4) = 1. Unter Anwendung der Matrix M1(2µ)M2(2λ) werden
die Eintra¨ge (x1, x3) nach (x1, x3 + λ2px2 − µ2px4 + λµ4px1) transformiert
und es gilt ggT(x1, x3 + λ2px2 − µ2px4 + λµ4px1) = 1, so daß wir ohne
Einschra¨nkung ggT(x1, x3) = 1 annehmen du¨rfen. Da zusa¨tzlich x1 unge-
rade ist, ko¨nnen wir ganze Zahlen λ′, µ′ mit λ′x1 + µ′2x3 = 1 wa¨hlen. Die
Matrix
(
λ′ −x3
2µ′ x1
)
ist aus Γ1(2) und χ
((
λ′ −x3
2µ′ x1
)
,12
)
transformiert x nach
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(1, x2, 0, x4), der via M2(−x4) nach (1, x2,−px2x4, 0) geht. Letztlich fu¨hrt
ein geeignetes Element aus χ (Γ1(2),12) diesen nach (1, x2, 0, 0), der durch
M1(−x2) nach (1, 0, 0, 0) geht.
Fu¨r zwei beliebige kurze Vektoren x′, y′ mit x′ ≡ y′ (mod 2) argumentiert
man dann mit der Normalteilereigenschaft von Γ˜1,p(2) in Γ˜1,p. Nach [HKW1,
Proposition I.3.38] gibt es ein g ∈ Γ˜1,p, so daß g(x′) = v0 ist. Dann ist
g(x′) ≡ g(y′) ≡ v0 (mod 2) und nach den obigen Ausfu¨hrungen gibt es ein
h ∈ Γ˜1,p(2), so daß (h ·g)(x′) = g(y′) ist. Da Γ˜1,p(2)✁ Γ˜1,p ist g−1hg ∈ Γ˜1,p(2)
und u¨berfu¨hrt x′ nach y′.
✷
Lemma 4.7 Zwei lange primitve Vektoren x = (x1, x2, x3, x4) und y =
(y1, y2, y3, y4) sind genau dann Γ˜1,p(2)-a¨quivalent, falls x ≡ y (mod 2) und
(x2, x4) ≡ (y2, y4) (mod p) ist.
Beweis.
’’ ⇒ ‘‘ : Folgt sofort, da γ = id fu¨r alle γ ∈ Γ˜1,p(2) und die Restklassen
(x2, x4) (mod p) eines primitiven Vektors x bleiben unter der Operation von
Γ˜1,p ⊃ Γ˜1,p(2) erhalten.
’’ ⇐ ‘‘ : Da Γ˜
◦
1,p transitiv auf der Menge der langen Vektoren operiert
und Γ˜1,p(2) ✁ Γ˜◦1,p, ko¨nnen wir ohne Einschra¨nkung annehmen, daß x die
Eigenschaften x ≡ v(1,0) (mod 2) und (x2, x4) ≡ (1, 0) (mod p) hat.
Dann ist ggT(x4, x2, 2x1, 2x3) = 1 und durch Anwendung von Lemma 4.5
ﬁnden wir ganze Zahlen λ, µ, so daß ggT(x2, x4 + λ · 2x1 + µ · 2x3) = 1
ist. Durch Anwendung von zuna¨chst M2(2λ) und dann M3(2µ) wird x auf
einen Vektor mit x2, x4 teilerfremd transformiert und durch ein geeignetes
Elements aus χ (12,Γ1(2p)) ko¨nnen wir auf x = (x1, 1, x3, 0) reduzieren.
Dann ist 2p Teiler von ggT(x1, x3), da x ≡ (0, 1, 0, 0) (mod 2) und lang
ist. Es sei x1 = 2px′1 und x3 = 2px′3.Wenden wir M2(2µ) gefolgt von
einem Element aus χ (12,Γ1(2p)) an, so ko¨nnen wir mit (x1, 1, x3+µ · 2p, 0)
arbeiten. Durch Wahl eines geeignetem µ ko¨nnen wir dann annehmen, daß
x = (x1, 1, x3, 0) mit ggT(x′1, x′3) = 1 und x3 #= 0 ist. Dieser wird unter
M2(−2x′3) gefolgt von M3(2x′1) nach (0, 1, 0, 0) transformiert.
✷
Satz 4.8 Die Γ˜1,p(2)-Bahnen isotroper Geraden werden von
P1(Γ˜1,p)×P1(Γ˜◦1,p) P1(Γ˜
◦
1,p(2))
parametrisiert.
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Unter der Operation von Γ˜1,p(2) gibt es also genau 15(1+ 12(p
2−1)) Bahnen
eindimensionaler isotroper Unterra¨ume des Q4.
Beweis. Betrachte die Abbildung{ P1(Γ˜1,p(2)) → P1(Γ˜1,p)×P1(Γ˜◦1,p) P1(Γ˜◦1,p(2))
[l]Γ˜1,p(2) 	→ ([l]Γ˜1,p , [l]Γ˜◦1,p(2))
Da Γ˜1,p(2) = Γ˜1,p ∩ Γ˜◦1,p(2) ist, ist diese Abbildung wohldeﬁniert. Zur Sur-
jektivita¨t sei das Paar ([l1]Γ˜1,p , [l2]Γ˜◦1,p(2)) gegeben und v˜ = (v˜1, . . . , v˜4), v
′ =
(v′1, . . . , v′4) die bis auf Vorzeichen eindeutig bestimmten primitiven Vekto-
ren, die die Geraden l1 und l2 aufspannen. Dann ist zu zeigen, daß es einen
primitiven Vektor vl = (v1, . . . , v4) gibt mit den Eigenschaften vl = v′ und
vl kurz, falls v˜ kurz ist
bzw.
vl lang und (v2, v4) ≡ ±(v˜2, v˜4) (mod p) , falls v˜ lang ist.
Im Fall, daß v˜ kurz ist, betrachte den kurzen Vektor v0. Da Sp(4,Z2) tran-
sitiv auf P1 operiert und φ : Γ˜◦1,p → Sp(4,Z2) surjektiv ist, ko¨nnen wir ein
g ∈ Γ˜◦1,p wa¨hlen, so daß g(v0) = v′ gilt. Da die Eigenschaft kurz unter der
Operation von Γ˜◦1,p erhalten bleibt, ist in diesem Fall nichts weiter zu zeigen.
Es sei v˜ lang. Betrachte den langen Vektor v(0,1). Dann gibt es mit der glei-
chen Argumentation wie im obigen Fall ein g ∈ Γ˜◦1,p, so daß g(v(0,1)) = v′
gilt. Es sei g(v(0,1)) = (w1, . . . , w4). Da g(v(0,1)) lang ist, ist insbesondere
(w2, w4) #≡ (0, 0) (mod p), so daß wir nun ein f ∈ Γ1(2) wa¨hlen ko¨nnen mit
(w2, w4) · f−1 ≡ (v˜2, v˜4) (mod p). Beachte dazu, daß SL(2,Zp) transitiv auf
Zp × Zp − {(0, 0)} operiert. Dann sei g′ ∈ Γ˜◦1,p(2) im Urbild von f unter
der Projektion γ|Γ˜◦1,p(2) : Γ˜
◦
1,p(2) → SL(2,Zp). Damit ist (g′ · g)(v(0,1)) ein
primitiver Vektor mit den gewu¨nschten Eigenschaften.
Die Injektivita¨t folgt sofort aus Lemma 4.6 und Lemma 4.7.
✷
Lemma 4.9 Zwei isotrope Ebenen h, h′ sind genau dann in derselben Γ˜1,p(2)-
Bahn, falls es zu jedem kurzen bzw. langen Vektor v′ aus h′ einen kurzen
bzw. langen Vektor v aus h gibt, so daß v = v′ und [v′]
Γ˜1,p
= [v]
Γ˜1,p
ist.
Beweis.
’’⇒ ‘‘ : Ist klar, da Γ˜1,p(2) ⊂ Γ˜1,p und γ = id fu¨r alle γ ∈ Γ˜1,p(2).
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’’⇐ ‘‘ :
i) Es sei zuna¨chst h′ = l0 ∧ l(0,1).
Nach Voraussetzung existiert in h ein kurzer Vektor vmit v = (0, 0, 1, 0)
und ein langer Vektor wmitw = (0, 0, 0, 1) und (w2, w4) ≡ (0, 1) (mod p).
Nach Lemma 4.6 gibt es ein γ ∈ Γ˜1,p(2) mit γ(v) = v0. Wir setzen
w˜ := γ(w). Aus der Isotropieeigenschaft folgt w˜1 = 0. Das Gitter
h˜Z = Zγ(v)⊕Zγ(w) wird von v0 und w˜−w˜3v0 erzeugt, so daß wir wei-
ter (ohne die Restklasse w˜ zu a¨ndern) w˜3 = 0 annehmen ko¨nnen. Wie
w ist auch w˜ primitiv, also ggT(w˜2, w˜4) = 1. Da γ ∈ Γ˜1,p(2) ⊂ Γ˜1,p, ist
insbesondere die Restklasse (w˜2, w˜4) (mod p) invariant. Daru¨berhinaus
ist γ = id, so daß insgesamt
(w˜2, w˜4) ≡ (w2, w4) ≡ (1, 0) (mod 2p)
ist. Unter einem geeigneten Element aus χ(12,Γ1(2p)) ⊂ Γ˜1,p(2) wird
w˜ auf w und l0 wiederum auf l0 abgebildet und damit h˜ = h˜Z⊗Q auf
h′ gebracht.
ii) Es seien nun h˜, hˆ zwei beliebige isotrope Ebenen mit den (obigen)
Eigenschaften:
i) Es gibt kurze Vektoren v˜ ∈ h˜, vˆ ∈ hˆ und lange Vekoren w˜ ∈
h˜, wˆ ∈ hˆ, so daß [v˜]Γ˜1,p = [vˆ]Γ˜1,p und [w˜]Γ˜1,p = [wˆ]Γ˜1,p .
ii) v˜ = vˆ, w˜ = wˆ
Da Γ˜◦1,p transitiv auf der Menge der isotropen Ebenen operiert, gibt
es ein γ˜ ∈ Γ˜◦1,p, so daß γ˜(h˜) = h′ ist. Betrachte die isotrope Ebene
γ˜(hˆ), die den kurzen Vektor γ˜(vˆ) und den langen Vektor γ˜(wˆ) entha¨lt.
Dann gilt natu¨rlich γ˜(v˜) = γ˜(vˆ) und γ˜(w˜) = γ˜(wˆ). Daru¨berhinaus ist
[γ˜(v˜)]Γ˜1,p = [γ˜(vˆ)]Γ˜1,p und [γ˜(w˜)]Γ˜1,p = [γ˜(wˆ)]Γ˜1,p :
Nach Voraussetzung existieren g1, g2 ∈ Γ˜1,p, so daß g1(v˜) = vˆ und
g2(w˜) = wˆ ist. Dann ist aufgrund der Normalteilereigenschaft von
Γ˜1,p in Γ˜◦1,p die Matrix γ˜giγ˜−1 aus Γ˜1,p, die γ˜(v˜) mit γ˜(vˆ) bzw. γ˜(w˜)
mit γ˜(wˆ) identiﬁziert.
Nach den Berechnungen im ersten Fall gibt es ein γ ∈ Γ˜1,p(2), so
daß γ(γ˜(h˜)) = γ˜(hˆ) ist. Die Matrix γ˜−1γγ˜ ist aus Γ˜1,p(2) ✁ Γ˜◦1,p und
u¨berfu¨hrt h˜ nach hˆ.
✷
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Satz 4.10 Die Menge der Γ˜1,p(2)-Bahnen isotroper Ebenen P2/Γ˜1,p(2) wird
von
P2(Γ˜1,p)×P2(Γ˜◦1,p) P2(Γ˜
◦
1,p(2)) = P2(Γ˜1,p)×P2(Γ˜◦1,p(2))
parametrisiert.
Beweis. Zuna¨chst ist die Gleichheit der Mengen klar, da P2(Γ˜◦1,p) lediglich
aus einem Element besteht (siehe Satz 4.4). Wir schreiben jede isotrope
Ebene als Erzeugnis eines kurzen Vektor v und eines langen Vektors w und
betrachten die Abbildung{ P2 → P1(Fp)×P2
v ∧ w 	→ ([w2 : w4], v ∧ w)
Das Bild einer isotropen Ebene ist nach Satz 4.3 und 4.4 nicht von der Wahl
der erzeugenden Vektoren v,w abha¨ngig ist und ist damit wohldeﬁniert. Da
sowohl die Restklasse [w2 : w4] als auch v ∧ w unter der Operation von
Γ˜1,p(2) invariant ist, kann diese Abbildung von P2 nach P1(Fp) × P2 durch
die von der Operation der Gruppe Γ˜1,p(2) induzierten Quotientenabbildung
faktorisiert werden:
P2 
❏❏
❏❏❏
❏❏❏
❏❏ P2/Γ˜1,p(2)
ψ

P1(Fp)×P2
Es ist zu zeigen, daß ψ eine Bijektion ist.
• ψ ist surjektiv:
Es sei ([a : b], l1 ∧ l2) ∈ P1(Fp) × P2 gegeben und h = v0 ∧ v(0,1). Da
Sp(4,Z2) transitiv auf P2 operiert und Γ˜◦1,p mod2−→ Sp(4,Z2) surjektiv
ist, gibt es ein g ∈ Γ˜◦1,p, so daß g(v0)∧ g(v(0,1)) = l1 ∧ l2 ist. Betrachte
den langen Vektor g(v(0,1)) = w. Da dieser lang ist, ist insbesondere
(w2, w4) #≡ (0, 0) (mod p) und wir ko¨nnen wie im Beweis zu 4.8 ein
g′ ∈ Γ˜◦1,p(2) wa¨hlen, so daß g′(w) ≡ (∗, a, ∗, b) (mod p) ist. Die isotrope
Ebene (g′ · g)(h) liegt also im Urbild von ([a : b], l1 ∧ l2) unter ψ.
• ψ ist injektiv:
Es seien h = v ∧ w und h′ = v′ ∧ w′ zwei isotrope Ebenen (v, v′ kurz
und w,w′ lang), so daß v ∧ w = v′ ∧ w′ und [w2 : w4] = [w′2 : w′4] in
P1(Fp) ist. Zu zeigen ist, daß dann [h]Γ˜1,p(2) = [h
′]Γ˜1,p(2) ist.
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Es sei k ∈ Z∗p, so daß (w2, w4) ≡ k(w′2, w′4) (mod p) ist und ferner
g = (gij)1≤i,j≤2 ∈ SL(2,Z2), so daß
v = g11 · v′ + g12 · w′
w = g21 · v′ + g22 · dw′.
Weiter sei
(
a b
c d
) ∈ Γ0(p) so gewa¨hlt, daß(
a b
c d
)
= g und k−1 ≡ d (mod p)
gilt (die Existenz einer solchen Matrix stellt Hilfssatz 2.3 (iii) sicher).
Dann sind die Vektoren
v˜ = a · v′ + b · w′
w˜ = c · v′ + d · w′
aus h′. Der Vektor v˜ ist kurz, da a #≡ 0 (mod p) und w˜ ist lang,
da c ≡ 0 (mod p) ist. Es gilt v˜ = v sowie w˜ = w und (w˜2, w˜4) ≡
(w2, w4) (mod p). Dann folgt [h]Γ˜1,p(2) = [h
′]Γ˜1,p(2) aus Lemma 4.9.
✷
Satz 4.11 Das Titsgeba¨ude T (Γ˜1,p(2)) ist ein Graph mit 15(1+ 12(p2−1)+
p+ 1) Ecken, die von(
P1(Γ˜1,p)×P1(Γ˜◦1,p) P1(Γ˜
◦
1,p(2))
)
∪
(
P2(Γ˜1,p)×P2(Γ˜◦1,p) P2(Γ˜
◦
1,p(2))
)
parametrisiert werden.
Eine Ecke
(
[l]
Γ˜1,p
, [l′]
Γ˜◦1,p(2)
)
∈ P1(Γ˜1,p)×P1(Γ˜◦1,p)P1(Γ˜
◦
1,p(2)) wird genau dann
mit einer Ecke
(
[h]
Γ˜1,p
, [h′]
Γ˜◦1,p(2)
)
∈ P2(Γ˜1,p)×P2(Γ˜◦1,p)P2(Γ˜
◦
1,p(2)) verbunden,
falls
• die Ecken [l]Γ˜1,p und [h]Γ˜1,p im Titsgeba¨ude T (Γ˜1,p) und
• die Ecken [l′]Γ˜◦1,p(2) und [h
′]Γ˜◦1,p(2) im Titsgeba¨ude T (Γ˜
◦
1,p(2))
verbunden werden.
Damit kann das Titsgeba¨ude T (Γ˜1,p(2)) als Faserprodukt
T (Γ˜1,p)×T (Γ˜◦1,p) T (Γ˜
◦
1,p(2))
aufgefaßt werden.
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Beweis. Es sei l eine Gerade und h = v ∧ w eine isotrope Ebene mit v kurz
und w lang. Wir nehmen an, daß es ein g′ ∈ Γ˜1,p gibt mit g′(l) ⊂ h und
daß l von einem primitiven Vektor vl = (v1, v2, v3, v4) erzeugt wird, so daß
vl ⊂ v ∧ w ist. Es ist zu zeigen, daß es dann ein g ∈ Γ˜1,p(2) gibt, so daß
g(l) ⊂ h ist.
1. Fall: vl ist kurz.
Es sei (a, b) ∈ Z×Z ein teilerfremdes Paar, so daß a #≡ 0 (mod p) und
av + bw = vl ist. Der Vektor av+ bw ist aus h und insbesondere kurz.
Nach Lemma 4.6 gibt es ein g ∈ Γ˜1,p(2), so daß g(vl) = av + bw, also
g(l) ⊂ h ist.
2. Fall vl ist lang.
Nach Lemma 4.7 mu¨ssen wir zeigen, daß es in h einen langen Vektor
v˜ mit der Eigenschaft v˜ = vl und (v2, v4) ≡ ±(v˜2, v˜4) (mod p) gibt.
Nach Voraussetzung gibt es ein g ∈ Γ˜1,p, so daß g(l) ⊂ h ist. Dann
ist w′ = g(vl) ein langer Vektor aus h mit der Eigenschaft (w′2, w
′
4) ≡
±(v2, v4) (mod p). Es sei v′ ein kurzer Vektor in h, so daß h = v′ ∧w′
und (a, b) ∈ Z×Z ein teilerfremdes Paar, so daß a ≡ b−1 ≡ 0 (mod p)
und vl = av′ + bw′ gilt. Der Vektor av′ + bw′ ist lang und es gilt
(av′2 + bw′2, av′4 + bw′4) ≡ ±(v2, v4) (mod p).
✷
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5 Singularita¨ten auf
(A◦1,p(2))∗
In diesem Kapitel werden wir die Singularita¨ten von
(A◦1,p(2))∗ bestimmen.
Im Gegensatz zur Situation ohne Levelstruktur wird sich herausstellen, daß
wir uns lediglich auf den Rand
(A◦1,p(2))∗ \ A◦1,p(2) konzentrieren mu¨ssen.
Die einzigen Elemente in Γ˜◦1,p(2) endlicher Ordnung sind na¨mlich Involutio-
nen, die lokal als Quasireﬂektionen operieren. Auch auf dem Rand bietet
uns die Einfu¨hrung der Level-2-Struktur Vorteile. Wa¨hrend in der Situati-
on ohne Levelstruktur noch beachtet werden muß, daß die Stabilisatoren in
P ′′(h, Γ˜◦1,p) bestimmter Kegel nicht trivial sind und mo¨glicherweise zu Sin-
gularita¨ten fu¨hren ko¨nnen, ist die Situation auf
(A◦1,p(2))∗ einfacher. Wir
haben schon in Hilfssatz 3.25 gesehen, daß der Stabilisator in P ′′(h, Γ˜◦1,p(2))
nur fu¨r bestimmte zweidimensionale Kegel nicht-trivial ist. Es wird sich her-
ausstellen, daß diese Stabilisatoren lediglich als Quasireﬂektionen operieren,
so daß der Quotient glatt ist.
Die auftretenden Singularita¨ten korrespondieren zu Orbiten von dreidimen-
sionalen Kegeln. Fu¨r diese Kegel σ gibt es keine Z-Basis {n′1, n′2, n′3} des
Gitters P ′(h, Γ˜◦1,p(2)), so daß σ = R≥0n′1+R≥0n′2+R≥0n′3 ist. Zur Beschrei-
bung der Singularita¨ten betrachten wir das Z-Untermodul N ′ = 2pZ3 in N
vom Index p. Die Varieta¨t X ′ = XΣN′ wird dann von aﬃnen Varieta¨ten
X ′σ  C3 u¨berdeckt und ist damit glatt. Der Quotient N/N ′ operiert zy-
klisch auf den aﬃnen Varieta¨ten X ′σ und wird eine Beschreibung der Quo-
tientensingularita¨ten liefern.
5.1 Quotientensingularita¨ten
Notation Mit V 1
k
(a,b,c) sei fu¨r eine k-te Einheitswurzel ξ die Quotienten-
singularita¨t von C3/
〈
(x, y, z) 	→ (ξa · x, ξb · y, ξc · z)〉 in dem zum Ursprung
entsprechenden Punkt bezeichnet.
Zuna¨chst werden wir einige spezielle Singularita¨ten von Varieta¨ten einfu¨hren,
die eine wesentliche Bedeutung bei der Frage nach der Fortsetzbarkeit von
plurikanonischen Diﬀerentialformen haben (siehe Satz 5.2).
Deﬁnition 5.1 Eine normale, quasiprojektive Varieta¨t X besitzt kanoni-
sche Singularita¨ten, falls die folgenden Eigenschaften erfu¨llt sind:
i) Fu¨r eine ganze Zahl r ≥ 1 ist der Weil Divisor rKX Cartier Divisor.
ii) Ist f : Y → X eine Auﬂo¨sung von X und {Ei} die Familie von exzep-
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tionellen Primdivisoren, so ist
rKY = f∗(rKX) +
∑
aiEi mit ai ≥ 0
Gilt sogar ai > 0 fu¨r jeden exzeptionellen Divisor Ei, so besitzt X terminale
Singularita¨ten. Die kleinste Zahl r, fu¨r die rKX Cartier ist, heißt Index der
kanonischen (terminalen) Singularita¨t.
Satz 5.2 Es sei ω eine plurikanonische Form des C3, die bezu¨glich einer
Gruppe G, die linear und frei in Kodimension 1 auf C3 operiert, invariant
ist. Dann la¨ßt sich ωG zu einem nichtsingula¨rem Modell von C3/G fortset-
zen, falls fu¨r jedes Element g jede Singularita¨t von C3/ 〈g〉 kanonisch ist.
Beweis. [Tai, Theorem 3.3]
✷
Die folgenden beiden Sa¨tze geben uns zahlentheoretisches Kriterium zur
Hand, um zu entscheiden, wann eine Quotientensingularita¨t von dieser be-
sonderen Art ist.
Satz 5.3 Eine Singularita¨t vom Typ V 1
k
(a,b,c) ist genau dann terminal (bzw. ka-
nonisch), falls
ma+mb+mc > k (bzw. ≥ k)
fu¨r alle m = 1, . . . , k − 1 gilt, wobei fu¨r eine ganze Zahl x mit x der Rest
von x aus dem Bereich der Zahlen 0, . . . , k − 1 bezeichnet ist.
Beweis. [R1, Theorem 4.11]
✷
Bemerkung 5.4 Nach Lemma [R1, Lemma 5.3] ist die Eigenschaft termi-
nal fu¨r eine Singularita¨t vom Typ V 1
k
(a,b,c) a¨quivalent dazu, daß die Gleichung
am+ bm+ cm = (a+ b+ c)m+ k
fu¨r alle m = 1, . . . , k − 1 erfu¨llt ist.
Satz 5.5 (Terminal Lemma) Es seien q, n,m ∈ N mit der Eigenschaft
n ≡ m (mod 2) und a1, . . . , an, b1, . . . , bm ∈ Z mit ggT(ai, q) = ggT(bj , q) =
1. Dann sind die folgenden Eigenschaften a¨quivalent:
(i)
n∑
i=1
aik =
m∑
i=1
bik + n−m2 · q fu¨r k = 1, . . . , q − 1
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(ii) Die Menge {ai, bj} kann in n+m2 disjunkte Paare der Form
(ai, ai′) mit ai ≡ −ai′ (mod q) oder
(bj , bj′) mit bj ≡ −bj′ (mod q) oder
(ai, bj) mit ai ≡ bj (mod q)
partitioniert werden.
Beweis. [R1, Theorem 5.4]
✷
Satz 5.6 Eine isolierte Singularita¨t P vom Typ V 1
k
(a,b,c) ist genau dann ka-
nonisch, falls eine der folgenden Bedingungen erfu¨llt ist:
(i) P ist terminal
(ii) a+ b+ c ≡ 0 (mod k)
(iii) P ist zu einer Singularita¨t vom Typ V 1
9
(1,4,7) oder V 1
14
(1,9,11) isomorph.
Beweis. [M, Theorem 4]
✷
Bemerkung 5.7 Der Fall (iii) kann nur dann auftreten, falls k nicht prim
ist. Angenommen, es gilt weder (i) noch (ii) fu¨r eine kanonische Singu-
larita¨t vom Typ V 1
p
(a,b,c) mit p prim. Dann gibt es nach Satz 5.3 ein
m ∈ {1, . . . , p− 1}, so daß
am+ bm+ cm = p
ist. Es gilt am + bm + cm ≡ m(a + b + c) (mod p), so daß damit schon
a+ b+ c ≡ 0 (mod p), also (ii) gelten muß.
Fu¨r den Fall, daß X eine torische Varita¨t ist, la¨ßt sich der Typ einer Quo-
tientensingularita¨t aus dem folgenden Satz bestimmen.
Satz 5.8 Fu¨r ein r-dimensionalen streng konvexen rationalen polyhedralen
Kegel σ in NR sei {n′1, . . . , n′s} die Menge der primitiven Elemente von N
(r sei der Rang des Gitters N), die auf den eindimensionalen Kegeln von σ
liegen. Es sei j > 0 eine ganze Zahl.
i) Tσ hat im Punkt orb(σ) genau dann eine kanonische Singularita¨t vom
Index j, falls es ein primitives Element m0 in M gibt, so daß〈
m0, n
′
1
〉
= · · · = 〈m0, n′s〉 = j und
〈m0, n〉 ≥ j fu¨r alle n ∈ σ ∩N\ {0}
gilt.
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i) Tσ hat im Punkt orb(σ,N) genau dann eine terminale Singularita¨t
vom Index j, falls es ein primitives Element m0 in M gibt, so daß〈
m0, n
′
1
〉
= · · · = 〈m0, n′s〉 = j und
〈m0, n〉 > j fu¨r alle n ∈ σ ∩N\
{
0, n′1, . . . , n
′
s
}
gilt.
Beweis. [R2, p. 294]
✷
5.2 Die Situation auf A◦1,p(2)
Lemma 5.9 Die einzigen Elemente endlicher Ordnung in Γ◦1,p(2) sind bis
auf Konjugation mit Elementen aus Γ◦1,p die Matrizen ±14 und ± I mit
I = diag(1,−1, 1,−1).
Beweis. Der Fall p = 3 wurde schon in [GH1, Lemma 2. 3] bewiesen und
la¨ßt sich leicht verallgemeinern:
Jedes Element g ∈ Γ˜◦1,p(2) ist von der Form
g =
(
12 +A B
C 12 +D
)
mit A,B,C,D ≡ 0 (mod 2) und damit g2 ≡ 14 (mod 4). Fu¨r ein Element
g endlicher Ordnung muß dann notwendigerweise g2 = 14 sein, das heißt,
g ist eine Involution. Nach [Br, Kapitel 2, Folgerung 2.9] sind die einzigen
Involutionen in Γ◦1,p bis auf Konjugation die Elemente ±14,± I und
±

−1 0 0 0
−p 1 0 0
0 0 −1 −p
0 0 0 1
 .
Die letzte Involution ist nicht in Γ◦1,p(2), so daß die Aussage folgt.
✷
Satz 5.10 A◦1,p(2) ist glatt.
Beweis. Nach [Br, Kapitel 2, Folgerung 2.2] operieren die obigen Involutio-
nen lokal als Quasireﬂektionen.
✷
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5.3 Singularita¨ten auf dem Rand von
(A◦1,p(2))∗
Da Γ◦1,p nach Satz 4.4 ii) transitiv auf der Menge der kurzen bzw. lan-
gen Vektoren und transitiv auf der Menge der isotropen Ebenen operiert,
werden wir uns bei der Untersuchung der Singularita¨ten auf dem Rand(A◦1,p(2))∗ \A◦1,p(2) auf die zu den isotropen Geraden l0, l(0,1) und der iso-
tropen Ebene h = l0 ∧ l(0,1) korrespondierenden Randkomponenten be-
schra¨nken. Nach Korollar 3.10 ist die Stabilisatorgruppe von l0 in Γ◦1,p(2)
P (l0,Γ◦1,p(2)) =


ε m s n
0 a ∗ b
0 0 ε 0
0 c ∗ d

∣∣∣∣∣∣∣∣
(
a b
c d
)
∈ E−1Γ1(2)E
m, s ∈ 2Z, n ∈ 2pZ, ε = ±1

wobei die Eintra¨ge ’’∗ ‘‘ gerade ganze Zahlen sind, die sich aus der symplek-
tischen Bedingung ergeben.
Das Zentrum des unipotenten Radikals P ′(l0,Γ◦1,p(2)) von P (l0,Γ
◦
1,p(2)) ist
P ′(l0,Γ◦1,p(2)) =
{(
12 B
0 12
)∣∣∣∣B = (s 00 0
)
, s ∈ 2Z
}
und liefert die korrespondierende partielle Quotientenabbildung fu¨r die Ge-
rade l0:
el0 :

H2 −→ X(l0) ⊆ C∗ × C×H1(
τ1 τ2
τ2 τ3
)
	→ (e 2πi2 ·τ1 , τ2, τ3)
Eine oﬀene Umgebung von D◦(l0,Γ◦1,p(2)) in
(A◦1,p(2))∗ erha¨lt man dann als
Quotienten einer Umgebung von {0}×C×H1 nach der induzierten Operation
von P ′′(l0,Γ◦1,p(2)) = P (l0,Γ◦1,p(2))/P ′(l0,Γ◦1,p(2)) auf C × C × H1, die wie
folgt beschrieben werden kann:
Es ist
P ′′(l0,Γ◦1,p(2)) 

1 εm εn0 εa εb
0 εc εd
∣∣∣∣∣∣
(
a b
c d
)
∈ E−1Γ1(2)E
m ∈ 2Z, n ∈ 2pZ, ε = ±1

und P ′′(l0,Γ◦1,p(2)) operiert auf C×C×H1 (mit Koordinaten t1 := e
2πi
2
·τ1 , τ2, τ3)
durch1 εm εn0 εa εb
0 εc εd
 : (t1, τ2, τ3)→
t′1τ ′2
τ ′3
 =
 t1eπiε[mτ2−τ ′2(cτ2+cεn−dεm)](ετ2 +mτ3 + n)(cτ3 + d)−1
(aτ3 + b)(cτ3 + d)−1

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Proposition 5.11
(A◦1,p(2))∗ ist lokal umD◦(l0,Γ◦1,p(2)) und D◦(l(0,1),Γ◦1,p(2))
glatt.
Beweis. Da sich die Beweisfu¨hrung in den Fa¨llen der beiden isotropen
Geraden a¨hnelt, werden wir uns hier lediglich auf die Untersuchung von
D◦(l0,Γ◦1,p(2)) beschra¨nken.
Es sei (t1, τ2, τ3) ∈ C× C×H1 und g =
1 εm εn0 εa εb
0 εc εd
 ∈ P ′′(l0,Γ◦1,p(2)), so
daß g(t1, τ2, τ3) = (t1, τ2, τ3) ist. Aus der Invarianz von τ3 liest man
τ3 = (aτ3 + b)(cτ3 + d)−1 fu¨r
(
a b
c d
)
∈ E−1 · Γ1(2) · E
ab.
Die Operation von E−1 · Γ1(2) ·E auf H1 kann via
τ 	→ τ/p und E−1 · ( a bc d ) ·E 	→ ( a bc d )
durch die linear gebrochene Operation von Γ1(2) auf H1 a¨quivariant be-
schrieben werden. Dann ist also τ3 genau dann ﬁx unter der Operation von
E−1 · Γ1(2) · E, falls τ3/p ein Fixpunkt unter der Operation von Γ1(2) auf
H1 ist, so daß also entweder
(
a b
c d
)
= 12 oder
(
a b
c d
)
= −12 ist.
Im ersten Fall haben wir entweder ε = 1 oder ε = −1.
Im Fall ε = 1 ist τ2 = τ2 +mτ3 + n, also m = n = 0 und damit g = 13.
Der Fall ε = −1 liefert den Fixort
τ2 = −τ2 −mτ3 − n⇔ 2τ2 = −mτ3 − n ∈ τ32Z+ 2pZ.
Das Element g operiert durch
g(t1, τ2, τ3) = (t1e−2πim(2τ2−mτ3−n),−τ2 +mτ3 + n, τ3),
was lokal um τ2 = −mτ3+n2 einer Quasireﬂektion entspricht und somit zu
glatten Punkten in
(A◦1,p(2))∗ fu¨hrt. Diese Punkte entstehen durch die Kum-
merinvolution:
Das Element g =
( 1 −m −n
0 −1 0
0 0 −1
)
entspricht dem Element

1 −m 0 n
0 1 −n 0
0 0 1 0
0 0 m 1
 in Γ◦1,p(2),
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welches konjugiert zu I ist.
Im Fall
(
a b
c d
)
= −1 liefert ε = −1 die Identita¨t und ε = 1 fu¨hrt wieder zur
Kurve 2τ2 = −mτ3 − n.
✷
Bleibt also, die Korang-2-Randkomponenten zu betrachten.
Die Stabilisatorgruppe von h in Γ◦1,p(2) ist
P (h,Γ◦1,p(2)) =

(
tA−1 0
0 A
) ∣∣∣∣ A ∈ GL(2,Z),A− 12 ∈ (2Z 2pZ2Z 2Z
)  · P ′(h,Γ◦1,p(2)),
wobei P ′(h,Γ◦1,p(2)) das Zentrum des unipotenten Radikals von P (h,Γ
◦
1,p(2))
ist und durch
P ′(h,Γ◦1,p(2)) =
{(
12 B
0 1
)∣∣∣∣ B ∈ N}
mit
N =
{
B ∈ Sym(2,Z) | B ∈
(
2Z 2pZ
2pZ 2pZ
)}
gegeben ist.
Die korrespondierende toroidale Umgebung im Unendlichen ist das Bild von
H2 unter der durch P ′(h,Γ◦1,p(2)) induzierten partiellen Quotientenabbildung
eh :

H2 −→ T = (C)∗(
τ1 τ2
τ2 τ3
)
	→ (e 2πi2 ·τ1 , e 2πi2p ·τ2 , e 2πi2p ·τ3)
Es sei π : P (h,Γ◦1,p(2)) −→ GL(2,Z) durch
π
((
tA−1 0
0 A
)(
12 B
0 12
))
= A
deﬁniert. Dann wird P ′′(h,Γ◦1,p(2)) = P (h,Γ◦1,p(2))/P ′(h,Γ◦1,p(2)) mit der
Untergruppe
F ◦ :=
{
A ∈ GL(2,Z) | A− 12 ∈
(
2Z 2pZ
2Z 2Z
)}
von GL(2,Z) identiﬁziert.
Es sei ϕ : P ′(h) −→ Sym(2,R), deﬁniert durch
ϕ
(
12 B
0 12
)
= B.
55
Dann ist ϕ(P ′(h,Γ◦1,p(2))) = N ⊂ Sym(2,R). Unter diesen Identiﬁka-
tionen ergibt sich dann die adjungierte Operation von P ′′(h,Γ◦1,p(2)) auf
P ′(h,Γ◦1,p(2)) durch
A : B 	→ tA−1BA−1.
Bemerkung 5.12 Identiﬁzieren wir Sym(2,R) durch
η :

Sym(2,R) → R3(
s1 s2
s2 s3
)
	→
s1s2
s3

mit R3 und fu¨hren µ als das zweite symmetrische Produkt der Darstellung
g → 1det(g) · g−1 von GL(2,R) ein, also
µ :

GL(2,R) → GL(3,R)(
a b
c d
)
	→ 1(det(g))2
 d2 −2cd c2−bd ad+ bc −ac
b2 −2ab a2
 ,
so ist durch B 	→ η(B), B ∈ Sym(2,R) und A 	→ µ(A), A ∈ GL(2,R) ein
a¨quivarianter Isomorphismus bezu¨glich der Operationen von GL(3,R) auf
R3 (Matrizenmultiplikation von links) und der Operation B 	→ tA−1BA−1
von GL(2,R) auf Sym(2,R) gegeben.
Bei der Berechnung des Titsgeba¨udes haben wir die Γ˜◦1,p(2)-Orbiten von
Λ-isotropen Unterra¨umen indiziert. Um weiterhin auf diese Indizierung
und insbesondere auf die Berechnungen in [HKW1, I.4A] bezugnehmen zu
ko¨nnen, werden wir die entsprechende Stabilisatorgruppe P (h, Γ˜◦1,p(2)) in
Γ˜◦1,p(2) bestimmen. Diese bestimmt sich durch Konjugation der Stabili-
satorgruppe P (h,Γ◦1,p(2)) mit Rp. Die Stabilisatorgruppe P (h, Γ˜
◦
1,p(2)) in
Γ˜◦1,p(2) ⊂ Sp(Λ,Q) ist
P (h, Γ˜◦1,p(2)) =

(
Q′ 0
0 Q
)∣∣∣∣
Q′ = EtQ−1E−1
Q ∈ GL(2,Z)
Q− 12 ∈
(
2Z
2pZ
2Z
2Z
)
 · P ′(h, Γ˜◦1,p(2))
wobei P ′(h, Γ˜◦1,p(2)) das Gitter
P ′(h, Γ˜◦1,p(2)) =
{(
12 S
0 12
) ∣∣∣∣ S ∈ N · E−1}
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ist.
Es sei
π˜ :
 P (h, Γ˜
◦
1,p(2)) → GL(2,Z)(
EtQ−1E−1 0
0 Q
)(
12 S
0 12
)
	→ Q
und
ϕ˜ :
 P(h, Γ˜
◦
1,p(2)) → Sym(2,R) · E−1(
12 S
0 12
)
	→ S
Dann wird P ′′(h, Γ˜◦1,p(2)) = P (h, Γ˜◦1,p(2))/P ′(h, Γ˜◦1,p(2)) mit der Gruppe
F˜ ◦ =
{
Q ∈ GL(2,Z) | Q− 12 ∈
(
2Z
2pZ
2Z
2Z
)}
identiﬁziert und es ist ϕ˜(P ′(h, Γ˜◦1,p(2))) = N · E−1. Unter diesen Identiﬁka-
tionen wird die Operation von P ′′(h, Γ˜◦1,p(2)) auf P ′(h, Γ˜◦1,p(2)) durch
Q : S 	→ EtQ−1E−1SQ−1
gegeben.
Es sei E′ := p · E−1 =
(
p
1
)
und
N˜ := E′ ·N ·E−1 =
{
B ∈ Sym(2,Z) | B ∈
(
2pZ 2pZ
2pZ 2Z
)}
Proposition 5.13 Betrachte die folgenden Gruppenoperationen:
φ : F ◦ ×N −→ N, φ(Q,S) = tQ−1SQ−1
φ˜ : F˜ ◦ ×N ·E−1 −→ N ·E−1, φ˜(Q,S) = EtQ−1E−1SQ−1
φˆ : F˜ ◦ × N˜ −→ N˜ , φˆ(Q,S) = tQ−1SQ−1
(i) Die Abbildung ψ(Q,S) = (ψ1(Q), ψ2(S)) mit ψ1(Q) = EQE−1 und
ψ2(S) = E′SE−1 deﬁniert einen a¨quivarianten Isomorphismus von φ nach
φˆ.
(ii) Die Abbildung ψ˜(Q,S) = (ψ˜1(Q), ψ˜2(S)) mit ψ˜1(Q) = Q und ψ˜2(S) =
E′−1S deﬁniert einen a¨quivarianten Isomorphismus von φ˜ nach φˆ.
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Beweis. Es ist nur zu zeigen, daß ψ2(φ(Q,S)) = φˆ(ψ(Q,S)) fu¨r alle (Q,S) ∈
F ◦ × N˜ bzw. ψ˜2(φ˜(Q,S)) = φˆ(ψ˜(Q,S)) fu¨r alle (Q,S) ∈ F˜ ◦ ×N · E−1 gilt,
was leicht nachzurechnen ist.
✷
Betrachten wir die Situation in Γ˜1,p(2), so ergibt sich analog eine Identiﬁka-
tionen von P ′(h, Γ˜1,p(2)) ⊂ P ′(h, Γ˜◦1,p(2)) mit dem Gitter
N˜ ′ =
{
B ∈ Sym(2,Z)
∣∣∣∣ B ∈ (2pZ 2pZ2pZ 2pZ
)}
und von P ′′(h, Γ˜1,p(2)) mit der Gruppe
F˜ :=
{(
a b
c d
)
∈ F˜ ◦ | d ≡ 1 (mod p)
}
,
die auf N˜ ′ durch (f, S) 	→ tf−1 · S · f−1, f ∈ F˜ , M ∈ N˜ ′ operiert.
Bemerkung 5.14 Die Gruppe F˜ ist der Kern des Homomorphismus{
F˜ ◦ → Z∗p(
a b
c d
) 	→ d (mod p)
und damit normal in F˜ ◦ (vom Index (p− 1)).
Wir werden im weiteren Verlauf mit der Gruppe F˜ ◦ arbeiten, die auf dem
zu P ′(h, Γ˜◦1,p(2)) korrespondierenden Gitter
N˜ = ZN˜1 + ZN˜2 + ZN˜3 ⊂ Sym(2,Z)
mit
N˜1 =
(
2p 0
0 0
)
, N˜2 =
(
0 2p
2p 0
)
, N˜3 =
(
0 0
0 2
)
operiert. Der zugeho¨rige Torus ist T := P ′(h, Γ˜◦1,p(2)) ⊗ C/P (h, Γ˜◦1,p(2)) 
(C∗)3, so daß N˜ die Gruppe der 1-Parameteruntergruppen und das duale
Gitter
M˜ := ZM˜1 + ZM˜2 + ZM˜3
mit
M˜1 =
(
(2p)−1 0
0 0
)
, M˜2 =
(
0 (2p)−1
(2p)−1 0
)
, M˜3 =
(
0 0
0 2−1
)
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die Gruppe der Charaktere von T beschreibt. Es sei ΣN˜L ⊂ N˜R der durch
die Legendrezerlegung induzierte Fa¨cher. Dann wird die partielle Quotien-
tenabbildung durch
eh :
 H2 −→ H2/P
′(h, Γ˜◦1,p(2)) ⊂ T(
τ1 τ2
τ2 τ3
)
	→ (e 2πi2p ·τ , e 2πi2p ·τ2, e 2πi2 ·τ3)
gegeben.
Der Fa¨cher ΣN˜L deﬁniert eine Toruseinbettung TN˜ ⊂ TΣN˜L . Nach [Od, Th.
1.10] fu¨hrt die Toruseinbettung T
N˜
⊂ T
ΣN˜L
mo¨glicherweise zu Singularita¨ten,
die sich wie folgt beschreiben lassen:
Das Gitter N˜ ′ ist ein Z-Untermodul vom Index p in N˜ mit dualem Gitter
M˜ ′ = 12p Sym(2,Z). Es sei X
′ := H2/N˜ ′ ⊂ T ′ := C3/N˜ ′ und e′h : H2 → X ′
die zugeho¨rige Quotientenabbildung sowie ΣN˜ ′L der durch die Legendrezer-
legung induzierte Fa¨cher, der eine Toruseinbettung T
N˜ ′ ⊂ T ′ΣN˜′L
deﬁniert.
Da N˜ ′R = N˜R ist, ko¨nnen wir den Fa¨cher ΣN˜L auch als Fa¨cher bezu¨glich N˜ ′
auﬀassen. Damit erhalten wir eine Fa¨cherabbildung ϕ : ΣN˜ ′L → ΣN˜L und die
korrespondierende, holomorphe Abbildung
ϕ∗ : T ′
ΣN˜
′
L
−→ T
ΣN˜L
,
die mit der Projektion auf den Quotienten von T ′
ΣN˜
′
L
nach der natu¨rlichen
Operation von HomZ(M˜ ′/M˜,C∗)  N˜/N˜ ′ u¨bereinstimmt (siehe dazu Ab-
schnitt 3.1.1).
In unserem Fall ist ζ := (1, 1, e
2πi
p ) ein zyklischer Erzeuger von HomZ(M˜ ′/M˜,C∗).
Der algebraische Torus T ′ sei mit den Koordinaten t1, t2, t3 versehen, die zur
Basis
N˜ ′1 =
(
2p 0
0 0
)
, N˜ ′2 =
(
0 2p
2p 0
)
, N˜ ′3 =
(
0 0
0 2p
)
von N˜ ′ korrespondieren.
Hilfssatz 5.15 Die aﬃnen Toruseinbettungen T ′σ, die zu dreidimensionalen
Kegeln σ aus dem Legendre-Fa¨cher korrespondieren, sind isomorph zu C3
und insbesondere ist T ′
ΣN˜
′
L
eine glatte, komplexe Mannigfaltigkeit.
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Beweis. Folgt sofort aus [Od, Theorem 1.9], da jede aﬃne Toruseinbettung
T ′σ unter der Operation von GL(2,Z) isomorph zu T ′σ0 ist und σ0 von einer
Basis des Gitters N˜ ′ erzeugt wird.
✷
Hilfssatz 5.16 (i) Fu¨r ein g =
(
a b
c d
) ∈ GL(2,Z) ist bezu¨glich der gewa¨hlten
Koordinaten (t1, t2, t3) die Einbettung ig(σ0) : T
′ = (C∗)3 ↪→ T ′g(σ0) = C3
durch die Abbildungsvorschriftt1t2
t3
 	→
t
a(a−b)
1 · tc(a−b)+a(c−d)2 · tc(c−d)3
tab1 · tad+bc2 · tcd3
t
b(b−a)
1 · tb(d−c)+d(b−a)2 · td(d−c)3

gegeben.
Die Einbettung T ′ = (C∗)3 ↪→ T ′g(ξ13)  C× C∗ × C wird durcht1t2
t3
 	→
 ta21 · t2ac2 · tc23tab1 · tad+bc2 · tcd3
tb
2
1 · t2bd2 · td
2
3

gegeben.
Beweis. Eine elementare Rechnung liefert fu¨r den Kegel σ0 den dualen Kegel
σ∨0 = R≥0
(
1 −1
−1 0
)
+ R≥0
(
0 1
1 0
)
+ R≥0
(
0 −1
−1 1
)
so daß
σ∨0 ∩ M˜ ′ = Z≥0(M˜ ′1 − M˜ ′2) + Z≥0(M˜ ′2) + Z≥0(−M˜ ′2 + M˜ ′3)
ist.
Um nun g(σ0)∨ ∩ M˜ ′ zu berechnen, nutzen wir die in Bemerkung 5.12 ein-
gefu¨hrte A¨quivarianz. Da µ(GL(2,Z)) das Gitter η(N˜ ′) = 2pZ3 und damit
auch das Gitter η(M˜ ′) durch Rechtmultiplikation invariant la¨ßt, folgt:
η(g(σ0)∨ ∩ M˜ ′) = η((σ∨0 ∩ M˜ ′) · µ(g)−1)
= η(Z≥0(a(a− b)M˜ ′1 + (2ca− (ad+ bc))M˜ ′2 + c(c− d)M˜ ′3)
+Z≥0(abM˜ ′1 + (ad+ bc)M˜
′
2 + cdM˜
′
3)
+Z≥0(−b(b− a)M˜ ′1 + (2bd − (ad+ bc))M˜ ′2 + d(d− c)M˜ ′3))
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Weiter berechnet man leicht
ξ∨13 ∩M ′ = Z≥0M ′1 + ZM ′2 + Z≥0M ′3
und wie oben ergibt sich
η(g(ξ13)∨ ∩ M˜ ′) = η(Z≥0(a2M˜ ′1 + 2acM˜ ′2 + c2M˜ ′3)
+Z≥0(abM˜ ′1 + (ad+ bc)M˜ ′2 + cdM˜ ′3)
+Z≥0(b2M˜ ′1 + 2bdM˜ ′2 + d
2M˜ ′3))
✷
Unter diesen Abbildungen ergibt sich das Bild von ζ in T ′g(σ0) und T
′
g(ξ13)
als
ζg(σ0) = (e
2πi
p
·c(c−d)
, e
2πi
p
·cd
, e
2πi
p
·d(d−c))
ζg(ξ13) = (e
2πi
p
·c2, e
2πi
p
·cd, e
2πi
p
·d2)
Lemma 5.17 Ist τ ein zweidimensionaler Kegel aus dem Legendre-Fa¨cher,
so ist
ϕ∗∣∣∣∣ orb(τ,N˜′)
: orb(τ, N˜ ′) −→ orb(τ, N˜)
ein surjektiver Morphismus von glatten, rationalen Kurven.
Beweis. Der Beweis la¨uft vo¨llig analog zum Beweis von [Br, Folgerung
5.17], den wir lediglich auf unsere Situation anpassen mu¨ssen. Zuna¨chst
werden wir zeigen, daß orb(τ, N˜ ′) eine glatte, rationale Kurve P1 ist. Wegen
der Transitivita¨t von GL(2,Z) auf der Menge der zweidimensionalen Kegel
im Legendre-Fa¨cher la¨ßt sich τ = ξ13 = σ0 ∩ σ−1 annehmen. Dann sind
die Einbettungen i0 : T ′ξ13 ↪→ T ′σ0 und T ′ξ13 ↪→ T ′σ−1 zu betrachten. Ist
(U˜1, U˜2, U˜3) die duale Basis von (ξ1, ξ2, ξ3) in M˜ ′, so ist
σ∨0 = R≥0U˜1 + R≥0U˜2 + R≥0U˜3
und es la¨ßt sich leicht
σ∨−1 = R≥0(U˜1 + 2U˜2) + R≥0(2U˜2 + U˜3) +R≥0(−U˜2)
berechnen, woraus sich die Einbettungen
i0 : T ′ξ13 = C× C∗ × C ↪→ T ′σ0 = C3, (s1, s2, s3) 	→ (s1, s2, s3)
i−1 : T ′ξ13 = C× C∗ × C ↪→ T ′σ−1 = C3, (s1, s2, s3) 	→ (s1s22, s22s3, s−12 )
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ergeben. Die Identiﬁkation von T ′σ0 mit T
′
σ−1 entlang T
′
ξ13
liefert dann eine
projektive Gerade:
Es ist orb(ξ13, N˜ ′) = {0}×C∗×{0} in T ′ξ13 und t ∈ orb(ξ13, N˜ ′) wird unter den
Einbettungen i0 und i−1 auf das Koordinatentripel (0, t, 0) bzw. (0, 0, t−1)
abgebildet, so daß
orb(ξ13, N˜ ′) = orb(ξ13, N˜ ′) ∪ orb(σ0, N˜ ′) ∪ orb(σ−1, N˜ ′)
in T ′
ΣN˜
′
L
eine projektive Gerade ist.
Es sei g(ξ13) mit g =
(
a b
c d
) ∈ GL(2,Z) ein zweidimensionaler Kegel im
Legendre-Fa¨cher. Dann ist g(ξ13) = g(σ0) ∩ g(σ−1) und orb(g(ξ13), N˜ ′) wird
bezu¨glich gewa¨hlter Koordinaten von Tg(σ0) durch
orb(g(ξ13), N˜ ′) → T ′g(σ0)
t 	→ (0, t, 0)
orb(g(ξ13), N˜ ′) → T ′g(σ−1)
t 	→ (0, 0, t−1)
eingebettet. Die Operation von ζg(σ0) auf orb(g(ξ13), N˜ ′) ⊂ T ′g(σ0) ist dann
durch
t 	→ t · e 2πip ·cd bzw.
t−1 	→ t−1 · e 2πip ·(−cd)
gegeben, so daß sich insgesamt unter der Identiﬁkation orb(ξ13, N˜ ′) = P1 die
Abbildung ϕ∗∣∣∣∣ orb(g(ξ13),N˜′)
als Quotientenabbildung
[x0 : x1] 	→
[
x0 · e
2πi
p
·cd : x1
]
nach der von e
2πi
p
·cd erzeugten zyklischen Gruppe auﬀassen la¨ßt. Damit folgt
die Aussage aus der Tatsache, daß der Quotient einer projektiven Gerade
nach einer zyklischen Automorphismengruppe wieder eine projektive Gerade
ist.
✷
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Korollar 5.18 Ist P ein Punkt in einem Orbit orb(g(ξ13), N˜ ′), so ist das
Bild von P unter der Abbildung ϕ∗ in
(A◦1,p(2))∗ glatt.
Beweis. Nach Lemma 5.17 hat ϕ∗(P ) eine oﬀene Umgebung Tg(ξ13) in TΣN˜L
,
die glatt ist, so daß P nur dann zu einer Singularita¨t fu¨hren kann, wenn P
Fixpunkt eines nichttrivialen Elements aus dem Durchschnitt
Stab(g(ξ13))∩ F˜ ◦ = (g ·Stab(ξ13) · g−1)∩ F˜ ◦ ist. Nach Hilfsatz 3.25 sind nur
die Kegel g(ξ13) mit c ≡ 0 (mod p) oder d ≡ 0 (mod p) zu betrachten. Der
Stabilisator von g(ξ13) wird von g · V0 · g−1 erzeugt und g · V0 · g−1 operiert
auf T ′g(ξ13)  C× C∗ × C durch
g · V0 · g−1 :
{
T ′g(ξ13) → T ′g(ξ13)
(t1, t2, t3) 	→ (t1, t−12 , t3)
als Quasireﬂektion (mit Fixpunktmenge {C× {±1} × C}). Wir haben dann
ζg(ξ13) = (e
2πi
p
·c2, 1, 1) im Fall d ≡ 0 (mod p) bzw. ζg(ξ13) = (1, 1, e
2πi
p
·d2) im
Fall c ≡ 0 (mod p), die auf T ′g(ξ13) durch
(t1, t2, t3) 	→ (t1 · e
2πi
p
·c2, t2, t3) bzw.
(t1, t2, t3) 	→ (t1, t2, t3 · e
2πi
p
·d2)
operieren, so daß der Quotient glatt ist.
✷
Bleibt nun noch, die zu dreidimensionalen Kegeln in ΣN˜L korrespondierenden
Orbiten zu untersuchen. In Korollar 3.24 wurde gezeigt, daß wir uns bis auf
P ′′(h, Γ˜◦1,p(2))-A¨quivalenz auf die Liste der Kegel
σr = gr(σ0), r = 0, . . . , p− 1
σ′ = g′(σ0)
mit g =
(
1
−1
0
1
)
und g′ =
(
2−p 1−p
p−1 p
)
beschra¨nken ko¨nnen.
Satz 5.19 Die aﬃne Toruseinbettung T
ΣN˜L
besitzt genau p−2 isolierte Quo-
tientensingularita¨ten.
Beweis. Um die Singularita¨ten in T
ΣN˜L
zu bestimmen, mu¨ssen wir die Ope-
ration von ζ auf den aﬃnen Toruseinbettungen T ′σr , r = 0, . . . , p − 1 und
T ′σ′ untersuchen. Das Bild von ζ ∈ T ′ in T ′σr (bzw. T ′σ′) wird durch
ζσr = (e
2πi
p
·(r2+r)
, e
2πi
p
·(−r)
, e
2πi
p
·(r+1)) bzw.
ζσ′ = (e
2πi
p , 1, 1)
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gegeben. Ein klassisches Resultat von Chevalley besagt, daß nur der Null-
punkt von T ′σr  C3 zu einer Singularita¨t fu¨hren kann und dies auch nur
dann, wenn ζσr keine Quasireﬂektion ist, das heißt wenn der Rang der Ma-
trix
rg
(
diag
(
e
2πi
p
·(r2+r)
, e
2πi
p
·(−r)
, e
2πi
p
·(r+1))− 13) > 1
ist. Es ist also ζσr genau dann eine Quasireﬂektion, falls
r ≡ 0 (mod p) oder r + 1 ≡ 0 (mod p)
ist. Die Kegel gr(σ0), r #= 0, p − 1 fu¨hren also zu Quotientensingularita¨ten.
Der Fall g′(σ0) fu¨hrt zu einer Quasireﬂektion, da rg
(
diag(e
2πi
p , 1, 1) − 13
)
=
1 ist.
✷
Korollar 5.20 Die Varieta¨t
(A◦1,p(2))∗ hat genau 15(p−2) isolierte Quoti-
entensingularita¨ten. Dabei sind je 15 vom Typ V 1
p
(r(r+1),−r,r+1), r = 1, . . . , p−
2. Im Fall p = 3 sind diese kanonisch vom Index 1. Fu¨r p #= 3 sind diese
genau dann kanonisch, falls r2 + r + 1 ≡ 0 (mod p) sind.
Beweis. Zuna¨chst ist festzuhalten, daß der Stabilisator in P ′′(h, Γ˜◦1,p(2)) fu¨r
jeden dreidimensionalen Kegel nach Hilfssatz 3.25 trivial ist. Die Singula-
rita¨ten auf
(A◦1,p(2))∗ sind dann lediglich die Punkte, die durch die Operati-
on von ζ auf den jeweiligen aﬃnen Toruseinbettungen entstehen. Nach Satz
5.19 liefert jede Korang-2-Randkomponente genau (p− 2) Quotientensingu-
larita¨ten, die jeweils vom Typ V 1
p
(r(r+1),−r,r+1), r = 1, . . . , p− 2 sind. Nach
Satz 4.3 ii) gibt es genau 15 Korang-2-Randkomponenten in
(A◦1,p(2))∗, so
daß die Aussage u¨ber die Anzahl der Singularita¨ten folgt.
Zur Bestimmung des Types der Singularita¨ten:
• p = 3
Nach Satz 5.19 fu¨hrt der Kegel
σ1 = R≥0
(
1 1
1 1
)
+ R≥0
(
4 2
2 1
)
+ R≥0
(
1 0
0 0
)
in N˜R zu einer Quotientensingularita¨t. Dieser Kegel wird von den
primitiven Elementen
n′1 = N˜1 + N˜2 + 3N˜3
n′2 = 4N˜1 + 2N˜2 + 3N˜3
n′3 = N˜1
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in N˜ erzeugt. Es sei S der Tetraeder mit Eckpunkten O,n′1, n
′
2, n
′
3 in
Sym(2,R). Betrachte das primitive Element m0 = M˜1 − 3M˜2 + M˜3
in M˜ . Dann ist 〈m0, n′i〉 = 1, i = 1, 2, 3. Eine einfache Rechnung
liefert dann S ∩ N˜ = {0, n′1, n′2, n′3, n′4} mit n′4 = 2N˜1 + N˜2 + 2N˜3
und es ist 〈m0, n′4〉 = 1. Nach Satz 5.8 ist damit orb(σ1, N˜) eine
kanonische Quotientensingularita¨t vom Index 1. Beachte, daß sich
diese Singularita¨t lokal als Spitze des aﬃnen Kegels u¨ber der Veronese-
Fla¨che in P9 beschreiben la¨ßt.
• p ≥ 5
Das Kriterium in Satz 5.19 fu¨hrt auf unhandliche Ungleichungen, so
daß wir mit Satz 5.3 und 5.6 argumentieren werden. Den Fall (iii)
in Satz 5.6 ko¨nnen wir nach der Bemerkung 5.7 ausschließen, so daß
die Singularita¨ten V 1
p
(r(r+1),−r,r+1), r = 1, . . . , p − 2 genau dann zu
kanonischen Singularita¨ten fu¨hren, falls r(r + 1) +−r + r + 1 = r2 +
r+1 ≡ 0 (mod p) ist oder falls V 1
p
(r(r+1),−r,r+1), r
2+r+1 #≡ 0 (mod p)
schon eine terminale Singularita¨t ist. Wir nutzen das Terminal Lemma
(mit a1 = r(r + 1), a2 = −r, a3 = r + 1 und b1 = r2 + r + 1), um zu
beweisen, daß V 1
p
(r(r+1),−r,r+1), r
2+ r+1 #≡ 0 (mod p) keine terminale
Singularita¨t ist. Es reicht aus zu zeigen, daß sich die Eintra¨ge der
Paare (a1, a2), (a1, a3), (a2, a3) nicht zu einer Zahl summieren, die ein
Vielfaches von p ist. Es ist
(i) r(r + 1)− r #≡ 0 (mod p) und
(ii) r(r + 1) + r + 1 #≡ 0 (mod p) und
(iii) −r + r + 1 #≡ 0 (mod p)
fu¨r alle r ∈ {1, . . . , p− 2} , r2 + r + 1 #≡ 0 (mod p), was leicht
nachzurechnen ist. Der Fall (iii) ist trivial. Im Fall (i) muß schon
r ≡ 0 (mod p) und im Fall (ii) r ≡ −1 (mod p) sein, was nicht mo¨glich
ist.
✷
Es sei S der Tetraeder in Sym(2,R), der von den primitiven Vektoren
{n′1, n′2, n′3} und {0} aufgespannt wird, wobei σr = R≥0n′1 + R≥0n′2 + R≥0n′3
sei. Dann fu¨hrt der Kegel σr nach Satz 5.8 genau dann zu einer nicht-
kanonischen Singularita¨t, falls es Gitterpunkte in N˜\ {0} gibt, die im Inne-
ren des Tetraeders S liegen. Mit Angabe der folgenden Tabelle veriﬁzieren
wir die Aussage u¨ber den Typ der Singularita¨ten fu¨r die Fa¨lle p = 5, 7, 11.
65
p Kegel σr Punkte im Inneren von S
σ1 2 · N˜1 + 1 · N˜2 + 3 · N˜3
5 σ2 3 · N˜1 + 1 · N˜2 + 2 · N˜3
σ3 7 · N˜1 + 2 · N˜2 + 3 · N˜3
σ1 2 · N˜1 + 1 · N˜2 + 4 · N˜3
σ2 - r2 + r + 1 ≡ 0 (mod 7)
7 σ3 4 · N˜1 + 1 · N˜2 + 2 · N˜3
σ4 - r2 + r + 1 ≡ 0 (mod 7)
σ5 16 · N˜1 + 3 · N˜2 + 4 · N˜3
σ1 2 · N˜1 + 1 · N˜2 + 6 · N˜3
2 · N˜1 + 1 · N˜2 + 7 · N˜3
σ2 3 · N˜1 + 1 · N˜2 + 4 · N˜3
σ3 4 · N˜1 + 1 · N˜2 + 3 · N˜3
σ4 9 · N˜1 + 2 · N˜2 + 5 · N˜3
11 σ5 6 · N˜1 + 1 · N˜2 + 2 · N˜3
17 · N˜1 + 3 · N˜2 + 6 · N˜3
σ6 20 · N˜1 + 3 · N˜2 + 5 · N˜3
σ7 15 · N˜1 + 2 · N˜2 + 3 · N˜3
σ8 25 · N˜1 + 3 · N˜2 + 4 · N˜3
σ9 46 · N˜1 + 3 · 5N˜2 + 6 · N˜3
57 · N˜1 + 6 · N˜2 + 7 · N˜3
Bemerkung 5.21 Bei der Untersuchung des Typs der Singularita¨ten ist als
Nebenprodukt das Programm TETRACOUNT enstanden. Es steht unter
der Adresse
http://www.ifm.math.uni-
hannover.de/˜hulek/AG/preprints de.html
zur Verfu¨gung.
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6 Die Geometrie auf dem Rand von (A1,p(2))∗ und(A◦1,p(2))∗
6.1 Die Konﬁguration von projektiven Geraden auf dem Rand
von (A1,p(2))∗
Wie wir bereits in Kapitel 5 erwa¨hnt haben, ist die Vereinigung der Bilder
der Koordinatenachsen in allen aﬃnen Toruseinbettungen T ′σ, σ ∈ ΣN˜ ′L in
T ′
ΣN˜
′
L
eine Konﬁguration von projektiven Geraden. Wie in [HKW1, I.4A]
werden wir diese Konﬁguration im folgenden mit C bezeichnen, also
C =
⋃
σ ∈ ΣL
N˜ ′
dim(σ) = 2
orb(σ, N˜ ′)
Aus der Berechnung des Titsgeba¨ude T (Γ˜◦1,p) sehen wir, daß Γ˜◦1,p transitiv
auf der Menge der Korang-2-Randkomponenten operiert, so daß wir uns auf
die zur Λ-isotopen Ebene h = l0 ∧ l(0,1) korespondierenden Randkomponen-
te beschra¨nken ko¨nnen. Wir werden also den Quotienten P ′′(h, Γ˜1,p(2))\C
beschreiben. Dabei verwenden wir die Identiﬁkation von P ′′(h, Γ˜1,p(2)) mit
der Gruppe
F˜ =
{
g =
(
a b
c d
)
∈ GL(2,Z)
∣∣∣∣ g ≡ 12 (mod 2),c ≡ 0 (mod p), d ≡ 1 (mod p)
}
,
die auf Sym+(2,R) durch g(M) = tg−1Mg−1, M ∈ Sym+(2,R) operiert.
Nach [HKW1, Remark I.3.124] gibt es eine a¨quivariante Identiﬁkation der
rationalen eindimensionalen Kegel in Sym+(2,R) mit der obigen Operation
und der Menge M(1) := {(a, b) ∈ Z2, ggT(a, b) = 1} / {±1} mit der Opera-
tion g(a, b) = (a, b) · g−1 von F˜ .
Wir werden die Operation von F˜ in mehreren Schritten analysieren und
nutzen aus, daß in [HKW1, I.4A] die Quotienten der Gruppen
G˜ =
{(
a b
c d
)
∈ GL(2,Z)
∣∣∣∣ c ≡ 0 (mod p), d ≡ 1 (mod p)}
und G˜+ = G˜ ∩ SL(2,Z) schon beschrieben wurden. Diese Berechnungen
werden uns im Folgenden als Leitfaden dienen. Wir betrachten also die
Operation der Untergruppe
F˜ =
{
f ∈ G˜ | f ≡ id (mod 2)
}
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In [HKW1, I.4A] werden die exakten Sequenzen
1 −→ G˜+1 −→ G˜+
(mod p)−→ G˜+2 −→ 1 bzw.
1 −→ G˜+1 −→ G˜
(mod p)−→ G˜2 −→ 1
mit
G˜2 =
{(±1 b
0 1
)
∈ GL(2,Zp) | b ∈ Zp
}
G˜+2 =
{(
1 b
0 1
)
∈ SL(2,Zp) | b ∈ Zp
}
 Zp
und G˜+1 = Γ1(p) betrachtet.
In unserem Fall haben wir die exakten Sequenzen
1 −→ F˜+1 −→ F˜+
(mod 2p)−→ F˜+2 −→ 1 bzw.
1 −→ F˜+1 −→ F˜
(mod 2p)−→ F˜2 −→ 1
mit F˜+1 = Γ1(2p) und
F˜2 =
{(±1 b
0 1
)
∈ GL(2,Z2p) | b ∈ (2) ⊂ Z2p
}
F˜+2 =
{(
1 b
0 1
)
∈ SL(2,Z2p) | b ∈ (2) ⊂ Z2p
}
,
wobei mit (2) das von 2 erzeugte Ideal in Z2p bezeichnet sei.
Die Zuordnung
ϕ˜ :
{
Z2p −→ Zp
a (mod 2p) 	→ a (mod p)
induziert einen Gruppenisomorphismus ψ+ : F˜+2
∼→ G˜+2 , ψ+
((
1 b
0 1
))
=(
1 ϕ˜(b)
0 1
)
, der sich zu einem Isomorphismus ψ : F˜2
∼→ G˜2 erweitern la¨ßt.
Insgesamt beschreibt das folgende Diagramm den Zusammenhang mit un-
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serer Situation:
1

1

1  F˜ (+)1

 F˜

 F˜2
ψ(+)

 1
1  G˜(+)1

 G˜

 G˜2
 1
1  SL(2,Zp)

SL(2,Zp)

1 1
Fu¨r n ≥ 2 deﬁnieren wir die Menge der Nicht-Torsionselemente in Z2n bis
auf Vorzeichen
M(n) := {v ∈ Z2n : λv #= 0 falls λ #= 0 ∈ Zn} / {±1} .
Die Elemente von M(n) werden wir abku¨rzend mit ±(α, β)n bezeichnen.
Zuna¨chst werden wir die in [HKW1] gebra¨uchliche Notation einfu¨hren. Die
Geraden in h werden von bis auf Vorzeichen eindeutig bestimmten primiti-
ven ganzen Zahlenpaaren (a, b), also von M(1) parametrisiert. Die Menge
dieser Geraden korrespondieren 1:1 zur Menge der Fla¨chen in der partiellen
Kompaktiﬁzierung T
ΣN˜
′
L
. Zwei dieser Fla¨chen (a, b) und (c, d) schneiden sich
genau dann (und in diesem Fall ist der Schnitt eine projektive Gerade), falls
(0, 0, a, b) ∧ (0, 0, c, d) = h ist, also genau dann, wenn det ( a bc d ) = ±1 ist.
Wir erinnern uns an die invariante Eigenschaft kurz bzw. lang einer iso-
tropen Geraden im Titsgeba¨ude T (Γ˜◦1,p(2)). Da nun die Operation von F˜
diese Eigenschaften erha¨lt, macht die folgende Notation Sinn. Eine projek-
tive Gerade werden wir mit cc-P1 bezeichnen, falls sowohl (a, b) als auch
(c, d) kurze Geraden repra¨sentieren. Anderenfalls nennen wir die projekti-
ve Gerade cp-P1. Dies sind die Geraden, die von Paaren (a, b) und (c, d)
repra¨sentiert werden, wobei entweder a ≡ 0 mod p oder c ≡ 0 mod p ist.
Jeder tiefste Punkt ist der Schnitt dreier projektiver Geraden, repra¨sentiert
durch {±(a, b),±(c, d)} , {±(c, d),±(e, f)} und {±(a, b),±(e, f)} mit der Ei-
genschaft det
(
a b
c d
)
= ±1, det ( c de f ) = ±1 und det ( a be f ) = ±1. Es ko¨nnen
dabei entweder alle drei Paare kurze Geraden oder ein Paar lange Gera-
den und die anderen beiden kurze Geraden repra¨sentieren. Im ersten Fall
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nennen wir den tiefsten Punkt cc-tiefsten Punkt und im anderen Fall cp-
tiefsten Punkt. Jede projektive Gerade hat zwei tiefste Punkte. Sind diese
tiefsten Punkte zwei cc-tiefste Punkte, so ist diese Gerade ein cc-P1. Wir
nennen eine projektive Gerade benachbarten cc-P1, falls dieser einen cc- und
einen cp-tiefsten Punkt entha¨lt. Der cc-tiefste Punkt heißt dann benachbar-
ter cc-tiefster Punkt. Alle anderen projektiven Geraden und tiefsten Punkte
nennen wir nicht benachbart.
Bemerkungen 6.1 i) Fu¨r die Paare ±(a, b),±(c, d),±(e, f), die die tiefsten
Punkte in C repra¨sentieren, ist h = (a, b) ∧ (c, d) und (e, f) ⊂ h. Damit ist
(e, f) = k(a, b) + k′(c, d), k, k′ ∈ Z. Da det ( a be f ) = ±1 und det ( c de f ) = ±1
ist k, k′ ∈ {−1, 1}. Es ergibt sich also fu¨r die parametrisierenden Paare der
tiefsten Punkte die Gleichung
±(a, b) ± (c, d) = ±(e, f)
mit geeignet gewa¨hltem Vorzeichen.
ii) Die cp-P1en sind gerade die Abschlu¨sse der Orbiten orb(g(ξ13), N˜ ′) in
T
ΣN˜
′
L
mit g ∈
〈
G˜◦, ( 0 11 0 )
〉
⊂ GL(2,Z).
Satz 6.2 Es gibt eine Zerlegung von F˜+1 \C in 32(p2−1) 2p-Ecke, so daß jede
projektive Gerade in F˜+1 \C in genau zwei und jeder tiefste Punkt in genau
drei 2p-Ecken enthalten ist. Zwei verschiedene 2p-Ecke schneiden sich in
einer einzigen projektiven Gerade oder sind disjunkt. Drei 2p-Ecke haben
ho¨chstens einen tiefsten Punkt gemeinsam.
Beweis. Die Operation von F˜+1 auf M(1) liefert genau 32(p2 − 1) Bah-
nen. Nach [Sh, Lemma 1.41] sind na¨mlich zwei Paare (a, b), (c, d) mit
der Eigenschaft ggT(a, b) = ggT(c, d) = 1 genau dann a¨quivalent, falls
±(a, b) ≡ (c, d) (mod 2p) gilt.
Die Bahnen werden von der Menge M(2p) parametrisiert, mit Quotien-
tenabbildung ±(a, b) 	→ ±(a, b) (mod 2p). Die Ma¨chtigkeit von M(2p) wur-
de in [Zi, Hilfssatz 1.2.3] mit 32(p
2 − 1) bestimmt.
Eine projektive Gerade in C ist durch {±(a, b),±(c, d)} mit det ( a bc d ) = ±1
bestimmt. Das Bild dieser Geraden in F˜+1 \C ist durch {±(α, β)2p,±(γ, δ)2p}
mit det
(
α β
γ δ
)
≡ ±1 (mod 2p) gegeben (wobei mit (α, β)2p und (γ, δ)2p die
Restklassen von (a, b) bzw. (c, d) modulo 2p bezeichnet seien). Fu¨r festes
±(α, β)2p gibt es genau 2p Wahlen von ±(γ, δ)2p mit dieser Eigenschaft. Ist
na¨mlich ±(γ, δ)2p eine solche Wahl (die es immer gibt), dann sind alle wei-
teren durch ±(γ + kα, δ + kβ)2p, k = 0, . . . , 2p− 1 gegeben.
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Diese sind in einem 2p-Eck angeordnet:
Notiert man korrespondierend zu den Werten von k die projektiven Geraden
mit R0, . . . R2p−1, dann haben Rk und Rk+1 den tiefsten Punkt
{±(α, β)2p,±(γ + kα, δ + kβ)2p,±(γ + (k + 1)α, δ + (k + 1)β)2p}
gemeinsam, wobei k modulo 2p zu verstehen ist.
Ist nun det
(
α β
γ δ
)
≡ ±1 (mod 2p), dann haben die 2p-Ecke, die zu (α, β)2p
bzw. (γ, δ)2p geho¨ren, genau die projektive Gerade gemeinsam, die zum Paar
{±(α, β)2p,±(γ, δ)2p} geho¨rt und haben sonst keine gemeinsamen Geraden.
Die 2p-Ecke, die zu (α, β)2p, (γ, δ)2p und (ε, ζ)2p geho¨ren, haben genau dann
einen tiefsten Punkt gemein, falls die Bedingungen
det
(
α β
γ δ
)
≡ ±1 (mod 2p), det
(
γ δ
ε ζ
)
≡ ±1 (mod 2p),
det
(
α β
ε ζ
)
≡ ±1 (mod 2p)
erfu¨llt sind. Dann muß die Kongruenz ±(α, β) ± (γ, δ) ≡ ±(ε, ζ) (mod2p)
gelten, die fu¨r festes ±(α, β) und ±(γ, δ) genau zwei Lo¨sungen hat. Es rei-
cht aus, dies fu¨r den Fall zu zeigen, daß alle drei Determinanten einen Wert
1 (mod 2p) ergeben. Dann ist
(α− γ) = −((γζ − 1)α− (αζ − 1)γ)
≡ −(εδα − βεγ) (mod 2p)
≡ −(ε(αδ − βγ)) (mod 2p)
≡ −ε (mod 2p)
und analog (β − δ) ≡ −ζ (mod 2p).
✷
Nach [Sh, Lemma 1.41] werden die Bahnen von M(1) unter der Operation
von Γ(n) (Rechtsmultiplikation) von den Restklassen in M(n) parametri-
siert. Insbesondere ergibt sich im Fall G˜+1 = Γ1(p) der Quotient M(p).
Betrachte die kanonischen Projektionen
πp :
{ M(2p) → M(p)
(a, b)2p 	→ (a, b)p und π2 :
{ M(2p) → M(2)
(a, b)2p 	→ (a, b)2
Diese liefern via
(πp, π2) : (a, b)2p 	→ ((a, b)p, (a, b)2)
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eine Bijektion von M(2p) und M(p) ×M(2). Nummerieren wir die Rest-
klassen (1, 0)2, (1, 1)2 und (0, 1)2 mit i = 1, 2, 3, so werden wir ein Paar
(α, β)2p in M(2p) mit (α, β)i bezeichnen, wobei sich i aus der Projektion
auf M(2) ergibt und die Eintra¨ge nun modulo p zu verstehen sind. Zwei
Paare (α, β)i und (α′, β′)j repra¨sentieren also genau dann das gleiche Ele-
ment in M(2p), falls sie sowohl von ganzen Zahlen (a, b) und (a′, b′) aus Z2
mit (a, b) ≡ ±(a′, b′) (mod p) repra¨sentiert werden, als auch i = i′ gilt.
Wie im Beweis zu Satz 6.2 schon erwa¨hnt wurde, wird fu¨r ein 2p-Eck
(α, β)2p durch Wahl eines Paares (γ, δ)2p mit det
(
α β
γ δ
)
≡ ±1 eine Indizie-
rung k = 0, . . . , 2p− 1 der projektiven Geraden im 2p-Eck (α, β)2p gegeben.
Durch Einfu¨hrung der Bezeichnung (α, β)i sind diese projektiven Geraden
dann durch {
(α, β)i, (γ + k′α, δ + k′β)j
}
gegeben, wobei nun j ∈ {1, 2, 3} , i #= j und k′ = 0, . . . , p− 1 ist.
Die Gruppe G˜+1 operiert auf C und induziert eine Operation von G˜+1 /F˜+1 
SL(2,Z2) auf F˜+1 \C. Die 2p-Ecke in F˜+1 \C werden von M(p) × M(2)
parametrisiert. Die Gruppe SL(2,Z2) operiert dann auf der zweiten Kom-
ponente durch
h :
{ M(p)×M(2) → M(p)×M(2)
((a, b)p, (c, d)2) 	→ ((a, b)p, (c, d)2 · h−1)
fu¨r ein Element h in SL(2,Z2).
Betrachte zuna¨chst die Operation von SL(2,Z2) auf der Menge der 2p-Ecke
in F˜+1 \C.
Es ist klar, daß SL(2,Z2) transititv auf M(2) operiert. Damit werden also
die 2p-Ecke in F˜+1 \C, die von Paaren mit gleicher Restklasse modulo p re-
pra¨sentiert werden, miteinander identiﬁziert. Da es lediglich 3 verschiedene
Restklassen modulo 2 gibt, die Ordnung von SL(2,Z2) jedoch 6 ist, hat jedes
Element (a, b)2p einen Stabilisator der Ordnung 2 in SL(2,Z2). Dies fu¨hrt
zu einer Operation von SL(2,Z2) auf der Menge der projektiven Geraden in
F˜+1 \C, die sich wie folgt beschreiben la¨ßt:
Es sei {(α, β)2p, (γ, δ)2p} eine projektive Gerade im 2p-Eck (α, β)2p und
(a, b), (c, d) mit (a, b) ≡ (α, β) (mod2p), (c, d) ≡ (γ, δ) (mod 2p) Repra¨sen-
tanten aus Z2. Da ad−bc ≡ ±1 (mod 2p), sind insbesondere die Restklassen
modulo 2 von (a, b) und (c, d) verschieden. Sei etwa die Restklassen modulo
2 von (a, b) durch i und die von (c, d) durch j repra¨sentiert. Dann entspricht
also das Element (α, β)2p dem Element (α, β)i inM(p)×M(2) (bzw. (γ, δ)2p
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dem Element (γ, δ)j).
Betrachte das Paar (c′, d′) = (c+pa, d+pb) aus Z2. Dieses repra¨sentiert das
Element (γ, δ)l mit l #= i, j und wegen ad′ − bc′ = ad − bc ≡ ±1 (mod2p)
liegt {(α, β)i, (γ, δ)l} auch im 2p-Eck (α, β)i. Dann wird die projektive Ge-
rade {(α, β)i, (γ, δ)j} unter der Operation des Stabilisators von (α, β)i in
SL(2,Z2) mit {(α, β)i, (γ, δ)l} identiﬁziert. Ein Element der Ordnung 2 aus
SL(2,Z2), was ein Element aus M(2) (hier repra¨sentiert durch i) stabili-
siert, muß na¨mlich die verbleibenden Elemente (repra¨sentiert durch j und
l) ineinander u¨berfu¨hren, da es sonst trivial ist.
Unter der Operation des Stabilisators eines 2p-Ecks (α, β)2p in SL(2,Z2) wer-
den also zwei projektive Geraden, die sich durch die von k = 0, . . . , 2p − 1
gegebene Indizierung um p in Z2p unterscheiden (wir sagen dann, daß die-
se projektive Geraden im 2p-Eck diametral zueinander liegen), miteinander
identiﬁziert, was ein p-Eck als Quotienten ergibt (vergleiche [HKW1, Lem-
ma I.4.4]). Wie oben erwa¨hnt, werden die projektiven Geraden in F˜+1 \C von
Paaren {(α, β)2p, (γ, δ)2p} ausM(2p)×M(2p) mit det
(
α β
γ δ
)
≡ ±1 (mod2p)
repra¨sentiert.
Bezeichnen wir (α, β)2p und (γ, δ)2p mit (α, β)i und (γ, δ)j , so liefert das
Paar {(α, β)i, (γ, δ)j} genau dann eine projektive Gerade in F˜+1 \C, falls
{(α, β)p), (γ, δ)p} eine projektive in G˜+1 \C ist und zusa¨tzlich i #= j gilt.
Sind na¨mlich a, b, c, d Repra¨sentanten von α, β, γ, δ, so gilt die Kongruenz
det
(
a b
c d
) ≡ ±1 (mod 2p) genau dann, wenn det ( a bc d ) ≡ ±1 (mod p) und
zusa¨tzlich det
(
a b
c d
)
ungerade ist, also (a, b) #≡ (c, d) (mod2).
U¨ber jeder projektiven Gerade {(α, β)p, (γ, δ)p} in G˜+1 \C liegen damit 6 ver-
schiedene projektive Geraden in F˜+1 \C, na¨mlich
{(α, β)i, (γ, δ)j}
mit i, j ∈ {1, 2, 3}, i #= j.
Eine maximale Menge von projektiven Geraden in F˜+\C, die im selben 2p-
Eck liegen und von der gleichen Restklasse modulo p repra¨sentiert werden,
besteht aus genau zwei Elementen. Es gibt genau drei dieser maximalen
Mengen. Die Gruppe SL(2,Z2) permutiert diese und fu¨hrt so zu einem Iso-
morphismus von SL(2,Z2) mit der symmetrischen Gruppe S3.
Im Fall der tiefsten Punkte verla¨uft die Argumentation analog. Hier kor-
respondieren zu jedem tiefsten Punkt {(α, β)p, (γ, δ)p, (ε, ζ)p} in G˜+1 \C die
sechs tiefsten Punkte
{(α, β)i, (γ, δ)j , (ε, ζ)l}
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in F˜+1 \C, wobei die Indizes die sechs verschiedenen Anordnungen von {1, 2, 3}
durchla¨uft.
Zusammengefaßt ergibt die Operation von SL(2,Z2) auf dem Quotienten
F˜+1 \C also folgendes Bild:{
2p-Ecke in F˜+1 \C
} {
P1en in F˜+1 \C
} {
tiefste Punkte in F˜+1 \C
}
3:1↓ 6:1↓ 6:1↓{
p-Ecke in G˜+1 \C
} {
P1en in G˜+1 \C
} {
tiefste Punkte in G˜+1 \C
}
Wir sagen, daß zwei Ecke benachbart sind oder aneinander grenzen, falls es
eine projektive Gerade gibt, die in beiden Ecken liegt.
In [HKW1] wurde G˜+1 \C in (p − 1)/2 Unterkonﬁgurationen (oder Konstel-
lationen) auf folgender Weise eingeteilt:
Fu¨r jedes b = 1, . . . , (p − 1)/2 sei a eine ganze Zahl mit ab ≡ 1 (mod p).
Setzt man nun α = a (mod p), β ≡ b (mod p), so erha¨lt man die Unter-
konﬁguration in Γ(p)\C, die aus dem p-Eck korrespondierend zu (0, β)p und
allen p-Ecken, die an dieses grenzen, besteht. Wie in [HKW1, Fig.4.1] zu
sehen ist, werden diese angrenzenden p-Ecke durch (α, kβ)p, k = 0, . . . , p−1
repra¨sentiert.
Die Konstellationen werden also von den Restklassen in Z∗p/ {±1} parame-
trisiert.
Dies induziert eine Zerlegung von F˜+1 \C:
Eine Konstellation in G˜+1 \C ist durch ein Paar (0, β)p, β ∈ Z∗p/ {±1} be-
stimmt. Dies fu¨hrt zu einer Konstellation (0, β) in F˜+1 \C, die wir als die
Menge der 2p-Ecke (0, β)i, i = 1, 2, 3 und allen angrenzenden 2p-Ecke in
F˜+1 \C deﬁnieren, also das Urbild der Konstellation (0, β)p in G˜+1 \C unter
der Operation von SL(2,Z2). Damit operiert SL(2,Z2) auf der Konstella-
tion (0, β) und hat als Quotienten die Konstellation (0, β)p in G˜+1 \C. Als
Beispiel ist in der Abbildung 1 die (einzige) Konstellation (0, 1) fu¨r p = 3
angegeben. Die projektiven Geraden mit gleichen Buchstaben werden dabei
identiﬁziert.
Das 2p-Eck, das zum Paar ±(α, β)2p ∈ M(2p) korrespondiert, werden wir
abku¨rzend mit (α, β)2p-Eck bezeichnen. Weiter werden wir in Anlehnung
an die Notation in [HKW1] ein (α, β)2p-Eck, das von Paaren (a, b) ∈ Z2 mit
a ≡ 0 (mod p) repra¨sentiert wird, als peripheres (in der Abbildung 1 sind
die peripheren Ecke hervorgehoben) und alle weiteren mit zentrales Eck be-
zeichnen.
Jede Konstellation (0, β) in F˜+1 \C besteht also aus den drei peripheren 2p-
Ecken (0, β)i und den 3p zentralen 2p-Ecken (α, kβ)i, k = 0, . . . , p− 1 und
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i ∈ {1, 2, 3}.
Man beachte, daß zwei periphere 2p-Ecke nicht benachbart sind. Ga¨be es
na¨mlich eine projektive Gerade {±(α, β)2p, (±(γ, δ)2p}, so daß α ≡ γ ≡
0 (mod p) ist, so wa¨re die zusa¨tzliche Bedingung det
(
α β
γ δ
)
≡ ±1 (mod2p)
verletzt.
(1,4) (1,5) (2,5)
(1,2) (1,1) (2,1)
(0,1) (1,0) (3,1)
(2,3) (3,2) (1,3)
H L M A B C
G K
F
J
E I
D H
K G
J F
I E
L M A B C D
Abbildung 1: Die Konstellation (0, 1) im Fall p = 3
Durch diese Aufteilung in Konstellationen ist sichergestellt, daß jedes zen-
trale 2p-Eck in F˜+1 \C in genau einer Konstellation liegt:
Hilfssatz 6.3 In jedem zentralen 2p-Eck in F˜+1 \C gibt es genau 2 cp-P1en.
Diese ergeben sich als Schnitt des zentralen Ecks mit zwei verschiedenen
peripheren 2p-Ecke in der gleichen Konstellation.
Beweis. Es sei (α, β)i ein zentrales 2p-Eck. Dann sind die projektiven
Geraden in diesem Eck von der Form {(α, β)i, (γ + kα, δ + kβ)j} mit der
Eigenschaft det
(
α β
γ δ
)
≡ ±1 (mod p) und i #= j. Ein cp-P1 ist dadurch
ausgezeichnet, daß γ + kα ≡ 0 (mod p), also k ≡ −γα−1 (mod p) ist. Dann
ist also (γ + kα, δ + kβ)j = (0, α−1)j . Daraus folgt die Behauptung, wenn
man zusa¨tzlich beachtet, daß es fu¨r j genau zwei Wahlen gibt.
✷
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Wir werden noch abschließend ein peripheres 2p-Eck zusammen mit seinen
angrenzenden zentralen 2p-Ecken als Unterkonstellation bezeichnen (Abbil-
dung 2). Jede Konstellation hat also genau drei Unterkonstellationen und
nach Hilfssatz 6.3 liegt jedes zentrale 2p-Eck in genau zwei Unterkonstella-
tionen.
(0,β)i(α,0)j
(α,β)l
(α,2β)j (α,−2β)l=
(α,(p−2)β)l
(α,−β)j=
(α,(p−1)β)j
(α,0)l
(α,−β)l
(α,−2β)j
(α,β)j=
(α,(p+1)β)j
(α,2β)l=
(α,(p+2)β)l
Abbildung 2: Eine Unterkonstellation
Bemerkung 6.4 Diese Zerlegung in Konstellationen hat folgenden Hin-
tergrund: Ein Paar (a, b) ∈ M(1), das einen langen Vektor repra¨sentiert,
korrespondiert zu einer peripheren Randkomponente, wohingegen alle an-
deren Paare zu zentralen Randkomponente fu¨hren.(Dabei wird eine (oﬀene)
Randkomponente D◦(l, Γ˜1,p(2)) als zentral bezeichnet, falls l a¨quivalent zu
l0 unter Γ˜◦1,p ist. Anderenfalls heißt D◦(l, Γ˜1,p(2)) peripher.) Damit wird
das Bild des 2p-Ecks repra¨sentiert durch (0, ∗) bzw. (p, ∗) in M(2p) unter
der durch F˜2 induzierten Quotientenabbildung im Abschluß einer peripheren
Randkomponente liegen, wohingegen alle weiteren im Abschluß von zentra-
len Randkomponenten liegen.
Die Gruppe F˜2 operiert durch
(α, β)2p 	→ (α, β)2p · f−1
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fu¨r ein Element f aus F˜2 auf M(2p).
Daru¨berhinaus deﬁnieren wir eine Operation von G˜2 aufM(p)×M(2) durch
((α, β)p, (γ, δ)2) 	→ ((α, β)p · g−1, (γ, δ)2)
fu¨r ein Element g aus G˜2. Dann beschreibt sich durch{
F˜2 ×M(2p) → G˜2 × (M(p)×M(2))
(f, (α, β)2p) → (ψ(f), (πp, π2)((α, β)2p))
ein a¨quivarianter Isomorphismus dieser Operationen, den wir im weiteren
ausnutzen werden.
Da ψ(F˜+2 ) = G˜
+
2 la¨ßt sich weiterhin die Operation von F˜
+
2 aufM(2p) durch
die Operation von G˜+2 auf M(p)×M(2) beschreiben.
Satz 6.5 (i) Zwei zentrale Ecke (γ, δ)i und (ε, ζ)j in F˜1\C liegen genau
dann im gleichen Orbit unter der Operation von F˜+2 und F˜2, falls γ = ε in
Z∗p/± 1 und i = j gilt.
(ii) Die peripheren Ecke in F˜1\C bleiben unter der Operation von F˜2 inva-
riant.
(iii) Es gibt genau 32(p−1) periphere Ecke und 32(p−1) zentrale Ecke sowohl
in F˜+\C als auch in F˜\C.
(iv) Im Fall p ≥ 5 ist der Stabilisator in F˜+2 jeder projektiven Gerade und
jedes tiefsten Punktes in F˜+1 \C trivial.
Beweis. Es sei (0, β)i eine Unterkonstellation und α = β−1 in Z∗p. Dann sind
die angrenzenden zentralen 2p-Ecke von der Form (α, kβ)j mit j #= i und k =
0, . . . , p − 1. Wir werden den obigen a¨quivarianten Isomorphismus nutzen
und die Operation von G˜+2 bzw. G˜2 untersuchen. Jede Unterkonstellation
ist invariant unter der Operation von G˜2. Fu¨r ein Element
(
1 b
0 1
)
aus G˜2 ist
na¨mlich
±(0, β)i ·
(±1 b
0 1
)−1
= ±(0, β)i
und fu¨r die angrenzenden zentralen Ecke ist
±(α, kβ)j ·
(
1 b
0 1
)−1
= ±(α, kβ − bα)j
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und
±(α, kβ)j ·
(−1 0
0 1
)−1
= ±(−α, kβ)j = ±(α, (p− k)β)j
Die Operation von G˜2 ist also transitiv auf der Menge der zentralen Ecke in
dieser Unterkonstellation, die von Paaren mit gleicher Restklasse modulo 2
repra¨sentiert werden und la¨ßt das periphere Eck invariant. Die Operation
von G˜+2 ist sogar frei auf dieser Menge. Die erste Aussage folgt dann daraus,
daß das zentrale Eck (α, kβ)j mit (±α, 0)j identiﬁziert wird und der Eintrag
±α invariant ist.
Es gibt genau 12(p−1) Konstellationen in F˜+1 \C und in jeder dieser Konstella-
tionen gibt es genau drei Bahnen peripherer und drei Bahnen zentraler Ecke.
Die Bahnen zentraler Ecke werden von den Paaren (α, 0)i repra¨sentiert und
die peripheren von (0, β)i, wobei α und damit auch β alle Restklassen in
Z∗p/ {±1} durchla¨uft und i ∈ {1, 2, 3} ist. Es gibt demnach genau 32(p − 1)
periphere, sowie 32(p− 1) zentrale Ecke in F˜+\C und F˜\C.
Zu (iv) beachte, daß jede projektive Gerade in F˜+1 \C in genau zwei Ecken
liegt, etwa in (α, β)i und (γ, δ)j mit i #= j. Ohne Einschra¨nkung ko¨nnen wir
annehmen, daß (α, β)i ein zentrales Eck ist. Ga¨be es nun ein Element aus
F˜+2 , das diese projektive Gerade stabilisiert, mu¨sste dieses entweder (α, β)i
und (γ, δ)j permutieren oder schon das zentrale Eck (α, β)i stabilisieren.
Beides ist nicht mo¨glich, da zum einen i #= j und zum anderen der Stabili-
sator fu¨r jedes zentrale Eck trivial ist.
Da F˜+2 die Ordnung p hat und sich jeder tiefste Punkt in F˜
+
2 \C als Schnitt
von 3 projektiven Geraden ergibt, folgt aus der Tatsache ggT(3, p) = 1 fu¨r
p ≥ 5, daß jeder tiefste Punkt in F˜+1 \C trivialen Stabilisator hat.
✷
In den folgenden Bildern sind tiefste Punkte als bezeichnet.
Satz 6.6 (i) Jede projektive Gerade sowohl in F˜\C als auch F˜+\C liegt in
einem zentralen Eck.
(ii) Sowohl in F˜\C als auch in F˜+\C sind je zwei periphere Ecke disjunkt.
(iii) Jedes periphere Eck in F˜+\C ist ein 2-Eck mit zwei tiefsten Punkten
wie folgt:
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(iv) Jedes zentrale Eck in F˜+\C ist ein 2p-Eck.
(v) Jedes periphere Eck in F˜\C ist ein gefaltetes 2-Eck mit einem tiefsten
Punkt wie folgt:
(vi) Jedes zentrale Eck in F˜\C ist ein gefaltetes 2p-Eck mit p tiefsten Punk-
ten:
(vii) Sowohl in F˜+\C als auch in F˜\C schneidet jedes zentrale Eck genau 2
verschiedene periphere Ecke in jeweils genau einer projektiven Gerade. Ins-
besondere liegen die beiden projektiven Geraden in einem peripheren Eck in
2 verschiedenen zentralen Ecken.
In der Konﬁgurationen (iv) liegen diese Geraden diametral zueinander und
ko¨nnen mit dem linken und rechten P1 identiﬁziert werden. In der Konﬁ-
guration (vi) sind diese durch den linken und rechten P1 repra¨sentiert, das
heißt, die jeweils linken und rechten P1en sind cp-P1en. Die jeweiligen pro-
jektiven Geraden in diesen Konﬁgurationen, die sich mit diesen cp-P1en
schneiden, sind benachbarte cc-P1en, wa¨hrend alle weiteren nicht benach-
barte cc-P1en sind.
Beweis. Da jede projektive Gerade in F˜+\C in einem zentralen Eck liegt
und die peripheren Ecke unter der Operation von G˜2 invariant sind, liegt
auch jede projektive Gerade im Quotienten F˜\C in einem zentralen Eck,
woraus (i) folgt.
Weil die peripheren Ecke in F˜+1 \C nicht benachbart sind und diese invariant
unter der Operation von F˜2 sind, gilt dies auch im Quotienten F˜+\C und
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F˜\C, womit (i) gezeigt ist.
Betrachten wir nun eine feste Unterkonstellation, die zum Paar (0, β)i kor-
respondiert. Wa¨hlen wir ψ
((
1 −2β2
0 1
))
als Erzeuger von F˜+2 , so operiert
dieser frei durch
{(0, β)i, (α, kβ)j} 	→
{
(0, β)i, (α, kβ + 2β2α)j
}
= {(0, β)i, (α, β(k + 2))j}
auf dem peripheren Eck (0, β)i. Jede projektive Gerade im peripheren Eck
(0, β)i wird also mit der ’’u¨berna¨chsten‘‘ projektiven Gerade identiﬁziert
und jeder tiefste Punkt damit mit dem ’’u¨berna¨chsten‘‘ tiefsten Punkt, was
eine Konﬁguration von 2 Geraden, die sich in zwei tiefsten Punkten schnei-
den, als Quotienten ergibt. Hier beachte man schon, daß die Bilder der
projektiven Geraden im peripheren Eck (0, β)i im Bild zweier verschiedener
zentraler Ecke (repra¨sentiert durch (α, 0)j und (α, 0)l) liegen. Die Bilder
der cp-tiefsten Punkte jedoch liegen im Schnitt der Bilder dieser zentralen
Ecke.
Unter dieser Operation wird jedes zentrale 2p-Eck (α, kβ)j mit (α, 0)j iden-
tiﬁziert wird, auf dem es keine weiteren Identiﬁkationen gibt. La¨ge na¨mlich
eine projektive Gerade {(α, 0)j , (kα, β)i} im 2p-Eck (α, 0)j im Bild einer
projektiven Gerade {(α, 0)j , (k′α, β)i′} unter der Operation eines Elementes
aus F˜+2 , so muß dieses schon das Eck (α, 0)j stabilisieren, da ja die Rest-
klassen modulo 2 invariant sind. Damit folgt Punkt (iv), da F˜+2 frei auf der
Menge der zentralen Ecke operiert.
Insbesondere gibt es nach Hilfssatz 6.3 genau 2 cp-P1en, die im 2p-Eck
(α, 0)j diametral zueinander liegen. Identiﬁzieren wir nun diese 2 cp-P1en
in der Konﬁguration (iv) mit dem linken und rechten P1, so kann die Ope-
ration von G˜2/G˜+2  Z2 als Reﬂektion an der horizontalen Achse aufgefaßt
werden. Damit erhalten wir aus (iii) den Punkt (v) und aus (iv) den Punkt
(vi). Beachte hier, daß dabei die cp-tiefsten Punkte, die im Schnitt der
zentralen Ecke, repra¨sentiert durch (α, 0)j und (α, 0)l liegen, miteinander
identiﬁziert werden.
✷
Lemma 6.7 Es sei p ≥ 5. Unter der Operation von F˜+2 liegt das Bild eines
cc-P1 in F˜+1 \C im Schnitt der Bilder zweier zentraler Ecke. Das Bild eines
cc-tiefsten Punkt in F˜+1 \C liegt im Schnitt der Bilder dreier verschiedener
zentraler Ecke.
Beweis. Das Bild eines zentralen Ecks in F˜+1 \C unter der Operation von
F˜+2 ist nach Satz 6.6 iv) wieder ein 2p-Eck. Die Bilder der 2p-Ecke wer-
den von ±(α, 0)i, α ∈ Z∗p, i = 1, 2, 3 indiziert. Damit wird also der Orbit
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einer projektive Gerade in F˜+\C von einer projektive Geraden der Form{
(α, 0)i, (kα, α−1)j
}
mit k = 0, . . . , p− 1, i #= j repra¨sentiert.
Es sei
{
(α, 0)i, (kα, α−1)j
}
ein cc-P1 im zentralen Eck (α, 0)i in F˜+\C. Es ist
k #= 0, da es sonst ein cp-P1 wa¨re. Dann liegt das Bild von
{
(α, 0)i, (kα, α−1)j
}
im Bild der zentralen Ecke (α, 0)i und (kα, 0)j .
Analog argumentiert man im Fall der cc-tiefsten Punkte. Diese sind im
zentralen Eck (α, 0)i von der Form
{
(α, 0)i, (kα, α−1)j, ((k + 1)α,α−1)l
}
,
wobei i, j, l ∈ {1, 2, 3} paarweise verschieden sind und k #≡ 0,−1 (mod p) ist.
Dann liegt der Orbit dieses tiefsten Punktes im Orbit der zentralen Ecke
(α, 0)i, (kα, 0)j und ((k + 1)α, 0)l.
✷
Bemerkung 6.8 In jeder Konstellation in F˜\C gibt es genau drei peri-
phere Ecke. Diese sind disjunkt und bestehen jeweils aus zwei projektiven
Geraden, die sich in einem tiefsten Punkt schneiden. Diese projektiven
Geraden werden von Paaren {(α, 0)i, (0, α−1)j} mit i, j ∈ {1, 2, 3}, i #= j
repra¨sentiert. Ein Element der Ordnung zwei in SL(2,Z2) identiﬁziert nun
zwei projektive Geraden, die sich in einem tiefsten Punkt schneiden, so daß
es genau drei Kopien von projektiven Geraden mit einem tiefsten Punkt
gibt, die unter der Operation eines Elementes der Ordnung drei ineinander
u¨bergehen. Als Quotient ergibt sich also eine projektive Gerade mit einem
tiefsten Punkt, wie er schon in [HKW1, Theorem I.4.6 (vi)] beschrieben
wurde.
SL(2,Z2)−→
Es gibt genau drei Bahnen zentraler Ecke in F˜\C, die eine Kette von p+ 1
projektiven Geraden mit p tiefsten Punkten bilden. Die Bahnen projekti-
ver Geraden werden von {(α, 0)i, (kα, α−1)j}, k = 0, . . . , (p − 1)/2, i, j ∈
{1, 2, 3}, i #= j repra¨sentiert.
Ein Element der Ordnung drei in SL(2,Z2) identiﬁziert nun diese drei Ket-
ten und ein Element der Ordnung zwei entspricht einer Spiegelung an der
vertikalen Achse, so daß wir als Quotienten das gefaltete p-Eck in [HKW1,
Theorem I.4.6 (vii)] erhalten.
SL(2,Z2)−→
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6.2 Der Fall p = 3
Satz 6.9 Fu¨r p = 3 ergeben sich die Konﬁgurationen F˜+\C und F˜\C wie
folgt:
F˜+\C: F˜\C:
Beweis. Der Quotient F˜+\C besteht aus den 3 Unterkonstellationen, wie sie
in Abbildung 3 dargestellt sind. Nun partioniert die Operation der Gruppe
F˜+2 die projektiven Geraden in genau 12 Orbiten, wobei genau die Geraden
in einem Orbit liegen, die vom selben Groß- bzw. Kleinbuchstaben in der
Abbildung 3 indiziert werden, so daß sich die Konstellation F˜+\C ergibt.
Beachte, daß mit den Kleinbuchstaben die cp-P1en und mit Großbuchstaben
die cc-P1en, die in diesem Fall alle benachbarte cc-P1en sind, bezeichnet
sind.
Unter der Operation von F˜ /F˜+ werden jeweils die Orbiten [A1], [B1], [C1]
und [D1], [E1], [F1] identiﬁziert und die Orbiten [a1], . . . , [f1] sind invariant,
woraus sich die Aussage ergibt.
✷
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e3 E3
C2
d1
F3 (14) A1 (15) D1
D3 B3
b3 a1
B1 F1
d3 (13) a3 (01) b1 (10) e1
C1 A3
b2 a2
A2 E1
E2 (12) B2 (11) C3
e2 F2
D2
d2
a3 A3
E2
f1
B3 (13) C1 (25) F1
F3 D3
d3 c1
D1 B1
f3 (21) c3 (32) d1 (15) a1
E1 C3
d2 c2
C2 A1
A2 (11) D2 (23) E3
a2 B2
F2
f2
c1 C1
A3
b2
D1 (25) E2 (12) B2
B1 F1
f1 e2
F2 D2
b1 (10) e1 (31) f2 (23) c2
A2 E1
f3 e3
E3 C2
C3 (21) F3 (14) A1
c3 D3
B3
b3
Abbildung 3: Identiﬁkationen in der Konstellation (0, 1) unter F˜+2 im Fall
p = 3
Notation Fu¨r eine ganze Zahl x bezeichne [x] den Rest von x modulo ±p
im Bereich von 0 bis p−12 . Wir betrachten zusa¨tzlich folgende Anordnungen
der Menge {1, 2, 3}:
i j l
1 2 3
2 3 1
3 1 2
Damit werden wir die projektiven Geraden und tiefsten Punkte in jedem
zentralen Eck (α, 0)i in F˜\C wie folgt bezeichnen:
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dij,[0]
Rij,[0]
dil,[1]
Ril,[1]
dij,[2]
Rij,[2]
dil,[3]
Ril,[3]
Ril′,[(p−1)/2] Ril′′,[(p+1)/2]
dil′′,[(p−3)/2] dil′,[(p−1)/2]=
dil′′,[(p−1)/2]
dil′,[(p+1)/2]
Rij,[p−3]dij,[p−3]
Ril,[p−2]dil,[p−2]
Rij,[p−1]dij,[p−1]
Ril,[p]dil,[p]
wobei l′ = j, l′′ = l falls p ≡ 1 (mod 4) und l′ = l, l′′ = j sonst zu wa¨hlen
sind. Damit liegt also der tiefste Punkt dij,k im Schnitt der projektiven
Geraden Rij,k und Ril,k+1. Mit dieser Bezeichnung sind Rij,[0] und Ril,[p]
die cp-P1en sowie dij,[0] und dil,[p] die cp-tiefsten Punkte im zentralen Eck
(α, 0)i in F˜\C.
Proposition 6.10 Die folgende Tabelle gibt die Anzahl der verschiedenen
Objekte in F˜\C und F˜+\C fu¨r p > 3 an. Insbesondere ist die durch F˜2/F˜+2
induzierte Abbildung von der Menge der cp-P1en in F˜+\C in die Menge der
cp-P1en in F˜\C eine Bijektion, wohingegen die Abbildung der Menge der be-
nachbarten, nicht benachbarten projektiven Geraden bzw. nicht benachbarten
cc-, benachbarten cc- und cp-tiefsten Punkte in F˜+\C in die entsprechenden
Mengen in F˜\C eine 2:1 Abbildung ist.
Objekt F˜+\C F˜\C
P1en total 32(p
2 − 1) 34(p− 1)(p+ 3)
cp-P1en 3(p− 1) 3(p− 1)
cc-P1en total 32(p− 1)2 34(p− 1)2
cc-P1en, ben. 3(p− 1) 32(p− 1)
cc-P1en, n.ben. 32(p− 1)(p− 3) 34(p− 1)(p− 3)
tiefste Punkte total p2 − 1 12(p2 − 1)
cp-tiefste Punkte 3(p− 1) 32(p− 1)
cc-tiefste Punkte total (p− 1)(p− 2) 12(p− 1)(p− 2)
cc-tiefste Punkte, ben. 3(p− 1) 32(p− 1)
cc-tiefste Punkte n.ben. (p− 1)(p− 5) 12(p− 1)(p− 5)
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Beweis. Nach Satz 6.2 gibt es in F˜+1 \C genau 32(p2 − 1) 2p-Ecke mit jeweils
2p projektiven Geraden und 2p tiefsten Punkten. Jede projektive Gerade
bzw. jeder tiefste Punkt liegt in genau zwei bzw. drei 2p-Ecken, so daß F˜+1 \C
genau 32p(p
2 − 1) projektive Geraden bzw. p(p2 − 1) tiefste Punkte entha¨lt.
Da jede projektive Gerade und jeder tiefste Punkt in F˜+1 \C nach Satz 6.5
(iv) nur trivialen Stabilisator hat, haben wir also insgesamt 32(p
2 − 1) pro-
jektive Geraden und p2 − 1 tiefste Punkte in F˜+\C.
In F˜+2 \C gibt es nach Satz 6.5 32(p − 1) periphere Ecke, die jeweils eine
Konﬁguration von 2 cp-P1en bilden, die sich in zwei cp-tiefsten Punkten
schneiden. Diese Konﬁgurationen sind disjunkt, so daß wir in F˜+2 \C genau
3(p − 1) cp-P1en und 3(p − 1) cp-tiefste Punkte haben. Weiter gibt es in
jedem zentralen Eck in F˜+\C (von denen es 32(p − 1) gibt) genau vier be-
nachbarte cc-P1en, die jeweils in zwei zentrale Ecke liegen und zu jedem
cp-tiefsten Punkt gibt es einen cc benachbarten tiefsten Punkt. Damit ha-
ben wir also 32(p − 1) · 42 benachbarte cc-P1en, sowie 3(p − 1) benachbarte
cc-tiefste Punkte, womit die Angaben in der linken Spalte folgen.
Die Operation von F˜ /F˜+  Z2 auf den zentralen Ecke in F˜+\C kann als
Spiegelung an der horizontalen Achse (wenn wir die linke und rechte projek-
tive Gerade jeweils als cp-P1 auszeichnen) aufgefaßt werden. Dabei werden
lediglich die beiden cp-P1en in den zentralen Ecken stabilisiert, woraus sich
die Angaben in der zweiten Spalte ergeben.
✷
Wir bezeichnen die projektiven Geraden Rij,k im gefalteten 2p-Eck (α, 0)i
mit [α, kα]ij. Dabei seien die Eintra¨ge modulo p und bis auf unabha¨ngiges
Vorzeichen zu verstehen, so das wir uns im folgenden auf Eintra¨ge zwischen
0 und (p− 1)/2 beschra¨nken ko¨nnen.
Fu¨r das gefaltete 2p-Eck, das zum Paar (α, 0)i korrespondiert, ergeben sich
dann folgende Benennungen der projektiven Geraden:
[α,0]ij [α,α]il [α,2α]ij [α,3α]il [α,2α]il [α,α]ij [α,0]il (†)
Satz 6.11 Fu¨r p > 3 erha¨lt man den Quotienten F˜\C durch Identiﬁkation
der zu (α, 0)i, α = 1, . . . , (p − 1)/2, i = 1, 2, 3 korrespondierenden gefalteten
2p-Ecke (mit Bezeichnungen wie in Abbildung (†) nach den Regeln:
(a) Zwei projektive Gerade [γ, δ]ij und [δ, γ]ji werden miteinander identi-
ﬁziert.
(b) Die Bezeichnungen der projektiven Geraden, die sich in einem tiefsten
Punkt schneiden, sind:
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[α,β]ij [γ,α]li
[β,γ]jl
Bemerkung 6.12 Die Bedingung (b) stellt sicher, daß sich jedes gefaltete
2p-Eck in den Quotienten F˜\C einbetten la¨ßt. Dies ist notwendig, da die
Bedingung (a) zwei Mo¨glichkeiten gibt, projektive Geraden miteinander zu
identiﬁzieren.
Beweis. Wir werden die projektiven Geraden im Eck (α, 0)i in F˜+1 \C wie in
folgender Abbildung benennen (dabei sei β = α−1 in Z∗p):
(α,0)i(0,β)j
(α,β)l
(2α,β)j (−2α,β)l=
(2α,−β)l
(−α,β)j
(0,β)l
(−α,β)l
(−2α,β)j
(α,β)j
(2α,β)l
[α,0)]ij
[α,α]il
[α,2α]ij [α,2α]il
Die projektive Gerade [α, kα]i,j ist sowohl im Eck (α, 0)i als auch in (kα, β)j
bzw. [kα, α]j,i im Eck (kα, 0)j und (α, (kα)
−1)i = (α, k−1β)i.
Mit Angabe des folgenden Elementes in F˜2 zeigen wir, daß diese beiden
Geraden im selben Orbit in F˜\C liegen. Es sei
γ = ψ
((−1 −k−1β2
0 1
))
∈ F˜2
Dann ist γ = γ−1 und
(α, 0)i · γ = (−α,−k−1αβ2)i
= (α, k−1β)i
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sowie
(kα, β)i · γ = (−kα,−kβk−1 + β)i
= (kα, 0)i
Die Matrix γ leistet also das Gewu¨nschte.
Es ist noch anzumerken, daß die Bezeichnungen nur bis auf unabha¨ngiges
Vorzeichen deﬁniert sind. Der Stabilisator von (α, 0)i wird na¨mlich von(−1 0
0 1
)
erzeugt und identiﬁziert [α, kα]ij mit[α,−kα]ij.
✷
Als Beispiel folgen die Konﬁgurationen F˜\C im Fall p = 3, 5, 7.
[1,1]13
[1,
1] 2
1[1,1]32
[1
,0
]3
1
[1,0
]21
[1
,0
] 1
3
[1,0]23
[1,0]32[1
,0
] 12
Abbildung 4: Korang-2-Randkomponente fu¨r p = 3
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] 2
1
[1,2]13
[2
,1
]3
2
[1
,2
] 2
1
[1,1]13 [2,2]13
[2
,2
] 2
1
[1
,1
]3
2
[1
,1
] 2
1
[2
,2
]3
2
[2,0
]13
[2
,0
]2
3
[1,0]21
[1
,0
] 3
1
[1,0]32
[1
,0
] 12
[2,0]31
[2
,0
] 2
1
[1
,0
]1
3
[1,0
]23
[2
,0
] 12
[2,0]32
Abbildung 5: Korang-2-Randkomponente fu¨r p = 5
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Abbildung 6: Korang-2-Randkomponente fu¨r p = 7
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6.3 Die Konﬁguration von projektiven Geraden auf dem Rand
von
(A◦1,p(2))∗
Wir werden hier die Operation von P ′′(h, Γ˜◦1,p(2)) auf
C◦ =
⋃
σ ∈ ΣL
N˜
dim(σ) = 2
orb(σ, N˜ )
untersuchen.
Die Konﬁguration C◦ entsteht dabei als Quotient unter der Operation der
Gruppe Hom(M˜ ′/M˜,C∗) auf C, die nach Lemma 5.17 die projektiven Gera-
den in C invariant la¨ßt und als Quotient wieder eine projektive Gerade (als
Quotient einer projektiven Gerade nach einer zyklischen Automorphismen-
gruppe) liefert. Wir ko¨nnen also zur Beschreibung der Konﬁguration C◦ die
Indizierung der projektiven Geraden in C nutzen und werden den Quotien-
ten P ′′(h, Γ˜◦1,p(2))\C beschreiben.
Die Faktorgruppe P ′′(h, Γ˜◦1,p(2)) haben wir in Kapitel 5 mit der Gruppe
F˜ ◦ =
{
g =
(
a b
c d
)
∈ GL(2,Z)
∣∣∣∣ g ≡ 12 (mod 2), c ≡ 0 (mod p)}
identiﬁziert.
Diese entha¨lt P ′′(h, Γ˜1,p(2))  F˜ als Normalteiler mit Quotienten isomorph
zu Z∗p. Da −12 ∈ F˜ ◦ trivial operiert, betrachten wir den Quotienten
F˜ ◦/± F˜  Z∗p/ {±1} := H.
Das ist eine zyklische Gruppe der Ordnung 12(p−1) und ein Erzeuger dieser
Gruppe werden wir als semi-primitive Wurzel von H bezeichnen.
Wenden wir uns zuna¨chst der Operation von F˜ ◦ auf M(1) zu. Es ist
F˜ ◦\M(1) = (F˜ ◦/F˜ )\(F˜\M(1)), so daß wir die induzierte Operation von H
auf F˜\M(1) zu untersuchen haben. Es sei g = (gij)1≤i,j≤2 ∈ GL(2,Z) mit
g ≡ ( r−1 00 r ) (mod p) und g = id ein Repra¨sentant der zur semi-primitiven
Wurzel r korrespondierenden Nebenklasse. Dann operiert g aufM(1) durch
g : ±(a, b) 	→ ±(a, b) · g−1 = ±(ag22 − bg21, bg11 − ag12)
und es ist
±(a, b) · g−1 ≡ ±(ra, r−1b) (mod p),
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so daß die induzierte Operation von H auf dem Quotienten F˜1\M(1) =
M(p)×M(2) durch:
r : ((a, b)p, (a, b)2) 	→ ((a, b)p ·
(
r 0
0 r−1
)
, (a, b)2), r ∈ H
beschrieben ist. Diese Operation normalisiert die Operation von F˜2 auf
M(p)×M(2) und fu¨hrt so zur Operation von H auf F˜\(M(p) ×M(2)).
Lemma 6.13 Der Quotient F˜ ◦/F˜ operiert transitiv und frei auf den Bah-
nen der zentralen Ecke in F˜\C, die von Paaren gleicher Restklasse modulo
2 parametrisiert werden.
Beweis. Wir haben gesehen, daß die Bahnen zentraler Ecke in F˜\C◦ von
(α, 0)i mit α = 1, . . . , (p− 1)/2, i = 1, 2, 3 parametrisiert werden. Der Index
i bleibt invariant und die Paare (α, 0)i werden oﬀensichtlich permutiert.
✷
Lemma 6.14 Die Operation von H auf der Menge der projektiven Geraden
in F˜\C wird fu¨r eine semi-primitive Wurzel r ∈ H durch
r : [α, β]ij 	→ [rα, rβ]ij
gegeben.
Beweis. Die projektive Gerade mit der Bezeichnung [α, β]ij liegt bis auf
F˜ -A¨quivalenz in den gefalteten 2p-Ecke
(α, 0)i und (β, α−1)j
Unter der Operation von r gehen diese u¨ber nach
(rα, 0)i und (rβ, (rα)−1)j
die sich in der projektiven Gerade mit der Bezeichnung [rα, rβ]i,j schneiden.
✷
Korollar 6.15 Die Operation von H ist frei auf der Menge der projektiven
Geraden und tiefsten Punkten in F˜\C.
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Beweis. Es ist [α, β]ij = [rα, rβ]ij = [rβ, rα]ji genau dann, wenn r = ±1,
also jede projektive Gerade in F˜\C hat trivialen Stabilisator.
Jeder tiefste Punkt in F˜\C ist der Schnitt von drei projektiven Geraden
[α, β]ij , [β, γ]jl und [γ, α]li. Die Aussage folgt dann aus der Tatsache, daß
{i, j} , {j, l} , {l, i} paarweise verschieden sind.
✷
Korollar 6.16 Die folgende Tabelle gibt die Anzahl der verschiedenen pro-
jektiven Geraden und tiefsten Punkte in F˜ ◦\C an:
p > 3 p = 3
P1en total : 32(p− 1) + 6 9
cp-P1en : 6 6
cc-P1en total : 32(p− 1) 3
cc-P1en, ben. : 3 3
cc-P1en, n. ben. : 32(p− 3) −
tiefste Punkte total : p+ 1 4
cp-tiefste Punkte : 3 3
cc-tiefste Punkte total : p− 2 1
cc-tiefste Punkte, ben. : 3 1
cc-tiefste Punkte n.ben. : p− 5 −
Beweis. Da H eine zyklische Gruppe der Ordnung p−12 ist und nach Korollar
6.15 frei auf der Menge der projektiven Geraden und tiefsten Punkte in F˜\C
operiert, folgen die Angaben der ersten Spalte aus den Berechnungen in
Proposition 6.10. Im Fall p = 3 operiert H trivial und die Angaben lassen
sich aus Abschnitt 6.2 ablesen.
✷
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Betrachte die durch (1, 0)i, i = 1, 2, 3 indizierten gefalteten 2p-Ecke in F˜\C:
R12,[0]
d12,[0]
R13,[1]
d13,[1]
R12,[2]
d12,[2]
R13,[p−2]
d13,[p−2]
R12,[p−1]
d12,[p−1]
R13,[p]
d13,[p]
R23,[0] R21,[1] R23,[2] R21,[p−2] R23,[p−1] R21,[p]
d23,[0] d21,[1] d23,[2] d21,[p−2] d23,[p−1] d21,[p]
R31,[0] R32,[1] R31,[2] R32,[p−2] R31,[p−1] R32,[p]
d31,[0] d32,[1] d31,[2] d32,[p−2] d31,[p−1] d32,[p]
Satz 6.17 Fu¨r p > 3 erha¨lt man den Quotienten F˜ ◦\C durch Identiﬁkation
der durch (1, 0)i, i = 1, 2, 3 indizierten gefalteten 2p-Ecke in F˜\C nach den
folgenden Regeln:
(i) Fu¨r 1 ≤ k, k′ ≤ p−1 werden zwei projektive Geraden Rij,[k] und Rji,[k′]
identiﬁziert, falls k−1 = k′ in Z∗p/ {±1} ist.
(ii) Es sei 2 ≤ k ≤ p− 2 und k1, . . . , k6 ganze Zahlen mit der Eigenschaft
k1 ≡ k k2 ≡ k + 1 k3 ≡ k1k−12
k4 ≡ k−11 k5 ≡ k−12 k6 ≡ k−13
(mod p)
Dann schneiden sich die Bilder der projektiven Geraden
Rij,[k1], Ril,[k2], Rlj,[k3]
Rji,[k4], Rli,[k5], Rjl,[k6]
im Bild des tiefsten Punkts dij,[k]. Die Bilder der projektiven Geraden
Rij,[0], Ril,[1], Rlj,[0] und Rli,[1] schneiden sich im Bild des tiefsten
Punktes dij,[0].
Beweis. Der Orbit einer projektiven Geraden [α, β]ij unter der Opera-
tion von H besteht aus allen projektiven Geraden mit der Bezeichnung
[rα, rβ]ij , r ∈ H. Wa¨hlt man insbesondere r = α−1, so ist
[
1, α−1β
]
ij
aus dem gefalteten 2p-Eck korrespondierend zu (1, 0)i, repra¨sentiert durch
Rij,[k] mit k ≡ α−1β in Z∗p/ {±1}. Dann sind zwei projektive Geraden Rij,[k]
mit der Bezeichnung [1, k]ij und Ri′j′,[k′] mit [1, k
′]i′j′ genau dann in einem
Orbit unter der Operation von H, falls [1, k′]i′j′ = [r, rk]ij = [rk, r]ji fu¨r eine
semiprimitive Wurzel r in H, so daß i′ = j, j′ = i und k′ = k−1 in Z∗p/ {±1}
(r ≡ k−1 (mod p)) ist, woraus (i) folgt.
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Es sei 2 ≤ k ≤ p − 2. Das Bild eines tiefsten Punktes dij,[k] in F˜\C ist ein
Punkt, der im Schnitt der Geraden mit den Bezeichnungen [1, k]ij , [k + 1, 1]li
und [k, k + 1]jl liegt. Die projektiven Gerade [k + 1, 1]li und [1, k5]li sowie
[k, k + 1]jl und [1, k6]jl liegen im gleichen Orbit unter der Operation von
H und werden von den projektiven Geraden Rli,[k5] beziehungsweise Rjl,[k6]
repra¨sentiert. Die Bilder der Geraden Rij,[k1], Rli,[k5] und Rli,[k6] schneiden
sich also im Bild des tiefsten Punktes dij,[k]. Nun ist
[1, k1]ij = [k1, 1]ji = [1, k4]ji
[1, k5]li = [k5, 1]il = [1, k2]il
[1, k6]jl = [k6, 1]jl = [1, k3]lj .
so daß sich zusa¨tzlich die Bilder der projektiven Geraden Rji,[k4], Ril,[k2] und
Rlj,[k3] im Bild des tiefsten Punktes dij,[k] schneiden. Das Bild des tiefsten
Punkts dij,[0] in F˜\C ist der Schnitt der projektiven Geraden mit den Be-
zeichnungen [1, 0]ij , [1, 1]li , [0, 1]jl und es ist [1, 1]li = [1, 1]il, so daß sich die
Bilder von Rij,[0], Rli,[1], Rjl,[0], Ril,[1] im tiefsten Punkt dij,[0] schneiden.
✷
Bemerkung 6.18 Nach den obigen Berechnung gibt es auf der Menge der
cp-P1en in den zentralen Ecken (1, 0)i keine weiteren Identiﬁkationen.
Als Beispiel sind im Folgenden die Konﬁgurationen der projektiven Geraden
im Fall p = 3, 5, 7 aufgefu¨hrt.
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p = 3: p = 5:
p = 7:
Abbildung 7: Korang-2-Randkomponenten in den Fa¨llen p = 3, 5, 7
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7 Der Abschluß der Korang-1-Randkomponenten
in
(A◦1,p(2))∗
Nach Proposition 3.12 existieren fu¨r l = l0, l(0,1) oﬀene, analytische Ein-
bettungen f◦l der oﬀenen Kummerschen Modulﬂa¨chen K
◦(2) ↪→ (A◦1,p(2))∗,
die als Bilder die oﬀenen Korang-1-Randkomponenten D◦(l,Γ◦1,p(2)) haben.
A priori ist nicht klar, daß der Abschluß von D◦(l,Γ◦1,p(2)) in
(A◦1,p(2))∗
isomorph zur kompaktiﬁzierten Kummerschen Modulﬂa¨che K(2) ist. Wir
werden sehen, daß sich die Einbettung f◦l(0,1) zu einer analytischen Abbil-
dungen K(2) ↪→ (A◦1,p(2))∗ erweitern lassen, deren Bild die abgeschlosse-
ne Randkomponente D(l(0,1),Γ◦1,p(2)) ist. Im Fall l = l0 betrachten wir
die oﬀene Kummersche Modulﬂa¨che K◦(2p) zur Stufe 2p. Der Quotient
Γ1(2)/ ± Γ1(2p)  PSL(2,Zp) operiert dann auf K◦(2p) mit Quotienten
K◦(2). Diese Operation la¨ßt sich zu einer eigentlich diskontinuierlichen
Operation auf K(2p) fortsetzen und PSL(2,Zp)\K(2p) ist eine Kompak-
tiﬁzierung von K◦(2), die nicht isomorph zu K(2) ist. Wenn wir die Mo-
dulﬂa¨che auf diese Weise kompaktiﬁzieren, wird sich herausstellen, daß sich
f◦l0 zu einer analytischen Abbildung PSL(2,Zp)\K(2p) ↪→
(A◦1,p(2))∗ mit
Bild die abgeschlossene Randkomponente D(l0,Γ◦1,p(2)) fortsetzen la¨ßt. Die
Bestimmung der Konﬁguration von projektiven Geraden auf dem Rand von(A◦1,p(2))∗ wird uns dann liefern, daß nur im Fall l = l(0,1) die Fortsetzung fl
tatsa¨chlich eine Einbettung ist. Diese Tatsache wird dadurch erkla¨rt, daß im
Fall l = l(0,1) die durch die A¨quivalenzrelation ∼ induzierten Identiﬁkationen
lediglich vom Stabilisator des rationalen Strahls ξ3 herru¨hren, wohingegen
im Fall l = l0 noch zusa¨tzliche Identiﬁkationen neben der Gruppenwirkung
des Stabilisators von ξ1 auftreten.
Zur Angabe der obigen Erweiterungen bedarf es zuna¨chst ein Studium der
Verklebungsabbildungen.
7.1 Verklebungsabbildungen
Satz 7.1 i) Fu¨r einen isotropen Unterraum U in Q4 ist die Verklebungsab-
bildung π({0} , U) durch die Komposition von Abbildungen
π({0} , U) : XΣ({0})({0}) = H2  P ′(U, Γ˜◦1,p(2))\H2 = X(U) ↪→ XΣ(U)(U)
gegeben.
ii) Fu¨r l = l0, l(0,1) ist das Bild von XΣ(l)(l) unter der Verklebungsabbildung
π(l, h) in der aﬃnen Toruseinbettung Tσ0 ⊂ XΣN˜L (h) enthalten.
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iii) Die Verklebungsabbildung π(l0, h) ist durch die Einschra¨nkung auf
XΣ(l0)(l0) der Komposition von Abbildungen
e′(l0) :
{
XΣ(l0)(l0) ∼= C× C×H → Tξ1 = C× C∗ × C∗
(t1, τ2, τ3) 	→ (t1, e
2πi
2p
·τ2 , e
2πi
2
·τ3)
mit der Inklusion Tξ1 ↪→ Tσ0 ⊂ TΣN˜L = XΣN˜L (h) bestimmt.
iv) Die Verklebungsabbildung π(l(0,1), h) ist durch Einschra¨nkung auf
XΣ(l0)(l(0,1)) der Komposition von Abbildungen
e′(l(0,1)) :
{
XΣ(l(0,1))(l(0,1)) ∼= H× C× C → Tξ3 = C∗ × C∗ ×C
(τ1, τ2, t3) 	→ (e
2πi
2p
·τ1 , e
2πi
2p
·τ2 , t3)
mit der Inklusion Tξ3 ↪→ Tσ0 ⊂ TΣN˜L = XΣN˜L (h) bestimmt.
Beweis. Der Punkt i) wurde in [HKW1, Proposition I.3.144] bewiesen. Dort
wurden insbesondere die Verklebungsabbildungen fu¨r den Fall Γ˜1,p berech-
net. Wir werden auf diese Berechnungen Bezug nehmen und die no¨tigen
Anpassungen machen.
Die zu betrachtenden Fa¨cher sind Σ(l) = {{0} , ξ1} falls l = l0 oder Σ(l) =
{{0} , ξ3} falls l = l(0,1) ist, sowie Σ(h) = ΣN˜L , der durch die Legendre-
Zerlegung induzierte Fa¨cher. Es sei Tˆ  C∗ der zum Gitter P ′(l, Γ˜◦1,p(2)) kor-
respondierende Torus und P die Faktorgruppe P ′(h, Γ˜◦1,p(2))/P
′(l, Γ˜◦1,p(2)).
Die Verklebungsabbildung π(l, h) ergibt sich dann als Komposition der Ab-
bildungen e3 ◦ e2 ◦ e1 : XΣ(l)(l)→ XΣ(h)(h) eingeschra¨nkt auf die Teilmenge
XΣ(l)(l), wobei sich die Abbildungen ei wie folgt beschreiben:
X (l)×Tˆ TˆΣ(l) = XΣ(l)(l)
e1 X (H)×Tˆ TˆΣ(l)
e2→ TΣ(l)
e3
↪→ XΣ(h)(h)
Da X (h) ein triviales Torusbu¨ndel ist, folgt insbesondere TΣ(h) = XΣ(h)(h).
Die Fa¨cher Σ(l) sind im Legendre-Fa¨cher enthalten, so daß sich die Abbil-
dung e3 als die durch Σ(l) ⊂ Σ(h) induzierte Einbettung TΣ(l) ↪→ TΣ(h)
beschreibt. Wir halten fest, daß das Bild von TΣ(l) = Tξ aufgrund der Sei-
tenrelation ξ ≺ σ0 in Tσ0 liegt.
Die Abbildung e2 ist ein Isomorphismus, wie er in [HKW1, Proposition
I.3.71i)] beschrieben wird. In unserem Fall ist das leicht einzusehen, da
X (h)×Tˆ TˆΣ(l) ∼= (C∗)3 ×C∗ C ∼= (C∗)2 × C ∼= Tξ = TΣ(l)
ist.
Letztlich ist e1 die durch P induzierte Quotientenabbildung, wobei P in
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der Weise operiert, daß die Operation auf der Faser TˆΣ(l) trivial ist und auf
X (l) mit Quotienten X (h) operiert (aufgrund P ′(l, Γ˜◦1,p(2)) ⊂ P ′(h, Γ˜◦1,p(2))
wird eine natu¨rliche Operation auf X (l) induziert). Damit ergibt sich also
die Abbildungen e′(l) in ii) und iii) als Komposition e1 ◦ e2. Beachte man
nun, daß unter der Identiﬁkation von P ′(h, Γ˜◦1,p(2)) mit dem Gitter N˜ die
Gruppe P ′(l0, Γ˜◦1,p(2)) mit {( s 00 0 ) ∈ N}  2pZ bzw. P ′(l(0,1), Γ˜◦1,p(2)) mit
{( 0 00 s ) ∈ N}  2Z identiﬁziert wird, folgen die Aussagen in ii) und iii).
✷
Bemerkung 7.2 Unter der (mengentheoretischen) Identiﬁkation von
XΣ(l)(l) mit X(l) ∪ {{0} × C×H1} wird unter der Verklebungsabbildung
π(l, h) die Menge X(l) auf X(h) abgebildet und der Rand {0}×C×H1 hat
als Bild unter e′(l) die Menge {0} × C∗ ×D∗1 ⊆ orb(ξ,N).
Es sei Σ1 der Fa¨cher, der aus allen zweidimensionalen Kegeln der Form
σ = R≥0(k, 1) + R≥0(k + 1, 1) und deren Seiten fu¨r alle k ∈ Z besteht.
Die durch diesen Fa¨cher bestimmte toroidale Kompaktiﬁzierung der Modul-
ﬂa¨che K◦(2) la¨ßt sich dann wie folgt beschreiben. Die Basiskurve X(2) =
Γ(2)\(H1 ∪ Q ∪ {∞}) hat drei Spitzen und die singula¨re Faser u¨ber jeder
Spitze ist eine Konﬁguration von zwei projektiven Geraden, die sich trans-
versal in einem Punkt schneiden (siehe dazu etwa [vdG]). Wir werden im
Beweis zu Satz 7.3 noch na¨her auf diese Kompaktiﬁzierung eingehen.
Eine weitere Mo¨glichkeit, die oﬀene Kummersche Modulﬂa¨che zu kompak-
tiﬁzieren, besteht in folgender Konstruktion:
Betrachte die oﬀene Kummersche Modulﬂa¨che K◦(2p) zur Stufe 2p. Die
durch den Fa¨cher Σ1 bestimmte partielle Kompaktiﬁzierung u¨ber der Spitze
∞ ist ein gefaltetes 2p-Eck, das heißt eine Konﬁguration von p+ 1 projek-
tiven Geraden, die sich in p Punkten schneiden, wie folgt:
Es sei H = ±Γ1(2p), H¯ = Γ1(2) und L¯ = 2Z×2Z, so daß D◦(HL¯)  K◦(2p)
und D◦(H¯L¯)  K◦(2) ist. Dann ist HL¯ ✁ H¯L¯ mit Quotienten H¯L¯/HL¯ 
Γ1(2)/ ± Γ1(2p)  PSL(2,Zp). Die Gruppe PSL(2,Zp) operiert auf K◦(2p)
mit Quotienten K◦(2) und die Operation von PSL(2,Zp) la¨ßt sich nach
[HKW1, Proposition I.2.40] zu einer eigentlich diskontinuierlichen Operation
aufK(2p) fortsetzen. Diese Operation liefert also eine Erweiterung der Quo-
tientenabbildung K◦(2p) → K◦(2) der Form K(2p) → PSL(2,Zp)\K(2p),
wobei PSL(2,Zp)\K(2p) eine Kompaktiﬁzierung von K◦(2) ist.
Die Operation von PSL(2,Zp) aufK(2p)\K◦(2p) la¨ßt sich wie folgt beschrei-
ben. Es sei T der zum Gitter P ′(∞,HL¯)  Z ( 20 )+Z
(
0
2p
)
korrespondierende
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Torus. Weiter sei
g =
1 0 2ν0 1 2β
0 0 1
 , ν, β ∈ Z
ein Element aus der Gruppe P ′(H¯L¯,∞). Dieses operiert durch
g : T → T, g(u, v) = (u, e 2πip ·β · v)
auf T und induziert eine Operation von P ′(H¯L¯,∞) auf TΣ1 . Es ist weiterhin
P ′′(H¯L¯,∞) = P ′′(HL¯,∞), so daß sich in dieser Situation feststellen la¨ßt,
daß u¨ber der Spitze ∞ von X(2) ein gefaltetes 2p-Eck hinzugeklebt wird,
wie es oben beschrieben ist. Fu¨r Details dieser Konstruktion sei auf [HKW1,
Proposition I.2.40] hingewiesen.
Satz 7.3 (i) Die Einbettung f◦(0,1) : K◦(2) ↪→ D◦(l(0,1),Γ◦1,p(2)) ⊂
(A◦1,p(2))∗
la¨ßt sich zu einer analytischen Abbildung
f(0,1) : K(2)→
(A◦1,p(2))∗
mit Bild D(l(0,1),Γ◦1,p(2)) fortsetzen.
(ii) Die Einbettung f◦0 : K◦(2) ↪→ D◦(l0,Γ◦1,p(2)) ⊂
(A◦1,p(2))∗ la¨ßt sich zu
einer analytischen Abbildung
f0 : PSL(2,Zp)\K(2p)→
(A◦1,p(2))∗
mit Bild D(l0,Γ◦1,p(2)) fortsetzen.
Beweis. Wir betrachten zuna¨chst den Fall l = l(0,1). In Propositon 3.12
haben wir festgestellt, daß sich D◦(l(0,1),Γ◦1,p(2))  K◦(2) als Quotient von
H1 × C × {0} nach der Operation von (2pZ × 2pZ)  Γ1(2) ergibt. Wir
werden die partielle Kompaktiﬁzierung von K◦(2) u¨ber der Spitze ∞ na¨her
betrachten (vergleiche die Ausfu¨hrungen in [HKW1, I 2B]).
Es sei
H = E−1 · Γ1(2) · E und
L = 1p · (2pZ× 2pZ) · E = 2Z× 2pZ,
so daß K(2)  D(HL) (nach [HKW1, Proposition I.2.35]) ist.
Die Stabilisatorgruppe von ∞ in HL beschreibt sich als
P (HL,∞) =

1 m n0 a bp
0 cp d
 ; (m,n) ∈ L, (a bpc
p d
)
∈ H

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Dann betrachte die Untergruppe
P ′(HL,∞) =

1 0 n0 1 bp
0 0 1
 ∈ P (HL,∞)
  N3 := Z
(
2p
0
)
+ Z
(
0
2p
)
,
die die partielle Quotientenabbildung
e(∞) :
{
H1 × C → X(∞) ⊂ T3 = C∗ × C∗
(τ, z) 	→ (e 2πi2p ·τ , e 2πi2p ·z)
liefert.
Der Torus T3 kann als orb(ξ3, N˜) in Tσ0 aufgefaßt werden. Das ist klar, denn
vermo¨ge des Modulisomorphismus N˜(ξ3) → N3[(n1 n2
n2 n3
)]
	→
(
n1
n2
)
kann N˜(ξ3) mit N3 und damit der zum Gitter N3 korrespondierende Torus
T3 mit dem Quotiententorus
Hom(M˜(ξ3),C∗) = Hom(M˜ ∩ ξ⊥3 ,C∗) = orb(ξ3, N˜)
identiﬁziert werden.
Beachte, daß sich aus der Berechnung der Verklebungsabbildung π(l(0,1), h)
in Satz 7.1 iv) das kommutative Diagramm
H1 ×C 
e(∞)

H1 ×C× {0}
π(l(0,1) ,h)
 
 
 
 
 
 
 
 
 
e′(l(0,1))

⊂ XΣ(l(0,1))(l(0,1))
X(∞) 

X(∞)× {0}
  
  
  
 
T3=ˆ orb(ξ3, N˜)
   Tσ0
ergibt.
Es seiXΣ1 die toroidale EinbettungC×D∗1 ⊂ C∗×C∗ = orb(ξ3, N˜), die durch
den Fa¨cher Σ1 bestimmt ist. Der Quotient P ′′(∞,HL) = P (∞,HL)/P ′(∞,HL)
operiert dann auf XΣ1 und P
′′(∞,HL)\XΣ1 ist die partielle Kompaktiﬁzie-
rung von D◦(HL) u¨ber der Spitze ∞.
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Wir werden nun die EinbettungX(∞) ↪→ Tσ0 zu einer EinbettungXΣ1(∞) ↪→
X
ΣN˜L
(h) erweitern. Beachte, daß X(∞) im Torus orb(ξ3,N) liegt, der unter
der Einbettung Tξ3 ↪→ Tσ0 als Teilmenge des Randes von XΣNL ⊂ TΣN˜L reali-
siert ist. Nach [HKW1, Proposition I.2.11] ist der Abschluß von orb(ξ3, N˜ )
in T
ΣN˜L
isomorph zur Toruseinbettung von orb(ξ3, N˜), der durch den Fa¨cher
bestimmt ist, der aus allen Kegeln (und deren Seiten) besteht, die ξ3 als
Seite haben. Wir mu¨ssen also Stern(ξ3) in ΣN˜L bestimmen und es ist einfach
zu sehen, daß dieser mit Σ1 u¨bereinstimmt:
Der Stabilisator von ξ3 in GL(2,Z) wurde in Hilfssatz 3.20 iii) als
Stab(ξ3) = ±
{(±1 r
0 1
) ∣∣∣∣ r ∈ Z}
bestimmt.
Damit ergibt sich also Stern(ξ3) als der Fa¨cher{
g(σ0) | g ∈ Stab(ξ3)
}
= {σr | r ∈ Z}  Σ1.
wobei g(σ0) die Projektion des Kegels g(σ0) nach N˜(ξ3)R bezeichnet.
Klarerweise ist die so bestimmte EinbettungXΣ1(∞) ↪→ XΣN˜L (h) a¨quivariant
bezu¨glich der Operation von
P ′′(∞,HL) =

1 m 00 ε 0
0 0 ε
 ∣∣∣∣∣∣ m ∈ 2Z, ε ∈ {±1}

auf XΣ1(∞) und der Operation von
Stab(ξ3) ∩ F˜ ◦ = ±
{(±1 k
0 1
) ∣∣∣∣ k ∈ 2Z}
auf X
ΣN˜L
(h) (Beachte, daß ±12 auf XΣN˜L (h) trivial operiert). Das liefert ein
kommutatives Diagramm
XΣ1(∞)   
mod P ′′(∞,HL)

X
ΣN˜L
(h)
mod ∼

P ′′(∞,HL)\XΣ1(∞)    (A◦1,p(2))∗
und wir erhalten eine analytische Abbildung lokal um die singula¨re Faser
u¨ber∞. Mit den beiden weiteren singula¨ren Fasern von K(2) verfa¨hrt man
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analog. Dazu ist allerdings zu beachten, daß nach Berechnung des Tits-
geba¨udes von Γ˜◦1,p(2) die Bilder dieser singula¨ren Fasern in verschiedenen
Korang-2-Randkomponenten in
(A◦1,p(2))∗ liegen. Insgesamt erhalten wir
also eine analytische Abbildung f(0,1) : K(2) ↪→ (A1,p(2))∗, die die Einbet-
tung f◦(0,1) : K◦(2) ↪→
(A◦1,p(2))∗ fortsetzt. Das Bild f(0,1)(K(2)) liegt dicht
im Abschluß D(l(0,1),Γ◦1,p(2)), so daß f(0,1)(K(2)) = D(l(0,1),Γ
◦
1,p(2)) ist, da
sowohl f(0,1)(K(2)) als auch D(l(0,1),Γ◦1,p(2)) Abschlu¨sse von f
◦
(0,1)(K(2)) =
D◦(l(0,1),Γ◦1,p(2)) sind.
Im Fall l = l0 wird die obige Konstruktion der analytischen Erweiterung aber
fehlschlagen. Analog zum obigen Fall ko¨nnen wir den zum Gitter P ′(∞,HL)
korrespondierenden Torus mit orb(ξ1, N˜) in Tσ0 identiﬁzieren. Die Bestim-
mung von Stern(ξ1) in N˜ kann auch mit Σ1 identiﬁziert werden, jedoch gibt
es keine A¨quivarianz der Operation von
Stab(ξ1) ∩ F˜ ◦ = ±
{(±1 0
r 1
) ∣∣∣∣ r ∈ 2pZ}
auf X
ΣN˜L
(h) und der Operation von P ′′(∞,HL) auf XΣ1(∞).
Wir werden deshalb die Gruppe H˜ = ±Γ1(2p) und das Gitter L˜ = 2pZ×2pZ
betrachten.
Es ist
P (∞, H˜L˜) =

1 m n0 a b
0 c d
 ; (m,n) ∈ L˜, (a b
c d
)
∈ H˜

und
P ′(∞, H˜L˜) =

1 0 n0 1 b
0 0 1
 ∈ P (∞, H˜L˜)
  N1 := Z
(
2p
0
)
+ Z
(
0
2p
)
.
Der zu N1 korrespondierende Torus T1 la¨ßt sich dann mit orb(ξ1, N˜ ′) in
T ′σ0 identiﬁzieren. Beachte, daß sich der Torus Tσ0 als Quotient T
′
σ0/ζσ0 , mit
ζσ0 = (1, 1, e
2πi
p ) beschreiben la¨ßt. Unter dieser Identiﬁkation ist orb(ξ1, N˜ ) =
orb(ξ1, N˜ ′)/ζσ0 . Die Operation vom ζσ0 auf T ′σ0 ist durch
ζσ0 :
{
T ′σ0 → T ′σ0
(t1, t2, t3) 	→ (t1, t2, e
2πi
p · t3)
gegeben, so daß sich orb(ξ1, N˜) als Quotient nach der Operation von ζσ0 auf
dem Orbit orb(ξ1, N˜ ′) = {0}×C∗×C∗ beschreibt. Diese Operation stimmt
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gerade mit der Operation von P ′(∞,HL˜) auf T1 u¨berein.
Der Rest ist nun klar. Die Operation von P ′′(∞,HL˜) = P ′′(∞, H˜L˜) liefert
keine weiteren Identiﬁkationen auf P ′′(∞, H˜L˜)\XΣ1(∞). Es ist
P ′′(∞, H˜L˜) =

1 m 00 ε 0
0 0 ε
 ∣∣∣∣∣∣ m ∈ 2pZ, ε ∈ {±1}

und die Operation von P ′′(∞, H˜L˜) aufXΣ1(∞) ist a¨quivariant zur Operation
von
Stab(ξ1) ∩ F˜ ◦ = ±
{(±1 0
r 1
) ∣∣∣∣ r ∈ 2pZ}
auf X
ΣN˜L
(h).
✷
Satz 7.4 (i) Die Abbildung f(0,1) : K(2) → D(l(0,1),Γ◦1,p(2)) ist ein Isomor-
phismus.
(ii) Die Abbildung f(0) : PSL(2,Zp)\K(2p)→ D(l0,Γ◦1,p(2)) ist lediglich eine
Immersion.
Beweis. Die Basiskurve X(2) einer Korang-1-Randkomponente hat genau
drei Spitzen und nach Berechnung des Titsgeba¨udes T (Γ˜◦1,p(2)) liegen die
singula¨ren Fasern u¨ber den Spitzen in genau drei verschiedenen Korang-2-
Randkomponenten. Es liegt genau dann kein Isomorphismus vor, wenn es
auf den singula¨ren Faser der Kummerschen Fla¨chen noch zusa¨tzliche Identi-
ﬁkationen gibt. Dazu beachte man, daß die lokalen Umkehrabbildungen der
analytischen Abbildungen fl in Satz 7.3 analytisch außerhalb Kodimension
1 sind und somit u¨berall analytisch nach dem Riemannschen Hebbarkeits-
satz sind. Hier benutzt man, daß das Bild einer Umgebung eines Punktes
auf der singula¨ren Faser normal ist. Das ist klar, da sich die Bilder dieser
Umgebungen als Quotienten von C2 nach einer endlichen Gruppe ergeben,
so daß diese wieder normal sind. Im Fall der peripheren Randkomponente
ist die singula¨re Faser eine Konﬁguration von zwei projektiven Geraden, die
sich in einem glatten tiefsten Punkt schneiden. Auf dieser Konﬁguration
gibt es keine weiteren Identiﬁkationen. Dann folgt (i) aus der Tatsache, daß
eine bijektive Abbildung kompakter, glatter Fla¨chen schon ein Isomorphis-
mus ist. Im Fall der zentralen Randkomponente liegt deshalb nur ein lokaler
Isomorphismus vor, weil es neben der Gruppenwirkung von Stab(ξ1) ∩ F˜ ◦
nach Satz 6.17 noch weitere Identiﬁkationen auf den singula¨ren Fasern gibt.
✷
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8 Die Erweiterung Γ∗1,p(2) und die Modulform ∆
3
1
8.1 Die maximale Erweiterung Γ∗1,p von Γ
◦
1,p in Sp(Λ,R)
In [GH2] wurde eine maximale diskrete Erweiterung Γ∗1,p der Gruppe Γ◦1,p in
Sp(4,R) deﬁniert. Diese Gruppe operiert auf H2 und der Quotient Γ∗1,p\H2
besitzt eine modultheoretische Bedeutung: Dieser ist isomorph zum Modul-
raum von K3-Fla¨chen X mit Polarisierungsgrad 2p und einer zusa¨tzlichen
Bedingung an Pic(X). Eingehend wurde der Quotient in[GH2] beschrieben.
In diesem Abschnitt werden wir in natu¨rlicher Weise eine Erweiterung Γ˜∗1,p(2)
der Gruppe Γ˜◦1,p(2) konstruieren.
Zuna¨chst fassen wir die Konstruktion der Gruppe Γ∗1,p zusammen.
Fu¨r ganze Zahlen x, y ∈ Z, die die Relation xp− y = 1 erfu¨llen, betrachten
wir die Matrix
V̂p =

px −1 0 0
−yp p 0 0
0 0 p yp
0 0 1 px

und setzen
Vp =
1√
p
V̂p ∈ Sp(4,R)
Dann sieht man leicht, daß V 2p ∈ Γ◦1,p und VpΓ◦1,pVp = Γ◦1,p gilt. Die Ma-
trix Vp deﬁniert also eine Involution modulo Γ◦1,p und Γ
∗
1,p :=
〈
Γ◦1,p, Vp
〉
ist
eine normale Erweiterung von Γ◦1,p vom Index 2. Nach [K] ist eine diskrete
Erweiterung von Γ◦1,p in Sp(4,R), die Γ◦1,p als Normalteiler entha¨lt, sogar
eindeutig bestimmt.
Ist
V¯p =
1√
p

0 1 0 0
p 0 0 0
0 0 0 p
0 0 1 0
 ,
so kann die Nebenklasse VpΓ◦1,p auch in der Form
VpΓ◦1,p = V¯pΓ
◦
1,p
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geschrieben werden.
Die Matrix V¯p operiert auf H2 durch
V¯p :

H2 → H2(
τ1 τ2
τ2 τ3
)
	→
(
0
√
p−1√
p 0
)(
τ1 τ2
τ2 τ3
)(
0
√
p√
p−1 0
)
.
Es sei τ = ( τ1 τ2τ2 τ3 ) ∈ H2 ein zu der (1, p)-polarisierten abelschen Fla¨che
X = C2/L korrespondierender Punkt, wobei das Gitter L durch die Peri-
odenmatrix Ω = (E, τ) und die hermitsche Form H, die die Polarisierung
von X deﬁniert, durch (Im τ)−1 bezu¨glich der Standardbasis von C2 gegeben
ist. Die Polarisierung H deﬁniert eine Isogenie
λH :
{
X → Â = Pic◦A
x 	→ T ∗xL⊗ L−1
wobei L ein Geradenbu¨ndel ist, das die Polarisierung H repra¨sentiert und
Tx die Translation um x ist. Die Abbildung λH ha¨ngt dabei lediglich von
der Polarisierung H, jedoch nicht von der Wahl des Geradenbu¨ndels L ab.
Der Kern von λH ist (nicht kanonisch) isomorph zu Zp×Zp, so daß dies eine
Quotientenabbildung
λp : X → X/ker λH = X̂
deﬁniert. Dabei ist X̂ die zu X duale abelsche Fla¨che, die zur Periodenma-
trix
Ω′ =
(
p 0 pτ1 τ2
0 1 τ2 τ3/p
)
korrespondiert, und es gilt die Identita¨t(
0 1
1 0
)(
p 0 pτ1 τ2
0 1 τ2 τ3/p
)(
( 0 11 0 )
02
02
( 0 11 0 )
)
=
((
1 0
0 p
)
, V¯p(τ)
)
.
Insbesondere tra¨gt Â eine Polarisierung vom Typ (1, p) und die Operation
von V¯p induziert einen Morphismus
ϕ(p) :
{ A◦1,p → A◦1,p
(X,H) 	→ (X̂, Ĥ)
der einer abelsche Fla¨che ihre duale abelsche Fla¨che zuordnet.
Da wir vorzugsweise mit Untergruppen von Γ˜◦1,p arbeiten, werden wir mit
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der zu V¯p konjugierten Matrix
W˜p = RpV¯pR−1p =
1√
p

0 1 0 0
p 0 0 0
0 0 0 1
0 0 p 0

arbeiten und deﬁnieren Γ˜∗1,p :=
〈
Γ˜◦1,p, W˜p
〉
. Wir erinnern uns daran, daß
Γ˜◦1,p(2) als Kern der surjektiven Abbildung π : Γ˜
◦
1,p → Sp(4,Z2)  S6, π(M) =
M deﬁniert ist.
Lemma 8.1 Durch π(g) := π(g · W˜p) · ι fu¨r g ∈ Γ˜∗1,p\Γ˜◦1,p und
ι =
(
( 0 11 0 ) 02
02 ( 0 11 0 )
)
wird π zu einem Homomorphismus auf Γ˜∗1,p fortgesetzt.
Beweis. Es sei
π∗ :

Γ˜∗1,p → Sp(4,Z2)
g 	→
{
π(g)
π(g · W˜p) · ι
falls
g ∈ Γ˜◦1,p
g ∈ Γ˜∗1,p\Γ˜◦1,p
Zuna¨chst rechnet man nach, daß die Gleichung
ι · π∗(W˜p · g · W˜p) · ι = π∗(g) fu¨r alle g ∈ Γ˜◦1,p (∗)
erfu¨llt ist.
Es gilt na¨mlich fu¨r g =
(
A B
C D
) ∈ Γ˜◦1,p, A = (aij)1≤i,j≤2, . . . ,D = (dij)1≤i,j≤2
(Nach [HKW1, Proposition I.1.16] ist a21 ≡ b21 ≡ c21 ≡ d21 ≡ 0 (mod p))
ι · π∗(W˜p · g · W˜p) · ι = ι · π(W˜p · g · W˜p) · ι
= ι · π
(( 1
p
(
0 1
p 0
) · A · ( 0 1p 0 ) 1p ( 0 1p 0 ) ·B · ( 0 1p 0 )
1
p
(
0 1
p 0
) · C · ( 0 1p 0 ) 1p ( 0 1p 0 ) ·D · ( 0 1p 0 )
))
· ι
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= ι ·

(
a22 a21/p
pa12 a11
) (
b22 b21/p
pb12 b11
)
(
c22 c21/p
pc12 c11
) (
d22 d21/p
pd12 d11
)
 · ι
=
( 0 11 0 ) ·
(
a22 a21
a12 a11
)
· ( 0 11 0 ) ( 0 11 0 ) ·
(
b22 b21
b12 b11
)
· ( 0 11 0 )
( 0 11 0 ) ·
(
c22 c21
c12 c11
)
· ( 0 11 0 ) ( 0 11 0 ) ·
(
d22 d21
d12 d11
)
· ( 0 11 0 )

=

(
a11 a12
a21 a22
) (
b11 b12
b21 b22
)
(
c11 c12
c21 c22
) (
d11 d12
d21 d22
)

= π∗(g)
Da Γ˜◦1,p normal in Γ˜∗1,p ist und W˜ 2p = 14 gilt, ist (∗) a¨quivalent zur Gleichung
ι · π∗(W˜p · h) = π∗(h · W˜p) · ι fu¨r alle h ∈ Γ˜∗1,p\Γ˜◦1,p. (∗∗)
Es seien g ∈ Γ˜◦1,p, h1, h2 ∈ Γ˜∗1,p\Γ˜◦1,p. Dann ist
(i) π∗(g · h1) = π(g · h1 · W˜p) · ι
= π(g) · π(h1 · W˜p) · ι
= π∗(g) · π∗(h1)
(ii) π∗(h1 · g) = π(h1 · g · W˜p) · ι
= π(h1 · W˜p · W˜p · g · W˜p) · ι
= π(h1 · W˜p) · π(W˜p · g · W˜p) · ι
= π∗(h1) · ι · π(W˜p · g · W˜p) · ι
(∗)
= π∗(h1) · π∗(g)
(iii) π∗(h1 · h2) = π∗(h1 · W˜p · W˜p · h2)
= π∗(h1 · W˜p) · π∗(W˜p · h2)
= π∗(h1) · ι · π∗(W˜p · h2)
(∗∗)
= π∗(h1) · π∗(h2 · W˜p) · ι
= π∗(h1) · π∗(h2).
✷
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Satz 8.2 Es gibt genau eine Gruppe Γ˜∗1,p(2), so daß das Diagramm
1

1

1  Γ˜◦1,p(2)

 Γ˜∗1,p(2)

 Z2  1
1  Γ˜◦1,p

 Γ˜∗1,p

 Z2  1
Sp(4,Z2)

Sp(4,Z2)

1 1
kommutiert mit exakten Zeilen und Spalten.
Beweis. Es sei ϕ ein Homomorphismus, so daß das Diagramm
Γ˜◦1,p
  
π

Γ˜∗1,p
ϕ

Sp(4,Z2) Sp(4,Z2)
kommutiert.
Wir werden zeigen, daß ϕ(W˜p) = π∗(W˜p) = ι gelten muß.
Da W˜ 2p = 14, muß insbesondere ϕ(W˜p) eine Involution in Sp(4,Z2) sein.
Daru¨berhinaus muß
ϕ(g · W˜p · g−1) = π(g) · ϕ(W˜p) · π(g)−1 (∗)
fu¨r alle g ∈ Γ˜◦1,p gelten, woraus man die Bedingung
g ∈ Zentr(W˜p, Γ˜∗1,p)⇒ π(g) ∈ Zentr(ϕ(W˜p),Sp(4,Z2))
abliest (wobei mit Zentr(x,G) der Zentralisator von x in G bezeichnet sei).
Eine elementare Rechnung liefert dann
Zentr(W˜p, Γ˜∗1,p) =
〈{
g ∈ Γ˜◦1,p
∣∣∣ g ∈ ( a a′ b b′pa′ a pb′ bc c′ d d′
pc′ c pd′ d
)}
, W˜p
〉
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mit a, a′, . . . , d, d′ ∈ Z.
Insbesondere sind
h1 =

1 0 0 1
0 1 p 0
0 0 1 0
0 0 0 1
 und h2 =

1 0 0 0
0 1 0 0
0 1 1 0
p 0 0 1

aus Zentr(W˜p, Γ˜∗1,p).
Da nun
π(h1) =

1 0 0 1
0 1 1 0
0 0 1 0
0 0 0 1

aus Zentr(ϕ(W˜p),Sp(4,Z2) sein muß, folgt fu¨r ϕ(W˜p)) =
(
A B
C D
)
, daß
C = 02 sein. Genauso argumentiert man mit π(h2), daß notwendigerweise
B = 02 sein muß.
Da ϕ(W˜p) eine Involution in Sp(4,Z2) sein muß, kommen fu¨r A,D nur die
Involutionen {12, ( 0 11 0 ) , ( 1 10 1 ) , ( 1 01 1 )} in SL(2,Z2) in Frage.
Unter Ausnutzung von (∗) sind man leicht, daß A = D = ( 0 11 0 ) sein muß:
Wa¨re etwa A = 12 (und damit D = 12), so mu¨ßte π(W˜p ·h · W˜p) = π(h) fu¨r
alle h ∈ Γ˜◦1,p gelten, was fu¨r die Matrix
h =

1 1 0 0
0 1 0 0
0 0 1 0
0 0 p 0

zum Widerspruch fu¨hrt. Den Fall A = ( 1 10 1 ) (bzw. A = (
1 0
1 1 )) fu¨hrt man
analog mit der Matrix 
1 0 0 0
p 1 0 0
0 0 1 1
0 0 0 1

(bzw. mit h) zum Widerspruch.
Damit kommt lediglich die Gruppe Γ˜∗1,p(2) = ker(π∗) in Frage.
✷
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Der Kern ker(π∗) wird von Γ˜◦1,p(2) und κ˜p mit κ˜p = W˜p · g und g ∈ Γ˜◦1,p,
π∗(g) = ι erzeugt. Natu¨rlich giltG =
〈
Γ˜◦1,p(2), W˜p · g1
〉
=
〈
Γ˜◦1,p(2), W˜p · g2
〉
fu¨r g1, g2 ∈ Γ˜◦1,p mit π∗(g1) = π∗(g2) = ι, so daß wir
κ˜p = W˜p ·

p− 1 2− p 0 0
p 1− p 0 0
0 0 p− 1 1
0 0 p(2− p) 1− p

= 1√p V˜p, V˜p =

p 1− p 0 0
p(p− 1) p(2− p) 0 0
0 0 p(2− p) 1− p
0 0 p(p− 1) p

wa¨hlen ko¨nnen.
8.2 Die Modulform ∆31
In [GN] wurde gezeigt, daß
∆1(τ) = q1/6r1/2s1/2
∏
n≥0,m≥0,l∈Z
(l<0 fallsn=m=0)
(1− qnrls3m)f(nm,l)
mit q = e2πiτ1 , r = e2πτ2 , s = e2πiτ3 und∑
n≥0,l f(n, l)q
nrl =
r−1
(∏
n≥1(1 + q
n−1r)(1 + qnr−1)(1− q2n−1r2)(1− q2n−1r−2)
)2
eine Spitzenform vom Gewicht 1 bezu¨glich Γ◦1,3 mit einem Charakter χ6 der
Ordnung 6 ist. Nach [GH2] ist ∆31 eine Spitzenform bezu¨glich Γ∗1,3 mit einem
Charakter χ(2,−) der Ordnung 2, der auf V¯3 den Wert −1 annimmt. Der
Charakter χ(2,−)|Γ◦1,3 ergibt sich nach [GH2, Theorem 2.1] aus dem Diagramm
1  Γ◦1,3(2)  Γ
◦
1,3
π 
χ(2,−)




Sp(4,Z2)  S6 
sgn

1
{±1}
Betrachte die Erweiterung Γ∗1,3(2) =
〈
Γ◦1,3(2), R
−1
3 · κ˜3 ·R3
〉
. Aus dem obigen
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Diagramm lesen wir χ(2,−)|Γ◦1,3(2) ≡ 1 ab. Es ist R−13 · κ˜3 ·R3 = V¯3 · g mit
g =

2 −1 0 0
3 −2 0 0
0 0 2 3
0 0 −1 −2
 ∈ Γ◦1,3.
Weiter haben wir π(g) = ι und nach der Berechnung auf Seite 11 ist sgn(ι) =
−1. Damit ist also
χ(2,−)(R−13 · κ˜3 ·R3) = χ(2,−)(V¯3) · χ(2,−)(g)
= −1 · sgn(ι)
= 1.
Satz 8.3 Es sei S3(Γ∗1,3(2)) der Vektorraum der Spitzenformen vom Gewicht
3 bezu¨glich Γ∗1,3(2). Dann gilt
S3(Γ∗1,3(2)) = C ·∆31.
Beweis. Nach den obigen Berechnungen ist ∆31 ∈ S3(Γ∗1,3(2)). Die Aussage
folgt, da nach [BN] Γ∗1,3(2)\H2 birational a¨quivalent zu einer Calabi-Yau
Varieta¨t ist.
✷
8.3 Eine Verfeinerung des Legendre-Fa¨chers im Fall p = 3
Bei der Untersuchung der Korang-2-Randkomponenten haben wir schon dar-
auf hingewiesen, daß jeder P1 in C◦ von Paaren (a, b), (c, d) inM(1) mit der
Eigenschaft det(a, b, c, d) = ±1 bestimmt ist.
Ist etwa ein P1 in C◦ durch die Paare (a, b), (c, d) mit a #≡ 0 (mod p) und
c #≡ 0 (mod p) bestimmt (diese projektive Gerade ist ein cc-P1), so wird
diese unter κ˜p auf Paare (a′, b′), (c′, d′) mit a′ ≡ b′ ≡ 0 (mod p) abgebil-
det, die natu¨rlich nicht die zusa¨tzliche Determinanteneigenschaft erfu¨llen
ko¨nnen. In diesem Sinn ist die Legendre-Zerlegung nicht fu¨r eine toroidale
Kompaktiﬁzierung geeignet. Das Ziel ist, eine minimale Verfeinerung des
Legendre-Fa¨chers anzugeben, so daß die Gruppe Γ˜∗1,p(2) auf dieser Verfeine-
rung operiert.
Als direkte Konsequenz aus den Berechnungen in Satz 3.9 ergibt sich zuna¨chst:
Hilfssatz 8.4 Fu¨r l = l0, l(0,1) ist P (l, Γ˜∗1,p(2)) = P (l, Γ˜◦1,p(2))
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In Kapitel 5 haben wir das Gitter P ′(h, Γ˜◦1,p(2)) mit N˜ und die Faktorgruppe
P ′′(h, Γ˜◦1,p(2)) durch die Projektion
P (h, Γ˜◦1,p(2)) → GL(2,Z)(
E
t
Q−1E−1 02
02 Q
)(
12 S
02 12
)
	→ Q
mit F˜ ◦ =
{
Q ∈ GL(2,Z) | Q− 12 ∈
(
2Z 2Z
2pZ 2Z
)}
identiﬁziert. Erweitern wir
diese Projektion auf P (h, Γ˜∗1,p(2)), so ergibt sich eine Identiﬁkation von
P ′′(h, Γ˜∗1,p(2)) mit
GL(2,R) ⊃ < F˜ ◦, Ip >, Ip = 1√
p
(
p(2− p) 1− p
p(p− 1) p
)
Um den kombinatorischen Aufwand im angemesenen Rahmen zu halten,
werden wir uns im weiteren Verlauf auf den Fall p = 3 beschra¨nken, der ja
wie in der Einleitung schon erwa¨hnt wurde, von besonderem Interesse ist,
weil er im Zusammenhang mit der Barth-Nieto Quintik steht.
Im Fall p = 3 haben wir also die Matrix I3 = 1√3
(−3 −2
6 3
)
, die auf dem Gitter
N˜ Z-linear durch
I3 :

N˜1 	→ 3 · N˜1 + 2 · N˜2 + 4 · N˜3
N˜2 	→ −12 · N˜1 − 7 · N˜2 − 12 · N˜3
N˜3 	→ 4 · N˜1 + 2 · N˜2 + 3 · N˜3
operiert.
Betrachte die folgende Konﬁguration X von Kegeln in Sym(2,R):
( 1 11 1 )
( 9 33 1 )
( 4 22 1 ) (
1 0
0 0 )
( 0 00 1 )(
9 6
6 4 )
σ1
σ2
σ0σ˜
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Es sei folgender skrp. Kegel in Sym(2,R) deﬁniert:
σ̂ := R≥0
(
9 6
6 4
)
+ R≥0
(
0 0
0 1
)
+ R≥0
(
9 3
3 1
)
Wir betrachten folgende Menge von skrp. Kegel in Sym(2,R):
Y := σ˜ ∩ σ̂ ∪ ⋃
i=1,2,3
σi ∩ σ̂
und werden die Kegel wie in Abbildung 8 bezeichnen.
( 1 11 1 )
( 9 33 1 )
( 4 22 1 ) (
1 0
0 0 )
( 0 00 1 )(
9 6
6 4 )
( 6 44 3 ) (
3 2
2 2 )
( 9 44 2 ) (
6 2
2 1 )
( 9 55 3 ) (
3 1
1 1 )σ
4
1
σ22
σ˜2 σ20
σ˜1 σ11 σ
1
0
σ12 σ
3
2
σ21 σ
3
1
σ˜3 σ30
Abbildung 8: Eine Verfeinerung der Konﬁguration X
Satz 8.5 Fu¨r den Fall p = 3 ist die Menge der skrp. Kegel
Σ˜N˜L :=
{
τ | τ = f(σ) oder τ ≺ f(σ) fu¨r ein f ∈ < F˜ ◦, I3 > und σ ∈ Y
}
eine Verfeinerung des Legendre-Fa¨chers, auf der
〈
F˜ ◦, I3
〉
operiert.
Beweis. Nach Satz 3.23 ist jeder Kegel im Legendre-Fa¨cher F˜ ◦-a¨quivalent
zu genau einem Kegel in der Konﬁguration X . Fu¨r die dreidimensionalen
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Kegel ist das wegen Satz 3.24 klar. Im Fall der zweidimensionalen Kegel
haben wir
2-dim. Kegel g(ξ13) in X g =
(
a b
c d
)
cd−1 (mod 3)
(
a b
c d
)
R≥0 ( 1 00 0 ) + R≥0 (
0 0
0 1 ) (
1 0
0 1 ) 0 (
1 0
0 1 )
R≥0 ( 4 22 1 ) + R≥0 (
9 6
6 4 )
(−2 1
3 −2
)
0 ( 0 11 0 )
R≥0 ( 1 11 1 ) + R≥0 (
9 6
6 4 )
(−2 −1
3 1
)
0 ( 0 11 1 )
R≥0 ( 1 00 0 ) + R≥0 (
9 3
3 1 )
(
1 0−3 1
)
0 ( 1 01 1 )
R≥0 ( 0 00 1 ) + R≥0 (
1 1
1 1 )
(
1 −1
0 1
)
0 ( 1 10 1 )
R≥0 ( 4 22 1 ) + R≥0 (
9 3
3 1 )
(
1 −1
−3 2
)
0 ( 1 11 0 )
R≥0 ( 1 11 1 ) + R≥0 (
4 2
2 1 )
(
1 −1
−1 2
)
1 ( 1 11 0 )
R≥0 ( 1 00 0 ) + R≥0 (
4 2
2 1 )
(
1 0−2 1
)
1 ( 1 00 1 )
R≥0 ( 1 00 0 ) + R≥0 (
1 1
1 1 )
(
1 0−1 1
)
2 ( 1 01 1 )
und nach Satz 3.23 (ii) bilden diese ein vollsta¨ndiges Repra¨sentantensystem
der Kegel im Legendre-Fa¨cher bezu¨glich der Operation von F˜ ◦. Im Fall der
eindimensionalen Strahlen argumentiert man analog mit Satz 3.23 (iii).
Da
〈
F˜ ◦, I3
〉
eine normale Erweiterung von F˜ ◦ ist, reicht es daher aus zu
zeigen, daß I3 auf Y operiert, was leicht zu zeigen ist.
Die Operation von I3 fu¨hrt auf der Menge der Strahlen in Y zu den Identi-
ﬁkationen :
R≥0
(
1 1
1 1
)
↔ R≥0
(
9 3
3 1
)
R≥0
(
0 0
0 1
)
↔ R≥0
(
4 2
2 1
)
R≥0
(
1 0
0 0
)
↔ R≥0
(
9 6
6 4
)
R≥0
(
6 4
4 3
)
↔ R≥0
(
6 2
2 1
)
R≥0
(
9 5
5 3
)
↔ R≥0
(
3 1
1 1
)
R≥0
(
9 4
4 2
)
↔ R≥0
(
3 2
2 2
)
Diese Operation auf den Strahlen in Y induziert eine Operation auf den zwei-
und dreidimensionalen Kegeln, die man sich als ’’diametrale ‘‘Identiﬁkationen
der Kegel in Y vorstellen kann. Fu¨r die dreidimensionalen Kegel in Y etwa
ergeben sich die Identiﬁkationen:
σ11 ↔ σ22
σ10 ↔ σ12
σ20 ↔ σ21
σ30 ↔ σ˜3
114
σ31 ↔ σ˜2
σ32 ↔ σ˜1
σ41 ↔ σ41
✷
Wir haben in Abschnitt 5 gesehen, daß lediglich der Orbit orb(σ1, N˜) zu einer
isolierten kanonischen Singularita¨t fu¨hrt. Die singula¨re Situation a¨ndert sich
aber wesentlich, wenn wir zur oben konstruierten Verfeinerung u¨bergehen.
Zuna¨chst ist klar, daß der Orbit von σ41 schon zu einer Singularita¨t fu¨hrt,
da dieser Kegel nicht simplizial ist. Aber auch die Punkte, die zu den drei-
dimensionalen Kegeln in Y korrespondieren, fu¨hren zu Singularita¨ten, die
insbesondere nicht isoliert sind. Da die Berechnungen des Typs der Singu-
larita¨ten a¨hnlich sind, werden wir lediglich den Punkt orb(σ11, N˜) genauer
untersuchen. Es ist
(σ11)
∨ ∩ M˜ ′ = Z≥0
(−2 3
3 0
)
+ Z≥0
(
0 1
1 −1
)
+ Z≥0
(
1 −3
−3 2
)
,
so daß der Torus T ′ durch
iσ11 :
{
T ′ → T ′
σ11
(t1, t2, t3) 	→ (t−21 · t32, t2 · t−13 , t1 · t−32 · t23)
eingebettet ist. Dann ist das Bild des zyklischen Erzeuger ζ = (1, 1, e
2πi
3 )
von Hom(M˜ ′/M˜,C∗) in T ′
σ11
durch ζσ11 = (1, e
2πi
3
·(−1), e
2πi
3
·2) gegeben.
Damit ist klar, daß ζσ11 nicht als Quasireﬂektion operiert, da
rg
(
diag(ζσ11 )− 13
)
= 2 > 1
ist. Wir erhalten eine nicht isolierte Singularita¨t vom Typ V 1
3
(0,1,1), also eine
Singularita¨t, die sich als zum Ursprung entsprechenden Punkt von
C× (C2/ < (x, y) 	→ (ρ · x, ρ · y) >)
mit ρ = e
2πi
3 beschreibt.
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l0, l(0,1) die Geraden Q(0, 0, 1, 0) und Q(0, 0, 0, 1) in Q
4 Kap. 3.10, S. 23
D◦(l,Γ), l = l0, l(0,1) der (oﬀene) Rand (YΣ(l)\H2)/P (l,Γ) Kap. 3.12, S. 26
ξ1, ξ2, ξ3 spezielle eindimensionale Kegel in Sym(2,R) Kap. 3.3.2, S. 27
ξ12, ξ13, ξ23 spezielle zweidimensionale Kegel in Sym(2,R) Kap. 3.3.2, S. 27
σ0 spezieller dreidimensionaler Kegel in
Sym(2,R)
Kap. 3.3.2, S. 27
ΣL der Legendre-Fa¨cher Kap. 3.14, S. 28(
A◦1,p(2)
)∗
, (A1,p(2))∗ die Igusa-Kompaktiﬁzierung von A◦1,p(2)
bzw. A1,p(2)
Kap. 3.18, S. 28
G˜◦ die Gruppe
〈
Γ0(p),
(
1 0
0 −1
)〉
Kap. 3.3.2, S. 29
F˜ ◦ Der Kern ker[G˜◦
(mod 2)−→ SL(2,Z2)] Kap. 3.3.2, S. 29
RG Menge der Rechtsnbenklassen einer Unter-
gruppe G < GL(2,Z) in GL(2,Z)
Kap. 3.3.2, S. 29
SR(X,<) simpliziale Darstellung einer teilgeordneten
Menge (X,<)
Kap. 4, S. 35
T (Γ) Das Titsgeba¨ude einer arith. Untergruppe Γ ⊂
Sp(Λ,Q)
Kap. 4, S. 35
T (Γ˜1)× T (Γ˜2) Produkt zweier Titsgeba¨ude Kap. 4, S. 35
P1,P2,P0 Mengen von Fahnen Λ-isotroper Unterra¨ume
in Q4
Kap. 4, S. 36
η Vektorraumisomorphismus Sym(2,R)→ R3 Kap. 5.12, S. 55
µ 2. symmetrische Produkt der Darstellung
g → 1
det(g)
· g−1 von GL(2,R)
Kap. 5.12, S. 55
N˜ ′, N˜ spezielle Gitter in Sym(2,R) Kap. 5.3, S. 56
F˜ ◦, F˜ Bestimmte Untergruppen der GL(2,Z), die auf
N˜ bzw. N˜ ′ operieren
Kap. 5.3, S. 56
ζ Erzeuger von Hom(M ′/M,C∗) vom Index p Kap. 5.3, S. 58
ζg(σ) Bild von ζ im aﬃnen Torus Tg(σ) Kap. 5.3, S. 60
C Konﬁguration von projektiven Geraden in
T ′
ΣN˜
′
L
Kap. 6.1, S. 66
C◦ Konﬁguration von projektiven Geraden in
T ′
ΣN˜
L
Kap. 6.3, S. 89
H die zyklische Gruppe Z∗p/ {±1} Kap. 6.3, S. 89
f◦(0,1), f◦0 Einbettungen K◦(2) ↪→
(
A◦1,p(2)
)∗
Kap. 7.3, S. 98
f(0,1), f0 analytische Fortsetzungen von f◦(0,1), f◦0 Kap. 7.3, S. 98
Γ∗1,p diskrete Erweiterung der Gruppe Γ
◦
1,p Kap. 8.1, S. 103
Vp, V¯p spezielle Involution in Sp(4,R) Kap. 8.1, S. 103
W˜p zu V¯p konjugierte Matrix RpV¯pR
−1
p in
Sp(Λ,R)
Kap. 8.1, S. 105
Γ˜∗1,p die Gruppe
〈
Γ˜◦1,p, W˜p
〉
Kap. 8.1, S. 105
π∗ Homomorphismus Γ˜∗1,p → Sp(4,Z2) Kap. 8.1, S. 105
Γ˜∗1,p(2) der Kern von π
∗ Kap. 8.1, S. 108
∆1 Spitzenform vom Gewicht 1 bzgl. Γ◦1,3 Kap. 8.2, S. 109
χ6 Charakter der Ordnung 6 Kap. 8.2, S. 109
χ(2,−) Charakter der Ordnung 2 Kap. 8.2, S. 109
Ip Die Matrix
1√
p
(
p(2−p) 1−p
p(p−1) p
)
in GL(2,R) Kap. 8.3, S. 111
X eine Konﬁguration von Kegeln in Sym(2,R) Kap. 8.3, S. 111
Y eine Verfeinerung von X Kap. 8.3, S. 112
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