Imagery edges occur naturally in human visual systems as a consequence of redundancy reduction towards
a brief math review of such an Independent Component Analysis (ICA) or Blind Source Separation (BSS) of edge maps, we explore the de-mixing condition for more than two imagery objects recognizable by an intelligent pair of cameras with memory in a time-multiplex fashion.
We assume that during the first look the system has enough time to have two cameras pointed, triangulated, for instance, focused on the girlG standing in the shadow of a tree_T hidden with birds_B. Mathematically these objects whereas the other has a blurred y2 and is therefore replenished by the previous de-mixed image (T+eB), provided that each camera processes its own memory update rule.
We consider channel communication application that we can efficiently mix four images using matrices [A0] and [A1] to send through two channels.
Principle of Orthogonality and Sparseness
The visual cortical feature detectors might be the end result of a Redundancy Reduction Process (RRP) [1, 2] , in which the activation of each feature detector is supported to be as statistically independent from the others as possible. Such as 'factorial code (of joint probability density)' potentially involves independencies of all orders, but most studies [3, 4] have used only the second-order statistics required for decorrelating the outputs of a set of feature detectors. Field [5] has observed that the early-unsupervised learning algorithms are mainly based on the second-order statistics. Recently, Bell and Sejnowski [8] [9] [10] at Salk Institute have derived from the first principle of unsupervised ICA the sparse edge map, a typical characteristics in early vision as discovered in cat's eyes by the Hubel and Wiesel [5.12] . This may be considered one of major milestones from the information-theoretical viewpoint. The first principle of ICA may have several forms, e.g. absolute entropy versus mutual entropy. Neg-entropy--the distance from the normality, Edgeworth versus Gram-Charlier expansions (of pdf in terms of moments) which are related to the maximum Shannon entropy H(u). The essential portion related to the change of weight matrix is equivalent in achieving the redundancy reduction toward independent components which gives rise naturally to a sparse orthogonal edge map (unfortunately only at one wavelet resolution). The ANN unsupervised learning changes the ANN weight matrix to sieve or squeeze anything useful (higher order correlation information) from the input sequence until the outputs are left with (nothing but maximum entropy) redundant garbage or noise. This strategy is on the contrary to the supervised one because in a truly unsupervised learning we cannot assume any output goal but the garbage-output for information-input. Amari [13, 14] et. a! have further contributed to the speedup of learning by suggesting a natural gradient descent, rather than the original entropy gradient involving a non-local weight matrix inversion.
One of the remote sensing applications is to use the satellite, Landsat, to oversee the earth resource management, such as the deforestation of Amazon, the The traditional methodology is based on the lookup table that each object s, may be associated with the radiation distribution spectrum a which could be in practice calibrated in the laboratory. 
Similarly, one of the limitation of Blind Source
Separation by Unsupervised Learning is that the number of input cameras for the measurement data must be known ahead of time to be greater or equal to the contributing sources, which are in principle unknown to begin with. On the other hand in a biological visual system. two-eye sensors are sufficient to separate more than two image sources. The difference shows that despite ofthe success the current unsupervised learning is till in the infancy and the power of smart memory of two eyes that can pay attention to different directions in order to check out several different image sources.
Sensors for 2 Sources at Constant [Al
Consider the case of 2 sensors for 2 sources, basic geometry can be shown in the following in equation (1), and the block diagram is plotted in Fig. 2 .
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Fig. 2. Block diagram of two sensors for two sources
The measured data is written as in equation (2), and the learning weight, 9, can be re-formatted as in equation (3) . It can be shown that the output, ut) of Fig. 2 is theoretically invertable expressed in equation (4). Knowing O, (not blind) theroretically invertable at weights 0= 0,:
1(t) = 1s1(t) = [A]1(t)
However, in practice note that K(u) K(s1) + cos(Oj-0,)K(s2) is still a variable because of two sources involvement. Unknown 6 (blind) if it happens at the killing angles, 0 = 0 + id2 then Eq. 3 gives cosfrcl2)0 and u6(t)=sin(02-0j)s2(t). This happens at extreemum Kurtosis K(u9(t))sin(02-81)4K(s2(t)) such a blind de-mixing (3) (4) employs the killing-principle of eleimination shown as follows.
Fig. 5. Illustration of two mixed inputs and one de-mixed output by the killing weight vector k(01 -itI2)
The simulation results of two sources and one mixed data is plotted in space of the weight, 0, shown in Fig. 3 , and their Kurtosis is displayed in Fig. 4 
Demo. in ICA: 3 sources with 2 sensors
Now we will demonstrate why two sensors can NOT demix 3-source-basic geometry in Eq (5) and the block diagram is plotted in Fig. 6 . From Eq (6), it can be observed that it is theoretically non-invertable since the matrix is singular, i. e. the determinant of the matrix vanishes and the set of three linear equations is dependent. u (t) = cos( -0 )s (t) (6) Kurtosis maximum happens at one of unknown mixed angles, say 01±it/2, where one set of sources s1(t) vanishes from the mixed data .(t) and then the remainder two sources are linearly DEPENDENT and can NOT be 
Piecewise Constant Mixing Matrix
Since N sources must require at least N measurements according to the determinant of N equations for linear independence proven similar to Eq. (6), we explore the conditions to circumvent the restriction. We seek after the HVS for clues, since two eyes can obviously perceive several more objects. On the other hand, we are aware that the HVS is quite complicate. We have (i) left-eye-versusright-eye dominance or vice versus, (ii) attentive and preattentive vision, (iii) have with unbalanced focus with imperfect eyesight, and (iv) the most complicate of all we have endowed with a powerful cortex-l7 associative memory. How can we delineate the realistic cause and effect (i-iv), so that we can design a simplest possible ANN to support a pair of smarter sensors?
An instantaneous refreshing memory is utilized with two-sensor-ANN Eq(3) Fig. 10 , which must be able to We assume one sensor to be dominating over the other in the sense of giving the choice of 2 sensors, similar to HVS eyesight dominance (i) and (iii). We consider a scene that a beach girl, G, is standing in the shadow of a tree, T, hidden with two birds, B. These three objects are mixed in 2 cameras with 2x2-matrix [A0] such as: (x1,x2)T=[A0](G, T+eB)T without the detection of birds hidden quietly in the tree indicated by a small order of magnitude 0(c). The first look pays attention at the person without being conscious of the birds hidden in the tree shown in Fig. 11 . The unsupervised ANN has successfully found the two killing erson froni memory while the tiee mixture is left on the other sub-dominate memory screen shown in Fig. 12 uddenlv. the birds begin to sing and that has prompted the smart sensor looking for birds hidden in the tree. l)Lie to the mechanical difficulty of double focus requirement of simultaneously triangulation. onk the dominant sensor is guided to quickly point, focus, and pick up the nes input of bird-tree scene to replace the girl image Ihe sluggish focus response of the sub-dominate sensor acquire a not-quite-in-focus and blurred image of birds. which is smart enough to replace itself with the previous1 dc-mixed memory of tree scene shown in Fig. 13 . The ne input together with early de-nuxed impression y' can he utilited to dc-mix the birds and the tree. \Vc shos mathematically that two different mixture (x1. x due to luau ix Al mixing sources (U. v',, which is a combination of I and [3 different from the second look y defined as follos .-\ quick response calls for a second look with independent pointing and focusing systems and some working memory.
Summary
We have provided an elementary mathematical review of ICA limited by the measurement of two sensors. Then, we have explored several possible real world applications in terms of such artificial visual systems. Simulations of ICA are given to support designs of those real world applications based on two intelligent image/video sensors augmented
