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Abstract
The asymmetric travelling salesman problem with replenishment arcs (RATSP), arising from work related to aircraft routing, is
a generalisation of the well-known ATSP. In this paper, we introduce a polynomial size mixed-integer linear programming (MILP)
formulation for the RATSP, and improve an existing exponential size ILP formulation of Zhu [The aircraft rotation problem, Ph.D.
Thesis, Georgia Institute of Technology, Atlanta, 1994] by proposing two classes of stronger cuts. We present results that under
certain conditions, these two classes of stronger cuts are facet-deﬁning for the RATS polytope, and that ATSP facets can be lifted,
to give RATSP facets. We implement our polyhedral ﬁndings and develop a Lagrangean relaxation (LR)-based branch-and-bound
(BNB) algorithm for the RATSP, and compare this method with solving the polynomial size formulation using ILOG Cplex 9.0,
using both randomly generated problems and aircraft routing problems. Finally we compare our methods with the existing method
of Boland et al. [The asymmetric traveling salesman problem with replenishment arcs, European J. Oper. Res. 123 (2000) 408–427].
It turns out that both of our methods are much faster than that of Boland et al. [The asymmetric traveling salesman problem with
replenishment arcs, European J. Oper. Res. 123 (2000) 408–427], and that the LR-based BNB method is more efﬁcient for problems
that resemble the aircraft rotation problems.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The asymmetric travelling salesman problem with replenishment arcs (RATSP) is a generalisation of the well-known
asymmetric travelling salesman problem (ATSP). The problem was introduced by Boland et al. in [6] and arose in the
context of airline planning (see, for example, [5]). Given a digraphG=(V ,A)with node setV, arc setA, and asymmetric
costs on the arcs c ∈ R|A|, a tour in G is deﬁned to be a sequence that starts from a node, visits each other node exactly
once, then ﬁnishes at the node where the tour is started. A solution of the RATSP, like that of the ATSP, induces a tour
in G which minimizes the total cost. However, the tour must satisfy additional constraints: the arc set A is partitioned
into replenishment arcs, denoted byR and ordinary arcs, denoted by Q=A\R, each node i ∈ V has a positive weight
wi associated with it, and there is a positive weight limit W; a feasible tour cannot accumulate more than W units of
weight before using a replenishment arc. We restrict the RATSP to have at least one replenishment arc, i.e. to have
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R = ∅, and to have the sum of weights of all nodes greater than the weight limit, i.e. to have∑i∈V wi >W ; otherwise
the problem reverts to the usual ATSP. The RATSP can be represented by a weighted digraph, as deﬁned below.
Deﬁnition 1.1. Aweighted digraphG=(V ,A,W,w) is a directed graphwith node setV, arc setA partitioned according
to A = Q ∪R, for Q the set of ordinary arcs and R the set of replenishment arcs, with Q ∩R = ∅, weights on nodes
w ∈Z|V |+ , weight limit W ∈Z+, where Wwi for all i ∈ V , and Wwi + wj for all (i, j) ∈ Q.
Note that Deﬁnition 1.1 does not restrict Q, since no ordinary arc (i, j) ∈ Q with wi +wj >W can possibly be used
in any feasible solution.
RATSP can be used to model the aircraft rotation problems (ARP) discussed in [5]. The ARP is to sequence a set
of ﬂight legs, subject to the satisfaction of maintenance requirements, and to maximize the proﬁt from linking the
ﬂight legs. In the RATSP model, nodes represent ﬂights, arcs represent aircraft connections, weights represent ﬂying
times and replenishment arcs indicate connections occurring at a maintenance port with sufﬁcient time (or facility)
available to perform maintenance. Aside from the ARP, the RATSP could also be used to model some forms of the
black and white travelling salesman problem (BWTSP) (see, for example, Bourgeois et al. [7] and Ghiani et al. [25]),
and some forms of the asymmetric capacitated vehicle routing problem (ACVRP) (see, for example [40]). In fact, the
latter can be viewed as a special case of the RATSP if the ﬂeet size constraint is absent. In this paper, we are interested
in solving problems that naturally take the form of an RATSP, and in developing an exact algorithm that exploits its
natural structure.
1.1. Previous work and related research
There has been little previous work on the RATSP. Boland et al. in [6] present a formulation with an exponential
number of variables and constraints, and propose a branch-and-price-and-cut method. They experimented on randomly
generated RATSPs very similar to those we report on in Section 4, and some ARPs with up to 190 nodes and 6244
arcs. The RATSP instances tested has only 36 nodes. The method of [6] solved problems with low arc density, or with a
high proportion of replenishment arcs, however solution times are often long considering the size of the problems. For
all problems solved to optimality, the number of branch-and-bound (BNB) nodes required is small, however the time
taken to solve the linear programs with the cut and column generation method is large, since the column generation
subproblems are themselves NP hard. This motivated our Lagrangean relaxation (LR)-based BNB algorithm. The LR
subproblems are assignment problems (AP) that can be solved in O(n2) time and that returns natural integer solutions,
and because of this, the separation of the rest of constraints becomes trivial. In our experiments with the LR-based BNB
algorithm, we solved much larger problems: RATSP instances with up to 100 nodes, and ARPs with up to 519 nodes
and up to 42 732 arcs. Our methods are particularly efﬁcient when solving problems that were considered difﬁcult in
[6]: those with high arc density and/or low proportion of replenishment arcs.
In heuristic methods, Mak and Boland [33] proposed: (1) a simulated annealing (SA) algorithm and (2) a LR
heuristics. The Lagrangean dual problems are solved by a truncated subgradient optimisation method. These methods
were tested in [33] on problems similar to those used in [6], and were found to take much less time to yield upper and
lower bounds with a gap of less than 3%. The SA algorithm performed particularly well: it found optimal solutions in
a third of the problem instances tested, and gaps were below 2.4% in all instances.
In the context of the ARP, Zhu [42] (see also [11]) develops an integer linear programming (ILP) formulation based
on the DFJ-formulation [13] for the ATSP and presents three solution techniques: (1) an LR heuristic with bounds
obtained by solving a LD problem with a scaled, partial subgradient optimisation method; (2) a BNB algorithm using
bounds obtained by solving an AP relaxation at each node of the BNB tree; and (3) a local search heuristic [42] only
tested 11 ARPs. The work of Barnhart et al. in [5] on ARPs does not add anything to the conclusions of Boland et al. in
[6] with respect to the RATSP, but does provide insight into the performance of methods on problems having aircraft
rotation special structure.
There is of course a great deal of work available on closely related problems, such as the ATSP. It would appear that
the most computationally successful methods for solving the ATSP to date are branch-and-cut (BNC) method of [20] in
the case that the AP relaxation does not provide a tight bound on the problem, and the AP relaxation based BNB method
of [9], otherwise. With the ATSP, it is well known that the separation of the subtour elimination constraint, commonly
referred to as SEC, (see [13]), with fractional solutions, can be performed in polynomial time. For the RATSPs, however,
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to the best of our knowledge, there is no polynomial-time separation algorithm for the replenishment constraints with
fractional solutions.
We now focus our discussion on methods which are relevant to our work. As the lower bound is the most signiﬁcant
feature that deﬁnes a BNB method, there is a rich literature in lower bounding procedures within a BNB framework
for the ATSP-family problems. There exists LR methods that attempt to improve the bound by at least partially solving
the corresponding LD problem. The most commonly used relaxation is the AP relaxation. The AP relaxation has been
widely used, for example, in [3,9,10,36,39], undoubtedly due to the efﬁciency with which it can be solved. Balas and
Christoﬁdes [3], for example, develop an LR approach by dualising the subtour elimination constraints, and partially
solve the resulting LD problem with a one-step coordinatewise restricted heuristic method. Their method is quite
conservative, and favours terminating the Lagrangean procedure very early, taking only one “step” for each coordinate
towards the Lagrangean dual solution. Smith [38] uses an 1-Arborescence relaxation (1-SAP), in which the out-degree
constraints are relaxed, and develops a Lagrangean method based on this relaxation to provide lower bounds for a BNB
method, but numerical results in [39] and [38] show that the resulting lower bounds, despite needing signiﬁcantly more
time to compute, are only marginally better than simple AP relaxation lower bounds.
Fischetti and Toth [19] devote much more computational effort to improving the AP relaxation bound, with a fairly
complex additive bounding procedure, which computes a sequence of non-decreasing lower bounds by solving a
different relaxation of the ATSP at each iteration with costs given by the residual cost from the previous iteration. Gutin
and Punnen [27] provides a very good general exposition on algorithms for ATSP and its variations. In the context
of VRP-family problems, Fisher [22] proposes a Lagrangean procedure with subgradient relaxation, based on a k-tree
relaxation. Escudero et al. [17] work on the sequential ordering with precedence constraints. Recently, Bard et al. [4]
and Fukasawa et al. [23] propose a BNC type methods for the VRPTW and the CVRP, respectively.
Other works that are not directly related to this paper include: the BNC methods that are successfully applied
in ATSP with time windows (see [2]) and VRP-family problems (see [4]); and the column generation approaches
with impressive results in, for example, Desrosiers et al. [16,14], Kohl et al. [29], Butt and Ryan [8], and Kohl and
Madsen [30].
1.2. Contribution and outline of this paper
The contribution of this paper is threefold. Firstly, we propose two classes of strong constraints in Section 2 and
show their validity. These constraints are facet-deﬁning for the RATS polytope, under appropriate conditions.
Secondly, in obtaining LR lower bounds with exponentially many constraints relaxed, a common practice is to
dualise only the violated constraints. As a consequence, the “full” subgradient is not available. However, in using a
Polyak-like step size [37], a full subgradient is required for the calculation of the step size, otherwise convergence
properties cannot be guaranteed by Polyak’s proof. This paper demonstrates how to obtain a convergent subgradient
optimisation method using a Polyak-like step size, even with a truncated subgradient. Although [31] provides a proof in
the context of optimising general linearly constrained non-smooth convex afﬁne functions, Mak [32] provides a direct
and compact proof in the context described.
Thirdly, in Section 3, we implement the strong cuts, via LR, embedded in a BNB algorithm based on the resulting
lower bound. We develop an adaptive method for deciding how much effort to expend in the former activity. We also
develop a polynomial size MILP formulation for the RATSP, similar to the MTZ-formulation [34], with constraints
lifted after the fashion of Desrochers and Laporte [15]. The effectiveness of this formulation, solved using ILOG Cplex
9.0 [12], is compared numerically with the LR-based BNB method in Section 4. We also conduct extensive numerical
experiments to compare our proposed methods with the existing exact algorithm of Boland et al. on both randomly
generated problem instances and airline problems.
2. Problem formulations
In this section, we propose two integer programming formulations.
2.1. The polynomial size formulation
Our polynomial size formulation is based on the MTZ formulation for the ATSP [34] and extensions to it are
developed by Desrochers and Laporte [15]. We deﬁne xij ∈ {0, 1} for all (i, j) ∈ A, to be the decision variables where
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xij = 1 if arc (i, j) is used in the solution, and xij = 0 otherwise. The full polynomial size formulation for the RATSP,
denoted by (RATSP-p) is given as below. For convenience of presentation, we deﬁne ↔A={(i, j) ∈ A : (j, i) ∈ A} and↔
Q={(i, j) ∈ Q : (j, i) ∈ Q}.
min
∑
(i,j)∈A
cij xij
s.t.
∑
j∈+(i)
xij = 1, ∀i = 1, . . . , n, (1)
∑
j∈−(i)
xji = 1, ∀i = 1, . . . , n, (2)
(RATSP-p) ui − uj + (n − 1)xij + (n − 3)xjin − 2, ∀(i, j) ∈
↔
A, i, j = 1, (3)
ui − uj + (n − 1)xij n − 2, ∀(i, j) ∈ A\
↔
A, i, j = 1, (4)
tj − ti + Wxij + (W − wj − wi)xjiW − wj , ∀(i, j) ∈
↔
Q , (5)
tj − ti + Wxij W − wj , ∀(i, j) ∈ Q\
↔
Q , (6)
0 tiW − wi, ∀i ∈ V , (7)
ui0, ∀i ∈ V ,
xij ∈ {0, 1}, ∀(i, j) ∈ A.
Constraints (3) and (4) are subtour eliminations inequalities (see [34]). To guarantee that weight limit restriction is
observed, we use ti , for i ∈ V , to represent the weight quota remaining after visiting node i. If xij =1, then tj = ti −wi .
Hence we get (6), and by lifting in variable xji , we get (5).
2.2. The exponential size formulation
Zhu [42] (see also [11]) introduced an exponential size formulation, (an extension of the DFJ formulation [13] for
the ATSP), in the context of ARP. We ﬁrst introduce some deﬁnitions and provide a glossary of notation used in this
paper. Then we introduce the replenishment constraints proposed by Zhu and present our lifted constraints. We deﬁne
w(S)=∑i∈Swi for all S ⊆ V ; and deﬁne: +A(U)= {(i, j) ∈ A | i ∈ U, j /∈U}, −A(U)= {(i, j) ∈ A | i /∈U, j ∈ U},
and (U1, U2) = {(i, j) ∈ A | i ∈ U1, j ∈ U2} for any U ⊆ V .
Deﬁnition 2.1. A set of nodesL ⊂ V is deﬁned to be a minimal violation set if w(L)>W and w(L\{l})W for
any l ∈L.
Deﬁnition 2.2. A path p = (i1, . . . , ik) is a minimal violation path if (1) it is an ordinary path (i.e. used only ordinary
arcs); (2) its weight violates the weight limit, i.e. w(V (p))>W ; and (3) excluding the ﬁrst or the last node on the path
is enough to satisfy the weight limit, i.e. w(V (p)\{i1})W , and w(V (p)\{ik})W .
We use MG to denote the set of all minimal violation paths in G. Note that if p is an ordinary path with V (p) a
minimal violation set, then p is a minimal violation path, but the converse does not necessarily hold.
The deﬁnition below involves arc set partitions that apply to any ordinary path p = (i1, . . . , ik) ∈ G. We illustrate
these sets using the example given in Fig. 1, wherein the ordinary path (1, 2, 3, 4, 5) is a minimal weight violation path.
Deﬁnition 2.3. Given ordinary path p = (i1, . . . , ik) in G we deﬁne:
1. F(p) = ⋃k−1l=1Fil (p) as the forward arcs with respect to p, where Fil (p) = {(il, ih) ∈ A | l + 2hk} for l =
1, . . . , k − 2, and Fik−1(p) = ∅;
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Fig. 1. An example of a weighted digraph, used for illustrating notation in Deﬁnition 2.3. The weights are shown in italics against each node. The
digraph is with only ordinary arcs shown, and to have weight limit W = 15.
2. B(p) = ⋃k−1l=1Bil (p) as the backward arcs with respect to p, where Bil (p) = {(il, ih) ∈ A | 1h l − 1} for
l = 2, . . . , k − 1, and Bi1(p) = ∅;
3. (p)=(V (p)\{ik}, V \V (p)) as the escaping arcswith respect to p, so(p)=⋃k−1l=1il (p), whereil (p)={(il, j) ∈
A | j /∈V (p)} for l = 1, . . . , k − 1;
4. F˜ (p) = ⋃k−1l=1 F˜il (p) as the set of weight-valid forward arcs with respect to path p, where F˜il (p) = {(il, j) ∈
F(p) | (il, j) ∈ R or∑lb=1wib + wj W } for l = 1, . . . , k − 1, and F¯ (p) =⋃k−1l=1 F¯il (p) the set of weight-invalid
forward arcs for F¯il (p) = Fil (p)\F˜il (p); and
5. ˜(p) = ⋃k−1l=1 ˜il (p) as the set of weight-valid escaping arcs with respect to path p, where ˜il (p) = {(il, j) ∈
(p) | (il, j) ∈ R or∑lb=1wib + wj W } for l = 1, . . . , k − 1 and ¯(p) = ∪k−1l=1 ¯il (p) the set of weight-invalid
escaping arcs for ¯il (p) = il (p)\˜il (p).
We illustrate these deﬁnitions using the weighted digraph in Fig. 1, taking ordinary path p = (1, 2, 3, 4, 5), and
focussing on arcs emerging from nodes 2 and 3. We have that F˜2(p)= {(2, 4), (2, 5)}, since w1 +w2 +w4 = 12W ,
and since (2, 5) ∈ R. Also F¯2 = ∅ and F2(p) = F˜2(p). By contrast, F˜3(p) = ∅ and F3(p) = F¯3(p) = {(3, 5)} since
(3, 5) ∈ Q and w1 + w2 + w3 + w5 = 17>W . Now for all i ∈ p, i (p) = {(i, 6), (i, 7)}. For i = 2, we have that
˜2(p)=2(p) and ¯2(p)=∅, since w1 +w2 +w6 = 14W and (2, 7) ∈ R. For i = 3, we have that ˜3(p)={(3, 7)}
since w1 +w2 +w3 +w7 = 15W and ¯3(p)={(3, 6)} since (3, 6) ∈ Q and w1 +w2 +w3 +w6 = 16>W . Finally
B2(p) = {(2, 1)} and B3(p) = {(3, 2), (3, 1)}.
Note that +(il) = il (p) ∪ Fil (p) ∪ Bil (p) ∪ {(il, il+1)}, Fil (p) = F˜il (p) ∪ F¯il (p), and il (p) = ˜il (p) ∪ ¯il (p),
for each l = 1, . . . , k − 1, and that each of these is a partition.
The exponential size formulation uses x variables identical to those of the polynomial size formulation. The replen-
ishment constraints proposed by Zhu [42] require that for each minimal violation path p = (i1, . . . , ik) ∈MG, at least
one non-path arc of p must be used in any feasible solution to an RATSP:∑
a∈(p)∪F(p)∪B(p)
xa1. (8)
Observe that constraints (8) can be strengthened in two different ways:
1. the coefﬁcients corresponding to weight-invalid forward and escaping non-path arcs, and backward arcs, (i.e. F¯ (p),
¯(p), and B(p), respectively), can be “lifted” from 1 to 0, as the use of these arcs may still induce an infeasible
path, thus giving∑
a∈˜(p)∪F˜ (p)
xa1, (9)
which we refer to as the SG,p1 constraints; and
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2. if V (p)= {i1, . . . , ik} deﬁnes a minimal violation set, and we letL=V (p), then the coefﬁcients corresponding to
arcs in (L\{ik},L) ∩ Q can be “lifted” from 1 to 0, and those inL\({ik},L) ∩ Q can be “lifted” from 0 to −1,
thus giving ∑
a∈(p)∪((F (p)∪B(p))∩R)
xa1 +
∑
a∈({ik},L)∩Q
xa , (10)
which we refer to as the SG,L2 constraints. (If any arc in ({ik},L) ∩ Q is used, then two of the “escaping” arcs
will be needed to avoid weight violations.) Note that (L\{ik},L) = F(p) ∪ B(p) ∪ A(p) and A(p) ⊆ Q, so
(L\{ik},L) ∩R= (F (p) ∪ B(p)) ∩R.
The complementary form of constraint (9) is∑
a∈A(p)∪¯(p)∪F¯ (p)∪B(p)
xak − 2, (11)
and that of (10) is∑
a∈(L,L)∩Q
xa |L| − 2. (12)
In this form, it is not hard to see that (12) is similar to the replenishment constraints proposed by Boland et al. [6], and
is equivalent to the 2-path cut in the context of VRP with time windows and ATSP-TW, (see, for example [29,1]). We
now deﬁne the feasible set of the RATSP.
Deﬁnition 2.4. Given a weighted digraph G with arc set A, let TG = {x ∈ {0, 1}|A| : x induces a weight-feasible tour
on G}. The RATS polytope is deﬁned to be the convex hull of TG, denoted by conv(TG).
Proposition 2.1. Given weighted digraph G and minimal violation path p = (i1, . . . , ik) ∈ MG, SG,p1 holds for all
x ∈ TG.
Proof. We prove by contradiction: suppose there exists x ∈ TG such that (9) does not hold, that is,∑
a∈˜(p)∪F˜ (p)
xa = 0 (13)
and so
∑
a∈˜ib (p)∪F˜ib (p)xa = 0 for all b = 1, . . . , k − 1. Recall that 
+(ib) = ib (p) ∪ Bib(p) ∪ Fib (p) ∪ {(ib, ib+1)},
Fib (p) = F˜ib (p) ∪ F¯ib (p), ib (p) = ˜ib (p) ∪ ¯ib (p), and that all these are partitions. Thus we have, by (13) and by
the fact that x must induce a graph with out-degree exactly one at each node,
1 =
∑
a∈Bib (p)
xa +
∑
a∈¯ib (p)∪F¯ib (p)
xa + xib,ib+1 (14)
for all b=1, . . . , k−1. We now use mathematical induction on b to show that for all b ∈ {1, . . . , k−1}, it must be that
xib,ib+1 = 1, hence p is a weight-infeasible path, which contradicts the feasibility of x. Note that by the deﬁnition of a
weighted digraph, k3. Our inductive hypothesis H(t) for t ∈ {1, . . . , k − 1}, is that xib,ib+1 = 1 for all b = 1, . . . , t .
Step 1: We prove H(1). We have Bi1(p)= ∅ and ¯i1(p)∪ F¯i1(p)= {(i1, j) ∈ Q |wi1 +wj >W } = ∅ by deﬁnition.
Hence by (14), xi1,i2 = 1.
Step 2: Assume that the inductive hypothesis H(t) is true for some t ∈ {1, . . . , k − 2}. Now, if xit+1,j = 1 for some
(it+1, j) ∈ ¯it+1(p) ∪ F¯it+1(p), then x induces a weight-infeasible path. Consider xit+1,j = 1 for some (it+1, j) ∈
Bit+1(p), i.e. j = is for some s ∈ {1, . . . , t}. By the inductive hypothesis, xis−1,is = 1 for s2, and so, unless s = 1,
x induces a graph with in-degree at least 2 at node is , which contradicts the feasibility of x. So it must be that s = 1,
in which case, x induces the subtour (i1, . . . , it+1, i1), and is again infeasible. So it must be that xit+1,j = 0 for all
(it+1, j) ∈ Bit (p), and that xit+1,it+2 = 1. Thus, H(t + 1) holds. 
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Proposition 2.2. Given weighted digraph G= (V ,A,W,w) and minimal violation setL= {i1, . . . , ik}, SG,L2 holdsfor all x ∈ TG.
The proof is trivial. (See [32]).
Our exponential size formulation for the RATSP, denoted by (RATSP-e), is given as follows:
min
∑
a∈A
caxa
s.t.
∑
a∈−(i)
xa = 1, ∀i ∈ V , (15)
(RATSP-e)
∑
a∈+(i)
xa = 1, ∀i ∈ V , (16)
∑
a∈+(U)
xa1, ∀U ⊂ V, 2 |U | |V | − 2, (17)
∑
a∈˜(p)∪F˜ (p)
xa1, ∀p ∈MG, (18)
xa ∈ {0, 1}, ∀a ∈ A.
Constraints (15) and (16) are the degree constraints, Constraints (17) and (18) are the subtour elimination constraints
and the SG,p1 replenishment constraints, respectively. (SG,L2 , (10), may be included, if desired).
2.3. Polyhedral results
The SG,p1 and S
G,L
2 inequalities are facet-deﬁning for the RATS polytope, under certain conditions. (See Theorems
2.1 and 2.2). Furthermore, all facet-deﬁning constraints for the ATSP can be lifted to produce facet-deﬁning constraints
for the RATSP. (See Theorem 2.3). The proofs for all these results can be found in [32].
Theorem 2.1. ForanyweighteddigraphG=(V ,A,W,w)with |V |5andanyminimal violationpathp=(i1, . . . , ik)Q
∈MG with 3k |V | − 2, under the assumption that (V ,R) is complete, SG,p1 is a facet-deﬁning constraint for the
RATS polytope if the following conditions hold: (1) for all (ij , il)Q ∈ A such that j, l ∈ {1, . . . , k}, lj + 2, and∑j
q=1wiq + wilW , we have that
∑j
q=1wiq +
∑k
q=lwiq W ; and (2) if (ik, i1)Q ∈ A, then ¯(i2) = ∅.
Theorem 2.2. Given any weighted digraph G = (V ,A,W,w) with |V |5 and any minimal violation set L ⊂ V
deﬁned inGwith 3 |L| |V |−1, under the assumption that (V ,R) and (L,Q) are complete, SG,L2 is a facet-deﬁning
constraint for the RATS polytope.
Theorem 2.3. If∑
(i,j)∈R
Rij x
R
ij 0 (19)
is a facet-deﬁning inequality for theATS polytope on digraph (V ,R) that is not equivalent to a non-negativity constraint,
then ∑
(i,j)∈R
Rij x
R
ij +
∑
(i,j)∈Q
Rij x
Q
ij 0 (20)
is valid and facet-deﬁning for the RATS polytope on weighted digraph G = (V ,Q ∪R,W,w), under the assumption
that (V ,R) is complete.
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3. An LR-based BNB method
In this section, we describe our LR-based BNB algorithm and demonstrate that it is a convenient and effective
alternative use of strong constraints, as opposed to the more conventional BNC method.
3.1. The LR lower bound
We obtain our LR from the RATSP-e formulation by dualising the (exponentially many) subtour elimination and
replenishment constraints. Our LR, LR(), is given by ZLR()=minx∈X{cx +(Sx − 1)}, where X={x ∈ {0, 1}|A| :
Ex = 1} for Ex = 1 the assignment constraints, and S the coefﬁcient matrix of the subtour elimination and the
replenishment constraints. (In our computational experiments, we only dualise replenishment constraints SG,p1 , as
experimental results in Mak [32, Section 6.1.2] showed that even though the lower bounds obtained at the root node of
the BNB tree by dualising both SG,p1 and S
G,L
2 constraints are often stronger, the overall computation time is generally
longer: dualising only SG,p1 is, on average, 14.3% more efﬁcient in terms of overall computation time.) Note also that
for any given , LR() is an assignment problem, and can easily be solved to yield binary x.
The LD problem, is given by ZLD = max0ZLR(). Now, since S contains exponentially many rows, we cannot
apply standard subgradient optimisationmethods, as we cannot determine the full subgradient, given byG ∈ ZLR()=
Sx − 1, for x a solution of LR(), in polynomial time. Thus we solve the LD problem with a truncated subgradient
as below.
Let I be the index set of all constraints relaxed. At iteration t of our subgradient optimisation method, let t be the
dual multipliers, J t be the index set of relaxed constraints which we have found so far, before solving the LR f (t ),
and J¯ t = I\J t be the index set of relaxed constraints which have not been found. After solving f (t ), there might be
some constraints with index in J¯ t being violated for the ﬁrst time at current iteration t. We denoted the index set of
these constraints by I¯ t . The truncated subgradient Gˆt at iteration t can be obtained by
Gˆti =
{
Gti if i ∈ J t ∪ I¯ t ,
0 otherwise (21)
for Gt a subgradient of f at t . Note that Gti0 for any i /∈ J t ∪ I¯ t .
The standard subgradient optimisation method for solving (LD) updates dual multipliers at iteration t according to
t+1 = (t −tGt )+, (as described, for example, by Fisher [21]), where t is the (positive) step size. Though we cannot
in practice determine Gt , we can determine Gˆt . We require t0. Now, all i ∈ I for which Gti is truncated to zero in
Gˆti have 
t
i = 0 and Gti0; since we step in direction −Gt , projecting Gti0 to zero for all i ∈ I with ti = 0 occurs
naturally, i.e. (t − tGt )+ = (t − t Gˆt )+. Thus it makes no difference whether the truncated or full subgradient is
used as the step direction, and so the dual multipliers can be updated using only the truncated subgradient. We use step
size given by
t = t f (
t ) − f ∗
‖Gˆt‖22
,
for 1t2−2 for all t, where 1, 2 > 0 and 1+22. Convergence of the resulting method can be proved directly
(see Mak [32, Section 5.1]).
Clearly our approach to handling an exponentially large number of strong constraints has advantages over the
more prevalent BNC approach. Violated constraints can be found easily from the naturally binary solution to the LR;
there is no need for complex separation algorithms. Furthermore, the linear programs solved do not increase in size or
difﬁculty; linear programs in BNCmay take longer to solve as cuts are added.When we apply our Lagrangean approach
to the RATSP, we do get very substantial gap closure after a relatively small number of computationally inexpensive
computations (see Table 1).
There have been few attempts to use LR in this way. Two exceptions are the work of Balas and Christoﬁdes [3] and
of Fischetti and Toth [19] for the ATSP. Both are quite different to our approach, with the former heavily curtailing
solution of the Lagrangean dual, and the latter deriving a rather complex sequence of lower bounds, but not seeking
near-optimal solution of a single LD problem. In other contexts, there are the work of Fisher [22] and Escudero et al.
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Table 1
AP gap and LR gaps with 20, 50, 100, 150, and 200 iterations of subgradient optimisation. Gaps are (zIP −LB)/zIP reported as a percentage, where
zIP is the optimal value of the RATSP and LB the respective AP or Lagrangean relaxation lower bound
Class Problem No. of nodes Arc dens. (%) Replen. dens. (%) W Gap_AP Gap_20 Gap_50 Gap_100 Gap_150 Gap_200
1 ftv33 34 10 10 10 2.54 0 0 0 0 0
ftv55 56 8.13 4.47 1.85 1.35 1.24 1.21
ftv70 71 15.92 10.08 4.04 2.87 2.64 2.51
kro124p 100 20.34 20.34 10.08 7.28 6.5 6.27
2 ftv33 34 10 50 10 4.10 2.20 2.02 1.53 1.19 1.19
ftv55 56 5.00 2.79 1.14 1 0.93 0.91
ftv70 71 2.34 1.09 0.59 0.52 0.5 0.49
kro124p 100 3.78 1.34 0.79 0.69 0.67 0.65
3 ftv33 34 30 50 10 5.00 2.73 1.51 1.22 1.16 1.13
ftv55 56 4.71 1.32 0.49 0.42 0.39 0.39
ftv70 71 4.19 3.20 1.01 0.72 0.68 0.66
kro124p 100 4.57 4.51 1.66 1.23 1.12 1.07
4 ftv33 34 30 50 50 1.30 0.46 0.33 0.31 0.30 0.30
ftv55 56 2.93 2.14 1.01 0.92 0.77 0.68
ftv70 71 1.23 0.75 0.24 0.21 0.21 0.21
kro124p** 100 2.97 2.63 1.16 0.97 0.89 0.87
5 ftv33 34 50 10 10 21.87 21.87 18.93 11.63 9.94 9.53
ftv55* 56 18.31 18.31 12.615 8.61 7.435 7.19
6 ftv33 34 50 50 50 6.49 2.32 0.56 0.46 0.43 0.41
ftv55 56 3.35 1.68 0.86 0.78 0.74 0.72
ftv70 71 1.81 1.58 0.91 0.71 0.66 0.63
kro124p** 100 4.17 4.17 2.23 1.17 1.01 0.98
Results are averages taken over 5 problem instances, except for problems marked with a *, which are averages over 2 problem instances, and those
marked with **, which are averages over 4 problem instances. Results for other instances, including all ftv70 and kro124p problems in Class 5, are
not reported, as optimal solutions for these instances were not available.
[17], which tackle Lagrangean dualisation of exponentially many constraints, also using a modiﬁed subgradient opti-
misation method. However, the method described by Fisher and Escudero et al. is quite different to what we describe
here. For example, in [22], for the ﬁrst 50 iterations of subgradient optimisation, a ﬁxed subset of the constraints is
dualised, and no constraint outside this subset is considered, whether violated or not.
Furthermore, we observed that in some of the previous work, many iterations of subgradient optimisation operation
were performed at each node of the BNB tree. For example, for most problems tested in [22], up to 2000 to 3000
iterations were performed at the root node. The number of iterations performed at the subsequent nodes, however,
were not reported. We discovered that running too many iterations of subgradient optimization is unnecessary, as the
following discussion shows.
In Table 1, we provide numerical results on how much of the gap is closed by the LR lower bounding procedure,
compared to simply solving the assignment problem relaxation. The test problems used are as described in Section 4.1.
From the results, we can see that in 6 out of 22 problem classes, the gaps are reduced by more than 50% after running
only 20 iterations of subgradient optimisation. In all but 4 problem classes, the gaps are reduced by more than 50%
after 50 iterations. In 20 out of 22 problem classes, the LR gaps after 100 iterations are reduced by not less than 60%:
15 of which by at least 70% better, and 9 of which by at least 80% better.
To determine the number of subgradient optimization iterations to be performed, we run the subgradient optimization
method at the root node for 150 iterations, and record the lower bound obtained at 0, 20, 50, 100 and 150 iterations.
We label these lower bounds LB0, . . . , LB4, and label the number of iterations used to achieve them N0, . . . , N4,
respectively. We measure the improvements to the lower bound at each stage by setting t = LBt − LBt−1, for
t = 1, . . . , 4, and measure the relative improvement by ﬁnding the improvement to the lower bound at each stage
relative to the biggest improvement obtained so far, i.e. we set rt = t /max{1, . . . , t−1}, for t = 2, . . . , 4, to be a
measure of the value to be gained by increasing the number of iterations beyond Nt−1. Now we choose the smallest
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t ∈ {2, . . . , 4} such that rt < 	, where 0< 	< 1 is a parameter of our method, and ﬁx the iteration limit for the rest of
the BNB tree to be Nt−1. Different values of 	 are tested, and 	= 0.75 appears to provide the best results. (Details can
be found in [32, Section 6.1.2]).
3.2. Reduced cost variable ﬁxing
Reduced cost variable ﬁxing, (see, for example [41, Section 10.4], [35, Section II.6]), can be attempted whenever
a dual feasible solution (and an upper bound) is available. Let  denote the current Lagrange multipliers, and 
 the
optimal dual variables from the LR assignment problem LR(), then it is not hard to show that (
, ) is a dual feasible
solution for the Linear Programming (LP) relaxation of RATSP-e. Now for any a ∈ A, the reduced cost of variable xa
with respect to dual feasible pair (
, ) is precisely the reduced cost (denoted by ra) of xa in LR(). If ra z¯ − LB
then it must be that ra z¯ − zLP for zLP the LP relaxation lower bound of RATSP-e, and so xa = 0 can be ﬁxed. Thus
we may ﬁx variables to zero at any iteration of the LR procedure of any node of the BNB tree, based on their reduced
cost in the current subgradient optimization iteration and the best lower bound obtained throughout the LR procedure
so far.
Althoughwe can attempt reduced cost variable ﬁxing at all iterations of theLRprocedure,we found it computationally
expensive to do so. We experimented with several strategies, including variable ﬁxing only at the last iteration of the
LR procedure and variable ﬁxing at every iteration of the LR procedure where the best lower bound was improved. We
found the former is more computationally efﬁcient. Computational results in [32] shows that on average, with variable
ﬁxing, 39% of the computing time is saved.
3.3. Branching
Similar to LP-based BNB methods, we prune a node on the BNB tree if LBUB, for LB the best lower bound
obtained by the LR procedure, and UB the global upper bound. If LB <UB and the solution to the LR obtained at
the last iteration of the subgradient optimization procedure is feasible, there is still possibilities that a better feasible
solution can be found. Hence we branch on the infeasible solution obtained during the course of the LR which gave
the best lower bound, in the attempt of ﬁnding a better upper bound. If LB <UB and the solution obtained at the last
iteration of the subgradient optimization procedure is infeasible, then we simply branch on it.
The infeasible solution on which we branch may contain either or both subtours and weight infeasibility. We
eliminate these infeasibilities by branching on either (17) or (18), whichever is appropriate, in the following way. When
branching on subtours, we use the strong branching rule of Garﬁnkel [24]. We use a similar rule when branching on
weight infeasibility. The two rules can be presented in a uniﬁed way: observe that both (17) and (18) can be expressed
as ∑
i∈Y
∑
a∈+(i)∩Ai
xa1 (22)
for some set Y ⊂ V , where Ai ⊆ +(i) for each i ∈ Y . In the case of (17), Y = U and Ai = +(i) ∩ (U, V \U) for
each i ∈ U . In the case of (18) with p = (i1, . . . , ik), Y = V (p)\{ik} and Ail = +(il) ∩ (˜+(il) ∪ F˜(il)) for each
l = 1, . . . , k − 1. Writing A¯i = +(i)\Ai for each i ∈ Y , and noting the out-degree constraints (16) must hold for
any feasible x, (so xij = 0 for all (i, j) ∈ A¯i if and only if xij = 1 for some (i, j) ∈ Ai), the disjunction deﬁning our
branching rule based on a constraint with K = |Y | can be described as follows:
(x1j = 0,∀(1, j) ∈ A¯1) ∨
(
x1j = 0,∀(1, j) ∈ A1,
x2j = 0,∀(2, j) ∈ A¯2
)
∨ · · · ∨
(
xrj = 0,∀(r, j) ∈ Ar,
∀ r = 1, . . . , K − 1,
xKj = 0,∀(K, j) ∈ A¯K
)
, (23)
where without loss of generality we take Y = {1, . . . , K}. The K successors of node t on the BNB tree, if branching on
the constraint (22) withK =|Y |, will thus have arc setsAt1, . . . , AtK generated according toAtr =At\(A¯k ∪⋃k−1r=1Ar)
for k = 1, . . . , K .
We also tested alternative branching rules (see [32, Section 6.3]), however, none provided better results. When
branching on an infeasible solution which contains more than one subtour elimination or replenishment constraint
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violation, for each constraint violated by the current solution, we calculate |Y |, and choose to branch on the constraint
which minimizes |Y |, i.e. we branch on the constraint which yields the fewest successor nodes.
Our BNB method uses a best bound tree search strategy: we select the subproblem with the smallest lower bound
among all unexplored nodes in the BNB tree. We also implemented a hybrid tree search strategy, which is a combi-
nation of depth ﬁrst and best bound searching strategies. We found that the best bound search strategy is, in general,
more time efﬁcient. On average, it consumes only 89% of the computing time of the hybrid tree search strategy
(see [32, Section 6.4] for detailed numerical comparisons).
4. Numerical experiments
In this section, we conduct four sets of experiments. In Experiment I, we experiment with the parameter “Heuristic
Frequency” of CPLEX to ascertain how best to implement the polynomial size formulation. In Experiment II, we
compare the polynomial size formulation (RATSP-p) with the existing method of Boland et al. [6], by generating
random problem instances exactly according to the different classes described therein. In Experiment III, we tested
nine ARP using both of the proposed methods: solving RATSP-p using Cplex 9.0, and the LR-based BNB method. The
sizes of some of the problem instances are substantial: the largest problem has up to 519 nodes, 42 449 arcs, and 30 529
replenishment arcs: much larger than those tested in [6]. In Experiment IV, we conduct a comprehensive comparison
of our methods using randomly generated problems of different sizes and different characteristics. In the rest of the
paper, when we refer to arc density, we mean |A|/|V |(|V | − 1); and when we refer to replenishment arc proportion,
we mean |R|/|A|.
All experiments conducted in this section were carried out on a DELL Lattitude C840,Model PP01X, with a Pentium
4, 2GHz processor and has a SPECfp2000 of 714 and SPECint2000 of 656.
4.1. Experiment I
For the polynomial size formulation, we experimented with the parameter, CPX_PARAM_HEURFREQ, of CPLEX
which determines the frequency of the performing of MIP periodic heuristic. The default setting is 0, where the
periodic heuristic is applied at an automatically chosen interval. Setting this value to −1 turns this function off. Setting
the value to n, the periodic heuristic will be performed once in every n search nodes explored. As we can see from the
results reported in Table 2, the differences in computation times are rather insigniﬁcant. There is no clear winner, and
surprisingly, in a couple of cases, without any periodic heuristic is in fact the most time efﬁcient option. Hence, for the
rest of our experiments, we simply use the default setting.
4.2. Experiment II
We compare the existing exact method of Boland et al. [6] with our polynomial size formulation, solved using ILOG
Cplex 9.0 [12]. Each individual run in our experiment was only given a CPU time limit of 3minutes (those in [6],
however, were given 2 hours). We report the CPU time for our algorithm. For readers’ convenience, we also present
the CPU time as reported in [6], ran on a IBM RS/6000 Model 590, which has a SPECfp95 of 10.4 and a SPECint95 of
3.33. (Note that 1 SPECint2000 is roughly 0.1 SPECint95 and 1 SPECfp2000 is roughly 0.12 SPECfp95. Hence our
Table 2
Different parameter settings tested for CPX_PARAM_HEURFREQ
Problem description Parameter setting
# nodes
|A|
|V |(|V | − 1)
|R
|A| W −1 0 1 5 10
56 10 10 10 0.04 0.04 0.04 0.04 0.04
56 10 50 10 0.27 0.27 0.26 0.26 0.27
56 30 50 10 1.31 1.34 1.34 1.36 1.31
56 30 50 50 17.26 16.82 17 16.88 17.09
56 50 10 10 3788.53 3809.52 3791.33 3790.35 3800.23
56 50 50 50 0.62 0.62 60.1 0.62 0.62
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Table 3
Polynomial size formulation compared with BCN, [6] on ftv35
Arc density: 10% BCN [6] RATSP-p solved by Cplex 9.0
|R|/|A| W % Opt % Gap Time (s) on IBM % Opt % Gap Time (s) on DELL
10 10 100 0 1 100 0 0.00
10 25 100 0 383 100 0 0.19
10 50 40 28 5093 100 0 1.4
10 75 20 29 6757 100 0 0.14
25 10 100 0 1 100 0 0.01
25 25 100 0 1007 100 0 0.33
25 50 80 29 3336 100 0 0.21
25 75 80 21 2675 100 0 0.08
50 10 100 0 4 100 0 0.01
50 25 100 0 69 100 0 0.04
50 50 100 0 46 100 0 0.01
50 75 100 0 124 100 0 0.03
DELL is roughly 20 times faster than IBM in ﬂoating point calculations, and 10 times faster in integer calculations.
Table 4
Polynomial size formulation compared with BCN, [6] on ftv35
Arc density: 20% BCN [6] RATSP-p solved by Cplex 9.0
|R|/|A| W % Opt % Gap Time (s) on IBM % Opt % Gap Time (s) on DELL
10 10 100 0 12 100 0 0.01
10 25 20 18 6652 0 12.44 –
10 50 0 23 7200 100 0 2.33
10 75 20 † 6544 100 0 2.18
25 10 100 0 104 100 0 0.14
25 25 80 15 2527 100 0 2.51
25 50 100 0 2344 100 0 0.42
25 75 60 10 3859 100 0 0.61
50 10 100 0 20 100 0 0.33
50 25 100 0 278 100 0 0.23
50 50 100 0 263 100 0 0.01
50 75 100 0 876 100 0 0.09
† represents a possible error in [6] as not all problem instances are solved to optimality, the gap cannot be 0, as reported therein.
computer is roughly 20 times faster in integer calculations and less than 10 times faster in ﬂoating point calculations
compared to the computer used in [6]).
In this experiment, the TSPLIB [28] problem instance that we based upon is ftv35. We generated problems with
arc densities 10%, 20%, and 30%; replenishment arc proportions, 10%, 25%, and 50%; and weight limits W =
{10, 25, 50, 75}. There are 36 problem classes, each containing ﬁve randomly generated problem instances.
The percentages of problems solved to optimal are reported in columns indicated with “% Opt”, and the IP-LP
gaps are reported under “% Gap”. Computation times are reported as an average over ﬁve problem instances in each
class. From Tables 3–5, we can see that the polynomial size formulation (RATSP-p) is much faster, and solved more
problems to optimality than the method of [6], even though it was given just a 3-minute CPU time. In particular, solving
RATSP-p using CPlex 9.0 is efﬁcient for problems that are considered as “hard” in [6]: these are the problems with
a large number of feasible solutions. (For example, for the problem class with 30% arc density, 10% replenishment
arc proportion, and a weight limit of 75, [6] failed to obtain even a feasible solution for all ﬁve problem instances.
Our method, however, solved all problem instances to optimality, in just 1.7 s on average.) One possible reason is that
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Table 5
Polynomial size formulation compared with BCN, [6] on ftv35
Arc density: 30% BCN [6] RATSP-p solved by Cplex 9.0
|R|/|A| W % Opt % Gap Time (s) on IBM % Opt % Gap Time (s) on DELL
10 10 100 0 290 100 0 1.33
10 25 20 17 6401 40 5.22 131.31
10 50 0 2 7200 100 0 5.46
10 75 0 † 7200 100 0 1.70
25 10 100 0 284 100 0 0.80
25 25 40 6 4538 100 0 4.20
25 50 40 5 4650 100 0 0.44
25 75 80 6 4826 100 0 1.26
50 10 100 0 44 100 0 0.45
50 25 100 0 476 100 0 0.73
50 50 100 0 412 100 0 0.17
50 75 100 0 543 100 0 0.2
† represents a possible error in [6] as not all problem instances are solved to optimality, the gap cannot be 0, as reported therein.
for these types of problems, the column generation formulation of [6] will contain too many columns (recall that the
column generation subproblem itself is NP hard).
With RATSP-p, the hardness of the problems is measured by how constrained the problems are. Those with low
arc densities, low replenishment arc proportions, and low weight limits are expected to be hard to solve. However,
the fact that the “hardest” problems, (see the ﬁrst rows of the tables), are solved can be explained: these problems are
too constrained that most nodes on the BNB tree will be infeasible, and therefore be pruned very early in the BNB
procedure, hence reducing the size of the search tree. The only problem class that is not solved to optimality is the one
reported in the second rows (see Tables 4 and 5). The likely explanation is that though these problems are hard, but
they are not hard enough to have most branching nodes pruned early, and since feasible solutions are also not found
early, the search tree expands very quickly.
4.3. Experiment III
In this experiment, we tested nine airline problems with both our methods: solving RATSP-p using Cplex 9.0, and
the LR-based BNB methods (with the AP subproblems also solved using Cplex 9.0). We did not have the same set
of data used in [6] as we were informed that the data set used is no longer available and the platform is no longer
maintained. Nevertheless, we list the results reported therein (see Table 7). From the results displayed in Tables 6 and
7, we can see that our algorithms are capable to solve ARPs of much larger scales, and solve them very efﬁciently. It
is quite clear that our methods are much faster than that of [6].
We can see that both of our exact methods can well solve airline problems with up to 519 nodes (i.e. ﬂight legs) and
42 449 arcs (i.e. connections). These problems are “nice” in the way that more than 50% of the arcs are replenishment
arcs. Between our two methods, however, the LR-based BNB method performs better than that of solving RATSP-p
using Cplex 9.0.
4.3.1. Diagnosis of the two exact methods
In Table 8, we examine our two methods, and compare them by studying the time and quality of the ﬁrst upper bound
obtained, and the time the optimal solution is obtained. Both methods did not use any heuristic upper bounds. We only
study the three problem instances that took more than 1 second to solve. From the results, we can clearly see that for
the airline problems, our LR-based BNB method appears to be well able to obtain good quality upper bounds earlier
than those returned by Cplex 9.0 when solving RATSP-p. Clearly, solving the RATSP-p uses less time in each BNB
node in solving the LP-relaxations, but creates a substantially larger number of nodes on the branching tree. Solving
RATSP-e using our LR-based BNB algorithm, however, uses more time in solving the LR-subproblems on each BNB
node, but needs less nodes on the branching tree.
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Table 6
RATSP-p solved using Cplex 9.0 compared to our LR-based BNB algorithm tested on aircraft rotation problems
Problem No. of nodes No. of arcs No. of repl. No. of vars. RATSP-p RATSP-e
Time (s) No. of Time (s) No. of
on DELL B&B nodes on DELL B&B nodes
Input1 22 100 66 100 0.05 11 0 1
Input2 59 264 158 264 0.21 35 0.11 1
Input3 61 299 188 299 0.19 38 0.14 1
Input4 51 370 243 370 0.04 1 0.08 1
Input8 56 321 214 321 0.23 40 0.08 1
Hard5 51 414 269 414 0.35 37 0.02 2
Hard12 268 5802 4096 5802 26.1 204 14.61 2
Hard13 519 42 449 30 529 42 449 1144.13 520 804.29 14
Hard14 515 42 732 30 747 42 732 1013.76 540 472.66 11
For these problems, all weight limits are 1440min, i.e. the longest ﬂying time allowed between maintenance checks.
Table 7
Airline results as reported in Boland et al. [6]
Problem Problem characteristics B&B nodes Time (s) on IBM
Nodes Arcs
P1 81 1190 6 369
P2 105 1822 9 610
P3 141 3390 20 3688
P4 190 6244 21 35 768
Table 8
Airline results as reported in Boland et al. [6]
Problem LR-based BNB RATSP-p on Cplex
First UB Optimal solution Time (s) First UB Optimal solution Time (s)
Time (s) Gap (%) Time (s) Gap (%)
Hard12 4.41 22.49 14.56 26.10 0 26.10
Hard13 245.10 1.15 803.65 647.88 9.74 1144.13
Hard14 472.11 0 472.11 572.9 10 1013.76
To further study the performance of the two methods, we tested them on various classes of randomly generated
problems.
4.4. Experiment IV
In this experiment, we used ftv33, ftv55, ftv70, and kro124p from the ATSPLIB in [28]. Five classes of problems
were generated, which depend on three parameters: arc density, replenishment arc proportion, and weight limit W.
For all problems we generated, the node weights are randomly selected from {1, . . . , 9}. For tests reported in this
experiment, ﬁve problem instances are generated for each of the ﬁve problem classes, for each of ftv33, ftv55, ftv70,
and kro124p. All statistics in the (Table 9) are reported as an average over ﬁve problem instances. The run time for each
problem instance is limited to one and a half hour. We use the best upper bound returned in ﬁve runs of a simulated
annealing algorithm, given in [33], as an initial global upper bound for both methods.
The results of the polynomial-size formulation are reported under “RATSP-p solved by Cplex”. From the results,
it appeared that the larger the number of nodes, or the higher the arc density, the harder the problems were for the
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polynomial size formulation to solve. Within each class, solution times increase, and percentage of problems solved
to optimality decrease, as number of nodes increases. We can clearly see that when replenishment arc proportion and
weight limit are held constant, the higher the arc density, the longer it took for our RATSP-p to solve the problems
to optimality. However the larger the replenishment arc density, or the larger the weight limit, the easier the problems
were for the RATSP-p.
Our polynomial size formulation found feasible solutions for every problem instance, and so may also be used as a
heuristic for obtaining feasible solutions. In most cases, a feasible solution was found by about 10% of the way through
the solution procedure, although there was signiﬁcant variation and in some cases it could be as far as 80% in. The
optimal solution was typically only found towards the end of the solution process.
The results of the Lagrangean-based BNB method are reported under “LR-based BNB algorithm”. For fair compar-
isons, the gap is calculated to be (U˜ − LB)/LB × 100%, for U˜ the best upper bound found within the time limit, and
LB the best lower bound from running RATSP-p on Cplex. If the LR-based BNB algorithm fails to ﬁnd a better upper
bound within the time limit, we do not report the gap.
From the results, we can see that the Lagrangean-based BNB method generally found problems with looser re-
plenishment constraints, (i.e. problems that resemble the airline problems), easier to solve. For these problems, the
method is more time efﬁcient than solving RATSP-p using Cplex (see Class 5), and solved more problems to optimality
(see Class 3). The polynomial size formulation, however, did better in ﬁnding feasible solutions. Our BNB method
failed to ﬁnd better feasible solutions for Class 4 problems of ftv55, ftv70, and kro124p within the given time limit
whereas for these problems, the polynomial size formulation returned feasible solutions (with an average ﬁnal gap of
8.98%–19.88%) within the same time limit. For problems in which feasible (but not optimal) solutions are obtained,
the polynomial size formulation returned better upper bounds in general.
5. Conclusions
We present two exact approaches to the RATSP. The ﬁrst involves solving a polynomial size MILP formulation
similar to the Miller–Tucker–Zemlin ATSP formulation [34], with constraints lifted after the fashion of Desrochers
and Laporte [15], using Cplex 9.0. The second approach is based on an exponential size formulation which generalizes
the Dantzig–Fulkerson–Johnson ATSP formulation [13]. Two classes of constraints useful for ensuring replenishment
feasibility are considered; one is a form of the 2-path cuts for vehicle routing problems, described, for example, in
[29], and both are facet-deﬁning for the RATS polytope, under suitable conditions. This approach takes advantage of
the structure of the LR, which is an assignment problem, and so very quick to solve; furthermore it has the integrality
property, and so ﬁnding constraints violated by its solution (solving the separation problem) is particularly easy. Well-
known convergence results for subgradient optimisation based on the Polyak step size cannot immediately be applied
in this context, because the very large number of constraints relaxed make it impractical to determine a full subgradient.
Hence we establish a convergent subgradient optimisation method with a truncated subgradient. Computational results
show that a very substantial improvement in the lower bound is usually gained with only relatively few (less than 150)
iterations of this subgradient optimisation method. This leads us to develop a BNB method in which the lower bound
is determined at each node of the BNB tree by applying a ﬁxed number of iterations of the subgradient optimisation
method, with the number chosen based on the performance at the root node. A strong branching rule, similar to that
of [24], is developed and reduced cost variable ﬁxing using the Lagragean dual multipliers judiciously applied. The
resulting BNB method is found to be more efﬁcient in solving our test problems to optimality comparing with the
polynomial size formulation, in general, for problems with high arc density and large replenishment arc proportion.
These problems resemble the airline problems. The latter, however, was more efﬁcient in solving problems with low arc
density and with tight replenishment restrictions and was better at discovering feasible solutions for these problems. We
also applied both methods for solving some airline problems of up to 519 ﬂight legs and up to 42 732 connections. For
these problems, our LR-based BNB method is a clear winner. Furthermore, we have demonstrated that, with randomly
generated problem instances, solving the RATSP-p using Cplex 9.0 is substantially more time efﬁcient than the existing
method of Boland et al. [6].
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