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Introduction
It is impossible to deny that we are in the age of mobility. It is no longer only physical goods that move between locations in bulk, but also human beings and services. The facilities that collectively make this unprecedented mobility possible are called transportation. A natural question that follows this observation is whether transportation does enhance economic development and growth or vice versa or a combination of both. Economic intuition suggests that transportation may have strong positive effects on economic development and growth, directly or indirectly, which we will call in this study direct causation. 1 First and foremost, improvements in transportation and its facilities improve overall productivity of production activities. New developments in transportation (e.g., faster trains, oil tankers with more capacity) all contribute to increased productivity for production units (Bougheas et al. (2000) ; Lakshmanan (2007) ). Secondly, increasing transportation eases technology spillovers across economies. At micro level, which may lead to macro results, transportation (infrastructure) increases profitability via reducing costs or increasing sales revenue, as transportation and its facilities allow firms to access the lowest cost inputs or factors of production for their production activities. Similarly, transportation and its facilities allow firms to access broader markets and perhaps at more advantageous prices.
On the other hand, it is clear that increasing demand for transportation is a reflection of a more fundamental global phenomenon: unprecedentedly increasing world income. Though its distribution may be unequal, the growing income, essentially due to technological progress, allows general demand to rise, forcing transportation to accommodate it. Hence, intuition suggests that income determines transportation, which we call in this study as reverse causation.
There is a growing body of research focusing on the relationship between transportation infrastructure and economic development. This research generally confirms positive effect of transportation, and a branch of this research considers infrastructure as an argument (factor) in production. It may be possible to call these studies "the production function approach". The pioneering study of this approach (and also the relationship between infrastructure and development) is Aschauer (1989) . He investigates the effects of public capital on the productivity of private sector, showing that the elasticity of private sector productivity with respect to public capital is positive. Munnell (1990) confirms that the relationship is positive (elasticity of 0.35). Munnell and Cook (1990) investigate the impact of highways on Gross State Product (GSP) where they show that the elasticity of GSP with respect to highways 0.06 on the positive side. Duffy-Deno and Eberts (1991), Eisner (1991) , Garcia-Mila and McGuire (1992) and Moonmaw et al. (1995) similarly obtain positive relationships between transport infrastructure and per capita income by using production function approach. Jones (1990) , Mofidi and Stone (1990) , and Reynolds and Maki (1990) all study the effects of highway spending per capita on various measures of development. Jones (1990) and Mofidi and Stone (1990) show that highway spending per capita has positive impact on these measures, whereas Reynolds and Maki (1990) fail to find it. Singletary et al. (1995) , Crihfield and Panggabean (1995) , Garcia-Mila et al. (1996) and Fernald (1999) all show that increases in resources allocated to highways cause employment in the manufacturing industry to rise, leading to productivity growth. Berndt and Hansson (1992) , Lynde and Richmond (1993) , Seitz (1993) , Nadiri and Mamuneas (1994) , Conrad and Seitz (1994) and Boarnet (1996; 1998) use "cost function approach" for the investigation of the relationship between transport measures and development for Sweden, United Kingdom, West Germany and USA. The common finding of these studies is that the effects of transport measures are cost reducing elements. Bougheas et al. (2000) also introduce infrastructure as a cost reducing technology in their cross country study and according to this approach, improvements in the transportation infrastructure allow specialization and long run growth. They show that, as a cost reducing technology, infrastructure makes production of intermediate inputs more efficient compared to its impact on the efficiency in production of final goods.
Another group of studies that we may label as "the capital approach", including Boopen (2006) and Zhou et al. (2007) , examine the growth impact of transportation capital. In particular, Boopen (2006) uses a Cobb Douglas production function to regress total output on labor, physical capital and transportation capital. He shows that in Africa investment in transportation capital is more productive than physical capital (investment) on average. Zhou et al. (2007) show that highway construction in the correlation matrix for highways, growth and exports has significant and positive effect on economic growth in China. The study also stresses that the quality and the quantity of transportation infrastructure is crucial in terms of its contribution to economic development.
As stated above, intuition also suggests that it is increasing income that makes transportation possible, that is, higher income inevitably has a positive effect on transportation. Kim (2002) examines the determinants of optimal demand for transportation infrastructure using a recursive computable general equilibrium model, and under various scenarios of economic growth and inflation he finds that higher levels of transportation capital stock are associated with higher economic growth and inflation. Specifically, a 1% increase in gross domestic product (GDP) generates capital formation in transportation sector by 0.99%. Using pooled cross-sectional and time series data on 27 low and middle income economies between 1980 -1986 , Randolph et al. (1996 find that per capita government expenditures on transportation and communication (T&C) increase with GDP per capita among other things.
All these studies indicate clearly that there is a strong relationship between economic development and transportation, perhaps in both directions. However, if this relationship is bidirectional, then studies undertaking one-way relationship between transportation and income involve a misspecification problem. That is, ordinary least squares (OLS) estimation will produce biased and inconsistent estimates of the structural parameters given that there is an endogenous relationship between income and transportation. Therefore, it is critical to determine the direction of the causality between transportation and economic development (GDP per capita level) in advance. Applying the Granger-causality (or rather Granger non-causality) test is the most effective and practical way to test the direction of causality (Chamberlain, 1982; Florens and Mouchart, 1982) .
We propose here a simple Granger non-causality test for heterogeneous panel data models, following Erdil and Yetkiner (2009) . This test allows us to take into account both dimensions of the heterogeneity in this context: the heterogeneity of the causal relationships and the heterogeneity of the data generating process (Hurlin 2004a) . To the best of our knowledge, the few studies that exist in this area show conflicting evidence. While some use panel data to test for causality others use time series data for various countries. Furthermore the variables used by these studies vary from public investment in T&C to road and highway infrastructure, and air passenger traffic as a proxy for public investment/ capital spending, and from GDP to agricultural productivity growth, and state level employment as a proxy for economic growth. Haque and Kim (2003) , and Bose and Haque (2005) both examine the relationship between public investment in T&C and economic growth by applying Granger causality test using panel data for different sets of developing countries for the period 1970-1987. However, their findings show striking contrasts. Whereas the former finds that the growth in public investment in T&C Granger causes GDP for the 15 developing countries in their dataset, the latter finds that the causality runs from GDP growth to public investment in T&C sector for a panel of 32 developing countries. Neither finds causality in the opposite direction.
The causality between investment in T&C and economic development is also examined via time series data. Groote et al. (1999) conducts Granger causality test in a multi-equation vector auto-regressive (VAR) model for the Netherlands in the 1853-1913 period, finding that infrastructure investment in T&C positively causes GDP, but that GDP negatively affects investment in T&C. Another study examining the same relationship in South Africa for 1875-2001 by Fedderke et al. (2005) similarly finds bidirectional causality between different definitions of economic infrastructure, one of which is T&C, and economic growth via a cointegration analysis rather than a Granger causality framework. Cullison (1993) examines the effects of government investment in both physical and human capital on economic growth. He uses Granger causality tests to determine the correlation between 21 different types of government spending and economic growth in the U.S. using a VAR model. Making use of data for 1955-1992, he finds no causality from transportation spending including railways, air, and highways to economic growth.
Yet there are other studies pointing to unidirectional causality between further disaggregated variables of transportation and different measures of economic growth. Zhang and Fan (2004) conducts a Granger causality test in a general method of moments (GMM) framework to study the relationship between road density and agricultural productivity growth of 290 districts of rural India in 1971-1994. They find a unidirectional causality from the former to the latter. Likewise, Jiwattanakulpaisarn et al. (2009) employs the same methodology for the 48 states in the U.S. and arrives at a similar conclusion of unidirectional causality running from highway infrastructure investment to private sector employment. In contrast, Fernandes and Pacheco (2010) determine unidirectional Granger causality from GDP to demand for domestic air transport in Brazil between 1966 and 2006.
The hitherto evidence indeed puts forth mixed results for the causality between transportation and economic growth. In this study, we employ a larger data set and more refined technical analysis to verify the direction of the Grangercausality between transportation and GDP. We aim to supply more substantial evidence on the endogenity of transportation and GDP by employing a panel data set Granger-causality test for EU-15 countries between 1970 and 2008. The reason for choosing EU countries for this specific time period is their status as high income economies with well-structured transportation sectors, thus providing a stable basis on which to analyze and identify the main factors in the issue at hand. We find that bi-directional Granger-causality is the leading type of causality for our sample of 15 countries. Instances of one-way or no Granger-causality were mainly found to correspond with countries with the lowest per capita ranks in 1970 and/or 2008, including Portugal, Greece and Italy. We argue that bi-directional Granger causality between income and transportation is observed only after an economy has completed its transition in terms of economic development. Therefore, we speculate that not all EU-15 economies have yet completed their transition to a steady state.
The organization of the paper is as follows. Section 2 summarizes the methodology of Granger non-causality test for heterogeneous panel data models, adapted from Erdil and Yetkiner (2009) , and presents the results. We show that bi-directional Granger-causality is the leading type of causality for our sample of 15 countries. Section 3 is reserved for conclusion.
A Panel Data Approach

The Methodology 2
There are alternative approaches to running Granger (1969) causality tests in panel data models. In this study, we employ the approach proposed by Hurlin and Venet (2001) , Hurlin (2004a) , Hurlin (2004b) , and Hansen and Rand (2006) , which treat the autoregressive coefficients and regression coefficient slopes as constants. As the methodology is discussed in detail by Erdil and Yetkiner (2009) , we will present here a parsimonious summary. Let us consider two covariance stationary variables, x and y, observed on T periods and on N cross-section units. Granger (1969) causality is defined as follows: the variable x i,t is causing y i,t if we are better able to predict y i,t by using all available information, compared to the use of information without x i,t , for each individual i є [1,N] . For matter of tractability, we will consider only linear ones and for this reason, we will study a time-stationary VAR representation, used for a panel data set. For each cross-section unit i and time period t, we estimate the following model: 
, p is the number of lags, and t i,
) , 0 ( 2  . It is assumed that the autoregressive coefficients β k and the regression coefficients θ k 's are constant for k є [1,N] . Moreover, it is further assumed that the parameters β k are identical for all individual countries, while the coefficients θ k could have country-specific dimensions. In other words, the model utilized in this study is a panel data model with fixed coefficients (i.e., fixed effects model). Finally, the residuals are assumed to satisfy the standard properties, i.e., they are independently, identically, and normally distributed, and free from heteroscedasticity and autocorrelation.
In testing causality with panel data, the researcher should pay attention to the question of heterogeneity between cross-section units. The first source of heterogeneity is caused by permanent cross sectional disparities. A pooled estimation without the heterogeneous intercepts could lead to a bias of the slope estimates and could result in a fallacious inference in causality tests (Hurlin, 2004a) . Another basis of heterogeneity caused by heterogeneous regression coefficients θ k is more problematic than the first one. In sum, the analysis of causality for panel data sets should consider the different sources of heterogeneity of the data-generating process. Therefore, there are different types of causality hypothesis to be tested in a panel data set framework. These are summarized in Table 1. The first test procedure, named as the homogenous and instantaneous noncausality hypothesis (HINC), is directed towards testing whether or not the θ k 's of x i,t-k are simultaneously null for all individual i and all lag k. For testing Np linear restrictions in (HINC), the respective Wald statistics (the first box in the third column) is used. Since the individual effects, α i , are assumed to be fixed, SSR u and SSR r are SSR obtained from the maximum likelihood (ML) estimation, which, in this case, corresponds to the fixed effects (FE) estimator.
If the HINC hypothesis is rejected, there are two possibilities. The first one is the homogenous causality hypothesis (HC) and takes place if all the coefficients θ k are identical for all lag k and are statistically different from zero. In other words, the aim is to test whether θ k 's in (1) are equal. As in the case of HINC, since country fixed effects, α i , are assumed to be fixed, the ML estimator is consistent with the FE estimator. 
Note: SSR u stands for the sum of squared residuals unrestricted and SSR r stands for the sum of squared residuals restricted for the respective H 0 .
If the HC hypothesis is also rejected, this means that the process is nonhomogenous and no homogenous causality relationships can be obtained (Hurlin, 2004a) . Nonetheless, such a situation need not entail the lack of any causality relationships between two variables. It may still be possible that for one or more cross-section units, there exist causality relationships. Hence, the variable x causes the variable y for a single country or for a subgroup of crosssection units. In this study however, we do not examine subgroups. The last step is to test the heterogeneous non-causality hypothesis (HENC). In this case, the nullity of all the coefficients of the lagged explanatory variable x i,t-k is tested for each cross-section unit. These N individual tests identify the crosssection unit for which there are no causality relationships. If the HENC hypothesis is failed to reject, this means that there exists a single country for which the variable x does not cause the variable y.
The Data and the Model
We use data derived from OECD Stat Extracts Database for 15 EU member countries in an attempt to test the bidirectional causality between real per capita GDP and transportation in a panel data setting. 4 Real GDP per capita 5 and inland freight transportation per capita in tons are taken as the output and transportation variables, respectively. Therefore, we have a balanced panel data set for real GDP per capita (GDP) and transportation (TRP) on 15 countries between 1970 and 2008. The following two models are estimated:
For both variables, we take the natural logarithms. We further difference the data in order to eliminate possible unit roots. 6
Bi-directional Causality between Transportation and Income: Pooled Estimation
As a first step to exploring the bi-directional causality between transportation and income, the lag lengths were chosen for both variables. Table 2 presents Akaike Information Criterion (AIC) figures for each variable. Consequently, we choose two lags for both GDP and TRP. After choosing the lag lengths, equations (2) and (3) were estimated for each country group in order to test HINC and HC hypothesis. The next step for an attempt to search for causality is to discover the individual countries' contribution to the existence of causality. For this purpose, we estimate equations (2) and (3) where θ k 's differ among countries in our data set and HENC hypotheses are tested for each individual country. The results of F HENC test (given in the last row of Table 1 ) are presented at According to Table 4 , bi-directional causality relation is observed for 8 countries out of 15, meaning that for approximately 53% of the countries in our data set, bidirectional causality both from GDP to TRP and TRP to GDP are relevant. The results, however, become more interesting if we order countries in accordance with their GDP per capita. We first list them with respect to their income per capita in 1970: Countries ranked with respect to their 1970 GDP per capita levels reveal a clear pattern: those ranked as high income countries in 1970 can be seen to have either bi-directional causality or causality running from GDP to TRP (the first nine countries). On the other hand, those listed at the end of the rank evidently either have no causality in Granger sense (e.g., Greece) or mixed results (some have causality running from TRP to GDP and some other way around; it is only Finland that has bi-directional causality). Heuristically speaking, we conjecture that bi-directional Granger causality between income and transportation is observed after a certain level of development is achieved.
In contrast, mixed results are observed in those countries in which transition is incomplete. We also ranked the list of countries according to their 2008 income in Table 6 : Our interpretation does not change in the sense that while developed economies have a strong tendency to show bi-directional Granger causality between income and transportation or causality from GDP to transportation (reverse causality), those that are listed at the bottom have an equally strong tendency to show no Granger causality or Granger causality running from transportation to GDP.
Concluding Remarks
We applied the Granger causality approach to a panel data model with fixed coefficients in order to determine the relation between GDP and transportation, which is measured in terms of freight. We found significant evidence of bidirectional causality. The results of testing HINC hypothesis clearly reveal the existence of bi-directional causality for our sample. However, this causality is not homogenous, which is evident from the tests of HC hypotheses. The tests for heterogeneous causality demonstrate that the leading type of causality is bidirectional. We also observe that both for 1970 and 2008, only well developed economies clearly show bi-directional causality. In contrast, no such clear tendency can be seen in other countries, which exhibit mixed results, indicating a strong linkage between the level of development and transportation. We argue for the possibility that some EU-15 countries have yet to complete the transition to a steady state, a position which is supported by the Grangercausality analysis.
