Limit theorems for the partial sum in Engel continued fractions  by Wang, Zhiyong et al.
Procedia Engineering 15 (2011) 5405 – 5409
1877-7058 © 2011 Published by Elsevier Ltd.
doi:10.1016/j.proeng.2011.08.1002
Available online at www.sciencedirect.com
Available online at www.sciencedirect.com
Procedia
Engineering
          Procedia Engineering  00 (2011) 000–000 
www.elsevier.com/locate/procedia
* is the corresponding author. 
Advanced in Control Engineeringand Information Science 
Limit theorems for the partial sum in Engel continued 
fractions 
Zhiyong Wang, Ruibiao Zou, Dongdong Zhu, Luming Shen∗
Science College of Agricultural University, Changsha, Hunan, Chinan, P.R. 410128 
Abstract 
Let be the Engel continued fraction of 1[ , , , ]nx d d= L L E [0,1)x∈ .Call 1
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normalized partial sum of x. We prove that the partial sum can not satisfy the strong law of large 
numbers for any reasonably growing norming sequence.
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1. Introduction 
In 2002,Y. Hartono, C. Kraaikamp and F. Schweiger[1]introduced a new continued fraction algorithm 
with non-decreasing partial quotients, named Engel continued fraction
:[0,1) →
(ECF)expansion. The Engel 
continued fraction expansion is generated by the transformation given by [0,1)ET
1 1 1( ) : , 0; (0) : 0.1[ ]
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For each , the transformation generates a new type of continued fraction expansion of the 
form 
(0,1)x∈ ET
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where 1( ) [1 ( )] 1, 1nn Ed x T x n
−= + ≥ are called the digits of x. Sometimes, we write 
for the Engel continued fraction of  1 2[ , , ]Ex d d= L [0,1)x∈ .
For any nondecreasing integer sequence { , , define and by following 
recursive relations 
1}nd n ≥ 1{ }n np ≥ 1{ }n nq ≥
               0 1 1 10, 1, ,n n n n n 2p p p d p d p− − −= = = +� for ,                             2n ≥ (1.2)
               0 1 1 1 11, , ,n n n n nq q d q d q d q 2− − −= = = +� for                                (12n ≥ .3)
Definition 1.1. Let be a nondecreasing integer vector. Define 1 2( , , , )nd d dL
1 2 1 1( , , , ) : { (0,1] : ( ) , , ( ) }n n nI d d d x d x d d x d= ∈ =L L = ，
which is called an n-th order cylinder. 
Let λ  denote Lebesgue measure. One have  
Proposition 1.2. Let  be a nondecreasing integer vector. Then  1 2( , ,..., )nd d d
                 
1
1
1
1
( ( ,..., ))
( )
n
jj
n
n n n
d
I d d
q q q
λ
−
=
+
= +
∏
                                                    (1.4)
An simple calculation gives that  
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From the definition of  and , it is easy to see that the digits { (  of  satisfy 
the condition  for all . So, for any 
ET
)n≤ ≤
nd
(n x
), 1}nd x n ≥
[0,1)
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And call them respectively the growth ratio and the n th− n th−  normalized partial sum of x  in its 
Engel continued fractions. 
It is shown in [2] that the random variables log ( )nR x
(n
satisfy the law of large numbers and the central 
limit theorem. But for the merely random variables )R x , there is no correspondent claims, None of the 
classical limit theorems in probability, such as the weak and the strong law of large numbers and the 
central limit theorem hold for ( )nR x . One obvious reason is that 
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It is natural to ask if we vary the norming constants, whether there would be some limit theorem. In[2], 
they showed that there is a weak law of large numbers, which says 
Theorem 1.3.([2]) For any 0ε > ,
( ){ [0,1) : 1 }
log
nS xx
n n
λ λ∈ − ≥ 0→ ,
. ., logni e S n n converges in probability to 1. 
  For the strong law of large numbers the situation is entirely different. No matter, how a sequence 
( ), 1n nφ ≥ of norming constants is chosen (as long as it is reasonably regular) we cannot have almost 
everywhere convergence to a finite nonzero limit. 
Theorem 1.4. Let { ( ), 1}n nφ ≥ be a sequence of positive numbers such that ( )n nφ  is nondecreasing.                         
Then, for almost all ,[0,1)x∈
( )lim 0
( )
n
n
s x
nφ→∞ = , or 
( )lim
( )
n
n
s x
nφ→∞ = ∞ .
According as the series 
1
1
( )n nφ
∞
=
∑  converges or not. 
Remark. For the divergence part no regularity condition onϕ is needed. 
   However, for the convergence part, in the absence of (1.6), the limsup can be non-zero and finite almost 
everywhere. Here is a quick proof. By Theorem 1.3,  converges i.e. 1 along a subsequence 
.Setting 
/ logns n n
kN ( ) logk kn N Nφ = when 1 lon Nlog gk k kN N N− k< ≤ , we have  
( ) ( ) log
k kN Nn
k k
S SS
n n N Nφ φ≤ = .
 So the limsup is equal to 1. 
2. PROOF OF THEREM 1.4 
    The idea of establishing Theorem 1.4 follows from Phillip [4], where showed the results for continued 
fraction expansion. We first cite a so-called Borel-Cantelli on ( ) nR x ([4 ), which will imply the 
assertion of divergence part immediately. 
]
Theorem 2.1 Let ( ), 1n nψ ≥ is sequence of positive numbers. Then 
{ [0,1) : ( ) ( ), . }nx R x n i o 0λ ψ∈ ≥ =  or 1 
according as the series 
1
1
( )n nψ
∞
=
∑ converges or not. 
  Proof of Theorem 1.4. 
(1). Divergence part. Fix . Take 0M > ( ) ( )n M nψ φ= , then by Theorem 2.1, we have, for almost all 
[0,1), ( )n ( )x R x M nφ∈ ≥ for infinitely many n’s. So 
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( ) ( )limsup limsup
( ) ( )
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x nφ φ→∞ →∞≥ ≥ .
(2). Convergence part. In this case, we have, for almost all [0,1), ( ) ( )nx R x nφ∈ ≥ ultimately. Put 
*
( ) ( )( ) ( )1 nn n R xR x R x φ≤= n .
Thus, for almost all [0,1)x∈ , we have 
                                                  *( ) ( )n nR x R x= .                                                              (2.1) 
Except for finite many n’s. Note that 
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Since )(nφ  (1.6) is nondecreasing, we have .
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Combining (2.1), (2.4) and (2.5), we get, for almost all 0)(),1,0[ →∈ nSx n φ  as .∞→n
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