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ABSTRACT
Motivation: Modern mass spectrometry allows the determination of
proteomic fingerprints of body fluids like serum, saliva or urine. These
measurements can be used in many medical applications in order to
diagnose the current state or predict the evolution of a disease. Recent
developments in machine learning allow one to exploit such datasets,
characterized by small numbers of very high-dimensional samples.
Results: We propose a systematic approach based on decision
tree ensemble methods, which is used to automatically determine
proteomic biomarkers and predictive models. The approach is valid-
ated on two datasets of surface-enhanced laser desorption/ionization
time of flight measurements, for the diagnosis of rheumatoid arth-
ritis and inflammatory bowel diseases. The results suggest that the
methodology can handle a broad class of similar problems.
Supplementary information: Additional tables, appendicies and




Modern mass spectrometry (MS) generates protein profiles from
body fluids like serum, saliva or urine. In medical applications, the
analysis of such measurements can help to better understand the dif-
ferences between various diseases, and to develop new diagnostic
criteria. For example, the information contained in mass spectra
could be used to improve sensitivity and/or specificity of predict-
ive models used in medical diagnosis and prognosis. It could also
help to monitor the response of patients to a given treatment or drug.
Datasets from proteomic MS are typically characterized by very
high-dimensional input spaces (several thousand variables) but rel-
atively small numbers of samples (a few hundred at best), which
precludes the use of classical statistical techniques such as lin-
ear discriminants, or even neural networks, unless one is able to
reduce very drastically the problem dimensionality. On the other
hand, recent developments in machine learning (ML), namely tree-
based ensembles and kernel-based methods, allow one to exploit
such datasets without prior feature selection or extraction.
The application of ML techniques to mass-spectra classification
has been recently proposed by several researchers, which use for
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some specific problems, among other methods, decision tree induc-
tion (Fung and Enderwick, 2002; Rai et al., 2002), tree based
ensemble methods, e.g. boosted decision trees (Qu et al., 2002),
random forests (Izmirlian, 2004) or specific new methods (Li et al.,
2003), support vector machines (SVM) (Pusch et al., 2003; Jong
et al., 2004) or several of these methods (Wu et al., 2003; Liu et al.,
2002). In the present paper, we go one step further in this direc-
tion by proposing a systematic approach to solve a large class of
clinical proteomics problems. Our approach aims, in particular, at
being independent of the peak detection algorithms and other pre-
processing methods which have been developed on an ad hoc basis
for specific data acquisition conditions, so as to increase flexibility
and broaden the range of application. The proposed software aims
both at developing diagnostic tools and/or at identifying biomarkers
depending on the focus of the particular study under consideration.
It includes clearly defined pre- and post-processing steps as well
as the invocation of a toolbox of generic decision tree based meth-
ods. We choose decision tree methods because these methods are
computationally very efficient and can be easily exploited to assist
physicians in identifying among a large number of candidate bio-
markers, those that are best suited for a particular discrimination task.
We provide results of our approach on datasets of two experimental
studies based on surface-enhanced laser desorption/ionization time
of flight mass spectrometry (SELDI-TOF-MS). They concern the
diagnosis of patients suffering from inflammatory diseases, namely
rheumatoid arthritis (RA) and inflammatory bowel diseases (IBD).
This paper is organized as follows: Section 2 describes the gen-
eric problem that we want to solve and its requirements from
the ML viewpoint. Section 3 describes the main steps of the
algorithmic solution that we propose and Section 4 provides a sum-
mary of our experimental results. Finally, Section 5 provides the
overall conclusions.
2 GENERIC PROBLEM STATEMENT
2.1 Practical objective
The overall objective is to use experimental datasets obtained from
proteomic MS for identification of one or several biomarkers spe-
cific of a given disease, or enable discrimination among a certain
class of diseases, or be indicative of treatment response, and for
the construction of predictive models exploiting the biomarker
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Fig. 1. The different steps of the proposed algorithmic solution.
intensities to help physicians in the context of medical diagnosis
or prognosis.
2.2 Proteomic mass spectrometry datasets
The datasets are obtained from biological samples collected from
different patients classified in different classes (e.g. disease versus
control, disease A versus disease B, successful versus unsuccessful
treatment . . . ), processed by a mass spectrometer after sample frac-
tionation in different physical conditions (so-called chip surfaces).
The mass spectrometer typically provides signal intensities in a
range of mass to charge (m/z) ratios between 0 and 20 000 Da,
with a typical accuracy of 0.25%. This leads to a vector of 5000 to
20 000 numerical values for each mass spectrum analysis. In practice,
for a given patient these analyses can be obtained from the sample
pre-processed on several different chip surfaces and in several rep-
licas, thus potentially leading to over 100 000 numerical variables
per patient.
While the number of variables can be very high in these applica-
tions, the number of patients (in other words, of samples) is typically
rather small (say, several tens of patients only for each class). This
leads to rather untypical ML problems where the number of input
variables is several orders of magnitude higher than the number
of samples.
2.3 Discussion of specific ML requirements
ML offers various paradigms to extract information from datasets.
In the context of the present application, the so-called supervised
learning paradigm is applicable where the datasets are composed of
samples described by input variables and a specific output informa-
tion, and the objective is to derive from the dataset a synthetic model
which predicts the output information of a sample as a function of its
input variables. Actually, we will use the learning algorithm to con-
struct classification models, since the output information is a discrete
label (type of disease, success/nosuccess. . . ).
There exists a multitude of algorithms for supervised classification,
such as neural networks, genetic algorithms, discriminant analysis
or decision trees. However, given the specificities of our application,
the algorithm must cope with datasets where the number of variables
is (much) larger than the number of samples and identify automat-
ically and explicitly the informative variables, so as to determine
biomarkers for the task at hand.
Decision tree based techniques appear to fit well to these problem
characteristics. The computational complexity of these methods is
(in the worst case) linear in the number of input variables, and they
are also able to cope with problems where the input space dimen-
sionality is larger than the number of samples and/or where the large
majority of input variables are irrelevant. They are, furthermore,
totally autonomous and computationally very fast. Moreover, they
can be easily exploited in order to identify a subset of relevant input
variables i.e. of candidate biomarkers for further analysis.
The combination of the basic decision tree induction method
(e.g. CART (Breiman et al., 1984)) with various ensemble
approaches (bagging; Breiman, 1996; boosting; Freund and Scha-
pire, 1995 . . . ) leads itself to a rather rich class of algorithms,
which all share the computational and functional properties discussed
above. However, for a given application it is not possible to predict in
advance which one of these methods would lead to the best comprom-
ise between sensitivity and specificity. Thus we advocate at this level
a toolbox approach, applying in parallel a sufficiently rich class of
decision tree based algorithms and retaining the best results obtained.
In the rest of this paper we use the term attribute to denote an input
variable used in a supervised learning problem, class to denote the
(value of the) output variable and learning set to denote a dataset
used by a supervised learning algorithm.
3 PROPOSED METHODOLOGY
The different steps of our algorithmic solution are represented in
Figure 1. They are described in detail below:
3.1 Pre-processing
Proteomic MS provides usually rather noisy signals, both in terms of
intensities and mass to charge ratios. In particular, small m/z errors
may lead to large distances in the attribute space, and it is preferable
to filter this noise out before applying the ML algorithms. We propose
to use for this purpose a simple m/z ratio discretization algorithm,
which roughness can be adapted to the problem at hand. Given the
value of a roughness parameter r in [0, 1], it works as follows:
1. Let m be the first m/z ratio present in a spectrum;
2. Create a new attribute equal to the cumulative intensities in the
m/z interval [m, m + r .m], and set m = m + r .m;
3. Unless m is larger than the largest m/z value in the original
data, return to step 2.
This technique is compared with the peak detection and alignment
software developed by the manufacturer of the SELDI-TOF-MS
device that we used (ProteinChip Biomarker 3.0 by Ciphergen
Biosystems, Inc.,). This latter removes m/z values that do not cor-
respond to a ‘real peak’ in a sufficient number of spectra and aligns
the spectra so that their peaks correspond to the same m/z ratio.
3.2 Machine learning algorithms
We first describe the model building techniques based on decision
tree induction that we use and then the leave-one-out validation
method that we use to evaluate their generalizability to unseen cases.
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3.2.1 Model building For single decision tree induction, we use
the CART algorithm with cost–complexity pruning by 10-fold cross-
validation (Breiman et al., 1984), together with an information
theoretic score measure described in Wehenkel (1998). In addition to
CART we use several decision tree based ensemble methods, so as to
reduce variance and bias and hence improve accuracy and reliability.
Notice that many empirical studies have been carried out compar-
ing different tree based ensemble methods (Bauer and Kohavi, 1999;
Dietterich, 2000) and no method has been found superior to all others
in all situations. For this reason, we use the four following methods
in parallel:
• Bagging (Breiman, 1996) builds tree ensembles (CART
algorithm without pruning) from bootstrap samples (i.e. samples
of the same size as the learning sample drawn with replacement
from it), and aggregates tree predictions by majority vote.
• Random forests (Breiman, 2001) directly derive from bagging.
At each test node, they select K attributes at random among
all candidate attributes before determining the split. We use the
default setting of K , equal to the square root of the total number
of candidate attributes.
• Extra-trees (P. Geurts, D. Ernst and L. Wehenkel, submitted for
publication) grow trees from the complete learning set by select-
ing at each node the best among K randomly generated splits.
We use the same setting for K as in the random forests. This
method is described in the appendix in the supplementary data.
• Boosting (Freund and Schapire, 1995) builds trees sequentially
and deterministically with CART, but by increasing the weights
of the learning set samples that are misclassified by the previous
trees of the sequence, and by aggregating their predictions by
a voting scheme where each tree is weighted according to its
accuracy on the learning set. In our simulations, we have used
the so-called Adaboost algorithm.
In our experiments, we use ensembles of 100 trees for each method.
For comparison purpose, we have also run experiments with C4.5
(Quinlan, 1986) as the base learner. These results will be discussed
below.
3.2.2 Model cross-validation and selection Because of the very
small size of the medical datasets, we use leave-one-out cross-
validation to estimate the accuracy of our models. It consists in
removing each sample in turn from the learning set, building a model
from the remaining n− 1 samples, then classifying this sample with
this model, and counting the overall frequency of different types of
errors. For binary classification problems, the accuracy of a model
is then measured by three values:
• Sensitivity: % of samples from the target class that are well
classified by the model (true positives).
• Specificity: % of samples from the other class that are well
classified by the model (true negatives).
• Error rate: % of samples (whatever their classes) that are
misclassified by the model.
In practice, the selection of the best among several models according
to these three measures depends on the importance or cost of mis-
classification in each class. In our experiments, we will select models
on the basis of their error rate.
Notice that since the final model is eventually selected by leave-
one-out cross-validation, this latter error rate might be slightly over-
optimistic and, in any case, suffers from high variance because of
the small sample sizes. Hence, we recommend that in practice final
validation is done on another sufficiently large set of independent
observations. Notice also that in cases where several observations
in the learning set come from the same patient (replicas), we do a
patient-based leave-one-out validation by removing in each fold all
the data related to a patient.
3.3 Biomarker identification
The biomarker identification procedure works in two successive
steps. First, attributes (corresponding to intensities in ranges of m/z
ratios) are ranked by decreasing order of importance. Second, an
optimal subset of biomarkers is identified by cross-validation.
3.3.1 Attribute importance ranking The tree-based algorithms we
use allow to easily compute an attribute importance measure for a
given classification problem. Among the importance measures pro-
posed in the literature (Breiman et al., 1984; Breiman, 2001; Hastie
et al., 2001), we use the information measure from (Wehenkel, 1998).
Namely, at each test node, we compute the total reduction of the class
entropy due to the split, which is defined by:
I (node) = #SHC(S) − #StHC(St ) − #Sf HC(Sf ), (1)
where S and #S denote, respectively, the subset of samples that reach
this node and its size, St (Sf ) denotes the subset of them for which
the test is true (false) and HC(·) computes the Shannon entropy of the
class frequencies in a subset of samples. Thus, a split is considered as
more important if it concerns many cases (#S is large) and at the same
time discriminates well between their classes. The overall importance
of an attribute for the classification problem is then computed by
summing the I values of all tree nodes (of a single tree, or of an
ensemble of trees), where this attribute is used to split. In the case
of boosting, we use a weighted sum taking into account the different
weights of the different trees in the ensemble. Those attributes that
are not selected at all obtain zero, and those attributes that are selected
close to the root nodes of the trees typically obtain high scores. For
the sake of presentation, we normalize the importances obtained in
this way for the different candidate attributes so that they sum up
to 100%.
3.3.2 Biomarker selection It is often difficult to define a priori an
importance threshold below which one can discard attributes. Thus,
to automatically select an optimal subset of of biomarkers, we use
the following overall procedure:
• A model is built with all candidate attributes (obtained after pre-
processing) and with each ML algorithm; the best one is selected
by cross-validation (see Section 3.2.2) and used to determine the
importance ranking;
• The ML algorithms are run again by using only the top ranked
attributes, while progressively increasing their number;
• The accuracy estimates (by leave-one-out) of the resulting
sequence of models are computed so as to determine a learning
curve which, typically, first increases then reaches a maximum
and decreases again.
3140
Proteomic mass spectra classification
• The attributes corresponding to the maximum accuracy (within
some tolerance) are then retained as the optimal set of
biomarkers.
Notice that since the error estimates are here based on a very small
sample, the location of the exact minimum in the learning curve can
be unstable. Thus, we use the so-called one standard error rule defined
in Breiman et al. (1984), which selects the smallest set of attributes
that gives an error not greater than Err∗ + σ ∗, where Err∗ is the
minimal error and σ ∗ is an estimate of the standard deviation of this
error. In our experiments, the standard deviation σ ∗ is estimated by√
Err∗(1 − Err∗)/n where n is the size of the learning set. Notice that
being more conservative, this rule yields a smaller set of biomarkers
and also less biased accuracy estimates.
3.4 Remarks
3.4.1 Selection bias We stress the already mentioned fact that
since the cross-validation error rates are used to select models and/or
biomarkers, they should not be considered as an unbiased way
of estimating the error rates of the finally obtained models. For
this purpose, either a second level cross-validation technique needs
to be superimposed upon the described procedure (see Ambroise and
McLachlan, 2002, and the related discussion below in Section 4.3.2)
or preferably, an independent test set of carefully selected patients
should be used for final validation.
3.4.2 Other ranking schemes The biomarker selection method
can be combined with any other attribute-ranking scheme that is
deemed of interest, such as for example the so-called P -values
ranking compared in Section 4.3.2.
3.4.3 Models built with a reduced number of biomarkers After
final biomarker selection one can use the resulting subset of attrib-
utes to build a new model. This may reduce variance and hence
further increase accuracy, especially with very small datasets (see
Section 4.3.2).
4 RESULTS AND DISCUSSION
4.1 Datasets
Our experiments use two datasets of SELDI-TOF-MS obtained from
serum samples of several patients. The main goal is to detect patients
suffering from one particular inflammatory disease: RA for the first
dataset and IBD for the second. In both datasets, the control group
is composed of samples of healthy patients and patients affected by
other similar inflammatory diseases. Samples were collected at the
University Hospital of Liège from 2002 until present. In the first
problem, two serum samples have been collected and analyzed per
patient, and in the second problem four. The composition of each
dataset in terms of the number of samples in the target and the non-
target classes is given in Table 1. Details about these two datasets are
given in the Appendix in the Supplementary data.
In both cases, several chip arrays were actually tested but we report
only on the best results obtained among these latter. Mass spectra
were obtained from chip arrays by a PBS II Protein Chip reader
(Ciphergen Biosystems Inc.). Several standard pre-processing steps
(baseline subtraction, normalization. . . ) were applied to the result-
ing spectra before applying our methodology. A detailed description
of the experiments is given in De Seny et al. (2005) (D. De Seny,
M. Fillet, M.A. Meuwis, P. Geurts, L. Lutteri, C. Ribbens, V. Bours,
Table 1. Summary of the datasets: class composition and number of attributes
for different discretization steps
Dataset No. of No. of 0.0% 0.3% 0.5% 1.0% Peaks
target others
RA 68 138 15445 1026 626 319 136
IBD 240 240 13799 1086 664 338 152
L. Wehenkel, J. Piette, M. Malaise and M.P. Merville submitted for
publication).
On both datasets, we have tried four different values of the para-
meter r: 0.0, 0.3, 0.5 and 1% and we have also used peak alignment
and detection as carried out by the ProteinChip Biomarker Software
version 3.0 (Ciphergen Biosystems, Inc.) with default parameters
(Fung and Enderwick, 2002). Table 1 shows the resulting number
of attributes.
4.2 Model building and validation
Table 2 compares the ML algorithms on the two problems with dis-
cretized spectra, reporting for each method the best results obtained
by selecting the optimal roughness parameter r∗. Sensitivities, spe-
cificities, and error rates (in %) are leave-one-out estimates as
indicated in Section 3.2.2. As our learning sets contain two or four
replicas for each patient, we have removed all data corresponding
to a single patient in each leave-one-out round, so as not to bias the
estimates. Table 3 reports the results obtained with pre-processing by
peak alignment and detection. All ensemble methods are quite close
but single trees are clearly inferior. Using the data pre-processed by
peak selection gives less good results on both problems. Overall,
results in terms of sensitivity and specificity are quite good on both
problems. For RA, the best result is obtained with boosting. On IBD,
the best method is extra-trees. Results obtained in identical condi-
tions with C4.5 as the base learner are given on the Supplementary
data on web site. In general, they are slightly less good.
In the case of the pre-processing by discretization, we find that a
value of r = 1% works better in almost all cases. Table 4 gives more
details about the evolution of the error with this parameter (on RA
with boosting, and on IBD with extra-trees).
For comparison purpose, we also report in Tables 2 and 3 results
obtained with the k-nearest neighbors method (k-NN) and SVM.
Implementation details related to these two algorithms are given in
the Appendix in Supplementary data. We observe that on both prob-
lems and pre-processings, the k-NN method is clearly suboptimal in
terms of accuracy. The results of the SVM method are better, but on
the average less good than those of the best tree based method. Only
on IBD with pre-filtered peaks, SVM provides the best results, but
they are nevertheless slightly less good than those obtained on this
problem by extra-trees without pre-filtered peaks.
4.3 Biomarker identification
4.3.1 Attribute importance ranking Table 5 gives for each prob-
lem the m/z interval and percentage of information (i.e. the import-
ance) of the first ten attributes, respectively, ranked by a single CART
tree and by boosting, with discretization (r = 1%) and also with peak
detection. The table also provides the ranking (Rp) of each attribute
according to the P -values obtained by a statistical non-parametric
Mann–Whitney test (Fung and Enderwick, 2002).
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Table 2. Results with the best discretization on each problem
Method RA dataset IBD dataset
r∗ (%) Sensitivity Specificity Err. r∗ (%) Sensitivity Specificity Err.
Single tree 1 66.18 (45/68) 86.23 (119/138) 20.39 1 81.67 (196/240) 81.17 (194/239) 18.58
Bagging 0.3 83.82 (57/68) 89.13 (123/138) 12.62 1 85.83 (206/240) 87.44 (209/239) 13.36
RF 1 89.71 (61/68) 85.51 (118/138) 13.11 1 85.42 (205/240) 92.05 (220/239) 11.27
ET 1 92.65 (63/68) 86.96 (120/138) 11.17 1 88.33 (212/240) 91.63 (219/239) 10.02
Boosting 1 83.82 (57/68) 94.93 (131/138) 8.74 1 87.08 (209/240) 92.05 (220/239) 10.44
k-NN 1 82.35 (56/68) 82.61 (114/138) 17.48 1 77.08 (185/240) 81.59 (195/239) 20.67
SVM 1 88.24 (60/68) 89.86 (122/138) 10.68 1 87.92 (211/240) 87.87 (210/239) 12.11
See Table 8 on the supplementary website for results obtained with C4.5 in the same conditions.
Table 3. Results with peak alignment and detection
Method RA dataset IBD dataset
Sensitivity Specificity Err. Sensitivity Specificity Err.
Single tree 80.88 (55/68) 81.88 (113/138) 18.45 72.50 (174/240) 74.17 (178/240) 26.67
Bagging 75.00 (51/68) 87.68 (121/138) 16.50 84.58 (203/240) 82.92 (199/240) 16.25
RF 83.82 (57/68) 88.41 (122/138) 13.11 86.25 (207/240) 87.92 (211/240) 12.92
ET 89.71 (61/68) 86.23 (119/138) 12.62 84.17 (202/240) 87.50 (210/240) 14.17
Boosting 80.88 (55/68) 92.75 (128/138) 11.17 87.50 (210/240) 89.58 (215/240) 11.46
k-NN 77.94 (53/68) 80.43 (111/138) 20.39 87.08 (209/240) 72.50 (173/239) 20.21
SVM 83.82 (57/68) 88.41 (122/138) 13.11 90.42 (217/240) 89.17 (213/239) 10.21
See Table 9 on the supplementary website for results obtained with C4.5 in the same conditions.
Table 4. Effect of the discretization parameter, left on RA with boosting, right on IBD with extra-trees
r (%) RA dataset IBD dataset
Sensitivity Specificity Err. Sensitivity Specificity Err.
0.0 88.23 (60/68) 88.40 (122/138) 11.65 85.00 (204/240) 87.45 (209/239) 13.78
0.3 85.29 (58/68) 90.58 (125/138) 11.17 85.42 (205/240) 91.21 (218/239) 11.69
0.5 85.29 (58/68) 90.58 (125/138) 11.17 85.83 (206/240) 91.21 (218/239) 11.48
1.0 83.82 (57/68) 94.93 (131/138) 8.74 88.33 (212/240) 91.63 (219/239) 10.02
We notice that rankings of the single tree and boosting models
are quite different, but since the latter is much more accurate than
the former, we deem its attribute ranking also more reliable. We
also observe that ‘peak detection’ and our discretization method
give different rankings. We believe that peak detection removes
some important attributes that the ML methods have to replace with
other (less informative) attributes, and so changes the order of rank-
ings. Actually, on both problems the most important attributes (with
boosting) correspond to two m/z ranges (1054–1064 on RA and
5177–5230 on IBD) where no peak was found by the peak detection
method. Thus, the first m/z value detected by the boosting model
with the peaks is only the second on RA and the third on IBD attrib-
ute in the ranking obtained with the discretization r = 1%. This may
also explain the difference in error rates between Tables 2 and 3.
While in Table 5 the first attribute given by the importance measure
derived from ML models is (in every case) also ranked high (among
the top three and most often first) according to the P -values, some
important attributes are ranked rather low by these latter. This is
explainable by the fact that the P -values detect only single-variable
effects, while the importance ranking is a multivariate approach also
detecting interacting effects of several attributes.
4.3.2 Biomarker selection We used on both problems the proced-
ure of Section 3.3, while using the boosting models at the first step
to determine attribute importances (with r = 1%). Table 6 shows the
best methods for increasing numbers of attributes (N = 1, . . ., 100),
together with the corresponding accuracies determined by leave-
one-out cross-validation. The last line of the table corresponds to
the results (from Table 2) when all candidate attributes are used.
Those error rates falling within the range [Err∗, Err∗ +σ ∗] are under-
lined. In both datasets, the error goes through a minimum when N
increases and the minimum corresponds to a quite large number
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Table 5. Attribute importances on both problems
DT, r = 1% DT, peaks Boosting, r = 1% Boosting, peaks
m/z Imp. % Rp m/z Imp. % Rp m/z Imp. % Rp m/z Imp. % Rp
RA dataset
1054–1064 22.96 3 2924 22.78 1 1054–1064 5.65 3 2924 11.38 1
4275–4318 15.22 168 2778 9.36 21 2913–2942 3.99 1 4538 7.37 44
5336–5390 13.08 8 9371 9.08 113 4587–4633 3.96 52 10441 5.22 31
15324–15478 8.72 4 10441 8.01 31 6144–6206 3.78 44 4825 4.42 92
1922–1941 8.64 141 15485 7.98 67 4318–4362 3.47 2 2778 4.20 21
2942–2972 5.12 36 9509 6.51 88 4825–4873 3.36 113 5686 3.11 5
2330–2354 4.98 298 8145 6.36 8 7588–7665 3.34 10 6669 2.29 43
1737–1754 4.81 299 4538 6.16 44 15324–15478 2.05 4 5914 2.22 54
3865–3903 4.35 23 14667 5.58 130 4275–4318 2.00 168 1034 1.95 24
2403–2427 3.64 269 3748 4.65 58 5901–5960 1.96 18 4134 1.94 42
IBD dataset
5177–5230 32.23 1 4213 27.84 1 5177–5230 11.93 1 4213 13.59 1
9951–10052 9.14 217 13886 7.18 124 5612–5668 6.49 4 3068 6.42 2
4189–4232 8.86 8 3218 6.79 59 4189–4232 5.50 8 4238 5.84 8
5612–5668 7.17 4 4289 6.70 66 3063–3095 3.38 2 4289 4.80 66
13722–13860 5.16 188 5255 6.24 34 4275–4318 3.29 162 24097 3.76 3
6332–6396 5.14 9 3320 5.71 151 24048–24290 3.20 3 3163 2.93 86
4275–4318 4.72 162 5073 4.70 115 3983–4023 2.44 17 23197 2.85 10
2022–2043 3.53 265 7773 4.34 4 23807–24048 2.19 5 5753 2.55 7
16111–16274 3.39 72 24332 4.20 15 4728–4776 1.84 13 1945 1.83 27
11571–11687 3.09 336 3965 4.13 137 8734–8822 1.64 67 1741 1.65 11
Table 6. Best results with attribute selection by boosting (r = 1%)
N RA dataset IBD dataset
Method Sensitivity Specificity Err. Method Sensitivity Specificity Err.
1 ET 58.82 (40/68) 74.64 (103/138) 30.58 ET 77.08 (185/240) 84.10 (201/239) 19.42
2 RF 63.24 (43/68) 84.06 (116/138) 22.82 ET 82.08 (197/240) 81.59 (195/239) 18.16
3 BA 80.88 (55/68) 86.96 (120/138) 15.05 ET 80.00 (192/240) 89.12 (213/239) 15.45
4 DT 85.29 (58/68) 85.51 (118/138) 14.56 ET 83.75 (201/240) 84.94 (203/239) 15.66
5 ET 85.29 (58/68) 87.68 (121/138) 13.11 ET 82.92 (199/240) 83.68 (200/239) 16.70
10 BO 88.24 (60/68) 92.75 (128/138) 8.74 RF 82.92 (199/240) 87.87 (210/239) 14.61
15 BO 86.76 (59/68) 94.93 (131/138) 7.77 RF 84.58 (203/240) 90.38 (216/239) 12.53
20 BO 91.18 (62/68) 94.93 (131/138) 6.31 RF 84.58 (203/240) 92.05 (220/239) 11.69
25 BO 89.71 (61/68) 94.93 (131/138) 6.80 RF 89.58 (215/240) 92.05 (220/239) 9.19
50 ET 92.65 (63/68) 92.75 (128/138) 7.28 ET 90.00 (216/240) 94.98 (227/239) 7.52
75 BO 83.82 (57/68) 95.65 (132/138) 8.25 ET 90.83 (218/240) 95.82 (229/239) 6.68
100 BO 86.76 (59/68) 95.65 (132/138) 7.28 RF 89.58 (215/240) 95.40 (228/239) 7.52
ALL BO 83.82 (57/68) 94.93 (131/138) 8.74 ET 88.33 (212/240) 91.63 (219/239) 10.02
of attributes (respectively, 20 and 75 attributes), while the one-
standard error rule retains respectively 15 and 50 attributes only.
Also, the most important improvement occurs already with a much
smaller number of attributes (on RA, from 5 to 10 attributes; on IBD,
∼15–20 attributes).
Figure 2 shows further information. The curves called ‘global
selection’ draw the evolution of the error with boosting while using
importance ranking (the horizontal lines correspond to Err∗+σ ∗ bars
used for biomarker selection). Two further pairs of curves obtained
when the attributes are introduced in random order averaged over
the leave-one-out folds (‘Random’) and when they are introduced
according to the P -values are also shown. We see that for smaller
numbers of attributes, P -values are competitive with boosting, but
boosting scores better when N increases. The random order gives
significantly worse results.
As already stated, since the attribute ranking uses internal cross-
validation on the whole dataset, the optimal error rates given above
might be optimistic (Ambroise and McLachlan, 2002). In the absence
of a sufficiently large independent test set, we thus have used
the external cross-validation procedure proposed in (Ambroise and
McLachlan, 2002), to yield unbiased estimates. For each run of the
external leave-one-out method, this consists of using boosting on
all data but the removed patient, ranking the attributes with this












































Fig. 2. Learning curves with boosting, left on the RA dataset, right on the IBD dataset.
and testing it on the removed patient. This procedure applied for
increasing values of N gives the curve labeled ‘local selection’ in
Figure 2. We observe that these errors are indeed higher than the
errors obtained with internal leave-one-out procedure used to gener-
ate the ‘global selection’. However, their general trend is similar and
on both problems the optimal numbers of attributes is also close to
the one obtained by the global selection procedure.
Hence, we deem that the procedure of Section 3.3 indeed
selects a relevant set of biomarkers. We also believe that ML
models using these reduced sets could possibly provide more
reliable models than those using the whole set of candidate
attributes, although this is not demonstrable from our experi-
ments. We also notice that our observations are consistent with
the conclusions drawn in Ambroise and McLachlan (2002) with
another medical instrumentation (microarray) and another ML
algorithm (SVMs).
4.4 Aggregation of replica classifications
In regard to the IBD problem, in this section we investigate the use
of a certain number of replica MS measurements (say R repeated
MS analyses of the serum collected from one patient). To this end,
a model for classifying individual spectra is built using the same
approach as in the previous experiment. Then, to predict the status of
a given patient, the R spectra corresponding to this patient are first
classified by this model, and the patient is diagnosed as suffering
from IBD if at least M of his measurements were classified as IBD.
In principle, by adjusting the value of M (1 ≤ M ≤ R) it is possible
to either favor classifications in the ‘IBD’ class or in the ‘non-IBD’
class, and hence to provide different tradeoffs between sensitivity
and specificity. Using smaller values of M maximizes sensitivity and
thus it may be interesting, for example, to screen a population for a
rapidly evolving and lethal disease. On the other hand, larger values
of M allow the decrease of the number of false positives and might
be preferred, for example, to decide the application of a intensive or
expensive treatment.
Table 7 shows the results obtained in this way for increasing values
of M (R = 4). We observe that this very simple approach indeed
improves with respect to the results of Table 3: for M = 2, both
sensitivity and specificity increase (and error rate decreases from
10.44 to 7.5%), while for M = 1 sensitivity further increases (at the
Table 7. Accuracy/patient (IBD problem), r = 1% and boosting
M Sensitivity Specificity Err.
1 93.33 (56/60) 83.33 (50/60) 11.66
2 91.66 (55/60) 93.33 (56/60) 7.50
3 86.66 (52/60) 93.33 (56/60) 10.00
4 76.66 (46/60) 98.33 (59/60) 12.50
price of a decrease in specificity), and for M = 3 or 4, specificity
increases (at the price of a decrease in sensitivity).
5 CONCLUSIONS
In this paper, we have proposed a systematic and flexible meth-
odology to support the analysis and knowledge extraction from
proteomic MS datasets. This framework relies on a toolbox of gen-
eric supervised ML algorithms comprising decision tree induction
and several decision tree based ensemble methods, which are com-
bined with pre- and post-processing stages. These latter complete
the generic tools in order to handle effectively proteomic MS data-
sets obtained with various data acquisition devices and strategies
and to extract from such datasets, both accurate decision criteria and
interpretable information, which can directly be exploited to identify
biomarkers for clinical proteomics. From an application point of view
the framework remains as general as possible, while at the same
time giving superior results to the standard pre- and post-processing
techniques used in these applications (peak-detection and P -values
based biomarker selection). We also notice from the computational
point of view that the overall procedure, including biomarker selec-
tion and leave-one-out cross-validation, runs in a few minutes on a
standard workstation.
The clinical research which drove the development of our work
concerns two actual problems, namely the diagnosis of RA and of
IBD. In both cases, the same framework was applied and gave very
promising results both for the induction of predictive models and for
the identification of biomarkers. This highlights clearly the flexibility
of the approach.
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Further research will aim at applying this methodology to other
problems and other proteomic and/or genomic data acquisition
schemes. While this paper focuses on the extraction of accurate
predictive models and biomarkers, another interesting direction for
future research is the extraction of interpretable rules from such data.
In this context, the method proposed in (Li et al., 2003) might be an
interesting complement to the methods presented here.
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