This special issue gathers revised and extended versions of selected papers presented at the 12th International Conference on Parallel Processing and Applied Mtahematics, PPAM 2017, which was held September 10-13, 2017 in Lublin, Poland (http://ppam.pl). This conference is a continuation of a series of conferences started in 1994. They have been held every 2 years in different universities in Poland. The purpose of PPAM conferences is to exchange ideas between researchers involved in parallel and distributed computing, including theory and applications, as well as applied and computational mathematics. The focus of PPAM 2017 was on models, algorithms, and software tools that facilitate efficient and convenient use of modern parallel and distributed computing systems, as well as on large-scale applications, including data-intensive and machine learning challenges and solutions.
The following papers present research on efficient adaptation of applications to HPC platforms with accelerators, evaluation, and optimization of real-world HPC applications, performance portable parallel programming, alternative programming models for large-scale HPC applications.
The papers in this special issue address the following topics:
Challenges and solutions for porting applications to HPC systems with Graphics Processing Unit (GPU) accelerators: -efficient model of tumor dynamics simulated in multi-GPU environment and -cost-effective molecular-dynamics calculations on GPU-based Desmos supercomputer with Angara interconnect.
Algorithmic challenges in advanced numerical modeling on HPC systems: -accelerating many-nucleon basis generation for high performance computing enabled ab initio nuclear structure studies. Challenges and solutions for efficient parallel programming of large-scale scientific applications: -performance portable parallel programming of heterogeneous stencils across shared-memory platforms with modern Intel processors and -interoperability strategies for Global Address Space Programming Interface (GASPI) and Message Passing Interface (MPI) in large-scale scientific applications.
The PPAM 2017 conference was made possible, thanks to sponsorship from Intel, Lenovo, and Springer. We would like to express our sincere gratitude to them. 
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