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ABSTRACT
Textures are a integral part of Computer Graphics, and creating realistic textures is a
challenging task. Recently, Neural Networks have made significant advances in the area,
and have shown great promise in creating believable textures. Despite this, there exist some
problems with their use in this field.Here, we explore those advances and the issues that
arise in developing a pipeline for generating high quality textures.
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CHAPTER 1: TEXTURES AND COMPUTER GRAPHICS
Present on every surface in any rendered scene, the quality and resolution of textures are
intrinsically linked to the realism, immersiveness and visual impact of Computer Graph-
ics. Textures describe the surface characteristics of the 3D objects that are within a scene,
transforming them from bland flat meshes to artistic models. From concrete pavements to
wood planks and rocky surfaces, textures provide the detail and diversity that are essential
to believable computer graphics.
The ubiquity of textures has consequences. High quality textures demand a considerable
amount of painstaking artist work to create. Rendering at a specified resolution will likely
require textures corresponding to that resolution. A 1024x1024 render needs 1024x1024
quality textures on its objects, while the same scene at 4096x4096 necessitates 4096x4096
textures. This increased screen size vastly increases the amount of work needed for the tex-
tures. VR and Film rendering, with even higher resolution, will require even larger textures.
A significant portion of the total size of the assets for a scene consists of textures. Having
gigabytes of textures is not uncommon in real-time areas, and the size for oﬄine, ray-traced
applications is even larger. While this is not a problem in terms of storage on hard-drives, it
does place a burden on the considerably smaller GPU memory, where textures must compete
with 3D meshes, and other assets, for space. Streaming from the CPU side to GPU side
is a partial solution, but the associated memory bandwidth can often be the bottleneck for
rendering.
Texture Synthesis covers a wide variety of techniques, with varying constraints and virtues.
In addition to providing methods to reduce the work for artists to create new textures at
design time, texture synthesis extends into methods that run as a component of the render-
ing system. This allows them to generate the textures only when they are needed, saving
on GPU memory, at the cost of GPU computational power and time.
The broad aim of any synthesis method is to be able to generate new samples of a texture,
based on a provided example. Largely speaking, the success of these method are based on
visual inspection, whether or not it is possible for a human to choose between the generated
and the ground truth textures.
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Beyond just the quality of the synthesized texture, there are a few other requirements
that are commonly imposed on synthesis methods:
1. Ideally, the synthesis method should be able to create a wide variety of textures, both
stochastic and regular, and transition between them without artifacts.
2. When a particular area of the texture is required, it should be possible to synthesis
only that area, without requiring synthesis of the whole texture.
3. In synthesis approaches that create part of the whole texture at a given time, such as
in a tile-based fashion, there should be no discontinuities or seams between tiles.
4. In cases when part of the texture, such as a particular patch, is already specified by
the user, the texture synthesis method should be able to synthesize a texture around
that patch, seamlessly.
Synthesis methods, in the past, have provided one or two of these features, or have been
computationally expensive. However, neural networks have shown themselves to be ex-
tremely flexible, and have been applied to a wide variety of problems spanning different
fields. Because of their broad applicability, it is likely that their speed of inference and the
supporting hardware and infrastructure will continue improve. As a consequence, texture
synthesis methods that are capable of producing high quality textures with neural networks
will continue to become quicker, and their flexibility will allow them to address issues that
are not easily addressed by previous methods.
This thesis explores the use of texture synthesis with neural networks, and the associated
topics:
• An outline of previous methods for texture synthesis - those that do not use neural
networks.
• A brief overview of Auto-Encoders, Variational Auto-Encoders, and Generative Ad-
versarial Networks.
• A review of applications of neural networks to texture synthesis and the related areas
of in-painting and super-resolution.
• A pipeline of neural networks for texture synthesis.
• A exploration of more recent advances, and a look towards future work in the area of
texture synthesis.
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CHAPTER 2: NEURAL NETWORKS IN IMAGE-RELATED TASKS
The ability of Neural Networks to perform a wide variety of tasks can easily be seen by
looking at their application to images. They have enjoyed widespread deployment for image-
recognition and classification, and for applications related to image editing. Of the latter,
the best known are for Image In-painting, and Image Super-Resolution, and both of these
have uses cases in the area of textures.
Often, artists may want to specify only portions of a texture, areas which require special
detail of some kind, while allowing the rest to be synthesized. The synthesis method needs
to be able to seamlessly generate a plausible texture around the provided patch. This is
closely related to the question of image in-painting, where holes in the image are filled in,
and which has seen recent advances also using neural networks.
Additionally, the question of the output resolution also has an influence on texture syn-
thesis, since textures in a scene may be viewed at varying resolutions. This is known as a
Level-Of-Detail system, where textures near the scene camera have a higher resolution, while
a lower resolution for is used for a texture further away. However, this forces a synthesis
method to select a resolution to generate at. Synthesizing at the highest level of detail and
then down-sampling is problematic, because of the size of the images at the highest reso-
lution. Instead, super-resolution techniques allow us to synthesize at the lowest resolution,
and the increase the detail if the texture needs to viewed closely.
2.1 IMAGE SUPER-RESOLUTION
Super-Resolution is perhaps the most famous application of neural networks, and, corre-
spondingly, perhaps the most well-researched. An enormous number of different techniques
and architectures have be used in the area, as well as in more specific sub-problems.
SRGAN, by Ledig et al [1], is possibly the best known super-resolution method, and
likely the first to apply GANs to the question of super-resolution. As they note, the GAN
approaches are far more perceptually satisfying than any of the techniques that seek to min-
imize the mean-squared reconstruction error.
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HFigure 2.1: SRGAN, Ledig et al [1]
For a Level-of-Detail pipeline, it is easiest to consider a 2x increase at each detail step.
While 4x or even 8x increase are certainly possible, they may cause too much of a jump
between resolutions, making the switch between levels too obvious.
2.2 IMAGE IN-PAINTING
Image In-Painting deals with the task of filling in holes in an image with plausible im-
agery. This is often necessary in image editing tasks, where unwanted areas of an image
must be removed, without affecting the quality of the image. While there are many different
approaches to this area, recent ones have used neural networks to generate and stitch the
necessary parts of the image. Of these, the recent well known ones are by [2], [3] and by
[4]. Both of these approaches seek to allow for the generated pixels to have an appropriately
weighted contribution from the surrounding input pixels.
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Figure 2.2: Free-Form Image Inpainting with Gated Convolution [2]
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In-painting requires that holes in the image have ground-truth data surrounding it, and
use that data to infer what could potentially be present. Textures, however, may have large
unspecified areas where that ground-truth is not available. Instead, in-painting can be seen
as a demonstration of a neural networks ability to stitch together pieces of an image, and
applied to the question of stitching together areas that are user-specified with those that
have been synthesized. Once the network attempts to stitch the two, some post-process
correction can fix any smaller seams.
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CHAPTER 3: TEXTURE SYNTHESIS WITH NEURAL NETWORKS
The recent interest in the use of neural networks for texture synthesis, and, indeed, im-
ages was sparked by the work of Gatys et al. [5]. While their synthesis method was slow,
their core idea is still used in texture synthesis methods. From there, a number of other
approaches have improved on their speed and on the quality of the synthesized texture, using
additional techniques.
While their work uses a slower, iterative optimization process, more recent works use
feed-forward networks. While training these networks can take longer, they only need to be
trained once. After that, inference is significantly quicker than the method that Gatys et al.
use, and moves them closer to use in ray-tracing, and eventually, real-time synthesis.
3.1 TEXTURE SYNTHESIS WITH CONVOLUTIONAL NEURAL NETWORKS
Gatys et al.[5] use a CNN as model for the entire ventral stream. They characterize each
texture using a group of Gram Matrices, constructed by taking the inner products between
feature channels at various levels of a CNN. They note that they have a resultant ”texture
model that is parameterised by spatially invariant representations built on the hierarchical
processing architecture of the convolutional neural network”. Specifically, they make use of
the VGG-19 network from the work of Simonyan and Zisserman [6], which is trained for
object recognition.
Simonyan and Zisserman [6] outline the results of the use of very deep convolutional neural
networks with very small convolutional filters. The network was submitted for the ImageNet
Challenge 2014, where it secured first place for localization, and second place for classifica-
tion. The models are publicly available, and are often used for image and texture tasks. The
overall architecture itself is similar to GoogLeNet, both using very deep convolutional neural
networks, but with differences in the network structure and reduction in spatial resolution.
They note six different depths of networks with varying number of convolutional layers,
and varying number of weight layers, with the VGG-19 having 19 weight layers. They use
small receptive fields of size 3×3, that are the minimum size to capture the idea of direction-
ality. Further, the stride is fixed to ensure that the resolution is preserved after convolution,
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with the padding being 1 for the 3 × 3 layers. These convolutional layers are placed in a
stack, with spatial pooling layers interspersed, The max-pooling has a window of 2×2 pixels,
and a stride of 2. The stack of the convolutional layers is followed by three Fully-Connected
layers, with the final layer being a soft-max layer. All of the hidden layers have rectification
non-linearity (ReLU).
They [6] especially note the effect of multiple small convolution layers rather than a single
layer one. Though, in effect, two 3 × 3 layers is equivalent to one 5 × 5, and three 3 × 3 is
equal to one 7 × 7, the separation allows the addition of multiple ReLU layers, increasing
how discriminative the decision function is. Additionally, this decreases the number of pa-
rameters overall.
The texture synthesis method utilized by Gatys et al. [5] uses this VGG-19 network, with
a few changes. They omit the use of the fully connected layers, and use average-pooling
instead of max-pooling, leading to cleaner results.
The vectorized version of the texture, ~x, is passed through the CNN and the activations
for each layer in the network are collected. Each layer in the network represents a non-linear
filter bank, with its responses to an image being the filtered images.
The layer l has Nl filters, which correspond to Nl feature maps (filtered images), each of
size Ml when vectorized. Then, for each of the layers, the feature map can be stored in a
matrix F l of size Nl ×Ml . Then, the entry F ljk represents the activation in the j th filter at
the position k in layer l.
In order to create the summary statistic that does not involve spatial information, the
correlations between the responses of different features maps are used. The feature correla-
tions can be represented by the Gram matrix, of size N×N, where the elements can are the







A set of these Gram matrices, G1, G2, · · ·GL produced for a given texture can then be used
as the stationary description of the texture, and fully specifies it in this model. Because this
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is a complete specification of the texture, another texture that has the same collection of
Gram Matrices should appear to be perceptually similar.
The texture synthesis is simply an iterative optimization, using back-propagation, to mini-
mize a loss function between the Gram Matrices of a noise texture, and the provided example
texture. The loss function is a sum of the weighted differences between the two collections
of matrices.
[5]
Figure 3.1: Texture Synthesis with Convolutional Neural Networks
Figure 3.2: Texture Synthesis with Convolutional Neural Networks
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Figure 3.3: Texture Synthesis with Convolutional Neural Networks
Figure 3.4: Texture Synthesis with Convolutional Neural Networks
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Figure 3.5: Texture Synthesis with Convolutional Neural Networks
They extend this application of method in ”A Neural Algorithm of Artistic Style” [7],
where they use the same iterative optimization method for transferring the style of one im-
age to another, allowing a more complex mixing of images or textures. Looking at both,
Gatys et al. especially note how different parts of the structure of the provided texture or
images are captured at different levels.
Figure 3.6: Style Transfer with Neural Networks
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3.2 TEXTURE SYNTHESIS WITH FEED-FORWARD NETWORKS
The use of feed-foward networks most notably appears in the works by Johnson et al. [8]
and by Ulynaov et al. [9]. The former applies the work to the question of super-resolution
and style transfer, both image based tasks that can be easily related to applications with
texturs, while the latter is focused only on synthesis. An attempt towards increasing the
diversity of synthesized textures is noted in the work of Li et al. [10].These methods move
towards computationally efficient methods of synthesis with neural networks, and the addi-
tion of adversarial components look to improve the quality and consistency of the generated
output, beyond what can be inferred from the VGG loss used in Gatys et al.
3.3 SGAN AND PSGAN
Spatial Generative Adversarial Networks [11], and Periodic Spatial Generative Adversar-
ial Networks [12] describe the use of a modified DCGAN architecture for the generation of
textures of an arbitrary size, and then for periodic textures.
The SGAN approach uses entirely convolutional layers, without any fully connected lay-
ers. While in many image related tasks, the output size can be fixed, decoupling the output
size from the architecture allows for the synthesis of large-scale continuous textures. To do
this, the SGAN approach takes a noise tile as the input to its architecture, and attempts to
output a realistic looking texture.
More specifically, while the usual GAN architecture uses the G(z) to map a randomly sam-
pled vector to a sample in the image data space, the SGAN generator maps the Z ∈ Rl×m×d
to an image X ∈ Rh×w×3 . The discriminator also is modified, outputting a field of size
l × m, which indicates whether the provided image, either X or X ′, is real or fake. The
learning process is the same as usual - the generator tries to fool the discriminator to accept
the created textures as real ones, while the discriminator attempts to accurately distinguish
between the two. As the two adapt over time, the generator gets close to the input data
distribution.
This modified architecture is especially useful for texture synthesis as part of a rendering
process. Because the output texture depends only a subset of the input noise tensor Z, it
enables both seamless textures and memory efficiency. The seamless nature means that arbi-
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trarily sized pieces can be synthesized, suitable for terrain and other large surfaces. Further,
each tile can be synthesized individually, so the generator can be used to produce only the
visible portions of large textures, making it efficient in terms of memory usage.
Figure 3.7: PSGAN - Texture Manifold [12]
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Figure 3.8: PSGAN - Single Texture [12]
The PSGAN approach applies this architecture towards periodic textures. Rather than
simply having a fully random Z, they divide into into three components, a locally indepen-
dent portion Z l, a spatially global Zg and a periodic part Zp. For each type of texture, they
learn the wave numbers for the spatially periodic portions of the noise. This allows them to
learn multiple different types of textures, and to transition between them.
While their texture synthesis method works well for one texture, it fails to diversify to
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multiple textures well, even for PSGAN. Largely, this presents as mode dropping, with some
textures simply not synthesized.
3.4 NON-STATIONARY TEXTURE SYNTHESIS BY ADVERSARIAL EXPANSION
Zhou et al. [13] show how the variety of different methods do not handle non-stationary
textures well. As noted earlier, stationary textures are textures that, under a reasonable
window size, always appear to be similar. However, real-world textures exhibit significant
variation over their area, and this variation is poorly handed by previous methods.
Figure 3.9: Non-Stationary Texture Synthesis Using Adversarial Expansions
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Their process resembles an approach to super-resolution, but outputs textures that are at
the same resolution, but twice the spatial size. The architecture also is similar to one that
could be used for super-resolution, consisting of three convolutional layers, with two of them
operating at a stride of 2 to reduce the spatial dimensions of the input.
They are then followed by six residual blocks. The addition of the residual blocks in-
creases the expressive power, since it increases the number of parameters in the network.
Further, they note that the additional convolutional layers increase the receptive field of the
network, allowing it to capture the entire variation across the input block. More precisely,
the input size is 128× 128, with the receptive field being 109× 109. Finally, the spatial size
are increased back to twice the original using strided deconvolutional layers.
The training process is straightforward, and combines the GAN method with the style
loss from Gatys et al. and a standard L1 loss. They note that the adversarial loss is the
main driver, while the other two remove artifacts and help stabilize the fickle GAN approach.
Figure 3.10: Non-Stationary Texture Synthesis Using Adversarial Expansions
While this method provides a significant improvement in the synthesis of structured tex-
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tures, it suffers from a drawback in terms of diversity, both in terms of the capability of each
network and the variety of each texture. As they note, each trained network is only capable
of expanding one texture, and is only able to repeat commonly occurring patterns in the
provided exemplar.
3.5 TEXTURE MIXER
Yu et al [14] note the failure of most methods, even diverse ones such as PSGAN, to tran-
sition appropriately between textures. They train a auto-encoder to map the textures to a
latent space, and allow the interpolation to occur in that space. This allows them to blend
in that latent space, and allows the generator to then decode to a seamless blend between
the two provided textures.
Figure 3.11: Texture Mixer
Effectively, they train a conditional GAN with an auto-encoder, and use that to produce
the blended texture. The main issue that they face, and make efforts to fix, is the prob-
lem caused by placing encoded tensors alongside each other and attempting to decode. As
shown, this tiling causes seams and discontinuities between the tiles. They describe a ran-
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dom shuﬄing procedure that helps to alleviate this issue.
Figure 3.12: Texture Mixer
Aside from the tiling problem, the other issue is diversity. Since the model is an auto-
encoder, the diversity of the output is limited by the diversity of provided inputs. Ideally,
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we would be able to provide a diverse input to the network, and make use of its blending
capability while delegating the generative portion to smaller networks.
Figure 3.13: Texture Mixer
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CHAPTER 4: A PIPELINE FOR TEXTURE SYNTHESIS USING NEURAL
NETWORKS
While there have been a variety of different papers related to texture synthesis, none of
them explore how to provide a complete pipeline to produce high-quality output textures.
Each of them explore parts of the process, but independently, they sacrifice other portions
necessary for the production of a realistic output texture. As noted in Yu et al. [14], a more
complex workflow is needed.
We can break apart the process into two separate portions. Firstly, we have the generative
portion, which covers both the synthesis and the stitch tasks. The synthesis task handles
the creation of the diversity necessary for realistic textures. The stitch task is concerned
with the transition between different textures, and between the user-specified areas and the
synthesized area of a texture. Secondly, we have the super-resolution task. This allows for
the creation of high resolution textures on the fly, with the potential to be used as part of a
Level-of-Detail system.
4.1 TEXTURE SYNTHESIS
As noted earlier, diversified texture synthesis with GAN is still a difficult area, and we
encountered mode dropping and mixing when trying to train a network for that purpose.
While with increased resources, in the future, it may be possible to train such an adversar-
ial network, we rely on a network for each texture. Naturally, this is expensive in terms of
memory, but we note that individual networks are capable of the synthesis of sizable textures.
We use a simple U-Net style architecture, with a discriminator similar to the one used in
the DCGAN approach. Since we used one network per texture, we used fewer parameters
for the generator than for the discriminator. Other than the architecture, this approach is
similar to the one used with SGAN [11].
For each texture, we train for 20 epochs, and choose the model which appears to produce
the best texture. We note that the quality does vary between textures, with all other pa-
rameters held constant. This can be attributed to the instability of the GAN system, and
could potentially be corrected by allowing for a longer training period or larger networks
per texture. Some of the textures, while possessing roughly the same characteristics of the
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ground-truth texture, are still distinguishable from the ground truth.
Figure 4.1: Original Image Samples
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Figure 4.2: Synthesized Image Samples
22
Figure 4.3: Synthesized Image Samples
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Figure 4.4: Synthesized Image Samples
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Figure 4.5: Synthesized Image Samples
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4.2 TEXTURE STITCH AND BLEND
We focus on the question of stiching together textures, akin to in-painting, and provide a
simple demonstration of the ability to fill in the a masked area. However, as noted by [14],
the in-painting method still leaves some visible seams and discontinuities. Again, we use the
U-Net architecture, and train for one texture to maximize quality.
Figure 4.6: Texture 1 - In-Painting
Figure 4.7: Texture 2 - In-Painting
While texture stitching can solve the problem of connecting synthesized textures to origi-
nal ones, transitioning between textures is more difficult. However, an exploration of texture
blending is already covered by Yu et al [14]. They use a auto-encoder style network, com-
bined with a VGG loss and a adversarial loss. As noted, their method produces a structural
transition between two textures, but has a considerable training time. The auto-encoder
method is far less susceptible to the problems in adversarial training, and effectively creates
a common latent space for the textures. The blending occurs in that common latent space,
and would allow us to retain different networks for different types of textures, before we need
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to bled them together.
Figure 4.8: Texture 3 - In-Painting
Figure 4.9: Texture 4 - In-Painting
Figure 4.10: Texture 4 - In-Painting
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4.3 TEXTURE SUPER-RESOLUTION
As noted earlier, the quality of the textures synthesized differs between textures, and can
be distinguished from the ground-truth textures in some cases. Consequently, to demon-
strate the potential of an Level-of-Detail system using texture super-resolution, we opt to
use the ground-truth textures directly. Here, we note that super-resolution networks are
more able to resolve a larger variety of textures without the mode-dropping or mixing prob-
lems found in the generative process. As a result, we no longer need to have one network
per texture, and can use a single network for the up-sampling.
Figure 4.11: Bi-linear - Super Resolved - Ground Truth (2x)
Figure 4.12: Bi-linear - Super Resolved - Ground Truth (2x)
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Figure 4.13: Bi-linear - Super Resolved - Ground Truth (2x)
Figure 4.14: Bi-linear - Super Resolved - Ground Truth (2x)
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CHAPTER 5: CONCLUSION AND FUTURE WORK
Most of the issues stem from the instability of the adversarial approach, and are difficult
to resolve without a more thorough search of hyper-parameters and architectures, and train-
ing techniques. In our estimation, the problem of true diversified synthesis still remains an
oﬄine task, while the question of super-resolution of textures will likely be a more promising
avenue for real-time usage.
A most obvious course of future work will be a neural network capable of diversified tex-
ture synthesis at a high quality, vastly reducing the total number of parameters needed for
synthesis. As noted earlier, this proved difficult, though more powerful auxiliary classifier
networks may help ensure that the separation between the classes. Additionally, increased
training time for all portions of the pipeline will likely result in significant improvement in
the overall quality, especially if we can jointly optimize the pieces of the texture.
Recent advances in neural networks have spurred the development of a variety of different
APIs for their use in various areas. Specifically, the introduction of the DirectML API al-
lows the use of neural networks alongside the DirectX pipeline. Already, super-resolution for
images and video has been explored, but textures have not. The use of this API to create
a synthesis system for textures could help pave the way for the use of neural networks in
real-time graphics.
We expect neural networks to continue to play a growing part in the overall graphics
pipeline. As shown, they are certainly capable of texture synthesis, and are already used for
de-noising and super-sampling. As their ability to synthesize textures continues to improve,
they will used to create many of the textures needed for rendering scenes, and eventually,
be integrated as a method for on-the-fly generation of textures.
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