When we set out to apply nonlinear techniques, or even techniques inspired by chaos theory, to phenomena occurring in the brain, it seems wise to rst ask if the use of such advanced techniques is justi ed by the data. While it seems very unlikely that the brain is a linear apparatus, its nonlinear nature might not be evident in speci c aspects of its dynamics and we might be better o using the more familiar linear techniques. If we do nd nonlinearity, we still have to go a long way to understand its nature. I will show some cases of signi cant nonlinearity in time series none of which, however, shows deterministic chaos in any meaningful sense. The important question whether the observed irregularity is due to an intrinsic instability, the large number of neurons, or noise, may not be decidable based on time series data alone.
Introduction
Owing to the physiological fact that individual neurons behave in a nonlinear way, it is but natural to expect that a huge network of such nonlinear devices does so as well. After all, the tasks the brain has to perform exclude linear response as a meaningful mode of operation. This reasoning, together with the striking variability of the signals obtained by recording the electrical activity of the brain, makes it plausible to employ nonlinear methods also when analysing such recordings. On the other hand, it must be kept in mind that nonlinear signal analysis, despite its rapid progress in the last few years, 1;2;3 is still in its infancy when compared to the mature eld of linear, or spectral analysis. Therefore, I would argue that giving up the safety granted by the use of standard methods has to be justi ed by the properties of the data, and not just by our expectation on the nature of the system. Now, in many instances of brain signals, a statistical test for nonlinearity does yield a positive result with high signi cance. I will show an example from an epileptic seizure, but many others have been reported on in the literature. I will give two other examples of nonlinear time series that have been arti cially generated to show typical kinds of nonlinearity often seen in physiological data. None of these examples however will be anywhere close to nonlinear dynamical systems or chaos. While it is well possible that nonlinear techniques, also those inspired by chaos theory, can be of bene t in these cases, any interpretation in terms of low dimensional attractors and so forth would be fatally misleading. Thus the question asked in the title of this paper can often be answered in the a rmative. However, there are many ways for a signal to be nonlinear, some of them interesting, some of them not. Thus the more important and more di cult question about the nature of the nonlinear signatures and their physiological implications has yet to be faced.
The outline of this paper is as follows. In Sec. 2, I will review the basics about nonlinearity testing with the method of surrogate data. Then, I will give two (out of many) examples of nonlinearity in time series which would not usefully be modeled as nonlinear dynamics since the nonlinearity is either purely static or introduced by an external event. I will nish by discussing an instance of nonlinearity in a data set taken during an epileptic seizure.
Testing for nonlinearity
Let us be very brief about the technical aspects of testing for nonlinearity. The setup of a statistical test rst requires the formulation of a null hypothesis to be tested against. In our case, we have to give a formal speci cation of the fact that a signal could be just linear. Since there are many di erent linear processes, the null hypothesis will be composite. 4 Next, we have to nd a way to quantify the degree of nonlinearity in a time series, let us say by some number . A comparison of several nonlinearity indicators has been published recently. 5 Even for data for which the null hypothesis is true, the probability distribution of will not be known analytically. The method of surrogate data 6 circumvents this problem by constrained Monte Carlo sampling of the null hypothesis. This means that nonlinearity is established by comparison of a nonlinearity measure between the data on the one side and a collection of surrogate data sets on the other side, which share the data's linear properties but are random otherwise. Any signi cant di erence must then be due to the nonlinearity in the data.
The two simplest choices of a null hypothesis for linearity in a time series are (i) that the data are independent identically distributed (IID) random numbers, or (ii) that the data have been generated by a Gaussian linear stochastic process with constant coe cients. The case (ii) is far more interesting since it allows for all linear correlations and arbitrary spectral content. It is, however, still unsatisfactory since Gaussianity is almost always violated by the measurement process, e.g. by digitization or a nite range of the analog/digital converter. By allowing static, monotonic nonlinearity in the measurement process, we arrive at the following null hypothesis that will be adopted throughout this paper:
\The data have been generated by applying a static, monotonic measurement function to the output of a Gaussian linear stochastic process with constant coe cients." Apart from a number of remaining caveats, notably for oscillatory signals, a satisfactory a Monte Carlo sample of this null hypothesis is given by the iterative surrogates introduced by Schreiber and Schmitz. 8 Fig . 1 shows as an example an intra-cranial recording of the neuronal electric eld during an epileptic seizure, together with one surrogate data set 8 that has the same amplitude distribution and the same linear correlations or frequency content as the data. The example will be discussed later in this paper. Here, we use this data set to illustrate how a typical surrogate data test will be performed in practice. To avoid a known artefact due to the discontinuity between the rst and the last point in the sequence, 9 a segment was chosen that had almost identical end points. This resulted in a length of 1925 samples. A test was scheduled at the 99% level a Somewhat more general null hypotheses can be dealt with, and higher accuracy can be reached, using a simulated annealing approach 7 { at the expense of computational resources. of signi cance, using nonlinear prediction errors as a discriminating statistics. The nonlinear correlations we are looking for should enhance predictability and we can thus perform a one-sided test for a signi cantly smaller error. In a test with one data set and 99 surrogates, the likelihood that the data would yield the smallest error by mere coincidence is exactly 1 in 100. Thus, if this situation is found, the signi cance is 99%. The 99 surrogate time series were created by the program surrogates from the TISEAN 10 software package. The algorithm converged after less then 20 iterations in each case, the remaining mismatch between the spectrum of the data and that of the surrogates was less than 0.1% in terms of rms amplitude. Now the program predict from the same package was used with a delay time of 5 samples, embedding dimension 3 and neighborhoods of one fth of the overall rms amplitude of the data. These are standard parameters that have been xed by visual inspection of the data before the test. Trial runs to nd parameters that give good predictability would bias the test.
In Fig. 2 , the 99 prediction errors for the surrogates are rendered as solid lines and that of the data as a dashed line. The Figure shows two interesting aspects. First, the null hypothesis is to be rejected at the 99% level since the data gave the best predictability. Second, the distribution of the discriminating statistics has a number of outliers, which is why we preferred the rank statistics over a standard test that assumes Gaussianity. Before we discuss the implication of this particular result, let us discuss two other examples where the null hypothesis is rightly rejected. 3 Non-dynamic nonlinearity Nonlinear deterministic dynamical systems may produce irregular time evolution, or chaos. The signals generated by such processes will be easily found to be nonlinear by statistical methods. Many authors have confused cause and e ect in this logic: deterministic chaos does imply nonlinearity, but not vice versa. The confusion is partly due to the heavy use of methods inspired by chaos theory, leading to arguments like \If the fractal dimension algorithm has power to detect nonlinearity, the data must have a fractal attractor!" Let us give two very simple and commonplace examples where such a reasoning would lead the wrong way.
Static time asymmetry
One of the most powerful 5;6;11 indicators of nonlinearity in a time series is the change of statistical properties introduced by a reversal of the time direction: Linear stochastic processes are fully characterized by their power spectrum which does not contain any information on the direction of time. One of the simplest ways to measure time asymmetry is by taking the rst di erences of the series to some power, e.g. (1) Despite its high discrimination power, also for many but not all dynamical nonlinearities, this statistic has not been very popular in recent studies, probably since it is rather unspeci c about the nature of the nonlinearity. Let us illustrate this apparent aw by an example where time reversal asymmetry is generated by the measurement process. Consider a signal generated by an autoregressive process of order two (AR(2)), normalized to unit variance:
x n = 1:6x n?1 ? 0:61x n?2 + n : (2) The sequence f n g consists of independent Gaussian random numbers. b A typical output of 2000 samples is shown as the upper panel in Fig. 3 . Let the measurement be such that the data is rescaled by the monotonic function s n = e ?xn=2 : (3) The resulting sequence (see the lower panel in Fig. 3 ) still satis es the null hypothesis formulated above. This is no longer the case if we take di erences of this signal, a linear operation that super cially seems harmless for a \linear" signal. Taking di erences turns the up{down{asymmetry of the data into a forward{backward asymmetry. As it has been pointed out by Prichard, 12 the static nonlinearity and linear ltering are not interchangeable with respect to the null hypothesis and z n = e ?xn=2 ? e ?xn?5=2 ; x n = 1:6x n?1 ? 0:61x n?2 + n (4) must be considered nonlinear in the sense that it violates the null hypothesis. Indeed, such a sequence (see the upper panel in Fig. 4 ) is found to be nonlinear at b All time series in this paper have been rescaled to unit variance. Equivalently, the variance of f ng can be chosen appropriately. Fig. 3 (upper) , and a surrogate time series (lower). A formal test shows that the nonlinearity is signi cant at the 99% level.
the 99% level of signi cance using the statistics given in Eq.(1), but also using nonlinear prediction errors. (Note that the nature of the statistic Eq.(1) requires a two-sided test.) A single surrogate series is shown in the lower panel of Fig. 4 . The tendency of the data to raise slowly but to fall fast is removed in the linear surrogate, as it should.
Data with spikes
It is quite common in bio-medical time series that otherwise harmless looking data once in a while are interrupted by a singular event, for example a spike. It is now debatable whether such spikes can be generated by a linear process. I do not want to enter such a discussion here but merely state that a time series that covers only one or a few such events is not suitable for the statistical study of the spike generation process. The best working assumption is that the spike comes in by some external process, thus rendering the time series non-stationary. In any case, the null hypothesis we are testing against is not likely to generate such singular events autonomously. Thus, typically, a series with a single spike will be found to violate the null hypothesis, but, arguably, the cause is non-stationarity rather than non-linearity. Let us discuss as a simple example the same AR(2) process given by Eq.(2) without any rescaling. Only at a single instant, n = 1900, the system is kicked by a large impulse instead of the Gaussian variate 1900 . This impulse In the surrogate time series (lower), this leads to multiple short spikes. Although the surrogate data has the same frequency content and takes on the same set of values as the data, the remnants of the spike will lead to the detection of nonlinearity.
leads to the formation of a rather large spike. Such a sequence is shown in Fig. 5 . Note that due to the correlations in the process, the spike covers more than a single measurement.
When we generate surrogate data, the rst observation we make is that it takes the algorithm more than 400 iterations in order to converge to a reasonable tradeo between the correct spectrum and the required distribution of points. Nevertheless, the accuracy is quite good { the spectrum is correct within 0.1% of the rms amplitude. Visual inspection of the lower panel of Fig. 5 shows that the spectral content { and the assumed values { during the single spike are represented in the surrogates by a large number of shorter spikes. The surrogates cannot know of an external kick. The visual result can be con rmed by a statistical test with several surrogates, equally well (99% signi cance) by a time asymmetry statistic or a nonlinear prediction error.
Discussion
Formal tests for nonlinearity can lead to inadequate conclusions in several ways. The literature knows about certain sources for spurious rejections which occur even though the null hypothesis is true. Most notably, an end point mismatch, or even a mismatch in the derivative at the end points, can lead to false test results for data with long coherence times. 9 Also, the standard amplitude adjusted Fourier transform (AAFT) method 6 has a small bias towards a at spectrum, in particular for strongly rescaled data. See also the discussion in Schreiber. 3 Apart from these rather technical pitfalls, we can have the situation that a rejection of the null hypothesis is formally correct since the null assumption is indeed violated. However, the tempting interpretation that the dynamics of the process contains a nonlinear component may be wrong. Unfortunately, the test itself does not give any guidance as to what kind of nonlinearity is present and we will have to face notoriously ill-de ned questions like what is the most natural interpretation. By force, any variance stationary process can be re-written as a linear process with uncorrelated but possibly non-Gaussian increments (the famous Wold theorem). However, for processes like the Lorenz equations that would not be a useful representation. In the preceding section we have given two examples of nonlinearities that are either of a rather static nature or external to the dynamics studied. The situation is less simple for the epileptic seizure data shown in Fig. 1 . Similar spike-and-wave dynamics has been previously reported 13 as chaotic, but these ndings have been questioned by Theiler. 14 If we represent the data in time delay coordinates { which is what we would usually do with chaotic systems { the nonlinearity is re ected by the \hole" in the center (left panel in Fig. 6 ). A linear stochastic process could equally well show oscillations, but its amplitude would uctuate in a di erent way, as we can see in the right panel of the same gure for an iso-spectral surrogate. It is di cult to answer the question if the nonlinearity could have been generated by a static mechanism like the measurement process. Deterministic chaos in a narrower sense seems rather unlikely if we regard the prediction errors shown in Fig. 2 : Although signi cantly lower than that of the surrogates, the absolute value of the nonlinear x(t ? 5) prediction error is still more than 50% of the rms amplitude of the data (which had been generated with unit variance). Not surprisingly, the correlation integral does not show any proper scaling region either. A quite natural representation of a similar time series has been given by Hern andez and coworkers. 15 They were able to model the behavior by a (nonlinear) limit cycle dynamics that is driven by a stochastic process. We can carry out a similar but additive decomposition by applying a nonlinear noise reduction technique, although we have to be quite rude given the high expected noise level. Figure 7 shows the data and a surrogate after processing by the program lazy, 10 that is, locally constant noise reduction in 10 dimensions with unit neighborhood size.
From a physiological point of view, the signal represents an average over a large number of neurons (although much smaller than in a surface EEG). In the linear framework, the averaging over many essentially independent degrees of freedom justi es the representation by Gaussian random increments. The other extreme case would be that all degrees of freedom synchronize to such an extent that only a few nonlinear modes remain active to trace out a low dimensional attractor. In lack of evidence for such extreme behavior, it seems more natural to presume that synchronization occurs only partially. This would lead to the emergence of a weakly nonlinear structure, like a blurred limit cycle, 15 which however contains a strong e ectively stochastic component.
