A reliable estimate of reservoir pressure and fluid saturation changes from time-lapse seismic data is difficult to obtain. Existing methods generally suffer from leakage between the estimated parameters. We propose a new method using different combinations of time-lapse seismic attributes based on four equations: two expressing changes in prestack AVO attributes (zero-offset and gradient reflectivities), and two expressing poststack time-shifts of compressional and shear waves as functions of production-induced changes in fluid properties. The effect of using different approximations of these equations was tested on a realistic, synthetic reservoir, where seismic data have been simulated during the 30-year lifetime of a water-flooded oil reservoir. Results found the importance of the porosity in the inversion with a clear attenuation of the porosity imprint on the final estimates in case the porosity field or the vertically averaged porosity field is known a priori. The use of a first-order approximation of the gradient reflectivity equation leads to severely biased estimates of changes in saturation and leakage between the two different parameters. Both the bias and the leakage can be reduced, if not eliminated, by including higher-order terms in the description of the gradient, or by replacing the gradient equation with P-and/or S-wave time-shift data. The final estimates are relatively robust to random noise, as they present fairly high accuracy in the presence of white noise with a standard deviation of 15%. The introduction of systematic noise decreases the inversion accuracy more severely.
INTRODUCTION
Several authors have introduced various 4D seismic inversion methods to estimate changes in pore pressure and saturation, each one taking into account different seismic attributes. Tura and Lumley (1999) present a method to map and quantify those changes utilizing P-and S-wave impedances. Rojas (2008) proposes to use the P-and S-wave velocities ratio as an indicator of lithologies, fluid saturation, and pressure changes in gas sandstones reservoirs. Landrø (2001 Landrø ( , 1999 introduces an elegant, straightforward inversion scheme that solves for pressure and saturation changes from seismic amplitude-variation-with-offset (AVO) data. The method relies on the fact that those variations in dynamic properties are detectable from changes in intercept and slope of the AVO response for the top reservoir reflector; the minimally required input consists of near-and far-offset stacked data from the baseline and the monitor surveys. Meadows (2001) slightly modified Landrø's method by introducing a quadratic approximation of compressional wave velocity changes as a function of changes in saturation and by taking variations in P-and S-waves impedances as input, instead of differences in the noisesensitive AVO attributes.
The aforementioned methods estimate variations in fluid properties from the information given by amplitude attributes only, not taking into consideration the time-shift below the producing reservoir. Different authors have demonstrated the added value of using time-lapse differences in arrival times to map, interpret, and estimate changes in reservoir properties. Landrø et al. (2001) notices a good correlation between overpressured areas and an increase in arrival times (push-down); the time-shift analysis also gave information about the vertical distribution of the production-related changes within the reservoir. Landrø (2002) proposes a way to express changes in fluid properties as a weighted linear combination of the estimation coming from changes in AVO coefficients and from changes in P-and S-waves traveltimes. Arts et al. (2002 Arts et al. ( , 2004 ) use a combination of the time-shifts together with changes in seismic amplitudes to estimate variations in saturation and the extension of the carbon-dioxide-flooded area at Sleipner. Landrø and Stammeijer (2004) , Røste et al. (2006) , and Ghaderi and Landrø (2009) present different methods to estimate reservoir thickness variations from velocity changes, using differences in seismic amplitudes and time-shifts. Tura et al. (2005) use a closed-loop workflow in which the static and dynamic reservoir model properties are updated with the objective of matching production data, time-lapse seismic amplitudes, and time-shifts.
Despite the fact that Landrø's (2001) approach (or the enhanced version) is quite straightforward and appealing, it provides estimates with large uncertainty; in fact, Landrø's method tends to overestimate real changes in saturation and the leakage between one parameter into the other masks different fluid effects. In this study, an inversion scheme is presented based on a modified form of Landrø's equations and extended with two extra equations expressing the time-shifts induced by P-and Swave velocity changes as a function of pressure and saturation changes. The combined instantaneous information from AVO attributes and the averaging information contained in the timeshifts reduces the uncertainty in quantifying changes in pressure and saturation and reduces leakage from one parameter into the other, all under the assumption of negligible reservoir thickness changes (compaction or swelling). The aim is to render the methodology originally proposed by Landrø more robust and accurate.
Different factors having impact on the inversion results are evaluated and quantified; this is done using a synthetic but realistic reservoir adapted from the Brugge Field model used as a benchmark study for closed-loop reservoir management (Peters et al., 2009 ).
REVIEW AND EXTENSION OF LANDRØ'S METHOD INTRODUCING THE TIME-SHIFT
AS A CONSTRAINT Landrø (2001) proposed an elegant procedure to express changes in seismic amplitude attributes as a function of variation in reservoir saturation and pressure. The expressions are based on the Smith and Gidlow (1987) equation for the PPreflection coefficient as a function of the angle of incidence. The equation reads,
where a, b, q, indicate the mean P-, S-wave velocity and density, respectively, between the two layers (the overburden and the reservoir); da, db, and dq indicate the difference in the respective seismic parameters. The first term in equation 1 represents the zero-offset reflectivity and the latter two terms, for angles up to 30 can be grouped together; they express the dependence of the reflection coefficient as the offset increases (gradient reflectivity). The change in reflectivity is calculated by subtracting R 0 (h) (at the initial time) from the reflection calculated at the time of the monitor survey (see equations B-1 and B-2, in Appendix B).
The time-lapse change in zero-offset reflectivity (neglecting higher-order terms in relative changes of seismic parameters or combination of them) in equation 2 reads,
and the change in gradient reflectivity in equation 3 reads (again neglecting higher-order terms in relative changes of seismic parameters or combination of them),
where Da=a, Db=b, Dq=q indicate the relative variations in P-, S-wave velocity and density, respectively. These changes can be considered as the sum of the relative changes induced by the separate effects of fluid saturation and pore pressure changes (except for density, on which the effect of pressure changes is negligible) as shown in equations 4, 5, and 6,
Using a linear expansion with respect to saturation changes and a quadratic expansion with respect to pressure changes, the relative variations in seismic properties can be written as
In these equations, k a , ' a , m a , k b , ' b , etc., are the regression coefficients of the empirical curves that express the relative variations of the seismic parameters versus relative variation of DS or DP. The zero-offset reflectivity, using equations 7 and 9, can be rewritten in equation 10 as
Using equations 7 to 9, and assuming (after Landrø, 2001 ) that under fluid substitution the shear modulus remains constant [meaning that b 2 q is constant and therefore (Dq F =q þ 2Db F =b) ¼ 0], the gradient reflectivity can be rewritten in equation 11 as
By solving the system of two equations containing the AVO attributes, explicit expressions for changes in saturation and pressure are found.
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By using second-order approximations to express relative changes of P-and S-wave velocity as functions of DS and DP (as proposed by Meadows, 2001 ) equations 7 and 8, respectively, can be rewritten as
where j a and j b are the second-order regression coefficients of the saturation-induced relative changes, respectively, of P-and S-wave velocities. Using equations 12 and 9, the zero-offset reflectivity in equation 14 becomes
Using equations 12 and 13 and again assuming no variation of the shear modulus during fluid substitution, in equation 15 the gradient reflectivity becomes
Figure 1 presents the modeled relationship between relative changes in P-wave velocity and water saturation; the relationship has been calculated using a rock physics model calibrated to typical North Sea reservoir values. Initial water saturation is 0.2 potentially increasing to 0.5 as a result of production and water injection, leading to changes in water saturation (DS) varying between 0 and 0.3. The "true" modeled relationship is in black, and it can be approximated by a linear (as in Landrø) or by a quadratic (as in Meadows) function. Figure 1b illustrates the relative P-wave velocity changes as a function of net pressure. The net pressure is equal to the overburden pressure minus the pore pressure with the coefficient of internal deformation being equal to 1. Initial net pressure is 17 MPa and changes (DP) from 0 to þ8 MPa are expected as a consequence of production. The green and the red lines show, respectively, the linear and quadratic approximations of the "truth" case (in black). For this case study, a quadratic function moderately improves the accuracy of the approximation of relative changes in P-wave velocity versus saturation changes; for the approximation versus differences in net pressure, minor improvements are observed, as the relative change in P-wave velocity induced by variations in pressure presents an almost linear behavior. Despite the use of a quadratic approximation, Meadows (2001) did not solve two problems related to Landrø's method: the bias in the estimation of changes in saturation and the leakage between different parameters. In this paper, solutions to minimize these effects are proposed. The quantitative estimation of changes in dynamic properties in Landrø (2001) and in Meadows (2001) is based only on the information related to the top reservoir reflection amplitude characteristics. A way to further constrain Landrø's method (or the enhanced version) and to make it more robust is to extend it with an additional equation expressing the PP-wave time-shift, induced by variations in seismic velocity, as a function of changes in pressure (DP) and in saturation (DS). In equation 16, this time-shift reads,
where D is the reservoir thickness, a 
With the addition of time-shift data, expressions for DP and DS cannot be found in a simple way as presented in Landrø (2001) ; the nonlinear, overdetermined system composed of the secondorder approximations of change in vertical reflectivity shown in equation 14, change in gradient reflectivity as seen in equation 15, and PP-wave time-shift in equation 17, is solved with the Gauss-Newton algorithm (see Appendix A). If shear-wave or converted-wave data (SS-or PS-waves) through multicomponent data are available, another equation expressing the time-shift induced by shear-wave velocity changes as a function of DP and DS can be added to the nonlinear system. The S-wave time-shift in equation 18 reads, obtained the same way as equation 17. The Gauss-Newton convergence algorithm used to solve the system of three nonlinear equations can be used to solve the system of four quadratic equations. Note that the time-shift represents an integrated change over the reservoir thickness, whereas the reflection response represents a more localized response associated to the top of the reservoir. In case the reservoir thickness is within the order of a wavelength, it is reasonable to assume that the changes at the top of the reservoir and those integrated over the reservoir interval do not differ too much.
THE EFFECT OF APPROXIMATING THE ROCK-PHYSICS MODEL
The relationships between changes in reservoir dynamic properties and relative changes in seismic parameters are in general derived from laboratory measurements performed on cores representative of the whole reservoir. In this synthetic study, these relationships are forward modeled using a rock-physics model based on the Gassmann (1951) and Mindlin (1949) equations.
The Mindlin theory (Mindlin, 1949) calculates effective bulk and shear moduli assuming a dry dense random pack of identical spherical grains subject to hydrostatic pressure at the initial porosity of 0.36; the Hashin and Shtrikman lower bound (Hashin and Shtrikman, 1963) estimates the effective moduli at the reservoir porosity, with the assumption that the rock is everywhere isotropic, linear, and elastic.
The Gassmann equation (Gassmann, 1951) predicts the seismic parameters for the saturated rock with the assumption of using long wavelengths and low frequencies (corresponding to the seismic range), in a medium where all pores are connected and fluids do not interact with the matrix.
Because for real case studies the exact relations between changes in fluid properties and changes in AVO coefficients are unknown, different approximations are tested in the inversion process. Figure 2a and b presents changes in zero-offset reflectivity (DR 0 ) as a function of changes in water saturation and in pore pressure, respectively. Initial water saturation, initial effective pressure, and their respective changes are the same as in Figure 1 . The overburden consists of relatively soft clay, leading to an initial positive reflection coefficient. When increasing water saturation, the zero-offset reflectivity also increases, with a trend closely resembling the P-wave velocity behavior in Figure 1a . This was to be expected because changes in zero-offset reflectivity are mainly determined by changes in P-wave velocity and density, of which the latter is closely related to P-wave velocities again. In Figure 2b , as for Figure 1b , the reflection coefficient, positive at time zero, increases as the effective pressure increases. It appears evident that equation 2, introduced by Smith and Gidlow (1987) , approximates changes in zero-offset reflectivity almost perfectly, and the zero-offset reflectivity approximations as introduced by Landrø (2001) and Meadows (2001) , respectively equations 10 and 14, present accuracy comparable to the zero-offset reflectivity introduced by Smith and Gidlow (1987) . Figure 2c and d shows the changes in gradient reflectivity (DG) as a function of changes in saturation and pressure, respectively. In Figure 2c , the Smith and Gidlow equation (equation 3) does not approximate changes in gradient reflectivity with the same accuracy as it does for zero-offset reflectivity, and the gradient expression introduced by Landrø (2001) , equation 11, deviates even more from the truth. This seems to be a systematic error that cannot be solved by a higher-order regression as proposed by Meadows (2001) in equation 15. For pressure changes, Figure 2d , the problem does not occur. In general, the quadratic equations better approximate variations in seismic attributes. However, in real data examples the question remains, of course, whether the uncertainty on the rock physics framework justifies the use of higher-order approximations. In that case, the simple linear approximation provides insight in the uncertainty range. Note that in a real case, the regression coefficients for changes in pressure are, in general, estimated from core data, and for changes in saturation a calibrated rock physics model based on the Gassmann equation is used, as in Landrø (2001) .
Figures 3a and b presents, respectively, the differences between the "exact" DR 0 and Landrø's approximation in equation 10 and the difference between the "exact" DR 0 and Meadows' approximation in equation 14, in a region of perturbation ranging between 0 and 0.3 for 
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changes in saturation (DS) and between 0 and þ8 MPa for changes in net pressure (DP); initial water saturation and pore pressure are the same as in the previous figures. Figure 3c shows the differences between the real and the gradient reflectivity using Landrø's approximation in equation 11, and Figure 3d the difference between the real and the gradient reflectivity estimated with Meadows' approximation seen in equation 15 in the same perturbation space as for Figures 3a and b. The approximation of DR 0 is very accurate over the entire range, especially when a quadratic approximation is used, but the approximation of DG is less accurate, mainly at high values of changes in saturation.
In Figure 4a the "exact" P-wave time-shift and its quadratic approximation in equation 17 are expressed as a function of DS and in Figure 4b as a function of DP. Initial water saturation and pressure values, as well as the changes in both properties, are the same as in the previous figures.
Figures 4c and d illustrates the time-shift in shear-wave velocities and its quadratic approximation seen in equation 18 both versus a DS increase (Figure 4c ) and versus a DP change (Figure 4d ). Initial water saturation and pressure conditions again are identical to the values presented in Figure 1a and b, and the reservoir thickness is about 30 m. In all cases, a second-order approximation presents very high accuracy.
RESULTS

Description of the model
To evaluate the accuracy of the different proposed approximations, a synthetic reservoir model has been used. This is a 74 Â 24 Â 7 gridblock simulation model, with gridblock size of 150 Â 150 Â 4.5 m corresponding to an area of 11.1 Â 3.6 km. The reservoir model has an anticlinal structure, the same as in the synthetic Brugge Field (Peters et al., 2009 ). The reservoir is entirely composed by unconsolidated loose sand; its porosity, normally distributed, ranges between values of 0.04 and 0.35, and its permeability, correlated to porosity, ranges between 2 and 5000 md. The reservoir is divided into seven layers, each of them presenting two high-porosity=-permeability structures on the western flank of the anticline, surrounded by low-permeability areas; such a permeability contrast is expected to cause preferential flow patterns and, therefore, preferential changes in seismic attributes. The porosity distribution is the result of a conditioned sequential Gaussian simulation obtained using an exponential variogram with 5000-m major correlation length, 500-m minor correlation length, nugget effect of 0.1, and azimuth of 80 W. Figure 5a and b presents the porosity fields for two Figure 3 . Differences between the truth DR 0 and the approximated change in zero-offset reflectivity as a function of pressure and saturation changes, according to (a) Landrø's formula and (b) Meadows' approximation. As expected, the quadratic approximation from Meadows provides the smallest mismatch. In the second row, differences between the true DG and the approximated change in gradient as a function of pressure and saturation changes according to (c), Landrø's formula and (d) Meadows' approximation. These approximations reveal similar, quite poor accuracies. The top of the reservoir lies at a depth of 1590 m; the overburden pressure is around 37 MPa, and the initial pore pressure is hydrostatic, with a mean value of 17 MPa. Two fluid phases are present in the model: water and undersaturated oil. Initially the oil is above the bubble point; during production, occurring simultaneously to water injection, pressure is maintained high so that the gas remains totally dissolved. Figure 5e and f shows the initial saturation for two different layers before production starts: the oil-water contact lies at 1678-m depth; in the watersaturated zone, water saturation is 1; whereas in the oil zone, connate water saturation and residual oil saturation are both 0.2. In total, 30 wells penetrate the reservoir: a crown of 10 water injectors in the lower part of the anticline and 20 producers on the crest, the position being the same as in the Brugge Field (Peters et al., 2009 ). The overburden and underburden seal the reservoir completely allowing in-and outflow only at the wells. During the simulation, the producers are constrained on total liquid rates and the injectors on fixed injection pressure.
Prestack time-lapse seismic data have been modeled using ray tracing; the baseline survey has been acquired before production starts and the monitor survey after 30-year production. The seismic properties at each reservoir gridblock are determined from the rock physics model given the saturation and pressures resulting from the reservoir simulation. Given the large grid dimensions compared to the bin size, seismic measurements from different common midpoints (CMPs) are averaged over the entire gridblock.
For computational reasons, with respect to the original Brugge Field, the lateral and the vertical sizes of the reservoir model used in this study have been reduced, resulting in a thickness of about 30 m. The use of a realistic frequency of 45 Hz has been chosen; given an average interval velocity of about 3500 m=s, the corresponding tuning thickness (a quarter of the wavelength) is about 20 m, smaller than the reservoir thickness. In this way, the AVO coefficients for the top reservoir reflector and the time-shifts picked at the bottom (input for the inversion) can be correctly estimated. The effect of frequency on the picked AVO coefficients and time-shifts has not been further investigated in this study. Figure 6a and b shows, respectively, the differences in zerooffset and gradient reflectivity picked at the top reservoir reflector: variations in seismic attributes are the expressions of changes in reservoir saturation and pressure. Figure 6c and d illustrates the time-shifts induced by, respectively, compressional and shear wave velocities. The P-wave time-shift, legacy of saturation, and density changes, present a trend similar to the variations in zerooffset reflectivity; the pattern of the S-wave time-shift, more related to pressure changes, emulates the one seen for DG.
Results with spatially invariant porosity
From the extracted seismic attributes, vertically averaged changes in pore pressure and saturation have been estimated with different combinations of the four presented equations. Method 1 corresponds to the traditional Landrø's (2001) scheme (using equations 10 and 11); method 2 makes use of quadratic equations related to DR 0 , DG, and DT PP (equations 14, 15, and 17); method 3 is similar to method 2 but it uses additionally the equation related to the S-wave time-shift (equation 18); method 4 is identical to method 3 except that the gradient equation is neglected (equations 14, 17, and 18); method 5 makes use of quadratic equations of DR 0 , T PP , and a linear approximation of DG including second-order terms (equations 14, 17, and B-5, respectively). Table 1 summarizes the differences in the methods. Figure 6 . (a) DR 0 and (b) DG determined at the top reservoir reflector. Changes in different AVO coefficients relate to changes in different reservoir fluid properties. The P-and the S-wave time-shifts are plotted in plots (c and d), respectively; both the time-shifts are picked at the bottom reservoir reflector. Note the similarity between DR 0 and DT PP , and between DG and DT SS . The color scales DR 0 and DT PP are the combined effects of DS and DP; DG and DT SS are essentially related to DP and only to a minor extent to DS through a change in density. Figure 7a shows the real DS after 30-year production=injection; note that the relatively modest change in water saturation from 0.2 to a maximum of 0.5 in 30-year production is a consequence of the vertical averaging of the seven reservoir layers. Individual layers might have a higher-residual oil saturation after flushing due to a low-sweep efficiency. Figure 7b , c, f, and g presents, respectively, the estimated DS with methods 1 to 4; below each estimation, the differences with respect to the truth case are plotted. Although all estimations are able to capture perfectly the real trend of saturation changes, they all present a bias. The bias is positive in the rim where changes in saturation occur and is negative outside the rim in the lower part of the reservoir, probably caused by a leakage from DP. From the comparison between Figure 7b , c, f, and a, it can be argued that by including P-and S-wave timeshifts in the inversion, the positive bias slightly decreases. By eliminating the gradient (Figure 7g ), both the positive bias for the estimated changes in DS and the negative bias for the gridpoints in the aquifer are reduced, but there is still room for improvement for the estimated changes in saturation on the top of the reservoir. Figure 8 presents the real and the estimated DP with different approximations, the order being the same as in Figure 7 ; below each estimation the differences with the truth are plotted. In all the estimations taking into account the gradient reflectivity (Figure 8b, c, and f) , a leakage effect from DS is clearly visible as a halo in the central part of the reservoir; in Figure 8g , where the information related to the gradient is neglected, DP presents no saturation signatures. The comparison of Figure 7g to the other estimations of DS (Figure 7b, c, and f) , and the comparison Figure 7 . Exact vertically averaged changes in saturation (a) versus changes in saturation estimated with method 1 (b), method 2 (c), method 3 (f), and method 4 (g). Below each estimation, the respective differences with the truth are presented (plots d, e, h, i). The labels indicate the CMP numbers on the x-and y-directions. Including P-and S-wave time-shifts slightly reduces the positive bias; by eliminating the gradient reflectivity equation, the positive bias, together with the pressure leakage outside the DS rim, decreases.
between Figure 8g to the other estimations of DP (Figure 8b , c, and f) suggests that the poor approximation of the gradient reflection could be one of the causes of the leakage between the two variables. The root mean square (rms) error represents a way to evaluate the performance of the different inversions. It is defined in equation 19 as
where a T i is the true value of the parameter a at the gridcell i, a E i the estimated value at that gridcell, and N g the total gridcells number. Table 2 lists the rms error for DS and DP for the different methods. The information from the S-wave time-shift does not improve the inversion if this attribute is combined with the other three (method 3 versus method 2); however, it becomes a real advantage in the case the S wave time-shift replaces the gradient reflectivity (method 4). In fact, the exclusion of the gradient slightly increases the error for the DP estimate, but it largely reduces the error for the estimate of DS.
All the pictures show evident east-west-oriented lineaments that seem strongly related to the porosity=permeability field. In the current analysis, the coefficients used in the approximations are calculated using only the mean reservoir porosity. In the next section, the effect of a more detailed knowledge of the porosity field is investigated, leading to somewhat different results.
Results with more accurate porosity information
The coefficients used in the approximations are calculated from the relative change in seismic properties induced by changes in fluid saturation and in pore pressure (equations 4 to 6). These are defined as the time-lapse variation in density and velocities, a consequence of production and=or injection, normalized on the mean of the respective property between the overburden and the reservoir at the initial time. The total porosity is an important parameter in the calculation of density and velocities as it enters in the Mindlin (1949) and the Gassmann (1951) equations. Also, the total porosity acts as a scaling factor for changes in seismic properties induced by changes in pore pressure and fluid saturation as it determines the weight between the fluid and the rock terms in the Gassmann equation. Hence, the value of the total porosity is proportional to the relative time-lapse variations in density and seismic velocities described in equations 4-6.
In the previous section, it was assumed that the total porosity was constant over the entire reservoir. In fact, only the mean porosity value was entered in the Mindlin and Gassmann equations in order to calculate relative changes in seismic properties for different CMPs; the consequence is that the coefficients introduced in equations 7-9, which relate relative changes in seismic properties to DS and DP, are spatially uniform. Neglecting lateral variations of porosity results in remarkable porosity leakage, with a noticeable decrease on the results accuracy. In this section, the inversion is performed with the same methods and approximations as in the previous section, the only difference being the use of spatially variant coefficients. These are, in fact, calculated independently at each CMP location, assuming Figure 8 . Exact vertically averaged changes in pore pressure (a) versus changes in pressure estimated with method 1 (b), method 2 (c), method 3 (f), and method 4 (g). Below each estimation, the respective difference with the truth is presented (plots d, e, h, i) . Remarkable is the similarity between the trend in pressure changes and the trend shown by the gradient and S-wave time-shift (Figure 6b and d) . (g) Eliminating the gradient reflectivity equation zeros the leakage from DS.
that the exact vertically averaged (using the arithmetic mean) porosity is known. Figure 9a presents the true DS (the same as Figure 7a) ; Figure  9b , c, f, and g presents the estimated DS with methods 1, 2, 3, and 4, respectively. Below each estimation, the differences between the estimated and the true DS are plotted. In the waterflooded areas, a positive bias appears evident with methods 1 to 3; although the use of quadratic approximations and of P-and S-wave time-shifts (Figure 9c and f) decreases this positive bias, the negative bias below the original oil-water contact (probably a leakage from DP) remains strong. Leaving out the gradient term in the inversion (Figure 9g ) largely reduces the positive bias for the real DS and zeros the negative bias seen in the water-saturated zone, meaning that the leakage from the changes in pressure is eliminated. Figure 10a shows the real changes in pressures (the same as Figure 8a ), and Figure 10b , c, f, and g shows the estimated changes using a different method, the order being the same as in Figure 8 . Below the estimated DP, the differences with the true DP are plotted. In all the estimations making use of the gradient equation, a halo characterized by a positive bias appears. Its shape suggests that it might be caused by a leakage from the DS variable; the halo disappears if the gradient is removed, as well as the negative bias for the gridpoints outside the oil rim. However, removing the changes in the gradient reflectivity means losing some information about the reservoir changes in pressure: at the top of the reservoir, where changes in pressure are stronger, the predicted DP are smaller than the real changes in pressure.
From the comparison between the estimates from Figures 9 and 10 to those of Figures 7 and 8, it seems that the porosity leakage decreases. Table 3 summarizes the performance of the different methods. The rms errors reveal that an initial investment for an accurate knowledge of the reservoir porosity field has the benefit of improved inversion results.
Reducing the leakage
Previous results indicate that a poor approximation of changes in gradient reflectivity leads to strong leakages between DS and DP. However, in many real cases S-waves data are not available, and the equation related to the slope reflection, providing information about changes in pressure, cannot be neglected.
Compared to the approximations of the other seismic attributes presented in the inversion, the one related to the gradient Figure 9 . Exact vertically averaged changes in saturation (a) versus changes in saturation estimated with method 1 (b), method 2 (c), method 3 (f), and method 4 (g). Below each estimation, the respective difference with the truth is presented (plots d, e, h, i). The labels indicate the CMP numbers on the x-and y-directions. At each CMP location, the vertically averaged porosity is known; excluding the gradient reflectivity improves the estimation considerably. reflectivity is by far the least accurate, especially when water saturation increases (Figure 2c ). The cause of this inaccuracy lies in the fact that, for computational reasons, the higher-order terms in Da=a and da=a (same holds for b and q) have been neglected, as suggested in Landrø (2001) . However, if secondorder terms in relative changes in seismic properties, or combinations thereof, are included (for a complete derivation see Appendix B), the accuracy of the forward approximation of the gradient reflectivity increases leading to an improvement of the inversion results. Figure 11 is exactly the same as Figure 2c , except that a new curve is added (and the vertical scale exaggerated): the dotted yellow line represents changes in gradient reflectivity as a function of changes in saturation (the initial water saturation and the change in the property are the same as in Figure 2c) . Figure 12a shows the true DS field (the same as in Figure 9a ), Figure 12b the estimated DS field using method 2 (the same as in Figure 9c ), and Figure 12c the estimated DS with method 5. The vertically averaged porosity is known at every CMP location. Figure 12d and e shows the differences between the estimated and the true DS (Figure 12d is the same as Figure 9e ). Although including higher-order terms results in an unchanged negative bias for the CMPs in the aquifer, it decreases the positive bias for the estimated DS in the water-flooded areas and slightly reduces the negative bias for DS estimated on the top of the reservoir. Figure 12f , g, and h presents the true and the estimated DP with the same methods as for Figure 12a , b, and c ( Figure 12f is the same as Figure 10a , and Figure 12g is the same as Figure 10c) . Figure 12i and j illustrates the differences between the estimated and the true DP in the same order as for Figure  12d and e (Figure 12i is the same as Figure 10e ). The halo characterized by positive variations in pressure almost disappears (Figure 12j) , proving that the inaccuracy of the gradient approximation is one of the causes of the leakage from DS into DP. Table 4 lists the rms error for methods 2 and 5.
The effect of random and systematic noise
The previous sections explained the validity of the inversion scheme from an ideal case where no noise on seismic measurements is present. This section deals with a more realistic scenario as it indicates the effect of adding random and systematic noise on the observed inputs. Figure 13a (the same as Figure 9a) illustrates the true DS field, and Figure 13b , c, f, g, and h show the estimates obtained with, respectively, methods 1, 2, 5, 3, and 4 in case random noise up to 15% is added to the measurements. Below each figure, the differences with the truth estimates are plotted. The vertically averaged porosity is known at each CMP location. Although the images are not as sharp as in the free-noise case, the advantage of using a complete approximation of the gradient or the advantage of replacing this attribute with the S-wave time-shift is still evident. Figure 14 presents the true and the estimated DP with the five methods, and their deviations from the truth, in the same order as in Figure 13 (plot 13a is the same as Figure 10a ). Also for DP, despite the noise, the same features as in the noise-free case are recognized.
The estimates look quite robust in the presence of random noise (up to 15%); however, this kind of noise, in reality, can be combined with systematic noise that can be easily introduced by numerous factors (like the characteristics of the source, the receiver, and the cable; processing, energy attenuation and absorption, tuning, etc.). The next pictures show estimates when random noise up to 10% is combined with an error of þ5% in DR 0 , þ15% in DG, and þ10% on the time-shifts. Figure 15 illustrates the real DS (same as in Figure 9a ), the estimated DS, and their deviation from the truth in the same order as in the Figure 10 . Exact vertically averaged changes in pore pressure (a) versus changes in saturation estimated with method 1 (b), method 2 (c), method 3 (f), and with method 4 (g). Below each estimation, the difference with the truth is presented (plots d, e, h, i). The labels indicate the CMP numbers on the x-and y-directions. At each CMP location, the vertically averaged porosity is known. Excluding the gradient reflectivity results in overall moderate differences although at the top of the reservoir the error can be quite large. previous pictures. The characteristics of each method are still relatively clear, although the magnitude of the leakages between different parameters and of the bias in estimated DS has changed. The same can be said for Figure 16 , presenting the situation for changes in pressure (plot 16a is the same as Figure  10a ). Note that a systematic error in the inputs leads to a change in sign of the error for the DP estimated with method 4 at the top of the reservoir (see Figure 10i) . Tables 5 and 6 present a list of the rms error values in case of random noise and random plus systematic noise, respectively.
DISCUSSION
Spatial variations in mineralogy and temperature are expected to have a smaller impact on the inversion results than variations in porosity. In this study, the reservoir is composed entirely of unconsolidated, loose sand, allowing us to use the Mindlin, Hashin-Shtrikman, and Gassmann equations to calculate seismic properties in every cell. In this scenario the fluid term of the Gassmann equation plays a relevant role in determining the seismic properties of the whole rock; whereas in consolidated sands production=injection related fluid, effects might be more difficult to detect, jeopardizing the validity of the inversion method. However, even in case of deep-buried consolidated sands, if time-lapse changes in seismic attributes are above the detection threshold, the presented scheme can still be successfully applied. In case of consolidated sandy reservoirs or of clay intrusions, the simple Hertz-Mindlin model (Mindlin, 1949 ) cannot be used, and the dry rock moduli need to be estimated with different models (Dvorkin and Nur, 1996; Draege et al., 2006) .
It is important to note that reflection-derived properties are very local, opposed to the time-shift derived properties, as they are averaged over the whole reservoir thickness. In this study, a relatively homogeneous vertical distribution of porosity, pressure, and saturation has been assumed; violation of this condition will deteriorate the results. A way to circumvent this problem is by using a stochastic approach with multiple realizations having Figure 12 . Exact vertically averaged changes in saturation (a) versus changes in saturation estimated with method 2 (b) and method 5 (c). The figures below each estimate represent the respective difference with the truth case (plots d and e). The labels indicate the CMP numbers on the x-and y-directions. At each CMP location the vertically averaged porosity is known. Including the higher-order terms leads to a reduction of the positive bias for the saturation changes in the water-flooded areas. In the third line, the exact vertically averaged changes in pressure (f) versus changes in pressure estimated with method 2 (g) and with method 5 (h); below each estimate are plotted the respective differences from the truth (plots i and j). Including the higher-order terms in the gradient equation results in a strong decrease of the saturation leakage into the pressure changes. Figure 11 . Change in gradient DG versus change in water saturation for different approximations. The dotted yellow line represents Landrø's approximation including second-order terms in relative variation of seismic properties expressed as linear function of DS and DP (see Appendix B). different internal reservoir parameter distributions; however, the latter solution has not been explored in this paper.
The inversion scheme presents the theoretical advantage of replacing the gradient reflectivity, generally showing a low S=N and requiring careful log calibration (Whitcombe, 2002) with time-shift data. In fact, this substitution results in a large reduction of the error in changes in saturation that compensates a relatively small increase for the error in DP. However, the Table 4 . The rms error for methods 2 and 5 in estimating DS and DP.
Methods
DS DP
Method 2 Although the general quality of the different estimates decreases because of the noise, all the features seen in Figure 10 can be recognized. C13 4D fluid-pressure discrimination Figure 15 . Exact vertically averaged changes in saturation (a) versus changes in saturation estimated with method 1 (b), method 2 (c), method 5 (f), method 3 (g), and method 4 (h). The figures below each estimate represent the respective difference from the truth (plots d, e, i, j, k). The labels indicate the CMP numbers on the x-and y-directions. Seismic measurements contain random noise up to 15% and systematic noise up to 15%. Systematic noise has a strong impact on the quality of the estimates, in some cases enhancing the leakage and the bias present in the different methods. Figure 16 . Exact vertically averaged changes in pressure (a) versus changes in saturation estimated with method 1 (b), method 2 (c), method 5 (f), method 3 (g), and method 4 (h). The figures below each estimate represent the respective difference from the truth (plots d, e, i, j, k). The labels indicate the CMP numbers on the x-and y-directions. The systematic noise has a strong impact on the estimates aspect, changing the magnitude or in some cases the sign of the biases present in the different methods.
C14
method is not applicable for reservoirs at or below the tuning thickness, because the time-shifts cannot be correctly estimated. The presented scheme, as every 4D seismic inversion method, strictly relies on the quality and the accuracy of the measurements. In this case study, the effect of 30-year production combined with water flooding are quite easy to detect on seismic attributes. Note that the method works also outside the reservoir, where changes in saturation are zero and changes in pressure moderate. This demonstrates that the method will also work at much smaller time intervals, that is, smaller time-lapse differences.
CONCLUSIONS
A 4D seismic inversion scheme that solves for time-lapse changes in pore fluid and pressure has been presented; it is based on a modified form of Landrø's (2001) equations and extended with two additional equations expressing the time-shift induced by P-and S-wave velocity changes as functions of pore pressure and saturation changes.
The results show that assuming spatially invariant coefficients used in the approximations of changes in seismic attributes leads to less accurate results because porosity leakage affects the final estimates; if the porosity field is known, or at least the vertically averaged porosity at each CMP location, the quality of the inversion improves considerably and the porosity imprint is attenuated.
Final estimates generally suffer from leakage between changes in saturation and changes in pressure caused by the inaccuracy of the forward approximation of the gradient reflectivity changes. By replacing this equation with the approximation related to the time-shift equation, the leakage almost disappears. If time-shift data are not available, the leakage effect is strongly reduced if, in the gradient equation, the second-order terms in relative changes in seismic properties are added. The leakage problem, as mentioned by Landrø (2001) and Meadows (2001) , is exacerbated by the lack of repeatability, uncertainty in the scaling factor between different angle-stacks, or the validity of the rockphysics model. In this synthetic case, where the uncertainty in the rock-physics model is the only source of error, it is demonstrated that the inaccuracy of the gradient approximation is a major cause of the leakage between different parameters.
The final estimates seem to be relatively robust to seismic noise. Changes in saturation and pressure present fairly high accuracy in the presence of random noise up to 15%; in the presence of systematic noise up to the order of 10%, final estimates show biased errors but their main features can still be recognized clearly.
The presented scheme shows good results in case the impedance contrast between the overburden and the reservoir is high. A weaker contrast will represent a limitation of the method as the relative noise level in the extracted attribute increases.
Future work is envisaged to include the presented inversion scheme in an assimilation scheme based on the ensemble Kalman filter; the objective is to fully understand the added value of 4D seismic inversions for better reservoir properties estimation and for an improved production forecast.
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APPENDIX A THE GAUSS-NEWTON METHOD APPLIED TO THE INVERSION SCHEME
According to Newton's method the zeros of a function can be iteratively found with the following formula seen in equation A-1:
For an optimization problem Newton's method can also be used to find the zeros of the derivative (minimum) given in equation A-2: The recurrence relation for minimizing the function, according to Newton's method is The relative changes in seismic properties induced by saturation or pressure changes can be rewritten in a similar way as in equations 7 to 9. However, in this case, we use a linear expansion with respect to changes in both parameters as shown in the following equations:
Dq F q ¼ k q DS; (B-10) Dq P q % 0 (B-11)
Grouping similar terms, the coefficient of the gradient reflectivity change becomes
(B-12) Equation B-12 represents, according to Smith and Gidlow (1987) , the time-lapse change in gradient reflectivity including secondorder terms in relative changes in seismic properties rewritten as functions of DS and DP. Although these functions are linear, equation B-12, because of the quadratic order or the product between the relative changes, becomes a quadratic expression in both parameters.
