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MODEL TRANSITION FOR REPRESENTATIONS OF METAPLECTIC
TYPE
EREZ LAPID AND ZHENGYU MAO
Abstract. We study the interplay between different models of the same irreducible rep-
resentation of the F -points of a reductive group over a local field.
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1. Introduction
Let G be a locally compact group. An important notion in representation theory is that
of a model. Broadly speaking, a model is a representation space of G (usually defined
geometrically) which contains any irreducible constituent with multiplicity one. Consider
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the case where G is the F -points of a reductive group G defined over a local field F .
There are many examples of models which are realized on induces spaces IndGH χ where
χ is a character of a closed subgroup H of G – i.e., on the space of smooth functions on
G which are left (H,χ)-equivariant with the right G-action. (For simplicity we assume
that H is unimodular.) In this case we say that the pair (H,χ) satisfies multiplicity
one. The representations which occur in this model are called distinguished by (H,χ).
They are characterized by the property that there exists a non-zero functional on them
which is (H,χ)-equivariant. If π is such a representation then we denote by M(H,χ)π its
realization in the model. The most well-known case is the Whittaker model in which G
is quasi-split, H is a maximal unipotent subgroup and χ is a non-degenreate character of
H ([GK75], [Sha74]). The importance of the Whittaker model in representations theory
and automorphic forms cannot be overestimated. For other instances of models, including
recent progress cf. [JR96, Fli91, AGRS10, AGS08, AG09].
In this paper we address the following question. Let G be a reductive group defined over
a p-adic F , H1, H2 two closed subgroups of G defined over F and χi, i = 1, 2 characters
of Hi. Suppose that (Hi, χi), i = 1, 2 satisfy multiplicity one and let π be an irreducible
representation of G which is distinguished by both (Hi, χi), i = 1, 2. Then up to a scalar
there is a unique isomorphism
M(H1,χ1)π ≃M(H2,χ2)π.
Can one explicate such an isomorphism, as well as its inverse? More precisely, can one find
a G-equivariant integral transform from M(H1,χ1)π to M(H2,χ2)π with an explicit inversion
formula?
The question is meaningful for any irreducible representation π of G such that
dimHomH1(π, χ1) = dimHomH2(π, χ2) = 1
(whether or not (H1, χ1) or (H2, χ2) satisfy multiplicity one in general). We will call such
an explicit map M(H1,χ1)π →M(H2,χ2)π a model transition. Assume for simplicity that χ1
and χ2 coincide on H1 ∩H2. A first attempt would be to consider the map
(1.1) ϕ 7→
∫
H1∩H2\H2
ϕ(hg)χ2(h)
−1 dh
which formally defines an intertwining operator IndGH1 χ1 → Ind
G
H2 χ2. (Often, this integral
needs to be regularized.) It turns out however that it is sometimes advantageous to replace
the domain of integration by H1 ∩H2\H ′2 where H
′
2 is a proper subgroup of H2 containing
H1∩H2. (This reflects the fact that we secretly work within a subgroup G′ of G containing
H1 and consider maps Ind
G′
H1
χ1 → Ind
G′
H2∩G′ χ2.) Of course this procedure does not give rise
to a map from IndGH1 χ1 (or a suitable G-invariant subspace X where the regularized integral
is defined) to IndGH2 χ2. However, one can hope that in certain cases for (suitable) (H1, χ1)-
distinguished representations π we have M(H1,χ1)π ⊂ X and T (M(H1,χ1)π) = M(H2,χ2)π.
We will give several examples of this phenomenon.
The first example is for the group M = GL2n(F ). Let π be a tempered representation
π of M . In particular, π has a Whittaker model M(NM ,ψNM )π, where NM is the subgroup
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of upper unitriangular matrices in M and ψNM a non-degenerate character of NM . Let
HM be the centralizer of E = diag(1,−1, . . . , 1,−1) in M , isomorphic to GLn×GLn. We
assume that π has a model M(HM ,1)π with respect to HM . (It is known that, for any π, this
model is unique if it exists [JR96].) Note that the character ψNM is trivial on NM ∩HM .
In one direction we define T (HM ,1)(NM ,ψNM )
: M(NM ,ψNM )π →M(HM ,1)π by
T (HM ,1)(NM ,ψNM )
(W )(g) :=
∫
NM∩HM\P2n∩HM
W (pg) dp, W ∈M(NM ,ψNM )π
where P2n is the mirabolic subgroup of M . The integral converges absolutely (even if π
is only assumed to be unitarizable and generic). Moreover, it is known that the image of
T (HM ,1)(NM ,ψNM )
indeed lies in M(HM ,1)π [Mat12]. In the other direction when π is tempered,
define T
(NM ,ψNM )
(HM ,1)
: M(HM ,1)π →M(NM ,ψNM )π by
T
(NM ,ψNM )
(HM ,1)
(L)(g) :=
∫ reg
NM∩HM\NM
L(ng)ψ−1NM (n) dn, L ∈M
(HM ,1)π.
The meaning of the regularized integral (in a more general context) will be explained in
§2. It is a slight extension of the stable integrals studied in [LM14a].
We show that the maps T (HM ,1)(NM ,ψNM )
and T
(NM ,ψNM )
(HM ,1)
are inverse to each other (Proposition
3.6).
This result is a version of local Rankin–Selberg unfolding. It is closely related to the
material of [SV12, §18]. See also [LM14a, §4] for a similar result in a different setup.
An immediate consequence is that we can define T (HM ,1)(NM ,ψNM )
with respect to the other
mirabolic subgroup without changing the result (see Proposition 3.8 which is analogous to
[Off11, Corollary 7.2]).
Next, we will ‘inflate’ the GL2n result to the group G = Sp2n (a subgroup of GL4n of rank
2n). We identify M with the Levi subgroup of the Siegel parabolic subgroup P = M ⋉ U
of G via x 7→ diag(x, x∗). Let N be the subgroup of upper unitriangular matrices in G.
Let H be the centralizer of diag(E,−E) in G; it is isomorphic to Spn× Spn.
With π as before, consider the induced representation I(π, 1
2
) = IndGP (π |det ·|
1
2 ) realized
on the space of smooth functions W : U\G → C such that for all g ∈ G the function
m 7→ δP (m)−
1
2 |detm|−
1
2 W (mg) = |detm|−(n+1)W (mg) on M belongs to M(NM ,ψNM )π.
The representation I(π, 1
2
) admits a unique irreducible quotient (the Langlands quotient)
which we denote by LQ(π). The representation LQ(π) has a unique model M(H,1) LQ(π)
(Theorem 5.1). Meanwhile let ψN be the extension ψNM to N , trivial on U . Then LQ(π)
has also a unique model M(N,ψN ) LQ(π) (Proposition C.1). It can be realized as the image
of I(π, 1
2
) under the standard intertwining operator M∗ given by
M∗W (g) =
∫
U
W (wug) du, W ∈ I(π,
1
2
)
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for a suitable Weyl element w. We define the map
T (H,1)(N,ψN )(W ) :=
∫
N∩H\P4n∩H
W (h·) dh, W ∈M(N,ψN ) LQ(π).
Here P4n is the mirabolic subgroup of GL4n. In the other direction we define
T (N,ψN )(H,1) : M
(H,1) LQ(π)→M(N,ψN ) LQ(π),
by
T (N,ψN )(H,1) (L)(g) :=
∫ reg
H∩N\N
L(ng)ψ−1N (n) dn, L ∈M
(H,1) LQ(π).
Once again the regularized integral is defined in §2. We show that T (H,1)(N,ψN ) defines a model
transition from M(N,ψN ) LQ(π) to M(H,1) LQ(π), whose inverse is T (N,ψN )(H,1) (Theorem 5.1).
In particular, the integral defining T (H,1)(N,ψN ) is an H-invariant functional.
Note that in general HomN(σ, ψN ) is finite-dimensional (but not necessarily zero or
one-dimensional) if σ is an irreducible representation of G. (We do not know whether
dimHomH(σ, 1) ≤ 1 for all σ.)
One can also realize M(H,1) LQ(π) by the map
T ∗,(H,1)(N,ψN ) : I(π,
1
2
)→M(H,1) LQ(π)
given by the absolutely convergent integral
T ∗,(H,1)(N,ψN ) (W )(g) :=
∫
P∩H\H
∫
NM∩HM\P2n∩HM
W (phg) |det p|−(n+1) dp dh.
We have the following commutative diagram (Proposition 4.6):
I(π, 1
2
) M(H,1) LQ(π)
M(N,ψN ) LQ(π)
ǫπM
∗
T
∗,(H,1)
(N,ψN )
T
(N,ψN )
(H,1)T
(H,1)
(N,ψN )
where ǫπ ∈ {±1} is the standard epsilon factor ǫ(
1
2
, π, ψ) (which does not depend on ψ
since π has a trivial central character).
This leads us to the second theme of this paper which is the compatibility of model
transitions. More precisely, given three models with respect to pairs (Hi, χi), i = 1, 2, 3
with transition maps we will be interested in the commutativity of the diagram
M(H1,χ1)π M(H2,χ2)π
M(H3,χ2)π
We will study this question for the representations LQ(π) above. Following Ginzburg–
Rallis–Soudry consider a certain character ψV on the unipotent radical V of the parabolic
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subgroup of G with Levi part GL2× · · · × GL2 (n times) (see §6). The representation
LQ(π) admits a model M(V,ψV) for LQ(π) (Proposition 6.1 which is based on [GRS99a]
and Proposition C.1). We also define its variants M(A,ψA) and M(E,ψE) where (A, ψA) and
(E, ψE) are obtained from (V, ψV) by conjugation by certain elements of the normalizer
of H (see §6). (Typically, HomV(σ, ψV) is infinite-dimensional for a general irreducible
representation σ of G.)
We will show the following commutative diagram of model transitions (Propositions 9.1
and 7.7):
M(H,1) LQ(π)
M(A,ψA) LQ(π) M(E,ψE) LQ(π)
M(N,ψN ) LQ(π)
T
(A,ψA)
(H,1)
T
(N,ψN )
(H,1)
T
(E,ψE)
(H,1)
T
(A,ψA)
(N,ψN )
T
(H,1)
(N,ψN )
T
(E,ψE)
(N,ψN )
The diagonal maps T (H2,χ2)(H1,χ1) , where (H1, χ1) is either (H, 1) or (N,ψN) and (H2, χ2) is
either (A, ψA) or (E, ψE), are given by a suitable regularization of (1.1). Actually, the map
T (E,ψE)(N,ψN ) on (a suitable subspace of) Ind
G
N ψN depends on some additional choices but its
restriction to M(N,ψN ) LQ(π) turns out to be independent of these choices. See Proposition
7.7 for the precise statement.
The main tool for proving the results is repeated applications of Fourier inversion (see
Appendix A). This idea is of course not new. It was used by Jacquet–Shalika in the
analysis of the exterior square L-function [JS90] and plays an important role in the descent
construction of Ginzburg–Rallis–Soudry [GRS99a]. In fact, this paper owes a lot to their
work. Our point of view however is slightly different as we are interested in explicit
computations in the various models. We also mention recent work of Bernstein–Reznikov
[BR] for a closely related theme.
The integral transforms T (A,ψA)(H,1) and T
(E,ψE)
(H,1) are related by conjugation by a certain
element of the normalizer of H (see §6). It follows from the above diagram that on
M(N,ψN ) LQ(π), there is a functional equation relating the integral transforms T (A,ψA)(N,ψN ) and
T (E,ψE)(N,ψN ). A version of this functional equation is stated in Corollary 11.10.
The results of this paper will be used in our work on Whittaker-Fourier coefficients of
automorphic forms on the metaplectic double cover of Spn. More precisely, the results (and
their variants proved in §11) will be used in proving a conjectural local identity stated in
[LM13]. This local identity is the local counterpart (in the case of the metaplectic group)
of a global conjecture which we proposed in [LM14a]. (The conjecture in [LM14a] is for
any quasi-split group, as well as the metaplectic group.)
The paper is organized as follows. In §2 we introduce a rather general procedure for
regularization of oscillatory integrals involving generic characters. In §3 we consider GL2n
and the model transition between the Whittaker model and the (GLn×GLn, 1)-model (for
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distinguished tempered representations π). The rest of the paper will be devoted to the
case of Langlands quotient LQ(π) on Sp2n (with π as before). In §4 we prove the uniqueness
of (Spn× Spn, 1)-model for LQ(π) and factor the intertwining operator explicitly through a
model transition T (N,ψN )(H,1) between the (Spn× Spn, 1)-model and the degenerate Whittaker
model (N,ψN) of LQ(π). The inverse of T
(N,ψN )
(H,1) is constructed in §5. In §6 we introduce
the additional models M(V,ψV), M(A,ψA) and M(E,ψE) of LQ(π). In §7 and §8 we introduce
the (somewhat delicate) family of operators T t,F(N,ψN ) (closely related to T
(E,ψE)
(N,ψN )
mentioned
above). The compatibility of the various model transitions for the (Spn× Spn, 1), (N,ψN)
and (E, ψE) models is proved in §9 and §10. Additional results which are variants of the
above (and which will be used in a subsequent paper) are proved in §11.
There are also three appendices. In the first one we provide the setup for the ‘root
exchange’ procedure in the spirit of [GRS11, §7.1]. The second appendix is a certain
estimate which is a close variant of a result of Waldspurger in [Wal12, §3]. The last
appendix, due to Marko Tadic´, establishes the uniqueness of the degenerate Whittaker
models (N,ψN ) for the representations LQ(π). We take this opportunity to thank Tadic´
for his contribution. We also thank Joseph Bernstein, Patrick Delorme, Atsushi Ichino,
Andre Reznikov, Yiannis Sakellaridis, David Soudry and Akshay Venkatesh for helpful
correspondence.
1.1. Notations. Throughout the paper let F be a p-adic field with ring of integer O. We
fix a (continuous) non-trivial character ψ : F → C∗. Let q be the size of residue field of F .
Thus |x| = q−val(x) for x ∈ F . We take the self-dual Haar measure dx on F with respect
to ψ. We take the multiplicative measure of F ∗ to be d∗x = dx/ |x|.
We typically denote algebraic varieties (or groups) over F by boldface letters (e.g., X)
and denote their set (or group) of F -points by the corresponding plain letter (e.g., X). (In
most cases X will be clear from the context.)
For an ℓ-group Q let CSGR(Q) be the set of compact open subgroups of Q. We denote
the group of continuous characters of Q (with the compact-open topology) by Q̂. In
particular, if Q is abelian then Q̂ is the Pontryagin dual of Q. Let ZQ be the center of Q,
and e the identity element of Q. If Q acts on a vector space W and Q′ is a subgroup of Q,
we denote by WQ
′
the subspace of Q′-fixed points.
If A and B are subgroups of Q and A normalizes B, we write δA;B for the corresponding
modulus function on A. In particular, we write δA for the modulus function of A acting
on itself by conjugation.
If Q′ is a closed subgroup of Q and χ is a character of Q′, we denote by C(Q′\Q, χ) (resp.,
Csm(Q′\Q, χ), Cc(Q′\Q, χ), C∞c (Q
′\Q, χ)) the spaces of continuous (resp. Q-smooth,1,
compactly supported modulo Q′, smooth and compactly supported modulo Q′) complex-
valued left (Q′, χ)-equivariant functions on Q. When χ = 1 we omit it from the notation.
1i.e., right-invariant under an open subgroup of Q
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We use the following bracket convention for iterated integrals:
∫∫
(
∫∫
. . .) . . . implies
that the inner integrals converge as a double integral and after evaluating them, the outer
double integral is absolutely convergent.
Let f be a continuous function on Q and Ψ a function on a subgroup A of Q. Let
Q′ be a subgroup of Q. We denote by LA,Ψ ◦ f(g) the integral
∫
A
f(ag)Ψ(a) da and by
LQ
′
A,Ψ ◦f(g) the integral
∫
(A∩Q′)\A f(ag)Ψ(a) da. Implicit in the notation is that the integral
makes sense and converges. If Ψ ≡ 1 then we suppress it from the notation. We denote by
LregA,Ψ ◦ f(g) and L
reg,Q′
A,Ψ ◦ f(g) an integral that is regularized in a certain way. We caution
the reader that the regularization depends on the context. Hopefully this will not cause
confusion.
Let Im be the identity matrix in GLm, wm the m × m-matrix with ones on the non-
principal diagonal and zeros elsewhere; gt is the transpose of a matrix g.
We use the notation a≪d b to mean that |a| ≤ cb with c a constant depending on d.
We denote by IrrQ the set of irreducible smooth (complex) representations (up to equiv-
alence) of a group Q.
More specific notation will be introduced in §3.1 and §4.1. For the convenience of the
reader there is an index of symbols at the end of the paper.
2. Some regularized integrals
2.1. Stable integral. We extend the definition of stable integral introduced in [LM14a].
Suppose that U is a unipotent group over F and A is a compact group which acts con-
tinuously on U . Denote by CSGRA(U) the set of compact open A-invariant subgroups of
U . This is a directed set. Moreover, any relatively compact subset of U is contained in an
element of CSGRA(U).
Fix a Haar measure du on U .
Definition 2.1. Let f be a continuous function on U . We say that f has a (#, A)-
stable integral over U if there exists U1 ∈ CSGR
A(U) such that for any U2 ∈ CSGR
A(U)
containing U1 we have
(2.1)
∫
U2
f(u) du =
∫
U1
f(u) du.
In this case we write
∫ (#,A)
U
f(u) du for the common value (2.1). In other words,
∫ (#,A)
U
f(u) du
is the limit (if it exists) of the net (
∫
U1
f(u) du)U1∈CSGRA(U) with respect to the discrete
topology of C.
The case where A is the trivial group was considered in [LM14a, §2] under the name
stable integral.
Remark 2.2. It is clear that if A′ ⊂ A and f has a (#, A′)-stable integral over U , then
it also has a (#, A)-stable integral (with the same value). Similarly, any (right or left)
translate of f by an element of U has an A-stable integral, with the same value.
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Definition 2.3. Suppose A is an ℓ-group acting on U and let f be as before. We say that
the A-stable integral of f exists if
∫ (#,A′)
U
f(u) du exists for any compact open subgroup
A′ ⊂ A (or equivalently, for any sufficiently small A′ ∈ CSGR(A)). We write this value,
which by the previous remark does not depend on the choice of A′, as
∫ st,A
U
f(u) du.
Remark 2.4. It is clear that if α is an automorphism of U which commutes with the action
of A and which multiplies the Haar measure on U by ∆α then∫ (#,A)
U
f(u) du = ∆α
∫ (#,A)
U
f ◦ α(u) du
whenever one side is defined. Similarly for the A-stable integral.
2.2. A regularization. We consider the following setting. Suppose that U0 is a unipotent
subgroup of a group Q and U1 is a normal subgroup of U0 such that U∗ = U1\U0 is abelian.
We identify Û∗ with the group of characters on U0 that are trivial on U1. Let ψU0 be
a character of U0 and let T˜ be a torus of Q normalizing U0 and U1. Assume that the
restriction ψU1 of ψU0 to U1 is invariant under conjugation by T˜ . (In the cases at hand ψU1
is usually trivial.) We say that ψU0 is (T˜ , U0, U1)-generic (or simply T˜ -generic if U0 and U1
are clear from the context) if the map
κ : T˜ → Û∗, κ(t) = ψ
−1
U0
(t · t−1)ψU0
is open.
The prototype is the case where U0 is a maximal unipotent subgroup of a quasi-split
group, ψU0 is a non-degenerate character in the usual sense, U1 = U
der
0 the derived subgroup
of U0 and T˜ is a maximal torus in the Borel subgroup containing U0.
Assume that ψU0 is (T˜ , U0, U1)-generic. For any φ ∈ Cc(T˜ ) we write κ∗φ for the function
on Û∗ given by
κ∗φ(χ) =
∫
κ−1(χ)
φ(t) dt
where of course the integral over the empty set is interpreted as 0. Note that κ−1(χ), if
not empty, is a coset of CT˜ (ψU0), the stabilizer of ψU0 under the conjugation action of T˜ .
We take the measure on κ−1(χ) to be the translate of the Haar measure on CT (ψU0). Since
κ is open, κ∗ : C
∞
c (T˜ )→ C
∞
c (Û∗).
Observe that κ(tt0) = κ(t)
t0κ(t0) (where the superscript denotes the conjugation action)
and therefore, if φt0 = φ(·t0) then κ∗φt0(χ) = κ∗φ(χ
t0κ(t0)). It follows that for suitable
normalization of Haar measures we have∫
T˜
δT˜ ;U∗(t)φ(t)κ
∗f(t) dt =
∫
Û∗
κ∗φ(χ)f(χ) dχ
for any f ∈ C(Û∗) where κ∗f = f ◦ κ. (It suffices to check this for f ≡ 1. Then the
right-hand side defines a (T˜ , δ−1
T˜ ;U∗
)-equivariant linear form on C∞c (T˜ ).) In particular, for
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any φ ∈ C∞c (T˜ ) the Fourier transform of κ∗φ is given by
(2.2) κ̂∗φ(u) =
∫
T˜
δT˜ ;U∗(t)φ(t)κ(t)(u) dt.
Lemma 2.5. Let U0, U1, T˜ , ψU0 be as above and assume that ψU0 is (T˜ , U0, U1)-generic.
Let U2 be a subgroup of U1 which is stable under T˜ and such that ψU1
∣∣
U2
is trivial. Let
f ∈ Csm((T˜ ′ ⋉ U2)\Q) for some T˜ ′ ∈ CSGR(T˜ ). Suppose that f(·g) ∈ L1(U2\U1) for all
g ∈ Q. Let
ϕf(g) =
∫
U2\U1
f(ug)ψU1(u)
−1 du, g ∈ Q.
Then ϕf
∣∣
U0
ψ−1U0 descends to a function on U∗ which has a T˜ -stable integral.
Moreover if φ ∈ C∞c (T˜
′), let R(φ)f =
∫
T˜ ′
φ(t)f(·t) dt, then
(2.3)
∫ st,T˜
U∗
ϕR(φ)f (u)ψ
−1
U0
(u) du =
∫
U∗
φ̂∗(u)ϕf(u)ψU0(u)
−1 du
with φ̂∗(v) =
∫
T˜ ′
φ(t)κ(t)(v) dt ∈ C∞c (U∗).
Proof. Given φ, let T˜0 ∈ CSGR(T˜ ′) containing the support of φ. We take any Uc ∈
CSGRT˜0(U∗). Then∫
Uc
ϕR(φ)f (v)ψ
−1
U0
(v) dv =
∫
T˜0
∫
Uc
( ∫
U2\U1
φ(t)f(uvt)ψU1(u)
−1 du
)
ψ−1U0 (v) dv dt
which by a change of variables (u, v) 7→ (tut−1, tvt−1) becomes∫
T˜0
∫
Uc
( ∫
U2\U1
φ(t)f(uv)ψU1(u)
−1 du
)
ψ−1U0 (tvt
−1) dv dt
=
∫
T˜0
∫
Uc
φ(t)ϕf(v)ψ
−1
U0
(tvt−1) dv dt =
∫
Uc
φ̂∗(v)ϕf(v)ψU0(v)
−1 dv.
Note that ϕf
∣∣
U0
ψ−1U0 descends to a function on U∗. Since by (2.2) φ̂
∗ is the Fourier transform
of κ∗(φ), it is in C
∞
c (U∗). In particular, the above integral is independent of Uc as long as
Uc contains the support of φ̂
∗. Thus, ϕR(φ)fψ
−1
U0
has a (#, T˜0)-stable integral.
As for any T˜0 ∈ CSGR(T˜ ) there is φ ∈ C∞c (T˜
′) with support in T˜0 such that R(φ)f = f ,
we proved that ϕf
∣∣
U0
ψ−1U0 has (#, T˜0)-stable integral for any T˜0 ∈ CSGR(T˜ ). Thus it has
T˜ -stable integral. The identity in the Lemma follows from the above calculation. 
In the setting of the Lemma, we will write∫ reg
U2\U0
f(ng)ψ−1U0 (n) dn =
∫ st,T˜
U∗
( ∫
U2\U1
f(ung)ψU1(u)
−1 du
)
ψ−1U0 (n) dn.
We record some straightforward properties of this regularized integral in the following
Lemma.
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Lemma 2.6. Let f be as in the previous Lemma. Then
(1)
∫ reg
U2\U0
f(ng)ψ−1U0 (n) dn ∈ C
sm(U0\Q,ψU0).
(2) If f
∣∣
U0
∈ L1(U2\U0), then
∫ reg
U2\U0
f(ng)ψ−1U0 (n) dn =
∫
U2\U0
f(ng)ψ−1U0 (n) dn.
(3) If t ∈ T˜ stabilizes ψU0, then
∫ reg
U2\U0
f(nt)ψ−1U0 (n) dn = δT˜ ;U2\U0(t)
∫ reg
U2\U0
f(tn)ψ−1U0 (n) dn.
We end this section with a couple of remarks
Remark 2.7. Let Q be an ℓ-group and R ⊂ Q′ closed subgroups. Suppose that f ∈
Csm(R\Q, δRδ
−1
Q
∣∣
R
) and that the integral
∫
R\Q f(q) dq converges absolutely. Then the
same is true for
∫
R\Q′
f(q′)δQ(q
′)δ−1Q′ (q
′) dq′. More precisely, (assuming for simplicity that
δQ
∣∣
Q′
= δQ′) if K0 ∈ CSGR(Q) is such that f is right K0-invariant then
(2.4)
∫
R\Q′
|f(q′)| dq′ ≤ volQ′\Q(K0)
−1
∫
R\Q
|f(q)| dq
where K0 is the image of K0 in Q
′\Q.
Remark 2.8. Let U be a unipotent group over F and U′, V closed subgroups. Suppose
that f ∈ Csm(V \U) and that the integral
∫
V \U
f(u) du converges absolutely. Then the same
is true for
∫
V ′\U ′ f(u
′) du′ where V ′ = V ∩ U ′.
Indeed, by induction on dimU − dimU′ we may assume that U′ is a maximal proper
subgroup of U and hence (since U is unipotent) dimU− dimU′ = 1. If V ⊂ U′ then we
apply the previous remark. Otherwise,
∫
V ′\U ′ f(u
′) du′ =
∫
V \U f(u) du and the statement
is obvious.
Finally, we have the following elementary result.
Lemma 2.9. Let G0 be an ℓ-group and C, D closed subgroups with a closed embedding
ι : C → D̂. (We do not assume that either C or D is abelian, or that ι is a homomorphism.)
Assume that f ∈ Csm(G0) and χ ∈ D̂ are such that
(2.5) f(cd) = f(c)χ(d) 〈ι(c), d〉 for all c ∈ C, d ∈ D.
Then f
∣∣
C
is compactly supported. Moreover, let K0 ∈ CSGR(G0), Ω1 a compact subset
of D̂ and Ω2 a compact subset of the space of closed embeddings from C to D̂ (with the
compact-open topology). Assume that the images (in D̂) of all ι ∈ Ω2 coincide.
2 Then
there exists a compact set ΩC depending on K0, Ω1 and Ω2 such that for any f ∈ C(G0)
K0
satisfying (2.5), the support of f
∣∣
C
is contained in ΩC.
3. Model transition for representations of metaplectic type
3.1. Notations.
• Throughout the paper we fix an integer n ≥ 1 (not to be confused with a running
variable n).
2This guarantees that ∪ι∈Ω2ι
−1(Ω) is precompact for any compact Ω ⊂ D̂.
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• M is the group GL2n.
• NM is the standard maximal unipotent subgroup of M consisting of upper unitri-
angular matrices; TM is the maximal torus of M consisting of diagonal matrices;
BM = TM ⋉ NM is the Borel subgroup. KM is the standard maximal compact
subgroup of M.
• ψNM is the non-degenerate character of NM given by
ψNM(u) = ψ(u1,2 + · · ·+ u2n−1,2n).
• NderM is the derived group of NM.
• wM0 = w2n ∈M represents the longest Weyl element of M.
• g 7→ g∗ is the outer automorphism of M given by g∗ = (wM0 )
−1 (gt)−1wM0 .
• HM is the centralizer of E = diag(1,−1, . . . , 1,−1) inM, isomorphic to GLn×GLn.
• IrrmetaM is the set of irreducible representations ofM of metaplectic type, i.e. those
which admit a nontrivial HM-invariant form. Such an invariant form is unique up
to a scalar [JR96]. Any π ∈ IrrmetaM is self-dual.
• We write IrrgenM and IrrtempM for the sets of irreducible generic and tempered
representations of M respectively.
• Pm is the mirabolic subgroup of GLm consisting of the elements g whose last row
is ξm = (0, . . . , 0, 1). Let PM = P2n.
• The Lie algebra M of GLm consists of the m×m-matrices X over F . Let MO be
the lattice of integral matrices in M. For any algebraic subgroup Q of GLm defined
over F let q ⊂ M be the Lie algebra of Q. The lattice q ∩MO of q gives rise to
a gauge form of Q (determined up to multiplication by an element of O∗) and we
use it to define a Haar measure on Q by the recipe of [Kne67].
3.2. For π ∈ Irrgen,metaM we would like to realize the HM-invariant form PHM explicitly
on the Whittaker model WψNM (π) = M(NM,ψNM )π. Conversely, we would like to express
the Whittaker function in terms of PHM . This is analogous to the situation of the inner
product considered in [LM14b].
Proposition 3.1. [Mat12, Lemma 2.1] Assume π ∈ Irrgen,metaM is unitarizable. Then for
any W ∈WψNM (π) the integral
(3.1) PHM(W ) :=
∫
NM∩HM\PM∩HM
W (p) dp
converges and defines a nontrivial HM-invariant linear form onW
ψNM (π). Thus T (HM,1)(NM,ψNM)
(W )(g) :=
PHM(π(g)W ) defines a map from M(NM,ψNM )π to M(HM,1)π.
Proof. Writing (for a suitable Haar measure of KM ∩ PM ∩HM)
PHM(W ) =
∫
PM∩BM∩HM\PM∩HM
∫
NM∩HM\PM∩BM∩HM
W (bp)δPM∩BM∩HM(b)
−1δPM∩HM(b) db dp
=
∫
KM∩PM∩HM
∫
TM∩PM
W (tk)δPM∩BM∩HM(t)
−1δPM∩HM(t) dt dk
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the convergence follows from the estimates of [LM14b, Lemma 2.1] and the fact that on
PM ∩ BM ∩HM we have
δPM∩BM∩HMδ
−1
PM∩HM
= δ
1
2
BM
|det ·|−
1
2 .
Clearly, PHM defines a PM ∩ HM-invariant linear form which is non-trivial since we can
take W
∣∣
PM
to be an arbitrary function in C∞c (NM\PM, ψNM). Lemma 2.1 of [Mat12] states
that the space of PM ∩HM-invariant linear forms on π is one-dimensional. As π possesses
a nontrivial HM-invariant linear form, P
HM must be HM-invariant. 
We observe the following fact:
Lemma 3.2. Suppose that W ∈ C∞c (NM\PM, ψNM). Then L
NM
PM∩HM
◦ W ∈ C∞c (PM ∩
HM\PM). In particular, if π ∈ Irrgen,metaM and W ∈ W
ψN
M (π) is such that W
∣∣
PM
∈
C∞c (NM\PM, ψNM) then the function g 7→ P
HM(W (·g)) on PM is compactly supported mod-
ulo PM ∩HM.
Proof. Let π′ be any HM-relatively cuspidal representation of M. (See [LM13, §3] for their
existence.) By the condition on W , there exists W ′ ∈WψNM (π′) such that W ′
∣∣
PM
= W . It
is clear from the definition of PHM that LNMPM∩HMW (g) = L
NM
PM∩HM
W ′(g) = PHM(π′(g)W ′) for
all g ∈ PM. On the other hand, by our assumption on π′ the function g 7→ PHM(π′(g)W ′)
is compactly supported on HM\M. The claim follows since HM ∩ PM\PM is closed in
HM\M. (Identifying PM\M with the non-zero vectors in F 2n, the orbit of HM is given by
the vanishing of all odd coordinates, hence closed.) 
We would like to apply Lemma 2.5 to define the inverse transform of T (HM,1)(NM,ψNM )
, at least
in the case that π is tempered. To that end we first provide a bound of the generalized
matrix coefficient PHM(π(g)W ).
3.3. A bound on generalized matrix coefficients. Let Π0 = Ind
M
BM
1. We construct
an HM-invariant form L0 on the space of Π0 by setting
L0(φ) =
∫
η−1BMη∩HM\HM
φ(ηh) dh
where η = diag(( 11 1 ) , . . . , (
1
1 1 )). This is well defined. In the case n = 1
L0(φ) =
∫
F ∗
φ(( 11 1 ) (
t
1 )) d
∗t
and the convergence follows since the integrand is ≪ min(|t| , |t|−1)
1
2 . In the general case
let P ◦ = M◦ ⋉ U◦ be the standard parabolic subgroup of M with Levi subgroup M◦ =
GL2× · · · ×GL2. Then η ∈M◦, η−1BMη ∩HM = ZM◦ ⋉ (U◦ ∩HM), P ◦ ∩HM = BM ∩HM
is a Borel subgroup of HM and
δη−1BMη∩HM = δP ◦∩HM
∣∣
η−1BMη∩HM
= δ
1
2
P ◦
∣∣
η−1BMη∩HM
= δ
1
2
BM
∣∣
η−1BMη∩HM
.
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Thus,
(3.2) L0(φ) =
∫
P ◦∩HM\HM
∫
ZM◦\M◦∩HM
φ(ηmh)δP ◦∩HM(m)
−1 dm dh
=
∫
P ◦∩HM\HM
∫
(F ∗)n
φ(η diag(t1, 1, . . . , tn, 1)h)
∏
i |ti|
−(n+1−2i) d∗ti dh
=
∫
P ◦∩HM\HM
∫
Fn
φ(u(t1, . . . , tn)h)
∏
i |ti|
− 1
2 dti dh.
where u(t1, . . . , tn) = diag((
1
t1 1 ) , . . . , (
1
tn 1 )). Therefore, the convergence reduces to the
case n = 1 considered above.
For g ∈ M denote by ‖g‖ the maximum of the absolute values of the entries of g and
g−1, and let σ(g) = max(1, logq ‖g‖). We have σ(g) ≥ 1, σ(gh) ≤ σ(g) + σ(h) and σ
is bi-KM-invariant. We define σHM(g) = σ(g
−1Eg) so that σHM ∈ C
sm(HM\M). Clearly
σHM(g) ≤ 2σ(g).
Let φ0 be the unramified vector in Π0 such that φ0(e) = 1. Let ΞHM(m) = L0(Π0(m)φ0),
so that ΞHM ∈ C
sm(HM\M).
Lemma 3.3. For any b ≥ 0
(3.3)
∫
HM∩NM\NderM
ΞHM(u)σHM(u)
b du <∞.
Proof. We will use the integration formula∫
P ◦∩HM\HM
f(g) dg =
∫
U◦∩HM
f(u) du =
∫
NM∩HM
f(u) du.
Here U◦ and NM are the images under transpose of U
◦ and NM respectively. Let N
der
M =
(NderM )
t. As wM0 normalizes HM, by [LM13, Theorem 3.2]
3 we have L0(Π0(w
M
0 )v) = L0(v).
We can unwind the left-hand side of (3.3) to
(3.4)
∫
HM∩NM\NderM
L0(Π0(w
M
0 u)φ0)σHM(w
M
0 u)
b du
=
∫
HM∩NM\N
der
M
∫
NM∩HM
∫
Fn
φ0(u(t1, . . . , tn)u¯1u¯2)σHM(u¯2)
b∏
i |ti|
− 1
2 dti du¯1 du¯2
=
∫
N
der
M
∫
Fn
φ0(u(t1, . . . , tn)u¯)σHM(u¯)
b
∏
i |ti|
− 1
2 dti du¯
≪b
∫
N
der
M
∫
Fn
φ0(u(t1, . . . , tn)u¯)σ(u¯)
b∏
i |ti|
− 1
2 dti du¯
≪b
∫
N
der
M
∫
Fn
φ0(u¯u(t1, . . . , tn))σ(u¯)
b
∏
i |ti|
− 1
2 max(1,− val(ti))bdti du¯.
3This can be checked directly at the case at hand.
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It follows from Lemma B.1 (with g = e) that the integral over u¯ ∈ N
der
M and |t1| , . . . , |tn| ≤ 1
converges and that there exists a ≥ 0 such that for any subset ∅ 6= I ⊂ {1, . . . ,n} and
integers ni > 0, i ∈ I, the integral over u¯ ∈ N
der
M , val(ti) = −ni, i ∈ I and |ti| ≤ 1, i /∈ I is
≪b q−
∑
i∈I ni/2maxi∈I n
a
i . The lemma follows. 
We also need a lower bound on ΞHM. Let H
′′
M be the centralizer of diag((
0 1
1 0 ) , . . . , (
0 1
1 0 )),
which is conjugate to HM by κ = diag((
1 1
1 −1 ) , . . . , (
1 1
1 −1 )) ∈ M
◦. Define ΞH′′
M
(g) =
ΞHM(κg). It follows easily from (3.2) and the relation
(
−2 1
−1
)
( 11 1 ) (
−1
1 ) = (
1 1
1 −1 ) that
for a suitable inessential constant c
ΞH′′
M
(g) = c
∫
ZM◦ (U
◦∩H′′
M
)\H′′
M
φ0(hg) dh = c
∫
ZM◦(N∩H
′′
M
)\H′′
M
φ0(hg) dh
where the integral converges.
Let
A+0 = {a = diag(a1, . . . , a2n) ∈ TM : |ai/ai+1| ≤ 1, i = 1, . . . , 2n− 1}.
Lemma 3.4. ΞH′′
M
(ka)≫ φ0(a) for all a ∈ A
+
0 and k ∈ KM.
Proof. Clearly, for a suitable choice of Haar measure we have
ΞH′′
M
(g) ≥
∫
KM∩H′′M
φ0(k
′g) dk′.
Here we used the fact that if H1 is any locally compact group, H2 is a closed subgroup of
H1 and K1 is a compact open subgroup of H1 then up to normalization of measures we
have ∫
H2\H1
f(h) dh ≥
∫
H2\H1
f(h)1H2K1(h) dh =
∫
H2∩K1\K1
f(k) dk =
∫
K1
f(k) dk
for any non-negative function f ∈ C(H2\H1, δH2δ
−1
H1
).
If g ∈ A+0 then φ0(kg) ≫ φ0(g) for all k ∈ KM by [Wal03, Lemma II.3.2]. The Lemma
follows. 
Lemma 3.5. Let π ∈ Irrmeta,tempM and let L be an HM-invariant form on the space of π.
Then there exists b ≥ 0 such that for any v ∈ π
L(π(g)v)≪L,v ΞHM(g)σHM(g)
b, g ∈M.
Consequently,
(3.5)
∫
HM∩NderM \N
der
M
|L(π(u)v)| du <∞.
Proof. The second part of the lemma follows from the first one and Lemma 3.3. In order
to prove the first part, it is convenient to work with the centralizer H ′M of w
M
0 , which is
conjugate to H ′′M by a permutation matrix w. Define σH′M(g) = σ(g
−1wM0 g) and ΞH′M(g) =
ΞH′′
M
(wg). Note that BM is a θ
′-split Borel group of M where θ′(g) = wM0 gw
M
0 . Thus, by
[Lag08, Lemme 2], if L′ is an H ′M-invariant form on π then there exists a vector vˆ ∈ π
∨
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(the dual of π) such that L′(π(g)v) = 〈π(g)v, vˆ〉 for all g ∈ A+0 . Since π is tempered it
follows (cf. [Wal03, Lemme II.1.1]) that there exists b ≥ 0 such that4
L′(π(g)v)≪L′,v φ0(g)σ(g)
b, g ∈ A+0 .
Let A+1 = {diag(a1, . . . , an, 1, . . . , 1) : |a1| ≤ · · · ≤ |an| ≤ 1}. Then
L′(π(g)v)≪L′,v φ0(g)σH′
M
(g)b, g ∈ A+1
and by Lemma 3.4,
L′(π(g)v)≪L′,v ΞH′
M
(g)σH′
M
(g)b, g ∈ A+1 .
Since M = H ′MA
+
1 KM (see e.g., [Off04, Propotion 3.1]) it follows that
L′(π(g)v)≪L′,v ΞH′
M
(g)σH′
M
(g)b, g ∈M.
The first part of the lemma follows immediately. 
3.4. Model transition for Irrtemp,metaM. Let π ∈ Irrtemp,metaM and consider f(g) =
PHM(π(g)W ) ∈ Csm(HM\M). The character ψNM is (TM, NM, N
der
M )-generic and is trivial
on NM ∩HM ⊂ NderM . By Lemma 3.5, the conditions of Lemma 2.5 are satisfied and from
Lemma 2.6 part 1 we get a map from M(HM,1)π to M(NM,ψNM)π:
f(g) 7→ T
(NM,ψN
M
)
(HM,1)
(f) =
∫ reg
NM∩HM\NM
f(ng)ψ−1NM(n) dn.
The next proposition is analogous to [LM14a, Lemma 4.4].
Proposition 3.6. Assume that π ∈ Irrmeta,tempM. Then
(3.6) W (g) =
∫ reg
NM∩HM\NM
PHM(π(ng)W )ψ−1NM(n) dn.
Namely, T
(NM,ψNM)
(HM,1)
is the inverse transform of T (HM,1)(NM,ψNM)
between models of π.
Proof. To prove (3.6) it is enough to consider g = e. By Lemma 2.6, the right-hand side
of (3.6) is a Whittaker functional. By uniqueness of Whittaker functional, both sides are
proportional and hence we only need to prove the identity for W whose restriction to
PM is compactly supported modulo NM. This would follow from the following functional
equation and Lemma 2.6 part 2. 
Lemma 3.7. If W ∈ C∞c (NM\PM, ψNM) then L
NM
PM∩HM
◦ W ∈ C∞c (PM ∩ HM\PM) and
LHM
NM,ψ
−1
NM
◦ LNMPM∩HM ◦W = W .
4In fact, b can be chosen independently of pi by [CHH88]
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Proof. The fact LNMPM∩HM ◦W ∈ C
∞
c (PM ∩HM\PM) follows from Lemma 3.2.
We identify PM ∩HM with the product of GLn and the mirabolic subgroup of GLn. We
write det1 for the character of PM ∩HM given by the determinant of the GLn factor and
det2 for the determinant of the other factor. For convenience we also set deti = deti−2 for
i > 2.
For any i = 1, . . . , 2n let Pi (resp. Ni) be the mirabolic subgroup of GLi (resp. the group
of upper unitriangular matrices of GLi). We embed GLi (and its subgroups) in M via
g 7→
( g
I2n−i
)
. Note that Nj+1 = Nj ⋊ Cj where Cj ≃ F j is the subgroup of unipotent
matrices in Nj+1 whose upper left j × j corner is the identity matrix. Then
LHM
NM,ψ
−1
NM
◦ LNMPM∩HM ◦W = L
HM
C1,ψ
−1
NM
◦ · · · ◦ LHM
C2n−1,ψ
−1
NM
◦ LNMPM∩HM ◦W.
We will prove by descending induction on i that
LHM
Ci,ψ
−1
NM
◦ · · · ◦ LHM
C2n−1,ψ
−1
NM
◦ LNMPM∩HM ◦W = L
Ni
Pi∩HM,
∏
i≤j<2n|detj |
−1 ◦W
on PM. The case i = 1 is the required identity (3.6). The base of the induction, the
case i = 2n, is a tautology. For the induction step we prove that for any character χ of
Pi+1 ∩HM
(3.7) LHM
Ci,ψ
−1
NM
◦ LNi+1Pi+1∩HM,χ ◦W (g) = L
Ni
Pi∩HM,χ|deti|
−1 ◦W (g)
for all g ∈ PM.
As Ni+1\Pi+1 ∼= Ni\GLi and δPi∩HM = |deti| we have
LNi+1Pi+1∩HM,χ = L
Ni
GLi ∩HM,χ
= LPiGLi ∩HM,χ ◦ L
Ni
Pi∩HM,χ|deti|
−1 .
Thus we can write the left-hand side of (3.7) explicitly as∫
Ci∩HM\Ci
( ∫
Pi∩HM\GLi ∩HM
( ∫
Ni∩HM\Pi∩HM
W (phng)
χ(ph) |deti(ph)|
−1 |deti(h)| dp
)
dh
)
ψ−1NM(n) dn.
Let ξi = (0, . . . , 0, 1) ∈ F i. Then h 7→ ξih identifies Pi\GLi with F i\{0}. For p ∈ Pi,
h ∈ GLi and n ∈ Ci, we have W (phng) = ψ(〈ξih, nˆ〉i)W (phg) where n 7→ nˆ is the standard
isomorphism between Ci and F
i and 〈·, ·〉i is the standard pairing on F
i×F i, which allows
us to view Ci as the dual of F
i.
The set {ξih : h ∈ Pi ∩HM\GLi ∩HM ⊂ Pi\GLi} is the non-zero vectors in a subspace
Vi of F
i, and 〈·, ·〉i restricts to a non-degenerate pairing between Vi and Ci ∩HM\Ci. Also
ψNM(n) = ψ(〈ξi, nˆ〉i) for n ∈ Ci ∩HM\Ci. Therefore the left-hand side of (3.7) is:∫
Ci∩HM\Ci
( ∫
Pi∩HM\GLi ∩HM
( ∫
Ni∩HM\Pi∩HM
W (phg)ψ(〈ξih, nˆ〉i)
χ(ph) |deti(ph)|
−1 dp
)
|deti(h)| dh
)
ψ−1(〈ξi, nˆ〉i) dn.
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By our support condition on W , the function
fg(ξih) =
∫
Ni∩HM\Pi∩HM
W (phg)χ(ph) |deti(ph)|
−1 dp, h ∈ Pi ∩HM\GLi ∩HM
extends to a Schwartz function on Vi. The right-hand side of (3.7) is fg(ξi). The left-hand
side of (3.7) becomes∫
Ci∩HM\Ci
( ∫
Vi
fg(η)ψ(〈η, nˆ〉i)dη
)
ψ−1(〈ξi, nˆ〉i) dn.
Thus, the relation (3.7) follows by Fourier inversion. 
3.5. A functional equation. Let P ′M be the second mirabolic subgroup ofM consisting of
matrices whose first column is (1, 0, . . . , 0)t. Then if W ∈WψNM (π) where π ∈ Irrgen,metaM
is unitarizable, the same argument as in Proposition 3.1 shows that
(3.8) PHM1 (W ) :=
∫
NM∩HM\P ′M∩HM
W (p) dp
converges and defines another nontrivial HM-invariant linear form onW
ψNM (π). By unique-
ness, PHM1 is a scalar multiple of P
HM . The following functional equation is in the spirit of
[Off11, Corollary 7.2].
Proposition 3.8. For any unitarizable π ∈ Irrgen,metaM and W ∈ W
ψN
M (π) we have
P
HM
1 (W ) = P
HM(W ).
Proof. We first assume that π is tempered. Let L′W (g) = P
HM
1 (π(g)W ). We show that
T (N,ψN )(H,1) (L
′
W ) =W , which will imply that P
HM
1 = P
HM on WψNM (π) by Proposition 3.6.
Let W∨(g) = W (g∗) ∈ M(NM,ψ
−1
NM
)
π∨. Then L′W (g) = P
HM(π∨(g∗)W∨) = LW∨(g
∗). For
W as above, as H∗M = HM, N
∗
M = NM and ψNM(n
∗) = ψ−1NM(n)∫
HM∩NM\NM
L′W (n)ψ
−1
NM
(n) dn =
∫
HM∩NM\NM
L′W (n
∗)ψNM(n) dn
=
∫
HM∩NM\NM
LW∨(n)ψNM(n) dn
which by Proposition 3.6 (applied to π∨ and ψ−1) is W∨(e) = W (e).
Using the classification of irreducible generic representation of metaplectic type ([Mat]), a
standard argument (see [LM14b, §5]) extends the result from the tempered representations
to all unitarizable π ∈ Irrgen,metaM. 
4. Model transition for Langlands quotient: I
4.1. Notations. We keep the notation of §3.1 and introduce additional notation as follows.
• G = Sp2n = {g ∈ GL4n : g
t ( w2n−w2n ) g = (
w2n
−w2n )}.
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• P = M ⋉ U is the Siegel parabolic subgroup of G, with its standard Levi decom-
position. P¯ = P t is the opposite parabolic of P , with unipotent radical U¯ = U t.
P = P4n ∩G.
• We use the isomorphism ̺(g) = diag(g, g∗) to identify M with M .
• N is the standard maximal unipotent subgroup of G consisting of upper unitri-
angular matrices; T is the maximal torus of G consisting of diagonal matrices;
B = T ⋉N is the standard Borel subgroup of G.
• For a subgroup X of G, XM denotes X ∩M . In particular T = TM = ̺(TM) and
NM = ̺(NM).
• NderM = ̺(N
der
M ). We set N
der∗ = NderM ⋉ U .
• Let K be the standard maximal compact subgroup of G.
• Let ν(·) be the character ν(̺(m)) = |detm| of M . Extend ν(·) to a left-U right-K
invariant function on G using the Iwasawa decomposition.
• H is the centralizer of ̺(E) in G, isomorphic to Spn× Spn.
• Write HX = H ∩ X for any subgroup X of G. In particular, HM = ̺(HM) and
HN ⊂ Nder∗ .
• Let x 7→ x˘ be the twisted transpose map on the space Matm,m of m ×m matrices
given by x˘ = wmx
twm. Let sm = {x ∈ Matm,m : x˘ = x}.
• Define ℓ : s2n → U to be the isomorphism given by ℓ(x) =
(
I2n x
I2n
)
. Similarly
ℓ(x) =
(
I2n
x I2n
)
is the isomorphism from s2n to U¯ .
• wM0 = ̺(w
M
0 ); wU =
(
I2n
−I2n
)
∈ G represents the longest M-reduced Weyl element
of G.
• Let ǫi,j ∈ Matm,m be the matrix with one at the (i, j)-entry and zeros elsewhere.
Let ǫsmi,j = ǫi,j + ˘ǫi,j ∈ sm when i+ j 6= m+ 1 and ǫ
sm
i,m+1−i = ǫi,m+1−i.
• NMi,j ⊂ M (i 6= j) is the one-parameter group {I2n+xǫi,j : x ∈ F}. Nαi is the simple
root group NMi,i+1 and N−αi = N
M
i+1,i. N
M
αi
= ̺(Nαi).
• ψU¯ is the character on U¯ given by ψU¯(u¯) = ψ(u¯2n+1,1). ψN is the degenerate
character on N given by ψN (̺(n)u) = ψNM(n) for any n ∈ NM and u ∈ U . ψNM is
the restriction of ψN to M , i.e., ψNM ◦ ̺ = ψNM .
• [x, y] = xyx−1y−1 denotes the commutator of x and y.
• 〈A1, A2, . . . , Ak〉 is the group generated by A1, . . . , Ak ⊂ G.
• The convention of Haar measures will be as in §3.1. Namely, we will use the lattice
of 4n × 4n-matrices integral matrices to define a gauge form (up to an element of
O∗) for any algebraic subgroup of GL4n (and in particular, any algebraic subgroup
of G) defined over F .
4.2. Let π ∈ IrrM. We consider π as a representation of M via ̺. For s ∈ C, let
I(π, s) = IndGP πν
s.
Note that HP is a parabolic subgroup of H with Levi decomposition HP = HM ⋉HU .
The opposite parabolic with respect to HM is HP¯ = HM ⋉HU¯ . We have
(4.1) δP = ν
2n+1 on M ; δHP = ν
n+1 on HM .
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As was observed in the course of the proof of [GRS99a, §3.3, Theorem 2], if π ∈ IrrmetaM
then I(π, 1
2
) admits a non-trivial H-invariant functional. More precisely, if ℓ is an HM-
invariant functional on π then
(4.2) ϕ→
∫
HP \H
ℓ(ϕ(h)) dh defines an H-invariant functional on I(π,
1
2
).
This is well defined since by (4.1) δHP (m) = δ
1
2
P (m)ν(m)
1
2 for all m ∈ HM .
We will need the following complementary information.
Proposition 4.1. Let π ∈ IrrtempM. Then I(π,
1
2
) is H-distinguished if and only if π is
HM -distinguished. In this case I(π,
1
2
) has a unique H-invariant form up to a constant
multiple.
Proof. We argue using the geometric Lemma of Bernstein–Zelevinsky. The orbits of H on
P\G, ordered by dimension, are indexed by integers d = 0, . . . ,n. Let ηd be representatives
of the orbits and letHηd = H∩η
−1
d Pηd be the stabilizer. Let Pηd = ηdHηdη
−1
d = P∩ηdHη
−1
d .
Correspondingly, the representation I(π, 1
2
) admits a filtration 0 = W0 ⊂ W1 ⊂ · · · ⊂
Wn+1 = I(π,
1
2
) by H-invariant subspaces such that
Wd+1/Wd = ind
H
Hηd
(πδ
1
2
Pν
1
2
∣∣
Pηd
)ηd .
(Here ind denotes unnormalized compact induction and the superscript denotes conjugation
by ηd.) Let Qd = Ld ⋊ Vd be the standard parabolic subgroup of G contained in P such
that Ld = {̺(diag(a, b)) : a ∈ GL2d, b ∈ GL2n−2d}. As described in [GRS99b, §1.3] we can
choose ηd such that Pηd = Md ⋊Nd where
(1) Md = {̺(diag(g1, g2, g3)) : g1, g2 ∈ GLd, g3 ∈ Spn−d} ⊂ Ld.
(2) The projection of Nd to M is Vd ∩M , the unipotent radical of Qd ∩M (which is
the parabolic subgroup of M type (2d, 2n− 2d)).
(3) Nd ∩ U = ℓ({
(
X
Y
0
)
: X, Y ∈ sd}).
It follows by a simple computation that δPηd is the restriction of δ
1
2
Qd
ν
1
2 . By a standard
argument using Frobenius reciprocity (cf. [FLO12, §6]) we conclude that
HomH(Wd+1/Wd,C) = HomPηd (πδ
1
2
Pν
1
2 δ−1Pηd
,C) = HomMd(JQd∩M(π),C).
Here JQd∩M(π) is the Jacquet module of π with respect to Qd ∩M . We show below that
HomMd(JQd∩M(π),C) = 0 when d < n. This would imply that
HomH(I(π,
1
2
),C) = HomH(Wn+1/Wn,C) = HomHM (π,C)
from which the Proposition follows.
In fact, we will show that (for d < n) HomMd(σ1⊗σ2,C) = 0 for any irreducible subquo-
tient σ1⊗σ2 of JQd∩M(π). Denote by ωρ the central character of an irreducible representa-
tion ρ. As π ∈ IrrtempM, by [Zel80] π = δ1×· · ·× δk where for i = 1, . . . , k, δi ∈ Irr GLdi is
the unique irreducible quotient δ([−mi, mi]ρi) of ρi |·|
−mi × ρi |·|
−mi+1 × . . .× ρi |·|
mi . Here
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we use × to denote parabolic induction; ρi are irreducible supercuspidal representations
of GLdi/(2mi+1) with |ωρi| = 1; mi ∈
1
2
Z≥0. Consider an irreducible subquotient σ1 ⊗ σ2
of JQd∩M(π). Then by the geometric lemma and the description of the Jacquet modules
of square-integrable representations, there exist li ∈ {−mi − 1,−mi, . . . , mi}, i = 1, . . . , k
such that σ1 is a subquotient of δ
′
1× · · ·× δ
′
k and σ2 is a subquotient of δ
′′
1 × · · ·× δ
′′
k where
δ′i = δ([li + 1, mi]ρi) and δ
′′
i = δ([−mi, li]ρi). If −mi ≤ li < mi for some i then d > 0 and
|ωσ1| = |det ·|
α with α > 0, in which case σ1 is not of metaplectic type. Otherwise σ2 has
the form δi1 × · · · × δil with 1 ≤ i1 < · · · < il ≤ k. In particular σ2 is generic and hence
does not admit a non-trivial functional invariant under Spn−d by [HR90]. In both cases we
have HomMd(σ1 ⊗ σ2,C) = 0 as required. 
Remark 4.2. It is conceivable that in general, any π ∈ IrrG admits at most one H-
invariant functional up to a scalar. However, this is an open problem except for n ≤ 2
([Zha10]).
4.3. An integral transform. For any f ∈ C∞(G) and s ∈ C define fs(g) = f(g)ν(g)s,
g ∈ G.
Let π ∈ IrrgenM. Let Ind(W
ψNM (π)) be the space of G-smooth left U -invariant functions
W : G → C such that for all g ∈ G, the function m 7→ δP (m)
− 1
2W (mg) on M belongs
to WψNM (π). For any s ∈ C we have a representation Ind(WψNM (π), s) on the space
Ind(WψNM (π)) given by (I(s, g)W )s(x) = Ws(xg), x, g ∈ G. Then the representation
Ind(WψNM (π), s) is isomorphic to I(π, s). It will be convenient to set
[W ]s,g(m) = δP (̺(m))
− 1
2W (̺(m)g)ν(g)s, g ∈ G, m ∈M, s ∈ C
so that [W ]s,g ∈ W
ψNM (π). Thus, [I(s, g1)W ]s,g2 = [W ]s,g2g1 and for m ∈ M, u ∈ U and
g ∈ G we have
(4.3) [W ]s,̺(m)ug = δP (̺(m))
1
2 |detm|s π(m)[W ]s,g.
We can explicate (4.2) as follows.
Lemma 4.3. Let π ∈ Irrmeta,genM, considered also as a representation ofM through ̺. As-
sume that π is unitarizable. Then a nontrivial H-invariant linear form on Ind(WψNM (π), 1
2
)
is given by
PH(W ) :=
∫
HP \H
PHM([W ] 1
2
,h) dh =
∫
HU¯
PHM([W ] 1
2
,u) du
where PHM is defined in Proposition 3.1.
We define the integral transform T ∗,(H,1)(N,ψN ) : Ind(W
ψNM (π), 1
2
)→ Csm(H\G) by
(4.4) T ∗,(H,1)(N,ψN ) (W )(g) = P
H(I(
1
2
, g)W ) =
∫
HP \H
PHM([W ] 1
2
,hg) dh.
We will show that if π is tempered then T ∗,(H,1)(N,ψN ) factors through the Langlands quotient
LQ(π) of I(π, 1
2
), and hence gives rise to a modelM(H,1)
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also define an integral transform T (N,ψN )(H,1) from M
(H,1) LQ(π) to M(N,ψN ) LQ(π) as well as
its inverse. The fact that there is a unique model M(N,ψN ) LQ(π) is proved in Appendix C.
4.4. A class of functions on H\G. For any K0 ∈ CSGR(G) we denote by C(H\G)K0
the space of right-K0-invariant functions L on H\G such that for all g ∈ G the integral
(4.5)
∫
HN\Nder∗
L(ug) du =
∫
NM∩H\NderM
∫
HU\U
L(ung) du dn
converges absolutely. We endow C(H\G)K0 with the topology given by the seminorms∫
HN\Nder∗
|L(ug)| du, g ∈ G.
We define
C(H\G) = ∪K0∈CSGR(G)C(H\G)
K0
with the inductive limit topology.
Note that NG(H) = H ∪w
M
0 H . Define C
±1(H\G) as the subspace of C(H\G) consisting
of f ∈ C(H\G) such that f(wM0 g) = ±f(g).
The character ψN is (T,N,N
der∗)-generic and is trivial on HN . Thus, by Lemma 2.5 we
can define for L ∈ C(H\G)∫ reg
HN\N
L(ng)ψ−1N (n) dn = L
H,reg
N,ψ−1N
◦ L(g) =
∫ st,T
NderM \NM
( ∫
HN\Nder∗
L(ung) du
)
ψ−1N (n) dn.
Note that
(4.6)
∫ reg
HN\N
L(ng)ψ−1N (n) dn =
∫ reg
HNM \NM
( ∫
HU\U
L(ung) du
)
ψ−1N (n) dn.
when the left-hand side is well defined, where
∫ reg
HNM \NM
on the right-hand side was defined
in §3.4.
Lemma 4.4. (1) The space Cc(H\G)K0 of compactly supported rightK0-invariant func-
tions on H\G is dense in C(H\G)K0. Hence C∞c (H\G) = ∪K0Cc(H\G)
K0 is dense
in C(H\G).
(2) The expression ∫ reg
HN\N
L(ng)ψ−1N (n) dn
is a continuous functional on C(H\G)K0.
(3) The function g 7→
∫ reg
HN\N
L(ng)ψ−1N (n) dn belongs to C(ZMN\G, δ
1
2
Pν
−1/2ψN )
K0. 5
Proof. The first part is clear. The second part follows from (2.3) (applied with φ = 1K0∩T ).
The last part follows from Lemma 2.6. 
5Here and elsewhere we extend ψN to ZMN , trivially on ZM .
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4.5. Model transition – inflated model. We go back to the notation of §3.3. Let ΞH
be the function
ΞH(umk) = δP (m)
1
2ΞHM(m), u ∈ U,m ∈M, k ∈ K.
Thus ΞH(g) = L0(ϕ(g)) where ϕ is the unramified section of Ind
G
P Π0. As before let
σ(g) = max(1, logq ‖gi,j‖), g ∈ G.
Lemma 4.5. For any a ≥ 0 and s > 0∫
HM∩NderM \N
der
M
∫
U
(ΞH)s(nwUu)(σHM(n) + σ(u))
a dn du <∞.
Proof. Note that the integrand is non-negative. By the Gindikin–Karpelevich formula,
the integral
∫
U
(ΞH)s(mwUu) du converges for s > 0 and is equal to c(s)(ΞH)−s(m) where
c(s) = ζF (s)
2nζF (2s)
n(2n−1)
ζF (s+1)2nζF (2s+1)n(2n−1)
and as usual ζF (s) = (1 − q
−s
F )
−1. On the other hand, it
follows immediately from [Wal03, Lemme II.3.4] that for any 0 < s′ < s and a ≥ 0 we
have (ΞH)s(mwUu)σ(u)
a ≪s,s′,a ν(m)s−s
′
(ΞH)s′(mwUu). Therefore the lemma follows from
Lemma 3.3. 
Let π ∈ IrrgenM. Assume that π is self-dual. We recall the intertwining operators
M(s) : Ind(WψNM (π), s)→ Ind(WψNM (π),−s)
given by
(M(s)W )−s(g) =
∫
U
Ws(̺(E)wUug) du
in the range of convergence. (The element ̺(E) is introduced in order to preserve the
character ψNM .) Thus,
(4.7) ℓ([M(s)W ]−s,g) =
∫
U
ℓ([W ]s,̺(E)wUug) du
for any ℓ in the smooth dual of π. In fact, (4.7) holds for any functional ℓ provided that the
right-hand side is absolutely convergent. Indeed, both sides are unchanged if we replace ℓ
by vol(K0)
−1
∫
K0
ℓ ◦ π(k) dk for sufficiently small K0 ∈ CSGR(M).
We also set
M∗W (g) = (M(
1
2
)W )− 1
2
(g) =
∫
U
W 1
2
(̺(E)wUug) du
so that if π is tempered thenW 7→ M∗W defines aG-intertwining map from Ind(WψNM (π), 1
2
)
to M(N,ψN ) LQ(π).
We denote by ǫπ the sign such that ℓ◦π(wM0 ) = ǫπℓ where ℓ is a non-trivial HM-invariant
linear form on π. (By uniqueness, ǫπ exists and does not depend on the choice of ℓ.) It
is known that for π ∈ Irrgen,metaM we have ǫπ = ǫ(
1
2
, π, ψ) (the ‘standard’ ǫ-factor of π,
which of course does not depend on ψ since π has a trivial central character) – see [LM13,
Theorem 3.2]. However, we will not use this fact.
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Proposition 4.6. Let π ∈ Irrmeta,tempM considered also as a representation of M through
̺. Then T ∗,(H,1)(N,ψN ) (Ind(W
ψNM (π), 1
2
)) ⊂ Cǫπ(H\G) and T (N,ψN )(H,1) ◦ T
∗,(H,1)
(N,ψN )
= ǫπM
∗ where
T (N,ψN )(H,1) (L)(g) :=
∫ reg
HN\N
L(ng)ψ−1N (n) dn.
Proof. Let LW = T
∗,(H,1)
(N,ψN )
(W ). We show that LW ∈ Cǫπ(H\G). First, by (4.4) and (4.3)
for any w ∈ HwM0 we have
(4.8) LW (wg) = LW (w
M
0 g) =
∫
HU¯
PHM([W ] 1
2
,u¯wM0 g
) du¯
=
∫
HU¯
PHM(π(wM0 )([W ] 1
2
,u¯g)) du¯ = ǫπ
∫
HU¯
PHM([W ] 1
2
,u¯g) du¯ = ǫπLW (g).
Next we show the convergence of (4.5) for L = LW . We have
(4.9)∫
HU\U
|LW (ug)| du =
∫
HU\U
∣∣∣∣∫
HU
PHM([W ] 1
2
,wUvug
) dv
∣∣∣∣ du ≤ ∫
U
∣∣∣PHM([W ] 1
2
,wUug
)
∣∣∣ du.
Therefore∫
NM∩H\NderM
∫
HU\U
|LW (un)| du dn ≤
∫
NM∩H\NderM
∫
U
∣∣∣PHM([W ] 1
2
,wUun
)
∣∣∣ du dn
=
∫
U
∫
NM∩H\NderM
∣∣∣PHM(π(n)[W ] 1
2
,wUu
)
∣∣∣ dn du.
We write wUu = u1m1k1 where u1 ∈ U , m1 ∈ M and k1 ∈ K. Since [W ] 1
2
,k, k ∈ K range
over a finite set of vectors inWψNM (π) we conclude from Lemma 3.5 that there exists a ≥ 0
such that for any m ∈M with ν(m) = 1
(4.10)
∣∣∣PHM(π(m)[W ] 1
2
,wUu
)
∣∣∣ = δP (m1) 12ν(m1) 12 ∣∣∣PHM(π(mm1)[W ] 1
2
,k1
)
∣∣∣
≪W δP (m1)
1
2 ν(m1)
1
2ΞHM(mm1)σHM(mm1)
a
≤ (ΞH) 1
2
(mwUu)(σHM(m) + 2σ(m1))
a ≪ (ΞH) 1
2
(mwUu)(σHM(m) + σ(u))
a.
The convergence of ∫
HN\Nder∗
|LW (n)| dn
therefore follows from Lemma 4.5. We get LW ∈ Cǫπ(H\G).
24 EREZ LAPID AND ZHENGYU MAO
Similarly, since wU ∈ HwM0 we have
ǫπ
∫
HU\U
LW (ug) du =
∫
HU\U
( ∫
HU
PHM([W ] 1
2
,wUvug
) dv
)
du
=
∫
U
PHM([W ] 1
2
,wUug
) du =
∫
U
PHM([W ] 1
2
,̺(E)wUug
) du = PHM([M(
1
2
)W ]− 1
2
,g)
where the last equality follows from (4.7). It follows from (4.6) that T (N,ψN )(H,1) (LW )(g) equals∫ reg
HN\N
LW (ng)ψ
−1
N (n) dn =
∫ reg
NM∩H\NM
( ∫
HU\U
LW (ung) du
)
ψ−1N (n) dn
= ǫπ
∫ reg
NM∩HM\NM
PHM([M(
1
2
)W ]− 1
2
,̺(n)g)ψ
−1
NM
(n) dn
= ǫπ
∫ reg
NM∩HM\NM
PHM(π(n)[M(
1
2
)W ]− 1
2
,g)ψ
−1
NM
(n) dn = ǫπ[M(
1
2
)W ]− 1
2
,g(e) = ǫπM
∗W (g)
where the regularized integral
∫ reg
NM∩H\NM
is as defined in §3.4 and in the last line we used
the relation (3.6). 
5. Inverse transform
Next we show that PH defined above (and hence T ∗,(H,1)(N,ψN ) ) factors through the Langlands
quotient LQ(π). Indeed we will define an inverse transform of T (N,ψN )(H,1) .
Let P = P4n ∩G.
Theorem 5.1. Let π ∈ Irrmeta,tempM. Then
(1) The integral
T (H,1)(N,ψN )(W˜ ) :=
∫
HN\HP
W˜ (h·) dh
converges for W˜ ∈M(N,ψN ) LQ(π).
(2) LQ(π) is H-distinguished with a unique H-invariant linear form up to scalar mul-
tiple.
(3) T (N,ψN )(H,1) is a model transition from M
(H,1) LQ(π) to M(N,ψN ) LQ(π) with the inverse
being T (H,1)(N,ψN ).
Proof. We first show convergence. Let W˜ = M∗W . Since HP is unimodular and δHB∩P =
δHB
∣∣
HB∩P
, we can write
∫
HN\HP
W˜ (h) dh as∫
HB∩P\HP
∫
HN\HB∩P
W˜ (bh)δHB (b)
−1 db dh =
∫
K∩HP
∫
T∩P
W˜ (tk)δHB(t)
−1 dt dk
for a suitable Haar measure of K ∩ HP . We need to show the convergence of the in-
ner integral. Write t ∈ T ∩ HP as ̺(diag(t1, t2, . . . , t2n)) with t1 = 1. Then δHB(t) =
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n
i=1 |t2i−1t2i|
2(n+1−i). On the other hand, for any s > 0 we have
W˜ (t)≪s δ
1
2
B(t)
2n∏
i=1
|ti|
− 1
2
+s =
2n∏
i=1
|ti|
1
2
+s+2n−i
and W˜ (t) is supported on 1≪ |t2| ≪ . . .≪ |t2n|. Thus the convergence follows from
6∫
1≪|t2|≪...≪|t2n|
∏
n
i=1 |t2i|
− 3
2
+s∏n
i=2 |t2i−1|
− 1
2
+s ∏2n
i=2d
∗ti <∞.
We will show that for W ∈ Ind(WψNM (π), 1
2
):
(5.1)
∫
HN\HP
( ∫ reg
HN\N
LW (nh)ψ
−1
N (n) dn
)
dh = LW (e).
This would imply the second and third part of the theorem. Indeed, by Proposition 4.6
and the equation above
T (H,1)(N,ψN ) ◦M(
1
2
) = ǫπT
(H,1)
(N,ψN )
◦ T (N,ψN )(H,1) ◦ T
∗,(H,1)
(N,ψN )
= ǫπT
∗,(H,1)
(N,ψN )
on Ind(WψNM (π), 1
2
). In particular T ∗,(H,1)(N,ψN ) factors through M(
1
2
). This shows LQ(π) is
H-distinguished. By Proposition 4.1, the H-invariant linear form on LQ(π) has dimension
one. Thus we have a model M(H,1) LQ(π). The proposition follows.
In order to show (5.1) let T˜k be the image of the co-character t 7→ ̺(diag(I2n−k, t, Ik−1)),
k = 1, . . . , 2n and let V k (resp., V¯ k) be the unipotent group in N (resp., N¯), consisting of
elements of the form diag(I2n−k, v¯, I2n−k) where the middle 2(k − 1)× 2(k − 1) block of v¯
is the identity matrix. (It is a Heisenberg group of dimension 2k − 1.) Then the left-hand
side of (5.1) is
(5.2) LT˜2n−1 ◦ LV¯ 2n−1∩H ◦ . . .LT˜k,νn−1−[
k
2 ]
◦ LV¯ k∩H ◦ · · · ◦ LT˜1,νn−1 ◦ LV¯ 1∩H ◦ L
reg,H
N,ψ−1N
◦LW (e).
We introduce some auxiliary integrals. For k = 1, . . . , 2n, let Nk be the unipotent radical
of the standard parabolic subgroup with Levi part GL2n−k1 × Spk and let N
◦
k = Nk ∩N
der∗ .
If L ∈ C(H\G) then L ∈ L1((H ∩ N◦k )\N
◦
k ) for k = 1, . . . ,≤ 2n by Remark 2.8. Since
ψN
∣∣
Nk
is (T,Nk, N
◦
K)-generic we can define using Lemma 2.5 the regularized integral
Jk(L; g) =
∫ reg
(H∩Nk)\Nk
L(ng)ψ−1N (n) dn.
This is a continuous functional on C(H\G). Similarly for k = 1, . . . , 2n− 1 let NMα2n−k be
the simple root group consisting of ̺(I2n + xǫ2n−k,2n−k+1). Define a continuous functional
on C(H\G):
J ′k(L; g) =
∫ reg
NMα2n−k
Jk+1(L;ng)ψ
−1
N (n) dn.
Here we use Lemma 2.5 with the data T˜ = T˜k, U0 = N
M
α2n−k
, U1 = U2 = 1, ψU0 = ψN
∣∣
U0
.
6Indeed the convergence holds when pi is unitarizable since we can take s < 1
2
([LM14b, Lemma 2.1]).
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As J1(LW ; ·) = L
reg,H
N,ψ−1N
◦ LW and J2n(LW ; ·) = LW , (5.1) follows from the following
proposition. 
Proposition 5.2. Let k = 1, . . . , 2n− 1. Then
(1) For L ∈ C(H\G) and g ∈ G, Jk(L; ·g) is compactly supported on V¯ k and
(5.3)
∫
V¯ k∩H
Jk(L; v¯g) dv¯ = J
′
k(L; g).
(2) Let π ∈ Irrtemp,metaM and W ∈ Ind(W
ψNM (π), 1
2
). Then
(5.4)
∫
T˜k
J ′k(LW ; t)ν(t)
n−1−[ k
2
] dt = Jk+1(LW ; e).
Proof. Let L ∈ C(H\G)K0, C = V¯ k, D = V k+1 and f = Jk. Then [C,D] ⊂ D ⊂ Nk and
therefore, since f is (Nk, ψN
∣∣
Nk
)-equivariant, for c ∈ C, d ∈ D
f(cd) = f([c, d]dc) = ψN ([c, d])ψN(d)f(c).
It is easy to check that c 7→ ψN ([c, ·]) defines a homeomorphism from C to the Pontrya-
gin dual of ZDN
M
α2n−k
\D. Thus we can apply Lemma 2.9 to conclude that Jk(L; v¯g) is
supported on a compact set determined by g and K0. In particular the integration in
(5.3) is a continuous functional on C(H\G). Thus we only need to prove the first part
of the proposition for L ∈ C∞c (H\G). The identity follows by applying Lemma A.1 for
f = L(·g), A = Nk, B = NMα2n−kZV k+1 ⋉ Nk+1, C = V¯
k ∩ H , D = V k+1 ∩ Nder∗ and
Ψ(nn′) = ψ−1N (n) for n ∈ N , n
′ ∈ N¯ . We only need to note that the map c 7→ ψN ([c, ·])
defines a homeomorphism preserving Haar measures between V¯ k ∩H and the Pontryagin
dual of HD\D.
We turn to the second part of the proposition. First we need a form of Fourier inversion
formula:
Lemma 5.3. Let ϕ be a smooth function on F . Suppose that there exists Ω0 ∈ CSGR(F ∗)
such that ϕ(xα) = ϕ(x) for all x ∈ F , α ∈ Ω0. Assume that
∫
F
|ϕ(x)|max(1, |x|)−1 dx <
∞. Then
(5.5) I :=
∫
F
(
lim
c→∞
∫
|x|<c
ϕ(x)ψ−1(xt) dx) dt
is well defined and equal to ϕ(0).
Proof. We first observe that for any t 6= 0 the limit in c (with respect to the discrete
topology) exists. Indeed,
∫
|x|=b ϕ(x)ψ
−1(xt) = 0 whenever b≫Ω0 |t|
−1.
Consider
B(c) :=
∫
F
∣∣∣∣∫
|x|=c
ϕ(x)ψ−1(xt) dx
∣∣∣∣ dt
for c ≥ 1. The above integrand in t is supported on |t| ≪Ω0 c
−1. Thus B(c) ≪Ω0
c−1
∫
|x|=c
|ϕ(x)| dx and hence
∑
c≥1B(c) <∞ by assumption.
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Let
Ic :=
∫
F
( ∫
|x|≤c
ϕ(x)ψ−1(xt) dx
)
dt.
Clearly Ic is absolutely convergent and equals ϕ(0) by Fourier inversion. On the other
hand, for any c0 ≥ 1∫
F
∣∣∣∣ limc→∞
∫
|x|<c
ϕ(x)ψ−1(xt) dx
∣∣∣∣ dt ≤ ∫
F
∣∣∣∣∫
|x|<c0
ϕ(x)ψ−1(xt) dx
∣∣∣∣ dt+∑
c≥c0
B(c) <∞.
Thus, (5.5) is absolutely convergent and moreover
|I − ϕ(0)| = |I − Ic0 | ≤
∑
c≥c0
B(c)→ 0 as c0 →∞.
The lemma follows. 
Let hk(x) := Jk+1(LW ;λ2n−k(x)) where λi(x) = ̺(I2n + xǫi,i+1).
Lemma 5.4. There is Ω0 ∈ CSGR(F ∗) such that hk(αx) = hk(x) when α ∈ Ω0. Moreover,
for some d ≥ 0 we have hk(x)≪W |x|
− 1
2 (log |x|)d as |x| → ∞.
Proof. Let Ω0 be such that LW (·t) = LW (·) for t ∈ T˜k of the form ̺(diag(I2n−k, α, Ik−1))
with α ∈ Ω0. Then since T˜k stabilizes (Nk+1, ψN
∣∣
Nk+1
),
hk(αx) = Jk+1(LW ; t
−1λ2n−k(x)t) =
∫ reg
(H∩Nk+1)\Nk+1
LW (nt
−1λ2n−k(x))ψ
−1
N (n) dn
=
∫ reg
(H∩Nk+1)\Nk+1
LW (nλ2n−k(x))ψ
−1
N (n) dn = hk(x)
by a change of variable n 7→ t−1nt.
Next we show the bound. Recall
hk(x) =
∫ reg
(H∩Nk+1)\Nk+1
LW (nλ2n−k(x))ψ
−1
N (n) dn
=
∫ st,T˜
N◦k+1\Nk+1
( ∫
(H∩N◦k+1)\N
◦
k+1
LW (nvλ2n−k(x)) dn
)
ψN (v)
−1 dv.
Here we can choose T˜ =
∏2n
i=k+2 T˜i. In particular T˜ commutes with λ2n−k(x). Thus by
(2.3), the integration of v can be taken over a compact set which is independent of x.
Moreover v and λ2n−k(x) commute. Thus we may ignore the integration over v and it
suffices to bound ∫
(H∩N◦k+1)\N
◦
k+1
|LW (nλ2n−k(x))| dn.
We show that
(5.6)
∫
(H∩N◦k+1)\N
◦
k+1
|LW (nλ2n−k(x))| dn≪W
∫
(H∩Nder∗)\Nder∗
|LW (uλ2n−k(x))| du.
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We argue as in Remark 2.8. Consider a sequence of subgroups
V ′0 = N
M
α2n−k
⋊N◦k+1 ⊂ V
′
1 ⊂ · · · ⊂ V
′
m = N
M
α2n−k
⋊Nder∗
such that dim V ′i −dim V
′
i−1 = 1 for all i = 1, . . . , m and let Vi = V
′
i ∩N
der∗ . We show that
for all i ∫
HVi−1\Vi−1
|LW (vλ2n−k(x))| dv ≪W
∫
HVi\Vi
|LW (vλ2n−k(x))| dv.
Altogether we get (5.6). If HVi−1 = HVi , this follows from (2.4) and the fact that
volVi−1\Vi(Vi−1(λ2n−k(x)
−1K0λ2n−k(x) ∩ Vi)) = volVi−1\Vi(Vi−1λ2n−k(x)
−1(K0 ∩ Vi)λ2n−k(x))
is independent of x for any K0 ∈ CSGR(G). On the other hand, if HVi−1 ( HVi then∫
HVi−1\Vi−1
|LW (vλ2n−k(x))| dv =
∫
HVi\Vi
|LW (vλ2n−k(x))| dv.
From the bound given in the proof of Proposition 4.6 (combining (4.9) and (4.10)) the
right-hand side of (5.6) is:
≪W
∫
(HM∩NderM )\N
der
M
∫
U
(ΞH) 1
2
(̺(n)λk(x)wUu)(σHM(n) + log+ |x| + σ(u))
A1 du dn
for suitable A1 ≥ 0 where log+ |x| = max(0, log |x|). This by the argument of Lemma 4.5
is
≪
∫
(HM∩NderM )\N
der
M
ΞHM(nλ
′
k(x)))(σHM(n) + log+ |x|)
A1 dn
where λ′k(x) = ̺
−1(λk(x)) ∈ NM. As in (3.4), we can unwind the above integral using the
definition of ΞHM to get∫
(HM∩NderM )\N
der
M
L0(Π0(w
M
0 nλ
′
k(x))φ0)(σHM(n) + log+ |x|)
A1 dn
=
∫
N
der
M
∫
Fn
φ0(u(t1, . . . , tn)u¯λ
′′
k(x))(σHM(u¯) + log+ |x|)
A1
∏
n
i=1 |ti|
− 1
2 dti du¯
where λ′′k(x) = w
M
0 λ
′
k(x)w
M
0 ∈ NM. We integrate the above over |x| < c and separate the
two cases k even and k odd. When k is even, the same argument as in the proof of Lemma
3.3 shows that the integration of the above expression over |x| < c is ≪ (log c)A2 for some
A2 > 0. Thus hk(x) ≪ |x|
−1 (log |x|)A2. When k is odd, setting ik = n −
k−1
2
we use the
change of variable u¯ 7→ λ′′k(x)u¯λ
′′
k(x)
−1 to bound the integral over |x| < c by∫
N
der
M
∫
|x|<c
∫
Fn
φ0(u(t1, . . . , tik + x, . . . , tn)u¯)(σ(u¯) + log+ |x|)
A1
∏
n
i=1 |ti|
− 1
2 dti dx du¯.
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Separate the integration over tik into two parts: |tik | < c and |tik | ≥ c. By a change of
variables the first part is∫
N
der
M
∫
|x|<c
∫
Fn,|tik |<c
|x|−
1
2
(∏
n
i=1,i 6=ik
|ti|
− 1
2
)
φ0(u(t1, . . . , tn)u¯)
(σ(u¯) + log+ |x+ ti|)
A1
∏
idti dx du¯≪ c
1
2 (log c)A1∫
N
der
M
∫
Fn,|tik |<c
(∏
n
i=1,i 6=ik
|ti|
− 1
2
)
φ0(u(t1, . . . , tn)u¯)(σ(u¯) + log+ |ti|)
A1
∏
idti du¯
which once again as in Lemma 3.3 is ≪ c
1
2 (log c)A3 for some A3 > 0. On the other hand,
the contribution of |tik | ≥ c is∫
N
der
M
∫
|x|<c
∫
Fn,|tik |≥c
φ0(u(t1, . . . , tn)u¯)(σ(u¯) + log+ |x|)
A1
∏
n
i=1 |ti|
− 1
2 dti dx du¯
≪ c(log c)A1
∫
N
der
M
∫
Fn,|tik |≥c
φ0(u(t1, . . . , tn)u¯)σ(u¯)
A1
∏
n
i=1 |ti|
− 1
2 dti du¯
which again by the argument in Lemma 3.3 is ≪ c
1
2 (log c)A4 for some A4 > 0. The lemma
follows. 
We can now finish the proof of (5.4). Assume that LW is right invariant under K0 ∈
CSGR(G). Let fk(g) = Jk+1(LW ; g)ν(g)
n−1−[ k
2
]. Then fk ∈ C(T˜k\G)K0. Thus∫
T˜k
J ′k(LW ; t)ν(t)
n−1−[ k
2
] dt =
∫
T˜k
( ∫ reg
F
fk(λ2n−k(x)t)ψ
−1(x) dx
)
dt
=
∫
F
( ∫ reg
F
fk(λ2n−k(x))ψ
−1(xt) dx
)
dt.
Here the regularized integration over F is a stable integral which equals limc→∞
∫
|·|<c. Let
hk(x) = fk(λ2n−k(x)). Then by Lemma 5.4, hk satisfies the conditions in Lemma 5.3. By
Lemma 5.3, the above integral is well defined and equal to hk(0) = fk(e) = Jk+1(LW ; e) as
required. 
6. Model transition for Langlands quotient: II
Motivated by the results of Ginzburg–Rallis–Sodury [GRS99a] we will consider another
model for the Langlands quotient.
Let V be the unipotent radical of the standard parabolic subgroup of G with Levi
subgroup GL(2)× · · · ×GL(2) (n times) and let ψV be a character of V of the form
(6.1) ψV(u) = ψ((a1u1,4+a2u2,3)+. . .+(a2n−3u2n−3,2n+a2n−2u2n−2,2n−1)+a2n−1u2n−1,2n+1)
where all ai 6= 0. Note that T acts transitively on the characters of this form. The
restriction ψV′ of ψV to V
′ := V ∩Nder∗ is given by
ψV′(u) = ψ(a1u1,4 + a3u3,6 + . . .+ a2n−3u2n−3,2n + a2n−1u2n−1,2n+1).
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Let CT (ψV′) be the stabilizer of ψV′ under the conjugation action of T on the characters
of V′. Explicitly,
CT (ψV′) = {̺(diag(t1, . . . , t2n)) : t2i−1 = t2i+2, i = 1, . . . ,n− 1, t2n−1 = t
−1
2n}.
The character ψV is (CT (ψV′),V,V
′)-generic and trivial on HV (which is contained in V
′).
Using Lemma 2.5 we can therefore define
T (V,ψV)(H,1) (L)(g) := L
H,reg
V,ψ−1
V
◦ L(g) =
∫ reg
HV\V
L(ng)ψ−1V (n) dn
=
∫ st,CT (ψV′ )
V′\V
( ∫
HV\V′
L(ung)ψV′(u)
−1 du
)
ψ−1V (n) dn
for any L ∈ C(H\G).
The following is a consequence of the results of Ginzburg–Rallis–Soudry and the unique-
ness of (N,ψN )-model of LQ(π) (Proposition C.1).
Lemma 6.1. If π ∈ Irrmeta,tempM, then LQ(π) has a unique M(V,ψV) model.
Proof. [GRS02, Theorem 5.7] and its proof apply to LQ(π). Therefore, as explained in
[ibid.,§5.8], [GRS99a, Theorem 4.3] also applies to LQ(π). Hence, the lemma follows from
Proposition C.1. 
We get immediately from Lemmas 2.5, 2.6 and Proposition 4.6:
Lemma 6.2. T (V,ψV)(H,1) defines a continuous functional on C(H\G). When π ∈ Irrtemp,metaM,
T (V,ψV)(H,1) defines an intertwining map from M
(H,1) LQ(π) to M(V,ψV) LQ(π).
Later on we will show that T (V,ψV)(H,1) is non-zero (Proposition 9.1).
We introduce some variants of the above Lemma.
Let U△ (resp., U¯△) denote the image under ℓ (resp., ℓ) of the space of strictly upper
triangular matrices in s2n.
Let A be the unipotent subgroup 〈NM , U△, U¯△〉 of G. For instance, for n = 2, A consists
of the matrices in G of the form 
1 ∗ ∗ ∗ ∗ ∗ ∗
1 ∗ ∗ ∗ ∗
1 ∗ ∗
1
∗ ∗ ∗ 1 ∗ ∗ ∗
∗ ∗ 1 ∗ ∗
∗ 1 ∗
1
 .
Clearly A = (N ∩ A)⋊ (U¯ ∩A). Let ψA be the character on A given by
ψA(nu¯) = ψN(n), n ∈ N ∩ A, u¯ ∈ U¯ ∩ A.
To verify that ψA is indeed a character let α be the Weyl element in G such that αi,2i−1 = 1,
i = 1, . . . , 2n, α2n+i,2i = −1, i = 1, . . . ,n, α2n+i,2i = 1, i = n + 1, . . . , 2n. Let κ be the
Weyl element in M such that for i ≤ 2n, κi,i = κi+1,i+1 = 1 when i ≡ 1 mod 4 and
κi,i+1 = κi+1,i = 1 if i ≡ 3 mod 4. Let x = α̺(κ). Then x ∈ H , x−1Ax = α−1Aα = V and
MODEL TRANSITION 31
the function ψV on V given by ψV(x
−1ux) = ψA(u), u ∈ A is a character of the form (6.1)
with ai = ±1. We can define
T (A,ψA)(H,1) (L)(g) :=
∫ reg
HA\A
L(ug)ψA(u)
−1 du :=
∫ reg
HV\V
L(ux−1g)ψV(u)
−1 du
for any L ∈ C(H\G). We get:
Corollary 6.3. T (A,ψA)(H,1) defines a continuous functional on C(H\G). When π ∈ Irrtemp,metaM,
LQ(π) has a uniqueM(A,ψA) model. T (A,ψA)(H,1) defines an intertwining map fromM
(H,1) LQ(π)
to M(A,ψA) LQ(π).
Let
wˆ := diag(In,
(
In
−In
)
, In)̺(( Inwn )) =
(
In
wn
−wn
In
)
.
Then wˆ normalizes H . Define E = wˆAwˆ−1 and ψE = ψA(wˆ−1 · wˆ). Then U¯ ⊂ E ⊂ P¯ .
Write E = ̺(Z) ⋉ U¯ with Z ⊂ M. For instance, when n = 4 Z consists of the matrices
of the form 
1 ∗ ∗ ∗ ∗ ∗ ∗
1 ∗ ∗ ∗ ∗
1 ∗ ∗
1
1
∗ ∗ 1
∗ ∗ ∗ ∗ 1
∗ ∗ ∗ ∗ ∗ ∗ 1
 .
Explicitly, ψE is given by
(6.2) ψE(̺(m)u¯) = ψZ(m)ψ
−1
U¯
(u¯), m ∈ Z, u¯ ∈ U¯ .
where ψU¯(u¯) = ψ(u¯2n+1,1) and
(6.3) ψZ(m) = ψ(m1,2 + . . .+mn−1,n −mn+2,n+1 − . . .−m2n,2n−1), m ∈ Z.
We can define
(6.4) T (E,ψE)(H,1) (L)(g) :=
∫ reg
HE\E
L(ug)ψE(u)
−1 du =
∫ reg
HA\A
L(wˆuwˆ−1g)ψA(u)
−1 du
for any L ∈ C(H\G).
Corollary 6.4. T (E,ψE)(H,1) defines a continuous functional on C(H\G). When π ∈ Irrtemp,metaM,
LQ(π) has a unique M(E,ψE) model. T (E,ψE)(H,1) defines an intertwining map from M
(H,1) LQ(π)
to M(E,ψE) LQ(π).
Note that wˆ ∈ H if and only if n is even. Thus for L ∈ C±1(H\G), L(wˆg) = (±1)nL(g),
and
(6.5) (±1)n
∫ reg
HE\E
L(uwˆ)ψE(u)
−1 du =
∫ reg
HA\A
L(u)ψA(u)
−1 du.
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7. A family of integral transforms
Our next goal is to describe explicit an model transition between MN,ψN LQ(π) and
M(E,ψE) LQ(π) which will coincide with T (E,ψE)(H,1) ◦ T
(H,1)
(N,ψN )
but which is given more directly.
Basically we want to integrate over E∩N\E, i.e. over (Z ∩NM)⋉ U¯ . This is a little more
involved than the previous cases because of convergence issues.
We fix K0 ∈ CSGR(G) and Z ′M = ̺(Z
′
M) ∈ CSGR(ZM) throughout. We will define
a family of integral transforms from Csm(Z ′MN\G,ψN ) to C
sm(E\G,ψE). Eventually we
will show in §10 that these transforms all equal to T (E,ψE)(H,1) ◦ T
(H,1)
(N,ψN )
when restricted to
MN,ψN LQ(π).
7.1. Regularization of an integration over U¯ . Let U¯ † ⊂ U¯ be the subgroup consisting
of ℓ(v) where the last row of v ∈ s2n (and hence also the first column) is 0. Let U¯1,1 be the
one-parameter subgroup {ℓ(λǫs2n1,1 ) : λ ∈ F} of U¯ .
The character ψU¯ is clearly (ZM , U¯
†U¯1,1, U¯
†)-generic and trivial on U¯ †. Using Lemma
2.5 we define ∫ reg
U¯†U¯1,1
f(v¯)ψU¯(v¯) dv¯ =
∫ st,ZM
U¯†\(U¯†U¯1,1)
( ∫
U¯†
f(u¯v¯) du¯
)
ψU¯(v¯) dv¯
for any f ∈ Csm(Z ′M\G) such that the integral
∫
U¯†
|f(u¯g)| du¯ converges for all g ∈ G. If
furthermore, the integral
(7.1)
∫
(U¯1,1U¯†)\U¯
( ∫ reg
U¯†U¯1,1
f(v¯u¯)ψU¯(v¯) dv¯
)
ψU¯ (u¯) du¯
converges, we denote it by
∫ reg
U¯
f(v¯)ψU¯(v¯) dv¯.
It is clear that if
∫ reg
U¯
f(v¯)ψU¯ (v¯) dv¯ is defined then for any u¯ ∈ U¯
(7.2)
∫ reg
U¯
f(v¯u¯)ψU¯(v¯) dv¯ is defined and equal to ψ
−1
U¯
(u¯)
∫ reg
U¯
f(v¯)ψU¯ (v¯) dv¯.
Let M♭ be the stabilizer of the character ψU¯ of U¯ in M, i.e.:
(7.3) M♭ = {m ∈M : ψU¯(̺(m)v¯̺(m)
−1) = ψU¯ (v¯) for all v¯ ∈ U¯}.
Explicitly, M♭ consists of the matrices in M whose first (resp. last) column is (z, 0, . . . , 0)t
(resp. (0, . . . , 0, z−1)t) for some z ∈ F ∗. Let B♭M = BM ∩M
♭. Note that BM normalizes U¯
†
and U¯1,1U¯
†. By Remark 2.4 we have
(7.4)
∫ reg
U¯
f(̺(m)v¯̺(m)−1)ψU¯(v¯) dv¯ = δP (̺(m))
∫ reg
U¯
f(v¯)ψU¯ (v¯) dv¯
for any m ∈ B♭M, provided that
∫ reg
U¯
f(v¯)ψU¯ (v¯) dv¯ is well defined.
Lemma 7.1. Let W ∈ C(Z ′MN\G,ψN )
K0 and let ΩTM be a compact subset of TM. Then
for any t ∈ ΩTM ∫ reg
U¯
W (̺(t)v¯)ψU¯ (v¯) dv¯
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is defined and ∫ reg
U¯
W (̺(t)v¯)ψU¯ (v¯) dv¯ =
∫
ΩU¯
W (̺(t)v¯)ψU¯ (v¯) dv¯
for some ΩU¯ ∈ CSGR(U¯) depending only on K0, ΩTM and Z
′
M .
Proof. We first show for any g ∈ G the function v¯ 7→ W (̺(t)v¯g) on U¯ † is compactly
supported with the support contained in a compact set depending on gK0g
−1 and ΩTM (for
t ∈ ΩTM).
Indeed, suppose that W (̺(t)v¯g) 6= 0 and let v¯ = nak be the Iwasawa decomposition,
with a = ̺(diag(a1, . . . , a2n)). Then |a1| = 1 since v¯ ∈ U¯ †. From the support condition of
Whittaker functions (on M), we get that |tiai|
−1 ≪gK0g−1 |t1|
−1, i = 2, 3, . . . , 2n. On the
other hand, writing v¯ = ℓ(x), the entries of x are bounded by
∏2n
i=1 |ai|
−1.
Thus
φ(g) :=
∫ reg
U¯†U¯1,1
W (̺(t)v¯g)ψU¯(v¯) dv¯
is well defined. Moreover, we can write
φ(g) =
∫
Ω′
W (̺(t)v¯g)ψU¯(v¯) dv¯
where Ω′ ∈ CSGR(U¯ †U¯1,1) depends only on ΩTM , Z
′
M and gK0g
−1.
We claim that φ is compactly supported on (U¯1,1U¯
†)\U¯ ∼= F 2n−1. Let v′ be a column
vector in F 2n−1 and let β(v′) = ̺(
(
I2n−1 v′
1
)
). For u¯ ∈ U¯ we have [u¯, β(v′)] ∈ U¯1,1U¯ † and
ψU¯ ([u¯, β(v
′)]) = ψv′(u¯) := ψ(u¯4n,1v
′
1 + · · ·+ u¯4n,2n−1v
′
2n−1).
Note that NM stabilizes the pair (U¯1,1U¯
†, ψU¯
∣∣
U¯1,1U¯†
) under conjugation. Thus φ(g) is left
(NM , ψNM (̺(t)·̺(t)
−1))-equivariant. Clearly φ(g) is also left (U¯1,1U¯
†, ψ−1
U¯
)-equivariant. We
get
φ(u¯β(v′)) = ψv′(u¯)φ(β(v
′)u¯) = ψNM (̺(t)β(v
′)̺(t)−1)ψv′(u¯)φ(u¯).
Let C be the image under ℓ of the subspace of s2n consisting of matrices v such that vi,j = 0
unless either i > j = 1 or 2n = i > j. Thus U¯ = U¯1,1 × U¯ † × C and by Lemma 2.9 we
get that φ
∣∣
C
is compactly supported and the support is bounded in terms of K0 and ΩTM .
The lemma follows. 
Corollary 7.2 (of proof). The restriction of any W ∈ Csm(N\G,ψN) to U¯ † is compactly
supported. Moreover, for any K0 ∈ CSGR(G) there exists U¯ †c ∈ CSGR(U¯
†) such that the
support of W
∣∣
U¯†
is contained in U¯ †c for any W ∈ C(N\G,ψN)
K0.
7.2. Following Lemma 7.1, for any W ∈ Csm(Z ′MN\G,ψN ), t ∈ TM and m ∈M define
(7.5) ΥW (t,m) :=
∫ reg
U¯
W (̺(t)v¯̺(m))ψU¯(v¯) dv¯.
We observe some properties of ΥW (t,m). Let N
♭
M = NM ∩M
♭ and T ♭M = TM ∩M
♭.
Lemma 7.3. For any W ∈ Csm(Z ′MN\G,ψN) and any m ∈M, t ∈ TM we have:
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(1) ΥW (t, nm) = ψNM(tnt
−1)ΥW (t,m) for any n ∈ N
♭
M.
(2) ΥW (tt
′, m) = |det t′|2n+1ΥW (t, t
′m) for any t′ ∈ T ♭M.
(3) ΥWu¯(t,m) = ΥW (t,m)ψU¯(u¯)
−1 if m ∈M♭, u¯ ∈ U¯ and Wu¯(·) =W (·u¯).
Note that we also have ΥW (zt,m) = ΥW (t,m) for any z ∈ Z ′M but we won’t use this
fact.
Proof. Let n ∈ N ♭M. From (7.5), (7.4) and the equivariance of W , we get
ΥW (t, nm) =
∫ reg
U¯
W (̺(t)v¯̺(nm))ψU¯(v¯) dv¯ =
∫ reg
U¯
W (̺(tn)v¯̺(m))ψU¯ (v¯) dv¯
= ψNM(tnt
−1)
∫ reg
U¯
W (̺(t)v¯̺(m))ψU¯(v¯) dv¯ = ψNM(tnt
−1)ΥW (t,m).
Hence, the first claim. For the second claim, we get from (7.4):
ΥW (t, t
′m) =
∫ reg
U¯
W (̺(t)v¯̺(t′m))ψU¯(v¯) dv¯
= |det t′|−(2n+1)
∫ reg
U¯
W (̺(tt′)v¯̺(m))ψU¯(v¯) dv¯ = |det t
′|−(2n+1)ΥW (tt
′, m).
The last claim follows from (7.2). Indeed, for any m ∈ M
ΥWu¯(t,m) =
∫ reg
U¯
W (̺(t)v¯̺(m)u¯)ψU¯(v¯) dv¯ = ψ
−1
U¯
(̺(m)u¯̺(m−1))ΥW (t,m). 
7.3. Some classes of functions. Motivated by the above properties of ΥW , we define
some classes of function on TM ×M.
We first introduce some notations and auxiliary unipotent subgroups of M.
Let XM be the closed subvariety NMN
t
M of M. Thus, any element of XM can be written
uniquely as nn¯ with n ∈ NM and n¯ ∈ N tM. For t ∈ TM, define a function ΨXM,t on XM by
(7.6) ΨXM,t(nn¯) = ψNM(tnt
−1)ψ−1NM(n¯
t), n ∈ NM, n¯ ∈ N
t
M.
For k = 0, . . . , 4n − 1, let X k be the unipotent subgroup of NM ⊂ M generated by the
commuting one-parameter root subgroups 〈NMi,j : i < j, i+ j = k + 1〉, that is,
X k = {I2n + u : ui,j = 0 if i+ j 6= k + 1 or i ≥ j} ≃ F
min([ k
2
],2n−[ k+1
2
]).
Let X
k
= wM0 X
kwM0 ⊂ N
t
M so that
X
k
= {I2n + u : ui,j = 0 if i+ j 6= 4n+ 1− k or i ≤ j}.
Note that X 0 = X
0
= X 1 = X
1
= 1. It is clear ΨXM,t
∣∣
Xk
= ΨXM,t
∣∣
X
k ≡ 1 when k is odd.
Define
Xˆ k = 〈X 0, . . . ,X 4n−k−1,X
0
, . . . ,X
k−1
〉.
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We illustrate the groups in the case n = 4. In the template below:
(7.7)

1 2 3 4 5 6 7 8
1 4 5 6 7 8 9
1 6 7 8 9 10
1 8 9 10 11
1 10 11 12
7 6 1 12 13
7 6 5 4 1 14
7 6 5 4 3 2 1

the numbers > 1 above and below the principal diagonal mark the non-constant coordinates
of X k and X
k
respectively. (The groups X
k
with k ≥ 2n will not be used.) Meanwhile for
k ≤ 8, each group Xˆ k corresponds to the numbers < k below the principal diagonal and
the numbers < 16− k above it.
Let Mˆk = Xˆ k ∩M♭. We observe that Xˆ k ⊂ XM and
(7.8) Xˆ 0 = NM; Xˆ
2n = Mˆ2n = Z; Mˆ2 = N ♭M; ΨXM,t
∣∣
Z
= ψZ for t ∈ T
′′
where T ′′ = {diag(t1, . . . , t2n) : t1 = · · · = tn}. For i = 1, . . . ,n let Ti be the one-
dimensional torus
Ti := {diag(
2n−i︷ ︸︸ ︷
z−1, . . . , z−1,
i︷ ︸︸ ︷
z, . . . , z) : z ∈ F ∗} ⊂ T ♭M ∩ T
′′.
Note that as algebraic groups (but not at the level of F -points) we have T′′ = ZM ·
∏
n
i=1Ti.
For any k = 1, . . . ,n (resp. k = 1, . . . ,n − 1) consider the classes Ck(TM ×M)K0 (resp.
C′k(TM×M)
K0) of functions φ on TM×M satisfying the following properties for any t ∈ TM,
m ∈M:
φ(t,mk) = φ(t,m) for any k ∈ ̺−1(K0 ∩M),(7.9a)
φ(t, nm) = ΨXM,t(n)φ(t,m) for any n ∈ Mˆ
2k (resp. Mˆ2k+1),(7.9b)
φ(tt′, m) = |det t′|2n+1 δ−1
TM;X
1
···X
2k−1(t
′)φ(t, t′m) for any t′ ∈
n−1∏
i=k
Ti(7.9c)
(resp., φ(tt′, m) = |det t′|
2n+1
δ−1
TM;X
1
···X
2k(t
′)φ(t, t′m) for any t′ ∈
n−1∏
i=k+1
Ti).
For instance, by Lemma 7.3, if W ∈ Csm(Z ′MN\G,ψN )
K0 then ΥW (t,m) ∈ C1(TM×M)K0.
7.4. Definition of T t,F(N,ψN )(W ). Define
(7.10) V△ = Z ∩NM = X
2n−1
⋊ (X
2n−2
⋊ (· · ·⋊ X
1
)).
The group V△ corresponds to the lower unitriangular part in the template (7.7). Define
ψV△ = ψZ
∣∣−1
V△
, i.e.
ψV△(v¯) = ψNM(v¯
t).
It will be also useful to set
Uk = X
2k+1
,Vk = X
2k
, k = 0, . . . ,n− 1.(7.11)
Note that dimUk = dimVk = k and in particular U0 = V0 = 1. Also ψV△
∣∣
Uk
= 1.
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Denote the simple roots ofM by α1, . . . , α2n−1, so that the corresponding one-parameter
root groups are Nαi = N
M
i,i+1 and N−αi = N
M
i+1,i. Write V
k = Vk◦ ×N−α2n−k where
Vk◦ = {I2n + u : ui,j = 0 if i+ j 6= 4n+ 1− 2k or i ≤ j + 1}.
For a two-variable function such as φ(t,m) there are two possible meanings for the operation
L, namely either in the m variable or in the t variable. We use L to denote the integration
in the m variable.
For any subtorus T ′ of TM and f
′ ∈ C∞c (T
′) we will write
LT
′
[f ′] ◦ φ :=
∫
T ′
f ′(t′)φ(·t′; ·) dt′
(if defined). The following Lemma will be proved in the next section.
Lemma 7.4. Fix a compact subset ΩTM of TM and k = 1, . . . ,n− 1.
(1) Let φ(t,m) ∈ Ck(TM ×M)K0 and fk ∈ C∞c (Tk). Then
(a) LTk [fk] ◦ φ is a convergent integral. Moreover LTk [fk] ◦ φ ∈ Ck(TM ×M)K0.
(b) Lreg
Vk,ψV△
◦LTk [fk]◦φ is defined in the sense of Lemma 2.5, with T˜ = Tk, U0 = Vk,
U1 = Vk◦ , U2 = 1 and ψU0 = ψ
−1
V△
. Moreover Lreg
Vk,ψV△
◦ LTk [fk] ◦ φ belongs to
C′k(TM ×M)
K0, and there exists Ω ∈ CSGR(Vk) depending on ΩTM , K0 and fk
such that
Lreg
Vk,ψV△
◦ LTk [fk] ◦ φ(t, e) = LΩ,ψV△ ◦ L
Tk [fk] ◦ φ(t, e)
for all t ∈ ΩTM .
(2) Let φ(t,m) ∈ C′k(TM×M)
K0. Then for all t ∈ ΩTM , as a function of m ∈ U
k, φ(t,m)
is supported on some Ω ∈ CSGR(Uk) determined by ΩTM and K0. Moreover LUk ◦φ
belongs to Ck+1(TM ×M)K0.
For t = diag(t1, . . . , t2n) ∈ TM, set
∆(t) = |t1|
−n δ
1
2
B(̺(t)).
Let S be the torus
∏
n−1
i=1 Ti. We can then define the following integral transforms:
Definition 7.5. Identify C∞c (S) with ⊗iC
∞
c (Ti) by (f1⊗· · ·⊗fn−1)(t1 . . . tn−1) =
∏
i fi(ti).
For F = f1 ⊗ . . .⊗ fn−1 ∈ ⊗iC∞c (Ti) we define TF on C1(TM ×M)
K0 by
TF ◦ φ = LUn−1 ◦ L
reg
Vn−1,ψV△
◦ LTn−1 [fn−1] ◦ · · · ◦ LU1 ◦ L
reg
V1,ψV△
◦ LT1[f1] ◦ φ
(and extend TF to ⊗iC∞c (Ti) by multi-linearity). Also define for W ∈ C
sm(Z ′MN\G,ψN )
T t,F(N,ψN )(W )(g) := ∆(t)
−1TF ◦ΥWg(t, e)
where Wg(·) =W (·g).
Corollary 7.6. Notations as in Lemma 7.4.
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(1) There exists Ω ∈ CSGR(V△) depending only on K0, ΩTM and F, such that for all
t ∈ ΩTM we have
TF ◦ φ(t; e) = LΩ,ψV△ ◦ L
S[F] ◦ φ(t; e).
(2) There exists Ω′ ∈ CSGR(̺(V△)⋉ U¯) depending only on K0, ΩTM and F such that
TF ◦ΥWg(t, e) =
∫
S
∫
Ω′
F(t′)W (̺(tt′)vg)ψ−1E (v) dv dt
′
for all t ∈ ΩTM .
(3) We have
TF ◦ΥWg(t, e) =
∫
S
∫
̺(V△)⋉U¯
F(t′)W (̺(tt′)vg)ψ−1E (v) dv dt
′
if the right-hand side is absolutely convergent.
(4) If t ∈ T ′′ then T t,F(N,ψN )(W ) ∈ C
sm(E\G,ψE).
Proof. All parts except the last one are immediate from Lemmas 7.1 and 7.4. It follows from
Lemma 7.4 and (7.8) that T t,F(N,ψN )(W ) ∈ C
sm(̺(Z)\G,ψZ ◦ ̺−1), while from Lemma 7.3,
T t,F(N,ψN )(W ) ∈ C
sm(U¯\G,ψ−1
U¯
). 
Recall that by Lemma 4.4, for any L ∈ C(H\G), we have T (N,ψN )(H,1) (L) ∈ C
sm(ZMN\G, δ
1
2
Pν
−1/2ψN).
We will prove the following functional equation in §10:
Proposition 7.7. Let c(F) =
∫
S
F(t′)∆(t′) dt′. Then for any L ∈ C(H\G) we have
(7.12) T t,F(N,ψN ) ◦ T
(N,ψN )
(H,1) (L) = c(F)T
(E,ψE)
(H,1) (L)
for all t ∈ T ′′ and F ∈ ⊗iC∞c (Ti). Consequently, by Theorem 5.1 we have T
t,F
(N,ψN )
=
c(F)T (E,ψE)(H,1) ◦ T
(H,1)
(N,ψN )
on M(N,ψN ) LQ(π).
Remark 7.8. Note that by Corollary 6.4, T (E,ψE)(H,1) ◦ T
(H,1)
(N,ψN )
and T t,F(N,ψN ) (for t ∈ T
′′) are
proportional on M(N,ψN ) LQ(π) with the constant of proportionality depending a priori on
t, F and π.
Also note that for fixed t and F, L 7→ T t,F(N,ψN )◦T
(N,ψN )
(H,1) (L)(e) is a continuous functional on
C(H\G), being equal to a (finite) linear combination (depending on K0) of the values of the
function
∫
HN\Nder∗
L(u·) du. On the other hand T (E,ψE)(H,1) is also a continuous functional on
C(H\G). Thus we only need to prove the identity (7.12) for L ∈ C∞c (H\G) by Lemma 4.4
part (1).
8. Proof of Lemma 7.4
8.1. We first introduce a few more families of unipotent groups.
For k = 0, . . . , 4n− 1, define
X˜ k = 〈X 0, . . . ,X 4n−k−1,X
0
, . . . ,X
k
〉,
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so that Xˆ k = X˜ k ∩ X˜ k−1. Also set
Xˇ k = Xˆ k ∩ Xˆ k+1 = X˜ k+1 ∩ X˜ k−1 = 〈X 0, . . . ,X 4n−k−2,X
0
, . . . ,X
k−1
〉.
For instance, in the case n = 4 and k ≤ 8 in the diagram (7.7) above Xˇ k corresponds
to the numbers < k below the principal diagonal and the numbers < 15− k above it; X˜ k
(for k < 8) corresponds to the numbers ≤ k below the principal diagonal and the numbers
< 16− k above it.
Observe that Xˇ k ⊂ Xˆ k ⊂ X˜ k, X˜ 0 = X˜ 1 = NM and
(8.1) X˜ k = wM0 X˜
4n−1−kwM0 , k = 0, . . . , 4n− 1.
Note that X˜ k is a maximal unipotent subgroup of M. In fact for k ≤ 2n, X˜ k = σ−1k NMσk
where σk are the permutation matrices given by
σkei =

ei i ≤ 2n− k,
e2i+k−2n 2n− k < i ≤ 2n− [
k+1
2
],
e6n−k−2i+1 i > 2n− [
k+1
2
],
where e1, . . . , e2n is the standard basis and l = 1, . . . ,n.
Remark 8.1. For k = 0, . . . , 2n, consider the isomorphism Σk : m 7→ σkmσ
−1
k from X˜
k
to NM. Then we have
Σk(N
M
i,4n−k−i) = Nα2i−2n+k , 4n− 2k ≤ 2i < 4n− k,
and
Σk(N
M
2n−i,i+1+2n−k) = Nα2i+1+2n−k , 0 ≤ 2i < k − 1,
so that,
Σk(X
4n−k−1) =
[ k−1
2
]∏
i=0
Nα2i+2n−k , Σk(X
k
) =
[ k
2
]−1∏
i=0
Nα2i+1+2n−k .
If we denote by ci(u) = ui,i+1, i = 1, . . . , 2n− 1 the entries of u ∈ NM in the simple roots
then
Σk(Xˆ
k) = {u ∈ NM : c2i+1+2n−k(u) = 0, 0 ≤ 2i < k − 1},
Σk(Xˇ
k) = {u ∈ NM : ci+2n−k(u) = 0, 0 ≤ i < k}.
Lemma 8.2. For k = 1, . . . , 2n, ΨXM,t
∣∣
Xˇk
is a character on Xˇ k.
Proof. For k = 1, . . . , 2n, NM,k,I := Σk(N
t
M ∩ X˜
k) is the subgroup of NM consisting of
the matrices whose off-diagonal entries are zero at rows 1, . . . , 2n − k and 2n − k + 2i,
i = 1, . . . , [k]
2
. In particular, for the negative simple root groups N−α2n−i ⊂ N
t
M ∩ X˜
k,
i = 1, . . . , [k
2
] we have Σk(N−α2n−i) = N
M
2i+2n−k−1,2i+2n−k+1, which are almost simple root
group. Hence, ΨXM,t ◦ Σ
−1
k
∣∣
NM,k,I
is a character of NM,k,I that is supported on the almost
simple root groups.
Similarly, NM,k,II := Σk(NM ∩ X˜ k) is the subgroup of NM consisting of the matrices
whose off-diagonal entries are zero at rows 2n − k + 2i + 1, i = 0, . . . , [k−1]
2
. The simple
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root groups Nαi are stable under Σk when i < 2n − k and Σk(Nαi) = N
M
2i+k−2n,2i+k−2n+2
(almost simple root group) when 2n − k ≤ i < 2n − [k+1
2
]. Thus, ΨXM,t ◦ Σ
−1
k
∣∣
NM,k,II
is a
character supported on the simple root groups Nαi (i < 2n − k) and the almost simple
root groups NM2n−k+2i,2n−k+2i+2 (i ≥ 0).
It is now clear that ΨXM,t ◦ Σ
−1
k is a character on Σk(Xˇ
k) which is supported on the
simple root groups Nαi (i < 2n − k) and the almost simple root groups N
M
2n−k+i,2n−k+i+2
(i ≥ 0). 
8.2. Key facts used in the proof.
Lemma 8.3. (1) For k = 0, . . . , 4n − 2, Xˆ k = X 4n−k−1 ⋉ Xˇ k and Xˆ k+1 = X
k
⋉ Xˇ k.
Also X˜ k = X
k
⋉ Xˆ k = X 4n−k−1 ⋉ Xˆ k+1.
(2) For any m ∈ XM and n¯ ∈ N tM we have ΨXM,t(mn¯) = ΨXM,t(m)ΨXM,t(n¯).
(3) For k = 0, . . . , 4n− 1, ΨXM,t
∣∣
Xˆk
is a character of Xˆ k.
(4) For k = 1, . . . , 2n we have ΨXM,t
∣∣
Xˆk
= Ψtt′
∣∣
Xˆk
for any t ∈ TM and t
′ = diag(t′1, . . . , t
′
2n) ∈
TM such that t
′
i = t
′
i+1 for all i < 2n−
k
2
. In particular, when t ∈ T ′′, ΨXM,t
∣∣
Z
= ψZ .
Proof. By (8.1) it suffices to prove parts 1 and 3 for k < 2n. Part 1 follow from Re-
mark 8.1. For part 2, write m = nn¯1 with n ∈ NM and n¯1 ∈ N tM, then ΨXM,t(mn¯) =
ΨXM,t(n)ψ
−1
NM
(n¯t1n¯
t) = ΨXM,t(m)ΨXM,t(n¯).
Let x1, x2 ∈ Xˆ k+1. Write xj = yjzj with yj ∈ Xˇ k and zj ∈ X
k
for j = 1, 2. Then by
part 2
ΨXM,t(x1x2) = ΨXM,t(y1z1y2z2) = ΨXM,t(y1[z1, y2]y2z1z2)
= ΨXM,t(y1[z1, y2]y2)ΨXM,t(z1)ΨXM,t(z2),
where [z1, y2] = z1y2z
−1
1 y
−1
2 ∈ Xˇ
k by part 1. Recall that ΨXM,t is a character on Xˇ
k. By
Remark 8.1, Σk([z1, y2]) is not supported on any simple root or almost simple root of NM.
Thus ΨXM,t([z1, y2]) = 1. We get from part 2:
ΨXM,t(y1[z1, y2]y2)ΨXM,t(z1)ΨXM,t(z2) = ΨXM,t(y1)ΨXM,t(y2)ΨXM,t(z1)ΨXM,t(z2)
= ΨXM,t(x1)ΨXM,t(x2).
This shows that ΨXM,t is a character on Xˆ
k+1. It is also clear that ΨXM,t is a character on
Xˆ 0 = NM. Part 4 is clear from the definition of ΨXM,t. 
Let M˜k = X˜ k ∩M♭ and define Mˇk, Mk and M
k
similarly. Note that for k < 2n
(8.2) Mk = X k ; M
k
= X
k
.
Let k < n. If n ∈M4n−2k−2 and n¯ ∈ Uk =M
2k+1
, then by Lemma 8.3
[n¯, n] ∈ [M
2k+1
,Mˆ2k+1] ∩ [Mˆ2k+2,M4n−2k−2] = Mˆ2k+1 ∩ Mˆ2k+2 = Mˇ2k+1.
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A simple calculation shows that
(8.3) ΨXM,t([n¯, n]) = ψ(〈n¯, n〉2k+1,t)
where 〈·, ·〉2k+1,t are non-degenerate pairings
〈n¯, n〉2k+1,t := −
k∑
j=1
n¯2n+1−j,2n−2k+j−1(n2n−2k+j−1,2n−j + djn2n−2k+j−2,2n+1−j).
Here d1 = 0 and d2, . . . , dk are immaterial constants (depending continuously on t). Note
that with respect to the standard bases ofM4n−2k−2 and Uk, the determinant of 〈·, ·〉2k+1,t
is ±1.
Similarly for n¯ ∈ Vk◦ and n ∈M
4n−2k−1, by Lemma 8.3
[n¯, n] ∈ [M
2k
,Mˆ2k] ∩ [Mˆ2k+1,M4n−2k−1] ⊂ Mˆ2k ∩ Mˆ2k+1 = Mˇ2k,
and
(8.4) ΨXM,t([n¯, n]) = ψ(〈n¯, n〉2k,t)
where 〈·, ·〉2k,t are non-degenerate pairings
〈n¯, n〉2k,t := −
k−1∑
j=1
n¯2n+1−j,2n−2k+j(n2n−2k+j,2n−j + d
′
jn2n−2k+j−1,2n−j+1)
where again d′1 = 0 and d
′
2, . . . , d
′
k−1 are some immaterial constants (depending continuously
on t).
8.3. Proof of Lemma 7.4. First note that the condition (7.9a) is clearly preserved under
the operations φ→ Lreg
Vk,ψV△
◦ φ, φ→ LTk [fk] ◦ φ, φ→ LUk ◦ φ, k = 1, . . . ,n− 1, if defined.
(1) Suppose that φ(t,m) ∈ Ck(TM ×M)K0 with k = 1, . . . ,n− 1.
(a) It follows from property (7.9c) that
(8.5) LTk [fk] ◦ φ(t,m) =
∫
Tk
φ(t, t′m)χk(t
′)fk(t
′) dt′
for a certain (unimportant) character χk of Tk. Thus by (7.9a), the integrand
on the right hand side is in C∞c (Tk). In particular, L
Tk [fk] ◦ φ(t,m) is a con-
vergent integral.
Property (7.9c) for LTk [fk]◦φ follows immediately. On the other hand, property
(7.9b) for LTk [fk] ◦ φ follows immediately from Lemma 8.3 part (4). Thus
LTk [fk] ◦ φ ∈ Ck(TM ×M)K0.
(b) Let φ1(t,m) = L
Tk [fk] ◦ φ(t,m) ∈ Ck(TM ×M)
K0 . By (8.4) and (7.9b) for any
c ∈ Vk◦ and d ∈ M
4n−2k−1 ⊂ Mˆ2k we have
φ1(t, cd) = φ1(t, [c, d]dc) = ψ(〈c, d〉2k,t)ΨXM,t(d)φ1(t, c).
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Applying Lemma 2.9 we conclude that c 7→ φ1(t, c) is compactly supported on
Vk◦ uniformly in t ∈ ΩTM . To show that the conditions of Lemma 2.5 are satis-
fied for the definition of Lreg
Vk,ψV△
◦ LTk [fk] ◦ φ, we only need to observe that by
(8.5), LTk [fk] ◦ φ(t; ·) is left invariant under some Tc ∈ CSGR(Tk). Lemma 2.5
also gives the existence of Ω ∈ CSGR(Vk) with the required properties.
We show that φ2 := L
reg
Vk,ψV△
◦ φ1 ∈ C′k(TM × M)
K0. Recall that Mˆ2k+1 =
Vk⋉Mˇ2k. We check property (7.9b) for φ2 separately for n ∈ Vk and n ∈ Mˇ2k.
In the first case, (7.9b) follows from the fact that ψV△ = Ψ
−1
XM,t
on Vk. In the
second case note that for any c ∈ Vk we have [c, n] ∈ Mˇ2k and ΨXM,t([c, n]) = 1
(as c, n ∈ Mˆ2k+1) by Lemma 8.3. Thus φ1(t, cnm) = φ1(t, ncm) and
φ2(t, nm) =
∫ reg
Vk
φ1(t, cnm)ψV△(c) dc =
∫ reg
Vk
φ1(t, ncm)ψV△(c) dc = ΨXM,t(n)φ2(t,m).
Finally, the property (7.9c) follows from the fact that
∏
n−1
i=k+1 Ti stabilizes the
character ψV△ on V
k.
(2) Suppose that φ(t,m) ∈ C′k(TM ×M)
K0 with k = 1, . . . ,n− 1.
Recall that for c ∈ Uk and d ∈ M4n−2k−2 ⊂ Mˆ2k+1, we have [c, d] ∈ Mˆ2k+1 and
by (8.3), ΨXM,t([c, d]) = ψ(〈c, d〉2k+1,t). Thus for such c and d we have φ(t, cd) =
ψ(〈c, d〉2k+1,t)ΨXM,t(d)φ(t, c). It follows from Lemma 2.9 that c 7→ φ(t, c) is com-
pactly supported uniformly for t ∈ ΩTM .
We check that φ′(t,m) := LUk ◦ φ(t,m) ∈ Ck+1(TM × M)
K0. By Lemma 8.3,
Mˆ2k+2 = Uk⋉Mˇ2k+1. Since Ψt is trivial on U
k, we are left to show that φ′(t, nm) =
ΨXM,t(n)φ
′(t,m) for n ∈ Mˇ2k+1. For c ∈ Uk and n ∈ Mˇ2k+1, as both c and n lie
in Mˆ2k+2, we have [c, n] ∈ Mˇ2k+1 and ΨXM,t([c, n]) = 1 by Lemma 8.3. Thus
φ(t, cnm) = φ(t, ncm) and
φ′(t, nm) =
∫
Uk
φ(t, cnm) dc =
∫
Uk
φ(t, ncm) dc = ΨXM,t(n)φ
′(t,m).
Condition (7.9c) is clear because TM normalizes Uk.
This concludes the proof of Lemma 7.4.
9. Model transition for Langlands quotient: III
Before proving Proposition 7.7, we first turn our attention to model transition from
M(N,ψN ) LQ(π) to M(A,ψA) LQ(π). We will state the analog of Proposition 7.7 in this
setting (Proposition 9.1). The proofs of the two Propositions are repeated application of
Fourier inversion. As the proof of Proposition 9.1 is simpler, we present it first.
For W ∈ Csm(N\G,ψN) define
T (A,ψA)(N,ψN ) (W ) = LU¯△ ◦W =
∫
U¯△
W (u¯·) du¯.
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Recall that by Corollary 7.2 the integrand is compactly supported, hence the integral
converges. Moreover, by T (A,ψA)(N,ψN ) is non-vanishing on M
(N,ψN ) LQ(π) (and in fact on any
non-trivial subrepresentation of Ind(WψNM (π′)) for any π′ ∈ IrrgenM) [GRS99a, Theorem
in §1.3] – cf. [LM13, Remark 4.8].
Proposition 9.1. For any L ∈ C(H\G) we have T (A,ψA)(N,ψN ) ◦ T
(N,ψN )
(H,1) = T
(A,ψA)
(H,1) , namely
(9.1) LU¯△ ◦ L
H,reg
N,ψ−1N
◦ L = LH,reg
A,ψ−1A
◦ L.
In particular by Theorem 5.1, for π ∈ Irrtemp,metaM we have
T (A,ψA)(N,ψN ) = T
(A,ψA)
(H,1) ◦ T
(H,1)
(N,ψN )
on M(N,ψN ) LQ(π)
and hence, T (A,ψA)(H,1) , T
(E,ψE)
(H,1) and T
(V,ψV)
(H,1) are non-zero on M
(H,1) LQ(π).
Proof. By the remark above and Lemma 4.4 the left-hand side of (9.1) is a continuous
functional on C(H\G) and it is enough to prove the proposition for L ∈ C∞c (H\G).
Define for k = 0, . . . , 4n− 1
Uk := {ℓ(u) : u ∈ s2n, ui,j = 0 unless 2n+ i− j = k} ≃ F
min{[(k+1)/2],[(4n−k+1)/2]}
and
U¯k := wUU
kw−1U ∩ U¯
†.
Thus, U¯△ =
∏2n−1
i=0 U¯
i ⊂ U †. For example when n = 4, the space U¯△ consists of the image
under ℓ of the matrices of the form 
7 6 5 4 3 2 1
7 6 5 4 3 2
7 6 5 4 3
7 6 5 4
7 6 5
7 6
7

where the digit i corresponds to U¯ i. For this section, only the groups U¯0, . . . , U¯2n−1 are
relevant. The other groups will be relevant for the next section.
For k = 0, . . . , 4n− 1 let
Nˇ k = 〈NM , U
1, . . . , U4n−k−2, U¯1, . . . , U¯k−1〉,
Nˆ k = 〈NM , U
1, . . . , U4n−k−1, U¯1, . . . , U¯k−1〉.
These are unipotent subgroups of G. In fact, they are subgroups of
〈NM , U
1, . . . , U4n−1−k, wUU
1w−1U , . . . , wUU
kw−1U 〉
which is the unipotent radical of a semistandard Borel subgroup. In particular, Nˆ 2n = A.
Let X0 be the closed subvariety NU¯ of G. Thus X0 = {nu¯ : n ∈ N, u¯ ∈ U¯} and
Nˆ k ⊂ X0 for all k. Define a function ΨX0 on X0 by
ΨX0(nu¯) := ψN (n)ψ
−1
U¯
(u), n ∈ N, u¯ ∈ U¯ .
Note that ΨX0
∣∣
A
= ψA. (For this section it is sufficient to consider NU¯
† instead of X0.)
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We write the left-hand side of (9.1) as
(9.2) LU¯2n−1 ◦ LU¯2n−2 ◦ · · · ◦ LU¯0 ◦ L
H
N,ψ−1N
◦ L.
We apply Lemmas A.1 and A.3 according to the parity of k with G0 = G , H0 = H and
χ0 = 1. We claim that the data A = Nˆ k, A′ = Nˆ k+1, B = Nˇ k, C = U¯k, D = U4n−1−k
and Ψ = Ψ−1X0 satisfy the conditions of Lemma A.1 (resp., Lemma A.3) if k is odd (resp.,
even). For that we need the following properties.
(1) For k = 0, . . . , 4n− 2, Nˆ k = U4n−1−k ⋉ Nˇ k, Nˆ k+1 = U¯k ⋉ Nˇ k; both are subgroups
of U¯k ⋉ Nˆ k.
(2) For k = 0, . . . , 4n− 1, ΨX0
∣∣
Nˆ k
is a character of Nˆ k.
(3) For g ∈ X0, c ∈ U¯
†, ΨX0(gc) = ΨX0(g).
(4) For k = 0, . . . , 2n − 1, U2k+1, U¯2k+1 ⊂ H while U2k ∩ H = U¯2k ∩ H = 1. ΨX0 is
trivial on H ∩ Nˆ k.
(5) For k = 1, . . . , 2n− 1 we have [U¯2k−1, U4n−2k] ⊂ Nˇ 2k−1. Moreover, if u¯ = (u¯i,j) ∈
U¯2k−1 and v = (vi,j) ∈ U4n−2k then ΨX0([u¯, v])
−1 = ψ(〈u¯, v〉′2k−1) where
(9.3) 〈u¯, v〉′2k−1 =
{∑2k−1
l=1 u¯2n+l,2n−2k+l+1v2n−2k+l,2n+l k = 1, . . . ,n,∑4n−2k−1
l=1 u¯2k+l,l+1vl,2k+l k = n+ 1, . . . , 2n− 1.
Identifying U¯2k−1 and U4n−2k with Fm where m = min{k, 2n − k} using the standard
coordinates, the determinant of the pairing 〈·, ·〉′2k−1 is ±1.
The proof of the first three properties is similar to that of Lemma 8.3. The fourth
property is clear from the definitions of Uk, U¯k and ΨX0. An explicit calculation gives the
last property.
It follows that when k is even, U¯k ∩ H = 1 and U4n−1−k ⊂ H , and the conditions of
Lemma A.3 are satisfied. When k is odd, the conditions of Lemma A.1 are satisfied, with
ι : C → D̂ given by u¯ 7→ ψ−1(〈u¯, ·〉′k) (see Remark A.5). In both cases we get the relations
(9.4) LU¯k ◦ L
H
Nˆ k,Ψ−1X0
◦ L = LH
Nˆ k+1,Ψ−1X0
◦ L, k = 0, . . . , 4n− 2
and by induction (since N = Nˆ 0 and ΨX0
∣∣
N
= ψN)
(9.5) LU¯k ◦ · · · ◦ LU¯1 ◦ L
H
N,ψ−1N
◦ L = LH
Nˆ k+1,Ψ−1X0
◦ L.
For k = 2n− 1 we obtain the statement of the proposition. 
By (6.5) we also conclude:
Corollary 9.2. For any L ∈ C±1(H\G) we have
T (A,ψA)(N,ψN ) ◦ T
(N,ψN )
(H,1) (L) = (±1)
n
∫ reg
HE\E
L(uwˆ)ψ−1E (u) du.
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10. Proof of Proposition 7.7
10.1. Functional identity: I. For L ∈ C(H\G) let Υ˜(L; t,m) be the function on TM×M
given by
(10.1)
Υ˜(L; t,m) := Υ
T
(N,ψN )
(H,1)
(L)
(t,m) =
∫ reg
U¯
( ∫ reg
HN\N
L(n̺(t)v¯̺(m))ψ−1N (n) dn
)
ψU¯(v¯) dv¯.
Recall from Lemma 7.1 that the above regularized integral over U¯ is defined.
Define the character ψNM,t on NM by
ψNM,t(n) := ψNM(tnt
−1)
and let ΨX0,t be the function on NM ⋉ U¯ given by
ΨX0,t(̺(n)u¯) := ψNM,t(n)ψU¯(u¯)
−1, n ∈ NM, u¯ ∈ U¯ .
Recall the subgroup M♭ defined in (7.3) and N ♭M = NM ∩ M
♭. Set T ♭M = ̺(T
♭
M) and
N ♭M = ̺(N
♭
M). Note that the restriction of ΨX0,t to N
♭
M ⋉ U¯ is a character which is
(T,N ♭M ⋉ U¯ , (N
♭
M ∩N
der
M )⋉ U¯
†)-generic (or alternatively, (T ♭M , N
♭
M ⋉ U¯ , (N
♭
M ∩N
der
M )⋉ U¯)-
generic) and trivial on (N ♭M ⋉ U¯) ∩H .
We can therefore define (using Remark 2.8 and Lemma 2.5)∫ reg
(N♭M⋉U¯)∩H\(N
♭
M⋉U¯)
L(ng)Ψ−1X0,t(n) dn
for L ∈ C(H\G).
By Lemma 2.5, the functionals
∫ reg
(N♭M⋉U¯)∩H\(N
♭
M⋉U¯)
L(n)Ψ−1X0,t(n) dn on C(H\G) are uni-
formly continuous for t in a compact set.
Lemma 10.1. For any L ∈ C(H\G) we have for t ∈ TM:
(10.2) Υ˜(L; t,m) = ∆(t)(LH,reg
N♭M⋉U¯,Ψ
−1
X0,t
◦ L)(̺(m)).
Proof. Once again, it is enough to prove it for L ∈ C∞c (H\G). It is convenient to introduce
the notation E [x] ◦ f(·) := f(x·). From the definition (7.1) of
∫ reg
U¯
we get
(10.3) Υ˜(L; t,m) = (L
U¯1,1U¯†
U¯ ,ψU¯
◦ Lreg,U¯
†
U¯†U¯1,1,ψU¯
◦ LU¯† ◦ E [̺(t)] ◦ L
H
N,ψ−1N
◦ L)(̺(m)).
For k = 1, . . . , 2n, let U¯k,1 be the one-parameter subgroup {ℓ(λ·ǫ
s2n
k,1 )} of U¯ . The integration
over (U¯1,1U¯
†)\U¯ can be written as an iterated integral LU¯2n,1 ◦ . . . ◦ LU¯2,1. Recall the one-
parameter root subgroups NMi,j, N
M
i,j = ̺(N
M
i,j), 1 ≤ i < j ≤ 2n. For convenience we also
set NM0,2n = N
M
2n,2n = N
M
0,2n = N
M
2n,2n = 1. For k = 0, . . . , 2n, let
Nˇ0
k
= 〈U¯ †, N ♭M , U¯1,1, . . . , U¯k,1, N
M
1,2n, . . . , N
M
2n−k−1,2n〉,
Nˆ0
k
= 〈U¯ †, N ♭M , U¯1,1, . . . , U¯k,1, N
M
1,2n, . . . , N
M
2n−k,2n〉.
In particular,
Nˆ0
0
= NM ⋉ U¯
† = Nˆ 4n−1, Nˆ0
2n
= N ♭M ⋉ U¯ .
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We will prove the following statements (for t = diag(t1, . . . , t2n)):
LU¯† ◦ E [̺(t)] ◦ L
H
N,ψ−1N
◦ L = |t1|
−2n |det t|2n E [̺(t)] ◦ LH
Nˆ 4n−1,Ψ−1X0
◦ L,(10.4a)
E [̺(t)] ◦ LH
Nˆ 4n−1,Ψ−1X0
◦ L = |t1|
n |det t|−2n δ
1
2
B(̺(t))L
H
Nˆ 4n−1,Ψ−1X0,t
◦ L,(10.4b)
LU¯k,1,Ψ−1X0,t
◦ · · · ◦ LU¯2,1,Ψ−1X0,t
◦ Lreg,U¯
†
U¯†U¯1,1,ψU¯
◦ LH
Nˆ 4n−1,Ψ−1X0,t
◦ L =
LU¯k,1,Ψ−1X0,t
◦ · · · ◦ LU¯1,1,Ψ−1X0,t
◦ LH
Nˆ 4n−1,Ψ−1X0,t
◦ L = LH
Nˆ0
k
,Ψ−1X0,t
◦ L, k = 1, . . . , 2n.
(10.4c)
The Lemma would follow by combining the relations (10.3), (10.4a), (10.4b) and (10.4c)
for k = 2n.
To prove (10.4a) note that ̺(t) normalizes U¯ †, and the modulus function of ̺(t) acting
on U¯ † is |t1|
2n |det t|−2n. Thus,
LU¯† ◦ E [̺(t)] = |t1|
−2n |det t|2n E [̺(t)] ◦ LU¯†.
Recall the groups U¯k defined in the proof of Proposition 9.1. Then U¯ † =
∏4n−2
k=0 U¯
k. Thus
LU¯† = LU¯4n−2 ◦ · · · ◦ LU¯0. As in the proof of Proposition 9.1 we apply (9.5), this time for
k = 4n− 2, to get:
LU¯† ◦ L
H
N,ψ−1N
◦ L = LH
Nˆ 4n−1,Ψ−1X0
◦ L.
The relation (10.4a) follows.
To prove (10.4b) we use the change of variable n 7→ ̺(t)n̺(t)−1 and the fact that
L(̺(t)g) = L(g). An explicit computation shows that the Jacobian is |t1|
n |det t|−2n δ
1
2
B(̺(t)).
We obtain
E [̺(t)] ◦ LH
Nˆ 4n−1,Ψ−1X0
◦ L(g) =
∫
Nˆ 4n−1∩H\Nˆ 4n−1
L(n̺(t)g)Ψ−1X0(n) dn
= |t1|
n |det t|−2n δ
1
2
B(̺(t))
∫
Nˆ 4n−1∩H\Nˆ 4n−1
L(ng)Ψ−1X0(̺(t)n̺(t)
−1) dn.
Note that ΨX0,t
∣∣
Nˆ 4n−1
= ΨX0(̺(t) · ̺(t)
−1).
To prove (10.4c) we will apply Lemma A.1 or Lemma A.3, according to the parity of k
with G0 = G, H0 = H and χ0 = 1. We claim the data A = Nˆ0
k
, A′ = Nˆ0
k+1
, B = Nˇ0
k
,
C = U¯k+1,1, D = N
M
2n−k,2n and Ψ = Ψ
−1
X0,t
satisfy the conditions of Lemma A.1 (resp. A.3)
if k is odd (resp. even). This follows from the following properties.
(1) For k = 0, . . . , 2n−1, Nˆ0
k
= NM2n−k,2n⋉ Nˇ0
k
and Nˆ0
k+1
= U¯k+1,1⋉ Nˇ0
k
, both being
subgroups of U¯k+1,1 ⋉ Nˆ0
k
.
(2) For g ∈ N¯M ⋉ U , u¯ ∈ U¯ , ΨX0,t(gu¯) = ΨX0,t(g)ΨX0,t(u¯).
(3) For k = 0, . . . , 2n, ΨX0,t
∣∣
Nˆ0
k is a character of Nˆ0
k
which is trivial on H ∩ Nˆ0
k
.
(4) When k is odd, U¯k,1 ∩ H = NM2n−k,2n ∩ H = 1. When k is even, U¯k,1 ⊂ H and
NM2n−k,2n ⊂ H .
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(5) For k = 1, . . . ,n we have [U¯2k,1, N
M
2n−2k+1,2n] = U¯1,1 ⊂ Nˇ0
2k−1
. Moreover, if x =
ℓ(αǫs2n2k,1) ∈ U¯2k,1 and y = ̺(I2n + βǫ2n−2k+1,2n) ∈ N
M
2n−2k+1,2n then ΨX0,t([x, y])
−1 =
ψ(αβ).
Indeed, the proof of the first three properties is similar to that of Lemma 8.3. We
omit the details. The fourth property is clear, while the last one follows from a simple
computation.
Applying Lemma A.1 (resp. A.3) if k is odd (resp. even) we obtain the relation
LU¯k+1,1,Ψ−1X0,t
◦ LH
Nˆ0
k
,Ψ−1X0,t
◦ f = LH
Nˆ0
k+1
,Ψ−1X0,t
◦ f, k = 0, . . . , 2n− 1
for any f ∈ C∞c (H\G). In particular, for k = 0, LU¯1,1,Ψ−1X0,t
◦ φ is absolutely convergent
where φ = LH
Nˆ 4n−1,Ψ−1X0,t
◦ f . Thus by Lemma 2.6 and the fact ΨX0,t
∣∣
U¯
= ψ−1
U¯
, we get the
first equation in (10.4c). The second relation in (10.4c) follows from the above identity by
induction on k. 
10.2. Functional identity: II. We now prove Proposition 7.7. Recall that for t ∈ TM:
(10.5) T t,F(N,ψN ) ◦ T
(N,ψN )
(H,1) (L)(e) =
∆(t)−1LUn−1 ◦ L
reg
Vn−1,ψV△
◦ LTn−1 [fn−1] ◦ · · · ◦ LU1 ◦ L
reg
V1,ψV△
◦ LT1[f1] ◦ Υ˜(L; t, e).
We continue to assume that L ∈ C∞c (H\G). Observe ΨX0(̺(tnt
−1)) = ΨXM,t(n) for
n ∈ NM and ΨX0(u¯) = ψ
−1
U¯
(u¯) for u¯ ∈ U¯ . Thus by Lemma 10.1,
Υ˜(L; t,m) = ∆(t)
∫
(H∩N♭M )\N
♭
M
∫
(U¯∩H)\U¯
L(u¯n̺(m))ψU¯ (u¯)Ψ
−1
XM,t
(n) du¯ dn.
Let H♭M = HM ∩M
♭. Define
(10.6) Λ(L;m) := LHU¯,ψU¯ ◦ L(̺(m)) =
∫
HU¯\U¯
L(u¯̺(m))ψU¯(u¯) du¯
so that
(10.7) Υ˜(L; t,m) = ∆(t)L
H♭
M
N♭
M
,Ψ−1X
M
,t
◦ Λ(L;m).
Lemma 10.2. The restriction of Λ(L; ·) to M♭ belongs to C∞c (H
♭
M\M
♭, χ0) where χ0 =
(δHP δ
−1
P ) ◦ ̺
∣∣
H♭
M
.
Proof. Clearly, Λ(L; ·) is H♭M-equivariant. Since HP¯\H is compact, the restriction of L to P¯
is compactly supported modulo HP¯ . It follows that Λ(L; ·) is compactly supported modulo
HM . It remains to observe that H
♭
M\M
♭ is closed in HM\M, or equivalently, that the orbit
of E = diag(1,−1, . . . , 1,−1) under conjugation by M♭ is closed. However, it is easy to
see that this orbit consists of the matrices of the form
(
1 x 0
0 A 0
0 y −1
)
where A ∈ GL2(n−1) is
an involution with characteristic polynomial (λ2 − 1)n−1 and x, y are row vectors of size
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2(n − 1) such that x(A + I2(n−1)) = y(A− I2(n−1)) = 0. This is clearly a closed subset of
M. In particular, H♭M\M
♭ is an affine variety. 
For fk ∈ C∞c (Tk), we let f
′
k(t) = fk(t)∆(t). From (10.5) and (10.7), T
t,F
(N,ψN )
◦T (N,ψN )(H,1) (L)(e)
is equal to
LUn−1 ◦ L
reg
Vn−1,ψV△
◦ LTn−1 [f ′
n−1] ◦ · · · ◦ LU1 ◦ L
reg
V1,ψV△
◦ LT1 [f ′1] ◦ L
H♭
M
N♭
M
,Ψ−1XM,t
◦ Λ(L; e).
(Note that L
H♭
M
N♭
M
,Ψ−1XM,t
◦Λ(L;m) is a function of two variables (t,m) through the dependence
of ΨXM,t on t.) We will show that for any L ∈ C
∞
c (H\G) and t ∈ T
′′ we have
(10.8) LUn−1 ◦ LVn−1,ψV△ ◦ L
Tn−1 [f ′
n−1] ◦ · · · ◦ LU1 ◦ LV1,ψV△ ◦ L
T1 [f ′1] ◦ L
H♭
M
N♭
M
,ψ−1NM,t
◦ Λ(L; e)
= c(F)L
H♭
M
Z,ψ−1Z
◦ Λ(L; e).
Taking into account the definition (10.6) of Λ(L; ·) and (6.2) we get
T t,F(N,ψN ) ◦ T
(N,ψN )
(H,1) (L) = c(F)L
H
E,ψ−1
E
◦ L(e) = c(F)
∫
HE\E
L(u)ψ−1E (u) du
which is the statement of Proposition 7.7.
It remains to prove (10.8). Recall the definition of Mˆk in §8.1. By Lemma 8.3, ΨXM,t
∣∣
Mˆk
is a character of Mˆk. Also recall that Mˆ2n = Z and ΨXM,t
∣∣
Z
= ψZ for t ∈ T ′′. Thus from
Lemma 10.2, (10.8) is the case k = n− 1 of the last part of the Lemma below.
Lemma 10.3. Assume f ∈ C∞c (H
♭
M\M
♭, χ0). Then for any k = 1, . . . ,n− 1 and t ∈ TM:
(1) L
H♭
M
Mˆ2k,Ψ−1X
M
,t
◦ f is invariant under t 7→ tt′ where t′ ∈ Tk.
(2) LVk,ψV△ ◦ L
H♭
M
Mˆ2k,Ψ−1XM,t
◦ f = L
H♭
M
Mˆ2k+1,Ψ−1XM,t
◦ f .
(3) LUk ◦ L
H♭
M
Mˆ2k+1,Ψ−1XM,t
◦ f = L
H♭
M
Mˆ2k+2,Ψ−1XM,t
◦ f .
Thus,
LUk ◦ LVk,ψV△ ◦ L
Tk [f ′k] ◦ · · · ◦ LU1 ◦ LV1,ψV△ ◦ L
T1[f ′1] ◦ L
H♭
M
N♭
M
,Ψ−1XM,t
◦ f
=
( k∏
i=1
∫
Ti
f ′i(t
′) dt′
)
L
H♭
M
Mˆ2k+2,Ψ−1XM,t
◦ f.
Proof. The first part follows from Lemma 8.3 part 4. For the second and third parts we
will apply Lemmas A.3 and A.1 respectively with G0 = M
♭, H0 = H
♭
M and χ0 as above.
Observe that for k = 1, . . . ,n− 1
(10.9) Uk−1,M2k−1 ⊂ H♭M, V
k ∩H♭M =M
2k ∩H♭M = 1.
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We claim that the data A = Mˆ2k, A′ = Mˆ2k+1, B = Mˇ2k, C = Vk, D = M4n−1−2k and
Ψ = ΨXM,t satisfy the conditions in Lemma A.3. This follows from Lemma 8.3. Thus, the
second part follows from Lemma A.3.
Similarly, for the third part, we apply Lemma A.1 to the data A = Mˆ2k+1, A′ = Mˆ2k+2,
B = Mˇ2k+1, C = Uk, D = M4n−2−2k and Ψ = ΨXM,t. In this case by (8.3), n¯ 7→
ψ(〈n¯, ·〉2k+1,t) gives an isomorphism between C and D̂ preserving Haar measure.
Finally, the last part follows immediately by induction on k. Note that Mˆ2 = N ♭M. 
This concludes the proof of Proposition 7.7.
11. Variants and complementary results
We finish the paper with some auxiliary results (Lemma 11.6 and Corollaries 11.9 and
11.10 below) which will be used in a sequel of this paper. They are variants of the results
of the previous sections and are proved in a similar way. The results do not seem to fit a
general pattern and are hard to motivate by themselves. The only reason to include them
here is that they are simple modifications of earlier results.
11.1. Recall that P ′M is the second mirabolic subgroup of M consisting of matrices whose
first column is (1, 0, . . . , 0). Let T ′M = {diag(In, t) : t ∈ GLn diagonal}.
Consider the subspace C∞c (NM\P
′
M, ψNM)♮ of C
∞
c (NM\P
′
M, ψNM) consisting of the W ’s
such that7 W
∣∣
T ′
M
⋉V△
∈ C∞c (T
′
M ⋉ V△). For W ∈ C
∞
c (NM\P
′
M, ψNM)♮ define
T (Z,ψZ)(NM,ψNM )
(W ) = LV△,ψV△ ◦ LT ′M,∆−1|det|
n ◦W.
Note that T (Z,ψZ)(NM,ψNM)
(W ) ∈ Csm(Z\P ′M, ψZ) since T
′
M stabilizes the character ψZ
∣∣
Z∩NM
=
ψNM
∣∣
Z∩NM
. Recall that by Lemma 3.2 (or rather, its analogue for P ′M) ifW ∈ C
∞
c (NM\P
′
M, ψNM)
then LNMP ′
M
∩HM
(W ) ∈ C∞c (P
′
M ∩HM\P
′
M). Consider
LHM
NM,ψ
−1
NM
: C∞c (P
′
M ∩HM\P
′
M)→ C
sm(NM\P
′
M, ψNM)
and
LNMP ′
M
∩HM
: C∞c (NM\P
′
M, ψNM)→ C
∞
c (P
′
M ∩HM\P
′
M).
Then LHM
NM,ψ
−1
NM
◦ LNMP ′
M
∩HM
= id by (the analogue of) Lemma 3.7.
In this subsection we prove the following functional identity.
Proposition 11.1. We have
T (Z,ψZ)(NM,ψNM)
= LHM
Z,ψ−1Z
◦ LNMP ′
M
∩HM
on C∞c (NM\P
′
M, ψNM)♮,
or equivalently
T (Z,ψZ )(NM,ψN
M
) ◦ L
HM
NM,ψ
−1
NM
= LHM
Z,ψ−1
Z
on LNMP ′
M
∩HM
(C∞c (NM\P
′
M, ψNM)♮).
7This condition is not automatic since the set NM · T ′M · V△ is not closed.
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We first write T (Z,ψZ)(NM,ψNM )
as an iterated integral. Let T k be the image of the co-character
τk(x) := diag(1, . . . , 1,
k times︷ ︸︸ ︷
x, . . . , x) ∈ TM,
so that T ′M =
∏
n
k=1 T
k.
Lemma 11.2. For any W ∈ C∞c (NM\P
′
M, ψNM)♮,
T (Z,ψZ )(NM,ψN
M
)(W ) = LUn−1 ◦ LTn,Ξ˜n ◦ LVn−1,ψV△ ◦ · · · ◦ LU0 ◦ LT 1,Ξ˜1 ◦ LV0,ψV△ ◦W
where Ξ˜k(τk(x)) = |x|
nk−k2+k−1, k = 1, . . . ,n.
Proof. Using (7.10) we write the (absolutely convergent) integration T (Z,ψZ)(NM,ψNM)
(W ) over V△
as an iterated integral over V0,U0, . . . ,Vn−1,Un−1, and write the integration over T ′M as an
iterated integral over T k (k = 1, . . . ,n). Thus, T (Z,ψZ)(NM,ψN
M
)(W ) equals
LUn−1 ◦ LVn−1,ψV△ ◦ · · · ◦ LU0 ◦ LV0,ψV△ ◦ LTn,Ξn ◦ · · · ◦ LT 1,Ξ1 ◦W
where for t = τk(x) ∈ T k
Ξk(t) := ∆
−1(t) |det t|n = |x|nk−
k+k2
2 , k = 1, . . . ,n.
(We recall that ψV△ is trivial on U
i, i = 0, . . . ,n− 1.)
It is easy to see that for i = 0, . . . , k − 1, T k stabilizes (V i, ψV△
∣∣
Vi
) under conjugation.
Of course T k normalizes U i for all i. For t ∈ T k let Ξ′k,i(t) = δT k;U i(t
−1) and Ξ′′k,i(t) =
δT k;Vi(t
−1). By a change of variable r 7→ t−1rt we have
LU i ◦ LT k,Ξ ◦ f(g) =
∫
U i
∫
T k
f(trg)Ξ(t) dt dr
=
∫
U i
∫
T k
f(rtg)Ξ(t)Ξ′k,i(t) dt dr = LT k,ΞΞ′k,i ◦ LU i ◦ f(g)
and (for i < k)
LVi,ψV△ ◦ LT k,Ξ ◦ f(g) =
∫
Vi
∫
T k
f(trg)ψV△(r)Ξ(t) dt dr
=
∫
Vi
∫
T k
f(rtg)ψV△(r)Ξ(t)Ξ
′′
k,i(t) dt dr = LT k,ΞΞ′′k,i ◦ LVi,ψV△ ◦ f(g)
for any function f onG and Ξ on T k, provided that the double integral converges absolutely.
The lemma follows by making the above changes of variables for all pairs (i, k) with
i < k − 1 (first type) and i < k (second type) and noting that
Ξ˜k = Ξk
k−2∏
i=0
Ξ′k,i
k−1∏
i=0
Ξ′′k,i
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on T k. Indeed,
∏k−2
i=0 Ξ
′
k,i(t)
∏k−1
i=0 Ξ
′′
k,i(t) is the modulus function of t
−1 acting on the group
Xˆ 2k−1 ∩N tM, which is easy to compute. 
Recall from definition (7.6) (with t = e) that
Ψe(mm) = ψNM(m)ψNM(m
t)−1, m ∈ NM, m ∈ N
t
M.
In particular, Ψe
∣∣
NM
= ψNM and Ψe
∣∣
V△
= ψ−1V△ .
We apply the Lemmas in Appendix A for G0 = P ′M, H0 = HM ∩ P
′
M and χ0 = 1.
Observe that the modulus function of τk(x)
−1 acting on Xˆ 2k−1∩HM\Xˆ 2k−1 by conjugation
is |x|nk−k
2+k, i.e.
(11.1) Ξ˜k(τk(x)
−1) = |x| δT k;Xˆ 2k−1∩HM\Xˆ 2k−1(τk(x)).
Write X 2k = X 2k◦ ×N
M
k,k+1 where
X 2k◦ = {I2n + u : ui,j = 0 if i+ j 6= 2k + 1 or j ≤ i+ 1}.
Lemma 11.3. For any f ∈ C∞c (P
′
M ∩HM\P
′
M) and k = 1, . . . ,n we have
(1) LVk−1,Ψ−1e ◦ L
HM
Xˆ 2k−2,Ψ−1e
◦ f = LHM
Xˆ 2k−1,Ψ−1e
◦ f .
(2) LT k,Ξ˜k ◦ L
HM
Xˆ 2k−1,Ψ−1e
◦ f = LHM
X 4n−2k◦ ⋉Xˇ 2k−1,Ψ
−1
e
◦ f .
(3) LUk−1 ◦ L
HM
X 4n−2k◦ ⋉Xˇ 2k−1,Ψ
−1
e
◦ f = LHM
Xˆ 2k ,Ψ−1e
◦ f .
Therefore for k = 0, . . . ,n,
(11.2) LUk−1 ◦LT k,Ξ˜k ◦LVk−1,ψV△ ◦ · · · ◦LU0 ◦LT 1,Ξ˜1 ◦LV0,ψV△ ◦L
HM
NM,ψ
−1
NM
◦ f = LHM
Xˆ 2k,Ψ−1e
◦ f.
Proof. We first recall (similarly to (10.9)) that for all k
(11.3) Uk,X 2k−1 ⊂ HM ∩ P
′
M, V
k ∩HM = X
2k ∩HM = 1.
For part 1, use Lemma A.3, with the data A = Xˆ 2k−2, A′ = Xˆ 2k−1, A˜ = X˜ 2k−2,
B = Xˇ 2k−2, C = Vk−1, D = X 4n−2k+1 and Ψ = Ψ−1e . From (11.3) and Lemma 8.3, the
conditions of Lemma A.3 are satisfied.
For part 2, use Lemma A.4 with the data A = Xˆ 2k−1, B = X 4n−2k◦ ⋉ Xˇ
2k−1, C = T k,
D = NM2n−k,2n−k+1 and Ψ = Ψ
−1
e . The conditions in Lemma A.4 are easy to verify in our
case. In particular, for c = τk(x
−1) ∈ C, d = I2n + yǫ2n−k,2n−k+1 ∈ D and b ∈ B, we have
Ψ−1e (cbdc
−1) = Ψ−1e (bd)ψ((1 − x)y). Thus we apply Lemma A.4 with τ(x) = τk(x
−1) and
ι(d) = y. Taking into account (11.1), we get part 2.
For part 3, use Lemma A.1, with the data A = X 4n−2k◦ ⋉ Xˇ
2k−1, A′ = Xˆ 2k, B = Xˇ 2k−1,
C = Uk−1, D = X 4n−2k◦ and Ψ = Ψ
−1
e . It is easy to check that C normalizes A. From
(11.3) and Lemma 8.3, to check the remaining conditions of Lemma A.1 we observe that
for c ∈ C and d ∈ X 4n−2k◦ we have [c, d] ∈ Xˇ
2k−1 with
Ψ−1e ([c, d]) = ψ(
k−1∑
i=1
c2n−k+1+i,2n−k−i+1(d2n−k−i,2n−k+1+i + d2n−k−i+1,2n−k+i))
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(where d2n−k,2n−k+1 = 0). Thus c 7→ Ψ−1e ([c, ·]) gives an isomorphism C → D̂ preserving
Haar measure. Applying Lemma A.1, we get part 3.
Finally, the last part follows by induction since Xˆ 0 = NM. 
To finish the proof of Proposition 11.1 we apply the above Lemma to f = LNMP ′
M
∩HM
◦W
with W ∈ C∞c (NM\P
′
M, ψNM)♮. Then W = L
HM
NM,ψ
−1
N
M
◦ f . Since Xˆ 2n = Z and Ψe
∣∣
Z
= ψZ ,
the proposition follows from the k = n case of (11.2) and Lemma 11.2.
11.2. Next we note the following simple lemma.
Lemma 11.4. Let G1 and G2 be two subgroups of G3, χ a character of G1, Ξ a function
of G2. Let c ∈ G3 be such that [b, c] ∈ G1 for all b ∈ G2. Let χc be the function of G2 given
by χc(b) := χ([b, c]). (It is not necessarily a character.) Then for any f ∈ C(G1\G3, χ) we
have E [c] ◦ LG2,Ξ ◦ f = LG2,Ξχc ◦ E [c] ◦ f .
Proof. This is just a restatement of the identity∫
G2
f(bc·)Ξ(b) db =
∫
G2
f([b, c]cb·)Ξ(b) db =
∫
G2
f(cb·)Ξ(b)χc(b) db. 
Let E0 = diag((−1)i−1) ∈ GLn. Set E1 := diag(E∗0 , E0) ∈ M and ǫ = ℓ(aE1) with some
parameter a ∈ F . Let ǫ′ =
(
In aE0wn
In
)
∈ M so that wˆǫwˆ−1 = ̺(ǫ′).
Lemma 11.5. For any k < 2n − 1, t ∈ TM and x ∈ X
k
we have [x, ǫ′] ∈ Xˇ k and
ΨXM,t([x, ǫ
′]) = 1. Moreover, if k = 2n − 1 then for any t ∈ T ′′ and x ∈ X
k
we have
[x, ǫ′] ∈ Xˇ k and ΨXM,t([x, ǫ
′]) = 1.
Proof. If k < 2n − 1 then x, ǫ′ ∈ Xˆ k+1 and therefore [x, ǫ′] ∈ Xˇ k. Also, ΨXM,t([x, ǫ
′]) = 1
since ΨXM,t
∣∣
Xˆk+1
is a character. In the case k = 2n− 1 it is no longer true that ǫ′ ∈ Xˆ k+1.
However, ǫ′ ∈ Xˆ k and thus [X
k
, ǫ′] ⊂ [X
k
, Xˆ k] ⊂ Xˆ k by Lemma 8.3. Similarly, ǫ′ ∈ X 2n =
X 4n−k−1 so that [X
k
, ǫ′] ⊂ [Xˆ k+1,X 4n−k−1] ⊂ Xˆ k+1. Thus [X
k
, ǫ′] ⊂ Xˆ k ∩ Xˆ k+1 = Xˇ k.
Moreover, explicit computation (using the particular form of ǫ′ and ΨXM,t) shows that
ΨXM,t([x, ǫ
′]) = 1. 
Let M♭♭ ⊂ M♭ be the kernel of the character m 7→ m1,1 of M♭. Note that M♭♭ contains
any unipotent subgroup of M♭ and that
(11.4) ǫ′ normalizes M♭♭.
Let Ξǫ′ be the function on T
′
M defined by
Ξǫ′(t) = ψNM(tǫ
′t−1).
Explicitly if t = diag(1, . . . , 1, t1, . . . , tn) then Ξǫ′(t) = ψ((−1)n+1at
−1
1 ). Let
T ǫ
′
(W ) = LV△,ψV△ ◦ LT ′M,Ξǫ′∆−1|det|
n ◦W
for W ∈ C∞c (NM\P
′
M, ψNM)♮.
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Lemma 11.6. For any W ∈ C∞c (NM\P
′
M, ψNM)♮ we have
(11.5) T ǫ
′
(W ) = E [ǫ′] ◦ LHM
Z,ψ−1Z
◦ LNMP ′
M
∩HM
◦W.
Thus, if π ∈ Irrgen,metaM is unitarizable, for any W ∈ W
ψNM (π) such that W
∣∣
P ′
M
∈
C∞c (NM\P
′
M, ψNM)♮ we have
T ǫ
′
(W ) = E [ǫ′] ◦ LHM
Z,ψ−1Z
◦ LNMPM∩HM ◦W.
Proof. As in the proof of Proposition 11.1, let f = LNMP ′
M
∩HM
◦W ; then W = LHM
NM,ψ
−1
NM
◦ f .
As in Lemma 11.2 we get the following iterated integral expression of T ǫ
′
(W ):
LUn−1 ◦ LTn,Ξǫ′ Ξ˜n ◦ LVn−1,ψV△ ◦ · · · ◦ LU0 ◦ LT 1,Ξ˜1 ◦ LV0,ψV△ ◦ L
HM
NM,ψ
−1
NM
◦ f.
Here we use the fact that Ξǫ′(
∏
n
i=1 ti) = Ξǫ′(tn) when ti ∈ T
i for 1 ≤ i ≤ n.
Now use (11.2) for k = n−1 and then part 1 of Lemma 11.3 (for k = n). Recalling that
Ψe
∣∣
V△
= ψ−1V△ we get
T (Z,ψZ)(NM,ψN
M
) ◦ L
HM
NM,ψ
−1
N
M
◦ f = LUn−1 ◦ LTn,Ξǫ′ Ξ˜n ◦ L
HM
Xˆ 2n−1,Ψ−1e
◦ f.
Next note ǫ′ ∈ Xˆ 2n−1. Moreover for t ∈ T n, we have [t, ǫ′] ∈ Xˆ 2n−1 with Ψe([t, ǫ′]) =
Ξǫ′(t)Ψe(ǫ
′)−1. From Lemma 11.4 we get
LTn,Ξǫ′ Ξ˜n ◦ L
HM
Xˆ 2n−1,Ψ−1e
= Ψe(ǫ
′)−1LTn,Ξǫ′ Ξ˜n ◦ E [ǫ
′] ◦ LHM
Xˆ 2n−1,Ψ−1e
= E [ǫ′] ◦ LTn,Ξ˜n ◦ L
HM
Xˆ 2n−1,Ψ−1e
.
From parts 2 and 3 of Lemma 11.3 for k = n, to prove (11.5) we are left to show that
LUn−1 ◦ E [ǫ
′] ◦ LHM
X 2n◦ ⋉Xˇ 2n−1,Ψ
−1
e
= E [ǫ′] ◦ LUn−1 ◦ L
HM
X 2n◦ ⋉Xˇ 2n−1,Ψ
−1
e
.
From Lemma 11.5 (for k = 2n − 1) we get that for any r ∈ Un−1, [r, ǫ′−1] ∈ Xˇ 2n−1 with
Ψe([r, ǫ
′−1]) = 1. The above relation follows from Lemma 11.4.
When W ∈ WψNM (π), we also have f = LNMPM∩HM ◦W by Proposition 3.8. The second
assertion follows. 
11.3. Define a character ψˆU¯△ on U¯
△ by ψˆU¯△(u¯) = ψ(−au¯3n,n+1). We show the following
variant of Proposition 9.1.
Lemma 11.7. For any L ∈ C(H\G) we have
(11.6) LU¯△,ψˆ
U¯△
◦ LH,reg
N,ψ−1N
◦ L = E [ǫ] ◦ LH,reg
A,ψ−1A
◦ L.
Proof. Again by continuity, we only need to prove the identity for L ∈ C∞c (H\G). By
Corollary 7.2 we can write the left-hand side as an iterated integral:
LU¯2n−1,ψˆ
U¯△
◦ LU¯2n−2 ◦ · · · ◦ LU¯1 ◦ L
H
N,ψ−1N
◦ L.
Here we note that ψˆU¯△ is trivial on all U¯
k with k < 2n− 1. Applying (9.5) for k = 2n− 2
we get that the above is
LU¯2n−1,ψˆ
U¯△
◦ LH
Nˆ 2n−1,Ψ−1X0
◦ L.
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Note that ǫ ∈ Nˆ 2n−1 and ΨX0(ǫ) = 1. From property (9.3) and the statements immediately
preceding it, (applied in case k = n) we get for any v¯ ∈ U¯2n−1, [v¯, ǫ] ∈ Nˆ 2n−1 with
ΨX0([v¯, ǫ]) = ψˆU¯△(v¯). Thus from Lemma 11.4 the above equals:
LU¯2n−1,ψˆ
U¯△
◦ E [ǫ] ◦ LH
Nˆ 2n−1,Ψ−1X0
◦ L = E [ǫ] ◦ LU¯2n−1 ◦ L
H
Nˆ 2n−1,Ψ−1X0
◦ L.
The Lemma follows now from (9.4) (with k = 2n− 1). 
11.4. Let NM,△ ⊂ M be the direct product of the commuting one-parameter root sub-
groups 〈NMi,j : n < i ≤ 2n, 1 < j ≤ 2n + 1 − i〉. We supplement Lemma 7.4 with the
following:
Lemma 11.8. Let K0 ∈ CSGR(G) and k = 1, . . . ,n− 1. Then for any φ(t,m) ∈ Ck(TM×
M)K0 we have
(11.7) Lreg
Vk,ψV△
◦ E [ǫ′] ◦ φ(t, ·) = E [ǫ′] ◦ Lreg
Vk,ψV△
◦ φ(t, ·)
if either side is well defined. Similarly, for any φ(t,m) ∈ C′k(TM ×M)
K0 (and if k = n− 1
when t ∈ T ′′) we have
(11.8) LUk ◦ E [ǫ
′] ◦ φ(t, ·) = E [ǫ′] ◦ LUk ◦ φ(t, ·).
Finally, suppose that φ(t,m) ∈ Cn(TM ×M)K0. Then for all t ∈ ΩTM a compact subset of
TM, as a function of m ∈ NM,△, E [ǫ′] ◦ φ(t,m) is supported on some Ω ∈ CSGR(NM,△)
determined by ΩTM and K0.
Proof. To prove (11.7), we show that for x ∈ Vk and φ(t,m) ∈ Ck(TM ×M)K0 , we have
φ(t, ǫ′xg) = φ(t, xǫ′g). This follows from (7.9b) since by Lemma 11.5 and (11.4), [x, ǫ′] ∈
Xˆ 2k ∩M♭♭ = Mˆ2k and ΨXM,t([x, ǫ
′]) = 1. Similarly, for φ(t,m) ∈ C′k(TM ×M)
K0 we have
φ(t, ǫ′xg) = φ(t, xǫ′g) for x ∈ Uk, hence (11.8).
Now suppose that φ(t,m) ∈ Cn(TM ×M)K0. Note that for n ∈ Mˆ2n, [n, ǫ′] ∈ Mˆ2n by
Lemma 8.3 part 1 and (11.4). Thus E [ǫ′] ◦ φ(t, nm) = φ(t, ǫ′nm) = Ψ′XM,t(n)E [ǫ
′] ◦ φ(t,m)
where Ψ′XM,t(n) = ΨXM,t(ǫ
′n(ǫ′)−1).
For fixed j, let Yj be the product of 〈NMi,j : n < i ≤ 2n + 1 − j〉. Let N
k
△ =
∏
n
j=k Yj.
Then
(11.9) N j△ = N
j+1
△ × Yj, NM,△ = N
2
△, N
n+1
△ = 1.
Fix j with 1 < j ≤ n. Let Y ′j be the product of 〈N
M
j−1,i : n < i ≤ 2n+1− j〉. Then Y
′
j ⊂
Mˆ2n and cdc−1 ∈ Mˆ2n when c ∈ N j△ and d ∈ Y
′
j . Moreover, Ψ
′
XM,t
([c, d]) = ψ(〈c, d〉Yj ,t)
where c is the projection of c to Yj and 〈, 〉Yj ,t is a non-degenerate pairing between Yj and
Y ′j depending continuously on t. Thus for any r ∈ N
j+1
△ , c ∈ Yj and d ∈ Y
′
j we have
φ(t, rcd) = ψ(〈c, d〉Yj ,t)Ψ
′
XM,t
(d)φ(t, rc)
by condition (7.9b). Lemma 2.9 implies that for any t ∈ ΩTM , c 7→ φ(t, rc) is supported on
some Ωj ∈ CSGR(Yj) which is determined by ΩTM , and K0 and independent of r ∈ N
j+1
△ .
It follows from (11.9), m 7→ φ(t,m) is compactly supported on N j△ if and only if it is so on
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N j+1△ . Since N
n+1
△ = 1, we conclude that φ(t,m) is compactly supported on NM,△ = N
2
△,
uniformly for t ∈ ΩTM . 
Corollary 11.9. Let W ∈ Csm(Z ′MN\G,ψN ), t ∈ T
′′ and F ∈ C∞c (S) = ⊗iC
∞
c (Ti). Then
(11.10) T t,F∗ (Ws) := ∆(t)
−1LNM,△ ◦ LUn−1 ◦ L
reg
Vn−1,ψV△
◦ LTn−1 [fn−1] ◦ · · ·
◦ LU1 ◦ L
reg
V1,ψV△
◦ LT1 [f1] ◦ E [ǫ
′] ◦ΥWs(t, e)
is analytic in s and locally constant in t ∈ T ′′, uniformly in s. It equals
∆(t)−1LNM,△ ◦ E [ǫ
′] ◦ LUn−1 ◦ L
reg
Vn−1,ψV△
◦ LTn−1 [fn−1] ◦ · · ·
◦ LU1 ◦ L
reg
V1,ψV△
◦ LT1[f1] ◦ΥWs(t, e).
Moreover it equals
(11.11) ∆(t)−1
∫
S
∫
̺(V△)⋉NM,△
∫
U¯
F(t′)W (̺(tt′)u¯̺(ǫ′v)·)ψV△(r)ψU¯(u¯) du¯ dr dt
′
when the integrals converge. Here the character ψV△ on V△ ⋉NM,△ factors through V△.
Proof. It follows from Lemma 7.1, Corollary 7.6 and Lemma 11.8 that, for all t in a fixed
compact subset ΩT ′′ , the iterated integral (11.10) equals the integration (11.11) with the do-
main of integration for u¯ and r replaced by some open compact subgroups Ω1 ∈ CSGR(U¯)
and Ω2 ∈ CSGR(V△ ⋉ NM,△), dependent on W and ΩT ′′ , but independent of s. Thus we
get that (11.10) is analytic in s and locally constant in t ∈ T ′′, uniformly in s. The second
claim follows from Lemmas 11.8, as clearly the operators LTi[fi] and E [ǫ′] commute. The
last claim follows from Lemma 2.6. 
From Proposition 7.7, we get for L ∈ C(H\G) and W = T (N,ψN )(H,1) (L), for any t ∈ T
′′ and
F ∈ ⊗iC∞c (Ti),
(11.12) T t,F∗ (W ) = c(F)L̺(NM,△) ◦ E [̺(ǫ
′)] ◦ T (E,ψE)(H,1) (L).
11.5. Let U¯△ = wˆ
−1̺(NM,△)wˆ. Then U¯△ ⊂ U¯ and U¯△ ∩ U¯△ = 1. Let U¯q = U¯△ × U¯△. It
consists of u¯ with u¯2n+i,j = 0 whenever i ≥ n and j ≤ n. We extend the character ψˆU¯△
trivially to U¯q. It is proved in [LM13, Lemma 4.5] that for any W ∈ Csm(N\G,ψN), W
∣∣
U¯q
is compactly supported. In particular, the integral
T ′(W ) := LU¯q,ψˆ
U¯△
◦W
is well defined.
We have the following corollary of the previous discussion.
Corollary 11.10. Let π ∈ Irrtemp,metaM, let W ∈ Ind(W
ψNM (π), 1
2
), then for any t ∈
T ′′ and F ∈ ⊗iC∞c (Ti), T
t,F
∗ (M
∗W )(wˆ·) = c(F)ǫnπT
′(M∗W )(·). Moreover T ′(M∗W ) =
ǫn+1π E [wˆ] ◦ L̺(NM,△) ◦ E [̺(ǫ
′)] ◦ T (E,ψE)(H,1) (L).
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Proof. By Proposition 4.6, we see
T t,F∗ (M
∗W ) = ǫπT
t,F
∗ (T
(N,ψN )
(H,1) (L)), T
′(M∗W ) = ǫπT
′(T (N,ψN )(H,1) (L))
where L = T ∗,(H,1)(N,ψN ) (W ) ∈ C
ǫπ(H\G). By (11.12),
T t,F∗ (M
∗W ) = c(F)ǫπL̺(NM,△) ◦ E [̺(ǫ
′)] ◦ T (E,ψE)(H,1) (L).
On the other hand,
T ′(M∗W ) = ǫπLU¯△ ◦ E [ǫ] ◦ T
(A,ψA)
(H,1) (L)
by Lemma 11.7. Using (6.5), we get
T ′(M∗W ) = ǫn+1π LU¯△ ◦ E [ǫ] ◦ E [wˆ] ◦ T
(E,ψE)
(H,1) (L).
The Corollary follows from the relation
LU¯△ ◦ E [ǫ] ◦ E [wˆ] = LU¯△ ◦ E [wˆ] ◦ E [̺(ǫ
′)] = E [wˆ] ◦ L̺(NM,△) ◦ E [̺(ǫ
′)]. 
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Appendix A. Some integration lemmas
In this appendix all groups are algebraic over a local field F (or their groups of F -points)
and all isomorphisms are defined over F . We fix a group G0, a closed subgroup H0 such
thatH0\G0 is affine, and a continuous character χ0 : H0 → R>0. The following statements
are in the spirit of [GRS11, §7.1]. (See also [GRS99a, Lemma 2.2].)
We fix a non-trivial character ψ of F . It determines a self-dual Haar measure on F , as
well as a Haar measure on F ∗. Throughout this section we assume that Haar measures
on groups and their semidirect products are chosen compatibly, and all isomorphisms are
compatible with Haar measures.
Lemma A.1. Let A,A′, A˜, B, C,D be closed unipotent subgroups of G0 satisfying the fol-
lowing properties.
(1) A = D · B, D normalizes B and B ∩D ⊂ H0.
(2) A˜ = C ⋉ A, A′ = C ⋉ B.
(3) A ∩H0 = (D ∩H0) · (B ∩H0).
(4) D ∩H0 is normal in D and D ∩H0\D is abelian.
(5) C ⊂ H0 and there is a homeomorphism ι between C and the Pontryagin dual of
D ∩H0\D, preserving Haar measures.
Let Ψ ∈ C∞(A ∩H0\A˜) be such that for any a ∈ A, c ∈ C:
Ψ(ca) = Ψ(cac−1) = Ψ(a) 〈ι(c), a〉 ,
where a is the image of a under the projections A→ D∩H0\D. Then we have LC ◦L
H0
A,Ψ ◦
f = LH0B,Ψ ◦ f = L
H0
A′,Ψ ◦ f for any f ∈ C
∞
c (H0\G0, χ0), i.e.
(A.1)
∫
C
( ∫
A∩H0\A
f(ac)Ψ(a) da
)
dc =
∫
B∩H0\B
f(b)Ψ(b) db =
∫
A′∩H0\A′
f(a)Ψ(a) da.
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Proof. First note that the restriction of f to A is compactly supported modulo A ∩ H0
since A∩H0\A is closed in H0\G0, as a unipotent orbit on an affine variety. Similarly for
A′ and B. Make a change of variable a 7→ cac−1 on the left-hand side of (A.1). By left
(H0, χ0)-equivariance of f , it is equal to∫
C
( ∫
A∩H0\A
f(a)Ψ(a) 〈ι(c), a〉 da
)
dc.
This integral equals∫
C
( ∫
D∩H0\D
∫
B∩H0\B
f(bd)Ψ(bd)
〈
ι(c), d¯
〉
db dd
)
dc.
Let φ ∈ C∞c (D ∩H0\D) be the function φ(d¯) =
∫
B∩H0\B
f(bd)Ψ(bd) db. Then the above is
just ∫
C
φˆ(ι(c)) dc = φ(e) =
∫
B∩H0\B
f(b)Ψ(b) db.
The second equality of (A.1) is clear. 
Remark A.2. In most cases we will apply the lemma when B ∩D = 1, i.e. A = D ⋉ B.
Lemma A.3. Let A,A′, A˜, B, C,D be closed unipotent subgroups of G0 satisfying the fol-
lowing properties.
(1) D ⊂ H0.
(2) A = D ⋉B, A′ = C ⋉ B, A˜ = C ⋉ A.
(3) A′ ∩H0 = B ∩H0.
Let Ψ ∈ C∞(A ∩ H0\A˜) be such that Ψ(ac) = Ψ(a)Ψ(c) for all a ∈ A, c ∈ C. Then we
have LC,Ψ ◦ L
H0
A,Ψ ◦ f = L
H0
A′,Ψ ◦ f for any f ∈ C
∞
c (H0\G0, χ0), i.e.
(A.2)
∫
C
( ∫
A∩H0\A
f(ac)Ψ(ac) da
)
dc =
∫
A′∩H0\A′
f(a′)Ψ(a′) da′.
Proof. Since A = D ⋉ B and D ⊂ H0 we have L
H0
A,Ψ = L
H0
B,Ψ. Since A
′ ∩H0 = B ∩H0 we
have LC,Ψ ◦ L
H0
B,Ψ = L
H0
A′,Ψ. 
We will also need the following variant of Lemma A.1. This will only be used in §11.
Lemma A.4. Let A,B,C,D be closed subgroups of G0 satisfying the following properties.
(1) A is a unipotent group.
(2) A = D ⋉B and A ∩H0 = B ∩H0.
(3) There is an isomorphism ι : D → F .
(4) There is an isomorphism τ : F ∗ → C.
(5) C normalizes A.
(6) C ⊂ H0.
(7) χ0 ◦ τ = 1.
58 INDEX
Let Ψ ∈ C∞(A ∩H0\A) be such that for any a ∈ A, t ∈ F ∗
Ψ(τ(t)aτ(t−1)) = Ψ(a)ψ((1− t)ι(a¯)),
where a is the image of a under the projections A → D. Let Ξ(c), c ∈ C be the modulus
function of c−1 acting on A ∩H0\A and set Ξ
′(τ(t)) = Ξ(τ(t)) |t|, t ∈ F ∗. Then we have
LC,Ξ′ ◦ L
H0
A,Ψ = L
H0
B,Ψ for any f ∈ C
∞
c (H0\G0, χ0). In other words,
(A.3)
∫
C
( ∫
A∩H0\A
f(ac)Ψ(a) da
)
Ξ′(c) dc =
∫
B∩H0\B
f(b)Ψ(b) db.
Proof. We make a change of variable a 7→ cac−1 on the left-hand side of (A.3). By left
(H0, χ0)-equivariance of f we get∫
F ∗
( ∫
A∩H0\A
f(a)Ψ(a)ψ((1− t)ι(a)) da
)
|t| dt.
This integral equals∫
F ∗
( ∫
D
∫
B∩H0\B
f(bd)Ψ(bd)ψ((1− t)ι(d)) db dd
)
|t| dt.
Let φ(ι(d)) =
∫
B∩H0\B
f(bd)Ψ(bd) db. Then φ ∈ C∞c (F ) and the above integral is just∫
F ∗
φˆ(1− t) |t| dt =
∫
F
φˆ(x) dx = φ(0) =
∫
B∩H0\B
f(b)Ψ(b) db
as required. 
Remark A.5. We will only use the Lemmas above in the case where H0 is the fixed point
subgroup of an involution θ of G0 which stabilizes A, B, C, D. Thus, the conditions
A∩H0 = (D∩H0) · (B∩H0) (resp, A′∩H0 = B∩H0, A∩H0 = B∩H0) are automatically
satisfied.
Also, in the cases at hand the restriction of Ψ to A and to A′ will be a character (and
Ψ
∣∣
A∩H0
≡ 1). (Note however that Ψ is not a character on A˜.) Thus, the condition on Ψ
in Lemma A.1 is that it is right C-invariant and Ψ([c, d]) =
〈
ι(c), d
〉
for all c ∈ C, d ∈ D.
Appendix B. A majorization lemma
For this section let G = GLm and let B = T ⋊N be the standard Borel subgroup of G
where N is the subgroup of upper unitriangular matrices and T is the diagonal torus. Let
also K be the standard maximal compact subgroup of G. Let w0 ∈ G be the permutation
matrix corresponding to the longest Weyl element. We denote by ‖h‖ be the maximum of
the norm of the entries of h and h−1, and let σ(h) = max(1, logq(‖h‖)). We have σ(g) ≥ 1,
σ(gh) ≤ σ(g) + σ(h) and σ is bi-K-invariant.
Let Π0 be the representation parabolically induced from the trivial representation of
the B. Let φ0 be the unramified vector in Π0 such that φ0(e) = 1. For any c ≥ 0 let
Nc = {u ∈ N : val(ui,i+1) ≥ −c, i = 1, . . . , m− 1}. Similarly for N¯c ⊂ N¯ = N t. We show
the following variant of [Wal12, Proposition 3.2]:
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Lemma B.1. For any A ≥ 0 there exists A′ ≥ 0 such that∫
Nc
φ0(w0ug)σ(u)
A du≪A (σ(g) + c)
A′φ0(g)
for all c ≥ 1 and g ∈ GLm.
Proof. First, we reduce to the case g = 1, i.e., to the inequality
(B.1)
∫
Nc
φ0(w0u)σ(u)
A du =
∫
N¯c
φ0(u¯)σ(u¯)
A du¯≪A c
A′ , c ≥ 1.
Indeed, write g = nak where n ∈ N , a ∈ T and k ∈ K. Then by a change of variable we
get∫
Nc
φ0(w0ug)σ(u)
A du =
∫
Ncn
φ0(w0uak)σ(un
−1)A du
= δ0(a)
1
2
∫
a−1Ncna
φ0(w0uk)σ(aua
−1n−1)A du = δ0(a)
1
2
∫
a−1Ncna
φ0(w0u)σ(aua
−1n−1)A du.
By matrix multiplication σ(g) = σ(na) ≥ σ(a). Therefore, σ(g) ≥ 1
3
(σ(n) + σ(a)) and the
above is
≪A δ0(a)
1
2
∫
a−1Ncna
φ0(w0u)(σ(u)
A + σ(g)A) du.
Note that a−1Ncna ⊂ Nc+σ(n)+maxi logq |ai+1/ai| ⊂ Nc+4σ(g). Thus, the estimate (B.1) will give
≪A δ0(a)
1
2 (c+ σ(g))A
′
= φ0(g)(c+ σ(g))
A′
(possibly for a larger A′).
Let P¯ = M ⋊ U¯ be the parabolic subgroup stabilizing the line (0, . . . , 0, ∗)t. Let U¯c =
U¯ ∩ N¯c. We will prove (B.1) by induction on m. For the induction step it suffices to prove
that for any A ≥ 0 there exists A′ ≥ 0 such that
(B.2)
∫
U¯c
φ0(u¯1u¯2)σ(u¯1u¯2)
A du¯1 ≪A φ0(u¯2)(σ(u¯2) + c)
A′
for all u2 ∈ N¯ ∩M and c ≥ 1. (Note that φ0(u¯2) and σ(u¯2) are unchanged if we view u¯2
as an element of GLm−1.)
Clearly there exists A1 > 0 such that
(B.3) φ0(gh)≪ φ0(g)q
A1σ(h)
for any g, h ∈ GLm. Let U¯♮ denote the subgroup of U¯ consisting of elements with um,m−1 =
0. On [Wal12, p. 196-7] it is proved that for any C ′ there exists A2 > 0 such that
(B.4)
∫
U¯♮
1σ≥C(u)φ0(u)σ(u)
C′ du≪C′ q
−A2C
for all C ≥ 0.
60 INDEX
We will use the following fact ([Wal03, Lemme II.4.2]): there exists A3 > 0 such that∫
U¯
φ0(u¯)σ(u¯)
−A3 du¯ <∞.
This implies for all C and m ∈M
(B.5)
∫
U¯
1σ=C(u¯1)φ0(mu¯1) du¯1 ≪ C
A3φ0(m).
Indeed, writing m = bk where b ∈ B ∩M and k ∈ K ∩M then by a change of variable
u¯1 7→ k
−1u¯1k the left-hand side of (B.5) is∫
U¯
1σ=C(u¯1)φ0(bu¯1)du¯1 =
∫
U¯
1σ=C(u¯1)φ0(b)φ0(u¯1)du¯1
≤ CA3φ0(m)
∫
U¯
φ0(u¯1)σ(u¯1)
−A3du¯1 ≪ C
A3φ0(m).
By a similar reasoning
(B.6)
∫
U¯
φ0(mu¯1)σ(u¯1)
−A3 du¯1 ≪ φ0(m).
We break the integral in (B.2) according to the regions σ(u¯1u¯2) ≤ C1σ(u¯2) and σ(u¯1u¯2) >
C1σ(u¯2) where C1 > 1 is a constant which will be determined below. We write I1 and I2
for the corresponding integrals so that
(B.7)
∫
U¯c
φ0(u¯1u¯2)σ(u¯1u¯2)
A du¯1 = I1 + I2.
Write u¯1u¯2 = u¯2u¯
′
1. In the domain of I1 we have σ(u¯
′
1) ≤ (C1 + 1)σ(u¯2). Thus
(B.8) I1 ≤
∫
U¯
(C1σ(u¯2))
A1σ≤(C1+1)σ(u¯2)(u¯
′
1)φ0(u¯2u¯
′
1) du¯
′
1
≤
∫
U¯
((C1 + 1)σ(u¯2))
A+A3φ0(u¯2u¯
′
1)σ(u¯
′
1)
−A3 du¯1 ≪ ((C1 + 1)σ(u¯2))
A+A3φ0(u¯2)
by (B.6).
Consider now I2. On the domain of I2 we have σ(u¯1) > (C1 − 1)σ(u¯2). Also σ(u¯1u¯2) ≤
σ(u¯1) + σ(u¯2) < σ(u¯1) + C
−1
1 σ(u¯1u¯2) so that σ(u¯1u¯2) < (1 − C
−1
1 )
−1σ(u¯1). We write
u¯1 = v¯1v¯2 where v¯1 ∈ U♮ and v¯2 = I + yǫm,m−1. Once again, we break the domain of
integration of I2 to val y ≥ −C2σ(u¯1) and −c ≤ val y < −C2σ(u¯1) where 0 < C2 < 1 is a
small constant which will be fixed later. We write I3 and I4 for the corresponding integrals
so that
(B.9) I2 = I3 + I4.
In domain of I3 we have σ(u¯1) = σ(v¯1) and σ(v¯2) ≤ 1 + C2σ(u¯1). Thus, by (B.3)
φ0(u¯1u¯2) = φ0(v¯1v¯2u¯2)≪ φ0(v¯1)q
A1(σ(v¯2)+σ(u¯2))
≤ φ0(v¯1)q
A1(C2σ(u¯1)+σ(u¯2)) = φ0(v¯1)q
A1(C2σ(v¯1)+σ(u¯2)+1).
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Together with (B.4) it follows that (here V (x) = vol({y ∈ F : val y ≥ x}))
I3 ≪
∑
C>(C1−1)σ(u¯2)
qA1(σ(u¯2)+C2C+1)
∫
U¯♮
(1− C−11 )
−A1σ=C(v¯1)φ0(v¯1)σ(v¯1)
AV (−C2σ(v¯1)) dv¯1
≪A
∑
C>(C1−1)σ(u¯2)
qA1σ(u¯2)+A1+C2C(A1+1)(1− C−11 )
−Aq−CA2.
Taking C2 =
1
2
A2/(A1 + 1) and C1 = 1 + 4A1/A2 we get
(B.10) I3 ≪A q
−A1σ(u¯2) ≪ φ0(u¯2)
by (B.3).
For I4, once again write u¯1u¯2 = u¯2u¯
′
1. By the same reasoning as above, σ(u¯2u¯
′
1) <
(1 − C−11 )
−1σ(u¯′1). On the domain of integration of I4 we have σ(u¯1) < c/C2 and hence
σ(u¯′1) ≤ σ(u¯1) + 2σ(u¯2) < cC
−1
2 + 2σ(u¯2). Therefore for suitable A4 we have
(B.11)
I4 ≪
∫
u¯′1∈U¯ :σ(u¯
′
1)<cC
−1
2 +2σ(u¯2)
φ0(u¯2u¯
′
1)(1− C
−1
1 )
−Aσ(u¯′1)
A du¯′1 ≪A φ0(u¯2)(c+ σ(u¯2))
A4
by (B.5). Combining (B.7), (B.8), (B.9), (B.10) and (B.11) we get (B.2). The lemma
follows. 
Appendix C. Uniqueness of degenerate Whittaker models for LQ(π)
by Marko Tadic´
As in the body of the paper for π ∈ IrrtempGL2n we denote by LQ(π) the Langlands
quotient of the induced representation I(π, 1
2
) = IndGP (π |det|
1
2 ) where G = Sp2n and
P = M ⋊ U is the (upper triangular) Siegel parabolic subgroup of G (with M = GL2n).
Also recall that N is the group of upper unitriangular matrices in G and ψN is a character
on N which is trivial on U and non-degenerate on M ∩ N . The goal of this section is to
prove the following uniqueness result.
Proposition C.1. Let π ∈ Irrtemp,metaGL2n. Then
dimHomN(LQ(π), ψN) = 1.
In other words, (since HomN(LQ(π), ψN) = HomNM (JGL(LQ(π)), ψN)) the Jacquet module
JGL(LQ(π)) of LQ(π) with respect to P (a finite length representation of M) has a unique
irreducible generic subquotient.
In the case where π is parabolically induced from distinct supercuspidal representations,
the proposition was proved in [GRS02, Proposition 5.12].
We first recall some standard facts and notation about Jacquet modules of general linear
groups and symplectic groups.
• For any ℓ-group Q we denote by R(Q) the Grothendieck group of the category
R(Q) of smooth (complex) representations of finite length of Q. It is an ordered
abelian group.
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• We denote by 1 the one-dimensional representation of the trivial group (GL0 or Sp0
depending on the context).
• We write R(GL) = ⊕m≥0R(GLm) and IrrGL = ∪m≥0 IrrGLm.
• For δi ∈ R(GLmi), i = 1, 2 we denote by δ1 × δ2 ∈ R(GLm1+m2) the representation
parabolically induced from δ1 ⊗ δ2 (with respect to the upper triangular parabolic
subgroup).
• For δ ∈ R(GLk) and σ ∈ R(Spm) we denote by δ⋊σ ∈ R(Spk+m) the representation
parabolically induced from δ ⊗ σ (once again, with respect to the upper triangular
parabolic subgroup).
• If δ ∈ R(GLm) we denote by δνs, s ∈ C the twist of δ by the character |det ·|
s of
GLm.
• If a, b ∈ R with b − a ∈ Z≥0 we write [a, b] = {a, . . . , b}. By a segment [a, b]ρ
we mean a set of the form {ρνa, . . . , ρνb} where ρ is an irreducible supercuspidal
representation of some GLm. To such a segment one associates an essentially square-
integrable representation ∆([a, b]ρ) of GLm(b−a+1). All essentially square-integrable
representations of GLn are obtained this way, for a unique segment. By convention
the empty segment corresponds to 1, i.e. ∆([a, a− 1]ρ) = 1.
• We write [a1, b1]ρ1 7→ [a2, b2]ρ2 if
(1) [a1, b1]ρ1 ∪ [a2, b2]ρ2 forms a segment which properly contains [a1, b1]ρ1 and
[a2, b2]ρ2 , and,
(2) ρ2ν
a2 = ρ1ν
a1+l with l ∈ Z>0.
• More generally, for a multisegment [a1, b1]ρ1 , . . . , [ak, bk]ρk ordered such that [ai, bi]ρi 67→
[aj, bj ]ρj for all i < j, we denote by
∆([a1, b1]ρ1 , . . . , [ak, bk]ρk)
the Langlands quotient (i.e., the unique irreducible quotient) of ∆([a1, b1]ρ1) ×
· · · × ∆([ak, bk]ρk). This gives a bijection between irreducible representations of
GLn and multisegments. The supercuspidal support of the representation above is∑k
i=1[ai, bi]ρi (multiset union).
• For δ ∈ IrrtempGLm let SP(δ) ∈ Irr GL2m be the Langlands quotient of δν
1
2 ×δν−
1
2 .
• We denote by sGL(σ) ∈ R(GLm) semisimplification of the Jacquet module JGL(σ)
of σ ∈ R(Spm) with respect to the Siegel parabolic and by sGL,gen(σ) ∈ R(GLm)
the generic part of sGL(σ) (that is, we retain only the generic representations in the
composition series of JGL(σ), with the same multiplicities).
• We have
sGL(δ ⋊ σ) =M
∗
GL(δ)× sGL(σ)
where M∗GL : R(GLm) → R(GLm) is defined in [Tad09, §2]. It satisfies M
∗
GL(δ1 ×
δ2) =M
∗
GL(δ1)×M
∗
GL(δ2).
• We denote by M∗GL,gen(δ) the generic part of M
∗
GL(δ).
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• For our purposes we only need to know M∗GL(δ) and M
∗
GL,gen(SP(δ)) for essentially
square-integrable δ. We have
(C.1) M∗GL(∆([a, b]ρ)) =
∑
c∈[a−1,b]
∆([c + 1, b]ρ)×∆([−c,−a]ρ∨)
while it follows from [KL12] that if δ = ∆([−a, a]ρ) then M∗GL(SP(δ)) equals∑
∆([c+
1
2
, a+
1
2
]ρ, [d+
1
2
, a−
1
2
]ρ)×∆([
1
2
− d, a+
1
2
]ρ∨ , [
1
2
− c, a−
1
2
]ρ∨).
where the sum is over c ∈ [−a, a + 1] and d ∈ [−a − 1, a] such that d < c. In
particular,
(C.2) M∗GL,gen(SP(δ)) = δν
− 1
2 × δ∨ν−
1
2 .
• If δ ∈ IrrtempGLm then we can write δ = δ1×· · ·×δk with δi square-integrable. Then
SP(δ) = SP(δ1)× · · · × SP(δk). It follows that (C.2) holds for δ ∈ IrrtempGLm as
well.
We are now ready to prove Proposition C.1. Since LQ(π) →֒ I(π,−1
2
) it follows from
Frobenius reciprocity that πν−
1
2 is a quotient of JGL(LQ(π)). In particular,
HomN(LQ(π), ψN) 6= 0.
We will show that πν−
1
2 is the only generic irreducible subquotient of JGL(LQ(π)), i.e.
that sGL,gen(LQ(π)) = πν
− 1
2 . Consider first the case where π = π1 × · · · × πk where
πi ∈ IrrmetaGL are square-integrable and distinct. We will prove the statement by induction
on k. The case k = 1 follows from the results of [Tad04]. More precisely, suppose that π =
∆([−a, a]ρ) with ρ∨ = ρ. Let ǫ ≥ 0 be such that ρνǫ⋊1 is reducible. Since π ∈ IrrmetaGL2n,
I(π, 1
2
) is reducible and therefore ǫ ∈ [1
2
−a, a+ 1
2
] [Tad98]. Also ǫ ∈ {0, 1
2
, 1} by the results
of Shahidi [Sha90]. By [Tad04] there exist two inequivalent subrepresentations δ1, δ2 of
I(π, 1
2
) (with δ2 = 0 if a = ǫ−
1
2
) such that
sGL(δ1) =
∑
l∈[−a− 1
2
,ǫ−1]
∆([−l, a−
1
2
]ρ)×∆([l + 1, a+
1
2
]ρ),
sGL(δ2) =
∑
l∈[ǫ,a− 1
2
]
∆([−l, a +
1
2
]ρ)×∆([l + 1, a−
1
2
]ρ).
Since
sGL(I(π,
1
2
)) = M∗GL(π) =
∑
l∈[−a− 1
2
,a+ 1
2
]
∆([−l, a−
1
2
]ρ)×∆([l + 1, a+
1
2
]ρ)
we infer that8
sGL(LQ(π)) ≤ ⊕l∈[ǫ,a+ 1
2
]∆([l + 1, a+
1
2
]ρ, [−l, a−
1
2
]ρ).
8In fact, one can easily prove equality although this is not explicitly mentioned in [ibid.]. We will not
need it.
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In particular,
sGL,gen(LQ(π)) ≤ πν
− 1
2 .
For the induction step, assuming that the statement holds for k and we will prove it for
k+1. Write πi = ∆([−ai, ai]ρi), i = 1, . . . , k+1 with ρ
∨
i = ρi. Let π
′ = π1×· · ·×πk. Since
LQ(π) is the unique irreducible quotient of πν
1
2 ⋊1, it is also a quotient of πk+1ν
1
2 ⋊LQ(π′)
(which is a quotient of πν
1
2 ⋊ 1 = πk+1ν
1
2 ⋊ (π′ν
1
2 ⋊ 1)). Taking Jacquet module we infer
that
sGL(LQ(π)) ≤M
∗
GL(πk+1ν
1
2 )× sGL(LQ(π
′)).
In particular, by induction hypothesis and (C.1)
(C.3) sGL,gen(LQ(π)) ≤ M
∗
GL(πk+1ν
1
2 )× π′ν−
1
2 =∑
c∈[−ak+1,ak+1+1]
∆([c+
1
2
, ak+1 +
1
2
]ρk+1)×∆([
1
2
− c, ak+1 −
1
2
]ρk+1)× π
′ν−
1
2 .
In a similar vein,
sGL,gen(LQ(π)) ≤M
∗
GL(π1)ν
1
2 × π′′ν−
1
2
where π′′ = π2×· · ·×πk+1. We may assume without loss of generality that [−ak+1, ak+1]ρk+1 6⊆
[−ai, ai]ρi (and hence, ρk+1ν
ak+1 /∈ [−ai, ai]ρi) for all i = 1, . . . , k. Comparing supercuspidal
supports, we observe that there are no common irreducible subrepresentations of∑
c∈[−ak+1,ak+1]
∆([c +
1
2
, ak+1 +
1
2
]ρk+1)×∆([
1
2
− c, ak+1 −
1
2
]ρk+1)× π
′ν−
1
2
and M∗GL(π1)ν
1
2 × π′′ν−
1
2 since ρk+1ν
ak+1+
1
2 occurs in the support of the supercuspidal
support of all summands in the former expression, but not in the latter. Therefore, by
(C.3) sGL,gen(LQ(π)) ≤ πk+1ν−
1
2 × π′ν−
1
2 = πν−
1
2 which gives the induction step.
Consider the general case. By the result of Matringe [Mat], we can write π = τ × δ× τ∨
where τ is tempered and δ is of the form considered above. (In fact, δ is uniquely determined
by π.) The intertwining operator πν
1
2⋊1→ πν−
1
2×1 is the composition of the intertwining
operators
τν
1
2 × δν
1
2 × τ∨ν
1
2 ⋊ 1→
τν
1
2 × δν
1
2 × τν−
1
2 ⋊ 1→
τν
1
2 × τν−
1
2 × δν
1
2 ⋊ 1
∗
−→
τν−
1
2 × τν
1
2 × δν−
1
2 ⋊ 1→
τν−
1
2 × δν−
1
2 × τν
1
2 ⋊ 1→
τν−
1
2 × δν−
1
2 × τ∨ν−
1
2 ⋊ 1
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Thus, the image LQ(π) is a subquotient of the image of the middle one (denoted ∗) which
is SP(τ)⋊ LQ(δ). (In fact, it is a direct summand since the latter is unitarziable.) Thus,
sGL(LQ(π)) ≤M
∗
GL(SP(τ))× sGL(LQ(δ))
and hence by the previous part and (C.2)
sGL,gen(LQ(π)) ≤M
∗
GL,gen(SP(τ))× δν
− 1
2 = πν−
1
2
as required. This concludes the proof of Proposition C.1.
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