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Abstract—The classical optimal power flow problem optimizes
the power flow in a power network considering the associated flow
and operating constraints. In this paper, we investigate optimal
power flow in the context of utility-maximizing demand response
management in distribution networks, in which customers’ de-
mands are satisfied subject to the operating constraints of voltage
and transmission power capacity. The prior results concern
only elastic demands that can be partially satisfied, whereas
power demands in practice can be inelastic with binary control
decisions, which gives rise to a mixed integer programming
problem. We shed light on the hardness and approximability by
polynomial-time algorithms for optimal power flow problem with
inelastic demands. We show that this problem is inapproximable
for general power network topology with upper and lower bounds
of nodal voltage. Then, we propose an efficient algorithm for a
relaxed problem in radial networks with bounded transmission
power loss and upper bound of nodal voltage. We derive an
approximation ratio between the proposed algorithm and the
exact optimal solution. Simulations show that the proposed
algorithm can produce close-to-optimal solutions in practice.
Index Terms—Optimal power flow, inelastic demands, approx-
imation algorithms, inapproximability, discrete optimization
I. INTRODUCTION
Electric power network is a distinctive networked system,
because the flows in such a network obey certain non-linear
physics laws, unlike other networked systems. Despite being
a century-old system, the control and optimization of electric
power networks is still a challenging fundamental problem that
baffles electrical power engineers.
The optimal power flow (OPF) problem is an optimization
problem that minimizes a certain cost (e.g., power loss) subject
to Kirchhoff’s laws of electric flows, and several operating
constraints of nodal voltage and transmission power capacity.
A critical challenge in optimizing electric power networks
is the presence of complex-valued quantities (for modeling
periodic varying properties such as voltage and current) and
quadratic constraints (for describing the behavior of power
flows) that give rise to a non-convex optimization problem.
Recently, there have been a number of breakthroughs [1]–[3]
in tackling OPF by convex relaxations, which are shown to at-
tain the exact optimal solutions under certain mild conditions.
Demand response management is a critical mechanism to
balance power demand and supply. In this work, we con-
sider optimal power flow in the context of utility-maximizing
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demand response management in distribution networks, in
which customers’ demands are satisfied subject to operating
constraints of nodal voltage and transmission power capacity.
While this problem has been considered in previous papers
(e.g., [4]), the prior results concern only elastic demands that
can be partially satisfied, whereas some power demands in
practice can be inelastic with binary control decisions (e.g.,
appliances that can be either switched on or off). We formu-
late a mixed integer programming problem to model utility-
maximizing demand response management with inelastic and
elastic demands. We shed light on the hardness and approx-
imability by polynomial-time algorithms for this problem.
This work unifies three separate strands of work. First, it
is related to the optimal power flow for demand response
management with elastic demands [4]. Second, the combi-
natorial power allocation with inelastic demands has been
studied in the single-link case (known as complex-demand
knapsack problem [5]). We extend the combinatorial power
allocation problem to general networks with power flows.
Third, allocation of inelastic demands of real-valued commod-
ity is known as unsplittable flow problem [6], [7], which is
an important topic in theoretical computer science. This work
applies several ideas from solving the unsplittable flow prob-
lem to the flow problem of complex-valued commodity (i.e.,
electric power). But our results generalizing those of complex-
demand knapsack problem and unsplittable flow problem are
non-trivial, because of the significant challenges in tackling
complex-valued flow subject to the operating constraints.
The contributions of this paper are summarized as follows:
1) Hardness: We show that the optimal power flow for
demand response management with inelastic demands
is inapproximable (even allowing constraint violation),
when considering upper and lower bounds of nodal
voltage, or transmission power capacity constraints in
a general (cyclic) electric network.
2) Approximability: We propose an efficient approximation
algorithm for a relaxed problem in radial networks (i.e.,
trees) with bounded transmission power loss and upper
bound of nodal voltage. We derive an approximation
ratio bounding the gap between the solution of the pro-
posed algorithm and the exact optimal solution (which
is computationally hard to obtain).
3) Mixed Demands: We provide an extension of our ap-
proximation algorithm that can handle a mix of both
elastic and inelastic demands.
4) Evaluations: We perform extensive simulations on a test
electric network to evaluate the practical performance
of our algorithms. The proposed algorithm is observed
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2to produce close-to-optimal solutions in practice, while
being faster by orders of magnitude compared to an
exact mixed integer programming solver.
II. RELATED WORK
A. Optimal Power Flow Problem
In general power networks, the optimal power flow (OPF)
problem is characterized by constraints defined by two models:
Bus Injection Model (BIM) and Branch Flow Model (BFM)
(also called DistFlow model) [2], [3]. Variables in BIM (i.e.,
voltage and power) are assigned for every bus (or node). On
the other hand, variables in BFM are assigned for every branch
(or edge). BFM was first proposed in [8], [9]. It has been
shown by [10] that both models are in fact equivalent, in
a sense that there is a bijection map between solutions in
both models. In radial (or tree) topologies one can reduce the
number of optimization variables in BFM. Given a solution,
one can recover all omitted angles uniquely in tree topologies
through a polynomial time procedure described in [11]. The
power flow equations, in either models, are nonlinear and the
solution sets are non-convex, therefore hard to compute. One
way to solve OPF is to relax the feasible region to become
convex. In the branch flow model, a second order cone (SOC)
relaxation is shown in [1] to be exact under mild conditions in
tree topologies. Efficient algorithms exist for SOC programing.
Other works obtained relaxations for BIM as well for tree
topology that are also exact under some conditions [3].
B. Complex-demand Knapsack Problem
On the other hand, there are several recent studies on de-
mand response with inelastic demands. For a single-link case,
demand response with inelastic demands has been studied
as the complex-demand knapsack problem (CKP) and its
application to power demand allocation was highlighted by
[12]. Let θ be the maximum angle between any complex
valued demands. [12] obtained a 12 -approximation for the
case where 0 ≤ θ ≤ pi2 . [13] (also [12]) proved that no
fully polynomial-time approximation scheme (FPTAS) exist.
Recently, [5], [14] provided a polynomial-time approximation
scheme (PTAS), and a bi-criteria FPTAS (allowing constraint
violation) for pi2 < θ < pi− ε, which closes the approximation
gap. Also, [15] provides a greedy efficient algorithm for
solving CKP, and preliminary hardness result appears in [16].
C. Unsplittable Flow Problem
When the demands are real-valued, our problem is related
to the unsplittable flow problem (UPF). In UPF, each demand
is associated with an arbitrary path from a source to a sink,
while in our problem all demands share a single source (or
sink). A special case of UPF is when all demands and edge
capacities are uniform is the classical maximum edge-disjoint
path problem (MEDP) [17]. In directed graphs, the best known
approximation is O(min{√m,n 23 log 13 n}) [18], [19], while it
is NP-Hard to approximate within Ω(n
1
2−) [20], where n and
m are the number of nodes and edges respectively. [21] shows
that UFP in directed graphs is Ω(n1−)-hard unless P = NP.
In undirected graphs, there is an O(
√
n)-approximation [22],
and the best known hardness result is Ω(log
1
2− n) assuming
NP 6⊆ ZPTIME(nO(polylog(n))) [23]. These hardness results
suggest that the problem is difficult to solve in general graphs.
For tree topology, the problem is APX-Hard (i.e., hard to
approximate within a constant factor) even when demands
are uniform [24]. [6] obtained an O(log n)-approximation.
Recently, [7] obtained a 2+-approximation for path topology.
In this work, we consider optimal power flow with inelastic
demands as a mixed integer programming problem, which
essentially generalizes CKP to a networked setting and UPF
to consider complex-valued demands.
III. FORMULATION AND NOTATIONS
We represent an electric distribution network by a graph
G = (V, E). The set of nodes V denotes the electric buses,
whereas the set of edges E denotes the distribution lines. We
index the nodes in V by {0, 1..., |V|}, where the node 0 denotes
the generation source or the feeder to the main grid.
A power flow in an alternating current (AC) electric network
is characterized by a set of complex-valued quantities. Given
a complex number ψ ∈ C, denote its real and imaginary
components by ψR , Re(ψ) and ψI , Im(ψ) respectively,
its complex conjugate by ψ∗, and its argument by arg(ψ).
Each node i ∈ V\{0} is associated with a load sˆi ∈ C. For
node i ∈ V , we denote its voltage by Vi ∈ C. For each edge
e = (i, j) ∈ E , we denote its current from i to j by Ii,j , its
transmitted power by Si,j , and its impedance by zi,j ∈ C (also
denoted by ze). A power flow in a steady state is described
by a set of power flow equations:
Si,j = ViI
∗
i,j , ∀(i, j) ∈ E (1)
zi,jIi,j = Vi − Vj , ∀(i, j) ∈ E (2)
sˆj =
∑
i:(i,j)∈E
(Si,j − zi,j |Ii,j |2)−
∑
l:(j,l)∈E
Sj,l, ∀j ∈ V
(3)
A. Branch Flow Model for Radial Networks
In particular, when G is a radial network (i.e., a tree), node
0 denotes the root of G. Without loss of generality, we assume
that the root 0 has only a single child, and the edge from the
root to the child is denoted by e1. If we denote an edge by
a tuple (i, j), then i is referred to as the parent of j (i.e., i
is the immediate upstream node from j to the root 0). Hence,
Eqn. (3) can be simplified as:
Si,j =
∑
l:(j,l)∈E
Sj,l + sˆj + zi,j |Ii,j |2 ∀(i, j) ∈ E (4)
sˆ0 +
∑
j:(0,j)∈E
S0,j = 0 (5)
As a result, the power flow equations (Eqns. (1)-(3)) can be
reformulated by the Branch Flow Model (BFM). Let vi , |Vi|2
and `i,j , |Ii,j |2 be the magnitude square of voltage and
3current respectively. The BFM is given by the following:
`i,j =
|Si,j |2
vi
, ∀(i, j) ∈ E (6)
vj = vi + |zi,j |2`i,j − 2Re(z∗i,jSi,j), ∀(i, j) ∈ E (7)
Si,j =
∑
l:(j,l)∈E
Sj,l + sˆj + zi,j`i,j , ∀(i, j) ∈ E (8)
sˆ0 = −
∑
j:(0,j)∈E
S0,j (9)
A formal proof can be found in the appendix.
B. Utility Maximizing Optimal Power Flow Problem
For each node i ∈ V\{0}, there is a set of customers
attached to i, denoted by Ni. Let N , ∪i∈V\{0}Ni be the set
of all customers. Among the customers, some have inelastic
power demands, denoted by I ⊆ N , which are required to
be either completely satisfied or curtailed. An example is
an appliance that can be either switched on or off. The rest
of customers, denoted by F , N\I, have elastic demands,
which can be partially satisfied. See an illustration in Fig. 1.
Each customer k ∈ N is associated with a tuple (sk, uk),
where sk ∈ C is a complex-valued demand, and uk ∈ R+ is
the utility value when k’s demand (sk) is completely satisfied.
For customers with elastic demands, we assume that the utility
value is proportional to the fraction of satisfied demand. We
assign a control variable xk to each customer k ∈ N . If k ∈ I,
then xk ∈ {0, 1}. Otherwise, if k ∈ F , then xk ∈ [0, 1].
We observe that sˆj =
∑
k∈Nj skxk. Hence, Eqn. (8) can be
reformulated as:
Si,j =
∑
l:(j,l)∈E
Sj,l +
∑
k∈Nj
skxk + zi,j`i,j (10)
Let vmin, vmax ∈ R+ be the minimum and maximum allow-
able voltage magnitude square at any node, and Ci,j ∈ R+ be
the maximum allowable apparent power on edge (i, j) ∈ E .
We consider two common operating constraints:
• (Power Capacity Constraints): |Se| ≤ Ce, ∀e ∈ E .
• (Voltage Constraints): vmin ≤ vj ≤ vmax, ∀j ∈ V .
The goal of demand response is to decide a solution of
control variables (xk)k∈N that maximizes the total utility of
satisfiable customers subject to the operating constraints. We
define a utility maximizing optimal power flow (MAXOPF)
by the following mixed integer programming problem.
INPUT : v0; vmin; vmax; (uk, sk)k∈N ; (zi,j , Ci,j)(i,j)∈E
OUTPUT : s0; (vi)i∈V ; (Si,j , `i,j)(i,j)∈E ; (xk)k∈N
(MAXOPF) max
xk,vi,`i,j ,Si,j
∑
k∈N
ukxk,
s.t. `i,j =
|Si,j |2
vi
, ∀(i, j) ∈ E (11)
Si,j =
∑
k∈Nj
skxk +
∑
l:(j,l)∈E
Sj,l + zi,j`i,j , ∀(i, j) ∈ E
(12)
s0 = −S0,1 (13)
vj = vi + |zi,j |2`i,j − 2Re(z∗i,jSi,j), ∀(i, j) ∈ E (14)
|Si,j | ≤ Ci,j , ∀(i, j) ∈ E (15)
vmin ≤ vj ≤ vmax, ∀j ∈ V\{0} (16)
xk ∈ {0, 1}, ∀k ∈ I (17)
xk ∈ [0, 1], ∀k ∈ F (18)
vi ∈ R+, `i,j ∈ R+, Si,j ∈ C (19)
Fig. 1: An illustration of a radial network.
In particular, we denote by MAXOPFC when MAXOPF
considers only power capacity constraints Cons. (15) without
Cons. (16), whereas by MAXOPFV when MAXOPF considers
only voltage constraints Cons. (16) without Cons. (15).
Note that a similar problem has been studied in [4]. But
there are several differences: (1) [4] considers only elastic
demands, whereas we consider a mix of elastic and inelastic
demands. (2) [4] does not consider a power capacity constraint
on each edge. (3) [4] also considers transmission power loss in
the objective function, whereas we consider a simpler problem
that maximizes the total utility. Our problem provides the
foundation for solving the more general problem.
We observe that Cons. (13) is always satisfied and can
be removed. As in [1], we assume that the resistance and
reactance for any edge is strictly positive (i.e., zRe , z
I
e > 0).
Note that MAXOPF is a difficult problem even when all
demands are elastic (i.e., N = F), because of the non-
convexity of Cons. (11). Several convex relaxations have
been shown to be exact under certain conditions [1]–[3]. The
presence of inelastic demands makes the problem much harder
(even for an approximate solution).
4C. Approximation Solutions
Given a solution x , (xk)k∈N , we denote the total utility
by u(x) ,
∑
k∈N ukxk. We denote an optimal solution of
MAXOPF by x∗ and OPT , u(x∗).
Definition 1. For α ∈ (0, 1] and β ≥ 1, we define a bi-
criteria (α, β)-approximation to MAXOPF as a solution xˆ =(
(xˆk)k∈I , (xˆk)k∈F
) ∈ {0, 1}|I| × [0, 1]|F| satisfying
Cons. (11), (12), (13), (14)
|Si,j | ≤ βCi,j , ∀(i, j) ∈ E (20)
1
β
vmin ≤ vj ≤ βvmax, ∀j ∈ V\{0} (21)
such that u(xˆ) ≥ αOPT.
For MAXOPFV, Cons. (20) will be dropped. For
MAXOPFC, Cons. (21) will be dropped.
In the above definition, α characterizes the approximation
gap between an approximate solution and the optimal solution,
whereas β characterizes the violation bound of constraints.
When β = 1, an (α, β)-approximation will be simply called
an α-approximation.
IV. HARDNESS RESULTS
In this section, we present the hardness results of MAXOPF,
which show that the general form of MAXOPF is hard to
approximate. To study the hardness of approximation, we
consider that all demands are inelastic (i.e., N = I and
n = |I|). First, we show that MAXOPF considering only
voltage constraints is inapproximable by any efficient algo-
rithm for any approximation gap and any violation bound
polynomial in n, even for a one-edge network. Second, we
show that MAXOPF with only power capacity constraints is
inapproximable by any efficient algorithm in general (non-
tree) networks, even in purely resistive electric networks.
These hardness results motivate us to develop approximation
algorithms for relaxed problem versions in the next section.
The proofs can be found in the appendix.
A. Hardness of MAXOPFV
Theorem 1. Unless P=NP, there is no (α, β)-approximation
for MAXOPFV (even when |E| = 1) by a polynomial-time
algorithm in n, for any α and β that have polynomial length
in n.
Remark 1. Theorem 1 implies that when both upper and
lower bounds of voltage (vmin ≤ vj ≤ vmax) are considered,
no practical approximation algorithm for MAXOPFV exists.
Hence, one has to relax the voltage constraints in order to
obtain practical algorithms. In particular, Theorem 1 holds
whenever Re(z∗esk) is allowed to be arbitrary. If all demands
are inductive (i.e., Re(z∗esk) ≥ 0), then the hardness result
does not necessarily hold. Also, by a slight modification in
the proof of the theorem, Theorem 1 holds when more than
one generator (or capacitor) is allowed, because a generator
(or capacitor) is associated with negative power in our formu-
lation.
B. Hardness of MAXOPFC
Next, we consider MAXOPFC in general (non-tree) net-
works. The formulation of MAXOPF will be slightly mod-
ified to accommodate a general topology. More precisely,
Cons. (12)-(13) are replaced by:∑
i:(i,j)∈E
(Si,j−zi,j |Ii,j |2)−
∑
k:(j,k)∈E
Sj,k =
∑
k∈Nj
skxk, ∀j ∈ V
(22)
and Cons. (11), (14) by (1), (2).
Definition 2. For α ∈ (0, 1] and β ≥ 1, we define a bi-
criteria (α, β)-approximation to MAXOPFC as a solution xˆ =(
(xˆk)k∈I , (xˆk)k∈F
) ∈ {0, 1}|I| × [0, 1]|F| satisfying
Cons. (1), (2), (22)
|Si,j | ≤ βCi,j , ∀(i, j) ∈ E (23)
such that u(xˆ) ≥ αOPT.
Theorem 2. Unless P=NP, there exists no (α, β)-
approximation for MAXOPFC in general networks, for
any α and β having polynomial length in n, even in purely
resistive electric networks (i.e., Im(zi,j) = 0 for all (i, j) ∈ E
and Im(sk) = 0 for all k ∈ N ).
Remark 2. The ramification of Theorem 2 is that MAXOPFC
is inapproximable in general networks (e.g., topologies with
cycles). To derive practical algorithms, one has to consider
acyclic topologies (i.e., trees).
There are other papers which studied NP-hardness of AC
power flow problems [25]–[27]. But there are several differ-
ences compared to our hardness results. The results in [25]–
[27] consider a different set of constraints, namely the phase
angle difference on each link is bounded by some threshold, in
addition to the voltage constraints. In our paper, we consider,
either voltage constraints alone, or power capacity constraints
alone (the latter can be related to phase angle constraints).
The setting in [25]–[27] with no binary variables implies that
checking feasibility is already NP-hard; on the other hand,
since we allow binary variables associated with loads in our
setting, the all-zero solution (and all voltages equal to vmin in
case vmin > 0) is trivially feasible. In this case, the non-trivial
question is about optimization rather than decision. While the
results in [25]–[27] show NP-hardness of (continuous) AC
feasibility, we study the discrete problem. We show hardness
of approximation, even if we allow the capacity/voltage con-
straints to be violated by some multiplicative parameter β.
V. APPROXIMATION ALGORITHMS
In this section, we present an approximation algorithm
for MAXOPF. Motivated by the hardness results in the last
section, we relax MAXOPF to consider one-sided voltage
constraints and tree topology. First, we define a simplified
model (called SMAXOPF) assuming bounded transmission
power loss. We then provide an efficient approximation al-
gorithm for SMAXOPF considering all inelastic demands,
based on an approximation algorithm for the unsplittable flow
problem. We then analyze the approximation ratio of our
approximation algorithm. Next, we adapt our algorithm to
MAXOPF considering a mix of inelastic and elastic demands.
5A. Simplified Utility Maximizing Optimal Power Flow Problem
In this section, we consider a simplified model in tree
topology (which is related to linear DistFlow model proposed
in [8], [9]). The basic idea is that the transmission power loss
in an electric network is usually small. One can approximate
the optimal power flow model by upper bounding the terms as-
sociated with transmission power loss (i.e., |ze|2`e, ze`e), and
then derive a feasible solution without explicitly considering
the transmission power loss.
First, denote by Pe ⊆ E the path from edge e to the root
0, and by Pk ⊆ E the path from node k to the root 0. Note
that `i,j =
|Si,j |2
vi
is positive. We assume that `e ≤ ¯`e for a
constant ¯`e independent of solution (xk)k∈N .
We rewrite Eqn. (12) in MAXOPF by recursively substitut-
ing Sj,l:
Se =
∑
k:e∈Pk
skxk +
∑
e′:e∈Pe′
ze′`e′ (24)
Note that
|Se| ≤
∣∣∣∣ ∑
k:e∈Pk
skxk
∣∣∣∣+ ∣∣∣∣ ∑
e′:e∈Pe′
ze′`e′
∣∣∣∣
≤
∣∣∣∣ ∑
k:e∈Pk
skxk
∣∣∣∣+ ∣∣∣∣ ∑
e′:e∈Pe′
ze′ ¯`e
∣∣∣∣
Let Lˆe ,
∣∣∑
e′:e∈Pe′ ze′
¯`
e
∣∣. Thus, the power capacity con-
straint Cons. (15) can be implied by the following constraint:∣∣∣∣ ∑
k:e∈Pk
skxk
∣∣∣∣ ≤ Cˆe , max{Ce − Lˆe, 0}
Also, we rewrite Cons. (14) recursively by substituting vi:
vj = v0 − 2
∑
e′∈Pe
Re(z∗e′Se′) +
∑
e′∈Pe
|ze′ |2`e′ ,
where e = (i, j). Hence, Cons. (16) becomes:
1
2 (v0 − vmax +
∑
e′∈Pe
|ze′ |2`e′)
≤
∑
e′∈Pe
Re(z∗e′Se′) ≤ 12 (v0 − vmin +
∑
e′∈Pe
|ze′ |2`e′) (25)
Let Ve , 12 (v0-vmax +
∑
e′∈Pe |ze′ |2 ¯`e) and Ve , 12 (v0-vmin).
Thus, voltage constraint Cons. (25) can be implied by the
following constraints:
Ve ≤
∑
e′∈Pe
∑
k:e′∈Pk
(zRe′s
R
k + z
I
e′s
I
k)xk ≤ Ve,
⇔ Ve ≤
∑
k∈N
( ∑
e′∈Pk∩Pe
zRe′s
R
k + z
I
e′s
I
k
)
xk ≤ Ve,
where the second statement follows from exchanging the
summation operators.
Therefore, we define a simplified utility maximizing optimal
power flow problem (SMAXOPF), such that a feasible solution
to SMAXOPF is a feasible solution to MAXOPF.
(SMAXOPF) max
xk
∑
k∈N
ukxk
s.t.
∣∣∣∣ ∑
k:e∈Pk
skxk
∣∣∣∣ ≤ Cˆe, ∀e ∈ E (26)
Ve ≤
∑
k∈N
( ∑
e′∈Pk∩Pe
zRe′s
R
k + z
I
e′s
I
k
)
xk ≤ Ve, ∀e ∈ E
(27)
xk ∈ {0, 1}, ∀k ∈ I (28)
xk ∈ [0, 1], ∀k ∈ F (29)
If we assume ze`e → 0 and |ze|2`e → 0, this is known as
the linear DistFlow model proposed in [8], [9].
We denote by SMAXOPFC when SMAXOPF considers only
power capacity constraints Cons. (26) without Cons. (27),
whereas by SMAXOPFV when SMAXOPF considers only
voltage constraints Cons. (27) without Cons. (26).
B. Approximation Algorithm for SMAXOPF with All Inelastic
Demands
Algorithm 1 INELASDEMALLOC[(uk, sk)k∈N ]
Require: customers’ utilities (uk) and inelastic demands (sk)
1: Let L , umaxn2 and umax = maxk∈N uk
2: Let u¯k ,
⌊
uk
L
⌋
for each k ∈ N
. Group customers according to the range of their
utilities
3: Nˆ1 ← {k ∈ N | u¯k ∈ [0, 2)}
4: for i = 2, ..., d2 log ne+ 1 do
5: Nˆi ← {k ∈ N | u¯k ∈ [2i−1, 2i)}
6: end for
. Call GREEDYALLOC to solve sub-problems with Nˆi
7: for i = 1, ..., d2 log ne+ 1 do
8: Mi ← GREEDYALLOC[(sk)k∈Nˆi ]
9: end for
. Return the group with maximum utility
10: return M such that u(M) = max
i=1,...,d2 logne+1
u(Mi)
Algorithm 2 GREEDYALLOC[(sk)k∈Nˆ ]
Require: customers’ inelastic demands (sk)
1: Sort customers in Nˆ according to the magnitudes of
demands:
|s1| ≤ |s2| ≤ ... ≤
∣∣s|Nˆ |∣∣
2: M ← ∅
3: for each k ∈ Nˆ do
4: if
∣∣∣∣ ∑
k′∈M∪{k}:e∈Pk′
sk′
∣∣∣∣ ≤ Cˆe, ∀e ∈ E and
Ve ≤
∑
e′∈Pe
∑
k′∈M∪{k}:e′∈Pk′
zRe′s
R
k′+z
I
e′s
I
k′ ≤ Ve, ∀e ∈ E
5: then M ←M ∪ {k}
6: end for
7: return M
6In this section, we provide an approximation algorithm
(INELASDEMALLOC) to SMAXOPF considering all inelastic
demands (i.e., N = I). This algorithm is inspired by an
O(log n)-approximation algorithm for the unsplittable flow
problem in [22].
Algorithm 1 (INELASDEMALLOC) first normalizes the cus-
tomers’ utilities by u¯k ,
⌊
uk
L
⌋
. Then it partitions customers
into groups (Nˆ1, ..., Nˆd2 logne+1) according to the ranges of
normalized utilities, such that the utilities of the i-th group are
within [2i−1, 2i). For each group, it next calls GREEDYALLOC
to return a feasible solution for the group of customers. Finally,
INELASDEMALLOC returns the output solution as the group
from GREEDYALLOC with the maximum utility.
Algorithm 2 (GREEDYALLOC) first sorts the customers in
a non-decreasing order according to the magnitudes of their
demands. Then, it packs their demands greedily sequentially
in that order, if the power capacity constraints or voltage con-
straints are not violated. The customers who can be satisfied
are placed in the set M .
Evidently, both INELASDEMALLOC and GREEDYALLOC
have polynomial running time in n.
C. Analysis of Approximation Ratio for SMAXOPF
We first provide an intuition of INELASDEMALLOC and
GREEDYALLOC. INELASDEMALLOC groups the customers
with similar utilities, whereas GREEDYALLOC finds a solution
that maximizes the number of satisfied customers greedily.
If GREEDYALLOC can find a solution that is close to the
optimal solution, when all customers have the same utility,
then INELASDEMALLOC can find a group that approximates
the optimal solution in general.
We denote by GREEDYALLOCC when solving SMAXOPFC
(i.e., Ve → −∞ and Ve → ∞), and by GREEDYALLOCV
when solving SMAXOPFV (i.e., Cˆe →∞ for all e ∈ E).
In the appendix, we also show that SMAXOPFV with both
upper and lower voltage constraints are also inapproximable
by any efficient algorithm for any approximation gap and any
violation bound polynomial in n. Hence, we drop the lower
voltage constraints (Ve) as we analyze the approximation ratio
of GREEDYALLOC.
C.1. Analysis of GREEDYALLOC
Although GREEDYALLOC resembles an O(log n)-
approximation algorithm for unsplittable flow problem
provided in [22], our proof for the approximation ratio is
substantially more involved than that in [22], because of the
presence of complex-valued demands makes GREEDYALLOC
behave very differently.
To analyze the approximation ratio of GREEDYALLOC, we
first consider a simple setting where all utilities are identical
(i.e., uk = 1 for all k ∈ N ). The objective of SMAXOPF then
becomes to maximize the number of satisfied customers.
We will define the following notations:
• A demand path is a path from a customer to the root. Let
η , maxe∈E |Pe| be the maximum length of any demand
path.
• Let θ , maxk,k′∈N | arg(sk)−arg(sk′)| be the maximum
angle difference between any pair of demands
• Let θzs , maxk∈N ,e∈Pk | arg(sk) − arg(ze)| be the
maximum angle difference between demands and line
impedance along any path to the root. We assume 0 ≤
θzs <
pi
2 .
• Let ρe˜ , maxe,e′∈Pe˜
|ze|
|ze′ | be the maximum ratio of
impedance magnitude between any pair of edges along
the path Pe˜.
• Let ρ , maxe˜∈E ρe˜ be the maximum of all ratios.
Since 0 ≤ θzs < pi2 , it necessarily holds that zRe sRk +zIesIk ≥ 0,
for all k ∈ N and e ∈ E . It follows that Cons. (27) on edge e
is at least as large as when e ∈ L is a leaf edge, where L is
the set of all leaf edges defined by:
L , {(i, j) ∈ E | @k ∈ V such that (j, k) ∈ E}
Therefore, it suffices to consider Cons. (27) for each e ∈ L:∑
k∈N
( ∑
e′∈Pk∩Pe
zRe′s
R
k + z
I
e′s
I
k
)
xk ≤ Ve, ∀e ∈ L (30)
Theorem 3. Consider uk = 1 for all k ∈ N and assume
0 ≤ θ, θzs < pi2 .
1) GREEDYALLOCC is α-approximation for SMAXOPFC,
where
α =
(⌊
sec θ · sec θ2
⌋
+ 1
)−1
2) GREEDYALLOCV is α-approximation for SMAXOPFV,
where
α =
(⌊
η · ρ · sec θzs
⌋
+ 1
)−1
3) GREEDYALLOC is α-approximation for SMAXOPF,
where
α =
(⌊
η · ρ · sec θzs
⌋
+
⌊
sec θ · sec θ2
⌋
+ 2
)−1
Proof: We first present the basic idea as follows.
GREEDYALLOC first sorts customers in Nˆ in a non-decreasing
order according to the magnitudes of their demands:
A1︷ ︸︸ ︷
|s1| ≤ |s2| ≤ ... ≤
B1︷ ︸︸ ︷
|st| ≤ ... ≤
A2︷ ︸︸ ︷
|sp| ≤ ... ≤ ... ≤
Bm︷ ︸︸ ︷
|sz| ≤ ...
We index the customers in the solution set M as
{k1, k2, ..., kr}. GREEDYALLOC attempts to pack their de-
mands greedily sequentially (by placing the satisfied cus-
tomers into M ), if the power capacity constraints or voltage
constraints are not violated. Let the sets of customers who
can be satisfied consecutively be (A1, ..., Am) and the sets
of customers who violate Con. (26) or (30) be (B1, ..., Bm)
(where Bm may be empty).
Let the optimal solution be R∗ ⊆ Nˆ as the maximal set of
satisfied customers. We follow an exchange argument by con-
structing two sequences of sets (W1, ...,Wr) and (R1, ..., Rr),
such that the following conditions hold:
1) Wj ⊆ R∗ ∩
⋃m
i=1Bi for each j = 1, ..., r.
2) Set Rj , (Rj−1\Wj) ∪ {kj} for each j = 1, ..., r.
3) Finally, we obtain Rr = M .
7The size of each |Wj | will be used to derive the approximation
ratio α.
Formally, we define
Qk(e) ,
∑
e′∈Pk∩Pe
(zRe′s
R
k + z
I
e′s
I
k)
and Cons. (30) becomes∑
k∈N
Qk(e)xk ≤ Ve, ∀e ∈ L
Let R1 , (R∗\W1) ∪ {k1}, such that customer k1 ∈ M is
added to R∗, and W1 is removed. Recursively, define Rj ,
(Rj−1\Wj) ∪ {kj} for j = 2, ..., r. For each step j, Wj ⊆
Rj−1∩
⋃m
i=1Bi is defined to be any minimal subset such that
Rj is a feasible solution.
Define W (1)j ⊆Wj and W (2)j ⊆Wj as follows.
W
(1)
j ,
{
k ∈Wj
∣∣∣∣ ∃e ∈ E , ∣∣∣∣ ∑
k′∈Rj∧e∈Pk′
sk′
∣∣∣∣ ≤ Cˆe
and
∣∣∣∣ ∑
k′∈Rj∪{k}∧e∈Pk′
sk′
∣∣∣∣ > Cˆe
}
(31)
W
(2)
j ,
{
k ∈Wj
∣∣∣∣ ∃e ∈ L, ∑
k′∈Rj
Qk′(e) ≤ Ve
and
∑
k′∈Rj∪{k}
Qk′(e) > Ve
}
(32)
See Fig. 2 for an illustration.
Fig. 2: A pictorial illustration of the definition of Rj for an
instance of 10 customers Nˆ = {1, 2, ..., 10}.
The approximation ratio α is equivalent to the following
bound:
|M | ≥ α|R∗|
The proof is completed by Lemmas 4, 5, 6.
Lemma 4.
1) Consider GREEDYALLOCC for SMAXOPFC.
|M | ≥ |R
∗|
bsec θ · sec θ2c+ 1
2) Consider GREEDYALLOCV for SMAXOPFV.
|M | ≥ |R
∗|
bη · ρ · sec θzsc+ 1
3) Consider GREEDYALLOC for SMAXOPF.
|M | ≥ |R
∗|
bη · ρ · sec θzsc+ bsec θ · sec θ2c+ 2
Proof: By the definition of Wj , we observe the following:
(o1) |Wj | ≤ |W (1)j |+ |W (2)j |.
(o2) If kj ∈ Rj−1, then |Wj | = 0.
(o3) By (o2), (W1, ...,Wr) form a partition over R∗\M .
Consider GREEDYALLOC for SMAXOPF. By Lemmas 5 and
6 and (o3), one can relate |M | to the optimal |R∗| as follows:
|M | = |M ∩R∗|+ |M\R∗|
= |M ∩R∗|+
∑
j∈M\R∗
1
|Wj | |Wj |
≥ |M ∩R∗|+
∑
j∈M\R∗ |Wj |
bη · ρ · sec θzsc+ bsec θ · sec θ2c+ 2
= |M ∩R∗|+ |R
∗\M |
bη · ρ · sec θzsc+ bsec θ · sec θ2c+ 2
(by (o3))
≥ |M ∩R
∗|+ |R∗\M |
bη · ρ · sec θzsc+ bsec θ · sec θ2c+ 2
=
|R∗|
bη · ρ · sec θzsc+ bsec θ · sec θ2c+ 2
The cases of GREEDYALLOCC and GREEDYALLOCV are
special cases of Wj = W
(1)
j and Wj = W
(2)
j respectively.
Lemma 5. Define W (1)j as in Eqn. (31). We obtain:
|W (1)j | ≤ bsec θ · sec θ2c+ 1 (33)
Lemma 6. Define W (2)j as in Eqn. (32). We obtain:
|W (2)j | ≤ bη · ρ · sec θzsc+ 1. (34)
C.2. Analysis of INELASDEMALLOC
We complete the analysis of INELASDEMALLOC by the
following theorem.
Theorem 7. Assume that ρ, sec θ and sec θzs are constants,
and θ, θzs < pi2 , then
1) INELASDEMALLOCC is 1O(logn) -approximation for
SMAXOPFC.
2) INELASDEMALLOCV is 1O(η·logn) -approximation for
SMAXOPFV.
3) INELASDEMALLOC is 1O(η·logn) -approximation for
SMAXOPF.
The proof can be found in the appendix.
Remark 3. Basically, the approximation ratio is inversely pro-
portional to the number of inelastic customers logarithmically,
and the depth of the electric network. The running time of
INELASDEMALLOC is O(n log n+ n · η).
8D. Approximation Algorithm for MAXOPF with Elastic and
Inelastic Demands
To incorporate elastic demands, we first solve the relaxed
problem RMAXOPF by relaxing all inelastic demands to be
elastic as follows:
(RMAXOPF) max
xk,vi,`i,j ,Si,j
∑
k∈N
ukxk,
s.t. Cons. (11), (12), (13), (14), (15), (16)
xk ∈ [0, 1], ∀k ∈ N
Note that Cons. (11) is non-convex and the problem is
generally difficult to solve. Instead, we can consider a convex
relaxation by relaxing the constraint to be `i,j ≥ |Si,j |
2
vi
as in
[1]. Let the solution be x˜ =
(
(x˜k)k∈F , (x˜k)k∈I
)
.
We next define a simplified residual problem
SIMAXOPFδ[x˜] by assuming the elastic demands are
set according to (x˜k)k∈F , and the links capacity are reduced
by a factor of (1− δ) for a given δ ∈ (0, 1):
(SIMAXOPFδ[x˜]) max
xk
∑
k∈N
ukxk
s.t.
∣∣∣∣ ∑
k:e∈Pk
skxk
∣∣∣∣ ≤ (1− δ) · Ce, ∀e ∈ E (35)∑
k∈N
( ∑
e′∈Pk∩Pe
zRe′s
R
k + z
I
e′s
I
k
)
xk ≤ Ve, ∀e ∈ E (36)
xk ∈ {0, 1}, ∀k ∈ I (37)
xk = x˜k, ∀k ∈ F (38)
Then, we solve SIMAXOPFδ[x˜] by INELASDEMALLOC. To
verify the feasibility of a solution x¯ by INELASDEMALLOC,
we consider the following problem with given demands x¯:
(OPF[x¯]) min
vi,`i,j ,Si,j
∑
e∈E
|ze| · `e,
s.t. Cons. (12), (13), (14), (15), (16)
`i,j ≥ |Si,j |
2
vi
∀(i, j) ∈ E
xk = x¯k, ∀k ∈ N
Algorithm 3 MIXDEMALLOC[(uk, sk)k∈N , ]
Require: customers’ utilities (uk) and inelastic demands;
small step size  ∈ (0, 1)
1: δ ← 0
2: repeat
3: x˜ ← Solution of RMAXOPF
4: M ← INELASDEMALLOC on SIMAXOPFδ[x˜]
5: for k ∈ N do
6: x¯k ,

1 if k ∈M
x˜k if k ∈ F
0 otherwise
7: end for
8: δ ← δ + 
9: until OPF[x¯] is feasible
10: return x¯
We provide Algorithm 3 (MIXDEMALLOC) as an efficient
method to obtain a feasible solution to MAXOPF with both
inelastic and elastic demands.
Remark 4. The running time of MIXDEMALLOC is
O( 1δ (n log n + n · η + T )) where T is the running time of
solving OPF[x¯] via convex optimization [11].
The theoretical approximation ratio of MIXDEMALLOC
with respect to MAXOPF is hard to obtain. But the empirical
performance of MIXDEMALLOC will be evaluated in the next
section.
VI. EVALUATION
We provided analysis on the approximations ratios of our
algorithms in the previous sections, which are the worst-case
guarantees. In this section, we evaluate the empirical average-
case ratios by simulations. We observe that our algorithms
perform relatively well in several scenarios which are far
below the theoretical worst-case values.
A. Simulation Settings
We consider two electric networks: a 38-node system
adopted from [28] (see Fig. 3), and the de-facto IEEE 123-
node system. For the 38-node system, the settings of line
impedance and maximum capacity are provided in the ap-
pendix. In 38-node system, we assume that the generation
source is attached to node 1, whereas the power demands are
randomly generated at other 37 nodes uniformly.
The IEEE 123-node networks are unbalanced three-phase
networks with several devices that are not modeled in our
formulation (Cons. (11)-(19)). As in [1], we modify the IEEE
network by the following:
• The three phases are assumed to be decoupled into three
identical single phase networks.
• Closed circuit switches are modelled as shorted lines and
ignore open circuit switches.
• Transformers are modelled as lines with appropriate
impedances.
We assume that the generation source is attached to the sub-
station (node 150), whereas the power demands are randomly
generated at the other nodes uniformly.
Fig. 3: A 38-node electric network for evaluation.
We consider diverse case studies of various settings of
power demands by taking into account the correlation between
9customer demand and utility considering various demand
types. The following are the settings of power demands at
the customers:
(i) Utility-demand correlation:
a) Correlated setting (C): The utility of each customer
is a function of the power demand:
uk(|sk|) = a · |sk|2 + b · |sk|+ c (39)
where a > 0, b, c ≥ 0 are constants. For simplicity,
we consider uk(|sk|) = |sk|2.
b) Uncorrelated setting (U): The utility of each cus-
tomer is independent of the power demand and
is generated randomly from [0, |smax(k)|]. Here
smax(k) depends on the customer type (as de-
fined the following). If customer k is an indus-
trial customer then |smax(k)| = 1MVA, otherwise
|smax(k)| = 5KVA.
(ii) Customer types:
a) Residential (R) customers: The customers are com-
prised of residential customers having small power
demands ranging from 500VA to 5KVA.
b) Industrial (I) customers: The customers have big
demands ranging from 300KVA up to 1MVA and
non-negative reactive power.
c) Mixed (M) customers: The customers are com-
prised of a mix of industrial and residential cus-
tomers. Industrial customers constitute no more
than 20% of all customers chosen at random.
In this paper, the case studies will be represented by the
aforementioned acronyms. For example, the case study named
CM stands for the one with mixed customers and correlated
utility-demand setting.
In order to quantify the performance of our algorithms,
we use Gurobi optimizer to obtain numerically close-to-
optimal solutions for MAXOPF and SMAXOPF respectively.
We denote output solution for MAXOPF (resp., SMAXOPF)
obtained by Gurobi optimizer by OPT (resp., OPTs). To ensure
the feasibility of OPTs, we perform a linear search similar
to that in Algorithm 3 with a small modification. Note that
there is no guarantee that the optimizer will return an optimal
solution nor it will terminate in a reasonable time (e.g., within
500 seconds for each run). Whenever the optimizer exceeds
the time limit, the current best solution is considered to be
optimal.
We set the step size to be  = 0.005 (i.e., 0.5%) for
both MIXDEMALLOC and OPTs. The power factor for each
customer varies between 0.8 to 1 (to comply with IEEE
standards) and thus we restrict the phase angle θ of demands
to be in the range of [−36◦, 36◦].
The simulations were evaluated using 2 Quad core Intel
Xeon CPU E5607 2.27 GHz processors with 12 GB of RAM.
The algorithms were implemented using Python programming
language with Scipy library for scientific computation.
B. Evaluation Results
1) Optimality:
Fig 4a (resp., 5a) present the objective value attained
by MIXDEMALLOC with only inelastic demands, OPT, and
OPTs respectively using the 38-node system (resp., the IEEE
123-node system) for up to 1500 customers. Each run is
repeated 40 times. The utility values attained by OPT and
OPTs are almost identical in all scenarios. This is due to
the insignificance of the terms associated with transmission
power loss in MAXOPF. We observe from the figure that
MIXDEMALLOC performs relatively better when loads are
mixed between residential and industrial (CM and UM).
We note that MIXDEMALLOC objective does not smoothly
increase in the number of customers which is due to the
way customers are arranged into different groups in algorithm
INELASDEMALLOC. Customer utility is rounded by the factor
L which is a function of the number of customers. We observe
from the figure that such rounding sometimes obtains lower
utilities by increasing the number of customers.
The empirical approximation ratios for the two networks
are plotted in Fig. 4b and 5b against the number of cus-
tomers, along with the theoretical approximation ratio given
by Theorem 3 part 1. The lines in Fig. 4b (resp., 5b)
correspond to different percentages of elastic demands (i.e.,
|F|
|N| = 0, 0.25, 0.50, 0.75). When a line is close to y = 1, it
is close to the optimal solution. As the percentage of elastic
demands increases, MIXDEMALLOC consistently achieves
better solutions in all scenarios. The average empirical ratios
are more than 0.4 in all cases which is well above the theo-
retical worst case results. This suggests that MIXDEMALLOC
performs relatively well in practice under difference scenarios.
2) Transmission Power Loss:
To understand the transmission power loss in practice, we
evaluate the loss ratio (i.e., δ) in MIXDEMALLOC (with
inelastic demands only) and OPTs respectively for the 38-
node system. The results are plotted in Fig. 7. As one may
expect, OPTs has a higher loss percentage since it satisfies
more demands than MIXDEMALLOC in general. We observe
that when customers are all residential, MIXDEMALLOC
always obtains feasible solutions without any reduction in link
capacities (i.e., δ = 0). The maximum loss ratio obtained
is 5.5% in UM scenario for both OPTs and MIXDEMAL-
LOC. The ramification is that MIXDEMALLOC can attain a
good empirical approximation ratio in practice, because the
transmission power loss is usually small in practical electric
networks.
3) Running Time:
One of the main goals of this work is to develop efficient
algorithms that ensure a polynomial running time. The compu-
tational time of INELASDEMALLOC is compared against the
Gurobi solver. Computational time is of significant importance
when designing centralized controllers for micro-grids since
this will have implications on the overall stability. The running
time is presented in Fig. 6 under different scenarios for up to
2000 customers, each point is repeated 100 times.
We observe the running time of INELASDEMALLOC is
always in milliseconds and linearly increases in the number
of customers n. On the other hand, the average running time
of OPT is much higher in many cases (measured in minuets)
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Fig. 4: The 38-node system: (a) The average objective values of MIXDEMALLOC with inelastic demands only (denoted
by Alg.3), OPT and OPTs. (b) The average approximation ratios of INELASDEMALLOC applied to instances with different
percentage of elastic demands, against the number of customers with 95% confidence interval.
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Fig. 5: The IEEE 123-node system: (a) The average objective values of MIXDEMALLOC with inelastic demands only (denoted
by Alg.3), OPT and OPTs. (b) The average approximation ratios of INELASDEMALLOC applied to instances with different
percentage of elastic demands, against the number of customers with 95% confidence interval.
and has no polynomial guarantee. Throughout the simulations,
we observed many timeouts especially in scenario CR. The
actual running time of OPT may substantially increase if
we increase the timeout parameter in Gurobi optimizer. The
running time of OPT can be much higher if we consider
larger network topologies, whereas, linear increase is expected
for INELASDEMALLOC in practice. Therefore, our algorithm
is far more scalable than any known optimal algorithm. We
note that the implementation of our algorithms can be further
optimized using C programming language since the current
one is based on Python that is relatively slow.
VII. CONCLUSION
While optimal power flow problem has been extensively
considered in power engineering literature, the theoretical
understanding of this problem is lacking. Recent advances in
convex relaxation techniques for optimal power flow problem
[1]–[3] have generated substantial leaps in proven efficient
algorithms for optimal power flow problem, which thus far
were only applied to demand response with elastic demands.
In order to advance the frontier for tackling optimal power
flow problem, we consider combinatorial allocation of inelastic
demands considering power flows. We first showed the hard-
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Fig. 6: The average running time of INELASDEMALLOC (denoted by Alg.2) and OPT for (a) the 38-node system and (b) the
IEEE 123-node system against the number of customers with 95% confidence interval.
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Fig. 7: The average loss of MIXDEMALLOC with inelastic
demands only (denoted by Alg.3) and OPTs for the 38 node
system.
ness of this problem in a general form. We next presented an
efficient approximation algorithm to a relaxed problem. Our
simulation studies show that the proposed algorithm can pro-
duce close-to-optimal solutions in practice. Our results present
the first step of fundamental understanding of combinatorial
allocation problem of power flows, which naturally extends
the classical real-valued combinatorial flow optimization, but
is also a substantial departure from the classical problem.
Our results generalize the recent works of complex-demand
knapsack problem and unsplittable flow problem. Recently,
power allocation has been extended to consider scheduling
problems [29], [30].
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APPENDIX
A. Derivation of Branch Flow Model for Trees
The branch flow model can be derived from Eqns. (1)-(3) as
follows. First rewrite Eqn. (1) by taking the complex conjugate
of the both sides:
Ii,j =
S∗i,j
V ∗i
(40)
⇒ |Ii,j |2 = |Si,j |
2
|Vi|2 (41)
Substituting Eqn. (40) in Eqn. (2), we obtain:
Vj = Vi − Ii,jzi,j = Vi −
S∗i,j
V ∗i
zi,j
Taking the magnitude square of the both sides yields:
|Vj |2 = |Vi|2 + |S
∗
i,j
V ∗i
zi,j |2−
2|Vi||S
∗
i,j
V ∗i
zi,j |(sin θ1 sin θ2 + cos θ1 cos θ2)
= |Vi|2 + |Si,j |
2
|Vi|2 |zi,j |
2 − 2|Vi||S
∗
i,j
V ∗i
zi,j | cos(θ1 − θ2),
(42)
where we let θ1 , arg(Vi) and θ2 , arg(
S∗i,j
V ∗i
zi,j). Note that
Re
( Vi
S∗i,j
V ∗i
zi,j
)
=
|Vi|
|S∗i,j |
|V ∗i | |zi,j |
cos(θ1 − θ2)
We can then rewrite Eqn. (42) in the following form
|Vj |2 = |Vi|2 + |Si,j |
2
|Vi|2 |zi,j |
2 − 2|S
∗
i,j
V ∗i
zi,j |2Re
( Vi
S∗i,j
V ∗i
zi,j
)
= |Vi|2 + |Si,j |
2
|Vi|2 |zi,j |
2 − 2Re
( |Si,j |2
|Vi|2 |zi,j |
2 Vi · V ∗i
S∗i,jzi,j
)
Then applying the following from the properties of complex
numbers: |Vi|2 = Vi · V ∗i , 1zi,j =
z∗i,j
|zi,j |2 , and
1
S∗i,j
=
Si,j
|Si,j |2 we
obtain:
|Vj |2 = |Vi|2 + |Si,j |
2
|Vi|2 |zi,j |
2 − 2Re
( |Si,j |2
|Vi|2 |zi,j |
2
|Vi|2z∗i,jSi,j
|Si,j |2|zi,j |2
)
= |Vi|2 + |Si,j |
2
|Vi|2 |zi,j |
2 − 2Re(z∗i,j · Si,j) (43)
The branch follow model is obtained by Eqns. (3), (41), (43).
B. Proofs
In the following proofs, we rely on a hardness result of a
well-known (weakly) NP-Hard problem called the Subset Sum
problem (SUBSUM).
Definition 3 (SUBSUM). Given a set of positive integers A ,
{a1, . . . , am} and a positive integer B, decide if there exists
a subset of A that sums-up to exactly B.
Note that B is generally not polynomial in m. Otherwise,
SUBSUM can be solved easily in polynomial time by dynamic
programming.
Theorem 1. Unless P=NP, there is no (α, β)-approximation
for MAXOPFV (even when |E| = 1) by a polynomial-time
algorithm in n, for any α and β have polynomial length in n.
Proof: The basic idea is that we show a reduction from
SUBSUM to MAXOPFV. Assume that there is an (α, β)-
approximation for MAXOPFV. We construct an instance I ′
of MAXOPFV for each instance I of SUBSUM, such that
SUBSUM(I) is a “yes” instance if and only if the (α, β)-
approximation of MAXOPFV(I ′) gives a total utility at
least α. Since SUBSUM is NP-hard, there exists no (α, β)-
approximation for MAXOPFV in polynomial time. Otherwise,
SUBSUM can be solved in polynomial time.
Given a SUBSUM instance I = (A,B), where A =
{a1, ..., am}, we define MAXOPFV instance I ′ as follows.
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• Consider a network with a single edge e = (0, 1). Let
ze , 1 + i.
• Fix some δ > 0, set v0 in instance I ′ by
v0 ,
1
δ
2 − 
∣∣∣m+1∑
k=1
sk
∣∣∣2, for arbitrarily small  > 0.
Set vmax = v0 + δ and vmin = v0 − δ.
• Let N = I = {1, ...,m + 1} be the set of customers
attached to node 1 (see Fig. 8). Define
Λ , max{v0 − 1β vmin, βvmax − v0}.
For each k ∈ {1, ...,m + 1}, define the customers’
demands and utilities as follows:
sk , Λak, uk , αm+1 sm+1 , −iΛB, um+1 , 1
Fig. 8: A gadget for reduction from SUBSUM to MAXOPFv.
First, we prove that if SUBSUM(I) is a “yes” instance,
then the (α, β)-approximation of MAXOPFV(I ′) gives a to-
tal utility at least α. If SUBSUM(I) is a “yes” instance,
then
∑m
k=1 akxˆk = B, where xˆ ∈ {0, 1}m is a solution
of SUBSUM. We construct a solution x ∈ {0, 1}m+1 for
MAXOPFV(I ′) by
xk =
{
xˆk if k = 1, ...,m
1 if k = m+ 1
We formulate Cons. (11) as Se =
∑
k∈N sk + ze`e and
substitute it in Cons. (16) to obtain:
1
2 (v0 − vmax) ≤ Re(z∗eSe)− 12 |ze|2`e ≤ 12 (v0 − vmin)
Note that
1
2 (v0 − v1) = Re(z∗eSe)− 12 |ze|2`e
= Re(
∑
k∈N
z∗eskxk + |ze|2`e)− 12 |ze|2`e
=
m+1∑
k=1
(zRe s
R
k + z
I
es
I
k)xk +
1
2 |ze|2`e
= Λ
( m∑
k=1
akxk −Bxm+1
)
+ `e = `e,
where
∑m
k=1 akxˆk −B = 0 and |ze|2 = 2.
By Cons. (11) and the definition of v0, we obtain:
`e =
|Se|2
v0
=
( δ2 − ) ·
∣∣∣∑m+1k=1 skxk∣∣∣2∣∣∣∑m+1k=1 sk∣∣∣2 ≤
δ
2 −  (44)
Hence,
0 ≤ v0 − v1
2
= `e ≤ δ2 −  <
v0 − vmin
2
Therefore, vmin ≤ v1 ≤ v0 = vmax and Cons. (16) is satisfied.
Since um+1 = 1, we have u(x) ≥ 1, and OPT is also at least
1. By the feasibility of this solution, the (α, β)-approximation
of MAXOPFV(I ′) gives a total utility at least α.
Conversely, assume that the (α, β)-approximation algorithm
gives a solution x ∈ {0, 1}m+1 of total utility at least α.
Customer m + 1 must be satisfied in this solution. Then,
Cons. (21) implies
v0 − βvmax
2
≤
m∑
k=1
Λ(akxk −B) + `e ≤
v0 − 1β vmin
2
⇒− (βvmax − v0)
2Λ
− `e
Λ
≤
m∑
k=1
akxk −B ≤
v0 − 1β vmin
2Λ
− `e
Λ
The right-hand side can be bounded by
v0 − 1β vmin
2Λ
− `e
Λ
≤ 1
2
< 1
Using Eqn. (44), the left-hand side can be bounded by
− (βvmax − v0)
2Λ
− `e
Λ
≥ −1
2
−
δ
2 − 
Λ
> −1
Since |∑mk=1 akxk − B| < 1, and ak, B are integers, this
implies
∑m
k=1 akxk −B = 0. Hence, SUBSUM(I) is a “yes”
instance.
Theorem 2. Unless P=NP, there exists no (α, β)-
approximation for MAXOPFC in general networks, for any
α and β have polynomial length in n, even in purely resistive
electric networks (i.e., Im(zi,j) = 0 for all (i, j) ∈ E and
Im(sk) = 0 for all k ∈ N ).
Proof: The basic idea is similar to that of Theorem 1.
We consider a purely resistive electric network that contains
a cycle.
Given a SUBSUM instance I = (A,B), where A =
{a1, ..., am}, we define a MAXOPFC instance I ′ as follows.
Define the customers’ demands and utilities by
sk , ak, uk , αm+1 sm+1 , B, um+1 , 1
Consider the network in Fig. 9 for MAXOPFC such that all
power demands {sk}k=1,...,m are attached to node a, sm+1 is
attached to b, and z0,a = z0,b = za,b = 1.
Fig. 9: A gadget for reduction from SUBSUM to MAXOPFC.
Denote the transmitted power, current, and resistance on
edge (i, j) by Si,j , Ii,j , zi,j respectively. Let Sa ,
∑m
k=1 skxk
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and Sb , sm+1xm+1 be the total demand on node a and b
respectively. Without loss of generality, assume Va ≥ Vb. By
the power balance equations, we obtain:
Sa = S0,a − I20,az0,a − Sa,b,
Sb = S0,b − I20,bz0,b + Sa,b − I2a,bzz,b.
Using Ohm’s law Ii,j =
Vi−Vj
zi,j
and Si,j = ViIi,j , we obtain:
Sa =
V0(V0 − Va)
z0,a
− (V0 − Va)
2
z0,a
− Va(Va − Vb)
za,b
,
Sb =
V0(V0 − Vb)
z0,b
− (V0 − Vb)
2
z0,b
+
Va(Va − Vb)
za,b
− (Va − Vb)
2
za,b
Note that the above equations can also obtained when Vb ≥ Va.
Since z0,a = z0,b = za,b = 1, we obtain:
2V 2a − (V0 + Vb)Va + Sa = 0
2V 2b − (V0 + Va)Vb + Sb = 0
It follows that
Sa − Sb = 2V 2b − 2V 2a + V0(Va − Vb) (45)
= (Vb − Va)(2Vb + 2Va − V0) (46)
Let x = (x1, . . . , xm+1) be a solution of the (α, β)-
approximation to MAXOPFC, where xk indicates if power
demand sk is satisfied for k ∈ {1, ...,m}, and xm+1 indicates
if power demand sm+1 is satisfied. If the total utility of x is
at least α, then we necessarily have xm+1 = 1. Considering
the capacity constraints, we obtain:
|Va(Va − Vb)| ≤ βCa,b,
|V0(V0 − Va)| ≤ βC0,a,
|V0(V0 − Vb)| ≤ βC0,b
Note that V0 > Va, because V0 is attached to generation. Then,
we obtain:
V 20 − βC0,a
V0
≤ Va (47)
By substituting Eqn. (46), Eqn. (47) and considering V0 >
Va and V0 > Vb, we obtain:
|Va(Va − Vb)| ≤ βCa,b
⇒ |Sa − Sb| ≤ βCa,b
∣∣∣2Vb + 2Va − V0
Va
∣∣∣
≤ βCa,b 3V0
Va
≤ 3βCa,bV
2
0
V 20 − βC0,a
Next, we set Ca,b <
V 20 −βC0,a
3βV 20
, such that
|Va(Va − Vb)| ≤ βCa,b ⇒ |Sa − Sb| =
∣∣∣∣B − m∑
k=1
akxk
∣∣∣∣ < 1
Thus, SUBSUM(I) is a “yes” instance.
Conversely, a feasible solution x ∈ {0, 1}m+1 satisfying∑n
k=1 akxk − Bxm+1 = 0, with xm+1 = 1, we can see that
Sa = Sb = B. Next, we set Va = Vb = V ′ for some positive
value V ′ < V0 and C0,a = C0,b = B + (V0 − V ′)2. This
is a feasible solution (with β = 1) to MAXOPFC(I ′), which
has utility at least 1. Thus the (α, β)-approximation returns a
solution of utility at least α.
Lemma 5. Define W (1)j as in Eqn. (31). We obtain:
|W (1)j | ≤ bsec θ · sec θ2c+ 1 (48)
Proof: Assume |W (1)j | > 1. We note that based on the tree
topology, all demand paths share a single source (i.e., the root).
When adding demand skj to Rj−1, Eqn. (31) implies that each
element of W (1)j if added to Rj must cause violation at some
(possibly more than one) edges. These violations occur only
along the path Pkj . Denote by E ⊆ Pkj the set of edges at
which violations occur (after adding some k ∈ W (1)j to Rj).
Define e◦ ∈ E to be the closest edge to the root satisfies
e◦ ∈ Pk for all k ∈ W (1)j because all demands share the
same source (see Fig. 10(a)). This property allows us to bound
|W (1)j |.
More specifically, define customer k◦ ∈W (1)j , such that∣∣∣∣∣ ∑
k:k∈Rj ,e◦∈Pk
sk + sk◦
∣∣∣∣∣ > Ce◦
See Fig. 10(b) for an illustration. Note that∣∣∣∣∣ ∑
k:k∈Rj∧e◦∈Pk
sk + sk◦
∣∣∣∣∣ > Ce◦ ≥
∣∣∣∣∣ ∑
k:k∈Rj∪W (1)j \{kj}
∧e◦∈Pk
sk
∣∣∣∣∣
(49)
Claim 1. Given kj ∈ Ai for some i, then Wj ∩
⋃i−1
l=1 Bl = ∅.
Thus, for any kj ∈M , we have:
|skj | ≤ |sk| for all k ∈Wj (50)
We prove Claim 1 as follows. First, since Rj−1 ⊇ ∪i−1l=1Al,
it follows that Rj−1 ∩ Bl = ∅ for all l ≤ i − 1, because
Rj−1 is a feasible solution. Therefore, Wj ⊆
⋃m
l=iBl and
Wj ∩
⋃i−1
l=1 Bl = ∅. Then, Eqn. (50) follows from the non-
decreasing order of demands |s1| ≤ |s2| ≤ ....
Hence, we obtain:
|skj | ≤
∑
k∈W (1)j \{k◦}
|sk|
|W (1)j | − 1
(51)
Rearranging Eqn. (51) and using the fact that |W (1)j | is an
integer, we apply Lemma 8 (in the appendix) to obtain:
|W (1)j | ≤
⌊∑
k∈W (1)j \{k◦}
|sk|
|skj |
+ 1
⌋
≤
⌊
sec θ2 ·
∣∣∣∑k∈W (1)j \{k◦} sk∣∣∣
|skj |
⌋
+ 1
Let
d0 =
∑
k∈Rj\{kj},e◦∈Pk
sk+sk◦ , d1 = skj , d2 =
∑
k∈W (1)j \{k◦}
sk
By Eqn. (49), it follows that |d0 + d1| > |d0 + d2|.
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(a) (b)
Fig. 10: (a) The dotted lines illustrate the demand paths in Rj\{kj} (green), W (1)j (red), and kj (black). The paths of W (1)j
and kj intersect at edge e◦. Adding any demand from W
(1)
j (red) to Rj (green and black) will violate the pwoer capacity
constraints at Ce◦ and Ce′ . (b) The horizontal and vertical axes correspond to the real and imaginary components of complex-
valued demands respectively. The circular lines visualize Cons. (26) at edges e◦ and e′ respectively. The dotted green arrow
corresponds to
∑
k∈Rj\{kj} sk, the solid black is skj , the solid red is
∑
k∈W (1)j \{k◦}
sk, and the dotted red arrows is sk◦
(which is replicated to illustrate the violation).
Next, we apply Lemma 7 (in the appendix) to bound∣∣∑
k∈W (1)j \{k◦}
sk
∣∣/|skj | ≤ sec θ, and obtain:
|W (1)j | ≤ bsec θ · sec θ2c+ 1
Lemma 6. Define W (2)j as in Eqn. (32). We obtain:
|W (2)j | ≤ bη · ρ · sec θzsc+ 1. (52)
Proof: Assume |W (2)j | > 1. Let k′ ∈W (2)j be an arbitrary
customer. Considering Cons. (30), define edge e˜ ∈ L such that
Qkj (e˜) ≥
∑
k∈W (2)j
Qk(e˜)−Qk′(e˜). (53)
Note that e˜ must exist, otherwise
Qkj (e) +Qk′(e) <
∑
k∈Wj
Qk(e),∀e ∈ L
This implies that W (2)j is not minimal, namely, {k′}∪Rj is a
feasible solution, which contradicts the definition of W (2)j in
Eqn. (32). Let emax , arg maxe∈Pkj z
R
e s
R
kj
+ zIes
I
kj
.
Then, for all k ∈W (2)j \{k′} and e ∈ Pk ∩ Pe˜, we obtain:
zRemaxs
R
kj + z
I
emaxs
I
kj =
zRemaxs
R
kj
+ zIemaxs
I
kj
zRe s
R
k + z
I
es
I
k
(zRe s
R
k + z
I
es
I
k)
≤ |zemax | · |skj ||ze| · |sk| · cos θzs (z
R
e s
R
k + z
I
es
I
k)
(54)
≤ ρcos θzs · (zRe sRk + zIesIk), (55)
where Eqn. (54) follows by Cauchy-Schwarz inequality and
θzs ∈ [0, pi2 ), Eqn. (55) by
|skj |
|sk| ≤ 1 by Claim 1.
Summing all k ∈W (2)j \{k′} and e ∈ Pk ∩ Pe˜, we obtain:
zRemaxs
R
kj + z
I
emaxs
I
kj
≤
(
ρ
cos θzs
)
·
∑
k∈W (2)j \{k′}
∑
e∈Pk∩Pe˜ z
R
e s
R
k + z
I
es
I
k∑
k∈W (2)j \{k′}
|Pk ∩ Pe˜|
≤
(
ρ
cos θzs
)
·
∑
k∈W (2)j \{k′}
Qk(e˜)
|W (2)j | − 1
, (56)
because of |Pk∩Pe˜| ≥ 1. By the definition of emax, we obtain:
(zRemaxs
R
kj + z
I
emaxs
I
kj ) ≥
1
|Pkj ∩ Pe˜|
∑
e∈Pkj∩Pe˜
zRe s
R
kj + z
I
es
I
kj
≥ 1
η
·Qkj (e˜) (57)
By Eqns. (53), (56), (57) and |W (2)j | as an integer, we obtain:
|W (2)j | ≤
⌊
η ·
(
ρ
cos θzs
)∑
k∈W (2)j \{k′}
Qk(e˜)
Qkj (e˜)
⌋
+ 1
≤ bη · ρ · sec θzsc+ 1
Lemma 7. Given vectors d0, d1, d2 ∈ R2+ such that |d0+d1| ≥
|d0 + d2|, and arg(d0), arg(d1), arg(d2) ∈ [0, pi2 ); then
|d2|
|d1| ≤ sec θ,
where θ is the maximum angle between any pair of vectors
and 0 ≤ θ < pi2 .
Proof: For θ = 0, the statement is trivially true. There-
fore, we assume otherwise. Let C ∈ R+ be a real number
such that |d0 + d1| ≥ C ≥ |d0 + d2|. Using the triangular
inequality |x|+ |y| ≥ |x+ y| for x, y ∈ R obtain:s,
|d1|+ |d0| ≥ |d1 + d0| ≥ C ⇒ |d1| ≥ C − |d0|. (58)
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Therefore,
|d2|
|d1| ≤
|d2|
C − |d0| ≤
|d′2|
1− |d′0|
,
where d′2 and d
′
0 are obtained from d2 and d0 respectively by
dividing their magnitudes by C. We observe that |d′2+d′0| ≤ 1.
We rewrite |d′2 + d′0| as:
|d′2 + d′0| = |d′2|2 + |d′0|2 + 2|d′2| · |d′0| cos(θd2 − θs)
≤ |d′2|2 + |d′0|2 + 2|d′2| · |d′0| cos(θ) ≤ 1,
where θd2 and θs are the arguments of d
′
2 and d
′
0 respectively.
We solve |d′2|2 + |d′0|2 + 2|d′2| · |d′0| cos(θ) ≤ 1 for |d′0| to
obtain:
|d′0| ≤
√
|d′2|2 cos2 θ − |d′2|2 + 1− |d′2| cos θ.
Let f(x) ,
√
x2 cos2 θ−x2+1−x cos θ
1−x , for x ∈ (0, 1). Notice
that |d
′
0|
1−|d′2| ≤ f(|d
′
2|). We take the first derivative of f(x)
f ′(x) =
− cos θ√x2 cos2 θ − x2 + 1− x sin2 θ + 1
(x− 1)2√x2 cos2 θ − x2 + 1
Then, we solve f ′(x) = 0 for x
− cos θ
√
x2 cos2 θ − x2 + 1− x sin2 θ + 1 = 0
⇒ cos θ
√
−x2 sin2 θ + 1 + x sin2 θ − 1 = 0
Dividing both sides by cos2 θ,
⇒
√
−x2 tan2 θ + 1
cos2 θ
+ x tan2 θ − 1
cos2 θ
= 0
Rearranging the equation, squaring both sides, and using
1
cos2 θ = 1 + tan
2 θ, we obtain:
− x2 tan2 θ + tan2 +1
= (tan2 θ + 1)2 − 2x tan2 θ(tan2 θ + 1) + x2 tan4 θ
⇒ (tan4 θ + tan2 θ)(x2 − 2x+ 1) = 0
⇒ x = 1
Since the critical point occurs on the boundaries, it is suffi-
cient to check the values of f(0) and limx→1 f(x). We find
limx→1 f(x) by applying L’Hospital’s rule
lim
x→1
d
dx (
√
x2 cos2 θ − x2 + 1− x cos θ)
d
dx (1− x)
= lim
x→1
x− x cos2 θ√
x2 cos2 θ − x2 + 1 + cos θ
=
1− cos2 θ
cos θ
+ cos θ =
1
cos θ
Finally, we observe that f(0) = 1 ≤ limx→1 f(x) = 1cos θ ,
therefore the supremum is 1cos θ .
Lemma 8. Given a set of 2D vectors {di ∈ R2}ni=1∑n
i=1 |di|∣∣∣∣∑ni=1 di∣∣∣∣ ≤ sec
θ
2 ,
where θ is the maximum angle between any pair of vectors
and 0 ≤ θ ≤ pi2 .
Proof: If θ = 0 then the statement is trivial, therefore we
assume otherwise. We prove (
∑n
i=1 |di|)2
|∑ni=1 di|2 ≤ 2cos +1 by induction
(notice that sec θ2 =
√
2
cos θ+1 ). First, we expand the left-hand
side by ∑n
i=1 |di|2 + 2
∑
1≤i<j≤n |di| · |dj |∑n
i=1 |di|2 + 2
∑
1≤i<j≤n |di| · |dj |(sin θi sin θj + cos θi cos θj)
=
∑n
i=1 |di|2 + 2
∑
1≤i<j≤n |di| · |dj |∑n
i=1 |di|2 + 2
∑
1≤i<j≤n |di| · |dj | cos(θi − θj)
, (59)
where θi is the angle that di makes with the x axis.
Consider the base case: n = 2. Eqn. (59) becomes
|d1|2 + |d2|2 + 2|d1| · |d2|
|d1|2 + |d2|2 + 2|d1| · |d2| cos(θ) = f
( |d2|
|d1|
)
, (60)
where f(x) , 1+x2+2x1+x2+2x cos θ . The first derivative is given by
f ′(x) =
(1 + x2 + 2x cos θ)(2x+ 2)− 1 + x2 + 2x)(2x+ 2 cos θ)
(1 + x2 + 2x cos θ)2
f ′(x) is zero only when x = 1. Hence, f(1) is an extreminum
point. We compare f(1) with f(x) at the boundaries x ∈
{0,∞}:
f(1) =
2
cos θ + 1
≥ f(0) = lim
x→∞ f(x) = 1
Therefore, f(x) has a global maximum of 2cos θ+1 .
Next, we proceed to the inductive step. We assume∑r−1
i=1 |di|∣∣∑r−1
i=1 di
∣∣ ≤√ 2cos θ+1 where r ∈ {1, . . . , n}. W.l.o.g., assume
θ2 ≥ θ3 ≥ · · · ≥ θn ≥ θ1. Rewrite Eqn. (59) as
(
∑r
i=1 |di|)2
r∑
i=1
|di|2 + 2
∑
1≤i<j<r
|di||dj | cos(θi − θj) + 2|dr|
∑
1≤i<r
|di| cos(θi − θr)
(61)
Let g(θr) be the denominator of Eqn. (61). We take the second
derivative of g(θr):
g′′(θr) = −2|dr|
∑
1≤i<r
|di| cos(θi − θr)
Notice that cos(θi − θr) ≥ 0, therefore the second derivative
is always negative. This indicates that all local exterma in
[0, θr−1] of g(θn) are local maxima. Hence, the minimum
occurs at the boundaries:
min
θr∈[0,θr−1]
g(θr) ∈ {g(0), g(θr−1)}
If θr ∈ {0, θr} , then there must exist at least a pair of vectors
in {di}ri=1 with the same angle. Combining these two vectors
into one, we can obtain an instance with r−1 vectors. Hence,
by the inductive hypothesis, the same bound holds up to r
vectors.
Theorem 7. Assume that ρ, sec θ and sec θzs are constants,
and θ, θzs < pi2 , then
1) INELASDEMALLOCC is 1O(logn) -approximation for
SMAXOPFC.
2) INELASDEMALLOCV is 1O(η·logn) -approximation for
SMAXOPFV.
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3) INELASDEMALLOC is 1O(η·logn) -approximation for
SMAXOPF.
Proof: By rounding utilities in INELASDEMALLOC, u¯k ∈
{0, ..., n2} = {0, ..., 22 logn} for all k ∈ N . Therefore
there are at most 2 log n + 1 groups of users (denoted by
Nˆ1, ..., Nˆ2 logn+1 respectively). Let M1, ...,M2 logn+1 be their
respective unit-utility solutions, returned by Algorithm 1. De-
fine OPT to be an optimal solution value for SMAXOPF (resp.,
SMAXOPFC, SMAXOPFV ) and R∗i , i ∈ {1, ..., 2 log n + 1}
be the subset of this optimal solution that belongs to group i.
Clearly, umax ≤ OPT, assuming each load can be individually
served (those loads that cannot be individually served can be
determined by checking the feasibility of the problem with
exactly one load turned on). Define u(N) ,
∑
k∈N uk for
any N ⊆ N . The solution returned by INELASDEMALLOC
satisfies the following:
u(M) = max
i∈{1,...,2 logn+1}
u(Mi) ≥
∑2 logn+1
i=1 u(Mi)
2 log n+ 1
(62)
Using the fact that x ≥ y⌊xy ⌋ for any x, y ∈ R and y 6= 0,
we obtain for i ∈ {1, ..., 2 log n+ 1},
u(Mi) =
∑
k∈Mi
uk ≥ L
∑
k∈Mi
u¯k ≥ αL
∑
k∈R∗i
u¯k (63)
where α is the approximation ratio of GREEDYALLOC on unit-
utility instances.
Next, we use x ≤ y⌊xy ⌋+ y for any x, y ∈ R and y 6= 0 to
obtain: ∑
k∈R∗i
uk ≤
∑
k∈R∗i
(Lu¯k + L) = L
∑
k∈R∗i
u¯k + |R∗i |L
⇒ L
∑
k∈R∗i
u¯k ≥
∑
k∈R∗i
uk − |R∗i |L (64)
Finally, we complete the proof using Eqns. (62)-(64):
u(M) ≥ α
2 log n+ 1
2 logn+1∑
i=1
(
∑
k∈R∗i
uk − |R∗i |L)
=
α
2 log n+ 1
(OPT −
2 logn+1∑
i=1
|R∗i |L)
≥ α
2 log n+ 1
(OPT − n · umax
n2
)
≥ α
2 log n+ 1
· (1− 1n ) · OPT
Therefore,
1) INELASDEMALLOCC is α¯-approximation for SMAX-
OPFC, where
α¯ =
(⌊
sec θ · sec θ2
⌋
+ 1
)−1
2 log n+ 1
· (1− 1n) = 1O(log n)
2) INELASDEMALLOCV is α¯-approximation for SMAX-
OPFV, where
α¯ =
(⌊
η · ρ · sec θzs
⌋
+ 1
)−1
2 log n+ 1
· (1− 1n) = 1O(η · log n)
3) INELASDEMALLOC is α¯-approximation for SMAX-
OPF, where
α¯ =
(⌊
η · ρ · sec θzs
⌋
+
⌊
sec θ · sec θ2
⌋
+ 2
)−1
2 log n+ 1
· (1− 1n)
=
1
O(η · log n)
C. Hardness of SMAXOPFV
Definition 4. For α ∈ (0, 1] and β ≥ 1, we define a bi-
criteria (α, β)-approximation to SMAXOPF as a solution xˆ =(
(xˆk)k∈I , (xˆk)k∈F
) ∈ {0, 1}|I| × [0, 1]|F| satisfying∣∣∣∣ ∑
k:e∈Pk
skxk
∣∣∣∣ ≤ βCˆe, ∀e ∈ E (65)
1
β
Ve ≤
∑
k∈N
( ∑
e′∈Pk∩Pe
zRe′s
R
k + z
I
e′s
I
k
)
xk ≤ βVe, ∀e ∈ E
(66)
such that u(xˆ) ≥ αOPT.
Theorem 8. Unless P=NP, there is no (α, β)-approximation
for SMAXOPFV (even when |E| = 1) by a polynomial-time
algorithm in n, for any α and β have polynomial length in n.
Proof: We present a reduction from SUBSUM to
SMAXOPFV. Assume that there is an (α, β)-approximation
for SMAXOPFV. We construct an instance I ′ of SMAXOPFV
for each instance I of SUBSUM, such that SUBSUM(I) is
a “yes” instance if and only if the (α, β)-approximation of
SMAXOPFV(I ′) gives a total utility at least α.
We define the SMAXOPFV instance I ′ as follows. Consider
a graph with a single edge e. Let ze , 1+ i, V = Ve and V =
Ve. Define Λ , max{− 1βV , βV }. LetN = I = {1, ...,m+1}
be the set of customers (i.e., all having inelastic demands). For
each k ∈ {1, ...,m + 1}, define the customers’ demands and
utilities by:
sk , 2Λak, uk , αm+1 sm+1 , −i2ΛB, um+1 , 1
First, we prove that if SUBSUM(I) is a “yes” instance,
then the (α, β)-approximation of SMAXOPFV(I ′) gives a total
utility at least α. If SUBSUM(I) is a “yes” instance, then∑m
k=1 akxˆk = B, where xˆ ∈ {0, 1}m is a solution vector of
SUBSUM. Construct a solution x ∈ {0, 1}m+1 of SMAXOPFV
such that
xk =
{
xˆk if k = 1, ...,m
1 if k = m+ 1
By
∑m
k=1 akxˆk −B = 0, we obtain:
m+1∑
k=1
(zRe s
R
k + z
I
es
I
k)xk =
m∑
k=1
2Λakxk − 2ΛBxm+1
=
m∑
k=1
2Λ(akxk −Bxm+1) = 0
Therefore, (xk)k∈N is a feasible solution of SMAXOPFV
and satisfies Eqn. (27). Since um+1 = 1, u(x) is at least one
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Network Data
(p.u.) (p.u.) (p.u.) (p.u.) (p.u.) (p.u.) (p.u.) (p.u.) (p.u.)
(0, 2) 0.000574 0.000293 4.6 (14, 15) 0.00368 0.003275 0.3 (27, 28) 0.006594 0.005814 1.5
(2, 3) 0.00307 0.001564 4.1 (15, 16) 0.004647 0.003394 0.25 (28, 29) 0.005007 0.004362 1.5
(3, 4) 0.002279 0.001161 2.9 (16, 17) 0.008026 0.010716 0.25 (29, 30) 0.00316 0.00161 1.5
(4, 5) 0.002373 0.001209 2.9 (17, 18) 0.004558 0.003574 0.1 (30, 31) 0.006067 0.005996 0.5
(5, 6) 0.0051 0.004402 2.9 (2, 19) 0.001021 0.000974 0.5 (31, 32) 0.001933 0.002253 0.5
(6, 7) 0.001166 0.003853 1.5 (19, 20) 0.009366 0.00844 0.5 (32, 33) 0.002123 0.003301 0.1
(7, 8) 0.00443 0.001464 1.05 (20, 21) 0.00255 0.002979 0.21 (8, 34) 0.012453 0.012453 0.5
(8, 9) 0.006413 0.004608 1.05 (21, 22) 0.004414 0.005836 0.11 (9, 35) 0.012453 0.012453 0.5
(9, 10) 0.006501 0.004608 1.05 (3, 23) 0.002809 0.00192 1.05 (12, 36) 0.012453 0.012453 0.5
(10, 11) 0.001224 0.000405 1.05 (23, 24) 0.005592 0.004415 1.05 (18, 37) 0.003113 0.003113 0.5
(11, 12) 0.002331 0.000771 1.05 (24, 25) 0.005579 0.004366 0.5 (25, 38) 0.003113 0.003113 0.1
(12, 13) 0.009141 0.007192 0.5 (6, 26) 0.001264 0.000644 1.5
Sbase = 1MV, Vbase = 12.66KV
(13, 14) 0.003372 0.004439 0.45 (26, 27) 0.00177 0.000901 1.5
TABLE I: The settings of line impedance and maximum capacity of the 38-node electric network.
which implies that OPT is also at least 1, and hence, by the
feasibility of this solution, any (α, β)-approximation gives a
total utility at least α.
Conversely, assume the (α, β)-approximation gives a solu-
tion x ∈ {0, 1}m+1 of total utility at least α. Since customer
m + 1 has valuation vm+1 = 1, while the rest of customers
valuations total to less than α (i.e.,
∑m
k=1 uk < α), customer
m+ 1 must be satisfied in this solution. Therefore, we obtain:
1
β
V ≤
m∑
k=1
2Λ(akxk −B) ≤ βV (67)
⇒ V2βΛ ≤
m∑
k=1
akxk −B ≤ βV2Λ (68)
Since − V2βΛ , βV2Λ ≤ 12 < 1, and ak, B are integers, this
implies
∑m
k=1 akxk −B = 0. Hence, SUBSUM(I) is a “yes”
instance.
D. Setting of Simulation
We consider a 38-node electric network in Fig. 3. The
settings of line impedance and maximum capacity are provided
in Table I.
