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Abstract- In this paper, a distributed fault diagnosis algorithm 
for large scale systems using agents has been proposed. In the 
off-line phase, this fault diagnosis approach starts from 
obtaining the minimal structurally over-determined (MSO) sets 
using the system model and the set of available sensors. These 
MSO sets are converted into a graph. This graph is further 
divided into various subgraphs using a partition algorithm. Each 
subgraph corresponds to a subsystem. From various subgraphs, 
different local fault signature matrices for various subsystems 
are obtained. Finally, in the on-line phase, using various local 
fault signature matrices, a set of diagnoser agents are created 
that allow the global diagnosis in a large scale system. The 
entire proposed distributed fault diagnosis approach is divided 
into five different blocks. In order to illustrate the application of 
the proposed approach, a case study based on the Barcelona 
drinking water network (DWN) is used. 
I. INTRODUCTION 
Distributed fault diagnosis is becoming more and more 
common in industries, to diagnose faults in any large 
scale system.  There are a lot of disadvantages using 
centralized fault diagnosis in large-scale systems, since in 
a centralized implementation all the information has to be 
collected in one location which is generally not possible 
or very difficult. Moreover, a centralized system needs a 
high performance centralized unit which generally in 
most cases is not available. Due to these difficulties in 
recent years distributed fault diagnosis techniques have 
been investigated [10]. In distributed fault diagnosis [1] 
[2], the global diagnoses for the complete system can be 
computed from the results in all agents and local diagnose 
is computed from the results of one agent. In distributed 
fault diagnosis [3] [8], a global coordination process is not 
necessary and each subsystem depends on a local 
diagnoser for local diagnosis tasks and communicating 
with the remaining local diagnosers until a global 
diagnosis is produced.  
In this paper, a distributed fault diagnosis algorithm for 
large scale systems using agents has been proposed. In the 
off-line phase, this fault diagnosis approach starts from 
obtaining the minimal structurally over-determined 
(MSO) sets using the system model and the set of 
available sensors. 
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These MSO sets are converted into a graph. This graph is 
further divided into various subgraphs using a partition 
algorithm. Each subgraph corresponds to a subsystem. 
From various subgraphs, different local fault signature 
matrices for various subsystems are obtained. Finally, in 
the on-line phase, using various local fault signature 
matrices, a set of diagnoser agents are created that allow 
the global diagnosis in a large scale system. For each 
subsystem, a local fault signature matrix is then obtained 
as next step. Using each local fault signature matrix, a 
local diagnoser is implemented by means of an agent. 
This agent is responsible for local diagnoses in a 
subsystem and communicating with other agents of others 
subsystems to perform global diagnosis.  In order to 
demonstrate the applicability of the proposed approach, a 
case study based on the Barcelona drinking water network 
(DWN) is used. 
The remaining part of the paper is structured as follows: 
Section II presents the problem description. Section III 
illustrates the proposed approach. Section IV describes 
the implementation of the solution by using the Barcelona 
DWN case study.  Finally, in Section V conclusions are 
presented.  
II. OVERVIEW OF THE PROPOSED APPROACH
The goal of proposed approach is to obtain a set of local 
diagnosers that are able to perform distributed diagnosis 
by means of an agent based implementation. This 
approach has an off-line phase that  starts by obtaining a 
set of minimal structurally over-determined sets (MSOs) 
that can be obtained from a system structural matrix 
M (z, x) [15]. M consists of set of constraints (equations) z 
and variables x, some of them known and other unknown. 
A MSO can be defined as a part of the over-constrained 
part of a system structure (represented in graph from) 
which if one constraint is removed it will make the 
subsystem to become just-constrained. The procedure to 
find MSO sets is by examining the set M of constraints of 
a proper structurally over-constrained structure graph. 
Then, MSO sets are converted into vertex and edge graph, 
any variable present in rows of MSO sets make that 
particular row, a vertex of the graph and all the variables 
present at same location of two rows is connected edge 
between the vertexes. From this vertex and edge graph, a 
set of subgraphs are generated by using a partition 
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algorithm. The first step to implement the partition 
algorithm is to find the strongly connected vertices. A 
strongly connected vertex is the one which has maximum 
number of edges. This vertex will be the basis for forming 
the first subsystem being its core. Second subsystem is 
formed by second strongly connected vertex and so on. 
The important condition is that no two subgraphs can 
have same vertex but same edge can be shared. Together 
all the subgraphs must contain all the vertices of a system, 
that is, no vertex must be left. Every vertex must be part 
of any one subsystem and the subsystem should be least 
connected. After this, the fault signature matrix associated 
to the subset of MSOs generated for each subsystem is 
obtained. Every subsystem has one local fault signature 
which contains unshared and shared variables and also all 
the subsystems have one common global fault signature 
matrix which contains shared variables among various 
subsystems. A fault signature matrix is created by 
converting all elements of each subsystem matrix MSOi 
into 0 and 1. 0 is maintained as zero while all nonzero 
elements are converted into 1. After creating local fault 
signature matrix for each subsystem, from each local fault 
signature matrix a local diagnoser is created and 
implemented by means of an agent named A1, A2, A3,…, 
An. The agent in each local fault signature is responsible 
for local diagnoses in a subsystem and communicating 
with other agents of others subsystems, allows producing 
global diagnoses.  
III. DESCRIPTION OF THE PROPOSED APPROACH
The proposed approach presented in the previous section 
can be decomposed in five blocks. Block diagram of 
proposed methodology is shown in Figure 1. 
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Fig 1. Various blocks of proposed approach 
Block 1: Formation of MSO sets 
Input to the Block: The system structural matrix (M) 
Output of the Block: MSO sets 
Let z= {z1, z2,...zm} be the set of the constraints which 
represent the system model and let x={x1, x2,...,xn} be the 
set of the variables which contains three subsets: let 
kyu be the set of variables:u is the subset of input 
variables, y is the subset of the output variables and k is 
the subset of the unknown (non-measured) variables. The 
structure of the model is described by the binary relation: 
    M: z×x→ {0, 1} 
where: (zi, xj) → M(zi, xj)=1 if zi applies to xj and M(zi, 
xj)=0, otherwise. 
Block 1 obtains the set of MSOs from the system 
structural matrix M (z, x) previously converted to a graph 
representation. To generate MSO sets, all subsets 
MMSO S
+ 
of an over-constrained structure graph are
calculated which have exactly one constraint more than 
the just constrained subsystem. The over-constrained part 
of the structural graph of the system is obtained using the 
DM (Dulmage Mendelsohn) decomposition [10].To 
determine all MSO sets in a structure graph the following 
algorithm is used. 
Algorithm for Block 1: 
1: MMSO :=findMSO(M) 
2:If ρ(M) = 1 then 
3: MMSO: = {M}; 
4:else 
5: MMSO: =Ø; 
6: for any ci M
7: M’:= (M\ {ci})+; 
8: MMSO=MMSO find MSO(M’);
9:end 
10:end if 
11:return MMSO 
12:end 
Block 2: MSO graph formation: 
Input to the Block: Set of MSOs 
Output of the Block: MSOGraph 
Block 2 obtains the MSO graph from the set of MSOs 
which is obtained in Block 1. If any variable present in 
rows of MSO sets makes that particular row a vertex of 
the graph and all the variable present at same location of 
two rows is connected edge between the vertexes. The 
MSO set is the input to Block 2. From MSO set, the 
vertex and edges of graph are obtained and finally graph 
G (V, E), where V denotes the set of vertices and E is the 
set of edges, is created which is the output of Block 2. 
The graph G (V, E) can be represented in form of 
incidence matrix denoted as IM, which is defined such that 
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This matrix has dimensions ϕ×ηe, where ϕ corresponds 
with the total number of vertices and ηe denotes the total 
number of edges.  
Block 3: Partition of MSO graph 
Input to the Block: MSO graph 
Output of the Block:  Partitioned MSO graph 
The maximum weight ω is found for the vertex vjV, for
j {1, 2 . . .ϕ}. The maximum weight ω for each vertex
is equal to number of edges each vertex has. The heaviest 
vertex is the vertex which has maximum number of edges, 
the heaviest vertex forms the first subgraph and the centre 
of the first subgraph G1 is defined. Those vertices which 
are connected to this heaviest vertex are included in G1 or 
in the first subgraph. The set of non-selected [11] vertices 
is defined as Vr = {vjV:vjV1}.The above procedure is
repeated for all vertices vjVr  (j = {1, 2, . . .,#Vr}) until
Vr is empty. The subgraph of higher connectivity is 
highlighted by the above method. The subgraphs which 
have only one vertex are merged to the closest subgraph 
and thus a set of subgraphs Gi (Vi, Ei), for i=1, 2, . . ., k, is 
obtained. 
Algorithm for Block 3: 
1:IM← System topology 
% Start up 
2:G(V, E )← IM 
3:  for j = 1 to ϕdo 
4:   Compute ωj 
5:  end for 
% Partitioning 
6: Vr← Vi= 1 
7: repeat 
8: Find vVr with maximum ω
9: Vi← v and all its neighbor vertices 
10: Vr=V − 
i
h
hV
1
11: i = i + 1 
12: until Vr=Ø
Block 4: Local Fault Signature Matrices Formation 
Input to the Block: Partitioned MSO graph 
Output of the Block: A set of fault signatures matrices, 
one for each subgraph 
MSO sets obtained in Block 1 are constraints that only 
involve known parameters θ and measured [7] variables 
(y, u). The sets of MSO are represented as  
{ ( , , ), 1,..., }i i i k k kR r r y u i n     
ψi is the mathematical expression for MSO sets and nr is 
the MSO sets number obtained. Fault diagnosis is done by 
identifying the set of consistent MSO sets 
0 { ( , , ), 0, 1,..., }i i i k k kR r r y u i n      
and inconsistent MSO sets 
1 { ( , , ), 0, 1,..., }i i i k k kR r r y u i n      
when some inconsistency at time instant k is detected, the 
process of fault isolation starts by obtaining the observed 
fault signature, where each single fault signal indicator is 
defined as follows: 
0
1.
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Fault isolation is the binary relation between the 
considered fault hypothesis set {f1(k), f2(k)…….fnf (k)} and 
the fault signal indicators ( )i k , stored in the Fault 
Signature Matrix F. The fault hypothesis fj is expected to 
affect the residual ri when Fij, is equal to 1 and in such 
case the related fault signal ( )i k is equal to 1. This 
means that this fault is affecting the monitored system, 
otherwise, the element Fijis zero-valued. A column of this 
matrix is known as a theoretical fault signature. The fault 
isolation starts by finding a match between the observed 
fault signatures with some of theoretical fault signatures. 
Block 5: Distributed Fault Diagnosis 
Input to the Block: Various fault signature matrices of 
original and observed subsystems each represented with 
an agent. 
Output of the Block: Diagnosed fault in the subsystems 
After creating local fault signature matrix for each 
subsystem, each local fault signature matrix is represented 
by help of an agent. The agent in each local fault 
signature is responsible for local diagnoses in a subsystem 
and communicating with other agents of others 
subsystems to diagnose a fault in a given subsystem. How 
agents will communicate with each other is shown below 
in various steps. Suppose there are n subsystems, each 
represented by an agent named A1, A2, A3,…, An. Suppose 
MSOx and a shared variable y of 1
st
 subsystem is faulty
and it is shared with subsystem 2
nd
. The subsystem 1
st
 and 
2
nd
 are also having shared variables v, w apart from 
variable y. Then, the distributed fault diagnosis procedure 
works as follows: 
1: Agent A1 checks all its MSO sets for fault, to detect 
whether fault is occurred in unshared or shared variables. 
If the fault has occurred in unshared variables then no 
need for broadcast. But, if the fault has occurred in a 
shared variable, then A1 has to communicate with other 
agents. 
2:   Agent A1 broadcast to agents A2, A3,..., An that a fault 
has occurred in MSOx 
3:  The broadcast message received by A2. A2 checks the 
residual values of its all MSO and find that MSO is faulty. 
4:  A2 broadcast message to A1 that a fault has occurred in 
MSOz and some of the variables y, v, w can be faulty. 
5:  The broadcast message received by A3. A3 checks the 
residual values of its all MSO and find that none of its 
MSOx is faulty. 
 6:  A3 broadcast message to A1 that all its MSO are fine 
and no fault has occurred. 
Up to n till agent A1 do not communicate with all other 
agents of various subsystems the distributed diagnosis 
process has not ended. The process how the agent of each 
subsystem communicates with each other to diagnose and 
isolate a fault or faults in a system is described below 
Actually, the distributed diagnosis process consists of 
three separate algorithms. All the three algorithms are 
described below. 
Algorithm 1: Transmission of messages by various 
agents 
Input: Fault diagnosis matrix for each subsystem 
represented by an agent. 
Output: Transmission message sent by each agent 
1: TR =Ø 
2:int data[nr] 
3: for each MSO Msk 
4:if residual value ≠0 
5:   for each shared variable Vam 
6:   data [nr] = Vam 
7:   nr2= nr1+1; 
8:     end for 
9:   end if 
10: end for 
11: TR=Sending shared faulty candidates::: data[nr] 
Explanation for Algorithm 1 
1: For each MSO (Msk) sets local diagnoses is done to 
detect whether any of its MSO is faulty or not by 
checking the residual value of each MSO. If residual 
value of a particular MSO is zero than the MSO is not 
faulty but if the MSO value is not zero, it indicates that 
the particular MSO is faulty or has fault or faults. 
2: After finding out which MSO is affected by the fault, 
each variable within that particular faulty MSO is checked 
to find out which variables in given MSO is or are faulty.  
3: The faulty variables of a faulty MSO is transmitted in 
form of message (TR) containing variable number of 
faulty shared variable (Vam) or variables as data (data[nr]) 
by an agent to rest of the agents. 
Algorithm 2: Reception of messages by various agents 
Input: Transmission message by each agent. 
Output: Received message by each agent 
1: SM=Ø 
2: int RX[mp] 
3: for each Aj except Ai 
4:    for each received data [nr] 
5:   ifresidual value ≠0 
6:   ifB1m== data [nr] 
7:   RX[mp1]== B1m
8:   mp2= mp1 +1; 
9:   else RX[mp1]== 00 
10:   mp2= mp1 +1; 
11:      end if 
12:   end if 
13:    end for 
14:  end for 
15: SM=receiving shared faulty       candidates::RX[mp] 
Explanation for Algorithm 2 
1: All agents Aj except the agent Ai, who had sent the 
message, receive the data (data [nr]) in form of faulty 
shared variable or variables number of a particular faulty 
MSO. 
2: After receiving the data each MSO perform local 
diagnoses to check which MSO is faulty and whether the 
faulty shared variables received in transmitted message 
belongs to any faulty variable (B1m) of a non-consistent 
MSO. 
3: If the faulty shared variables received in transmitted 
message belongs to any non-consistent MSO, same 
variable number or numbers (RX [mp]) are received by 
the sending agent and if the faulty shared variables 
received in transmitted message do not belongs to any 
non-consistent MSO, 00 is received by the sending agent.  
Algorithm 3: Computation of global diagnosis from 
local diagnosis by each agent 
Input: Inconsistent residuals by each agent. 
Output: Global diagnosis 
1: for each Agent Ai do  
local diagnosis 
2: for each Agent Ai do 
3:   compute TR 
4:   broadcast TR on the network 
5: end for 
6: for each Agent Ai do 
7:    compute SM 
8: end for 
9: end for 
Explanation for Algorithm 3 
1: For each agent (Ai) local diagnoses aims to detect 
whether any of its MSO is faulty or not and the faulty 
shared variable or variables of that particular MSO is 
broadcasted in form of data message (TR) by the agent in 
which fault occurs to all other agents. Step 1 of Algorithm 
3 will compute entire Algorithm 1. 
2: Each agent will send message (SM) to the agent from 
which they receive the message. Step 2 of Algorithm 3 
will compute entire Algorithm 2. 
3:After receiving messages from all agents, a particular 
agent will detect and isolate a fault. 
IV. IMPLEMENTATION OF THE SOLUTION
The proposed algorithm is illustrated using Barcelona 
water network shown in Figure 2 with its various 
subsystems. 
MSO sets generation (Block 1): 
The proposed fault diagnosis algorithm starts from 
discrete-time space state model 
x(k+1) = A x(k) + Bu u(k) + Bpd(k) 
y(k) = C x(k) 
where A∈Rnxn, Bu∈R
nxm
, C∈Rrxn are the state space
matrices and Bp∈R
nxp 
is the disturbance matrix, x ∈ Rn is
the state vector corresponding to the volume of deposits, 
u ∈ Rm is the vector of input variables, d∈Rp corresponds 
the vector of disturbances (in this case are the water 
demands) and y ∈Rr is the vector of outputs.  
This model is the starting point for obtaining the 
structural matrices applying the algorithmic 
implementation of Block 1.  
As result of Block 1, the MSO sets are obtained (the 
procedure of obtaining MSO sets described in detail in 
Section II). 
Formation of MSO Graph (Block 2): 
Block 2 allows obtaining the MSO graph presented in 
Figure 3. 
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Figure 2. Barcelona water network 
Figure 3. MSO graph 
MSO graph partition (Block 3): 
Using partition algorithm defined in Block 3, the system 
or is partitioned into five subgraphs or subsystems shown 
in (Figure 4). These five subsystems are also shown in 
Figure 2 of Barcelona water network and their details are 
shown in Table I. Figure 5 shows various shared variables 
of Barcelona water network. 
Figure 4.Subgraphs of Barcelona water network 
Figure 5. Shared variables of Barcelona water network 
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Number  Color  # ARRs   # Shared variables 
1  purple  4  1 
2  red  5  4 
3  yellow  7  6 
4  green7  1  3 
5  blue  5  4 
Table I: Barcelona DWN subsystems and number of both 
MSO and shared elements  
Fault Signature Matrices formation (Block 4):  
Local fault signature matrices for various subsystems of 
Barcelona water network shown in Figure 6.1 to 6.5. The 
rows and columns of various local fault signature matrices 
consist of MSO sets and unshared as well as shared 
variables. 
Distributed Fault Diagnosis (Block 5): 
A fault scenario is considered involving three subsystems 
(3, 4, 5) that are monitored with three agents A3, A4, A5. 
Suppose in the subsystem 3, MSO 10 and variable 51 is 
faulty or violated and similarly in subsystem 4, MSO 24 
and variable 51 is faulty and in subsystem 5, no MSO is 
faulty. So, the 3 agents should communicate with each 
other to diagnose and isolate the fault using concept of 
distributed fault diagnosis (local diagnosis with minimum 
global diagnosis) following traditional FDI approach. 
This entire process is explained below in point wise 
manner. Everything happening together and parallel using 
the FSM tables presented in Figure 6.1 to 6.5: 
1. Agent A3 sends a communication message containing
shared variable number 51 as data to agent A4 and A5. As 
soon as agent A4 and A5 receives the data 51 from agent 
A3, they start local diagnosis by checking all there MSO 
sets whether any MSO sets has been violated or not. 
Similarly at the same time A4 will send a message 
containing shared variable numbers 33, 38 and 51 to A3
and A5 
2. In reply of message from A3, A4 and A5 will first
perform local diagnoses after that A5 will send message 
containing data 00 to A3, indicating that there is no error 
or fault. A4 will send 51 to A3, indicating that there is a 
fault in 51. At the same time in reply of the messages 
from A4, A5 will send a message containing data 00 00 00 
indication no fault while A3 will send a message to A4, 
containing 00, 00 and 51 indicating a fault in 51. 
Step 3. After each agent receives the information, on the 
basis of this information the agents will detect and isolate 
the variable in which the fault occurred. 
IV. CONCLUSIONS
In this paper, a distributed fault diagnosis based on agents 
has been proposed. First, from a system structural model, 
MSO sets are obtained. From MSO sets, a vertex and 
edge graph is generated. This vertex and edge graph is 
subdivided into various subgraphs through a graph 
partition algorithm. Each subgraph corresponds to a 
subsystem. For each subgraph, a local fault signature 
matrix is generated which contains both local and shared 
variables of subgraph. Each subsystem and associated sets 
of MSO is then represented by an agent and the agent in 
each local fault signature is responsible for local 
diagnoses in a subsystem and communicating with other 
agents of others subsystems to diagnose a fault in a given 
subsystem. 
Finally, the proposed approach has been satisfactorily 
illustrated in the Barcelona water network. As future work 
the proposed approach will be implemented using a multi-
agent system platform. 
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Figure 6.2 Local fault signature matrix of subsystem 2 diagnosed by agent A2
Figure 6.3 Local fault signature matrix of subsystem 3 diagnosed by agent A3 
Figure 6.4 Local fault signature matrix of subsystem 4 diagnosed by agent A4
7 12 17 21 22 26 33 38 39 46 50 59 
8 1 1 0 0 0 0 0 0 0 0 1 0 
9 1 1 1 0 0 0 0 0 1 1 1 0 
11 0 0 0 1 1 1 0 0 0 0 0 0 
20 0 0 0 0 0 0 0 0 1 0 0 1 
21 0 0 1 0 1 0 1 1 0 1 0 0 
Figure 6.5 Local fault signature matrix of subsystem 5 diagnosed by agent A5 
6 15 16 43 45 53 54 55
2   0 1 0 1 0 0 0 0
6 0 0 1 0 0 1 0 0
13 1 0 0 0 1 0 0 0
25 0 0 0 0 0 1 1 1
26 0 0 0 0 1 0 0 1
18 23 25 34 35 36 37 40 41 42 44 48 49 51 54 56 58
10 1 0 0 0 0 0 0 1 0 0 0 0 0 1 0 1 0
14 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0
15 0 0 1 1 0 0 1 0 0 0 0 1 0 0 0 0 0
16 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
17 0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 0 0
27 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1
28 0 0 0 1 1 1 1 1 1 1 0 0 1 0 0 0 0
6 8 9 10 11 13 14 15 16 23 24 26 32 33 35 38 42 47 51 52 57 58 59 60 61
3 1 0 1 0 0 1 0 1 1 1 0 0 0 0 1 0 1 1 0 1 0 0 0 0 0
4 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
7 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 1 0 1
12 0 1 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
22 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0
24 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 1 0 0 1 0 0 0 0 1 1
