Diffraction limited 3D cell volume derivation for scattering data analysis by Barbu-McInnis, Monica
Rochester Institute of Technology 
RIT Scholar Works 
Theses 
2002 
Diffraction limited 3D cell volume derivation for scattering data 
analysis 
Monica Barbu-McInnis 
Follow this and additional works at: https://scholarworks.rit.edu/theses 
Recommended Citation 
Barbu-McInnis, Monica, "Diffraction limited 3D cell volume derivation for scattering data analysis" (2002). 
Thesis. Rochester Institute of Technology. Accessed from 
This Thesis is brought to you for free and open access by RIT Scholar Works. It has been accepted for inclusion in 
Theses by an authorized administrator of RIT Scholar Works. For more information, please contact 
ritscholarworks@rit.edu. 
Coordinator, M.S. Degree Program




A thesis submitted in partial fulfillment of the
requirements for the degree of
Master of Science
in the Chester F. Carlson Center for Imaging Science
of College of Science
Rochester Institute of Technology
2002




CENTER FOR IMAGING SCIENCE
COLLEGE OF SCIENCE
ROCHESTER INSTITUTE OF TECHNOLOGY
CERTIFICATE OF APPROVAL
:\1.S. DEGREE THESIS
The M.S. Degree Thesis of Monica Barbu-McInnis
has been examined and approved by the
thesis committee as satisfactory for the
thesis required for the
Master of Science degree
N.A.H.K. Rao, Ph.D., Thesis Advisor
Maria Helguera, Ph.D.
Daniel Phillips, Ph.D.




ROCHESTER INSTITUTE OF TECHNOLOGY
CHESTER F. CARLSON CENTER FOR IMAGING SCIENCE
Title of Thesis:
Diffraction Limited 3D Cell Volume Derivation for Scattering Data
Analysis
I, Monica Barbu-McInnis, hereby grant permission to the Wallace Memorial Library
of R.I.T. to reproduce my thesis in the whole or in part. Any reproduction will not
be for commercial use or profit.




Ultrasound speckle carries information about the interrogated scattering
mi-
crostructure. To effectively analyze this scattering microstructure using a mono
chromatic signal, a separate transmit and receive crossbeam geometry is imple
mented. The complex echo signal is represented as a superposition of signals due
to all scatterers within an effective resolution cell volume, Ve, in the crossbeam
geometry. An estimate of such an effective resolution cell volume is required in
order to remove system effects when attempting to characterize material using
moment analysis.
The effective resolution cell volume, Ve is defined in terms of the overlap
ping diffraction beam patterns for the transmit-receive transducers. Given the
focused piston transducer's radius and geometrical focal distance, a Lommel dif
fraction formulation suitable for monochromatic excitation is used to calculate
Ve as a function of frequency and angle. This formulation amounts to a Fresnel
approximation to the diffraction problem valid in both the near and far field.
Theoretically, Ve is numerically integrated within the overlapping region of
the product of the transmit-receive velocity-potential transfer functions. Ex
perimentally, Ve is calculated from pressure amplitude field patterns from three
focused transducers, two 2.5 MHz and one 3.5MHz, excited by a monochromatic
signal and detected by a 0.5mm diameter PVDF membrane hydrophone. We
present theoretical and experimental evaluations of the effective resolution cell
volume for the crossbeam geometry at frequencies within the
transducers' band-
widths along with its application to material microstructure characterization.
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In ultrasonic measurements, a cell volume can be defined as the effective volume
of a three dimensional region within which the scattering interaction providing the echo
data takes place. The radiation beam pattern of the transducer plays a major role in the
definition of this cell volume. In order to interrogate the scattering properties of a medium
with a monochromatic signal, two orthogonally placed transducers define an appropriate
measurement system. One transducer operates as the transmitter and the other as the
receiver. While the transmitter insonifies a region defined by its own radiation beam
pattern, the scattered signal is received by the receiver only from a limited portion of this
region. This limited section gets defined by the geometrical positioning of the receive beam
pattern of the second transducer and its intersection with the transmitters beam pattern.
In order to keep the calculations simple and manageable, we assume point scatterers in
the scattering medium. A given point scatterer will have a different amplitude response
depending on where it is located within the overlapping region of the orthogonally placed
transducers. This difference should be attributed to the shape and form of the cell region
and not to any statistical variations of the scattering strengths. This observation has
two major implications. First, a scattering model based on a statistical derivation of the
scattering cell volume has to be formulated. Secondly, it is necessary to realize that there
will be an "effective cell
volume"
rather than a physical volume bounded within a closed
surface. This effective cell volume is an averaging of sorts that takes into account the fact
that the scatterer response varies at different spatial locations within the cell.
The objective of the work that follows is to examine, experimentally and theoret
ically, the implications of the above observations. In chapter 2, we present a model-based
derivation of the effective resolution cell volume, VE. This is done for two 2.5MHz and one
3.5 MHz circular disk focused transducers in a transmit-receive geometry subtending a
90
angle. This model derivation can be extended for any two transducers with intersecting
beams at an angle range of
0
< 9 < 180. The significance of the effective resolution
cell volume becomes apparent when the analysis of the speckle data is presented as the
normalized second intensity moments, which are expressed in terms of the effective scat
terer number density, a property of the medium, and the system dependent parameter, the
effective resolution cell volume. Due to monochromatic excitations of the echo signal, each
transducer's beam pattern is theoretically expressed in terms of the Lommel diffraction
formulation. The Lommel diffraction formulation and in turn Ve, are dependent on two
physical parameters characteristic to each specific transducer, namely the effective radius,
a, and the geometrical focal length, A. We demonstrate how the two parameters can be
derived from hydrophone-based diffraction field measurements along with on and off-axis
theoretical calculations using the Lommel diffraction formulation.
In chapter 3 we introduce three different experimental procedures implemented
in order to generate the effective resolution cell volume and characterize the transducers
selected for this work. The orthogonally placed transmit-receive transducer setup proved
unsuccessful when single point scatterer experiments were attempted. The steel sphere ex
periment yielded less than desirable results for several reasons such as inappropriate target
size and an unsuitable excitation pulse. Our third experimental setup, which proved suc
cessful, invoked measuring each transducer's field pattern using a 0.5mm diameter PVDF
needle-hydrophone. Within the same chapter we will outline the appropriate steps in
generating the 3-dimensional beam profile from the 2-dimensional hydrophone measure
ments which ultimately will be used in computing the effective resolution cell volume of the
crossbeam geometry setup. Due to the limitations in the physical capabilities of the exper
imental setup, particularly the inability to move the hydrophone at finer increments than
0.003m in the propagation direction (z-axis), we will discuss the necessity of interpolating
the experimental data set in order to implement the numerical integration of the effective
resolution cell volume. Finally, we will discuss certain computational details relevant to the
alternating infinite series of the integer order Bessel functions present within the Lommel
diffraction formulation.
Chapter 4 includes a detailed description and analysis of the acquired experimental
measurements for the two 2.5 MHz and one 3.5 MHz transducers. Two experimental trials
will be presented for each transducer, which will be examined from several perspectives such
as on-axis response, contour plots and 2-dimensional beam profiles displayed at distinct z
locations. This type of analysis is intended to provide a solid understanding of the beam
profile characteristics, such as the near and the far field regions, the beam width and axial
minima and maxima locations, for each transducer in question.
Using the diffraction theory presented in chapter 2. a procedure for characterizing
the three transducers is developed and implemented. This procedure requires an analysis
of the experimental and theoretical 3-dimensional pressure amplitude points. Through an
iterative process and using the on-axis and off-axis beam profile points along with initial
manufacturer's specification of the
transducers'
radius, we are able to extract parameters
such as the effective radius, a and the effective geometrical focal length, A.
Before discussing the experimental and theoretical numerical integration results of
the effective resolution cell volume, we make a conceptual connection of the terms involved
in the definition of Ve with the definition of the point spread function (PSF) of our system.
The analysis of the PSF will be concentrated in two distinct regions, the region where
the maximum pressure amplitude occurs, also known as the true focus, as well as the
geometrical focus region where the distance in the z direction is equal to the radius of
curvature A. A qualitative and quantitative analysis of the PSF within these two regions
can provide information as to the size and shape of the effective resolution cell volume at
frequencies within the
transducers'
bandwidth. Changes in the PSF and more importantly,
in the effective resolution cell volume dictate the number of detectable scatterers within the
insonified region. A finite number of scatterers, clustering or periodicity within the Ve
give rise to deviations from Gaussian behavior of the amplitude of the signal and entail the
need for other types of statistical models. Therefore, this type of analysis is valuable when
characterizing scattering material. Because the
experimental beam profiles were recorded
by a finite size hydrophone, a short discussion is included regarding the effects this type of
detector may have on the final results.
Finally, we will discuss conclusions and suggestions for future work related to this
project in chapter 5.
Chapter 2
Theory
2.1 Linear system modality of the echo signal
The transformation of a voltage signal from input to output of a common ultra
sound imaging system interrogating a scattering medium, can be represented by a collection
of linear time-shift invariant (LSI) systems connected in series as shown in Fig. 2.1/26
The input voltage is modified by the waveform system generator to drive the
transmitting transducer. The transmitting transducer converts this voltage signal into a
vibrating motion on its face. This vibrating motion generates a mechanical wave that
propagates through the medium to a point scatterer which in turn radiates energy towards
the receiving transducer. This phenomenon results in a propagation delay along the entire
path between the transmitting and receiving transducers, which is described as a linear
phase. In addition to this delay, attenuation by the propagation medium causes a loss
of amplitude of the signal along its path. Since throughout this work the propagation
medium was water, we assume the attenuation amplitude ratio due to the medium to be
equal to
ldBcm-1
MHz-1. Further, during the propagation from the transmitter to the
point scatterer, the travelling pulse changes shape due to beam diffraction effects as well.
Once the incident wave reaches the point scatterer, it is scattered in all directions. The
scattered wave that arrives at the receiver also undergoes beam diffraction effects. Finally,


















Figure 2.1: An ultrasonic measurement experiment modeled as a series of LSI systems.
Since each of these physical processes is modeled as an LSI system, one can describe
the output signal for scatterer n in terms of the input signal modified by the magnitude
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where Tj (u;) and TR (u.) are the transmit and receive frequency response of the transducers.
* (u.') is the frequency dependent scattering coefficient of the
nih
scatterer. HT (p. z ljJ
and Hr ip^.z^,uj\ correspond to the diffraction terms presented in the following section
under the Lommel diffraction formulation, where p and p are the off-axis distances of the
scatterer. z and z are the perpendicular distances from the scatterer to the face of the
transmitting and receiving transducers. The product of the magnitude of Hj [Pn- z^.^:)
and Hr (p^,z^.u:) can be integrated over x. y. and z coordinates to result in the effective
resolution cell volume illustrated in Fig. 2.2. The subscripts T and R indicate the transmit
and receive transducer. e~JkTn and e-J'*rr" represent the phase components of the LSI
system contributing to a time shift in the output signal.
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However, a realistic echo signal is a superposition of echoes from many scatterers
within a specific overlapping beam pattern. In the following section we will describe this
signal in terms ofM number of scatterers.
2.2 Signal from a random medium
The theoretical foundation for speckle statistics analysis under conditions of low
scattering has been studied by Jakeman[15~. Chen '6". and Waag[29] among others. It is im
portant for tissue characterization purposes to establish a relationship between the scatterer
number density and other properties of the medium and the system. Among the system de
pendent properties is the effective resolution cell volume, which Chen and Campbell 5 have
defined in terms of narrow-band and single cycle pulse excitations. In the work that fol
lows, we institute a relationship between the normalized intensity moments and the effective
scatterer number density using monochromatic, i.e. narrowband excitations.
Prior to the analysis of the scattering signal, some essential assumptions are in
order. First, we assume that randomly distributed scatterers give rise to all echo signals.
which means that the probability that a scatterer is at one position is the same as the
probability that it is located at any other position. Second, it is assumed that multiple
scattering is negligible due to the Born approximation and that the waves scattered by each
particle are spherically symmetric over the surface of the transducer and are sufficiently
far away from the transducer. Furthermore, the number of scatterers in the volume con
tributing to the scattered signal is assumed to be Poisson distributed, meaning that each
scatterer contributes to the signal equally. Finally, with the exception of small impedance
10
discontinuities distributed randomly in space, the medium is assumed to be non-attenuating
and uniform.
With these assumptions in mind and remembering the echo signal expression de










and can be further simplified to the random walk formulation exhibited in Fig. 2.3 and
described by Eq. 2.6.
Transmitter
S3
Figure 2.2: Transmit-receive scanning geometry and







where En = \TT{^)\ HT(pl, z?,(sj) |*M| \hr{P*, z* w)| \Tr(u)\ and on
= ^ (r - rB).
Eq. 2.6 represents a vector sum of M phasors in the complex plane. Each phasor
contributing to the signal has a random amplitude En and a random phase. on. The
random phase on is the relative phase shift for the
nth
scattering center and is based on
its relative position within the cell volume. Each scatterer contributing to the signal lies
within the cell volume centered at the cross section of the transmit-receive geometry at
90




Figure 2.3: Random walk and phasor sum
The phase at each position n, on. is assumed to be statistically independent and
uniformly distributed between 0 and 27T,
since we assume that the random positions of
12
scatterers introduce path differences which exceed the dominant wavelength of the pulse.
At the same time, the amplitudes at each position n. En, are assumed to be statistically
independent random variables in the limit as M -> oo.[14]
The intensity of the signal is equal to the square of the envelope of the field
i{t) = \s(t)Y (2.7)
According to Jakeman[15], the ratio of the second moment to the square of the first moment






where (...) represent the ensemble average and AI is the total number of scatterers. As
suming that all scatterers are identical in a given cell volume, and that hi obeys a Poisson

















where the diffraction formulation for the transmit-receive transducers, the scattering coeffi
cient and the transmit-receive transfer functions are assumed to be statistically independent.
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Assuming ergodicity, where the ensemble average equals its appropriate spatial
averages over the cell volume [21] . Eq. 2.10 becomes
(I2)
(/;









where the ((...)) symbol represents integration over a space that has volume \j. and \E
is the result of the volume integration. The scatterer number density (M) /Vj is a tissue
dependent property. At the same time, the term -^
^
4 depends on the probability
density function of the scattering coefficients at u. which is also tissue dependent. Together
these two terms constitute the "effective scatterer number
density"
at a frequency u.\ Within
Eq. 2.11 there is a term Ve that separates out, and is only dependent on the transducer's
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to an x. y, and z coordinate system is
explained in section 2.4.
2.3 Diffraction effect
To understand the effects of the medium on the scattered wave we have to exam
ine the pressure field distribution for the focused transducer in our crossbeam geometry in
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Fig.2.3. O'Neil[20] and Kossoff[16] have agreed that the double integration of the Rayleigh
expression for the off-axis pressure distribution is complicated and is an approximation,
good enough only when the transducer's radius is larger than the wavelength. Since then,
Penttinen and Luukkala[22] , Madsen et al.[19], Lucas and Muir[18] and Cobb[8] have re
duced the solution to a single integral or expressed it as a series. Schmerr et al. [25] have
approached this problem by creating a model given in terms of boundary diffraction waves.
Another approach for effectively solving the transducer's pressure field distribution is by
implementing Bessel function expansions. Recent works by Chen et al.[7] and Daly [10] have
used such expressions in establishing solutions for the pressure field distribution in terms
of Lommel functions.
The scatterer number density in Eq. 2.11 is dependent on the properties of the
scattering medium within a scattering volume, Ve- In order to define
this volume it is
necessary to consider a monochromatic excitation pulse emerging
from a circular aperture




Figure 2.4: Coordinate system used to calculate the velocity-potential transfer function
from a circular aperture.
According to Fig. 2.4, the amplitude of the diffraction pattern, H(p,z.uj) at a
typical point scatterer P, located in the neighborhood of O, where P is generally thought
to be at some off-axis distance p =
\jx2





where r is the distance from an element area on the face of the transducer to the point
scatterer P, and a0 represents the area of the aperture of the transducer and / (a0) is the
velocity distribution across the face of the transducer which is unity when spatial uniformity
is assumed. The subscript
"o"
denotes the source plane. The spatial wave number, k is
defined as the temporal frequency, cv over the speed of sound, c.
The amplitude of the diffraction pattern or the scalar disturbance represented in
Eq. 2.13 is the Rayleigh-Sommerfeld integral. The disturbance H(p,z.u;) is also known as
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the velocity potential transfer function.
Due to circular symmetry of the transducer and, more importantly, the Fresnel
approximation, which states that the solution will be valid in both the near and the far
field, the Rayleigh-Sommerfeld integral in Eq. 2.13 can be estimated as:





y2 is the off-axis distance at the transducer's face. The notation
in H(p,z.u) indicates that the result in Eq. 2.14 represents an estimate. In order to solve
this integral, it is convenient to consider separately the real and imaginary parts of the
integral in Eq. 2.14.
e-^&Jo (^fp0) PodPo = C(u. v)
-
iS(u, v) (2.15)
where u and r are dimensionless variables that specify the position of point P in terms of:
ka2
kap
u = and i' =
z z
where a is the radius of the transducer and z is the distance from the face of the transducer to
the plane of point scatterer P. According to Gray and Mathews[13] the real and imaginary






Expanding the integrals in terms of series ofBessel functions by using a recursive formula[13]
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such as:
/ pn0Jn-i(p0)dp0 = pn0Jn{p0) (2.17)
J u
and integrating by parts we get
Jq Mvp0)cos(^p20)p0dp0 = cos(^)J1(v) + JplJ1(vPo)sm(-^p20)dp0 (2.18)
Repeating this process on the second integral of the second term on the right, will eventually
result in the following series of Bessel functions:
f/i(u,r) = jJi(v)-<^)J3{v) + ... = f^(-l)'p)1+'>J1+2.(v)
s=0
l




According to Born and Wolf[2] , the real and imaginary parts of the velocity-potential inte
gral can be expanded in terms of the series above resulting in the following expressions:
, , cos(iu) , sin(iu)
C(u,v) = 2-LUi(u,v) + -!-U2(u, v)
2U 2U
sin(^u) tt ^ ^ cos(^u).
S(Ulv) = *-LUi(u,v) + ^-!-U2(u,v) (2.20)
2U 2U
The values of the real part C(u, v) and imaginary part S(u, v) can be found by evaluating
the series of 2-dimensional functions U(u, v) and J72(u, v) for the given values of u and v.
Furthermore, the series Ui(u,v) and C/2(w, v) proceed by ascending powers of ^.
The series proceeding by ascending powers of ^ can be found by a process similar
to the one above. Using one of the recursive formula for Jn(p0) frm Gray and Mathews[13]
^-(P^UPo)) = -PonJn+l(Po) (2-21)
Opo
and then expanding the real part
Jo(i')
-






































Vo(u.v) = Mv)-(^j J2(t.)
+ ... =
(-l)'Q SJ2s(r)
Vi(u.r) = ^J0(l,)-Q)2J3(r) + ... = f;(-irQ2"1J2,^(r) (2.24)
The solution to the Rayleigh-Sommerfeld integral can be defined in terms of alternating
infinite series of integer order Bessel functions presented above. More generally, the solution
to the integral can be expressed in terms of Lommel functions:
Un(u,v)
n+2




















Figure 2.5: Geometric representation of convergence regions. (Adapted from Sommargren.
1990).
Convergence dictates which particular form is used and this depends of the ratio
^[27]. According to Fig. 2.5, in the shadow region where u/v > 1 the diffraction integral
is calculated in terms of Lommel functions Vo(u, v) and V\(u, v). When the ratio u/v < 1,
meaning that we are in the illuminated region, the diffraction integral is derived in terms
of Lommel functions U\(u, v) and 72(u, v).
So far we have defined the solution to the diffraction integral for two cases, the
region where u/v > 1 and the region where u/v < 1. In what follows we will explore what
happens at the boundary region where u = r:[13]
U0 = V0 = J0-J2 + Ji




- 2J2 (v) + 2J4 (u)
sin f)
= 2Ji(r)-2J3(i-) + 2J5(i-)
20
(2.27)
When u = v
to = V0 = -[J0(v) + cos(v)]
L\ = V\ = - sin( v
U2 = V2 = -[J0(r)-cos(r)] (2.28)
More specifically
















j Jn(v) and Vn + Vn+2
= P ) (2.30)
Therefore
rir!
(t/ + Un+2) =
uzn
(Vn + Vn+2) (2.31)
In addition, since J-n (v) =
(-1)"
Jn (*') replacing n with -n results in:
Un + Un+2 = (-l)n[V- + V_n+2]
v; + vn+2 =
(-i)n
[r/_ + u-n+2] (2.32)





















At the same time, differentiating -U2 (u, v) + V0 (u, v) = cos \ (u + ^) results in
dU2 dV0 v .
z
1- -7T- = sin
OV OV u 2 \ u
(2.35)
Iterating these steps will result in the following general expressions defined by Gray and











The Lommel based results just developed can be applied to the focused transducer





where u = ka2/e and v = kap/z, and the time delay is expressed by 1/e = 1/z 1/A where
A is the geometrical focal distance or the radius of curvature of the focused transducer. We
will refer to Ht and HR as the Lommel diffraction formulation for each transmit-receive
transducer geometry at 90. At this point it is important to note that an exact solution to
the diffraction problem does not exist in closed form, therefore, the integral in Eq. 2.13 has
to be evaluated numerically.
According to Daly[10], on-axis, where the off-axis distance p is equal to 0. the
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Lommel diffraction formulation for a focused transducer simplifies to:
H(p = 0,z,,') = ^e~3iZ+i) sin (**) (2.38)
fcz \ 4e /
At the same time when the distance from the face of the transducer to the plane of the point
scatterer P is equal to A, the geometrical focal length, the Lommel diffraction formulation
becomes:




where the magnitude squared of the expression in Eq. 2.39 is recognized as the Airy function
[20] and [2].
2.4 Defining the Point Spread Function and the Effective
Resolution Cell Volume
Once the appropriate expressions have been defined, we can consider the derivation
of the effective resolution cell volume, Ve, in Eq. 2.11. With the previous sections in mind,
consider two identical focused transducers orthogonally positioned. The product of the
Lommel diffraction formulation for the transmit-receive geometry yields the point spread
function of the scanning system. An illustration of this concept is presented in Fig. 2.2.
In order to calculate the point spread function in each case it is necessary to relate the
monochromatic excitation pulse to the point scatterer through a unique coordinate system.
Taking the dot product of 1c and unit vector, TV, results
in p and z values within the
x, y, z coordinate system needed to
calculate the Lommel diffraction formulation at each
point in that system. Similarly, the dot product of
T*
and unit vector, TV results in p and
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z values for the receive case. This process is straight forward, but can be computationally
intensive at times due to the 3-dimensional data set in each case. If reciprocity is assumed
for two identical transducers, only one set of calculations is necessary to result in the desired
point spread function. In this case, rigid body rotation of the transmit data set yields the
receiver data set within the same coordinate system, eliminating redundant computations.
The theoretical product of the two transfer functions, Hr and HR. can be given
a physical meaning. Consider a hypothetical scattering point, P, located in the vicinity
of the crossbeam geometry of the transmit-receive transducers. If the transmitter were
to be driven by a unit amplitude sinusoidal signal with frequency u>0, the received signal
amplitude will have a magnitude of HT(x0,y0, z0,u0)HR(x0,y0, z0,ui0), where (x0,y0,z0)
represents the coordinates of the point scatterer P. On the other hand, scanning point P,
by moving the transmit-receive assembly to various points (x,y,z) in 3-dimensional space
will result in a signal amplitude P(x,y,z,u0). Therefore, P(x,y,z,cv0) becomes the Point
Spread Function (PSF) of the scanning system, at frequency u0.
P(x,y,z,u0) = HT(x,y,z,u>0) \HR(x,y,z,u0) (2.40)
Eq. 2.40 is directly related to the effective cell volume, VE, in the normalized intensity
moments expression defined earlier in Eq. 2.11. To calculate the effective resolution cell
volume, we compute HT(x0,yo,z,uj0) at several
consecutive z values in a desired region,
by using the above procedure. The result of this
computation is a cube of velocity po
tential values at each consecutive p and z within the
coordinate system. Because two
identical transducers are used in this example, HR(x0,y0,z,u0) can be derived from the
HT(Xo,yo,z,LV0) cube through a
90
rotation about the x axis. To numerically integrate
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Ve we will write Eq. 2.12 in discrete form.
\2
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As a result, the effective cell volume, Ve, can be derived from the actual values of the
velocity potential transfer function at each point in the 3-dimensional space. Notice that
the
transducers'
frequency response Tt (u>) and TR (lo) as well as the frequency dependent
scattering coefficient * (u) have dropped out during the normalization process of the ef
fective resolution cell volume expression, leaving only the system dependent parameters,
HT (i,j, k) and HR (i,j, k).
2.5 Transducer Characterization; Finding the Effective Focal
Length and the Effective Radius
As seen in Eq. 2.37, the Lommel diffraction formulation and, in turn, the effective
resolution cell volume are dependent on two physical parameters, the effective radius and
the geometrical focal length, of the specific transducer used in the experimental portion of
this work. Therefore, an essential step is to determine parameters such as the transducer's
effective radius, a, and the effective
focal length or geometrical focal length, A. Most often
these parameters are given by the manufacturer. Other times these parameters are not
known. Typically, even the manufacturer specifications might differ from the actual values
observed, hence our
"effective"
nomenclature comes into place. A number of methods for
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measuring the effective transducer parameters have been transpired byMadsen[19], Amin[l],
and Lerch[17] among others. Initially, we found that Lerch's approach gave a satisfactory
solution to our problem.
The process requires determining the location of the last on-axis null and the on-
axis maximum pressure response, which is also known as the location of the transducer's
"true focus". By determining both locations we secure the region where the amplitudes
of the transducer's response are most significant. In short, Lerch et al.[17] arrived at the






where the location of the last on-axis minima, zmin and A are determined experimentally.
In the above expression the effective radius is not only dependent on zmm but also
on the effective focal length A. To calculate A we set the partial derivative with respect to
the distance z equal to zero. After a lengthy derivation the following expression is reached,
which is expressed in terms of an intermediate value x, specifying the last on-axis maximum
location:
7T X(2max/'2min) rr, ..
xcosx = sinx. (2.43)
7T X

















By experimentally determining zrain and zmax at the frequency equal to the center
frequency of the focused transducer, the intermediate value x. can be solved for using Eq.
2.43. Based on this value, the effective focal length or the geometric focal length can be
determined using Eq. 2.44. The geometric focal length is then used to compute the effective
radius using Eq. 2.42.
We encountered several problems with this method. First, this procedure proved
to be very sensitive to the zmax location, which greatly affects the value x in the tran
scendental expression in Eq. 2.43 and in the end determines the effective values A and
a. Just by having a less than 5c7c difference in the value of zmax the effective parameters
changed significantly. Second, as the author[17] observed, the effective values are dependent
on frequency. Since our experimental results were derived only at the center frequency of
the transducers in use, we could not look at such differences. Third, Lerch's approach is
highly dependent on only two points, the on-axis null, Zmin and the on-axis maximum, zmax.
Because our plan is to measure the entire field pattern, on and off-axis pressure, for each
transducer selected for this work, we could certainly make use of other locations, such as
off-axis pressure points, to determine the effective parameters.





H(p,z = A,u) = -e V J
^^
when the distance z is equal to the geometrical focal length. The argument within the
Ji (*) is dependent on the off-axis distance p along with the desired parameters a and A.
By initially taking the transducer's radius, a as the




1.22tt = 3.833 min
1.63tt = 5.136 max
2.233tt = 7.016 min
2.679tt = 8.417 max
Table 2.1: The first few maxima and minima of the J\(*) function
using table 2.1[11] where the first minimum occurs when the argument within J\ (*) is
equal to 3.833 we can determine the value for A. Now that we have A, we return to Eq.
2.38 to fit the theoretical on-axis pressure response to the experimental on-axis pressure
response. According to Eq. 2.38 and after some initial simulations, it became apparent
that the on-axis pressure response is much more sensitive to changes in the radius a, as
opposed to changes in the geometrical focal length A. Therefore, keeping the A constant
and changing a from a value given by the manufacturer to an effective value and iterating
this process until we maximize the fit between the experimental and theoretical field pattern
results we arrive at the effective values for the radius and the geometrical focal length for
each transducer in question.
2.6 Summary
We have described the generation of an echo signal in terms of an LSI model where
the output voltage can be expressed in terms of the input voltage modified by the system's
magnitude and phase components. Realistically, the echo signal is a superposition of echoes
from many scatterers within the
interrogated region, therefore it is necessary to sum the
product of each scatterer over M number of scatterers. We have simplified the signal
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to the random walk formulation where each of the AI scatterers that make a significant
contribution to the signal at time t will have a random amplitude and a random phase.
Within the random amplitude are the transfer functions, TTM and TR (u), the scattering
coefficient, < (u), and the diffraction functions, HT
(pT,zT




We have expressed the normalized intensity moments in terms of the effective scat
terer number density, a property of the interrogated medium, and the effective resolution cell
volume, a system dependent parameter. The effective resolution cell volume, Ve is defined
in terms of the overlapping radiation beam pattern of the transmit-receive transducers.
Due to monochromatic excitations of the signal, each transducer's beam pattern can be
theoretically expressed in terms of the Lommel diffraction formulation. When computing
the Lommel diffraction formulation for each transducer within our scanning geometry, it
is important to keep in mind the four distinct regions within the field pattern. For each
region such as, the shadow region where u/v > 1, the illuminated region where u/v < 1,
the boundary region where u = v, and the on-axis location, where v = 0, we have defined a
specific expression written in terms of Lommel functions. At the same time we have made
a conceptual connection between the terms involved in the definition of the resolution cell
volume and the imaging science definition of a point spread function (PSF). [24]
Finally, we have demonstrated how the two
transducers'
parameters, namely the
effective radius a, and the effective radius of curvature
A. can be derived from hydrophone
based diffraction field measurements along with on-axis and off-axis theoretical calculations







3.1.1 Crossbeam Geometry with a Point Scatterer
In order to test our theory, we initially attempted to replicate the crossbeam
geometry in Fig. 2.2, where the transmitting transducer would be placed perpendicular to
the receiving transducer. More specifically, the transmitter's beam would be aligned along
the z axis, while the receiver's beam would be aligned along the y axis. At the same time
our plan was to build a "point phantom and record the scattered signal using the
orthogonally placed transducers.
The idea for the "point
scatterer"
phantom came from a previous work by Burke
et al.[A}. In our case, the point scatterer consists of a glass microsphere 500 pra in diameter,
procured fromWhitehouse Scientific, embedded in a container ofKnox gelatin. The amount
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of gelatin for each phantom was 0.25oz. for every 2 cups of water, resulting in a weakly
concentrated gelatin, with a speed of sound within the phantom close to the speed of sound
in water, which is equal to 1482.0m/s. This phantom was constructed as follows. First.
a drop of gelatin solution was dabbed on a flat surface. One glass microsphere was placed
on this drop. We allowed this drop to congeal. At the same time, about one liter of
gelatin was allowed to congeal in a 1.51 plastic container. Before the gelatin in the plastic
container was completely congealed, the microsphere gelatin drop was gently stuck to the
end of a thin wire and pushed about 1 cm deep inside the center of the large container. Due
to the temperature difference between the microsphere drop and the rest of the gelatin in
the container, the boundary difference disappeared leaving only a suspended microsphere
within the gelatin phantom. The small hole left by the wire tool also disappeared as the
gelatin solidified.
Once the phantom was set we proceeded with the experiment. We placed the
microsphere container into a water tank and positioned the paired transmitting and receiv
ing transducer pair at
90
from each other making sure the microsphere was located at
the
"true"
focal zone, the region where the maximum pressure amplitude occurs, for both













Figure 3.1: Experimental setup for the crossbeam geometry with a microsphere phantom.
The transmitting transducer was excited with a sinusoidal monochromatic signal
matched to the center frequency of the transducer pair, described in Eq. 3.1, generated by
a Analogic Corporation waveform generator (Model 2020).
s(t)
= cos(2?rf0t) (3.1)
where f0 = 2.5 MHz and the pulse duration was 10 ps with a pulse repetition period of
20ms.
Due to its weak concentration, the gelatin properties matched those of water and
no significant attenuation corrections were needed. The reflection due to the impedance
mismatch between the water medium and the gelatin was located and gated out. Un
fortunately, the signal from the microsphere was embedded in the echoes due to multiple
reflections off the container wall. As a result, this method was dicarded and a more reliable
experimental protocol was saught.
3.1.2 On-axis Response Using a Steel Sphere
In order to compare the experimental result to the theory, it would be necessary
to characterize the transducer pair as well as any other transducers selected for this work.
To find parameters such as the effective radius a. and the effective radius of curvature
also known as the geometrical focal length A, initially we implemented Lerch's approach
described in section 2.5. where the last on-axis null along with the on-axis maximum pressure
response are determined by measuring the on-axis response for each transducer. The
configuration for this particular experiment is illustrated in Fig. 3.2. where a spherically
focused transducer is placed directly above a 6.35mm steel sphere positioned on a clay
pedestal and submersed in a water tank. The transducer was excited with a Harming
windowed signal described by Eq. 3.2:
s(t)
= 0.5 (l - cos (jy)) cos (27r/0i) (3.2)








Figure 3.2: Steel sphere experiment setup.
The connection setup is illustrated in Fig. 3.2. The signal was created by the
(Model 2020) waveform generator (Analogic Corporation). The waveform generator is con
nected to the ENI power amplifier (Model 240L). The amplified signal is carried through
the incoming port of the RITEC Diplexer. The transducer received this signal from the
outgoing port of the diplexer. To read the signal response, the diplexer's REC port was
connected to the input of the Panametrics Stepless Gate (Model 5052G). From here the
gated output signal was sent to the RITEC Broadband receiver (Model BR-640) and fi
nally to an 8-bit digitizer (Analogic Corporation
Data 6100B). The digitized rf data were
downloaded to a personal computer.
The transducer is aligned to the front surface of the steel sphere. Data was
collected from the on-axis backscatterered signal by starting at approximately 12 cm away
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from the object and moving towards it in small increments of 3mm. This procedure was
repeated several times using the two 2.5 MHz transducers. Fig. 3.3 illustrates an example
of the acquired readings for transducer #1 and transducer #2 respectively.
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Figure 3.3: On-axis pressure response for transducer #1 (left) and transducer #2 (right)
Both transducers have a 2.5MHz center frequency.
Theoretically, the procedure to calculate the effective radius along with the ef
fective geometrical focal length is very sensitive to the last on-axis maximum location.
Unfortunately, even when we tried to go at finer intervals in z around the peak region, as
seen in Fig. 3.3 (right), the variability of pressure was so great that we were not able to pin
down a distinct value for this location, even after several trials.
There are several issues that make this procedure inappropriate in our case. The
first issue is the size of the steel sphere. In theory, we were only supposed to catch the
leading edge response of the sphere, which "acts as a point
scatterer"
[17]. However, due
to our excitation pulse and perhaps slight misalignment between transducer and object,
our signal response could have come from a target of a finite size with significant structure.
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This structure may have caused averaging effects, which in turn may have caused shifting in
the locations of the extrema. The second issue may have something to do with our choice of
excitation pulse. Typical non-destructive evaluation(NDE) setups use spike pulser signals,
where we chose a windowed cosine pulse. Finally, due to the frequency dependence of the
effective values, one cannot produce deterministically the effective parameters in a single
procedural setup using only the center frequency as the driving frequency of our pulse.
With the previous reasons as evidence and because Lerch's approach depends
only on the on-axis values to characterize the transducers, we decided to try yet another
approach. In what follows, we will not only resolve the crossbeam geometry experimental
dilemma but we will be able to characterize the transducers as well.
3.1.3 Hydrophone Experiments
With little success in the crossbeam geometry experiment and less promising re
sults in characterizing the transducers using the large steel sphere we decided to measure
the pressure beam profiles by mapping the field with a hydrophone. This approach is
typical for quantifying the behavior of focussed transducers in that it results in on-axis and
off-axis points that will help determine such parameters as the effective radius a and the
effective radius of curvature A of the transducers. Furthermore, the experimental results
can be processed accordingly to result in values for the effective resolution cell volume in
the crossbeam geometry. Such a process will be defined in a later section. In what follows,













Figure 3.4: Experimental arrangement for plotting beam profiles of a focused transducer
using a PVDF needle-hydrophone.
The experimental setup is illustrated in Fig. 3.4. The focused transducer was
placed outside the water tank, up against a thin plastic sheet. A 0.5mm diameter PVDF
needle-hydrophone was attached to a motorized x-y-z translation stage and submersed in
the water tank. The focused transducer is adjusted so that the beam axis is perpendicular
to the plane traced by the hydrophone as it was scanned across the beam.
The transducer's excitation is obtained using the Analogic Corporation waveform
generator (Model 2020), whose signal is amplified by a ENI power amplifier (Model 240L)
and then routed to the transducer in question. The nearlymonochromatic pulse is described
by Eq. 3.3:
s(t)
= cos (2irf0t) (3.3)
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where f0 was set to the center frequency of each transducer and the pulse duration was
10 ps with a pulse repetition period of 20ms.
To measure the pressure amplitude as a function of position the hydrophone re
sponse was gated using the Panametrics Stepless Gate (Model 5052G) and digitized by
the 8-bit digitizer (Analogic Corporation Data 6100B). In turn, the digitized rf data were
stored in a personal computer.
Alignment of the transducer to the detector's coordinate system so that the beam
is perpendicular to the direction of the hydrophone translation is crucial for accurate results.
This alignment was achieved through the following steps:
1. The hydrophone was moved very close to the transducer's face and the
adjustment in x direction (left/right) was completed so that the hydrophone's tip was as
close to the center of the transducer's face as possible.
2. Step number 1 was repeated for the y direction (top/bottom) case.
3. Adjustment for angular displacement was considered for both transducer
and hydrophone.
4. The hydrophone was moved into the transducer's far field and its x-y
coordinates were adjusted to find the maximum peak signal.
5. We moved the hydrophone at about half the distance in step 4 and adjusted
the hydrophone until the signal was maximized.
6. If the coordinates varied in the last two steps, we readjusted the hydrophone
at the far field location, step 4, and then repeated step 5. We followed the last two steps
until the maximum signal appeared in both locations.
Satisfactory alignment indicates that the
"z"
axis of the hydrophone is parallel to
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the ultrasound beam, and that the and
"y"
axes are perpendicular to the ultrasound
beam. When the optimized alignment is complete we can translate the hydrophone in the
x-y direction to find a peak and then move the hydrophone to a much larger distance z along
the beam axis, and still be located at the region where the beam amplitude is maximum.
Once the alignment was complete, the hydrophone was moved to a large distance
z location of about 12 cm. At this location, an off-axis translation of the hydrophone in
both sides of the axis that spanned 2.4 cm in total was performed, making sure that in the
far field the side lobes were included in their entirety. The x-y stepper-motor moved the
hydrophone in 0.2mm steps across the face of the transducer in the x direction, resulting
in 120 line scans at each position. The scanning procedure is illustrated in Fig. 3.5. WTien
the profile reading was complete, the hydrophone was moved in 3mm intervals towards the
transducer's face and repeated the line scans. This process resulted in a total of 38 profiles,
3mm apart, within the 12 cm distance.
focused
transducer
Figure 3.5: Coordinate system illustration for amplitude detection across the face of a
focused transducer using a
needle-hydrophone.
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The procedure just described was executed with 3 transducers, one 3.5 MHz fo
cused transducer and two 2.5 MHz focused transducers. We duplicated the experiment, for
all three transducers, resulting in two data sets for each transducer.
3.2 Data Processing
As described in the previous section, at each location in z we recorded a set of
120 rf lines within a 2.4 cm region in the x direction. The envelope of the rf signal was
computed from the amplitude of the complex function associated with the rf signal via
the Hilbert transform[3]. Therefore, 120 amplitude values as a function of z and x were
computed to form the beam profiles at each location. Due to slight misalignment between
the hydrophone and transducer, a shift on the order of 0.2mm was executed on some of
the profiles. This shift ensured the profile's maximum amplitude to be associated with the
on-axis location, resulting in symmetric profiles about the z axis.
So far our experimental data consists of a profile at several x-z locations. How
ever, in reality the beam profile is composed of a 3-dimensional function within the x-y-z
coordinate system. Due to circular symmetry we rotated our experimental beam profile
about the z axis to result in the 2-dimensional beam profile at each z location. More specif
ically, we took half of the profile array, for example from 61 to 120, and averaged it with
the remaining half of the profile array. Further, these values were interpolated onto the
2-dimensional space resulting in a complete 2-dimensional beam profile at each z location.
The outcome of this process is a cube of amplitude values within 2.4 cm in the x-y plane
and at every 3mm in z within a region of 12 cm. In essence, we mapped the complete
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beam profile in 3-dimensional space encompassing the near and far field regions for all three
transducers. Using this 3-dimensional map, we can characterize the transducers by finding
the effective parameters as well as compute the effective resolution cell volume in each case.
3.3 Computational Details and Considerations
3.3.1 Properties of the Lommel Functions
As seen in section 2.3 the Lommel diffraction formulation in Eq. 2.27 is expressed













Because the Lommel functions are expressed as an infinite series summation, they can only
be computed approximately. Both functions, Un (u, v) and Vn (u, v), are defined in terms of
dimensionless variables u and v, which specify the position of point scatterer P. As already
mentioned, the ratio u/v plays a significant role in the rate of convergence for both cases.
When the ratio u/v is less than unity, the convergence of the Un (u, v) series is improved.
However, when this ratio is greater than unity it benefits the convergence of the Vn (u, v)
series.
Taking Sommargren's approach[27], we bound the measure of convergence when
a finite number of terms are used to represent Un (u, v) and Vn (u, v) , which "will always
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In Eq. 3.4 the measure of convergence is dependent on the ratio of u/v as well as the
magnitude of the Bessel function. As seen in Fig. 3.6, the integer order Bessel function
Jk (v) retains near zero values over an increasing range in the vicinity of zero. For example,
Jg (v) does not exceed 0.01 in magnitude in the range 5.4 < v < 5.4[27]. Sommargren
determined empirically that for k > 45, Jk (v) remains in effect zero. Therefore, for
values of k greater than 45 and v < k 15 the Jn+2s+2 (v) terms in Eq. 3.4 also facilitate
convergence[27].









Knowing that J2s+2 (v) will be zero for 2s + 2 > v + 15 > 17 or s > 8 can help us determine
the finite number of terms needed in the series summation when the magnitude of the
Bessel function is taken into consideration. Therefore, in the algorithm used to compute
the diffraction profiles for our three focused transducers, the default number for the finite




Figure 3.6: Bessel functions of the first kind J^ (v)
3.3.2 Cell Volume Computation Concerns: Experimental vs. Theoretical
The definition of the effective resolution cell volume Ve was outlined in section
2.4, Eq. 2.41. Experimentally, the effective resolution cell volume can be derived from the
actual velocity potential transfer function values at each point in 3D space. We can simulate
the crossbeam geometry at
90
through an orthogonal transformation of the beam profile
map within a specified region for each transducer. In essence, such transformation provides
the beam profile for the receiving transducer from that of the transmitting transducer beam
profile, or according to Eq. 2.41, \HT(i,j,k)\ and \HR(i,j,k)\ within a region of interest.
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Of course, this transformation is only valid when identical transducers are used in the
crossbeam geometry places at equal distances from each other.
Our experimental beam profile map consists of values 0.2 mm apart in the x-y
direction and 3mm apart in the z direction. In order to compute the effective resolution
cell volume in the true focus region, for example, it is necessary to take the cube of velocity
potential values for the transmitting transducer and perform a rigid body rotation to gen
erate the receiving transducer data. Before we follow Eq. 2.41 and perform the numerical
integration one important note needs to be acknowledged. As it stands, the experimental
data set for the transmitting transducer case has 120 by 120 elements in the x. y direction
and at most 7 elements in the z direction. After the orthogonal transformation we will
have 120 by 7 elements in the x. y direction and 120 elements in the z direction. It is
clear from such observation, that point by point multiplication will not be possible. In
order to perform the point by point operation, it is necessary for us to interpolate the ex
perimental beam profile values at the desired region in the z direction from values that are
3mm apart to values that are 0.2mm apart. We have tried zero order interpolation, linear
interpolation, as well as a higher order interpolation and obtained results within 0.02% of
each other. It will become more apparent in the result section that the beam profile in the
true focus region does not consists of large variations therefore interpolating between these
points will not cause significant discrepancies. Fig. 3.7 illustrates the experimental data
set along with the rigid body rotation. As already expressed, point by point multiplication
would not be possible in this context, therefore the need for interpolation which leads us
to Fig. 3.8.
After interpolation, we can go ahead and perform the rigid body rotation along
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with the numerical integration of the effective resolution cell volume. When computing the
theoretical effective resolution cell volume, we are not limited by the physical capabilities
of our instruments, therefore such interpolations in z direction are not necessary.
i^v
Figure 3.7: Representation of the experimental data set along with its orthogonal
transformation.
Figure 3.8: Representation of the interpolated experimental data set along with its orthog
onal transformation.
3.4 Summary
We have outlined three different experimental arrangements to help us generate
the effective resolution cell volume and characterize the transducers selected for this work.
The concept of crossbeam geometry was not successful in the experimental setup due to
our inability to separate the signal from the microsphere from signals due to reflections
off of the phantom's container. The steel sphere experiment yielded unsatisfactory results
due to several reasons such as inappropriate target size, unsuitable excitation pulse, and
perhaps the need to repeat such experiment over the entire transducers bandwidth. Finally,
we described needle-hydrophone experimental arrangements which allowed the estimation
of the effective radius a and effective radius of curvature A. At the same time, we have
outlined the appropriate steps in computing the effective resolution cell volume along with
characterizing each transducer using the results from this type of experiment.
On a final note, we have discussed certain computational details such as the finite
summation of the Lommel functions Un (u,v) and Vn (u, v) within the Lommel diffraction
formulation. Further, due to the limitation in the physical capabilities of the experimental
setup, particularly the inability to move the hydrophone at finer increments than on the or
der of 3mm in the z direction, we have explained the need of interpolating the experimental





The data acquisition and data processing were described in sections 3.1.3 and 3.2.
For each of the three transducers used, an off-axis translation of the needle-hydrophone on
both sides of the x axis that spanned 0.024m in total was performed, making sure that in
the far field the side lobes were included in their entirety. This type of scan was repeated in
0.003m intervals within a 0.12m region in the z direction. As a result, a total of 38 profiles,
0.003m apart, were recorded for each transducer selected for this work. Realistically the
beam profiles are composed of a 3-dimensional function within the x-y-z coordinate system.
Due to circular symmetry, the experimental beam profiles were rotated about the z axis to
result in a cube of pressure amplitude values within 0.024m in the x-y plane and at every
0.003m in the z direction within a 0.12m region.
In what follows we present the results for the two 2.5 MHz and the 3.5 MHz focused
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Figure 4.1: Experimental beam profiles (top), pressure amplitude map (bottom) for the
2.5MHz transducer #1, trial a.
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Figure 4.2: Experimental on-axis pressure amplitude along with 2-dimensional beam profiles
at several z distances, (a) 0.0188m (b) 0.0277m (c) 0.0396m (d) 0.0988m, for the 2.5MHz
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Figure 4.3: Experimental beam profiles (top), pressure amplitude map (bottom) for the

















Figure 4.4: Experimental on-axis pressure amplitude along with 2-dimensional beam profiles
at several z distances, (a) 0.0222m (b) 0.0311m (c) 0.0429m (d) 0.0993m, for the 2.5MHz
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Figure 4.5: Experimental beam profiles (top), pressure amplitude map (bottom) for the





















Figure 4.6: Experimental on-axis pressure amplitude along with 2-dimensional beam profiles
at several z distances, (a) 0.0160m (b) 0.0308m (c) 0.0516m (d) 0.0989m, for the 2.5 MHz
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Figure 4.7: Experimental beam profiles (top), pressure amplitude map (bottom) for the
2.5 MHz transducer #2, trial b.
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Figure 4.8: Experimental on-axis pressure amplitude along with 2-dimensional beam profiles
at several z distances, (a) 0.0234m (b) 0.0323m (c) 0.0442m (d) 0.0975m, for the 2.5 MHz







Figure 4.9: Experimental beam profiles (top), pressure amplitude map (bottom) for the
3.5 MHz transducer, trial a.





Figure 4.10: Experimental on-axis pressure amplitude along with 2-dimensional beam pro
files at several z distances, (a) 0.0245m (b) 0.0334m (c) 0.0452m (d) 0.0719m. for the
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Figure 4.11: Experimental beam profiles (top), pressure amplitude map (bottom) for the
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Figure 4.12: Experimental on-axis pressure amplitude along with 2-dimensional beam pro
files at several z distances, (a) 0.0246m (b) 0.0335m (c) 0.0454m (d) 0.0691m, for the
3.5MHz transducer, trial b.
Figures 4.1, 4.3, 4.5, 4.7, 4.9, and 4.11 illustrate the experimental beam profiles
along with contour maps, where black represents large pressure amplitude values, while
white represents pressure amplitude values near zero, for the three transducers used in this
project. Studying these results one can summarize some common features. In the near
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field, the beam pattern is confined within each transducer's diameter of about 0.013m. The
pressure amplitude varies greatly within the near field region. In the far field, the pressure
amplitude attains a cleaner, more definitive form. The maximum pressure amplitude is
located at the center and it falls off as the radial distance increases. The on-axis pressure
decreases and the side lobes become well defined as the beam begins to diverge. At the
same time, the central lobe becomes larger as z increases.
Although all six beam profiles exhibit the features just described, several obser
vations particular to the experimental environment are in order. The region of maximum
pressure appears at two different locations in Fig. 4.5 and Fig. 4.7. Even though these
results are for the same transducer, the slight shift in the "true
focus"
region, the region
where the on-axis pressure amplitude is maximum, is attributed to a slight misalignment
between the transducer and the hydrophone in the experimental trial (a). In fact, out
of the six experimental readings, the 2.5MHz transducer #2 trial (a) data set had to be
shifted as much as 0.0006m in order to arrange the peak value at the center of each profile
and achieve symmetry.
The measurements for the 3.5MHz transducer trial were taken at 0.0003m inter
vals in x instead of the 0.0002m intervals in x used in the rest of the experimental readings.
Even though the contour map and the surface plot in Fig. 4.9
show the results over a 60
element region the 0.024m region is preserved with the increase in step size. Furthermore,
due to a higher center frequency, the 3.5 MHz transducer exhibits an overall narrower beam
profile width as opposed to the 2.5MHz transducers beam profiles.
Figures 4.2, 4.4, 4.6, 4.8, 4.10, and 4.12 illustrate the experimental on-axis pres
sure amplitude variation along with the 2-dimensional
beam profiles at four z locations.
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An obvious question comes to mind when studying the on-axis pressure plots. Why is
there a bias at the last on-axis minimum location? There are several potential answers
to this question. First, due to a rather large step size in z, of 0.003m, it can be that
the true minimum location has been missed altogether and what we are mapping are the
points around that location. Finer interval readings in this crucial location is something
worth perusing in future experiments. Second, we speculate that this bias is due to the
hydrophone's finite size. Further analysis of the spatially averaging effect due to a finite
size detector can be referred to Daly[10], as well as section 4.5. Thirdly, the reason for such
a bias is the misalignment of the hydrophone and transducer. This is particularly evident
in the 2.5MHz transducer number 2 trial (a), where the on-axis minimum and the on-axis
maximum locations are shifted due to misalignment between transmitter and receiver.
The 2-dimensional beam profiles exhibited in Figures 4.2, 4.4, 4.6, 4.8, 4.10, and
4.12 illustrate the pressure amplitude variation in a given x-y plane (0.024m by 0.024 m) at
four z locations, where black represents a large pressure amplitude value and white depicts
a small pressure amplitude value. In all of the six experimental trial cases locations (a),
(b), and (c) are within the near filed region and location (d) is in the far field region. It
is important to note that the beam profiles in Fig. 4.4(c), Fig. 4.8(c) and Fig. 4.10(c) are
located in the true focus region, where the pressure amplitude is the highest and therefore
the central lobe width would be the narrowest. Using these types of measurements one can
compute the lateral resolution in the true focus region for the transducers in question.
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4.2 Transducer Characterization
In order to determine parameters such as the transducer's effective radius a and the
effective focal length A, experimental on-axis and off-axis pressure points were considered.
The geometrical focal length is determined by using Eq. 2.39 in section 2.5:
H(p,z = A,u) =
Le-ik{A+&)Mk*p/A)
A kap/A
where the argument within the Ji(*) is dependent on the off-axis distance p as well as
parameters a and A. The off-axis distance p is determined from the experimental beam
profiles for each transducer. The value A can be determined by initially taking the radius a
as the value given by the manufacturer and acknowledging that the argument within Jx (*)
is equal to 3.833 at the first zero crossing. Once the effective geometrical focal length is
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and a match between the theoretical on-axis pressure response and the experimental on-axis
pressure response is determined by changing a until the fit between the two data sets is
maximized. Once the effective radius values that maximize the on-axis fit are determined,
the off-axis profiles are computed and the correlation between these and the experimental
off-axis profiles is calculated. The best correlation between the theoretical and the exper
imental off-axis profiles determines which effective radius best characterizes the particular
transducer.
The results of this procedure for the three transducers selected for this work are
outlined in the following sections.
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4.2.1 2.5 MHz Focussed Transducer #1
In section 2.3 it was established that when the distance from the face of the
transducer to the plane of the point scatterer P is equal to the geometrical focal length A,
the diffraction formulation becomes the Airy function. Because in our case A is unknown
we select a region within the experimental data where the behavior of the profiles resemble
that of the Airy function. From these profiles we can establish an effective off-axis distance
which in turn will help determine the geometrical focal length. Fig. 4.13 and Fig. 4.14
illustrate the profiles for the 2.5 MHz transducer number 1 at several distances z. for two
experimental trials. For every profile in z the off-axis distance of the first zero crossing is
located. These values are displayed in Table 4.1. The average of the six values becomes
the off-axis distance p. which is equal to 0.00543m.




Figure 4.13: Off-axis pressure response in the geometrical focal length region for the 2.5 MHz
transducer, experimental run (a).
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Table 4.1: Off-axis p values in the geometrical focus region for the 2.5MHz transducer #1.




Figure 4.14: Off-axis pressure response in the geometrical focal length region for the 2.5MHz
transducer, experimental run (b).
Now that we have an effective p value and knowing that the argument within Ji(*)
in the Airy function is equal to 3.833 at the first zero crossing, we can solve for the effective
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Figure 4.15: On-axis variation of the pressure distribution for the 2.5 MHz focused trans
ducer. The symbols represent two experimental data sets, while the lines represent three
potential effective radius a values.
To maximize the fit between the experimental and theoretical beam profiles we
start by looking at the on-axis experimental values and on-axis theoretical values. The the
oretical results are generated by taking the manufacturer's specified value for the transducer
radius a along with the previously defined geometrical focal length value A. As a result,
our initial comparison is illustrated in Fig. 4.15 between the normalized experimental data
points and the dotted on-axis line. Although there is a general agreement between these
two functions, it is clear from Fig. 4.15 that in the region between the last minima and
the last maxima there is a distinct shift among these values. In order to find a better
fit within this region several effective radius values were chosen and the on-axis theoreti
cal magnitude values were compared with the on-axis experimental values. A qualitative
example is illustrated in Fig. 4.15 where the solid and dashed lines represent the on-axis
variation in the pressure field values when a = 0.0060m and a = 0.0062m respectively.
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Table 4.2: Correlation coefficient values for experimental and theoretical on-axis variation
of pressure magnitude for the 2.5MHz transducer #1 at locations greater than 0.0159m.







Table 4.3: Correlation coefficient values for experimental and theoretical on-axis variation
of pressure magnitude for the 2.5MHz transducer #1 at locations greater than 0.0188m.
Comparing the on-axis variation when a = 0.0060m with the experimental results shows
an overall improvement in the fit. Furthermore, the correlation coefficient between these
two functions proved to be the highest among all the potential effective values considered.
Table 4.2 lists several of the correlation coefficient values at different effective radius val
ues. Due to immense variation in the on-axis function in the region near the
transducers'
face the correlation coefficient was computed for z locations 0.0159m and higher. Because
there is not a distinct boundary between the region of large variation and the region of
monotonic change, a second set of correlation coefficient values between the experimental
and theoretical on-axis variation was computed for z locations 0.0188m and higher. These
results are listed in Table 4.3. As seen in the previous example, one of the highest corre
lation coefficient values occurs when the effective radius a is equal to 0.0060m. Among all
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the observed cases, the highest correlation coefficient values appeared when a = 0.0059 m,
a = 0.0060m and when o = 0.0061m. Using these possible effective radius values, the
Lommel diffraction formulation was computed at each z location where an experimental
profile was recorded. The theoretical profiles were compared to the experimental profiles
and the correlation between these two for the three possible cases is illustrated in Fig. 4.16.
As it was true in the on-axis case, there is good agreement between the experimental and
theoretical profiles at z locations that are greater than the last maxima. However, there is a
slight disagreement between these profiles when we focus in the region between 0.0188m and
0.0311 m, the region just before the last on-axis minimum and the last on-axis maximum.
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Figure 4.16: Correlation between experimental and theoretical profiles for the 2.5MHz
transducer #1 at three possible effective radius a values.
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Figure 4.17: Correlation between experimental and theoretical profiles along with their
corresponding polynomial fit for the 2.5 MHz transducer #1 in the 0.0188m to 0.03112m
region.
In order to zero in on the best value for the effective radius a. a second order
polynomial fit is drawn between the correlation coefficient values for the three possible
effective radius values in the region with greatest variation between 0.0188m and 0.0311 m.
as illustrated in Fig. 4.17. The correlation coefficient of the fit,
R2
is 0.6858. 0.7549, and
0.5599 for a = 0.0059m, a = 0.0060m, a
= 0.0061m. This analysis indicates that the best
result for the effective radius a is 0.0060m.
As a qualitative measure we compared the normalized experimental and theoretical
profiles at several z locations in the near and far field. Fig. 4.18, Fig. 4.19 and Fig. 4.20
illustrate the differences between profiles at z = 0.0307m, z = 0.0489m, z = 0.0988m
when the effective radius is equal to 0.0059m, 0.0060m, 0.0061m respectively. Although
there seems to be a better agreement between the experimental and theoretical profiles at
z = 0.0307m when a = 0.0061m, a better fit between the three data sets is obvious when
a = 0.0060m.
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After following the above procedure we conclude that the best estimate for the
geometrical focal length .4 and the effective radius a for the 2.5MHz transducer #1 is
0.0976m and 0.0060m respectively.
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Figure 4.18: Experimental and theoretical profiles at z
= 0.0307m when the effective radius
a = 0.0059m, a = 0.0060m and a
= 0.0061 m for the 2.5MHz transducer #1.
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Figure 4.19: Experimental and theoretical profiles at z
= 0.0489m when the effective radius
a = 0.0059m, a = 0.0060m and a
= 0.0061 m for the 2.5MHz transducer #1.
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Figure 4.20: Experimental and theoretical profiles at z
= 0.0988m when the effective radius
a = 0.0059m. a = 0.0060m and a = 0.0061 m for the 2.5 MHz transducer #1.




Table 4.4: Off-axis p values in the geometrical focus region for the 2.5MHz transducer #2.
4.2.2 2.5 MHz Focussed Transducer #2
The same procedure previously described was followed for the 2.5MHz transducer
#2. Fig. 4.21 illustrates the profiles for the 2.5MHz transducer #2, experimental trial
(b), at several distances z in the geometrical focal region. Due to misalignment between
the needle-hydrophone and the transducer in the experimental trial (a), only experimental
trial (b) will be considered in what follows.
2.5MHz Transducer #2 Experimental Run b
(V)
0.0 1 ..
-O.015 -0.010 -0.005 0.000 0.005
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z = 0.0916m <",
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Figure 4.21: Off-axis pressure response in the geometrical focal length region for the 2.5 MHz
transducer #2, experimental run (b).
For every profile in z the off-axis
distance of the first zero crossing is located.
These values are displayed in Table 4.4. The average of the three values becomes the
effective off-axis distance p, which is equal to 0.0055m.
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Initially, the effective geometrical focal length A, is solved for by using the effective
p value along with the transducer's radius a, given by the manufacturer. These parameters
are implemented within the argument of the Jx (*) which equals 3.833 at the first zero
corssing. As a result, the effective geometrical focal length value is equal to 0.0989m.
To maximize the fit between the experimental and theoretical beam profiles we
start by looking at the on-axis experimental values and on-axis theoretical values. The
theoretical results are generated by taking the manufacturer's specified value for the trans
ducer's radius a along with the previously defined geometrical focal length value A. As
a result, our initial comparison is illustrated in Fig. 4.22 between the normalized exper
imental data points and the dotted on-axis line. Although there is a general agreement
between these two functions, it is clear from Fig. 4.22 that there is an overall shift present
in the theoretical on-axis results. In order to compensate for the observed shift, several
effective radius values were chosen and the on-axis theoretical magnitude values were com
pared with the on-axis experimental values. By decreasing the transducer radius the entire
on-axis theoretical function shifts to the left, which leads to the conclusion that the active
transducer's area is smaller than the manufacturer's specifications. An example of this is
illustrated in Fig. 4.22 where the dashed and solid lines represent the on-axis variation in
the velocity-potential values when a = 0.00595m and a = 0.0062m respectively.
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Table 4.5: Correlation coefficient values for the experimental and theoretical on-axis varia
tion of pressure magnitude for the 2.5MHz transducer #2 at locations greater than 0.02m.
2.5MHz transducer 82







Figure 4.22: On-axis variation of the pressure distribution for the 2.5MHz focused trans
ducer #2. The symbols represent the experimental data set. while the lines represent three
potential effective radius a values.
Comparing the on-axis variation when a = 0.0062m with the experimental results
shows an overall improvement in the fit. Furthermore, the correlation coefficient between
the two functions proved to be the highest among the three potential effective radius values
considered. Table 4.5 lists the correlation coefficient values between the on-axis experi
mental and on-axis theoretical functions computed using the three potential effective radius
values. Due to large variations of the on-axis function in the region near the transducer's
face the correlation coefficient was computed for z locations 0.02 m and higher.
74


























o = O.0O650m +
-
O = O.0O620m *
-





Figure 4.23: Correlation between experimental and theoretical profiles for the 2.5MHz
transducer #2 at three possible effective radius a values.
Even though the on-axis correlation coefficient was highest when the effective
radius a equaled 0.00595m, according to Fig. 4.23, the correlation between the off-axis
profiles shows an overall agreement between the three potential effective radius values.
However, when a second polynomial fit is drawn between the
correlation coefficient points in
the region with greatest variation, between 0.0175m and 0.0382 m, the highest
correlation
occurs when a = 0.0062 m. According to Fig. 4.24, the correlation coefficient of the
fit,
R2
for each case is 0.6941, 0.9693, and 0.4847 for a
= 0.00595m, a
= 0.00620m,
a = 0.00650m. In conclusion, even though on-axis
the best result for the effective radius
would have been when a = 0.00595m, the off-axis
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Figure 4.24: Correlation between experimental and theoretical profiles along with their
corresponding polynomial fit for the 2.5 MHz transducer #2 in the 0.0175m to 0.0382m
region.
A comparison between the normalized experimental and theoretical profiles at
several z locations, in the near and far field, where z = 0.0234m, z = 0.0412m, and
z = 0.0975m, using the three effective radius values, a
= 0.00595m, a = 0.0062m, and
a = 0.0062m. is presented in Fig. 4.25. Fig. 4.26 and Fig. 4.27. These profiles reinforce
the conclusion that the best fit between the theoretical and experimental data occurs when
a = 0.0062m.
According to the above procedure we conclude that the best estimate for the
geometrical focal length A and the effective radius a for the 2.5 MHz transducer #2 is
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Figure 4.25: Experimental and theoretical profiles at z = 0.0234m when the effective radius
a = 0.00595m, a = 0.0062m and a
= 0.0065m for the 2.5 MHz transducer #2.
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Figure 4.26: Experimental and theoretical profiles at z
= 0.0412m when the effective radius
a = 0.00595m, a = 0.0062m and a
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Figure 4.27: Experimental and theoretical profiles at z = 0.0975m when the effective radius
a = 0.00595m, a = 0.0062m and a
= 0.0065m for the 2.5 MHz transducer #2.
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4.2.3 3.5MHz Focussed Transducer
The 3.5 MHz transducer characterization technique is similar to the previous two
procedures. Fig. 4.28 and Fig. 4.29 illustrate the 3.5 MHz transducer profiles recorded in
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Figure 4.28: Off-axis pressure response in the geometrical focal length region for the 3.5MHz
transducer, experimental run (a).
































Figure 4.29: Off-axis pressure response in the geometrical focal length region for the 3.5MHz
transducer, experimental run (b).
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Table 4.6: Off-axis p values in the geometrical focus region for the 3.5MHz transducer.
As in the last two cases, for every profile in z, the off-axis distance of the first zero
crossing is located. These values are displayed in Table 4.6. The average of the six values
becomes the effective off-axis distance p, which is equal to 0.0028m.
Using the effective p value along with the manufacturer's transducer radius a, the
geometrical focal length A is computed via the same process described in the previous two
cases. As a result, the effective geometrical focal length value is equal to 0.07053m.
Tomaximize the fit between the experimental and theoretical beam profiles a study
of the on-axis experimental and theoretical values is initially undertaken. The theoretical
results are generated by using the Lommel diffraction formulation in conjunction with the
parameters just defined. Our initial result is illustrated in Fig. 4.30 between the normalized
on-axis pressure response experimental data points and the theoretically predicted dotted
lines. As it was true in the 2.5 MHz transducers analysis, an overall shift in the on-
axis theoretical data is present in this case as well. In order to correct for this shift,
several effective radius values were chosen and the on-axis theoretical pressure response was
compared with the on-axis experimental values. A representative example is illustrated in
Fig. 4.30 where the solid and dashed lines represent the on-axis pressure response when
a = 0.00575m and a = 0.00540m respectively. By decreasing the presumed transducer's
81
radius, the entire on-axis theoretical function shifts to the left, which leads to the conclusion
that the active transducer's face is smaller than the manufacturer's specification. As in
the previous analysis, the on-axis behaviour is much more sensitive to the change in radius
as opposed to the change in the effective geometrical focal length A. Therefore, we chose
to keep the transducer's geometrical focal length constant and arrive at the maximum fit
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Figure 4.30: On-axis variation of the pressure field for the 3.5 MHz focused transducer.
The symbols represent the experimental data sets, while the lines represent three potential
effective radius a values.
Table 4.7 lists several of the correlation coefficient values at different effective
radius values. Due to large variation in the on-axis pressure response function in the
region near the transducer's face, the correlation coefficient was computed for z locations
greater than 0.0215m. According to Table 4.7 the highest correlation values occured when
a = 0.00565m, a = 0.00575m, a = 0.00585m, and a
= 0.00595 m. Using these possible
*9











Table 4.7: Correlation coefficient values for the experimental and theoretical on-axis varia
tion of pressure magnitude for the 3.5MHz transducer at z locations greater than 0.0215m.
effective radius values along with the established geometrical focal length parameter, the
Lommel diffraction formulation was computed at each z location where an experimental
profile was recorded. The theoretical profiles were compared to the experimental profiles
and the correlation between these two for the four possible cases is illustrated in Fig. 4.31.
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Figure 4.31: Correlation between experimental and theoretical profiles for the 3.5 MHz
transducer at four possible effective radius a values.
According to Fig. 4.31. the correlation between the off-axis experimental and
theoretical profiles shows an overall agreement in the far field region for all four cases, which
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leads to the conclusion that any of the four effective radius values could be an approriate
parameter for this transducer. However, when a second order polynomial fit is drawn
between the values in the region with greatest fluctuation, between 0.0215m and 0.0394m,
the highest correlation fit is detected when a = 0.00595m. According to Fig. 4.32 , the
correlation coefficient
R2








Correlation between experimental and theoretical profiles for the 3.5MHz transducer at three a values
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Figure 4.32: Correlation between experimental and theoretical profiles along with their
corresponding polynomial fit for the 3.5 MHz transducer in the 0.0215m to 0.0394m region.
As a qualitative measure, a comparison between the normalized experimental and
theoretical profiles at several z locations, z = 0.0246m, z 0.0483m, and z = 0.0720m, in
the near and far field, using the three effective radius values, a = 0.00575m, a = 0.00585m,
and a = 0.00595m, are presented in Fig. 4.33, Fig. 4.34, and Fig. 4.35 respectively.
The differences between these profiles is much more obvious in the region closer to the
transducer's face than in the far field locations.
As a result of the above procedure we conclude that the best estimate for the
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Figure 4.33: Experimental and theoretical profiles at z
= 0.0246m when the effective radius
a = 0.00575 m, a = 0.00585m and a
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Figure 4.34: Experimental and theoretical profiles at z = 0.0483m when the effective radius
a = 0.00575m, a = 0.00585m and a
= 0.00595m for the 3.5 MHz transducer.
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Figure 4.35: Experimental and theoretical profiles at z
= 0.0720m when the effective radius
a = 0.00575m, a = 0.00585m and a
= 0.00595m for the 3.5 MHz transducer.
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Table 4.8: Characterization parameters for the three focused transducers.
4.2.4 Summary
A procedure for characterizing the two 2.5MHz and the 3.5MHz transducers was
developed and implemented. This procedure required an analysis of the experimental and
theoretical on and off-axis pressure amplitude points. The width of the ultrasonic beam
located at the geometrical focus, defined as the distance between the on-axis point and
the first off-axis pressure minimum, was extracted from the experimental profiles previ
ously recorded. Using this width, or the off-axis distance, along
with the manufacturer's
specification for the transducer's radius, the effective geometrical focus was
calculated. Fur
thermore, using these parameters the
on-axis theoretical pressure variation was compared
to the experimental on-axis pressure variation. The initial
comparison manifested a shift
between the two data sets. Because the on-axis variation proved
to be a great deal more
sensitive to the change in the effective radius a, than to the
geometrical focus A, we pro
ceeded to maximize the fit between the experimental and
theoretical results by changing
the effective radius in all three cases. Through
an iterative process and a comparison be
tween the on-axis as well as the off-axis
theoretical and experimental results, we were able
to define the best estimate for the effective
radius and the effective geometrical focal length
for all three transducers in question. Table
4.8 summarizes these results. According to
this analysis, the active area for each
transducer's face is smaller than the manufacturer's
specification.
Furthermore, to verify the validity of our method, the results listed in Table 4.8
were applied to an alternative analysis previously developed by Kossoff[16] , where the spec
ification of focusing is described in terms of a transition distance T from the near to the far
field with the radius a and the wavelength A. More specifically, this transition distance is:
A
(4.1)
and the radius of curvature A is described in terms of a fraction of this transition distance.
Fig. 4.36 shows the position of the true focus, or the acoustic focus, as a function of the
radius of curvature, or the geometrical focus, A. Using the parameters in Table 4.8 we
can map the true focus as a function of the effective geometrical focal length. According
to Fig. 4.36 the true focus location for each transducer is in excellent agreement with the
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Figure 4.36: Intensity and position of acoustic focus as a
function of radius of curvature
according to Kossoff. Mapped
position of the acoustic focus for the two 2.5MHz and the
3.5MHz transducers with respect to the radius of
curvature. (Adapted from Kossoff, 1979).
Table 4.9 lists the position of the experimental and theoretical true focus for the
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Table 4.9: Experimental and theoretical acoustic focus position for the three focused trans
ducers.
three transducers selected for this work. According to Kossoff the two 2.5MHz and 3.5 MHz
transducers can be classified as weak focussing transducers where the pressure beam is
narrow over a relatively long distance. This observation can play an important role when
deciding how to place the transducers within the crossbeam geometry described previously
and analyzed more closely in the following sections.
4.3 Point Spread Function
The pressure amplitude beam pattern of the transducer plays an important role
in the definition of the point spread function as well as the effective resolution cell volume.
In order to calculate the point spread function of the crossbeam geometry system it is
necessary to relate the
monochromatic excitation pulse to the point scatterer through a
unique coordinate system. This process was described in detail in section 2.4. Within the
crossbeam geometry one transducer
operates as the transmitter while the second transducer
operates as the receiver. While the transmitter insonifies a region
defined by its own
pressure amplitude beam pattern, the scattered signal is received by the receiver only from a
limited portion of this region. This limited section is defined by the geometrical positioning
of the beam pattern of the receiving transducer.
To demonstrate a proof of concept, it
is appropriate to assume point scatterers in the scattering
medium. Therefore, a given
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point scatterer will have a different amplitude response depending on its location within
the overlapping beam patterns. The difference in amplitude response should be attributed
to the shape and form of the cell region or the point spread function and not to any possible
statistical variations of the scattering strengths.
In what follows we will present an analysis of the point spread function for the
crossbeam geometry for each of the three transducers selected for this work. It is important
to keep in mind that we assumed identical transducers within the crossbeam geometry.
therefore, the rigid body rotation of the transmitting transducer data set provided the basis
of the receiving transducer data set in each case.
The analysis of the point spread function (PSF) is concentrated in two distinct
regions, the true focus region and the geometrical focus region. As already defined, the
true focus region is the region where the maximum pressure amplitude and the narrowest
beam is obtained. The true focus lies in the near field of the specific transducer leading to
the conclusion that it is not possible to focus a transducer in the far field. In regards to the
three transducers selected for this work, the true focus region is centered at 0.0462m and
0.0467m for the two 2.5MHz transducers and at 0.0460m for the 3.5 MHz transducer. On
the other hand, the geometrical focus also known as the distance in z equal to the radius
of curvature A is located at 0.0976m and 0.0988m for the two 2.5 MHz transducers and
at 0.07053m for the 3.5MHz transducer. According to these results and the definitions
just recapitulated, the two 2.5MHz
transducers have a much weaker focusing power than
the 3.5MHz transducer, which will have an effect
on the PSF of the system and more
importantly on the effective resolution cell
volume analysis.
91





Figure 4.37: Point spread function located in the true focus region for the crossbeam geom
























Figure 4.38: Point spread function located in the geometrical focus region for the crossbeam
geometry using the 2.5 MHz
transducers #1. (a) Experimental and (b) Theoretical PSF.
In the true focus region both the experimental PSF illustrated in Fig. 4.37(a)
and the theoretical PSF illustrated in Fig. 4.37(b) resemble a sphere like shape with four
additional smaller spheres attached to the centers of the larger body in the x-y and in the
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y-z planes. On the other hand, in the geometrical focus region both the experimental PSF
illustrated in Fig. 4.38(a) and the theoretical PSF illustrated in Fig. 4.38(b) resemble a
much more defined sphere with four additional circular but flattened shapes located in the
x-y and y-z planes. These additional features to the well defined central sphere are due to
the contribution of the side lobes from the transmit-receive velocity-potential functions. In
the true focus region the velocity-potential or the pressure amplitude beam profiles are much
tighter, therefore, the overlapping region in the corssbeam geometry is predominantely a
result of the central lobe.
According to Fig. 4.37 and Fig. 4.38 the highest pressure amplitude value is
located at the center of the PSF for each case. In these examples as well as in what follows
the pressure amplitude values have been normalized to a standard 8 bit range with the color
scale provided in each case. Furthermore, both the experimental and theoretical results are
shown within a 1.38 *
10~5 m3
region. There are 120 elements within each dimension with




It is important to remember that in the experimental case the step size in z was
equal to 0.003m. Therefore, a cubic interpolation in the z direction of the
experimental
pressure-amplitudes was necessary to arrive at
the desired voxel size. As seen in Fig.
4.37(a) and Fig. 4.38(a) there are no
interpolation artifacts present and the experimental
PSF's are in excellent agreement with the theoretical
PSF's.
Because the characteristics of the PSF are directly related to the effective resolution
cell volume, VE, in the normalized intensity moments expression,
these preliminary results
forecast an excellent agreement between the experimental and
theoretical effective resolution
cell volume at the wavelength associated with the
center frequency for transducer #1.
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Figure 4.39: Point spread function for the cross beam geometry using the 2.5 MHz trans
ducer #1 at (a) 1.7MHz, (b) 2.5MHz, and (c) 3.3MHz. Left column represents the PSF in
the true focus region and right column represents the PSF in the geometrical focus region.
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Going a step further and analyzing the PSF at frequencies within the transducer's
bandwidth will shed some light on the overall behavior of our system and ultimately on the
nature of the statistical distribution of scatterers within the effective resolution cell volume.
Fig. 4.39 illustrates the PSF at three frequencies, 1.7MHz, 2.5 MHz and 3.3MHz,
within the experimentally determined bandwidth for the 2.5MHz transducer #1. The left
column represents the PSF in the true focus region while the right column illustrates the
PSF in the geometrical focus region. Qualitatively, according to Fig. 4.39 at the lowest
frequency of 1.7MHz, the volume enclosed by the PSF is much larger than at the highest
frequency of 3.3 MHz in both the true focus and the geometrical focus regions. However,
the change in the PSF in the true focus region is significantly less within the bandwidth
measurement than the change in the PSF in the geometrical focus region. Furthermore, in






Figure 4.40: Point spread function profiles in the true focus region at 1.7MHz, 2.5MHz,
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Figure 4.41: Point spread function profiles in the geometrical focus region at 1.7MHz.
2.5 MHz. and 3.3MHz for the 2.5 MHz transducer #1.
This phenomenon is emphasized even further when we look at the PSF profiles in
the y-z plane illustrated in Fig. 4.40 and Fig. 4.41. One can see a distinct difference between
the PSF profiles in the geometrical focus region, however, this difference is less obvious in the
true focus region. More specifically, the distance between the off-axis pressure amplitude
minima for the PSF at 1.7MHz in the geometrical focus region is 0.017m as opposed to
0.009m at 3.3MHz. By contrast, in the true focus region the width of the central lobe at




Figure 4.42: Point spread function spot size, in the y-z plane, in the true focus region (a)
and in the geometrical focus region (b) at 1.7MHz, 2.5MHz, and 3.3MHz (left to right) for
the 2.5MHz transducer #1.
Unlike the transmit-receive
transducers'
pressure field slices which possessed a
circular symmetry, the PSF slices in the y-z plane exhibit an asymmetric quality. The PSF
"spot
size"
is illustrated in Fig. 4.42, where the true focus PSF's for frequencies equal to
1.7MHz, 2.5MHz and 3.3 MHz are displayed in row (a) and the geometrical focus PSF's for
the same frequencies are displayed in row (b). In each case, the black represents a large
pressure field amplitude value while white represents pressure field amplitude values near
zero. As it was true with the previous figures the PSF spot size in all examples are within
the 0.024m by 0.024m region. When we look at Fig. 4.42 in conjunction with Fig. 4.39
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Figure 4.43: FWHM in the x-y plane for the PSF of the crossbeam geometry at several
frequencies under the 2.5 MHz transducer #1 bandwidth. The +"s represent data in the
true focus region while the *'s represent data in the geometrical focus region.
As a quantitative measure, Fig. 4.43 displays the fullwidth halfmaximum (FWHM)
in the x-y plane for the PSF of the crossbeam geometry at 0.2MHz intervals within the
2.5 MHz transducer #1 bandwidth. The plus symbols represent the FWHM values in the
true focus region, while the asterisk symbols represent the FWHM values in the geometrical
focus region. The FWHM as a function of frequency changes very little in the true focus
region. One reason for such behavior can be attributed to the almost constant central lobe
within this region at the observed frequencies. On the other -hand, as we have already
shown, the FWHM in the geometrical
focus region is monotonically decreasing over the
range of frequencies selected.
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4.3.2 2.5MHz Focussed Transducer #2
Figure 4.44: Point spread function located in the true focus region for the crossbeam geom





Figure 4.45: Point spread function located in the geometrical focus region for the crossbeam
geometry using the 2.5
MHz transducers #2. (a) Experimental and (b) Theoretical PSF.
The experimental and theoretical PSF for the 2.5 MHz transducer number 2 lo
cated in the true focus region and illustrated in Fig. 4.44(a) and (b), possess similar
qualities as described in the 2.5MHz transducer number 1 example. On the other hand, in
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the geometrical focus region the experimental PSF illustrated in Fig. 4.45(a) resembles the
well defined sphere along with the first side lobes contribution defined by the four toroidal
shapes as well as additional features associated with the secondary side lobes. By contrast,
the theoretical PSF illustrated in Fig. 4.45(b) resembles that described in the 2.5MHz
transducer #1 case.
As was the case for the first 2.5MHz transducer, the highest pressure amplitude
value is located at the center of the PSF for each example throughout the analysis of the
second 2.5 MHz transducer. Furthermore, the voxel size is preserved to the 8.0 *
10_1
m
value. Finally, because the same experimental protocol was followed with the second
2.5 MHz transducer, cubic interpolation of the experimental pressure amplitude profiles in
z was necessary to arrive at the appropriate voxel
size. Regardless of the interpolation,
there is excellent agreement between the experimental and theoretical PSF in both the true
focus and the geometrical focus regions.
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Figure 4.46: Point spread function for the cross beam geometry using the 2.5 MHz trans
ducer #2 at (a) 1.7MHz, (b) 2.5MHz, and (c) 3.3 MHz. Left column represents the PSF in
the true focus region and right column represents the PSF in the geometrical focus region.
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Fig. 4.46 illustrates the PSF at three different frequencies, 1.7MHz, 2.5MHz
and 3.3MHz within the bandwidth of the second 2.5 MHz transducer. The left column
illustrates the PSF in the true focus region while the right column displays the PSF in the
geometrical focus region. Because the 2.5 MHz transducer #1 and the 2.5 MHz transducer
#2 are so similar in characteristics such as the radius of curvature, the active diameter, and
wavelength, there are no new observations detected within this type of analysis of the PSF
for the second transducer.
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Figure 4.47: Point spread function profiles in the true focus region at 1.7MHz. 2.5MHz,
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Figure 4.48: Point spread function profiles in the geometrical focus region at 1.7 MHz.
2.5MHz, and 3.3MHz for the 2.5 MHz transducer #2.
On the other hand, a closer look at the PSF profiles in the y-z plane illustrated
in Fig. 4.47 indicates a slightly tighter central lobe between the 1.7MHz and 2.5MHz PSF
profiles. However, the overall characteristics of the PSF profiles displayed in Fig. 4.47 and
Fig. 4.48 resemble that discussed in the 2.5 MHz transducer #1 case.
The similarities between the two 2.5MHz transducers are emphasized through the
PSF slices in the y-z plane illustrated in Fig. 4.49, where the true focus and the geometrical
focus region PSF spot size are almost identical. Perhaps the PSF spot size at 1.7MHz is
slightly smaller for the second 2.5MHz transducer case as opposed to the first 2.5 MHz
transducer case.
Furthermore, the FWHM in the x-y plane for the PSF of the crossbeam geometery
at 0.2MHz intervals within the second 2.5MHz transducer bandwidth is illustrated in Fig.
4.50. As it was true for the first 2.5 MHz transducer the FWHM as a function of frequency






Figure 4.49: Point spread function spot size in the true focus region (a) and in the geo
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Figure 4.50: FWHM in the x-y plane for the PSF of the crossbeam geometry at several
frequencies under the 2.5MHz transducer #2 bandwidth. The +'s represent data in the
true focus region while the *'s represent data in the geometrical focus region.
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Figure 4.51: Point spread function located in the true focus region for the crossbeam geom








Figure 4.52: Point spread function located in the geometrical focus region for the crossbeam
geometry using the 3.5MHz
transducer, (a) Experimental and (b) Theoretical PSF.
Looking at the 3.5 MHz transducer's experimental and theoretical PSF located
in the true focus region and illustrated in Fig. 4.51(a) and (b) one can detect an overall
similar shape as in the previous two transducer examples. However, the experimental PSF
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in Fig. 4.51(a) does indeed posses a slight deformation within the sphere like shape that
constitutes its main body. Even though the experimental and the theoretical PSF located
in the geometrical focus region resemble the well defined sphere with the additional side-
lobe toroidal shapes located at the center sides of the main body in the x-y and y-z planes,
the additional features seen in the experimental PSF are attributed to the secondary side
lobes within the transmit-receive pressure amplitude beam profiles.
Aside from these differences, the highest pressure amplitude value is located at
the center of the PSF for each case, which was the case for the former two transducers.
Furthermore, as it was the case for the two 2.5MHz transducers, the experimental and
theoretical PSF's within the true focus and geometrical focus region are analyzed within a
1.38 *
10"5 m3
volume. Similarly, the voxel size is equal to 8.0 *
10~12
m3. Because of the
relatively large step size in z within the experimental
beam profiles, same cubic interpolation
was conducted for the 3.5MHz transducer data set in order to arrive at the desired voxel
size.
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Figure 4.53: Point spread function for the cross beam geometry using the 3.5MHz trans
ducer at (a) 1.5MHz, (b) 3.5MHz, and (c) 5.5 MHz. Left column represents the PSF in the
true focus region and right column represents the PSF in the geometrical focus region.
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Fig. 4.53 illustrates the PSF at three frequencies, 1.5MHz. 3.5 MHz and 5.5 MHz.
within the previously determined bandwidth[6] for the 3.5 MHz transducer. The left column
illustrates the PSF in the true focus region, while the right column displays the PSF in the
geometrical focus region at the specified frequencies. Qualitatively, the PSF is much larger
at the lowest frequency of 1.5 MHz than at the highest frequency of 5.5 MHz. The changes
in the PSF size within the true focus and the geometrical focus regions seem to occur at
the same rate, which was not the case for the two 2.5MHz transducers. The reason for
such variation can be attributed to the smaller difference between the true focus and the
geometrical focus locations for this transducer type, which ultimately affects the degree of
focusing and the overall beam profile shape.
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Figure 4.54: Point spread function profiles in the true focus region at 1.5MHz, 3.5MHz,
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Figure 4.55: Point spread function profiles in the geometrical focus region at 1.5MHz.
3.5MHz, and 5.5MHz for the 3.5MHz transducer.
A closer look at the individual PSF profiles illustrated in Fig. 4.54 and Fig. 4.55
demonstrates that over the range of frequencies selected the change in the central lobes is
roughly the same for both the true focus and the geometrical focus regions. Even though
it was not apparent right away in Fig. 4.53 the PSF profiles for the 3.5 MHz transducer
are significantly narrower when compared to the previous two transducers PSF profiles.
More specifically, the distance between the off-axis pressure amplitude minima for the PSF
at 1.5 MHz in the geometrical focus region is 0.014m as opposed to 0.004m at 5.5MHz.
Similarly, this distance is equal to about 0.009m for the 1.5 MHz PSF profile in the true
focus region and about 0.004m for the 5.5MHz PSF profile in the same location. By
contrast, the two 2.5MHz
transducers'
PSF profiles within the true focus region exhibited
very little change in their overall shape.
Regardless of the differences mentioned, the asymmetric quality of the PSF "spot
size"
is still apparent in the 3.5 MHz transducer case. The PSF spot size is illustrated in
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Fig. 4.56, where the true focus PSF's for frequencies equal to 1.5MHz, 3.5 MHz and 5.5MHz
are illustrated in row a and where the geometrical focus PSF's for the same frequencies are
displayed in row b. As for the last two transducer examples, the black represents a large
pressure field amplitude value, while the white represents pressure field amplitude values
near zero. To emphasize the point previously mentioned, the PSF spot size does indeed
show a similar rate of change in size within the bandwidth frequencies selected for both
true focus and geometrical focus regions.
(a)
(b)
Figure 4.56: Point spread function spot size in the true
focus region (a) and in the geo
metrical focus region (b) at 1.5MHz, 3.5MHz, and 5.5MHz (left
to right) for the 3.5 MHz
transducer.
As a quantitative measure Fig. 4.57 indicates the
FWHM in the x-y plane for the
PSF of the crossbeam geometry system at
0.4MHz intervals within the 3.5 MHz transducer
bandwidth. The plus symbols delineate the FWHM values in the true
focus region, while
the asterisk symbols designate the FWHM
values in the geometrical focus region. By
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contrast to the former transducers, the FWHM as a function of frequency possess a similar
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Figure 4.57: FWHM in the x-y plane for the PSF of the crossbeam geometry at several
frequencies under the 3.5 MHz transducer bandwidth. +'s represent data in the true focus
region and *'s represent data in the geometrical focus region.
4.4 Effective Resolution Cell Volume
It was shown in Eq. 2.11
(I2\ (l*M
= 2 +
(V {M) /VT (\* VE
that the normalized intensity moments are dependent on the variable associated with the
medium
,
the effective scatterer number density,
(\*M\4
^ , as well as the system
+M)/vT(\*^)\2y
dependent variable, the effective resolution cell volume,
Ve- Therefore, the slope estimate
Ill
of the relationship between the normalized intensity moments, (I2) / (I) , and the inverse
of the effective resolution cell volume, Ve can be seen as a linear function[14j. Deviations
from this linear behavior can be attributed to variations within the effective resolution cell
volume among others. Changes in the effective resolution cell volume dictate the number
of scatterers present within the insonified region. Finite number of scatterers, clustering
or periodicity within the effective resolution cell volume give rise to deviations from the
Gaussian behavior and evoke the need for other types of statistical analysis such as K, Rice
and Generalized K models [14].
Using the discrete formulation of the effective resolution cell volume expression
shown in Eq. 2.43,
(AxAyAz)2
[; Ysj Efc \Ht (i,j,
k)\2
VE =




a numerical integration at each frequency within the three transducer's bandwidths at
0.2MHz intervals for the two 2.5MHz transducers and 0.4 MHz intervals for the 3.5MHz
transducer is performed. Fig. 4.58 illustrates the effective resolution cell volume, Ve,
as a function of frequency for the 2.5 MHz transducer #1, while Fig. 4.59
delineates the
same relationship for the 2.5 MHz
transducer #2. Within both figures, the calculated
effective resolution cell volume is displayed at two distinct locations, the true focus and the
geometrical focus regions. The plus symbols indicate VE in the true focus region, while
the asterisk symbols represent VE in the geometrical focus
region. At the same time, an
experimental VE value was calculated and displayed
for both 2.5 MHz transducers, where
the triangle symbols represent the
experimental VE in the true focus region and the diamond
symbol indicates the experimental VE in the geometrical focus region. Table 4.10 lists the
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differences between the experimental and theoretical effective resolution cell volume values
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Figure 4.58: Effective resolution cell volume as a function of frequency for the 2.5 MHz
transducer #1.
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True Focus Geometrical Focus
Transducer Exp. Ve (mm3) Theory Ve (mm3) Exp. Ve (mm3) Theory Ve (mm3)
2.5 MHz 74.54 61.88 266.47 256.93
2.5MHz 70.57 63.28 261.80 242.96
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Figure 4.59: Effective resolution cell volume as a function of frequency for the 2.5 MHz
transducer #2.
These differences can be attributed to the cubic interpolation in the z
direction of
the experimental data as well as to round off error during the numerical integration of the
effective resolution cell volume, VE. In either case, this
amounts to approximately a 57c
difference in the radii, ifwe assume a
spherical volume shape, between the experimental and
theoretical VE in the true focus region. Furthermore, assuming
the same spherical volume
shape, the difference in radii in the
geometrical focus region between the experimental and
theoretical effective resolution cell volumes is about 27c. Since the general feature of the
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PSF's in the previous section was a sphere like shape for each case, the radii difference is a
valid unit of measure.
As seen in the PSF analysis, the effective resolution cell volume rate of change over
the
transducers'
bandwidth varies much more in the geometrical focus region than in the
true focus region. This difference is attributed to the beam profiles shape within the two
regions which was described in detail in the previous section. Ultimately, the profile shape
is dictated by the degree of focussing in the case of the three transducers, where the two
2.5 MHz transducers are relatively weaker in focussing power than the 3.5MHz transducer.
as it was demonstrated in Fig.4.36. Looking at the effective resolution cell volume as a
function of frequency for the 3.5MHz transducer, illustrated in Fig. 4.60, one can see that
the rate of change in Ve is quite similar in both the true focus and geometrical focus regions.
In fact, for frequencies higher than the center frequency, the effective resolution cell volume
is almost equal in the true focus and geometrical focus regions. Furthermore, due to a much
narrower pressure amplitude beam, the effective resolution cell volume at frequencies within
the 3.5 MHz transducer bandwidth is smaller than the effective resolution cell volume at
frequencies within the bandwidths of the two 2.5 MHz transducers.
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True Focus Geometrical Focus
Transducer Exp. VE (mm3)
Theory-
Ve (mm3) Exp. Ve (mm3) Theory \'E (mm3)
3.5 MHz 23.09 19.36 40.03 37.51
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Figure 4.60: Effective resolution cell volume as a function of frequency for the 3.5 MHz
transducer.
A comparison between the experimental and theoretical effective
resolution cell
volume at the center frequency for the 3.5 MHz transducer leads to
another set of close
results. Table 4.11 lists the differences in
experimental and theoretical VE in the true focus
and geometrical focus regions, which amounts
to a 57c and a 37c difference respectively.
Recalling the experimental
geometrical focus PSF's illustrated in Fig. 4.52(a). it is clear
that a relatively small
portion of the effective resolution cell volume is due to the secondary
side lobes, regardless, the majority of VE
amount is attributed to the central lobe which
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does indeed exhibit a sphere like shape, therefore, our radii difference is a valid unit of
measure in this case as well.
4.5 Finite Size Detector Averaging Effects
Looking back at the previous sections we can conclude that the experimental and
the theoretical results are in excellent agreement. However, because the experimental
pressure amplitude beam profiles were recorded by a finite size needle-hydrophone, at this
point, it is worth discussing the averaging effects this type of detector can have on the final
results. We will go a step further and show how the size of several detectors affect the
on-axis pressure amplitude variation, which may explain our inability to detect the exact
location of the last on-axis minima when using the 0.00635m diameter steel sphere.
According to Wolf'3T and Daly^9 spatial averaging of the on-axis pressure field
or the on-axis intensity. /. over a finite size object, such as a detector, yields the following
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where b is the radius of the finite size detector, u = ka/f. v = kap'z. and vb = kab'z. These
expressions are derived with the assumption that the transducers and detector's face are
parallel to each other and separated by a distance z.
Figure 4.61: On-axis pressure variation from the 2.5 MHz transducer number 1 of radius a
spatially averaged over a detector size a) b
= a/24, b) b a 7 and c) b = a 4 as a function
of distance z . Experimental trial a represented by the asterisk symbols.
Fig. 4.61 illustrates the on-axis pressure amplitude variation from the 2.5MHz
transducer number 1 of radius a = 0.0060m when the detector size is b = a .24. b = a/7.
and b = a/4. "When b = a/24 we essentially map the on-axis pressure amplitude averaged
by the needle-hydrophone's finite size. It is clear from Fig. 4.61 that the experimental
on-axis pressure amplitude variation is in excellent agreement with the spatially averaged
results when b = a/24. From the analysis between the two functions, we can conclude that
because of the large step size in z in the experimental case we could have easily missed the
location of the last on-axis minima.
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If the detector's radius is larger than the hydrophone radius, as in the case when
b = a/7, then amplitude distortions take place especially at the shorter z locations. How
ever, when the detector size approaches the transducer's size, as in the case when b = a/4.
the fast oscillations in the on-axis pressure disappear at short z distances, furthermore, a
shift towards the transducer's face occurs in the last on-axis minimum location. At the same
time the last on-axis maximum location shifts to the right and a decrease in the change
of the monotonic fall-off at large z distances occurs. For a more in depth analysis of the
axial distance shifts from point to averaged effects positions of the minima and maxima the
reader is referred to Goldstein et a!. [12].
So far we have discussed the on-axis averaging effects. Unfortunately, the same
expressions used above are not applicable when looking at the off-axis averaging effects
due to the finite hydrophone size. As far as we know, no theory exists for the off-axis
hydrophone measurements of spherically focussed transducers. As a result, a simulation
of the effects of the finite hydrophone size on the off-axis measurements was created by
convolving the real and imaginary parts of the diffraction formulation expressed in Eq. 2.37
H(p,z,cv) = j-ze J\
2z
^Jpifail+mfav)]
with a 2-dimenional radially symmetric mask equal to the hydrophone's active face. Fig.
4.62 illustrates the normalized pressure magnitude when the detector radius is equivalent
to a point source, represented by the solid line, as well as the magnitude of the convolved
function. As it was true in the on-axis case, there is excellent agreement between the
averaged and point source off-axis profiles, especially at z
= 0.0305m and z = 0.0513m.
Only when z approaches very small distances, as in the case when z
= 0.0246m, we can
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Figure 4.62: Normalized pressure magnitude as a function the off-axis distance at (a) z =
0.0246m, (b) z = 0.0305m, and (c) z = 0.0513m for the 3.5MHz transducer. Point detector
(solid line) Hydrophone detector (dotted line).
According to the above analysis, we conclude that the hydrophone used to measure
the pressure amplitude beam profiles for the three transducers selected for this work was an
appropriate choice. Of course this type of hydrophone might not be suitable for transducers
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The second normalized intensity moment can be used to convey the statistical
nature of scattering structures. Base on previous work by Chen[6] and Helguera[14] among
others, we have shown that the second normalized intensity moment depends on the scat
tering nature of the interrogated structure as well as on the effective resolution cell volume
that contains the contributing scatterers. In order to characterize the medium, it is nec
essary to understand and isolate the contribution of the system dependent variable, which
we have defined as the effective resolution cell volume.
Throughout this work we have considered a crossbeam geometry with separate
transmit and receive transducers to compute the effective resolution cell volume, Ve- in the
normalized intensity moments expression. Unlike previous studies, where the relationship
between the normalized intensity moments and the effective scatterer number density was
based on the definition of the volume bounded by a time gate [6] or pulse width[14], we
based our analysis on the beam patterns associated with monochromatic excitations. Due
to the monochromatic nature of the signal we have used the Lommel diffraction formulation
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to estimate the frequency dependent effective resolution cell volume. Because the Lommel
diffraction formulation amounts to a Fresnel approximation to the diffraction integral, our
approach is valid in both the near and far field of the focused circular disk transducers.
Experimentally, we have mapped the 3-dimensional beam profile for two 2.5MHz
and one 3.5MHz focused transducers. These measurements were essential in qualitatively
and quantitatively determining the axial behavior, beam width, and the true focus locations
for each transducer. Furthermore, the preliminary study of the pressure amplitude mea
surements allowed us to determine any experimental error, such as misalignment between
the needle-hydrophone and the transducer's face, as it was the case with the second 2.5 MHz
transducer, trial a. Ultimately, because we had the complete transducer field pattern at our
disposal, we were able to make use of not only the axial points, as in Lerch's[17j approach,
but also off-axis points in order to find such physical parameters as the effective radius
and the effective geometrical focal length, for each of the three transducers selected for this
work.
Although in the regions of monotonic change the large step size in z was not such
a major problem and we were able to successfully interpolate within the missing data to
arrive at the desired voxel size of 0.0002m3, it is recommended that for future
experimental
measurements the step size in z should be significantly
reduced especially in the near field
where fast oscillations in the pressure amplitude can be easily missed.
The crossbeam geometry used throughout this work required
the transmitter trans
ducer to be orthogonally placed to the receiving transducer. As a proof
of concept, we
have assumed a pair of identical transducers, therefore rigid body rotation of the transmitter
data set yielded the receiving transducer data set, reducing the computational time by half.
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It is important to emphasize that the crossbeam geometry is not limited to the
90"
setup.
and as a result the PSF of the system along with the effective resolution cell volume can
be computed for any frequency, angle from
0
< 0 < ISO-, and depth desired in the exper
imental situation. The experimental validation of alternative crossbeam geometries would
be another step forewards in understanding the behavior of the effective resolution cell vol
ume, and in acquiring insight in the theory behind the characterization of the scattering
medium.
Now that we have a solid understanding of the effective resolution cell volume
using the crossbeam geometry and under monochromatic excitations, it is highly recom
mended that experimental measurements using phantoms with variations in the scattering
microstructure and tissue histology be used with this type of transmit-receive transducer
scheme in order to characterize the scattering microstructure via known statistical distri
butions such as Rayleigh, Rice, K and Generalized K that provide useful characteristic
parameters which may help in differentiating healthy from diseased tissue.
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