Abstract. The aim of this paper is to study the sharp bounds of rough Hausdorff operators on the product of Herz, central Morrey and MorreyHerz spaces with both power weights and Muckenhoupt weights on the Heisenberg group. Especially, by applying the block decomposition of the Herz space, we obtain the boundedness of rough Hausdorff operator in the case 0 < p < 1. In addition, the boundedness for the commutators of rough Hausdorff operators on such spaces with symbols in weighted central BMO space is also established.
Introduction
Let Φ be an integrable function on the positive half-line. The one dimensional Hausdorff operator associated to the function Φ is then defined by
The Hausdorff operator may be originated by Hurwitz and Silverman [19] in order to study summability of number series (see also [15] ). It is well known that the Hausdorff operator is one of important operators in harmonic analysis, and it is used to solve certain classical problems in analysis (see, for instance, [2] , [3] , [5] , [23] , [24] and the references therein).
In 2002, Brown and Móricz [3] extended the study of Hausdorff operator to the high dimensional space. Given Φ be a locally integrable function on R n , the n-dimensional Hausdorff operator H Φ,A associated to the kernel function Φ is then defined in terms of the integral form as follows
where A(y) is an n×n invertible matrix for almost everywhere y in the support of Φ. It is worth pointing out that if the kernel function Φ is taken appropriately, then the Hausdorff operator reduces to many classcial operators in analysis such as the Hardy operator, the Cesàro operator, the Riemann-Liouville fractional integral operator and the Hardy-Littlewood average operator (see, e.g., [1] , [6] , [8] , [10] , [11] [12], [28] , [31] , [42] and references therein).
In 2012, Chen, Fan and Li [5] introduced the rough Hausdorff operator on R n which is defined as follows
where
. It is useful to remark that if Φ is a radial function, then for Φ(t) = t −n χ (1,∞) (t) and Ω ≡ 1, the rough Hausdorff operator H Φ,Ω reduces to the famous Hardy operator It is important to see that Hausdorff operator is focused on the n-dimensional Euclidean spaces R n (see [2] , [5] , [8] , [10] , [12] , [25] , [28] , [31] , [38] ). It is of interest to know whether the techniques for the investigation of Hausdorff operator in R n can be used in different underlying spaces. As it is known, there are many works studying on p-adic Hardy operator, Hardy-Littlewood average operator, p-adic Hardy-Cesàro operator, p-adic Hausdorff operator as well as some their applications (see [6] , [7] , [13] , [16] , [35] , [39] and references therein).
It is also interesting to see that the theory of the Heisenberg group plays an important role in several branches of mathematics such as harmonic analysis, representation theory, several complex analysis, partial differential equation and quantum mechanics. For further readings on the theory of the Heisenberg group as well as its deep applications, one may find in the famous books [36] and [37] for more details. Let us first recall some basic about the Heisenberg group. The Heisenberg group H n is a non-commutative nilpotent Lie group associated with underlying manifold R 2n × R with group law as follows: for x = (x 1 , ..., x 2n , x 2n+1 ), y = (y 1 , ..., y 2n , y 2n+1 ) ∈ R 2n × R,
x · y = x 1 + y 1 , x 2 + y 2 , ..., x 2n + y 2n , x 2n+1 + y 2n+1 + 2 n j=1 (y j x n+j − x j y n+j ) .
It is remarkable that this multiplication is non-commutative. It is obvious that by the definition, the identity element on the Heisenberg group is 0 ∈ R 2n+1 , and the reverse element of x is −x. The vector fields
, j = 1, ..., n,
, form a natural basis for the Lie algebra of left invariant vector fields. The only nontrivial commutator relations are [X j , X n+j ] = −4X 2n+1 , j = 1, 2, ..., n.
The Heisenberg group H n is a space of homogeneous type in the sense of Coifman and Weiss (see [4] ) with dilations δ r x = (rx 1 , rx 2 , ..., rx 2n , r 2 x 2n+1 ), for all r > 0.
For any measurable set E ⊆ H n , let us denote by |E| the measure of E. Then, one has |δ r (E)| = r Q |E|, d(δ r x) = r Q dx, where Q = 2n + 2 is the so-called homogeneous dimension. And, we have the norm
The distance on the Heisenberg group H n derived from the norm above is defined by d(x, y) = |y −1 · x| h , where y −1 is the inverse of y. For x ∈ H n , r > 0, the ball with center x and radius r on H n is given by B(x, r) = {y ∈ H n : d(x, y) < r},
and its sphere is defined by
It is evident that
where ν Q is the volume of the unit ball B(0, 1) on H n with
) .
The unit sphere S(0, 1) is often simply denoted by S Q−1 , and the area of S Q−1 is ω Q = Qν Q . The reader is referred to [37] for more details.
In recent years, many mathematicians have been interested in studying the Hardy operators, weighted Hardy operators and Hausdorff operators in the setting of the Heisenberg group (see [9] , [14] , [33] , [34] , [40] , [41] ). More details, Ruan, Fan and Wu [33] introduced and studied Hausdorff type operator on the Heisenberg group defined as follows
In addition, the fractional Hausdorff operator on H n [41] is also defined by 6) an the boundedness of T Φ,β on Hardy spaces is obtained. Now, it is actually natural to try to extend and study the rough type Hausdorff operator in the setting of the Heisenberg group. Namely, we have the following definition for rough Hausdorff operator on H n . Definition 1.1. Let Φ : H n −→ [0, ∞) be a radial measurable function, and let Ω : S Q−1 −→ C be a measurable function such that Ω(y) = 0 for almost everywhere y in S Q−1 . Let f be measurable complex-valued functions on H n . The rough Hausdorff operator is then defined by
Remark that using polar coordinates in the Heisenberg group, we have
It turns out that for Φ(t) = t −Q χ (1,∞) (t) and Ω ≡ 1, the rough Hausdorff operator H Φ,Ω reduces to the Hardy operator on the Heisenberg group. Also, if Φ(t) = χ (0,1) (t) and Ω ≡ 1, then H Φ,Ω reduces to the adjoint Hardy operator. The reader may refer to [40] for the definition of the Hardy operator and adjoint Hardy operator on the Heisenberg group.
Let b be a locally integrable function. We denote by M b the multiplication operator defined by M b f (x) = b(x)f (x) for any measurable function f . If H is a linear operator on some measurable function space, the commutator of Coifman-Rochberg-Weiss type formed by M b and H is defined by 
where b is locally integrable functions on H n and x ∈ H n .
Inspired by above mentioned results, the main purpose of this paper is to establish the necessary and sufficient conditions for the boundedness of H Φ,Ω on the product of Herz, central Morrey and Morrey-Herz with both power weights and Muckenhoupt weights in the Heisenberg group. In each case, we estimate the corresponding operator norms. Moreover, we also obtain the boundedness of H b Φ,Ω on such spaces with symbols in weighted central BMO space. Our paper is organized as follows. In Section 2, we present some notations and definitions of the Herz, central Morrey, Morrey-Herz and central BMO spaces associated with the weights on the Heisenberg group. Our main theorems are given and proved in Section 3 and Section 4.
Some notations and definitions
Throught the whole paper, we denote by C a positive geometric constant that is independent of the main parameters, but can change from line to line. We also write a b to mean that there is a positive constant C, independent of the main parameters, such that a ≤ Cb. The symbol f ≃ g means that f is equivalent to g (i.e.
. By T X→Y , we denote the norm of T between two normed vector spaces X and Y . Let L q ω (H n ) (0 < q < ∞) be the space of all measurable functions f on H n such that
The space L q loc (ω, H n ) is defined as the set of all measurable functions f on H
In what follows, we denote
We also denote B R = {x ∈ H n : |x| h ≤ R} for all R > 0. As usual, the weighted function ω is a non-negative measurable function on H n . Denote by ω(K) the integral K ω(x)dx for all subsets K of H n . Now, we are in a position to give some notations and definitions of Morrey, Herz and Morrey-Herz spaces with weights on the Heisenberg group.
We also consider two Herz-type spaces.
Definition 2.3. Let α ∈ R, 0 < q < ∞ and 0 < p < ∞. The weighted Herz space
Definition 2.4. Let α ∈ R, 0 < q < ∞, 0 < p < ∞ and λ be a non-negative real number. The weighted Morrey-Herz space is defined by
Let us recall to define the weighted central BMO space.
Definition 2.5. Let 1 ≤ q < ∞ and ω be a weighted function. The weighted central bounded mean oscillation space CMO
It is well known that the theory of A p weight was first introduced by Muckenhoupt [29] in the Euclidean spaces in order to characterise the weighted L p boundedness of Hardy-Littlewood maximal functions. For A p weights on the homogeneous type spaces, one can refer to the work [17] . Remark that the Heisenberg group is also a space of homogeneous type space. Next, let us recall some basic properties about A p weights on the Heisenberg group which are used in the sequel.
It is said that a weight ω ∈ A 1 (H n ) if there is a constant C such that for all balls B,
Proposition 2.7. The following statements are true:
A close relation to A ∞ (H n ) is the reverse Hölder condition. If there exist r > 1 and a fixed constant C such that 1 |B|
for all balls B ⊂ H n , we then say that ω satisfies the reverse Hölder condition of order r and write ω ∈ RH r (H n ). According to Theorem 19 and Corollary 21 in [20] , ω ∈ A ∞ (H n ) if and only if there exists some r > 1 such that ω ∈ RH r (H n ). Moreover, if ω ∈ RH r (H n ), r > 1, then ω ∈ RH r+ε (H n ) for some ε > 0. We thus write r ω ≡ sup{r > 1 : ω ∈ RH r (H n )} to denote the critical index of ω for the reverse Hölder condition. For further properties of A p weights, one may find in the books [26] and [36] .
It is useful to note that an important example of A p (H n ) weights is the power function |x| 
Let us have the following standard characterization of A p weights which is the same as the real setting (see [33] for more details).
for any measurable subset E of a ball B.
The following useful decomposition theorem follows us to show that the central blocks are the building blocks of Herz spaces. The proof is the same as that of Theorem 1.1 in [27] .
where the infimum is taken over all decompositions of f as above.
The main results about the boundness of H Φ,Ω
Now let us give our first main results concerning the boundedness of rough Hausdorff operators on the weighted Morrey spaces on the Heisenberg group.
and only if
Proof. The first step is to prove the sufficient condition of this theorem. For R ∈ R + , by the Minkowski inequality and the Hölder inequality we get
On the other hand, by applying polar coordinates, we have
This implies that
Next, we need to show that
Indeed, we get
and
Hence, the proof of estimate (3.4) is finished. From (3.3) and (3.5), for R ∈ R, it is easy to see that
Thus, by the definition of the Morrey space, we obtain
, which means that the operator H Φ,Ω is bounded on
Now, the second step is to assume that
Let us choose an appropriately radial function as follows
Hence, by (3.5) and (3.6), one has
By taking f as above, we have
.
By estimating as above, we also have |x|
As a consequence, we obtain that C 1 < ∞, and the proof of the theorem is completed.
with the finite critical index r ω for the reverse Hölder condition. If q * > qζr ω /(r ω − 1), δ ∈ (1, r ω ) and
Proof. It follows from the Minkowski inequality that
By assuming that q * > qζr ω /(r ω − 1), we have r ∈ (1, r ω ) and
From this, by combining the Hölder inequality and the reverse Hölder condition, it is not hard to obtain that
Thus, by (3.8) and (3.9), we infer
(3.10)
By making the Hölder inequality and estimating as (3.2) above, we also get
From Proposition 2.10, one has
A similar argument as (3.5) above, we have
fore, by (3.10), we obtain
Thus, by the definition of the Morrey space, we get
(3.12)
Next, since λ < 0 and δ ∈ (1, r ω ), by Proposition 2.9, we deduce
Consequently, by (3.12), we have
, which ends the proof of this theorem.
Next, we also give the necessary and sufficient conditions for the boundedness of the rough Hausdorff operator on the weighted Herz spaces on the Heisenberg group.
itself if and only if
Proof. To prove the sufficient condition of theorem, let us assume that C 3 < ∞. By estimating as (3.1) above, it follows that
In addition, a similar argument as (3.2) above, we imply
Note that for any t > 0, there exists an integer number ℓ = ℓ(t) satisfying (3.14) , it is easy to see that
for all k ∈ Z. Consequently, by the Minkowski inequaltiy, we have
is dominated by
Since 2 ℓ−1 < t −1 ≤ 2 ℓ and the definition of the Herz space, we estimate
Therefore, we obtain
Conversely, suppose that H Φ,Ω is bounded on K α,p q,ω (H n ). Then, we also choose the function f as follows
Thus, by the definition of the space K
Hence, by setting up g ε (x) = |x|
We denote by k ε the integer number such that 2 kε−1 ≥ ε −1 > 2 kε−2 . As a consequence, by making as (3.16) above, it follows that
From this reason, by (3.17) and (3.18), it leads to
Remark that t −ε χ (ε,∞) (t) 1 with ε sufficiently small and lim
by the dominated convergence theorem of Lebesgue, we immediately obtain
By a change of variables, we finish the proof of this theorem.
For the Herz spaces associated with the Muckenhoupt weights, we also have the boundedness of the rough Hausdorff operators on the Heisenberg group. More precisely, we have the following interesting results.
Suppose that ω ∈ A ζ with the finite critical index r ω for the reverse Hölder condition and
(ii) If 1 q * + α * Q < 0 and
Proof. From Definition 1.8 and the similar reason as (3.11), for k ∈ Z, we estimate
dt,
Hence, by making the Minkowski inequality and the relation (3.19) 
Then,
For simplicity, we denote
By Proposition 2.9 with α * < 0 and ℓ ≤ j + 1, we obtain
It is useful to note that by Proposition 2.9 we have to consider the following two cases.
Case 1:
Case 2:
]. Then, we also have 
. By the Minkowski inequality and the definition of A j,ℓ above, we get
Therefore, we have
, which finishes the proof for part (i).
Next, we will prove for part (ii). By combining (3.20), (3.21), (3.23) and making a similar estimation as above, it is not difficult to obtain that
Therefore, the proof of the theorem is achieved.
By using the block decomposition of the weighted Herz space as mentioned in Section 2, we also obtain the boundedness of rough Hausdorff operator on the weighted Herz space for the case 0 < p < 1. More details, we have the following result.
At the same time, let ω ∈ A 1 with the finite critical index r ω for the reverse Hölder condition and q * > qr ω /(r ω − 1), Ω ∈ L q * ′ (S Q−1 ), δ ∈ (1, r ω ) and the following condition is true:
Then, H Φ,Ω is bounded from
. By Proposition 2.12, we have a block decomposition for f as follows
where and
For convenience, we set
Now, it is necessary to prove that 24) which leads the desired result, that is,
To begin with the estimation (3.24), we set
Thus, by the Minkowski inequality, we get
By making as (3.11) above and supp
−α * Q and the relation
From Proposition 2.9, it follows that
(3.29)
For simplicity, we write
Then, by (3.28) and (3.29), we have
On the other hand, from the definition of c kj , we put
From this, by (3.25) , it is easy to obtain
Moreover, each h kj is a central (α, q, ω)-block. Indeed, by (3.26) and (3.30),
As an application, by Proposition 2.12, to prove the estimation (3.24) above, we need to make that
In fact, we decompose
Since σ > (1 − p)/p and the Hölder inequality, we get
By estimating as above, we also have
Therefore, by (3.32)-(3.34), we obtain
which implies the inequality (3.31) above. Thus, the proof of theorem is completed.
. If the following condition holds,
Proof. Let us recall that B Φ,Ω and b k are defined as in the proof of Theorem 3.5. Then, we need to prove that 35) where every h kj is central (α, q, ω)-block, and
By setting g kj as in (3.25), we will have the relation (3.26). Thus, by a similar reason as (3.3) above, we also have
Furthermore, by (3.5), we have
Now, for simplicity we write
Thus, by (3.25) , it is easy to get the decomposition (3.35), and each h kj is a central (α, q, ω)-block with supp(
Next, by σ > (1 − p)/p and the Hölder inequality, we will infer as follow
From this, we have
This finishes the proof of the inequality (3.36). Moreover, by Proposition 2.12, we obtain
. Therefore, the proof of the theorem is completed.
if and only if
Proof. We begin with proving the sufficient condition of this theorem. Recall the estimation (3.15) that
. On the other hand, from the definition of the Morrey-Herz space, we get
and (3.37), we imply
As a consequence, by λ > 0, we deduce
To make the proof for the necessary condition, let us now take
From the definition of the Morrey-Herz space, we have
By choosing f and having the relation δ |δ t −1 |x| h
.g(x).
Note that, by a similar argument as (3.38), we immediately have
From this, by (3.38), we obtain
. Therefore, the proof of theorem is achieved. Before giving our main results in this section, we need to prove the following useful lemmas.
ω (H n ) and the following condition is true:
Then, for any R > 0, we have
Proof. By making the Minkowski inequality and the Hölder inequality, we have
Thus, by using the Hölder inequality again, we infer
Now, we need to show that
Infact, it is not hard to see that
By the definition of the space CMO
, we may estimate I 1 as follows
Similarly, we have
For t ≤ 1, by the Hölder inequality, it follows that
Note that, by (3.5) and γ ∈ (−Q,
), we get
This implies |b
ω (H n ) . In the case t > 1, by estimating as above, we also get
ω (H n ) . Therefore, by (4.5), we obtain that
Next, we have
This deduces that
. Consequently, by (4.4) and (4.6), the inequality (4.2) is true. On the other hand, by (3.2), we have
Therefore, by (4.1) and (4.2), the proof of this lemma is completed.
and the following condition is true:
Proof. By the inequality (4.8), there exist two real numbers r 1 , q 1 such that 1
,
Because of having 1
we also obtain the inequality (4.1).
Now, we will refine the estimations of I 1 , I 2 , I 3 in Lemma 4.1. From (4.4) above and r 1 < r * 1 , we infer
(4.9)
To compute I 2 , we consider the case that t ≤ 1. Since ω ∈ A ζ ⊂ A r * 1 and Proposition 2.10, one has
. Thus, by (4.5), we infer
(4.10)
Because of having
, there exists r ∈ (1, r ω ) such that r * 1 ζ = r 1 .r ′ . By using the Hölder inequality and the reverse Hölder condition again, we get
By making as (4.7) and Proposition 2.10, we have
Thus, by (4.3), (4.9), (4.10) and (4.11), we obtain the important inequality as follows Thus, we obtain
, which finishes the proof of theorem. Proof. For R > 0, by making Lemma 4.2, we infer
Hence, by the inequality (3.13) and the definition of the Morrey space, we estimate
This implies that the proof of theorem is ended. 
Proof. From Lemma 4.2, for any k ∈ Z, we get
dt, where δ t −1 B k = {z ∈ H n : |z| h ≤ 2 k t }. Note that, by estimating as the next step proof of Theorem 3.4, we will have the desired results. 
