Abstract. We discuss in this paper the strong convergence for weighted sums of negative associated (in abbreviation: NA) arrays. Meanwhile, the central limit theorem for weighted sums of NA variables and linear process based on NA variables is also considered. As corollary, we get the results on iid of Li et al. ([10]) in NA setting.
Introduction
Many useful linear statistics based on a random sample are weighted sums of i.i.d. random variables. Examples include least-squares estimators, nonparametric regression function estimators and jackknife estimates, among other. In this respect, studies of strong convergence for these weighted sums have demonstrated significant progress in probability theory with applications in mathematical statistics. Up to now, various limit properties for sums of i.i.d. random variables have been studied by many authors.
The most commonly studied method of summation is that of Cesàro's. Set, for α > −1, For α = 1 this result is, of course, the classical Kolmogorove strong law. For 1/2 < α < 1 the proof is due to Lorentz ([14] ); for 0 < α < 1/2 it follows from Chow and Lai ( [4] ). the case α = 1/2 was treated by Déniel and Derriennic ( [5] ). Heinkel ( [7] ) established a version of this result in a Banach space setting. Li et al.([10] ) studied the convergence rates of Cesàro Law of Large Numbers and pointed out the following result.
However, many variables are dependent in actual problems. For example, negatively associated random variables, its definition is as follows:
Definition. A finite family of random variables {X i , 1 ≤ i ≤ n} is said to be negatively associated (NA) if for every pair of disjoint subsets A and B of {1, 2, . . . , n}, [9] ) discussed a central limit theorem for linear processes generated by linearly positively quadrantdependent process.
In order to extend Theorem 1.1 to NA setting, in this paper, we will discuss the strong convergence and central limit theorem for weighted sums of NA random variables.
Strong convergence
be an array of row NA random variables with EX ni = 0 and
Remark 2.1. The following example shows that Theorem 2.1 does not hold if the condition (ii) is replaced by the weaker condition (ii)'
where [x] denotes the integer part of x. Then the condition (i) of Theorem 2.1 and the above condition (ii)' are easily satisfied. Note that X ∼ N (0, 1), it follows that Ee t|X| ≤ 2e t 2 /2 for all t > 0. Since
for all sufficiently large n, and so
i.e. Theorem 2.1 does not hold.
Central limit theorem
Theorem 3.1. Let {X i , −∞ < i < ∞} be a sequence of mean zero NA random variables satisfying
Assume that {a ni , 1 ≤ i ≤ n, n ≥ 1} is an array of real numbers satisfying
where σ 2 = lim n→∞ VarR n . 
We prove only (4.3), the proof of (4.4) is analogous. To prove (4.3), we need only to prove
We first prove (4.5). From the definition of NA variables, we know that {a
is still an arrays of row NA random variables. Noticing e x ≤ 1 + x + 1 2 x 2 e |x| for all x ∈ R, hence by using lemma 1 of Matula ([15]), we get for t = M log n/ , where M is a large constant and will be specified later on,
Thus, (4.5) is proved. By replacing X ni by −X ni from the above statement, and noticing {a 
(
ii) If q : R → R is a bounded differentiable function with bounded derivative, then
Proof of Theorem 3.1. (a) This part has been proved partially in Liang and Jing ( [13] ), but, for the sake of easy reference, we give a proof here, too. Without loss of generality, we assume that a ni = 0 for all i > n. Note that, for 1
and hence, by (3.1) and (3.2), for a fixed small > 0, we can find a positive integer u = u such that
Denote by [x] the integer part of x and define
), we get that for every j the set A j is not empty. Now we define the integers m 1 , m 2 , . . . , m n recurrently by m 0 = 0:
and put
It is easy to see that every set j contains no more than 3Ku elements. Thus, by (3.2), we know that the uniformly integration of {X 2 i , i ≥ 1} implies the uniformly integration of {Z ni , 1 ≤ i ≤ n, n ≥ 1}, and hence {Z ni , 1 ≤ i ≤ n, n ≥ 1} satisfies the Lindeberg's Condition. It remains to observe that by Lemma 1, for any real number t
Now, Theorem 3.1(a) is proved by Theorem 4.2 in Billingsley ([2]). (b) Note that
By (a), we get 
Without loss of generality, assume that Phillips and Solo ([18] ), Lemma 2.1),
On the other hand, observe that 
