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Introduction
Extended affine Lie algebras (EALA) are higher dimensional generalizations of affine
Kac–Moody Lie algebras introduced in [19]. They have been further studied in [1,2,5].
Toroidal Lie algebras which are universal central extensions of ˚G ⊗ C[t±11 , . . . , t±1n ]
( ˚G simple finite dimensional Lie algebra) and are prime examples of cores of EALAs which
are studied in [4,7,14–16,22,24,25]. There are many EALAs which allow not only Laurent
polynomial algebra C[t±11 , . . . , t±1n ] as co-ordinate algebra but also quantum tori, Jordan
tori and the octonians tori as co-ordinated algebras depending on type of the Lie algebra
(see [1,3,5,6,26]). The structure theory of the EALA of type Ad−1 is tied up with Lie
algebra gld(C)⊗Cq where Cq is the quantum torus (see Section 1). Quantum tori defined
in [21] are non-commutative analogue of Laurent polynomial algebras. In this paper we
study integrable modules for the core of the EALA corresponding to gld(C)⊗ Cq which
we call τ . We will also add derivations d1, d2 to τ and call it τ˜ . Here Cq is two variable
quantum torus defined as the ring of non-commutating Laurent polynomials C[t±11 , t±12 ]
with relation to t1t2 = qt2t1. Note that if q is generic then τ˜ is an EALA.
We classify (Theorem 5.2) irreducible integrable modules (see Definition 1.9) for
τ˜ where the zero degree center acts non-trivially. We prove that any such module is
isomorphic to a highest weight module or a lowest module up to an automorphism (see
Section 5). Let ˚∆ and ∆aff be finite and affine root system of sld(C) and its affinization.
Consider ∆+ = ∆+aff ⊕ Zδ2 and consider the subalgebra B corresponding to ∆+ (see
Section 1). By highest weight modules we mean a module with a weight vector killed
by B and the highest weight ψ :H →C[t, t−1] given as in Theorem 4.1. For any such ψ
we define a highest weight module.
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there is a model for all irreducible integrable module. But we do not have such models in
the quantum case. For example to prove that V (ψ) (for appropriate ψ see Theorem 4.1)
has finite dimensional weight spaces, a highly non-trivial induction is needed.
We use the classification result (Corollary 3.2) of integrable module in the affine case
to prove that V (ψ) is integrable.
In any case such a model has been constructed for the “basic module” case, in an
interesting paper by Gao [17,18]. It could be interesting if one can provide models for
all our integrable modules.
The classification problem remains open in the case in which both zero degree central
elements act by zero. In this case we expect the full centre to act by zero. Thus in this case
the problem is reduced to classifying modules for h0 ⊗ Cq . In the commuting case it is
easy and the module is isomorphic to a subspace of Laurent polynomial ring. But in the
quantum case it is tough. A class of modules for h0 ⊗Cq has been constructed in [27] and
the author thinks there are lot more.
In the last chapter we construct a class of automorphisms for τ˜ . Because of this
automorphism the classification problem is reduced to the highest weight case.
1. Section
We will fix some notation first. All vector spaces are over complex numbers C. We
denote by Z, Z+ and N the integers, positive integers and non-negative integers. For any
Lie algebra G1, we denote by U(G1) the universal enveloping algebra of G1.
We will recall the definition of quantum torus in two variables from [5]. Let Jq denote
the two sided ideal of the non-commuting Laurent polynomial ring S2 = C[t±11 , t±12 ]
generated by elements t1t2 − qt2t1 where q is a non-zero complex number. We let Cq the
factor ring S2/Jq . We again write ti for the image ti in Cq . Then Cq is called a quantum
torus.
Let I be the linear span of x ⊗ y + y ⊗ x, xy ⊗ z− x ⊗ yz− y ⊗ zx inside Cq ⊗ Cq
for x, y, z ∈Cq . Let 〈x, y〉′ denote the element x ⊗ y + I in Cq ⊗Cq/I .
1.1. Define HC1(Cq)= {∑ki=1〈xi, yi〉′ |∑[xi, yi] = 0} where [x, y] = xy− yx in Cq .
Write ta = ta11 ta22 for a = (a1, a2) ∈ Z2. Let R = {a ∈ Z2 | qa2b1−a1b2 = 1,∀b ∈ Z2}. Note
that R = {0} if and only if q is generic. That is to say that qm = 1 for all m ∈ Z− {0}.
Fix a positive integer d  2 and let Md(Cq) = Md(C) ⊗ Cq be the d × d matrices
with entries in Cq . Let Eij be an elementary matrix of Md(C) with (i, j) entry 1 and zero
elsewhere.
We write Xta for X⊗ ta , X ∈Md(C), a ∈ Z2.
1.2. We now define Lie algebra structure on Md(Cq) by
[
Eij t
a,Ek%t
b
] = δjkq−a2b1Ei%ta+b − δi%q−b2a1Ekj ta+b.0
S. Eswara Rao / Journal of Algebra 275 (2004) 59–74 61We now define a central extension of Md(Cq). Let M̂d(Cq)=Md(Cq)⊕HC1(Cq), where[
Eij t
a,Ek%t
b
]= [Eij ta,Ek%tb]0 + (Eij ,Ek%)〈ta, tb〉,(1.3)
HC1(Cq) is central. Here ( , ) is a trace form on Md(C). Further 〈ta, tb〉 = δa+b,R〈ta , tb〉′.
1.4. Let τ = s%d(C)⊗Cq ⊕ I ⊗ [Cq,Cq ] +HC1(Cq) where I is the identity element
of Md(C). It is easy to check that τ is a subalgebra of M̂d(Cq) with the following Lie
bracket:
[
Xta,Y tb
]= [X,Y ] ta ◦ tb
2
+ (X ◦ Y )1
2
[
ta, tb
]+ 1
d
(X,Y )I
[
ta, tb
]
+ (X,Y )〈ta, tb〉,
where
[X,Y ] =XY − YX, X ◦ Y =XY + YX− 2
d
(X,Y )I,
[
ta , tb
]= tatb − tbta, ta ◦ tb = tatb + tatb,
and[
I
[
ta, tb
]
,Xtc
]=X[[ta, tb], tc], [I[ta, tb], I[tc, td]]= I[[ta, tb], [tc, td]],
HC1(Cq) is central.
1.5. Proposition [5]. τ is the universal central extension of s%d(C)⊗Cq ⊕ I ⊗ [Cq,Cq ].
Now define τ˜ = τ ⊕Cd1 ⊕Cd2 with Lie bracket[
di,Xt
a
]= aiXta, [di, I[ta, tb]]= (ai + bi)I[ta, tb],[
di,
〈
ta , tb
〉]= (ai + bi)〈ta, tb〉, [di, dj ] = 0
for all a, b ∈ Z2,X ∈ sld (C).
We have the following trivial lemma which follows from the definitions and from
[5, Lemmas 3.18 and 3.9].
1.6. Lemma.
(1) 〈1, ta〉 = 0 for all a ∈ Z2.
(2) 〈(tb), (tb)−1〉 = b1〈t1, t−11 〉 + b2〈t2, t−12 〉.
(3) (tb)−1 = q−b2b1 t−b for all b ∈ Z2.
(4) 〈ta, tb〉 = 0 if a + b /∈ R.
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Our interest is to construct and classify irreducible integrable modules for those τ˜ which
are cores of an extended affine Lie algebra [1]. We first develop the necessary notation and
definitions for this purpose.
Roots, co-roots, and Weyl group
Let α∨i = Eii − Ei+1,i+1 for 1  i  d − 1. Let h0 be the Cartan subalgebra of
G = sld(C) spanned by α∨1 , . . . , α∨d−1. Let h be the Cartan subalgebra spanned by h0,C1 =
〈t1, t−11 〉, C2 = 〈t2, t−12 〉, d1 and d2 which is (d + 3)-dimensional. Define for i = 1,2, δi in
h∗ such that δi(h0)= 0, δi(Cj )= 0(j = 1,2) and δi(dj )= δij .
Let ˚∆ be the root system of G and let G = ⊕α∈ ˚∆∪{0} Gα be the root space
decomposition. Consider the root system
1.7. ∆ = {α + n1δ1 + n2δ2, α ∈ ˚∆ ∪ {0}, n1, n2 ∈ Z}. Then clearly τ˜ has root space
decomposition with ∆ as root system with respect to h. We call a root α + n1δ1 + n2δ2
real if α = 0 and null otherwise. Define γ ∨ = α∨ + n1C1 + n2C2 for γ = α+ n1δ1 +n2δ2
where α∨ is the co-root for α = 0. For a real root γ , define a reflection on h∗ by
rγ (λ)= λ− λ
(
γ ∨
)
γ.
Let W be the Weyl group generated by rγ for γ real.
We need the following for future use.
1.8. Lemma. Let n1δ1 + n2δ2 = 0. The root space τn1δ1+n2δ2 has the following spanning
set:
A(i,n1, n2)= Eiitn11 tn22 −Ei+1,i+1tn11 tn22 , 1 i  d − 1,
h(k1,k2,%1,%2) = q−%1k2E11tk1+%11 t%2+k22 − q−%2k1Eddtk1+%11 tk2+%22 +
〈
tk, t%
〉
,
where k = (k1, k2), %= (%1, %2) and n= k + %= (n1, n2).
Proof. First note that [
E1dt
k1
1 t
k2
2 ,Ed1t
%1
1 t
%2
2
] ∈ τn1δ1+n2δ2 .
Thus h(k1,k2,%1,%2) ∈ τn1δ1+n+2δ2 .
1. Case. n /∈ R. In this case by Lemma 1.6 we know that 〈tk, t%〉 = 0, furthermore
τn1δ1+n2δ2 is spanned byEiit
n1
1 t
n2
2 for 1 i  d . Now let k1, k2 be such that qn1k2−n2k1 = 1.
Let %1 = n1 − k1, %2 = n2 − k2 and note that q%1k2−%2k1 = 1. Now it is easy to see that
E11t
n1
1 t
n2
2 ,Eddt
n1
1 t
n2
2 are in the linear span of A(i,n1, n2) and h(k1,k2,%1,%2). It will also
follows that Eiitn11 t
n2
2 are in the linear span of A(i,n1, n2) and h(k1,k2,%1%2).
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k + % = n. It remains to prove that 〈tk, t%〉 is in the span of h(k1,%1k2,%2) and A(i,n1, n2).
By assumption there exists k1, %1, k2, %2 such that k1 + %1 = n1, k2 + %2 = n2 and
q(k1+%1)%2−(k2+%2)%1 = 1. This implies qk1%2−k2%1 = 1. Thus we have
h(k1,k2,%1,%2) = q−%2k1
(
E11t
%1+k1
1 t
%2+k2
2 −Eddt%1+k11 t%2+k22
)+ 〈tk, t%〉.
We are done with proof. ✷
For α ∈ ˚∆, let Xα be a root vector in G.
1.9. Definition. A module V of τ˜ is called integrable if
(1) V =⊕λ∈h∗ Vλ where
Vλ =
{
v ∈ V |Hv = λ(H)v, ∀H ∈ h}.
(2) dimVλ <∞.
(3) For any α ∈ ˚∆, n = (n1, n2) ∈ Z2 and vector v in V , there exists k = k(α,n, v) such
that (Xαtn11 t
n2
2 )
kv = 0.
We have the following standard lemma.
1.10. Lemma. Let V be irreducible integrable module for τ˜ and let P(V ) be the set of
weights of V .
(1) P(V ) is W -invariant.
(2) dimVλ = dimVwλ.
(3) For γ real root and λ ∈ P(V ) then λ(γ ∨) ∈ Z.
(4) If γ is real, λ ∈ P(V ) and λ(γ ∨) > 0 then λ− γ ∈ P(V ).
(5) λ(Ci) is a constant (integer) for all λ ∈ P(V ).
Proof. X˜α be a real root vector for α ∈ ˚∆+ and choose Yα such that (X˜α, Yα)= 1. Then it
follows that [X˜α,Yα] = α∨. Let Xαtr11 tr22 = X˜αtr11 tr22 q−r1r2 . Then it is easy to check that
Xαt
r1
1 t
r2
2 , Yαt
−r1
1 t
−r2
2 , α
∨ + r1C1 + r2C2
forms an sl2-copy. Use Lemmas 1.6(2) and 1.6(3). Thus the lemma follows from the
standard sl2 theory on integrable modules (see [20]). Ci leaves each finite dimensional
weight space invariant. So it has an eigenvector. Once it acts as a scalar on one vector it
will act by the same scalar on the entire module as the module is irreducible.
Let E12,E23, . . . ,Ed−1,d be the root vectors of G for the simple roots α1, . . . , αd−1. Let
S be the linear span of vector Eij tn2 , i < j and Ed1t1t
n
2 , n ∈ Z.
Let B be the linear span of vectors
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(2) q−%1k2E11tk1+%11 tk2+%22 − q−%2k1Eddtk1+%11 tk2+%22 + 〈tk, t%〉, k1 + %1 > 0.
(3) Eiitk1+%11 t%2+k22 −Ei+1,i+1tk1+%11 tk2+%22 , k1 + %1 > 0. ✷
1.11. Lemma. Let 〈S〉 be the Lie subalgebra generated by S inside τ . Then B = 〈S〉.
Proof.
Claim. 〈tk, t%〉 ∈ B if k1 + %1 > 0.
For this first note that
E11t
k1+%1
1 t
k2+%2
2 −Eddtk1+%11 tk2+%22 ∈ B.
Now multiply the above by q−%1k2 and subtract from (2). We see
(
1− q%1k2−%2k1)Edd + q%1k2 〈tk, t%〉 ∈B.
Suppose k + % ∈ R. Then 1− q%1k2−%2k1 = 0 and hence 〈tk, t% 〉 ∈ B . If k + % /∈ R then we
know 〈tk, t% 〉 = 0. This proves the claim.
By similar arguments we can prove that Eiit%1+k11 t
%2+k2
2 ∈ B if k + % /∈ R. We can now
see that B is in fact a subalgebra.
We will prove that the above vectors belongs to 〈S〉 by induction on k1+%1 > 0. Assume
k1 + %1 = 1. Consider for i = d, i = 1 (assume d  3),
[
Eidt
k2
2 ,Ed1t1t
%2
2
] ∈ 〈S〉.
(A1) This implies that Ei1t1t%2+k22 ∈ 〈S〉. Now for i = 1, consider
[
E1d t
k2
2 ,Ed1t1t
%2
2
] ∈ 〈S〉.
(A2) This implies q−k2E11t1t%2+k22 −Eddt1t%2+k22 +〈tk22 , t1t%22 〉 ∈ 〈S〉. For i = j from (A1)
we have
[
E1j ,Ei1t1t
%2+k2
2
]=−Eij t1t%2+k22 ∈ 〈S〉.
For d = 2 we get the same conclusion by considering [E12, [E12tk22 ,E21t1t%22 ]]. For j < i
consider
[
Eji,Eij t1t
%2+k2]=Ejj t1t%2+k2 −Eii t1t%2+k2 ∈ 〈S〉.2 2 2
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such that a + b = k1 + %1 + 1 so that a  k1 + %1, b k2 + %2. Then for i = 1, i = d ,[
Eidt
a
1 t
k2
2 ,Ed1t
b
1 t
%2
2
] ∈ 〈S〉.
(A3) This implies that Ei1ta+b1 tk2+%22 ∈ 〈S〉.
Let i = 1 and consider
[
E1d t
a
1 t
k2
2 ,Ed1t
b
1 t
%2
2
]= q−k2bE11ta+b1 tk2+%22 − q−%2aEddta+b1 tk2+%22
+ 〈ta1 tk22 , tb1 t%22 〉 ∈ 〈S〉.
By an argument similar to the earlier case (%1 + k1 = 1) we see that
(A4) Eiita+b1 tk2+%22 −Ejj ta+b1 t%2+k22 ∈ 〈S〉. We are left with case a = 0, b= %1 + k1 + 1.
Consider the following which follows from the definition of HC1(Cq):
〈
t1t
k2
2 , t
%1+k1
1 t
%2
2
〉= q−(%1+k1)k2 〈t1, t%1+k11 t%2+k22 〉+ q−%2 〈tk22 , t%1+k1+11 t%2+k22 〉.
First note that n ∈ R\{0} iff n1 ≡ 0(N) and n2 ≡ 0(N) where N is defined as least positive
integer such that qN = 1. Further n ∈ R\{0} iff there exists non-negative integers m1,m2
such that n1m2 − n2m1 ≡ 0(N). Thus from the proof of Lemma 1.8 and by induction it
follows that
〈
t1t
k2
2 , t
%1+k1
1 t
%2
2
〉
and
〈
t1, t
%1+k1
1 t
%2+k2
2
〉
belong to 〈S〉. So 〈tk22 , t%1+k1+%1 t%2+k22 〉 belongs to 〈S〉 which follows from definition. Thus
to complete the proof it is sufficient to prove
(A5) q−k2bE11tb1 tk2+%22 − Eddtb1 tk2+%22 ∈ 〈S〉. Suppose q−k2b = 1 then (A5) follows
from (A4). Suppose q−k2b = 1. From (A4) it follows that (q−k2b − 1)E11tb1 tk2+%22 ∈ 〈S〉.
Again from (A4) it follows that
Eii t
b
1 t
ki+%2
2 ∈ 〈S〉.
In particular for i = d . Thus (A5) follows. ✷
2. Section
The purpose of this section is to construct irreducible integrable “highest weight”
modules for τ˜ where C1 acts by a positive integer and C2 acts by zero. Later we prove
that any irreducible integrable module is isomorphic to a highest weight module (or to a
lowest module) up to an automorphism of τ˜ .
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Let ψ be a linear functional on H such that ψ(C2)= 0. Let ψ : H˜ →C[t, t−1] be defined
as
ψ(htm2 )=ψ(htm2 )tm, ψ{CC1 ⊕CC2 ⊕Cd1} =ψ{CC1 ⊕CC2 ⊕Cd1}.
Let Aψ be the image of ψ in C[t, t−1]. Then ψ defines an H -module structure on Aψ by
the following:
htn2 · tm = ψ
(
htn2
)
tm, C1 · tm = ψ(C1)tm, C2tm = 0,
d1t
m =ψ(d1)tm, d2tm =mtm.
2.1. Lemma [10, Lemma 1.2]. The module Aψ is irreducible as an H -module if and only
if each homogeneous element in Aψ is invertible.
2.2. Definition. A module V of τ˜ is called highest weight module if there exists a weight
vector v in V such that
(1) Bv = 0.
(2) U(τ˜ )v = V .
(3) The H module generated by v is isomorphic to an irreducible Aψ for some ψ .
We will now define universal highest weight module for τ˜ . Let ψ be as above such that
Aψ is an irreducible H -module. Let B act trivially on Aψ . Now consider the following
induced module
M
(ψ )=U(τ˜ )⊗B⊕H˜ Aψ.
We have the following standard proposition.
2.3. Proposition.
(1) As an h module, M(ψ) is a weight module.
(2) M(ψ) has a unique irreducible quotient.
Proof. See [11, Proposition 1.4]. We need the following non-graded version of a highest
weight module for τ ⊕Cd1. ✷
2.4. Definition. A module W of τ ⊕Cd1 is called a highest weight module (non-graded)
if there exists a weight vector v in W for Ch0 ⊕CC1 ⊕CC2 ⊕Cd1 such that
(1) Bv = 0.
(2) U(τ ⊕Cd1)v =W .
(3) There exist a linear function ψ on H such that hv =ψ(h)v for all h in H .
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induced module
M(ψ)=U(τ ⊕Cd1)⊗B⊕H C.
Clearly M(ψ) has a unique irreducible quotient called V (ψ).
Let ψ be as above such that Aψ is an irreducible H -module. Consider ψ = E(1) ◦ ψ
where E(1) :Aψ → C defined by E(1)(tm) = 1 for all m ∈ Z. Now we make V (ψ) ⊗
C[t, t−1] into a τ˜ -module with the following action:
Xt
a1
1 t
a2
2 v⊗ tm =
(
Xt
a1
1 t
a2
2 v
)⊗ tm+a2, d1v⊗ tm = (d1v)⊗ tm,
C1v⊗ tm = (C1v)⊗ tm, C2v⊗ tm = 0,
d2v⊗ tm =mv⊗ tm for any v in V (ψ).
2.5. Proposition. Assume Aψ is irreducible and not one-dimensional. Then V (ψ) ⊗
C[t, t−1] is completely reducible as a τ˜ -module and the component containing v ⊗ 1 is
isomorphic to V (ψ) as a τ˜ -module.
Proof. Let
G(α0 + r1δ1, r2)= τα0+r1δ1+r2δ2, for α0 + r1δ1 + r2δ2 = 0,
G(0,0)= h0 ⊗ 1⊕Cd1 ⊕CC1 ⊕CC2, h= G(0,0)⊕Cd2, H = τ˜ ∩G.
The proposition follows from [13, Theorem 1.6]. Taking the Kac–Moody root system
as the affine root system {α0 + n1δ1, n ∈ Z, α ∈ ˚∆∪ {0}}. The assumption at (1.5) of [13]
is satisfied as Aψ be an irreducible and not one-dimensional. In this case Aψ =C[tN , t−N ]
for some positive integer N . ✷
2.6. Proposition. Let ψ be as above and Aψ is an irreducible H -module. Then V (ψ) has
finite dimensional weight spaces with respect to h iff V (ψ) has finite dimensional weight
spaces with respect to h0 ⊕CC1 ⊕CC2 ⊕Cd1.
Proof. Follows from [11, Lemma 1.10]. ✷
2.7. Theorem. Let V be an irreducible integrable module for τ˜ such thatC1 acts as positive
integer and C2 acts by zero. Then V is isomorphic to V (ψ) for some ψ given above such
that Aψ is an irreducible H -module.
Proof. By a proof similar to the proof of the [12, Proposition 2.4] we get a highest weight
vector v such that Bv = 0. We need our Lemma 1.11. The notation that is needed in
the proof can be developed as in [12, Section 2]. Now the H -module generated by v is
irreducible for weight reasons. The proof can be found in [13, Lemma 1.11]. Such an
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weight module with highest weight ψ . Since V is irreducible it is isomorphic to V (ψ).
Note that H is abelian module CC2. In view of the above results it is sufficient to study
modules for τ ⊕Cd1. ✷
3. Section
In this section we recall the classification results on integrable module for affine Lie
algebras G˜ = s˜ld (C) where the one-dimensional center acts trivially. These results were
originally proved by Chari [8] and Chari and Pressley [9]. But we recall it from [11] where
it is proved for several variables. Let G =⊕
α∈ ˚∆∪{0} Gα and let G0 = h0 be the Cartan
subalgebra spanned by α∨1 , . . . , α∨d−1. Also recall that α∨i =Eii−Ei+1,i+1 (1 i  d−1).
3.1. Theorem [8,9,11]. Let V be integrable irreducible module for G˜ where the center acts
trivially. Let λ1, . . . , λk be dominant integral weights in h∗0 . Let a1, a2, . . . , ak be non-zero
distinct complex numbers. Let ψ :h0 ⊗C[t, t−1] be defined by
ψ(h⊗ tm)= k∑
i=1
λi(h)a
m
i t
m.
Let V (ψ) be the unique irreducible module with highest weight ψ . Then V ∼= V (ψ) for
some ψ defined as above.
We need the following variation of the above result.
3.2. Corollary. Let Xα,Yα,hα be an sl2-copy inside G. Let λ(hα) =∑ki=1 λi(hα). The
submodule generated by (Yα ⊗ tm2 )λ(hα)+1v inside the Verma module M(ψ) is proper.
Proof. Since V (ψ) is integrable the above vector has to be zero. Hence such vectors
generate a proper submodule in M(ψ). ✷
4. Section
Notation as in Section 2. In this section we will give necessary and sufficient condition
for V (ψ) to be an integrable module for τ ⊕Cd1.
4.1. Theorem. Let λ1, . . . , λk be dominant integral weights on h∗0 , let µ1, . . . ,µ% be non-
negative integers, let a1, . . . , ak be non-zero distinct complex numbers and let b1, . . . , b%
be non-zero distinct complex numbers. Let ψ :H →C be the linear map defined as
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(
α∨ ⊗ tm2
)= k∑
i=1
λi
(
α∨
)
ami , α ∈ ˚∆,
(2) ψ
(−q−rE11tr2 +Eddtr2 + 〈t−11 tr2 , t1〉)=
%∑
i=1
µib
r
i ,
(3) ψ(C2)= 0.
Then V (ψ) is integrable module for τ . If V (ψ) is integrable module for τ then ψ is given
as above.
We need few lemmas to prove the result. A root vector X is called locally nilpotent on
a vector v if Xkv = 0 for some k ∈ Z+.
4.2. Lemma. Suppose Xαta11 t
a2
2 , α = 0 is locally nilpotent on the generator of V (ψ). Then
it is locally nilpotent on V (ψ).
Proof. See Kac [20]. ✷
4.3. Lemma. Suppose for all k ∈ Z,Eii+1tk2 ,Ed1t−11 tk2 are locally nilpotent on the
generator v in V (ψ). Then Xαta11 t
a2
2 is locally nilpotent on V (ψ) for α = 0.
Proof. Let α1, . . . , αd−1, α0 (=−β + δ) where β is the highest root in ˚∆) be the simple
roots corresponding to the root vectors E12,E23, . . . ,Ed−1,d,Ed1t1. Clearly the above
roots form a set of simple roots corresponding to the affine Lie algebra G˜.
Let Waff be the Weyl group generated by the simple reflections with respect to
α1, α2, . . . , αd−1, α0. Then it is a standard fact that Waff{α1, . . . , αd−1, α0} = {α + nδ |
α ∈ ˚∆,n ∈ Z}. We are given that Eii+1tk2 and Ed1t−11 tk2 are locally nilpotent on V . So
they are locally nilpotent on V (ψ) by [20]. Thus V (ψ) is integrable (without any finite
dimensional weight spaces condition) module for the sl2-copies {Eii+1tk2 ,Ei+1i t−k2 , α∨i }
and {Ed1t−11 tk2 ,E1d t1t−k2 , α∨0 +C1} (recall we are assuming that C2 = 0).
Consider the affine real root α + kδ1 for the root vector Eij tk1 . Now by the above there
exists a w ∈Waff such that w(αi)= α+ kδ1 for some simple root αi . For k2 ∈ Z we have
w(αi + k2δ2)= α + k1δ1 + k2δ2.
Let Y = Eij tk1 tk22 and let Oadw be the corresponding automorphism for the adjoint
(integrable) representation of s˜ld (C). Then Oadw (Eii+1tk22 ) = Y (or Oadw (Ed1t−11 tk22 ) = Y
if i = 0). Now we have a representation π on V (ψ) such that π(Eii+1tk2 ) (or π(E−1d1 tk2 ))
is locally nilpotent. Now by [23, Propositions 6.1.2 and 6.1.3] we have π(Oadw X) =
π(Y ) is locally nilpotent. Here X = Eii+1tk2 or Ed1t−11 tk2 . This is very standard fact in
representation theory. ✷
4.4. Lemma. Let ψ be as in the theorem. Then Ei+1i tk2 ,E1d t
−1
1 t
k
2 are locally nilpotent
on v.
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We will first prove that (Ei+1,i tk2 )M+1 generates a proper submodule inside the Verma
moduleM(ψ). First note thatEd1t1t%2 (Ei+1i t
k
2 )
M+1v = 0 as they commute. This is because
1 = i + 1 and d = i . Now by Corollary 3.2 the submodule generated by (Ei+1i tk2 )M+1v
for the Lie algebra {Eij tk2 , k ∈ Z} is proper. Using Lemma 1.11 and the PBW theorem we
conclude that the submodule generated by (Ei+1i tk2 )M+1v is proper. The other way to look
at it is to see the quotient and note they are highest weight vectors. Similar arguments prove
that (E1d t−11 t
k
2 )
N+1v generates a proper submodule for which we need the following. Let
x% = q−%Ed1t1t%2 , y% =E1d t−11 t%2 , h% =Eddt%2 − q−%E11t%2 +
〈
t−11 t
%
2 , t1
〉
.
Then
[x%, ym] = h%+m, [hk, x%] = 2xk+%, [hk, y%] = −2yk+%.
Clearly, it is isomorphic to the centralless affine Lie algebra s˜l2(C). ✷
4.5. Proposition. Let ψ be as in the theorem. Then V (ψ) is integrable.
Proof. By the above lemmas we see that the real roots of τ are locally nilpotent on V (ψ).
It remains to be proved that V (ψ) has finite dimensional weight space.
For any polynomial S in C[t2, t−12 ] let (S) denote the ideal generated by S. Let
p(t2)=
k∏
j=1
(t2 − aj )=
∑
dit
i
2, Q(t2)=
%∏
j=1
(t2 − bj )=
∑
cit
i
2.
1. Claim.
(1) ψ(h(p(t2)))v = 0, h ∈ h0.
(2) ψ(∑%m=1 hm+ncm)v = 0, ∀n ∈ Z.
Consider
ψ
(∑
htn2p(t2)
)
v =ψ
(∑
diht
n+i)v =∑di∑λj (h)an+ij v
=
∑
λj (h)
(∑
dia
i
j
)
anj v = 0.
Similarly (2) can be seen.
2. Claim.
(1) Ei+1,i(p(t2))v = 0.
(2) E1d t−1(Q(t2))v = 0.1
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we have to prove that they are killed by B. By Lemma 1.11 it is sufficient to be killed by
Ejj+1tk2 and Ed1t1t
k
2 . Now Ed1t1t
k
2 (Ei+1i (p(t2))v = 0 as they commute.
Let A = Ejj+1tk2Ei+1i (p(t2)v and we can assume that j = i otherwise A = 0. Thus
A=Eiitk2 (p(t2))v−Ei+1i+1tk2 (p(t2))v which is zero by Claim 1. Similarly we can prove
(2) of Claim 2. Let p = (pQ). Clearly in Claim 2 we can replace p and Q by p as
(p)⊂ (p) and (p)⊂ (Q).
Let p(t2)=∏(t2 − bj ) and let pN(t2)=∏Ni=0∏j (t2 − qibj ) for N  0.
(∗) Then clearly (pN)⊆ (p) and (pN)⊆ (pM) for N M .
We need some notation. Let 0 = α0 be a root corresponding to Eij . Let α = α0 + kδ1 be
an affine root. Let Xα =Xα0 tk1 . Suppose α0 = 0. Write X0tk2+%22 = h(k1,k2,%1,%2) (recall the
notation). Though the LHS depends on k1 + %1 we suppress it, as it is not important.
3. Claim. Xαpm(t2)v = 0 where α = α0 − %δ1 and α is a negative affine root and
m=−ht (α).
We prove this by induction on the ht (−α0 + %δ1). By the previous claim it is true for
ht (−α0 + %δ1)= 1. Consider
Ekk+1Xαp%(t2)v =
[
Ekk+1,Xαp%(t2)
]
v
and clearly the negative of the height decreases and hence it is zero by induction. Similar
arguments hold for Ed1t1(Xαp%(t2)v). Here we also use (∗). Thus Xαp%(t2)v is highest
weight vector and hence is zero.
4. Claim. Let β0, β1, . . . , βk be negative affine roots such that βi = α0i + kiδ1. Let
N =−ht∑ki=0 βi . Then Xβ0(pN(t2)Xβ1 t%12 · · ·Xβk t%k2 v = 0.
Proof by induction on height of
∑k
i=1 βi . Consider
Xβ0
(
pN(t2)
)
Xβ1 t
%1
2 · · ·Xβk t%k2 v =Xβ1 t%12 Xβ0
(
pN(t2)
)
Xβ2 t
%2
2 · · ·Xβk t%k2 v
+ [Xβ0(pN(t2)),Xβ1(t%12 )]Xβ2 t%22 · · ·Xβk t%k2 v.
The first term is zero by induction and (∗). The negative of the weight of the commutator
increases in the second term, but does not matter and the second term is zero by induction.
5. Claim. V (ψ) has finite dimensional weight spaces.
Consider the weight space V (ψ)ψ0−η,ψ | h0 = ψ0. Then by PBW theorem any vector
µ ∈ V (ψ)ψ0−η is linear combination of
Xβ0 t
%0Xβ1 t
%1 · · ·Xβk t%kv2 2 2
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are finite. The only problem is with t%i2 . But by Claim 4 at every stage only finitely many
will appear. Thus V (ψ)ψ0−η is finite dimensional. ✷
4.6. Proposition. Suppose V (ψ) is integrable then ψ satisfies the conditions of Theo-
rem 4.1.
Proof. Consider V (ψ) has a module for the affine Lie algebra sld(C)⊗C[t2, t−12 ] spanned
by Eij tk2 , i = j and Eiitk2 ,Ejj tk2 for k ∈ Z. It may not be irreducible but it has a unique
irreducible quotient. Thus by the Theorem 3.1 it follows that ψ | h0 ⊗C[t2, t−12 ] satisfies
the conditions of Theorem 4.1.
Consider the Verma submodule of V (ψ) generated by highest weight vector v for
s˜l2(C) spanned by x%, y%, h%, % ∈ Z. The irreducible quotient may or may not have finite
dimensional weight space. But by [12, Lemma 3.7], the irreducible quotient has finite
dimensional weight space if and only if (2) of Claim 2 is satisfied. Thus the irreducible
quotient has finite dimensional weight spaces. By Theorem 3.1, ψ satisfies the condition
(2) of the Theorem 4.1. ✷
This completes the proof of Theorem 4.1.
5. Section
In this section we prove that any irreducible integrable module for τ˜ where the zero
degree centre CC1 ⊕CC2 acts non-trivially is isomorphic to the graded version of V (ψ)
(as defined in Theorem 4.1) up to an automorphism τ˜ (given below).
Let A ∈ SL(2,Z). We define an automorphism corresponding to A again denoted by A
in the following. Let
A=
(
a b
c d
)
, ad − bc= 1, a, b, c, d ∈ Z,
A
(
Xt
r1
1 t
r2
2
)= a(r1, r2)Xts11 ts22
where A
( r1
r2
)= ( s1s2) and
a(r1, r2)= q−ac
(r1)(r1+1)
2 q
−bd(r2)(r2+1)
2 q−bcr1r2, A
〈
tr , ts
〉= a( r )a( s )〈tAr , tAs 〉.
Let (
d11
d12
)
= (AT )−1(d1
d2
)
, A(di)= d1i .
It is easy to check that A defines an automorphism. The only thing to be checked is that
q−s2r1a(r1 + s1, r2 + s2)= a(r1, r2)a(s1s2), q−(cs1+ds2)(ar1+br2)qac.
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( 1
0
) = ( ac ), m= (a, c). Now
by Lemma 1.6 we have
〈
tm, t−m
〉= qac〈tm, (tm)−1〉= qac(a〈t1, t−11 〉+ c〈t2, t−12 〉)
so that
A
〈
t1, t
−1
1
〉= aC1 + cC2, A〈t2, t−11 〉= bC1 + dC2.
Recall C1 = 〈t1, t−11 〉 and C2 = 〈t2, t−12 〉.
5.1. Proposition. Let V be an irreducible module for τ˜ where C1 or C2 acts non-trivially.
Then V is isomorphic to a module W up to an automorphism A such that C1 acts non-
trivially and C2 acts trivial.
Proof. Choose
A=
(
a b
c d
)
such that aC1 + cC2 = 0 and bC1 + dC2 = 0. Thus W can be taken as V twisted by an
automorphism A. Thus we have proved the following theorem. ✷
5.2. Theorem. Let V be an irreducible integrable module for τ such that zero degree center
acts non-trivially. Then V is isomorphic to either a highest module V (ψ) or to a lowest
weight module up to twist of an automorphism.
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