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In local effective potential energy theories such as the Hohenberg-Kohn-Sham density functional
theory HKS-DFT and quantal density functional theory Q-DFT, electronic systems in their
ground or excited states are mapped to model systems of noninteracting fermions with equivalent
density. From these models, the equivalent total energy and ionization potential are also obtained.
This paper concerns i the nonuniqueness of the local effective potential energy function of the
model system in the mapping from a nondegenerate ground state, ii the nonuniqueness of the local
effective potential energy function in the mapping from a nondegenerate excited state, and iii in
the mapping to a model system in an excited state, the nonuniqueness of the model system wave
function. According to nondegenerate ground state HKS-DFT, there exists only one local effective
potential energy function, obtained as the functional derivative of the unique ground state energy
functional, that can generate the ground state density. Since the theorems of ground state HKS-DFT
cannot be generalized to nondegenerate excited states, there could exist different local potential
energy functions that generate the excited state density. The constrained-search version of HKS-DFT
selects one of these functions as the functional derivative of a bidensity energy functional. In this
paper, the authors show via Q-DFT that there exist an infinite number of local potential energy
functions that can generate both the nondegenerate ground and excited state densities of an
interacting system. This is accomplished by constructing model systems in configurations different
from those of the interacting system. Further, they prove that the difference between the various
potential energy functions lies solely in their correlation-kinetic contributions. The component of
these functions due to the Pauli exclusion principle and Coulomb repulsion remains the same. The
existence of the different potential energy functions as viewed from the perspective of Q-DFT
reaffirms that there can be no equivalent to the ground state HKS-DFT theorems for excited states.
Additionally, the lack of such theorems for excited states is attributable to correlation-kinetic effects.
Finally, they show that in the mapping to a model system in an excited state, there is a
nonuniqueness of the model system wave function. Different wave functions lead to the same
density, each thereby satisfying the sole requirement of reproducing the interacting system density.
Examples of the nonuniqueness of the potential energy functions for the mapping from both ground
and excited states and the nonuniqueness of the wave function are provided for the exactly solvable
Hooke’s atom. The work of others is also discussed. © 2007 American Institute of Physics.
DOI: 10.1063/1.2733665
I. INTRODUCTION
This paper is concerned with three aspects of nonunique-
ness within local effective potential energy theories such as
the Hohenberg-Kohn-Sham density functional theory1,2
HKS-DFT and quantal density functional theory Q-DFT.3
By HKS-DFT, we mean the determination of local effective
potential energy functions via functional derivatives of en-
ergy functionals of the density. In local effective potential
energy theory,3 a system of electrons in an external field and
in their ground or excited state is mapped into one of nonin-
teracting fermions—the model S system—with equivalent
density r. The total energy E and ionization potential I are
also obtained from this model system. In this mapping, the
model system, therefore, accounts for electron correlations
due to the Pauli exclusion principle, Coulomb repulsion, and
the correlation contribution to the kinetic energy—the
correlation-kinetic effects.
The first facet of the paper concerns the nonuniqueness
of the local effective potential energy of the model fermions
in the mapping from a nondegenerate ground state of the
interacting system. The second concerns the nonuniqueness
of the local effective potential energy function in the map-
ping from a nondegenerate excited state of the interacting
system. The third concerns the nonuniqueness of the wave
function of the model fermions in the mapping from a non-
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degenerate state of the interacting system to a model system
in its excited state.
For the mapping from a nondegenerate ground state of
the interacting system, the understanding based on HKS-
DFT, a ground state theory, is that there exists one and only
one local potential energy function that can generate the
ground state density. As such, this potential energy function
is unique. Thus, within the context of HKS-DFT as defined
above, there is no nonuniqueness of the local effective po-
tential energy function in the mapping from the ground state
of the interacting system.
It is well known4–6 that the ground state Hohenberg-
Kohn theorems cannot be generalized to excited states. This
means that there could exist many local effective potential
energy functions which generate the excited state density. In
the mapping from a nondegenerate excited state of the inter-
acting system, the constrained-search extension of HKS-DFT
to excited states7 selects one local effective potential energy
function that will generate the excited state density. This
identification is, once again, in the context of an energy func-
tional and its functional derivative.
However, via Q-DFT it becomes evident that in the map-
ping from either a nondegenerate ground or excited state of
the interacting system, there exist an infinite number of local
potential energy functions that can generate the correspond-
ing state density. From each of these model systems, the
energy E and ionization potential I are also obtained. Further,
the difference between the various local potential energy
functions is solely in their correlation-kinetic contributions.
The contribution to these different functions of the Pauli ex-
clusion principle and Coulomb repulsion remains the same.
Hence, Q-DFT reaffirms that there can be no theorems for
excited states similar to those of the ground state HKS-DFT
theorems. Additionally, the lack of HKS-DFT theorems for
excited states is a direct consequence of correlation-kinetic
effects.
The understanding that there exist an infinite number of
local effective potential energy functions that can reproduce
the ground or excited state density of an interacting system is
based on the realization arrived at via Q-DFT that the state of
the model system is entirely arbitrary. The model system
could be in a ground or excited state. The equations of
Q-DFT then guarantee that the interacting system density
will be reproduced.
For completeness, we note the following with regard to
the mapping from an interacting system in its ground state. It
is well known3 that Slater determinants, other than the HKS-
DFT determinant, may be constructed to reproduce the
ground state density as via the Harriman8 construction. How-
ever, these Slater determinants are not generated by the self-
consistent solution of a differential equation in which the
local effective potential energy function is the functional de-
rivative of some energy functional nor are they related to any
model S system in an excited state. Thus, although one could
envisage the possibility of the density of a model S system in
an excited state being the same as the ground state density of
an interacting system, there is no rigorous mathematical
proof within the context of HKS-DFT of the existence of
such a system. In other words, the mathematical basis for the
energy functionals whose functional derivative corresponds
to the potential energy of a model system in an excited state
and whose density is the ground state density of an interact-
ing system is not yet understood.
In the mapping from a nondegenerate ground or excited
state of the interacting system to an S system in an excited
state, there is a nonuniqueness of the wave function of the
model fermions. Each of these different wave functions is
not necessarily an eigenfunction of the various spin-
symmetry operators. However, each wave function repro-
duces the interacting system density, the sole requirement of
the model system. The different wave functions lead to dif-
ferent Fermi and Coulomb hole charge distributions and
therefore to different Pauli and Coulomb energies. The sum
of the Fermi and Coulomb holes, the Fermi-Coulomb hole
charge, and the corresponding Pauli-Coulomb energy, how-
ever, is the same for each wave function. Thus, the total
energy E as obtained by each wave function is the same.
The outline of the paper is the following. i What is
meant by local effective potential energy theory in its gen-
eral form is first explained. ii The equations of Q-DFT,
which allow for the generalization of the definition of local
effective potential energy theory beyond the traditional defi-
nition, are then given. iii Next, the HKS-DFT and Q-DFT
understanding of the mapping from a nondegenerate ground
state of the interacting system is discussed. An example dem-
onstrating the nonuniqueness of the potential energy of the
model fermions reproducing the interacting system ground
state density, energy, and ionization potential, as obtained via
Q-DFT, is given. iv The HKS-DFT and Q-DFT understand-
ing of the mapping from a nondegenerate excited state of the
interacting system is discussed next. Again, an example dem-
onstrating the nonuniqueness of the potential energy of the
model fermions that reproduce the excited state density, en-
ergy, and ionization potential, as obtained via Q-DFT, is
given. The work of others with regard to the issue of nonu-
niqueness of the model system is also discussed for each
mapping. v It is then proved via Q-DFT that in the mapping
from either a nondegenerate ground or excited state of the
interacting system, the difference in the potential energy
functions of the model fermions is solely due to correlation-
kinetic effects. vi Next, in the mapping from a nondegen-
erate excited state of the interacting system to a model sys-
tem with the same excited state configuration, we
demonstrate by example the nonuniqueness of the model S
system wave function. vii Finally, concluding remarks are
made.
II. LOCAL EFFECTIVE POTENTIAL ENERGY THEORY
The basic idea of local effective potential energy theory
of electronic structure is the following. Consider a system of
N electrons in a nondegenerate ground or excited state in
some external field Fextr such that Fextr=−vr. Note
that vr is a local function. The corresponding time-
independent Schrödinger equation is
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HˆX = EX , 1
where the Hamiltonian Hˆ =Tˆ +Vˆ +Uˆ , Tˆ =− 12ii
2
, Vˆ =ivri,
Uˆ = 12i,j 1/ ri−r j, X is the wave function, E the energy
eigenvalue, and X=x1 , . . .xN, x=r, with r and  the spatial
and spin coordinates of the electron. From the solution
X, one obtains properties of the system as the expecta-
tion of Hermitian operators. Thus, the energy E= Hˆ 
=T+Eext+Eee is the sum of the kinetic T= Tˆ , external
Eext= Vˆ , and electron-interaction Eee= Uˆ  en-
ergy components; the density r= ˆ, where the
Hermitian density operator ˆ=ir−ri; the single particle
density matrix rr= ˆ, ˆ=Aˆ + iBˆ , where the
Hermitian operators Aˆ = 12 jr j −rTja+r j −rTj−a,
Bˆ =−i /2 jr j −rTja−r j −rTj−a, Tja is a trans-
lation operator, and a=r−r. The ionization potential I
=Eion−E, where Eion is the energy of the system when it is
ionized.
One then assumes that a model system of noninteracting
fermions with equivalent density r exists. The model sys-
tem of noninteracting bosons with equivalent density consti-
tutes a special case3 and will not be discussed here. The
corresponding Schrödinger equation for the model fermions
is
− 122 + vsrix = iix, i = 1, . . . N , 2
where vsr is the local effective potential energy of each
model fermion. On further assuming that these model fermi-
ons experience the same external field Fextr as that of the
electrons, we can write
vsr = vr + veer , 3
where veer is the local electron-interaction potential energy
in which all the many-body effects are incorporated. These
many-body effects are i electron correlations due to the
Pauli exclusion principle, ii electron correlations due to
Coulomb repulsion, and iii correlation-kinetic effects
which arise due to the difference in kinetic energy between
the interacting and noninteracting systems. The wave func-
tion 	i
 of the model fermions may be a single Slater
determinant or a linear combination of Slater determinants.
From this wave function, one obtains the density r
= ˆ=i,ix2, the Dirac density matrix srr
= 	i
ˆ	i
=i,i
*rir, and the ionization
potential I=−m, where m is the highest occupied eigen-
value of Eq. 2.3,9–11 The energy E can be determined via
Q-DFT and HKS-DFT as explained below.
Thus, by local effective potential energy theory is meant
the mapping from the interacting system of electrons,
whether in their ground or excited state, to one of noninter-
acting fermions with equivalent density r. Other proper-
ties of the interacting system such as the energy and ioniza-
tion potential can also be obtained from the model system.
The issues of this paper are the nonuniqueness of the poten-
tial energy vsr or equivalently veer and of the wave func-
tion 	i
 of the model fermions.
III. EQUATIONS OF QUANTAL DENSITY FUNCTIONAL
THEORY
The equations of Q-DFT Ref. 3 are based on the inte-
gral and differential virial theorems of quantum mechanics.
According to Q-DFT, the potential energy veer is the work
done to move the model fermion from the reference point at
infinity to its position at r in the force of an effective con-
servative field Feffr,
veer = − 
	
r
Feffr · dl. 4
This work done is path independent since 
Feffr=0. The
field Feffr is the sum of an electron-interaction Eeer and
correlation-kinetic Ztcr field,
Feffr = Eeer + Ztcr . 5
The field Eeer is representative of the Pauli and Coulomb
correlations, and the field Ztcr the correlation-kinetic ef-
fects. The energy E is then
E = Ts + Eext + Eee + Tc, 6
where
Ts = Tˆ  = 
,i
ir− 122ir , 7
Eext = rvrdr , 8
Eee = rr · Eeerdr , 9
Tc =
1
2  rr · Ztcrdr . 10
The field Eeer is obtained from the electron-interaction
“force” eeer as Eeer=eeer /r. The quantal source of
the “force” is the pair correlation function Prr= Pˆ ,
where the Hermitian pair correlation operator is Pˆ =i,j 
ri−rr j −r. The “force” eeer in turn is determined via
Coulomb’s law as eeer=drPrrr−r / r−r3.
The field Ztcr is the difference between the kinetic
fields of the noninteracting Zsr and interacting Zr sys-
tems: Ztcr=Zsr−Zr. The interacting system field Zr
is obtained from the kinetic “force” zr ; as Zr
=zr ; /r. The quantal source of the “force” zr ; is
the single particle density matrix rr. The force zr ; is
defined in terms of the kinetic-energy-density tensor tr ;
as zr=2t /r, where tr ;= 
1
4 
2 /rr
+2 /rrrrr=r=r. The field Zsr ;s is similarly
defined as Zsr=zsr ;s /r, where zsr ;s in turn is
expressed in terms of the corresponding noninteracting sys-
tem tensor ts,r ;s and the Dirac density matrix srr.
Thus, Zsr ;s is defined in terms of the orbitals ix of the
model system.
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IV. HKS-DFT AND Q-DFT UNDERSTANDING
OF THE MAPPING FROM THE GROUND STATE
Let us first consider our traditional HKS-DFT under-
standing of the mapping from a nondegenerate ground state
of the interacting system to a model system also in its non-
degenerate ground state, i.e., with the lowest orbitals occu-
pied. This understanding comes from the Hohenberg-Kohn
theorem 1HK1 Refs. 1 and 3 for the interacting system
described by the Schrödinger equation Eq. 1.
According to HK1, knowledge of the ground state den-
sity r uniquely determines the local external potential en-
ergy operator vr to within an additive constant. Thus, the
relationship between vr and r is bijective: vr↔r.
Now, since the kinetic energy Tˆ and electron-interaction po-
tential Uˆ energy operators are known, the Hamiltonian Hˆ of
the system is known. Solution of the Schrödinger equation
Eq. 1 then leads to the wave function X of the system.
The wave function X is thus a functional of the ground
state density: =. This is a general statement in that
both the ground and excited state wave functions X are
functionals of the ground state density. As such, the expec-
tation of any operator is a unique functional of the ground
state density r. Thus, the energy E=E
= Hˆ  is such a unique functional.
The application of HK1 to the model system of nonin-
teracting fermions in its ground state see Eq. 2 then leads
to the conclusion that knowledge of the ground state density
r uniquely determines the local effective potential energy
operator vsr. Hence, since the advent of HKS-DFT Refs. 1
and 2, the understanding has been that there is one and only
one local potential energy function that delivers the ground
state density. Since vr is predefined see Eq. 3, this
means that the local electron-interaction potential energy
veer is unique. Note that as a consequence of HK1, the
corresponding single Slater determinant 	i
 wave function
is unique and that 	i
 and the orbitals ix are also func-
tionals of the ground state density.
Another way to state the uniqueness of veer is through
the HKS-DFT ground state energy functional expression,
which is
E = Ts + rvrdr + EeeHKS , 11
where Ts is the kinetic energy of the model fermions as
given by Eq. 7, and Eee
HKS is the unique HKS-DFT
electron-interaction energy functional in which all the many-
body effects described previously are incorporated. In HKS-
DFT, the potential energy veer that generates the ground
state density is given by the functional derivative
veer = Eee
HKS/r , 12
taken at the ground state density. Since Eee
HKS is a unique
functional, its functional derivative veer is unique. Hence,
to reiterate, the understanding based on HKS-DFT is that
there is one and only one local electron-interaction potential
energy function veer that can generate the ground state den-
sity r.
It becomes evident from Q-DFT,3 however, that there are
an infinite number of local electron-interaction potential en-
ergy functions veer that can generate the ground state den-
sity. To understand this, recall that the correlation-kinetic
field Ztcr through its kinetic field Zsr component de-
pends upon the orbitals ix of the model fermion system.
Thus, the model system can be constructed to be in its
ground state with the lowest orbitals occupied. This is
equivalent to the mapping within HKS-DFT with the same
veer being obtained. However, in Q-DFT, model systems
may also be constructed to be in an excited state with excited
state orbitals occupied. A pictorial description of these cases
is provided in Fig. 1. The correlation-kinetic field Ztcr via
the differential virial theorem see proof in Ref. 3 then en-
sures that the model system, whether in a ground or excited
state configuration, generates the ground state density r of
the interacting system. In either case, the energy E as ob-
tained from Eq. 6 is the ground state energy, and the high-
est occupied eigenvalue m=−I. For each model system,
there is a different local effective potential energy function
vsr and therefore a different electron-interaction potential
energy function veer. Therefore, there are an infinite num-
ber of functions veer that can generate the ground state
density of the interacting system. Furthermore, the difference
between these various functions is solely in their correlation-
kinetic components. The component of these functions due
to the electron-interaction field Eeer and therefore of the
correlations due to the Pauli principle and Coulomb repul-
sion remains the same. The proof of this is given in Sec. VI.
Note that the wave functions of the model systems in
the different states are also different, although they all lead to
the ground state density r.
The nonuniqueness of the electron-interaction potential
energy veer is readily demonstrated via Q-DFT Ref. 12
for the exactly solvable interacting system of Hooke’s
atom.13–15 Hooke’s atom, comprised of two electrons, is
similar to the helium atom but with an external potential
energy operator in Eq. 1 that is harmonic instead of Cou-
lombic: vr= 1/2kr2. The mapping via Q-DFT is from a
FIG. 1. A pictorial representation of the Q-DFT mapping from the ground
state of the interacting system of electrons to model systems of noninteract-
ing fermions in their ground or excited states. The HKS-DFT mapping is
only from the ground state of the interacting system to a model system also
in its ground state.
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ground state 1 1S of Hooke’s atom to two model fermion
systems with equivalent density, one in its ground 1 1S state
and the other in an excited singlet 2 1S state. A ground state
wave function of Hooke’s atom 00r1r2 is
00r1r2 = 0R0s , 13
0R = 2/3/4e−R
2
, 14
0s = a00e−s
2
1 + s , 15
where R= r1+r2 /2, r=r1−r2, a00=5/43 /2+8
+22−1/2=1/14.556 70, k=1/4, and =k=1/2. The
ground state energy is E=2 a.u., and the ionization potential
I00=−1.250 a.u. For the analytical expression for the density
r, see Appendix C of Ref. 3. In Fig. 2, we plot the two
model S system electron-interaction potential energy func-
tions veer that generate this density. Both model systems
lead to the same total energy E via Eq. 6. For the model S
system in its ground state, the single eigenvalue 1s2
=1.250 a.u. The two eigenvalues of the model S system in its
excited singlet state are 1s=−1.799 a.u. and 2s=1.250 a.u.
For completeness, we note that it is also possible16 via a
constrained-search approach to obtain different local func-
tions vsr that generate the ground state density. The starting
point of this approach is an approximate though accurate
ground state density obtained from a variationally deter-
mined correlated wave function. Given this density, there
exist numerical methods whereby a local function vsr see
Eq. 2, which generates orbitals that reproduce the density,
can be constructed self-consistently. With the model fermi-
ons occupying either the lowest or various excited states,
different local functions vsr can thus be obtained. These
calculations also confirm that there exist many local func-
tions that can generate the ground state density of an inter-
acting system.
Other than the ground state energy functional of Eq. 11
which is unique and whose functional derivative gives rise to
the vsr of HKS-DFT, there can be no energy functionals
whose functional derivatives correspond to the various other
vsr. Hence, it is not possible to learn from ground state
HKS-DFT that there exist other local potential energy func-
tions that can generate the ground state density of the inter-
acting system. The mathematically rigorous understanding
that there exist an infinite number of such functions, and the
explicit mapping from the interacting to the noninteracting
systems to determine these functions, is achieved through
Q-DFT.
There also exists a Q-DFT of Hartree-Fock and Hartree
theories,3 whereby the density and energy of these theories
are obtained. Thus, in a manner similar to that of the fully
interacting system, there exist an infinite number of local
functions that can generate the exact Hartree-Fock theory
and Hartree theory densities. Most recently, it has been
shown17 that there exist many local functions that can gen-
erate the same ground state Hartree-Fock theory density and
energy as obtained from a finite basis set wave function.
More generally, it has been shown18 that the bijective map-
ping between the external potential energy vr and the wave
function X breaks down if the wave function is repre-
sented by a finite basis set.
V. HKS-DFT AND Q-DFT UNDERSTANDING
OF THE MAPPING FROM AN EXCITED STATE
There is no equivalent HK1 for excited states.4–6 In other
words, for the interacting system defined by Eq. 1, knowl-
edge of the excited state density er does not uniquely
determine the external potential energy operator vr. Thus,
there is no one-to-one correspondence between vr and
er and therefore no bijective correspondence between the
excited state density and the Hamiltonian: er↔” Hˆ . As a
consequence, the excited state wave function eX is not a
unique functional of the excited state density er: eX
ee. Hence, excited state properties are not unique
functionals of the excited state density. It has been proved6
that HKS-DFT can be generalized to the lowest energy state
of a given symmetry, thus encompassing first excited states
with symmetries that differ from ground states.
For the model system of noninteracting fermions, the
implication of the lack of HK1 for excited states means that
there is no unique local effective potential energy function
vsr that would generate orbitals leading to the excited state
density er.
Using constrained-search arguments, it has been shown7
that for a specific excited state k of density k, there exists a
bidensity energy functional Ek ,g, where gr is the ex-
act ground state density, whose value at =k is the energy
Ek of that state. For the model system of noninteracting fer-
mions, this means that there exists a bidensity electron-
interaction energy functional Ek,ee
HKS ,g, whose functional
derivative evaluated at the excited state density k is the local
FIG. 2. The mapping from a ground state of Hooke’s atom to two model S
systems, one in its ground 1s2 state and the other in its excited singlet 1s2s
state. The two corresponding electron-interaction potential energy functions
veer are plotted.
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electron-interaction potential energy function veer that gen-
erates orbitals which reproduce the excited state density,
veer = Ek,ee
HKS,g/r=k. 16
Note that in this framework, one is mapping to a model
system with the same excited state configuration as that of
the interacting system. In this manner, one local effective
potential energy function that generates the excited state den-
sity of an interacting system is selected.
Q-DFT is based on the integral and differential virial
theorems of quantum mechanics. Hence, just as in quantum
mechanics, the framework of Q-DFT as described in Sec. III
is the same for both ground and excited states. Therefore, for
the same reasons as described in Sec. IV, viz., because of the
dependence of the Correlation-Kinetic field Ztcr on the or-
bitals of the model system, it is possible to map an interact-
ing system in any nondegenerate excited state to model sys-
tems of noninteracting fermions that are in a ground or
excited state. In either case, the excited state density er of
the interacting system is generated by the model system. The
model system is not restricted to being in the same configu-
ration as that of the interacting system. For a pictorial repre-
sentation, see Fig. 3. The energy obtained from Eq. 6 is
E=Ek, the energy of the kth excited state of the interacting
system. Furthermore, irrespective of whether the model sys-
tem is constructed to be in a ground or excited state, the
highest occupied eigenvalue is the negative of the ionization
potential: m=−I. Thus, there are an infinite number of local
effective potential energy functions that can generate the
density of an interacting system in an excited state. The dif-
ference between these functions lies in their correlation-
kinetic contributions. The Pauli and Coulomb correlation
components of these functions remain the same. The proof is
given in Sec. VI.
The nonuniqueness of the electron-interaction potential
energy veer for the mapping from an excited state of the
interacting system can also be demonstrated3,19–21 via
Hooke’s atom. In this case, the mapping is from an excited
singlet 2 1S state of Hooke’s atom to two model S systems,
one in an excited state of the same 2 1S configuration and the
other in a ground 1 1S state. An excited singlet state of
Hooke’s atom 01r1r2 is
01r1r2 = 0R1s , 17
1s = a01e−s
2/41 + C1/2s + C22 s2 + C32 3/2s3 ,
18
where a01=3/482C1+2C1C2+2C3+6C2C3+2
 152 C22+
105
4 C3
2+3C1
2+6C2+15C1C3+2−1/2=1/13.219 31, C1
=1.146 884, C2=−0.561 569, C3=−0.489 647, k=0.144 498,
and =k=0.380 129. For the analytical expression for the
density, see Appendix C of Ref. 3. The energy of this state is
E=2.281 a.u., and the ionization potential I01=−1.711 a.u. In
Fig. 4, we plot the two model S system electron-interaction
potential energy functions veer that generate this density.
Both model systems lead to the same total energy E via Eq.
6. The two eigenvalues of the model S system in its excited
singlet state are 1s=0.573 a.u. and 2s=1.711 a.u. For the
model S system in its ground state, the single eigenvalue
1s2 =1.711 a.u. Note that in the mapping to a model system
in its ground state, the number of orbitals to be determined is
less than for the mapping to the excited state.
The existence of the different functions vsr that gener-
ate the excited state density of an interacting system confirms
the lack of HK1 for excited states. Furthermore, the lack of
HK1 for excited states may be attributed to correlation-
kinetic effects. In other words, it is because of the
correlation-kinetic component of vsr, which changes as a
function of the configuration of the model system, that there
is no HK1 for excited states.
Recently, it has been shown22,23 that for the model non-
interacting system in a fixed excited state configuration, there
FIG. 3. A pictorial representation of the Q-DFT mapping from any excited
state of the interacting system of electrons to model systems of noninteract-
ing fermions in their ground or excited states. The HKS-DFT mapping is
only from an excited state of the interacting system to a model system in an
excited state of the same configuration.
FIG. 4. The mapping from an excited singlet 2 1S state of Hooke’s atom to
two model S systems, one in an excited singlet 2 1S state and the other in a
ground 1 1S singlet state. The two corresponding electron-interaction poten-
tial energy functions veer are plotted.
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are different local effective potential energy functions vsr
that generate the same density. This further confirms that
there is no HK1 for excited states. These different potentials
are related to the positive eigenvalues of the nonlocal sus-
ceptibility for excited states. It is stated that this relationship
is also applicable to interacting systems. However, such a
mapping from an interacting system to a model system in a
fixed excited state configuration, with different local effec-
tive potential energy functions that generate the same den-
sity, has not been demonstrated. It is also possible,23 employ-
ing the constrained-search approach of working backward
from an excited state density, to construct such different po-
tential energy functions that generate the same density for a
fixed excited state configuration. The implication of the work
in Refs. 22 and 23 is that in addition to the bidensity energy
functional of Ref. 7, there could exist other energy function-
als whose functional derivatives correspond to these different
local potential energy functions.
It is important to note that the different potential energy
functions for fixed excited state configuration are all equally
valid representations of the model system. Neither one of
these functions is superior to the rest. This is because each
potential energy function satisfies the sole requirement of the
local effective potential energy theory that the model system
reproduce the density. The fact23 that one such function sat-
isfies an arbitrarily chosen criterion, such as that proposed in
Ref. 7, better than another is irrelevant. In addition, there is
no requirement within the local effective potential energy
theory that the model S system be created in the image of the
interacting system. The sole requirement is that the model
system reproduces the interacting system density, whether
ground or excited and, from this model, allows for the deter-
mination of the energy and ionization potential. As noted
previously, it is also possible to construct model systems of
noninteracting bosons that reproduce the density of an inter-
acting system of electrons. In this instance, one is, in fact,
employing model particles with properties that are entirely
different from those of electrons.
VI. PROOF
In the construction of S systems that reproduce the
ground or excited state density of the interacting system, it is
assumed that the external field Fextr=−vr is the same
for both the interacting and model fermions. This in turn
leads3 to the interpretation of Eq. 4 for the corresponding
electron-interaction potential energy veer of the S systems.
Here, we prove that the veer of the different S systems,
whether they correspond to S systems in different states or
whether they are different S systems corresponding to the
same excited state configuration,22,23 differ solely in their
correlation-kinetic component. The component due to the
Pauli exclusion principle and Coulomb repulsion remains the
same.
Consider the mapping from a ground state or excited
state of the interacting system with density r. Next, con-
sider two noninteracting fermion systems S and S that in the
presence of the same external field Fextr=−vr repro-
duce the same density r. For the S system, the differential
equation and the corresponding local effective potential en-
ergy vsr are defined by Eqs. 2 and 3, respectively. The
electron-interaction potential energy veer is the work done
in Eq. 4.
For the S system, the differential equation is
− 122 + vsrix = iix , 19
where the corresponding local potential energy vsr is
vsr = vr + vee r , 20
with vee r being the electron-interaction potential energy.
The resulting “quantal Newtonian” first law or differential
virial theorem3 is
Fextr + Fintr = 0, 21
where Fintr is the internal field of the S model fermions,
Fintr = − vee r − Dr − Zsr , 22
with Zsr defined in a manner similar to that of Zsr but in
terms of the S system orbitals ix. The differential density
field Dr=dr /r, dr=− 14 2r, is the same as for
the interacting system.
The “quantal Newtonian” first law for the interacting
system is
Fextr + Fintr = 0, 23
where
Fintr = − Eeer − Dr − Zr , 24
with Eeer and Zr defined as in Sec. III. A comparison of
Eqs. 22 and 24 then yields
vee r = − 
	
r
Eeer + Ztc r · dl, 25
where the correlation-kinetic field Ztc r is
Ztc r = Zsr − Zr . 26
The difference between the veer and vee r of the S and
S systems is then
veer − vee r = − 
	
r
Ztcr − Ztc r · dl 27
or equivalently
veer − vee r = − 
	
r
Zsr − Zsr · dl. 28
Note that both Eqs. 27 and 28 are independent of the
electron-interaction field Eeer. As such, the contribution of
the field Eeer to both veer and vee r is the same. Thus,
the difference between the two electron-interaction potential
energy functions arises solely due to the difference in their
correlation-kinetic or equivalently their kinetic fields. This
completes the proof.
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VII. NONUNIQUENESS OF WAVE FUNCTION
OF THE S SYSTEM IN AN EXCITED STATE
In the mapping from the ground24 or excited state of the
interacting system to a model S system in an excited state,
there is a nonuniqueness of the S system wave function. Con-
sider, for example, a two-electron atom and a mapping to an
S system in the excited singlet 2 1S state. The singlet 2 1S
state means that one electron is in the 1s state, and the other
of opposite spin in the 2s state. There are three different S
system wave functions that lead to the same density as that
of the atom. Two of these are single Slater determinants of
the S system orbitals, and the third is a linear combination of
these Slater determinants. The linear combination wave func-
tion is an eigenfunction of both Sˆ2 and Sˆ z, where Sˆ is the spin
operator. The single Slater determinants, however, are each
only eigenfunctions of Sˆ z. Is the former a more appropriate
choice of the wave function of the S system? The answer is
that it is not more or less appropriate than the single Slater
determinants. This is because all that is required of the model
system is that it reproduces the density of the interacting
system. It is irrelevant from which wave functions the den-
sity is obtained. As noted previously, local effective potential
energy theory does not require the model system to be con-
structed in the image of the interacting one. However, based
on the choice of the wave functions, the corresponding Fermi
and Coulomb holes, and therefore the resulting Pauli and
Coulomb energies, will differ. Their sum, the Fermi-
Coulomb holes, and the corresponding Pauli-Coulomb en-
ergy remain unchanged. Note that in local effective potential
energy theories, such as Q-DFT and HKS-DFT, one defines3
a Fermi hole charge even for singlet states.
Prior to demonstrating this nonuniqueness, the various
charge distributions noted above and the resulting fields, po-
tential energies, and total energy components need to be de-
fined. The quantum-mechanical Fermi-Coulomb hole charge
xcrr is defined as the nonlocal component of the pair
correlation density grr: grr=r+xcrr. The
Fermi hole charge xrr is defined as the nonlocal compo-
nent of the S system pair correlation density gsrr:
gsrr=r+xrr. The nonlocal Coulomb hole charge
crr is defined as the difference between grr and
gsrr: crr=grr−gsrr=xcrr−xrr. The to-
tal charge of xcrr and xrr is negative unity, and that
of crr is zero. As a result of these definitions, the
electron-interaction field Eeer may be written as the sum of
its Hartree EHr and Pauli-Coulomb Excr or Pauli Exr
and Coulomb Ecr components: Eeer=EHr+Excr
=EHr+Exr+Ecr. Assuming the S system to be of sym-
metry such that the fields Eeer and Ztcr are separately
conservative, the potential energy veer may be written as
the sum veer=WHr+Wxcr+Wtcr=WHr+Wxr
+Wcr+Wtcr. Here, the Hartree WHr, Pauli-Coulomb
Wxcr, Pauli Wxr, Coulomb Wcr, and correlation-kinetic
Wtcr potential energies are, respectively, the work done in
the fields EHr, Excr, Exr, Ecr, and Ztcr. The electron-
interaction energy Eee may then be written as a sum of its
Hartree EH, Pauli-Coulomb Exc or Pauli Ex and Coulomb
Ec, and correlation-kinetic Tc components: Eee=EH+Exc
+Tc=EH+Ex+Ec+Tc.
Consider the excited singlet 2 1S state 01x1x2 of
Hooke’s atom as defined by Eq. 17. This wave function is
an eigenfunction of both the Sˆ2 and Sˆ z operators. We map this
state of the interacting system via Q-DFT to an S system also
in its excited singlet 2 1S state. The singlet state is as defined
above. The self-consistent solution of Eq. 2 that leads to the
veer of Fig. 4 solid line generates the two spin-orbitals
1sx and 2sx. The two single Slater determinants
1x1,x2 =
1
21sr11 1sr222sr11 2sr22  29
and
2x1,x2 =
1
21sr11 1sr222sr11 2sr22  , 30
and the wave function 3x1x2 constructed from the linear
combination of these Slater determinants
3x1x2 =
1
2 1 −2 , 31
=
1
2
1sr12sr2 + 1sr22sr1

12 − 21 , 32
all lead to the same excited state density as that due to
01x1x2. Furthermore, each wave function leads to the
same value for the total energy. The wave function 3x1x2
is an eigenfunction of both Sˆ2 and Sˆ z, whereas the two single
Slater determinants are eigenfunctions only of Sˆ z. Further-
more, 3x1x2 is a product of a symmetrical spatial part and
an antisymmetric spin part. In standard quantum mechanics,
it is this wave function that defines the singlet 2 1S state.
However, in local effective potential energy theories, there
are no constraints on the S system wave function other than
to reproduce the density of the interacting system. Hence,
from the perspective of constructing model systems that gen-
erate the density, all three wave functions are equally valid.
A. The single Slater determinant case
The two single Slater determinants 1x1x2 and
2x1x2 lead to the same expression for the Fermi hole
x
SDrr, where the superscript SD stands for single determi-
nant. In Fig. 5, the Fermi hole x
SDrr is plotted for electron
positions at r=0, 0.5, 1.0, 2.0, and 7.0 a.u. In the figure, a
cross section of the holes is plotted. The electron is along the
z axis corresponding to =0°. The cross sections plotted cor-
respond to =0° with respect to the nucleus-electron direc-
tion. The graph for r0 is the structure for = and r
0. These holes are negative with a total charge of negative
unity. Further, they are spherically symmetric about the
nucleus for all electron positions because the orbitals 1sr
and 2sr are spherically symmetric. The corresponding
Coulomb holes c
SDrr for these electron positions are plot-
ted in Fig. 6. With the exception of the electron position at
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the nucleus, the Coulomb holes are not spherically symmet-
ric about the nucleus. The holes are both positive and nega-
tive, with total charge of zero. Observe the cusps in the Cou-
lomb holes at the electron position evident for electron
positions near the nucleus.
The Pauli Exr and Coulomb Ecr fields determined
from the Fermi x
SDrr and Coulomb c
SDrr holes, re-
spectively, are plotted in Fig. 7. For comparison, the electron
interaction Eeer and its Hartree EHr component are also
plotted. The asymptotic structure of these fields is also given
in the figures. The Pauli field Exr is negative, as expected
because its quantal source charge x
SDrr is negative. The
Coulomb field Ecr is both positive and negative because of
its quantal source c
SDrr. Observe that both fields Exr
and Ecr exhibit shell structure.
The Pauli Wxr and Coulomb Wcr potential energies
together with the electron interaction Weer=WHr
+Wxr+Wcr and its Hartree WHr component as deter-
mined from their respective fields are plotted in Fig. 8. Be-
cause the fields Exr and Ecr vanish at the nucleus, the
potential energies Wxr and Wcr have zero slope there.
The two shells are also evident in the Wxr and Wcr
curves. The asymptotic structure of the various potential en-
ergy functions is indicated in the figure.
The corresponding Pauli Ex and Coulomb Ec energies
are quoted in Table I indicated by SD. Note that the Pauli
energy is two orders of magnitude greater than the Coulomb
energy. The other components of the total energy are also
noted in the table.
B. The linear combination of Slater determinant case
For the wave function 3x1x2 formed by a linear com-
bination of 1x1x2 and 2x1x2, the expression for the
Fermi hole x
LCDrr denoted by LCD differs from that of
x
SDrr and, hence, so does the corresponding Coulomb
hole c
LCDrr. The Fermi x
LCDrr and Coulomb c
LCDrr
FIG. 5. Cross section of the Fermi holes xSDrr as a function of electron
position at r=0, 0.5, 1.0, 2.0, and 7.0 a.u. as determined from a single Slater
determinant SD.
FIG. 6. Cross section of the Coulomb holes cSDrr for electron position at
r=0, 0.5, 1.0, 2.0, and 7.0 a.u. with the Fermi hole xSDrr as determined
from a single Slater determinant SD.
FIG. 7. The electron-interaction Eeer field and its Hartree EHr, Pauli
Exr, and Coulomb Ecr field components. The fields Exr and Ecr are a
consequence of the Fermi hole x
SDrr determined via a single Slater
determinant.
FIG. 8. The electron interaction Weer potential energy, and its Hartree
WHr, Pauli Wxr, and Coulomb Wcr components determined as the
work done in the corresponding fields of Fig. 7.
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holes are plotted in Figs. 9 and 10, respectively, for electron
positions at r=0, 0.5, 1.0, 2.0, and 7.0 a.u. These holes, of
course, differ from those of the single determinant case of
Figs. 5 and 6. However, their general features regarding sym-
metry, cusps, etc., are similar.
The corresponding fields and potential energies are plot-
ted in Figs. 11 and 12. The shell structure in the plots of the
fields Exr and Ecr and the potential energies Wxr and
Wcr are more dramatic in this case. The asymptotic struc-
ture of the various individual components, of course, remains
the same.
The Pauli Ex and Coulomb Ec energies are quoted in
Table I indicated by LCD. These energies differ from their
single determinant counterparts. In this case, however, the
Coulomb energy Ec is only an order of magnitude less than
Ex. The sum of Ex and Ec is the same as that for the single
determinant example, as must be the case.
We conclude this section by noting that if the excited
singlet 2 1S state of the interacting system had been mapped
to an S system in an excited triplet 2 3S state, there would
once again be three wave functions that lead to the same
density. Two of these would be single Slater determinants,
and the third a linear combination of the first two. All three
wave functions are eigenfunctions of Sˆ2 and Sˆ z. They are all
written as a product of an antisymmetrical spatial function
and a symmetric spin function. Within the framework of lo-
cal effective potential energy theory, each wave function is
equally valid.
In this case, the three wave functions also each lead to
the same expression for the Fermi hole and hence to that of
the Coulomb hole. Hence, the corresponding Pauli and Cou-
lomb fields, potential energies, and components of the total
energy are also all the same.
VIII. CONCLUDING REMARKS
The idea of determining electronic structure from orbit-
als generated from a local effective potential energy function
is originally due to Slater.25 In this paper, our understanding
FIG. 10. Cross section of the Coulomb holes c
LCDrr for electron position
at r=0, 0.5, 1.0, 2.0, and 7.0 a.u. when the Fermi hole is determined by the
linear combination of Slater determinants LCD.
FIG. 11. The electron-interaction Eeer field and its Hartree EHr, Pauli
Exr, and Coulomb Ecr field components. The fields Exr and Ecr are a
consequence of the Fermi hole x
LCDr ,r determined via a linear combina-
tion of Slater determinants.
TABLE I. The component of the total energy for the mapping from an
excited singlet 2 1S state of Hooke’s atom to an S system in its first excited
singlet 2 1S state. The Pauli Ex energy as determined from a single Slater
determinant SD and from a linear combination of Slater determinants
LCD, and the corresponding Coulomb Ec energies are also quoted.
Property a.u. S system in 2 1S state
Eext 1.052 371
Eee 0.352 142
EH 0.722 217
Ex −0.361 109 SD
−0.337 265LCD
Ec −0.008 966 SD
−0.032 810LCD
Ts 1.015 505
Tc −0.139 243
E 2.280 775
FIG. 9. Cross section of the Fermi holes xLCDrr as a function of electron
position at r=0, 0.5, 1.0, 2.0, and 7.0 a.u. as determined by the linear com-
bination of Slater determinants LCD.
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of what constitutes local effective potential energy theory is
generalized. Within the context of the ground state HKS-
DFT, the understanding is that in the mapping from a non-
degenerate ground state of the interacting system to a model
S system of noninteracting fermions in its ground state, there
exists one and only one local effective potential energy func-
tion that could generate the corresponding density. In the
mapping from a nondegenerate excited state of the interact-
ing system to a model system in the same electronic configu-
ration, the constrained-search HKS-DFT selects one local ef-
fective potential energy function that generates the same
excited state density. Via Q-DFT, we now understand that
there exist an infinite number of such functions that can gen-
erate the ground or excited state density of an interacting
system. These different functions correspond to the model S
system being in different states, both ground and excited.
Hence, the configuration of the model system need not be the
same as that of the interacting one. From each model system,
the corresponding total energy and ionization potential of the
interacting system are also obtained, the latter being the
negative of the highest occupied eigenvalue. It has also been
noted by others that in the mapping from an excited state of
the interacting system to a fixed excited state configuration of
the model S system, there can exist different local functions
that generate the excited state density.
The difference between the various local effective poten-
tial energy functions, whether the model system is in differ-
ent states or for a fixed excited state configuration, lies solely
in their correlation-kinetic component. The components of
these functions that represent the correlations due to the
Pauli exclusion principle and Coulomb repulsion remain the
same.
The fact that in the mapping from an excited state of the
interacting system, there exist many local functions that gen-
erate the same density, confirming the well-known lack of
equivalent HKS-DFT ground state theorems for excited
states. Additionally, we now understand that this is a direct
consequence of correlation-kinetic effects.
Finally, in the mapping from either a ground or excited
state of the interacting system to an S system in an excited
state, there is a nonuniqueness of the model system wave
function. Although some of these wave functions are not
eigenfunctions of all the spin-symmetry operators, they each
generate the same density as that of the interacting system,
the sole requirement of local effective potential energy
theory.
For a discussion of the mapping via Q-DFT from degen-
erate ground and excited states of the interacting system to
model systems of noninteracting fermions, we refer the
reader to Ref. 26.
Finally, we emphasize that in the local effective potential
energy theory, the model system of noninteracting fermions
is just that, a model system. The model should not be con-
strued as being a replica of the true interacting system. All
that is required of the model is that it reproduce the density
of the interacting system and thereby the total energy and
ionization potential.
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