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Abstract The influence of the estimation of parameters in Shewhart control
charts is investigated. It is shown by simulation and asymptotics that (very)
large sample sizes are needed to accurately determine control charts if estimators
are plugged in. Correction terms are developed to get accurate control limits
for common sample sizes in the in-control situation. Simulation and theory show
that the new corrections work very well. The performance of the corrected control
charts in the out-of-control situation is studied as well. It turns out that the
correction terms do not disturb the behavior of the control charts in the out-
of-control situation. On the contrary, for moderate sample sizes the corrected
control charts remain powerful and therefore, the recommendation to take at
least 300 observations can be reduced to 40 observations when corrected control
charts are applied.
Keywords and phrases: statistical process control, Phase II control limits, second
order unbiasedness, out-of-control.
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1 Introduction
The basic Shewhart X-chart for monitoring the mean consists of upper and
lower control limits. An out-of-control signal is given when an observation falls
beyond the control limits. Assuming normality of the observations, the control
limits depend on the mean and standard error of the normal distribution in the
in-control situation. As a rule these parameters are unknown and hence to apply
the control chart one has to estimate the parameters.
Estimation is based on the observations obtained in the so called Phase I. We
suppose that the observations in Phase I belong to the in-control situation. The
monitoring phase is called Phase II.
Woodall and Montgomery (1999) describe the question of the eect of esti-
mation error in control charts as follows: \In most evaluations and comparisons
of control chart performance in Phase II, it is assumed that the in-control val-
ues of the parameters are known. In practice, however, the parameters must
be estimated in Phase I. The eects of this estimation on control chart perfor-
mance have been studied, but only for relatively few types of charts (see, e.g.,
Ghosh, Reynolds and Hui (1981); Quesenberry (1993); and Chen (1997)). Much
more research is needed in this area recognizing that the Phase II control limits
are, in fact, random variables. Research shows that more data than has been
recommended is needed to accurately determine control chart limits."
In Quesenberry (1993) and Chen (1997) simulations and numerical calcu-
lations are performed for the mean and standard deviation of the run length
distribution, when the mean and standard error of the normal distribution are
estimated. The simulation results conrm the conclusion of Quesenberry (1993)
that the classical empirical rules for choosing the number of observations to esti-
mate the mean and standard error of the normal distribution are inadequate and
should be taken much larger. Is is recommended to take at least 300 observations.
For a further discussion on this topic, see also Roes (1995), in particular Section
2.2.2.
In the literature we did not nd any suggestion how to correct the control
limits in order to have accurate control limits for commonly used sample sizes. As
far as we know, the present paper is the rst contribution to nd such correction
terms.
It should be noted that the introduction of Q-charts in Quesenberry (1991)
does not solve the problem if we consider, for instance, the mean of the run length
distribution or other quantities based on the run length. The reason is that, due
to dependence involved by the estimators, the run length distribution is no longer
a geometric distribution, see Quesenberry (1993) for an extensive discussion on
that point.
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The aim of this paper is threefold:
1. to show that (indeed) a great many data are needed to get accurate
control charts limits, when estimators are simply plugged in;
2. to develop correction terms in order that also for common sample sizes
accurate control charts are obtained;
3. to investigate the consequences for the out-of-control situation of using
the corrected control limits.
Nowadays short production runs are more and more in demand and hence
there may be not enough data to accurately estimate process parameters, all the
more as many data are needed when estimators are simply plugged in. This calls
for the search for simple, but ecient correction terms.
Although the rst point mentioned above can be established by Monte Carlo
simulation, the exploration of correction terms requires analytic insight in the
structure of the problem. Asymptotic methods can reveal the main quantities
and their relations with respect to each other. It turns out that the error implied
by estimating the standard error is larger than the one induced by estimating the
mean, especially if the probability of incorrectly signaling out-of-control is small.
The idea now is to devise approximations, which are simple enough to make
corrections possible and, on the other hand, are still suciently accurate. Fortu-
nately, the correction terms, obtained in this way, are easy to apply, even when
the derivation of these terms requires the more complex approach of second order
asymptotics. The corrected control limits do their job very well, giving already
for moderate sample sizes accurate results.
In situations where the correction leads to a more stringent control limit,
the obvious consequence is that in an out-of-control case the control limit is
exceeded less often. Quantication of the out-of-control performance is provided
by asymptotic methods. It is shown by simulation results that the approximations
describe the out-of-control behavior very well.
It turns out that the out-of-control behavior is not disturbed at all by the more
stringent control limits. The loss due to estimation is not very great. Therefore,
the recommendation of taking at least 300 observations can be reduced to 40
observations when applying corrected control charts. This implies that for today’s
practice, where often not many data can be obtained, the corrected control charts
provide a solution for the problem that in fact no accurate control charts were
available.
The paper is organized as follows. In Section 2 our set-up is given and it is
shown by simulation and asymptotic theory that very large samples are needed to
get accurate control limits in case no correction is made. The correction terms are
derived in Section 3, where also the performance of the corrected control limits
is exhibited. The out-of-control behavior is treated in Section 4. Each section is
closed by summarizing the conclusions of that section.
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2 The eect of estimation error
Let X1; : : : ; Xn; Xn+1 be independent and identically distributed random vari-
ables (r.v.’s), each with a N(; 2)-distribution. The r.v.’s X1; : : : ; Xn are the
observations belonging to Phase I, on which the estimators of  and  are based,
while Xn+1 belongs to Phase II: the monitoring phase. In Sections 2 and 3 we con-
sider for Phase II the in-control situation, that is Xn+1 has the same distribution
as X1; : : : ; Xn.
For convenience we consider a control chart with only an upper limit. The
more standard case of upper- and lower control limit is treated in a similar way.
Also, generalizations to a set-up with Xi replaced by a group of observations, for
instance Xi1; : : : ; Xi5, is fairly straightforward.
If  and  are known and p is the probability of incorrectly concluding that
the process is out-of-control, then the upper control limit (UCL) equals
+ up with up = −1(1− p);
where  denotes the distribution function of the standard normal distribution.
The density of the standard normal distribution is denoted by ’. However, as
a rule  and  are unknown and they have to be estimated on the basis of
X1; : : : ; Xn. We consider as estimator of  the sample mean X = n−1
Pn
i=1Xi
and denote this estimator by ^. As estimator of  we sometimes consider
S =
p
S2 with S2 =
nX
i=1
(Xi −X)2
n− 1 ;
but more often we take
^ =
S
c4(n)
; (2.1)
where c4(n) is such that ^ is an unbiased estimator of , implying
c4(n) =
p
2Γ(n=2)p
n− 1Γ((n− 1)=2) : (2.2)
Note that in view of Basu’s theorem any location-invariant estimator is in-
dependent of ^ (cf. Lehmann (1986) page 191 Example 1). A general location-
invariant estimator of  is denoted by  and particular examples are ^ and S.
Plugging in the estimators ^ and  in the UCL leads to the estimated UCL
^+ up:
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The interest is in the probability of an incorrect signal that the process should
be out-of-control. This probability does depend on the estimators ^ and  and
therefore it is a r.v. It is given by, writing (x) = 1−(x),
Pn = Pn(^; ) = P (Xn+1 > ^+ up) = 

^− 

+ up



:
Several aspects of the closeness of Pn to p can be investigated. The most
obvious quantity to consider is its expectation EPn. This expectation is then
compared with p. Also functions of Pn are of interest. The average run length
(ARL) is given by 1=p and hence the estimated average run length equals 1=Pn.
Therefore, we may compare E(1=Pn) with 1=p. Another family of functions of
interest are the probabilities that the run length is at most some specied value
k, cf. also Remark 2.1. Typical values of interest for k are fractions of the ARL,
i.e. k = [γ=p] with, for instance, γ = 110 ;
1
4 ;
1
2 or 1. This probability is given by
1− (1− p)k and is estimated by Rn;k = 1− (1− Pn)k. The expectation ERn;k is
compared with 1− (1− p)k.
More generally, we consider a function g(p), estimate it by g(Pn) and compare
Eg(Pn) with g(p). In particular, the previous functions
g(p) = p;
g(p) = 1=p; (2.3)
g(p) = 1− (1− p)k
are of interest. Other functions g can be treated in a similar way, as for instance
the standard deviation of the run length, corresponding to g(p) =
p
1− p=p.
A criterion for closeness of Eg(Pn) to g(p) is that the relative error should be
at most 10%, in formulaEg(Pn)− g(p)g(p)
  0:1: (2.4)
We are looking for the smallest n, for which (2.4) holds. (Of course, other values
than 0.1 can be chosen if desired.)
A simulation study is made to show the performance of Eg(Pn) for the func-
tions, given in (2.3). The estimator of  applied in the simulation study is ^,
given by (2.1) and (2.2). The number of repetitions in the simulation study equals
100,000. We apply criterion (2.4) in case of g(p) = p and g(p) = 1=p, while for
g(p) = 1−(1−p)k we require an absolute error of at most 0.01, since this seems to
be more appropriate when dealing with probabilities not close to 0. The results
are given for p = 0:001 in Table 1 and for p = 0:01 in Table 2.
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Table 1 Simulation results for p = 0:001.
EPn  103 E(1=Pn) ERn;1000 ERn;500 ERn;250 ERn;100
g(p) 1.000 1000 0.6323 0.3936 0.2213 0.0952
tolerated (0.900, (900, (0.6223, (0.3836, (0.2113, (0.0852,
interval 1.100) 1100) 0.6423) 0.4036) 0.2313) 0.1052)
n = 25 2.6701 8020 0.5967 0.4601 0.3266 0.1822
n = 50 1.7291 2328 0.6095 0.4407 0.2876 0.1429
n = 75 1.4503 1705 0.6158 0.4298 0.2688 0.1271
n = 100 1.3260 1472 0.6194 0.4228 0.2581 0.1191
n = 150 1.2145 1285 0.6242 0.4159 0.2476 0.1115
n = 200 1.1584 1200 0.6266 0.4114 0.2415 0.1074
n = 250 1.1252 1155 0.6279 0.4083 0.2376 0.1050
n = 300 1.1042 1128 0.6287 0.4062 0.2351 0.1034
n = 350 1.0878 1109 0.6290 0.4043 0.2330 0.1021
n = 400 1.0771 1095 0.6294 0.4031 0.2316 0.1013
n = 450 1.0694 1082 0.6301 0.4024 0.2307 0.1007
n = 500 1.0624 1075 0.6301 0.4015 0.2297 0.1001
It is seen from the simulations thatEPn is in the tolerated interval for n  312,
that E(1=Pn) is in the tolerated interval for n  377, while ERn;k satises the re-
quirements for n  124; 401; 419; 243, when k = 1000; 500; 250; 100, respectively.
Typically it is recommended to have at least 20-25 samples of size 4-5 each
to base the estimators on (cf. Woodall and Montgomery (1999) page 379). The
idea is that when taking the mean of 4-5 single observations as a \combined"
observation, normality is a reasonable assumption, which may be more disputable
for the single observations. If we indeed associate a sample of size 4-5 with one
observation in our set-up, the recommended number of observations equals 20-25.
The simulations clearly show that this number is far too small to get an accurate
estimate. Even if we should consider the observations as single observations in the
recommendation, leading to n between 80 and 125, this number of observations
is still too small to get accurate results.
The simulation results clearly conrm point 1 in the introduction: very many
data are needed to get accurate control charts limits, when estimators are simply
plugged in. This conclusion agrees with the results of e.g. Quesenberry (1993)
and Chen (1997).
The situation becomes somewhat better if we consider p = 0:01, as is shown
in Table 2, but still rather large sample sizes are needed. Moreover, in control
charts p = 0:001 is far more often applied than p = 0:01.
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Table 2 Simulation results for p = 0:01.
EPn  102 E(1=Pn) ERn;100 ERn;50 ERn;25 ERn;10
g(p) 1.000 100 0.6340 0.3950 0.2222 0.0956
tolerated (0.900, (90,110) (0.6240, (0.3850, (0.2122, (0.0856,
interval 1.100) 0.6440) 0.4050) 0.2322) 0.1056)
n = 10 2.3963 1878 0.5924 0.4575 0.3240 0.1785
n = 25 1.5061 212 0.6119 0.4339 0.2755 0.1322
n = 50 1.2402 140 0.6210 0.4182 0.2513 0.1141
n = 75 1.1602 123 0.6260 0.4124 0.2427 0.1082
n = 100 1.1186 117 0.6277 0.4084 0.2378 0.1050
n = 125 1.0959 113 0.6293 0.4064 0.2350 0.1033
n = 150 1.0786 111 0.6298 0.4043 0.2328 0.1019
n = 175 1.0663 109 0.6305 0.4030 0.2312 0.1009
n = 200 1.0579 108 0.6307 0.4020 0.2301 0.1003
n = 225 1.0513 107 0.6310 0.4012 0.2292 0.0998
n = 250 1.0467 106 0.6314 0.4008 0.2286 0.0994
It is seen from the simulations thatEPn is in the tolerated interval for n  118,
that E(1=Pn) is in the tolerated interval for n  163, while ERn;k satises the
requirements for n  59; 139; 164; 95, when k = 100; 50; 25; 10, respectively.
Remark 2.1 It follows from Tables 1 and 2 that Pn is positively biased: EPn >
p. This agrees with the idea that we have to pay for estimating parameters: the
expected probability of an incorrect signal becomes larger. At rst sight one may
think that if Pn tends to be larger than p, this will imply that 1=Pn is smaller
than 1=p, cf. e.g. Quesenberry (1993, pages 241 and 242). However, it turns out
that also 1=Pn is positively biased: E(1=Pn) > 1=p.
One reason for it is that (very) small values of Pn imply (very) large values
of 1=Pn: even if the probabilities of getting such small values of Pn are not so
large, the high values of 1=Pn cause a high expectation. Especially for small n
this phenomenon is rather strongly present, see, for instance, Table 5 on page
245 of Quesenberry (1993).
Since E(1=Pn) is strongly determined by the occurrence of extremely long
runs, which are not very relevant in practice, Roes (1995, page 34) remarks that
E(1=Pn) does not adequately summarize the run length properties of the chart,
cf. also Quesenberry (1993, page 242).
To avoid this problem of \outliers" one may apply the strategy, often suc-
cessfully applied in robust statistics, to replace the average by the median. The
median of a geometric distribution with parameter p is given by the function
g(p) =
− log 2
log(1− p) :
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However, for small p, this function behaves as (log 2)=p and hence, the same
problem arises with the median run length.
The introduction of the criterion ERn;k for several values of k is sometimes
motivated by giving a more sensible performance measure than the ARL, see
e.g. Does and Schriever (1992), Roes (1995) pages 102, 103, Del Castillo and
Montgomery (1995) and Quesenberry (1995). Note however, that the practical
relevance of ERn;k with k as large as 1000 is disputable too. What we want is
protection against small run lengths, when we are in-control. The prot obtained
by estimation of the parameters for ERn;1000 (see Table 1) is therefore of far less
importance than the disadvantage for ERn;k with k = 100; 250; 500.
By the same type of argument as above it follows that the standard deviation
of the run length distribution exceeds the mean of the run length distribution,
cf. Quesenberry (1993, page 242).
Some further comments on the positive bias of EPn; E(1=Pn); ERn;k for k =
100; 250; 500 and the negative bias of ERn;k for k = 1000 are given in Remark
2.4. 2
In order to develop correction terms such that accurate control charts are
obtained for smaller sample sizes, we need to have more analytic insight in the
problem. Moreover, to understand why so much larger sample sizes are needed
here than recommended in earlier days, more insight is needed too. Such insight
can be provided by asymptotic methods. In many statistical problems it has
turned out that the more transparent approximations show the important feature
of the problem without throwing away the accuracy. As a rule, numerical work
(alone) cannot give the insight needed to derive appropriate correction terms.
We start with a rst type of asymptotics, for a great part based on asymptotic
normality of the estimators. For some criteria the rst type approximations can
not be easily applied. Therefore, a second asymptotic approach is considered as
well.
The standard asymptotical method is with respect to the number of observa-
tions n tending to innity. However, a commonly used value for up is 3 and, for
instance u4p then equals 81, which may be of the same order of magnitude as n for
several situations considered in the paper. Therefore, we follow a more delicate
way, taking into account not only n, but also up in our asymptotical approach.
For simplication of notation we write u instead of up.
(i) First type asymptotics.
We start with a theorem, presenting the limiting distribution of Pn. We put
the following condition on the estimator .
Condition A The estimator  satises


− 1
p
2(n− 1) D−! N(0; 1):
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It is easily seen that condition A holds for  = S and  = ^.
Dene
z(u) =
u(u)
’(u)
;
then z is very close to 1 for large values of u. For instance, for u > 0, it holds
that
u2
u2 + 1
< z(u) < 1:
Theorem 2.1 Suppose that condition A holds, that u  1 and that u = o(n1=2)
as n!1; then
Pn  pYn with Yn  lognormal
 
0;

u
z(u)
21
n
+
u2
2(n− 1)
!
in the sense that
log

Pn
p

u
z(u)
s
1
n
+
u2
2(n− 1)
D−! N(0; 1)
as n ! 1, uniformly for all sequences u = u(n) satisfying u(n)  1 and
limn!1 u(n)n−1=2 = 0.
Proof Let
(u) =
^− 

+ u



− 1

:
In view of the denition of ^ and condition A we have
(u)s
1
n
+
u2
2(n− 1)
D! N(0; 1): (2.5)
Direct calculation gives
Pn
p
=
u
u+ (u)
z(u + (u))
z(u)
expf−u(u)− 122(u)g:
On the set B = fu  1; j(u)j  12g we have, for some constant c1 > 0,log uu+ (u) z(u+ (u))z(u)

−(u)

−1
u
+
z0(u)
z(u)
  c12(u) (2.6)
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and hence, noting that
−u− 1
u
+
z0(u)
z(u)
= − u
z(u)
and writing
R(u)=log

u
u+ (u)
z(u + (u))
z(u)

−(u)

−1
u
+
z0(u)
z(u)

− 122(u);
we get
log

Pn
p

= − u
z(u)
(u) +R(u)1B(u) +R(u)1B(u); (2.7)
where B denotes the complement of B. In view of (2.5) and (2.6) we obtain
jR(u)1B(u)j
u
z(u)
s
1
n
+
u2
2(n− 1)

s
1
n
+
u2
2(n− 1)
u
z(u)
(c1 + 12)
0BBBB@ (u)s 1
n
+
u2
2(n− 1)
1CCCCA
2
D−!0: (2.8)
Since u = o(n1=2) and hence, by (2.5), P (j(u)j > 12)! 0, it follows that
jR(u)1B(u)j
u
z(u)
s
1
n
+
u2
2(n− 1)
D−! 0: (2.9)
Combination of (2.5), (2.7), (2.8) and (2.9) gives the result. 2
Remark 2.2 For somewhat larger values of u, it is seen that the estimation of
 is more important than that of , in the sense that the contribution to the
asymptotic variance due to estimating  is in case of u = 3 a factor u2=2 = 4:5
larger than the contribution due to estimation of . 2
We are interested in approximations of Eg(Pn), in particular when g is one
of the functions given in (2.3). Theorem 2.1 suggests the following rst type
approximation:
Eg(Pn)Eg(pYn) with Yn  lognormal
 
0;

u
z(u)
2 1
n
+
u2
2(n− 1)
!
:
Taking g(x) = x, this approximation gives
EPn  p exp
(
1
2

u
z(u)
2 1
n
+
u2
2(n− 1)
)
: (2.10)
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For g(x) = 1=x, this approximation gives
E
1
Pn
 1
p
exp
(
1
2

u
z(u)
21
n
+
u2
2(n− 1)
)
: (2.11)
Remark 2.3 The paradox of getting positive bias for Pn and 1=Pn is explained
in Remark 2.1 and Remark 2.4 below. Note that EPn=p and E(1=Pn)=(1=p)
have the same rst type approximation, which is greater than 1. Hence, the
rst type approximation gives a positive bias for Pn and 1=Pn. In this sense the
approximation Pn  pYn with Yn a lognormal distribution with  = 0 does what
it should do. 2
Finally, consider g(p) = 1− (1− p)k. In this case the approximation leads to
E

1− (1− Pn)k
} E 1− (1− pYn)k}
=
kX
j=1

k
j

(−p)j+1 exp
(
1
2
j2

u
z(u)
21
n
+
u2
2(n− 1)
)
:(2.12)
We compare the approximation results, given in (2.10) and (2.11) with the
simulation results. Since the approximation in (2.12) is rather complicated, we
do not further consider this case in our rst type approximation. In the second
type approximation it will be treated again.
Table 3 Comparison of rst type approximations and simulation results for
p = 0:001.
EPn  103 E(1=Pn)
simulation appr.(2.10) dierence simulation appr.(2.11) dierence
n = 25 2.670 3.875 1.205 8020 3875 4145
n = 50 1.729 1.946 0.217 2328 1946 382
n = 75 1.450 1.555 0.105 1705 1555 150
n = 100 1.326 1.391 0.065 1472 1391 81
n = 150 1.215 1.245 0.030 1285 1245 40
n = 200 1.158 1.179 0.021 1200 1179 21
n = 250 1.125 1.140 0.015 1155 1140 15
n = 300 1.104 1.116 0.012 1128 1116 12
n = 350 1.088 1.098 0.010 1109 1098 11
n = 400 1.077 1.085 0.008 1095 1085 10
n = 450 1.069 1.076 0.007 1082 1076 6
n = 500 1.062 1.068 0.006 1075 1068 7
According to the approximations, EPn and E(1=Pn) are in the tolerated inter-
val for n  345. Note that in the simulations we had that EPn is in the tolerated
interval for n  312, that E(1=Pn) is in the tolerated interval for n  377.
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It is seen from Table 3 that the rst type approximation shows very well what
is going on. However, a more handsome approximation of ERn;k should be ob-
tained. Therefore, we take a slightly dierent and more direct approach pointed
to expectations rather than (limiting) distributions.
(ii) Second type asymptotics.
Restricting attention to expectations, it should be remarked that the (2k−1)th
and (2k)th moments of (u) are of the same order of magnitude. Therefore, in
terms of expectations it seems more natural to consider not only terms of order
(u), but also of order 2(u).
We are interested in approximations of Eg(Pn), in particular when g is one
of the functions, given in (2.3). As
Pn = 

^− 

+ u



= (u+ (u));
we introduce the notation
h(u) = g((u))
and investigate Eg(Pn) = Eh(u+ (u)). As our second type approximation we
take the two-step Taylor expansion
Eh(u+ (u))  h(u) + h0(u)E(u) + 12h00(u)E2(u): (2.13)
Direct calculation gives the following derivatives of h for the functions g, pre-
sented in (2.3).
Table 4 Derivatives of h for the functions g from (2.3).
g(p) h(u) h0(u) h00(u)
p (u) −’(u) u’(u)
1
p
1
(u)
’(u)

2
(u)
2’2(u)

3
(u)
− u’(u)

2
(u)
1− (1− p)k 1− k(u) −k’(u)k−1(u) −k(k − 1)’2(u)k−2(u)
+ku’(u)k−1(u)
Remark 2.4 The positive bias of EPn and ERn;k for k = 100; 250 and 500
are in line with the idea that we have to pay for estimating the parameters.
Indeed, with respect to these criteria we have a higher probability of an incorrect
signal (EPn) or a higher probability of getting a smaller run length (ERn;k for
k = 100; 250 and 500). For E(1=Pn) and ERn;k with k = 1000 estimation looks
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protable. In Remark 2.1 there is already given an explanation for the positive
bias of E(1=Pn). However, this explanation (some very high values of 1=Pn cause
a high expectation) can not be used for ERn;k, since Rn;k is bounded by 1.
There is another argument that explains the bias. If h is a convex function,
then Jensen’s inequality gives Eh(X) > h(EX). Consider
Eg(Pn) = Eh(u+ (u)):
For p = 0:001 we have u = 3:09 and further, (u) converges to 0, implying that
u+ (u) is with high probability in a neighborhood of 3.
If g(p) = p or g(p) = 1=p, we have h00(u) > 0 for u > 0 (see Table 4) and hence
in both cases the function h is convex for u > 0. Therefore, Jensen’s inequality
strongly suggests Eh(u+ (u)) > h(u+E(u)) = h(u), implying EPn > p and
E(1=Pn) > 1=p.
If g(p) = 1 − (1 − p)k, we have h00(u) > 0 for u > 2:375 and k = 100, for
u > 2:689 and k = 250 and for u > 2:908 and k = 500 (see Table 4) and hence the
function h is convex for these combinations of u- and k-values. Therefore, Jensen’s
inequality suggests ERn;k = Eh(u+(u)) > h(u+E(u)) = h(u) = 1−(1−p)k
for k = 100; 250; 500. If g(p) = 1− (1− p)1000, we have h00(u) < 0 for u < 3:115
and hence the function h is concave for u < 3:115. Therefore, Jensen’s inequality
suggests ERn;1000 = Eh(u+ (u)) < h(u+ E(u)) = h(u) = 1− (1− p)1000.
This explains the positive bias of EPn; E(1=Pn) and ERn;k for k = 100; 250
and 500 and the negative bias of ERn;1000 as seen in Table 1. 2
The following theorem gives an upper bound for the (relative) error of the
approximation. We put the following condition on the estimator .
Condition B1 The estimator  satises for u  1 with u = O(n1=4) as n!1,
E3(u)=O(u3n−2);E4(u)=O(u4n−2);Ej(u)j4expfuj(u)j+ 122(u)g=O(u4n−2);
Ej(u)j9 expfuj(u)j+ 122(u)g = O(u9n−9=2):
Condition B2 The estimator  satises for u  1 with u = O(n1=4) as n!1,
E3(u) = O(u3n−2); E4(u) = O(u4n−2):
It can be shown by rather straightforward calculation that conditions B1 and B2
hold for  = S and  = ^. We omit the details.
Theorem 2.2 Suppose that u  1 and that u = O(n1=4) as n ! 1. Assume
that h is 4 times dierentiable.
(i) Suppose that condition B1 holds and that for some constants c2 > 0 and c3 > 0h000(u)h(u)
  c2u3 and hiv(u+ y)h(u)
  c3(u4 + jyj5)expfujyj+ 12y2g (2.14)
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for all u  1 and all y 2 R, thenEh(u+ (u))− h(u)h(u) − h0(u)E(u) + 12h00(u)E2(u)h(u)
 = O(u8n−2):
(ii) Suppose that condition B2 holds and that h000 and hiv are bounded, thenEh(u+ (u))− h(u)− fh0(u)E(u) + 12h00(u)E2(u)g = O(u4n−2):
Proof (i) By Taylor expansion we get, for some 0    1,
Eh(u+ (u)) =
h(u)+h0(u)E(u)+ 12h
00(u)E2(u)+ 16Eh
000(u)3(u)+ 124Eh
iv(u+(u))4(u)
and hence, by (2.14) and condition B1, we haveEh(u+ (u))− h(u)h(u) − h0(u)E(u) + 12h00(u)E2(u)h(u)

 16c2u3jE3(u)j+ 124c3E[(u4 + j(u)j5)j(u)j4 expfuj(u)j+ 122(u)g]
= O(u8n−2):
(ii) By Taylor expansion we get, for some 0    1,
Eh(u+ (u)) =
h(u)+h0(u)E(u)+ 12h
00(u)E2(u)+ 16Eh
000(u)3(u)+ 124Eh
iv(u+(u))4(u)
and hence, since h000 and hiv are bounded and condition B2 holds,
jEh(u+ (u))− h(u)− fh0(u)E(u) + 12h00(u)E2(u)gj
 c4fjE3(u)j+ E4(u)g = O(u4n−2): 2
Using
(u) =
’(u)
u
(1 + o(1)) as u!1;
it is not hard to show that (2.14) is satised for h(u) = g((u)) with g(p) = p
and g(p) = 1=p, and that h000 and hiv are bounded for g(p) = 1 − (1 − p)k.
Hence the relative error in the approximation (2.13) is O(u8n−2) for g(p) = p and
g(p) = 1=p. As argued before, for g(p) = 1 − (1 − p)k we consider the absolute
error, which equals O(u4n−2).
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Straightforward calculation gives
E(u) = uE



− 1

and E2(u) =
1
n
+ u2E



− 1
2
:
In particular, for  = ^ we get
E(u)=0 and E2(u)=
1
n
+u2
(
Γ
(
n+1
2

Γ
(
n−1
2

Γ
(
n
2
2 −1
)
=a(u; n); say; (2.15)
and for  = S we get
E(u) = ufc4(n)− 1g and E2(u) = 1
n
− 2u2fc4(n)− 1g; (2.16)
with c4(n) as in (2.2). Inserting (2.15) and the derivatives from Table 4 in (2.13)
leads to the following approximations for the estimator  = ^:
EPn  p+12a(u; n)u’(u)
E(1=Pn)  1=p+ 12a(u; n)

2’2(u)
(1− p)3 −
u’(u)
(1− p)2

ERn;k1−(1−p)k+ 12a(u; n)f−k(k−1)’2(u)(1−p)k−2+ku’(u)(1−p)k−1g:
(2.17)
Remark 2.5 The paradox of getting positive bias for Pn and 1=Pn is explained
in Remark 2.1 and Remark 2.4. The second type approximations of EPn−p and
E(1=Pn) − (1=p) are both positive and hence, the second type approximations
give positive bias for Pn and 1=Pn, as they should do. 2
We compare the approximation results, given in (2.17) with the simulation
results. Also the case g(p) = 1− (1− p)k is covered now.
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Table 5 Comparison of second type approximations and simulation results for
p = 0:001.
EPn  103 E(1=Pn)
simulation appr. dierence simulation appr. dierence
n = 25 2.670 2.254 0.416 8020 2478 5542
n = 50 1.729 1.614 0.115 2328 1724 604
n = 75 1.450 1.406 0.044 1705 1479 226
n = 100 1.326 1.304 0.022 1472 1358 114
n = 150 1.215 1.202 0.013 1285 1238 47
n = 200 1.158 1.151 0.007 1200 1178 22
n = 250 1.125 1.121 0.004 1155 1142 13
n = 300 1.104 1.100 0.004 1128 1118 10
n = 350 1.088 1.086 0.002 1109 1102 7
n = 400 1.077 1.075 0.002 1095 1089 6
n = 450 1.069 1.067 0.002 1082 1079 3
n = 500 1.062 1.060 0.002 1075 1071 4
ERn;1000 ERn;500
simulation appr. dierence simulation appr. dierence
n = 25 0.5967 0.5910 0.0057 0.4601 0.5670 0.1069
n = 50 0.6095 0.6121 0.0026 0.4407 0.4785 0.0378
n = 75 0.6158 0.6189 0.0031 0.4298 0.4498 0.0200
n = 100 0.6194 0.6223 0.0029 0.4228 0.4356 0.0128
n = 150 0.6242 0.6257 0.0015 0.4159 0.4215 0.0056
n = 200 0.6266 0.6273 0.0007 0.4114 0.4145 0.0031
n = 250 0.6279 0.6283 0.0004 0.4083 0.4103 0.0020
n = 300 0.6287 0.6290 0.0003 0.4062 0.4075 0.0013
n = 350 0.6290 0.6295 0.0005 0.4043 0.4055 0.0012
n = 400 0.6294 0.6298 0.0004 0.4031 0.4040 0.0009
n = 450 0.6301 0.6301 0.0000 0.4024 0.4029 0.0005
n = 500 0.6301 0.6303 0.0002 0.4015 0.4019 0.0004
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ERn;250 ERn;100
simulation appr. dierence simulation appr. dierence
n = 25 0.3266 0.3993 0.0727 0.1822 0.1965 0.0143
n = 50 0.2876 0.3084 0.0208 0.1429 0.1448 0.0019
n = 75 0.2688 0.2790 0.0102 0.1271 0.1280 0.0009
n = 100 0.2581 0.2644 0.0063 0.1191 0.1197 0.0006
n = 150 0.2476 0.2499 0.0023 0.1115 0.1115 0.0000
n = 200 0.2415 0.2427 0.0012 0.1074 0.1074 0.0000
n = 250 0.2376 0.2384 0.0008 0.1050 0.1050 0.0000
n = 300 0.2351 0.2356 0.0005 0.1034 0.1033 0.0001
n = 350 0.2330 0.2335 0.0005 0.1021 0.1022 0.0001
n = 400 0.2316 0.2320 0.0004 0.1013 0.1013 0.0000
n = 450 0.2307 0.2308 0.0001 0.1007 0.1006 0.0001
n = 500 0.2297 0.2298 0.0001 0.1001 0.1001 0.0000
It is seen from Table 5 that the second type approximation is very accurate,
also for ERn;k.
The next table gives the sample sizes needed to get the required accuracy,
given by the relative error (2.4) for g(p) = p and g(p) = 1=p and by the absolute
error 0.01 for ERn;k.
Table 6 Comparison of the rst and second type approximation of the needed
sample size with simulation results.
1st type appr. 2nd type appr. simulation
EPn 345 302 312
E(1=Pn) 345 356 377
ERn;1000 - 101 124
ERn;500 - 417 401
ERn;250 - 428 419
ERn;100 - 244 243
Remark 2.6 A further simplication can be obtained by using
Γ
(
n+1
2

Γ
(
n−1
2

Γ
(
n
2
2  12n; (2.18)
leading, for  = ^, to
EPn  p+ 12
u2 + 2
2n
u’(u)
E(1=Pn)  1=p+ 12
u2 + 2
2n

2’2(u)
(1− p)3 −
u’(u)
(1− p)2

ERn;k 1−(1−p)k+ 12
u2 + 2
2n
−k(k−1)’2(u)(1− p)k−2+ku’(u)(1−p)k−1} : 2
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Remark 2.7 In a similar way, using (2.16), approximations of EPn; E(1=Pn)
and ERn;k can be evaluated when  = S. 2
We summarize the conclusions of this section.
1. Very many data are needed to get accurate control charts limits, when
estimators are simply plugged in.
2. The rst type approximation, using a lognormal distribution, gives a very
good and easy approximation for the distribution of Pn, for EPn and for
E(1=Pn), but is not easily applicable to ERn;k.
3. The more direct second type approximation of Eg(Pn), based on a two-
step Taylor expansion, works very well and can be applied easily.
3 The correction terms
Simulations show very clearly that huge sample sizes are needed to get accu-
rate control charts limits when estimators are simply plugged in. In order to get
for commonly used sample sizes an accurate UCL we apply a correction term.
The idea is as follows. Starting with an UCL which has for known parameters 
and  a probability p of incorrectly concluding that the process is out-of-control,
we arrive at a value unequal to p. Therefore, we change the starting value p to q,
say, in such a way that, when estimating  and , we end up with Eg(Pn) = g(p)
(or at least close to it). In other words, we do not use up, but uq for an appro-
priate value of q. Instead of uq we write up + c with c being the correction term,
which by the way depends on g. Indeed, when g(p) = p, simulation shows that
EPn > p and hence we need a larger UCL: c > 0. When g(p) = 1=p, simulation
shows that E(1=Pn) > 1=p and hence, now Pn should be larger in order to get
E(1=Pn) = 1=p, that is, we need a smaller ULC: c < 0.
When, for instance, looking at EPn, which is larger than p, one might argue
that the corrected UCL could be obtained by simply making it a little bit larger:
^+up+~c. However, the smaller , the smaller such ~c should be. Hence, in that
case we could replace it by c. As  is unknown, we should estimate  by , thus
arriving at the same form of the corrected UCL as described before: ^+(up+c).
Remark 3.1 The replacement of the estimator S in the control limit by ^ is
done to get an unbiased estimator of . However, in fact the problem is not to
get an unbiased estimator of , but the aim is to get an unbiased estimator of
g(p). Since g(p) is a nonlinear function of , it is not enough to replace S by
^. Apart from the correction factor c4(n), a further correction factor c, say, is
needed. Instead of writing upc(S=c4(n)) = upc^, we may also write (up + c)^,
thus obtaining the form mentioned before. Note that it in fact does not matter
whether we start with S or ^. After correction we get the same UCL. 2
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To calculate an appropriate correction term c we need insight in the way
Eg(Pn) changes, when a correction term c is added to up. The asymptotics of
the previous section give an answer to this question.
We start with the rst type approximation, given in (2.10). Replacing u by
u + c (also in p = (u)) and then equating EPn to p leads to the following
equation
(u+ c) exp
(
1
2

u+ c
z(u + c)
21
n
+
(u+ c)2
2(n− 1)
)
= p = (u):
Using
(u) = ’(u)
z(u)
u
;
taking logarithms, expanding with respect to c and deleting terms of order c2 and
of order cn−1, we arrive at
−uc− c
u
+ c
z0(u)
z(u)
+
1
2

u
z(u)
21
n
+
u2
2n

= 0
and hence
c =
u(u2 + 2)
4n
1
z2(u)

1 +
1
u2
− z
0(u)
uz(u)
 : (3.1)
Noting that
z(u) = 1− u−2 +O(u−4) and z0(u) = O(u−3) as u!1;
it follows that
z2(u)

1 +
1
u2
− z
0(u)
uz(u)

= 1 +O(u−4) as u!1: (3.2)
Similarly, in view of (2.11), the correction term based on the rst type ap-
proximation in order to get E(1=Pn) close to 1=p equals
c = −u(u
2 + 2)
4n
1
z2(u)

1 +
1
u2
− z
0(u)
uz(u)
 ; (3.3)
which is exactly the opposite of the correction term for g(p) = p. Note that, as
argued before, indeed the correction term for g(p) = p turns out to be positive
and the correction term for g(p) = 1=p is negative.
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Next we consider the second type approximation, cf. (2.13),
Eh(u+c+(u+c)) h(u+c)+ h0(u+ c)E(u+c)+ 12h00(u+c)E2(u+c):
Ignoring terms of order c2 and lower order terms like cE(u) etc., that is replacing
h(u+ c) by h(u) + ch0(u) and h0(u+ c)E(u+ c) + 12h
00(u+ c)E2(u+ c) by its
leading term h0(u)E(u) + 12h
00(u)E2(u), the correction term c is given by
ch0(u) + h0(u)E(u) + 12h
00(u)E2(u) = 0:
Hence, we get
c = −E(u)− 1
2
h00(u)
h0(u)
E2(u): (3.4)
Taking  = ^ and applying the further simplication given in (2.18), this reduces
to
c = −(u
2 + 2)
4n
h00(u)
h0(u)
: (3.5)
In particular, we get
c =
u(u2 + 2)
4n
if g(p) = p
c =
u2 + 2
4n

u− 2’(u)
p

if g(p) =
1
p
c =
u2 + 2
4n

u− (k − 1)’(u)
1− p

if g(p) = 1− (1− p)k:
(3.6)
Since for large u
2
’(u)
p
= 2
’(u)
(u)
 2u;
the correction term for g(p) = 1=p is opposite to the correction term for g(p) = p;
the latter is positive, the rst one is negative, as they should be. Moreover, both
correction terms are close to the rst type correction terms, given in (3.1) and
(3.3), cf. also (3.2).
The correction term for g(p) = 1−(1−p)k is smaller than the one for g(p) = p
and larger than the one for g(p) = 1=p (as long as k < 2=p− 1, which will always
be the case).
For g(p) = p it is even possible to get an exact correction term if the distri-
bution of  is manageable. We consider  = ^. Then we have
EPn = P (Xn+1 > ^+ (u+ c)^):
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Since
Xn+1 − ^
^
=
Xn+1 − ^
S=c4(n)
has the same distribution as
q
1 + 1
n
c4(n)Tn−1, where Tn−1 has a Student-distribution
with n− 1 degrees of freedom, the exact correction term for g(p) = p is given by
c =
r
1 +
1
n
c4(n)tn−1;p − u with P (Tn−1 > tn−1;p) = p: (3.7)
Remark 3.2 If we consider  = S, the exact correction term equals c =q
1 + 1
n
tn−1;p − u and (of course) the same control chart is obtained, cf. also
Remark 3.1. 2
Remark 3.3 The control chart with the exact correction, given in (3.7), can
already be found on page 1806 of Ghosh, Reynolds and Van Hui (1981), where it
is remarked that \the problem with this approach is that the run length distri-
bution and ARL are still unknown". It corresponds also to the so called Q-chart,
presented by Quesenberry (1991), when applying (7) on page 215 of that paper
with r = n + 1. Roes, Does and Schurink (1993) present exact corrections for
control charts with several other estimators as well. 2
The following table gives the various correction terms.
Table 7 Correction terms for Eg(Pn) with g(p) = p; g(p) = 1=p and g(p) =
1− (1− p)k.
EPn E(1=Pn)
exact 1st type 2nd type 1st type 2nd type
n = 10 1.2931 0.9722 0.8923 -0.9722 -1.0521
n = 20 0.5296 0.4861 0.4461 -0.4861 -0.5261
n = 30 0.3325 0.3241 0.2974 -0.3241 -0.3507
n = 40 0.2423 0.2431 0.2231 -0.2431 -0.2630
n = 50 0.1906 0.1944 0.1785 -0.1944 -0.2104
n = 60 0.1570 0.1620 0.1487 -0.1620 -0.1754
n = 70 0.1335 0.1389 0.1275 -0.1389 -0.1503
n = 80 0.1162 0.1215 0.1115 -0.1215 -0.1315
n = 90 0.1028 0.1080 0.0991 -0.1080 -0.1169
n = 100 0.0922 0.0972 0.0892 -0.0972 -0.1052
20
ERn;1000 ERn;500 ERn;250 ERn;100
2nd type 2nd type 2nd type 2nd type
n = 10 -0.0799 0.4067 0.6499 0.7959
n = 20 -0.0400 0.2033 0.3250 0.3980
n = 30 -0.0266 0.1356 0.2166 0.2653
n = 40 -0.0200 0.1017 0.1625 0.1990
n = 50 -0.0160 0.0813 0.1300 0.1592
n = 60 -0.0133 0.0678 0.1083 0.1327
n = 70 -0.0114 0.0581 0.0928 0.1137
n = 80 -0.0100 0.0508 0.0812 0.0995
n = 90 -0.0089 0.0452 0.0722 0.0884
n = 100 -0.0080 0.0407 0.0650 0.0796
Remark 3.4 The correction terms are mostly positive leading to a larger UCL.
Exceptions are g(p) = 1=p and g(p) = 1− (1−p)k with k = 1000. For g(p) = 1=p
this is due to the fact that in that case a substantial positive bias occurs, when
estimators of the parameters are plugged in, although the function g is decreasing.
Explanations of this phenomenon are given in Remark 2.1 and Remark 2.4.
The bias of ERn;k is slightly negative, while g(p) = 1− (1− p)k is increasing.
A reason for it is given in Remark 2.4. As a consequence of the negative bias,
the corresponding correction term is slightly negative. 2
The eect of the correction terms is seen by simulation of Eg(Pn) with the
corrected UCL. The following table gives the results.
Table 8 Simulation results of Eg(Pn) after correction.
EPn  103 E(1=Pn)
g(p) 1.000 1000
1st type 2nd type 1st type 2nd type
n = 10 1.6042 1.7710 337 279
n = 20 1.0882 1.1958 993 848
n = 30 1.0189 1.0899 1029 917
n = 40 0.9994 1.0491 1041 959
n = 50 0.9887 1.0407 1025 961
n = 60 0.9848 1.0271 1044 988
n = 70 0.9834 1.0242 1030 988
n = 80 0.9849 1.0143 1027 990
n = 90 0.9854 1.0119 1023 993
n = 100 0.9852 1.0093 1020 993
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ERn;1000 ERn;500 ERn;250 ERn;100
g(p) 0.6323 0.3936 0.2213 0.0952
n = 10 0.6103 0.3221 0.1843 0.0959
n = 20 0.6156 0.3522 0.2016 0.0950
n = 30 0.6187 0.3658 0.2082 0.0945
n = 40 0.6224 0.3728 0.2128 0.0945
n = 50 0.6225 0.3805 0.2147 0.0947
n = 60 0.6237 0.3825 0.2161 0.0948
n = 70 0.6259 0.3854 0.2174 0.0952
n = 80 0.6260 0.3863 0.2185 0.0954
n = 90 0.6269 0.3883 0.2193 0.0954
n = 100 0.6279 0.3889 0.2194 0.0952
Table 8 shows that the correction terms work very well. It was shown in Sec-
tion 2 that simply plugging in the estimators in the control limits requires very
large sample sizes to get accurate results. With the correction terms we already
have very accurate UCL’s for common sample sizes like 30. To be more precise,
the next table shows for which n the same criterion is met as in Section 2, a
relative error equal to 0.1 for g(p) = p or g(p) = 1=p and an absolute error equal
to 0.01 for g(p) = 1− (1− p)k.
Table 9 Sample sizes needed to get a relative error 0.1 (g(p) = p or g(p) = 1=p)
and an absolute error 0.01 (g(p) = 1− (1− p)k).
1st type 2nd type
EPn 21 29
E(1=Pn) 15 25
ERn;1000 - 43
ERn;500 - 65
ERn;250 - 36
ERn;100 - 10
Comparison with Table 6 shows that the correction terms indeed do their job:
the very large sample sizes needed in Section 2 are reduced to common sample
sizes, usually available in practice.
Applying ^ as estimator of , we therefore propose the following UCL’s for
the corrected control charts
^+ (u+ c)^
with for the rst type approximation c given by (3.1) if g(p) = p and by (3.3) if
g(p) = 1=p, and for the second type approximation c given by (3.6).
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We summarize the conclusions of this section.
1. The corrected control limits work very well, giving accurate results for
common sample sizes.
2. The correction terms are easy to apply.
3. The rst and second type correction terms perform both very well, with
the rst type correction term even slightly better for n  50. However,
the second type correction term can be applied as well for correcting
ERn;k.
4. The asymptotics are needed to derive the correction terms. It seems
impossible to \guess" the right form of the correction terms by just doing
simulations. In fact, c4(n) is an example of a widely used correction,
which, however, does not work.
4 The out-of-control situation
It is seen in Section 2 that simply plugging in estimators of  and  in the
UCL leads to accurate control charts for the in-control situation only for very
large sample sizes. The correction terms of Section 3 solve this problem. The
question remains what the influence of this correction is for moderate sample sizes
on the out-of-control case. If the corrections are so large that we almost never
have a signal when the system is out-of-control, then the control chart would
become useless. Fortunately, as we will show in this section, the corrections do
not at all disturb the out-of-control behavior drastically. On the contrary, the
gain in taking very large sample sizes is marginal and will in most cases not be
in balance with the costs of the extra observations.
In general, one may think that estimation of parameters brings some extra
costs, when compared to the situation of known parameters. Indeed, as a rule this
is right, in the sense that we have to pay for the estimation in the out-of-control
situation. This is guessed from Table 7, where, except for E(1=Pn) and ERn;1000,
the correction terms are positive and hence lead to a higher UCL, implying that
it is more dicult to get a signal, also in the out-of-control case.
The function g(p) = 1=p and g(p) = 1−(1−p)1000 are exceptions, as explained
in Remark 2.1 and Remark 2.4. For those cases the correction terms are nega-
tive, since according to these criteria estimation is \protable": in the in-control
case the expectation of the estimated ARL is larger than the ARL with known
parameters and ERn;1000 is smaller than 1 − (1 − p)1000. For some authors, cf.
Roes (1995) page 34 and Does and Schriever (1992), this is a reason to dispute
the criterion E(1=Pn). The same argument holds w.r.t. ERn;1000.
What we want to do in this section is rstly to see how in the out-of-control
case the performance of the corrected control charts changes when the number
of observations grows and secondly, how much dierence there is compared to
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control charts with known parameters. In this way we can also compare the
strategy of simply plugging in estimators, and hence having the cost of taking
very large sample sizes, with the strategy of applying the corrected control charts
for moderate sample sizes.
On the other hand, due to the enormous flexibility in production processes
(shorter product life cycles, product diversity, products tailored to specic cus-
tomer requirements etc.), it is not possible in a lot of practical situations today to
collect many observations. Therefore, in many cases we cannot avoid correction
terms and it is of great interest to see how the performance of control charts
changes with the number of observations in the region of moderate sample sizes.
Our set-up in the out-of-control case is as follows. Let X1; : : : ; Xn be indepen-
dent and identically distributed r.v.’s, each with a N(; 2)-distribution and let
Xn+1 have a N(1; 21)-distribution. The r.v.’s X1; : : : ; Xn are the observations
on which the estimators of  and  are based, while Xn+1 is the out-of-control
variable. As we restrict attention to UCL’s it is assumed that 1 > .
Denoting the (corrected) UCL by
^+ (u+ c);
the probability of a signal that the process is out-of-control is given by
Pn = P (Xn+1 > ^+ (u+ c)) = 

^− 1
1
+ (u+ c)

1

= 

− 1
1
+ u

1
+

1

c +
^− 

+ (u+ c)



− 1

= 

u1 +

1
fc+ (u+ c)g

;
where
u1 =
− 1
1
+ u

1
:
Writing
p1 = (u1);
by a similar argument as in (the proof of) Theorem 2.1 we arrive at the rst type
approximation
Pnp1Wn withWn  lognormal
 
−c
1
u1
z(u1)
;

u1
z(u1)
2

1
21
n
+
(u+ c)2
2(n− 1)
!
:
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Hence, we get as rst type approximation in the out-of-control situation
EPn p1 exp
"
−c 
1
u1
z(u1)
+
1
2

u1
z(u1)
2 
1
21
n
+
(u+ c)2
2(n− 1)
#
;
E
1
Pn
 1
p1
exp
"
c

1
u1
z(u1)
+
1
2

u1
z(u1)
2

1
2 1
n
+
(u+ c)2
2(n− 1)
#
:
(4.1)
If the parameters  and  are known, we get p1 and (1=p1), respectively. Note
that c is relatively small compared to u (see Table 7). Ignoring c in the second
part of the exponential terms, that is replacing (u + c)2 by u2, the second part
gives the positive bias in EPn and E(1=Pn) when estimators are simply plugged
in. The (main) influence due to the correction term c is in the factors
exp

−c 
1
u1
z(u1)

and exp

c

1
u1
z(u1)

; (4.2)
respectively. Since the correction term for EPn equals minus the one for E(1=Pn),
see (3.1) and (3.3), both factors in (4.2) are equal and they are smaller than 1.
It turns out (see Table 10) that for E(1=Pn) and in most cases also for EPn,
the factors in (4.2) dominate the factors coming from the second part of the
exponential term in (4.1). Hence, the exponential terms in (4.1) result in a factor
smaller than 1, thus showing for EPn the penalty we have to pay for correct
estimation of the parameters  and  and for E(1=Pn) the \gain" obtained by
this estimation.
The following table shows the results in the out-of-control situation. Since the
control charts are designed for the mean, we consider only a change in the mean
and keep the variance equal to the variance in the out-of-control case. However,
the control charts considered here can also detect changes in variance. The influ-
ence of changing the variance is seen in (4.1).
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Table 10 First type approximation (4.1) of EPn and E(1=Pn) with 1 = + a
and 1 = .
a = 0:5 a = 1 a = 2
p1 = 0:0048 1=p1 = 208:5 p1 = 0:0183 1=p1 = 54:6 p1 = 0:138 1=p1 = 7:3
n EPn E(1=Pn) EPn E(1=Pn) EPn E(1=Pn)
10 0.0208 54.0 0.0359 14.4 0.107 2.4
20 0.0060 133.2 0.0178 33.0 0.104 4.5
30 0.0050 163.4 0.0167 40.6 0.111 5.3
40 0.0048 177.3 0.0167 44.4 0.116 5.8
50 0.0047 185.1 0.0168 46.6 0.119 6.1
60 0.0047 189.9 0.0169 48.1 0.122 6.3
70 0.0047 193.1 0.0171 49.1 0.124 6.4
80 0.0047 195.4 0.0172 49.8 0.125 6.5
90 0.0047 197.2 0.0173 50.4 0.127 6.6
100 0.0047 198.5 0.0173 50.8 0.128 6.7
150 0.0047 202.3 0.0176 52.2 0.131 6.9
200 0.0047 204.0 0.0178 52.8 0.132 7.0
300 0.0047 205.6 0.0179 53.4 0.134 7.1
It is seen from Table 10 that with moderate sample sizes already very good
behavior is achieved in the out-of-control situation. Therefore, the goal of the
correction terms is reached: the in-control behavior is regulated and the loss in
the out-of-control case is small for moderate sample sizes, even when compared
to control charts with known parameters.
It is seen that for n  50, say, the behavior changes only slowly with n and
in most practical situations the improvement will be outweighed by the costs of
taking more observations. Even for such small values of n as 20, already very
reasonable results are obtained.
Although, when simply plugging in the estimators of the parameters  and
, very many observations are needed to get accurate control charts, we can
conclude from Table 10 that control charts with correction terms can be based
on moderate sample sizes, as the latter charts are accurate for the in-control
situation and powerful in the out-of-control case. Hence, in cases where no large
sample sizes are available, which in today’s practice occurs more and more, the
corrected control charts provide a good solution, which was not present before.
The second type approximation is based on the following expansion
Eg(Pn) = Eh

u1 +

1
fc+ (u+ c)g

 Eh(u1)+h0(u1) 
1
fc+E(u+c)g+ 1
2
h00(u1)


1
2
E2(u+c);
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leading for  = ^ to
EPn p1 − c 
1
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1
2


1
2
a(u+ c; n)u1’(u1)
E
1
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 1
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
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2
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1
2


1
2
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2’2(u1)

3
(u1)
−u1’(u1)

2
(u1)
!
:
(4.3)
Note that c is relatively small compared to u (see Table 7). Ignoring c in the
last terms, that is replacing a(u+c; n) by a(u; n), these last terms give the bias in
EPn and E(1=Pn) when estimators are simply plugged in. The (main) influence
due to the correction term c is in the terms
−c 
1
’(u1) and c

1
’(u1)

2
(u1)
: (4.4)
Since the correction term for EPn equals minus the one for E(1=Pn), see (3.1)
and (3.3), both terms in (4.4) are negative. It turns out (see Table 11) that for
E(1=Pn) and in most cases also for EPn the terms in (4.4) dominate the last
terms on the right-hand side of (4.3), thus showing for EPn the penalty we have
to pay for correct estimation of the parameters  and  and for E(1=Pn) the
\gain" obtained by estimation.
Table 11 Second type approximation (4.3) of EPn and E(1=Pn) with 1 = +a
and 1 = .
a = 0:5 a = 1 a = 2
p1 = 0:0048 1=p1 = 208:5 p1 = 0:0183 1=p1 = 54:6 p1 = 0:138 1=p1 = 7:3
n EPn E(1=Pn) EPn E(1=Pn) EPn E(1=Pn)
10 0.0105 -100.4 0.0254 -22.8 0.062 -0.8
20 0.0055 109.5 0.0163 26.6 0.086 3.9
30 0.0049 155.8 0.0159 38.6 0.100 5.2
40 0.0047 174.1 0.0161 43.6 0.109 5.8
50 0.0046 183.5 0.0164 46.3 0.114 6.1
60 0.0046 189.1 0.0166 47.9 0.118 6.3
70 0.0046 192.7 0.0168 49.1 0.120 6.5
80 0.0046 195.3 0.0169 49.9 0.123 6.6
90 0.0046 197.1 0.0171 50.5 0.124 6.6
100 0.0047 198.5 0.0172 50.9 0.126 6.7
150 0.0047 202.4 0.0175 52.3 0.130 6.9
200 0.0047 204.2 0.0177 52.9 0.132 7.0
300 0.0047 205.8 0.0179 53.5 0.134 7.1
The same comments as given below Table 10 apply to the results of Table 11.
(Clearly, the approximations for such a small sample size as 10 should not be taken
27
seriously. In view of the conditions in Theorem 2.2 this is not surprising. Note
also that the conditions in Theorem 2.2 are slightly stronger than in Theorem
2.1: indeed, the aberrance for n = 10 in Table 11 exceeds the corresponding one
in Table 10.)
Of course, the conclusions based on Table 10 and 11 are only valid if the ap-
proximations work well. To see whether the approximations are accurate enough
a simulation study is performed with the following results.
Table 12 Simulation results for EPn and E(1=Pn) with rst type correction
terms, given by (3.1) and (3.3), when 1 = + a and 1 = .
a = 0:5 a = 1 a = 2
p1 = 0:0048 1=p1 = 208:5 p1 = 0:0183 1=p1 = 54:6 p1 = 0:138 1=p1 = 7:3
n EPn E(1=Pn) EPn E(1=Pn) EPn E(1=Pn)
10 0.0051 82.7 0.0140 20.0 0.073 3.2
20 0.0043 172.9 0.0141 39.1 0.090 5.1
30 0.0043 190.2 0.0147 45.2 0.102 5.8
40 0.0044 195.2 0.0153 48.4 0.109 6.2
50 0.0044 200.5 0.0158 49.5 0.113 6.4
60 0.0044 200.8 0.0161 50.6 0.119 6.5
70 0.0045 202.4 0.0164 51.6 0.120 6.6
80 0.0045 203.7 0.0166 51.7 0.122 6.7
90 0.0045 204.5 0.0167 52.1 0.123 6.8
100 0.0045 204.6 0.0168 52.3 0.124 6.8
150 0.0046 206.1 0.0173 52.9 0.129 7.0
200 0.0047 207.0 0.0175 53.6 0.131 7.0
300 0.0047 207.7 0.0178 54.0 0.133 7.1
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Table 13 Simulation results for EPn and E(1=Pn) with second type correction
terms, given by (3.6), when 1 = + a and 1 = .
a = 0:5 a = 1 a = 2
p1 = 0:0048 1=p1 = 208:5 p1 = 0:0183 1=p1 = 54:6 p1 = 0:138 1=p1 = 7:3
n EPn E(1=Pn) EPn E(1=Pn) EPn E(1=Pn)
10 0.0058 58.2 0.0155 15.0 0.079 2.8
20 0.0046 140.7 0.0151 34.8 0.096 4.7
30 0.0045 170.0 0.0155 42.0 0.106 5.5
40 0.0045 184.1 0.0160 45.1 0.112 6.0
50 0.0046 189.1 0.0163 47.5 0.117 6.2
60 0.0046 193.2 0.0166 49.1 0.119 6.4
70 0.0046 195.3 0.0168 49.9 0.122 6.5
80 0.0046 198.2 0.0169 50.3 0.123 6.6
90 0.0046 198.0 0.0171 50.8 0.125 6.7
100 0.0046 200.0 0.0171 51.3 0.126 6.7
150 0.0047 204.0 0.0177 52.6 0.130 6.9
200 0.0047 204.4 0.0176 53.1 0.132 7.0
300 0.0047 205.8 0.0179 53.5 0.134 7.1
Although for extremely small n the second type approximation is clearly unre-
liable, the simulations show that for moderate sample sizes both approximations
work very well and hence approximations like (4.1) and (4.3) are very useful.
Therefore, the conclusions based on Tables 10 and 11 are conrmed by the sim-
ulation results.
It is seen from the simulations in Tables 12 and 13 that, in terms of EPn
and E(1=Pn), the out-of-control behavior of the corrected control charts with the
second type of correction is slightly better than the one with the rst type of
correction. This is simply due to the better correction (for n  50) obtained by
the rst type of correction when we have the in-control situation, cf. Table 8,
leading to larger correction terms (and hence larger UCL’s) for EPn and smaller
ones (implying smaller UCL’s) for E(1=Pn), cf. Table 7.
Simulations w.r.t. ERn;k (not presented here) conrm the ndings discussed
following some lines after Table 10 that the corrected control charts behave very
well with only a small loss in the out-of-control case for moderate sample sizes.
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We summarize the conclusions of this section.
1. Inserting the correction terms of Section 3 does not disturb the behavior
of the control charts in the out-of-control situation. On the contrary, for
moderate sample sizes the corrected control charts work very well.
2. When no large sample sizes are available, no accurate control charts were
possible; the corrected control charts provide a solution for this problem.
3. The gain in taking (very) large sample sizes is marginal and will usually
be outweighed by the costs of these observations.
4. The recommendation to take at least 300 observations to get accurate and
powerful control charts can be reduced to 40 observations when corrected
control charts are applied.
5. The behavior in the out-of-control situation can be described very well
by simple approximations as in (4.1) and (4.3).
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