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MUTUAL ABSOLUTE CONTINUITY OF INTERIOR AND EXTERIOR
HARMONIC MEASURE IMPLIES RECTIFIABILITY
JONAS AZZAM, MIHALIS MOURGOGLOU, AND XAVIER TOLSA
ABSTRACT. We show that, for disjoint domains in the Euclidean space whose boundaries
satisfy a non-degeneracy condition, mutual absolute continuity of their harmonic measures
implies absolute continuity with respect to surface measure and rectifiability in the inter-
section of their boundaries.
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1. INTRODUCTION
The relationship between the properties of harmonic measure and the geometry of its
support has attracted the attention of many mathematicians. In this paper we study a two-
phase problem in connection with this topic. More precisely, we show that, for disjoint
domains in Rn+1 whose boundaries satisfy the so called ∆-regularity condition, mutual
absolute continuity of their harmonic measures implies absolute continuity with respect to
surface measure and n-rectifiability in the intersection of their boundaries. This result solves
a conjecture of Chris Bishop from 1990, under the ∆-regularity assumption. See Conjecture
8 from [8] or Section 6 from [7].
To state our results in detail we need to introduce some notation. Given a domain (i.e.,
an open and connected set) Ω ⊂ Rn+1, with n ≥ 2, we denote by ωx or ωxΩ its harmonic
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measure with respect to a pole x ∈ Ω. If the precise pole of the harmonic measure is not
relevant, we may also write just ω or ωΩ.
For the precise notion of ∆-regularity, we refer the reader to Definition 4.2 below. How-
ever, we mention that by a result of Ancona [2] this is equivalent to the more known “ca-
pacity density condition” (CDC), and by a deep theorem of Lewis [25], it follows that Ω is
∆-regular if and only if there exists some ε > 0 and some R > 0 such that
Hn−1+ε∞ (B(x, r) \ Ω) ≈ r
n−1+ε for all x ∈ ∂Ω and all 0 < r ≤ R,
where Hs∞ stands for the s-dimensional Hausdorff content. We also remark that, in par-
ticular, the nontangentially accessible domains of Jerison and Kenig [20] are examples of
∆-regular domains. More generally, it is easy to check that a domain Ω is also ∆-regular
if it just satisfies a two sided corkscrew condition, that is, any ball B(x, r) centered at
x ∈ ∂Ω, 0 < r ≤ R, contains two balls B1 ⊂ B(x, r) ∩ Ω and B2 ⊂ B(x, r) \ Ω with
r(B1) = r(B2) ≈ r.
Recall that a point x ∈ Rn is an n-dimensional tangent for a set E ⊂ Rn+1 if there is an
n-dimensional plane V containing x so that
lim
r→0
sup
ζ∈B(x,r)∩E
dist(ζ, V )
r
= 0.
Our main result is the following:
Theorem 1.1. For n ≥ 2, let Ω+ ⊂ Rn+1 be open and let Ω− =
(
Ω+
)c
. Assume that
Ω+,Ω− are both connected and ∆-regular and ∂Ω+ = ∂Ω−. Let ω± be the respective
harmonic measures of Ω±. Let E ⊂ ∂Ω+ be a Borel set and let T the set of tangent points
for ∂Ω+. Then ω+ ⊥ ω− on E if and only if Hn(E ∩ T ) = 0. Further, if ω+ ≪ ω− ≪ ω+
on E, then E contains an n-rectifiable subset F upon which ω± are mutually absolutely
continuous with respect to Hn.
From this result we derive other local versions for two sided ∆-regular domains. We
say that a domain Ω ⊂ Rn+1 is two sided ∆-regular if both Ω and ext(Ω) :=
(
Ω
)c
are
connected and ∆-regular.
Corollary 1.2. For n ≥ 2, let Ω1 ⊂ Rn+1 be an open domain. Suppose that Ω1 is two
sided ∆-regular and that ∂Ω1 = ∂(ext(Ω1)). Let Ω2 ⊂ Rn+1 be a domain disjoint from
Ω1. For i = 1, 2, let ωi be the respective harmonic measures of Ωi. Let E ⊂ ∂Ω1 ∩ ∂Ω2 be
a Borel set. If ω1 ≪ ω2 ≪ ω1 on E, then E contains an n-rectifiable subset F upon which
ω1 and ω2 are mutually absolutely continuous with respect to Hn.
Corollary 1.3. For n ≥ 2, let Ω1 ⊂ Rn+1 be an open domain. Suppose that Ω1 is two
sided ∆-regular and that ∂Ω1 = ∂(ext(Ω1)). Let Ω2 ⊂ Rn+1 be a domain disjoint with
Ω1. For i = 1, 2, let ωi be the respective harmonic measures of Ωi. Let E ⊂ ∂Ω1 ∩ ∂Ω2
be relatively open both in ∂Ω1 and ∂Ω2. Let T be the set of tangent points for ∂Ω1. Then
ω1 ⊥ ω2 on E if and only if Hn(E ∩ T ) = 0.
The referee shared with us an example that shows Corollary 1.3 does not hold for general
domains. Construct a domain in R3 as follows. Let εk ↓ 0 and
Ω = R3+\
∞⋃
k=0
⋃
ξ∈2−k(Z×Z×{0})
(B(ξ, εk2−k) ∩ R2)× 2−k.
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If εk ↓ 0 fast enough, then ωΩ and ωΩc is mutually absolutely continuous on ∂Ω ∩ R
2 but
no point in ∂Ω is a tangent point. Thus, a condition like ∆-regularity is necessary for the
result to hold.
In the case of the plane (n = 1), the above results are already known, and basically they
follow from the following nice theorem of Chris Bishop [7]:
Theorem A. Let Ω1 and Ω2 be disjoint domains in R2 and let ω1 and ω2 be their harmonic
measures. Then ω1 ⊥ ω2 if and only if the set of points in ∂Ω1∩∂Ω2 satisfying a weak dou-
ble cone condition with respect to Ω1 and Ω2 has zero 1-dimensional Hausdorff measure.
Moreover, if ω1 and ω2 are mutually absolutely continuous on a Borel set E ⊂ ∂Ω1 ∩ ∂Ω2,
then E contains a 1-rectifiable subset F upon which ω1 and ω2 are mutually absolutely
continuous with respect to H1.
For the definition of the weak double cone condition we refer the reader to the original
paper of Bishop [7]. We also mention that in the particular case when ∂Ω1∩∂Ω2 is a Jordan
arc in the plane, the preceding result is a direct consequence of a previous work by Bishop,
Carleson, Garnett and Jones [9].
The main obstacle for the challenge of extending the aforementioned results of Bishop
and Bishop, Carleson, Garnett and Jones to higher dimensions arises from the fact that the
arguments in these works rely heavily on the use of complex analysis. Up to now, the main
contribution on this objective was the work of Kenig, Preiss, and Toro [21], whose result
we paraphrase below.
Theorem B. Let Ω+ and Ω− = ext(Ω+) be two NTA domains in Rn+1, n ≥ 2, and
ω± = ω
x±
Ω±
their harmonic measures. Then ∂Ω+ = Γg ∪ Γb ∪N ∪ S, where
(1) ω+|S ⊥ ω−|S ,
(2) ω±(N) = 0,
(3) dimH(Γb ∪ Γg) = n,
(4) each ξ ∈ Γb ∪ Γg is an n-dimensional tangent point for ∂Ω,
(5) ω+|Γg ≪Hn|Γg ≪ ω−|Γg ≪ ω+|Γg , and
(6) if E ⊂ Γb is Borel with ω±(E) > 0, then Hn(E) =∞.
Again, see [20] for the definition of NTA domains. In (3), dimH stands for the Hausdorff
dimension. Let us remark that in [21] it was also proved that Γb ∪ Γg is n-rectifiable and
Γb = ∅ under the assumption that ∂Ω has locally finite Hn-measure (in fact, the whole
boundary is n-rectifiable in this case by the Besicovitch-Federer projection theorem). An
immediate consequence of Theorem 1.1 is that in the preceding result of Kenig, Preis and
Toro we can assert that Γb = ∅, because the set where ω+ and ω− are mutually absolutely
continuous satisfies the same property as Γg in (5), up to a set of null harmonic measure
ω±.
The proof of Theorem B above is a beautiful marriage of techniques from partial dif-
ferential equations and geometric measure theory. The crucial tools are the theory of non-
tangentially accessible domains introduced by Jerison and Kenig [20], the monotonicity
formula of Alt, Caffarelli, and Friedman [1], the theory of tangent measures introduced by
Preiss [32], and the blow up techniques for harmonic measures at infinity for unbounded
NTA domains due to Kenig and Toro [23, 22].
The authors used Theorem B to resolve a conjecture put forth by Lewis, Verchota, and
Vogel. In [34], Wolff showed that there are two-sided NTA domains in R3 whose har-
monic measures may have dimensions strictly bigger or smaller than 2. In [26], Lewis,
4 AZZAM, MOURGOGLOU, AND TOLSA
Verchota, and Vogel generalized this to higher dimensions and showed that there are two-
sided NTA domains in Rn+1 for any n ≥ 2 whose interior and exterior harmonic measures
can have dimensions either below or above n (in any combination). They also conjectured
that there should be such a two-sided NTA domain whose harmonic measures —in addition
to having fractional dimensions— should be mutually absolutely continuous. However, a
consequence of Theorem B is that the dimension of the harmonic measures is equal to n if
mutual absolute continuity occurs. Additionally, by Corollary 1.3, in this case the harmonic
measures are concentrated on a countable union of Lipschitz graphs, and hence on a set of
σ-finite Hn-measure.
Our arguments for the proof of Theorem 1.1 improve on the techniques of the afore-
mentioned work of Kenig, Preiss and Toro and include a new set of ideas involving the
n-dimensional Riesz transform. The connection between the Riesz transform and harmonic
measure is due to the fact that the Riesz kernel is the gradient of the Newtonian potential,
and the relationship between the Riesz transform and rectifiability is a subject that has been
in constant development for the last twenty years and has culminated in the solution of the
David-Semmes conjecture by Nazarov, Tolsa and Volberg [29, 30]. For recent examples of
Riesz transform techniques used to study harmonic measure, see for instance [10, 4, 28].
The arguments in the current paper use a new recent result by Girela-Sarrio´n and Tolsa
[18] on the connection between Riesz transforms and quantititative rectifiability for general
Radon measures (see Theorem 3.1 below for more details).
One can view the works described above as sort of an endpoint case of a larger class of
two phase problems where one is interested in studying the smoothness of ∂Ω in terms of
the smoothness of dω+dω− ; in other words, better behavior of
dω+
dω− implies better regularity of
∂Ω. For example, most recently, Engelstein [15] showed that for two-sided NTA domains
in Rn+1 (Reifenberg flat if n ≥ 2), if α ∈ (0, 1), k ≥ 0 is an integer, and log dω+dω− ∈ Ck,α,
then locally ∂Ω is the graph of a Ck+1,α function. See also [1], [6], [13], [14], as well as
the references therein, for example.
The authors are very grateful to the anonymous referee for useful suggestions that im-
proved the paper and for providing an example to show the tightness of the ∆-regularity
assumption.
2. PRELIMINARIES
We will write a . b if there is C > 0 so that a ≤ Cb and a .t b if the constant C
depends on the parameter t. We write a ≈ b to mean a . b . a and define a ≈t b similarly.
For sets A,B ⊂ Rn+1, let
dist(A,B) = inf{|x− y| : x ∈ A, y ∈ B}, dist(x,A) = dist({x}, A),
and
diamA = sup{|x− y| : x, y ∈ A}.
For a subset A ⊂ Rn+1 and 0 < δ ≤ ∞ one sets
Hnδ (A) = inf
{∑
diam(Ai)
n : A ⊂
⋃
Ai, diam(Ai) ≤ δ
}
.
The n-dimensional Hausdorff measure of A is defined as
Hn(A) = lim
δ↓0
Hnδ (A),
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and Hn∞(A) is called the n-dimensional Hausdorff content of A. See [27, Chapter 4] for
more details.
We recall now the notion of n-rectifiability and its quantitative analogue (uniform n-
rectifiability).
Definition 2.1. A Borel set E ⊂ Rn+1 is n-rectifiable if there exist Ei ⊂ Rn and fi : Ei →
Rn+1 Lipschitz so that Hn(E\
⋃∞
i=1 fi(Ei)) = 0.
Definition 2.2. A set E ⊂ Rn+1 is n-Ahlfors-David regular (or n-AD-regular) if
(2.1) C−1rn ≤ Hn(E ∩B(x, r)) ≤ C rn for all x ∈ E and 0 < r ≤ diam(E).
A set E ⊂ Rn+1 is uniformly n-rectifiable if it is n-AD-regular and there exist θ,M > 0
such that for all x ∈ E and all r > 0 there is a Lipschitz mapping g : Bn(0, r) ⊂ Rn →
Rn+1 with Lip(g) ≤M such that
Hn(B(x, r) ∩ g(Bn(0, r)) ∩ E) ≥ θr
n.
In the case n = 1, it is known that E is uniformly 1-rectifiable if and only if E is
contained in a 1-AD-regular curve in Rn+1. We will call the constants M , θ and C in (2.1)
the UR constants of E.
Definition 2.3. A function f ∈ L1loc(U) has locally bounded variation in an open set U ⊂
Rn+1 and we write f ∈ BVloc(U), if for each open set V ⋐ U ,
sup
{∫
V
f divφ dLn+1 : φ ∈ C∞c (V ;Rn+1), |φ| ≤ 1
}
<∞,
where Ln+1 stands for the (n + 1)-dimensional Lebesgue measure. An Ln+1-measurable
set E ⊂ Rn+1 has locally finite perimeter in U if χE ∈ BVloc(U). Recall that the Radon
measures in Rn+1 are just the Borel measures which are locally finite (and they turn out to
be inner regular).
We now state the Structure Theorem for BVloc functions, whose proof can be found in
[16, p. 167].
Theorem 2.4. Let f ∈ BVloc(U). Then there exists a Radon measure µ on U and a µ-
measurable function σ : U → Rn+1 so that
(1) |σ(x)| = 1, for µ-a.e. x ∈ U and
(2) ∫U f divφ dLn+1 = − ∫ φ · σ dµ, for all φ ∈ C∞c (U,Rn+1).
If f = χE andE has locally finite perimeter inU , then we denote ‖∂E‖ = µ and νE = −σ.
Definition 2.5. Let E be a set of locally finite perimeter in Rn+1 and x ∈ Rn+1. The
reduced boundary of E, which we denote by ∂∗E, is the set of points x ∈ ∂E such that
(1) ‖∂E‖(B(x, r)) > 0, for all r > 0,
(2) limr→0 1‖∂E‖(B(x,r))
∫
B(x,r) νE(y) d‖∂E‖ = νE(x), and
(3) |νE(x)| = 1.
Definition 2.6. For each x ∈ ∂∗E we define the hyperplane
H(x) =
{
y ∈ Rn+1 : νE(x) · (y − x) = 0
}
and the half-spaces
H+(x) =
{
y ∈ Rn+1 : νE(x) · (y − x) ≥ 0
}
,
H−(x) =
{
y ∈ Rn+1 : νE(x) · (y − x) ≤ 0
}
.
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A unit vector νE(x) is called the measure theoretic unit outer normal to E at x if
lim
r→0
Ln+1(B(x, r) ∩ E ∩H+(x))
rn+1
= 0
and
lim
r→0
Ln+1((B(x, r) \ E) ∩H−(x))
rn+1
= 0.
Definition 2.7. Let x ∈ Rn+1. We say that x ∈ ∂∗E, the measure theoretic boundary of E,
if
lim sup
r→0
Ln+1(B(x, r) ∩ E)
rn+1
> 0
and
lim sup
r→0
Ln+1(B(x, r) \ E)
rn+1
> 0.
Remark 2.8. Note that ∂∗E ⊂ ∂∗E and Hn(∂∗E \∂∗E) = 0 (see [16, p. 208]). Moreover,
if E has locally finite perimeter, then ‖∂E‖ = Hn|∂∗E (see [16, p. 205]).
A useful criterion that allows us to determine whether a set has locally finite perimeter,
whose proof can be found in [16, p. 222], is the following:
Theorem 2.9. If E ⊂ Rn+1 is Ln+1–measurable, then it has locally finite perimeter if and
only if Hn(K ∩ ∂∗E) <∞, for each compact set K ⊂ Rn+1.
We now state the generalized Gauss-Green theorem. For a proof see [16, p. 209].
Theorem 2.10. Let E ⊂ Rn+1 have locally finite perimeter. Then for each x ∈ ∂∗E there
exists a unique measure theoretic unit outer normal νE(x) such that
(2.2)
∫
E
divφ dLn+1 =
∫
∂∗E
(φ · νE) dH
n,
for all φ ∈ C1c (Rn+1;Rn+1).
3. RIESZ TRANSFORM AND RECTIFIABILITY
In this section we will state a theorem involving the relationship between Riesz trans-
forms and rectifiability and derive a version of this which is better suited for our purposes.
First we need to introduce some additional notation. Given a signed Radon measure ν in
Rn+1 we consider the n-dimensional Riesz transform
Rν(x) =
∫
x− y
|x− y|n+1
dν(y),
whenever the integral makes sense (for example, when ν has bounded support and x 6∈
supp ν). For ε > 0, the ε-truncated Riesz transform is given by
Rεν(x) =
∫
|x−y|>ε
x− y
|x− y|n+1
dν(y).
For δ ≥ 0 we set
R∗,δν(x) = sup
ε>δ
|Rεν(x)|.
In the case δ = 0 we write R∗ν(x) := R∗,0ν(x).
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If µ is a fixed Radon measure and f ∈ L1loc(µ), we also write
Rµf = R(fµ), Rµ,εf = Rε(fµ), Rµ,∗,δf = R∗,δ(fµ), Rµ,∗f = R∗(fµ),
whenever these notions make sense. We say that Rµ is bounded in L2(µ) if the operators
Rµ,ε are bounded in L2(µ) uniformly on ε > 0.
Given a ball B ⊂ Rn+1, we denote
Θµ(B) =
µ(B)
r(B)n
, Pµ(B) =
∑
j≥0
2−j Θµ(2
jB).
So Θµ(B) is the n-dimensional density of µ on B and Pµ(B) is some kind of smoothened
version of this density. For f ∈ L1loc(µ) and A ⊂ Rn+1, we write
mµ,A(f) =
1
µ(A)
∫
A
f dµ.
Given an n-plane L ⊂ Rn+1, we also denote
βLµ,1(B) =
1
r(B)n
∫
B
dist(x,L)
r(B)
dµ(x).
The following theorem has been recently proved in [18]. This will be a fundamental tool
for the proof of Theorem 1.1.
Theorem 3.1 (Girela-Sarrio´n, Tolsa). Let µ be a Radon measure on Rn+1 and B ⊂ Rn+1
a ball so that the following conditions hold:
(a) For some constant C0 > 0, C−10 r(B)n ≤ µ(B) ≤ C0 r(B)n.
(b) Pµ(B) ≤ C0, and µ(B(x, r)) ≤ C0 rn for all x ∈ B and 0 < r ≤ r(B).
(c) There is some n-plane L passing through the center of B such that for some 0 <
δ ≪ 1, it holds βLµ,1(B) ≤ δ.
(d) Rµ|B is bounded in L2(µ|B) with ‖Rµ|B‖L2(µ|B)→L2(µ|B) ≤ C1.(e) For some constant 0 < τ ≪ 1,∫
B
|Rµ(x)−mµ,B(Rµ)|
2 dµ(x) ≤ τ µ(B).
Then there exists some constant θ > 0 such that if δ, τ are small enough (depending on C0
and C1), there is a uniformly n-rectifiable set Γ ⊂ Rn+1 such that
µ(B ∩ Γ) ≥ θ µ(B).
The UR constants of Γ depend on all the constants above.
In the statement (e), Rµ(x) should be understood in the principal value sense. That is,
Rµ(x) = lim
ε→0
Rεµ(x).
The fact thatRµ|B is bounded in L
2(µ|B) guaranties the existence of the principal value for
µ-a.e. x ∈ B. This follows easily from the results of [30], arguing as in [33, Chapter 8]
with the Cauchy transform replaced by the Riesz transform.
Note that, in particular, a remarkable consequence of the theorem above is that a big
piece of µ|B is mutually absolutely continuous with respect to (a big piece of) Hn|Γ.
By applying Theorem 3.1 to the normalized measure r(B)
n
µ(B) µ, we obtain the following.
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Corollary 3.2. Let µ be a Radon measure on Rn+1 and B ⊂ Rn+1 a ball with µ(B) > 0
so that the following conditions hold:
(a) For some constant C0 > 0, Pµ(B) ≤ C0Θµ(B) and Θµ(B(x, r)) ≤ C0Θµ(B)
for all x ∈ B and 0 < r ≤ r(B).
(b) There exists some n-plane L passing through the center of B such that for some
0 < δ ≪ 1, it holds βLµ,1(B) ≤ δΘµ(B).
(c) Rµ|B is bounded in L2(µ|B) with ‖Rµ|B‖L2(µ|B)→L2(µ|B) ≤ C1Θµ(B).(d) For some constant 0 < τ ≪ 1,∫
B
|Rµ(x)−mµ,B(Rµ)|
2 dµ(x) ≤ τ Θµ(B)
2 µ(B).
Then there exists some constant θ > 0 such that if δ, τ are small enough (depending on C0
and C1), there is a uniformly n-rectifiable set Γ ⊂ Rn+1 such that
µ(B ∩ Γ) ≥ θ µ(B).
The UR constants of Γ depend on all the constants above.
For our purposes in connection with harmonic measure, the following variant of the
preceding result will be more appropriate.
Theorem 3.3. Let µ be a Radon measure in Rn+1 and B ⊂ Rn+1 a ball with µ(B) > 0 so
that the following conditions hold:
(a) For some constant C0 > 0, Pµ(B) ≤ C0Θµ(B).
(b) There is some n-plane L passing through the center of B such that, for some con-
stant 0 < δ ≪ 1, βLµ,1(B) ≤ δΘµ(B).
(c) For some constant C1 > 0, there is GB ⊂ B such that
sup
0<r≤2r(B)
µ(B(x, r))
rn
+R∗(χ2B µ)(x) ≤ C1Θµ(B) for all x ∈ GB
and
µ(B \GB) ≤ δ µ(B).
(d) For some constant 0 < τ ≪ 1,∫
GB
|Rµ(x)−mµ,GB (Rµ)|
2 dµ(x) ≤ τ Θµ(B)
2µ(B).
Then there exists some constant θ > 0 such that if δ, τ are small enough (depending on
C0 and C1), then there is a uniformly n-rectifiable set Γ ⊂ Rn+1 such that
µ(GB ∩ Γ) ≥ θ µ(B).
The UR constants of Γ depend on all the constants above.
Remark 3.4. The condition that
sup
0<r≤2r(B)
µ(B(x, r))
rn
+R∗(χ2B µ)(x) ≤ C1Θµ(B)
for every x ∈ GB given by (c) ensures that the principal value
Rµ(x) = lim
ε→0
Rεµ(x)
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exists for µ-a.e. x ∈ GB . This is due to the fact that the assumption (d) implies the L2(µ|GB )
boundedness of Rµ|GB . This is shown in the proof below.
Proof of Theorem 3.3. We will show that the assumptions of Theorem 3.2 hold for
µ˜ = µ|Bc∪GB .
The assumptions (a) and (b) are clearly satisfied (because δ ≪ 1) and thus we only have to
check (c) and (d).
Suppose that the assumptions of Theorem 3.3 hold. Let σ = µ|2B and let p1, p2 > 0 be
two big constants to be chosen momentarily. Denote
Mnσ(x) = sup
r>0
σ(B(x, r))
rn
.
Let us also set
E1p1 = {x ∈ R
n+1 :Mnσ(x) > p1Θσ(B)}
and
E2p2 = {x ∈ R
n+1 : R∗σ(x) > p2Θσ(B)}.
For x ∈ E1p1 , we denote
ρ1(x) = sup
{
r > 0 : σ(B(x, r)) > p1Θσ(B) r
n}
and for x ∈ E2p2 ,
ρ2(x) = sup
{
r > 0 : |Rrσ(x)| > p2Θσ(B)
}
.
Define
Hi =
⋃
x∈Eipi
B(x, ρi(x)), i = 1, 2.
Note that H1 and H2 are open sets and for p1 and p2 big enough it not hard to show that
2B∩(H1∪H2) ⊂ 2B\GB . Indeed, it is clear that every ball Br with σ(Br) > p1Θσ(B)rn
satisfies Br ⊂ H1. Notice that if y ∈ B∩H1, then there is x ∈ E1p1 so that y ∈ B(x, ρ1(x)),
and so
σ(B(y, 2ρ1(x))) ≥ σ(B(x, ρ1(x))) ≥ p1Θσ(B)ρ1(x)
n = p1Θσ(B)2
−n[2ρ1(x)]
n.
We conclude that 2B ∩H1 ⊂ 2B \GB , if we choose p1 so that p1 > 2nC1.
We turn our attention to H2. If y ∈ B ∩ H2 \ H1, then there exists x ∈ E2p2 so that
y ∈ B(x, ρ2(x)). We shall show that
(3.1) |Rρ2(x)σ(x)−Rρ2(x)σ(y)| ≤ Cp1Θσ(B),
where C > 0 is some absolute constant depending only on the dimension. Indeed, we have
that
|Rρ2(x)σ(x)−Rρ2(x)σ(y)|
≤|Rρ2(x)(χB(y,2ρ2(x))σ)(x)| + |Rρ2(x)(χB(y,2ρ2(x))σ)(y)|
+ |Rρ2(x)(χRn+1\B(y,2ρ2(x))σ)(x) −Rρ2(x)(χRn+1\B(y,2ρ2(x))σ)(y)|
=: I1 + I2 + I3.
Notice now that
I1 + I2 ≤ Cn
σ(B(y, 2ρ2(x)))
ρ2(x)n
≤ 2np1Θσ(2B) ≤ C p1Θσ(B),
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where the second inequality follows form the fact that y 6∈ H1. It just remains to handle I3.
To this end,
I3 = |R(χRn+1\B(y,2ρ2(x))σ)(x)−R(χRn+1\B(y,2ρ2(x))σ)(y)|
≤ C˜n
∫
Rn+1\B(y,2ρ2(x))
|x− y|
|z − y|n+1
dσ(z)
≤ C˜n
∑
j≥1
ρ2(x)
(2jρ2(x))n+1
σ(B(y, 2j+1ρ2(x))
≤ C˜n 2
np1Θσ(B),
where in the last inequality we used that y 6∈ H1. This concludes the proof of (3.1). There-
fore, since |Rρ2(x)σ(x)| > p2Θσ(B), we have that 2B∩H2 \H1 ⊂ 2B \GB , if we choose
p2 so that p2 − C 2np1 > C1.
Let H = H1 ∪H2 and consider the 1-Lipschitz function
Φ(x) = dist(x,Hc) ≥ max(ρ1(x), ρ2(x)),
and the associated “suppressed kernel”
KΦ(x, y) =
x− y(
|x− y|2 +Φ(x)Φ(y)
)(n+1)/2 .
We consider the operator RΦ,σ defined by
RΦ,σf(x) =
∫
KΦ(x, y) f(y) dσ(y),
and its ε-truncated version (for ε > 0)
RΦ,ε,σf(x) =
∫
|x−y|>ε
KΦ(x, y) f(y) dσ(y).
We also set
RΦ,∗,σf(x) = sup
ε>0
RΦ,ε,σf(x).
We say that RΦ,σ is bounded in L2(σ) if the operators RΦ,ε,σ are bounded in L2(σ) uni-
formly on ε > 0.
We now prove that
(3.2) RΦ,∗,σ1(x) ≤ C(p1, p2)Θσ(B),
for all x ∈ Rn+1. To do so, we need the following lemma which proof can be found in [33,
Lemma 5.5].
Lemma 3.5. Let x ∈ Rn+1 and r0 ≥ 0 so that σ(B(x, r)) ≤ A1rn for r ≥ r0 and
|Rεσ(x)| ≤ A2 for ε ≥ r0. If Φ(x) ≥ r0, then there exists C > 0, so that |RΦ,ε,σ1(x)| ≤
C A1 +A2 for all ε > 0.
By Lemma 3.5 for A1 = p1Θσ(B), A2 = p2Θσ(B) and r0 = max{ρ1(x), ρ2(x)}, we
obtain (3.2). We further apply the Tb theorem for suppressed operators by Nazarov–Treil–
Volberg [31] (see also Corollary 5.33 in [33]) and it follows that RΦ,σ : L2(σ)→ L2(σ) is
bounded with norm
‖RΦ,σ‖L2(σ)→L2(σ) . Θσ(B) = Θµ(B).
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Since Φ vanishes on GB ⊂ Hc, we have that Rµ˜|B : L
2(µ˜|B) → L
2(µ˜|B) is bounded and
‖Rµ˜|B‖L2(µ˜|B)→L2(µ˜|B) . Θµ˜(B).
To check that the condition (e) in Theorem 3.1 holds, we write∫
B
|Rµ˜(x)−mµ˜,B(Rµ˜)|
2 dµ˜(x) .
∫
GB
|Rµ(x)−mµ,GB (Rµ)|
2 dµ(x)
+
∫
GB
|R(µ − µ˜)|2 dµ
= I1 + I2.
Concerning I1, by assumption we have
I1 ≤ τ Θµ(B)
2 µ(B) ≈ τ Θµ˜(B)
2 µ˜(B).
For I2, notice that µ − µ˜ = µ|B\GB and, further, recall that Φ vanishes on GB because
GB ⊂ H
c and soR(µ− µ˜)(x) = RΦ(µ− µ˜)(x) for all x ∈ GB . Further, RΦ,σ is bounded
in L4(σ), by using the boundedness of RΦ,σ from L1(σ) to L1,∞(σ) (see Lemma 5.27 of
[33], for example) and duality. So we have∫
GB
|R(µ − µ˜)|2 dµ ≤ µ(GB)
1/2 ‖RΦ(µ|B\GB )‖
2
L4(µ|GB )
. Θσ(B)
2 µ(GB)
1/2 µ(B \GB)
1/2 . δ1/2Θµ˜(B)
2 µ˜(B).
Gathering the estimates obtained for I1 and I2 we get∫
B
∣∣Rµ˜(x)−mµ˜,B(Rµ˜)∣∣2 dµ˜(x) . (τ + δ1/2)Θµ˜(B)2 µ˜(B),
which shows that the assumption (d) of Theorem 3.2 holds. 
4. BACKGROUND ON HARMONIC MEASURE
Let us first recall some definitions and basic facts concerning harmonic measure and
Green functions.
4.1. Harmonic measure and Green function. For a (possibly unbounded) domain Ω ⊂
Rn+1 and x ∈ Ω, one can construct the harmonic measure ωxΩ (see e.g. [3, p. 172] or [19, p.
217]). In fact, for any continuous function f , the Perron solution for the boundary function
f is given by
Hf (x) =
∫
∂∞Ω
f(y) dωxΩ(y),
where ∂∞Ω = ∂Ω if Ω is bounded and ∂∞Ω = ∂Ω∪{∞} otherwise. Remark that constant
functions are continuous and since H1(x) = 1, for any x ∈ Ω, we have that ωxΩ(∂∞Ω) = 1,
for any x ∈ Ω.
Let E denote the fundamental solution for the Laplace equation in Rn+1, so that E(x) =
cn |x|
1−n for n ≥ 2, cn > 0. A Green function GΩ : Ω × Ω → [0,∞] for an open set
Ω ⊂ Rn+1 is a function with the following properties: for each x ∈ Ω, GΩ(x, y) = E(x−
y) + hx(y) where hx is harmonic on Ω, and whenever vx is a nonnegative superharmonic
function that is the sum of E(x−·) and another superharmonic function, then vx ≥ GΩ(x, ·)
([19, Definition 4.2.3]).
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An open subset of Rn+1 having a Green function is called a Greenian set. By [19,
Theorem 4.2.10], all open subsets of Rn+1 are Greenian for n ≥ 2. Moreover, Green
function can be written as follows (see [3, Lemma 6.8.1]): for x, y ∈ Ω, x 6= y, define
(4.1) GΩ(x, y) = E(x− y)−
∫
∂Ω
E(x− z) dωy(z).
For x ∈ Rn+1 \ Ω and y ∈ Ω, we will also set
(4.2) GΩ(x, y) = 0.
The kernel of the Riesz transform is
(4.3) K(x) = cn∇E(x),
for a suitable absolute constant cn. For x ∈ Rn+1 \Ω, since K(x− ·) is harmonic in Ω, we
have
(4.4) Rωy(x) =
∫
K(x− z) dωy(z) = K(x− y).
For x ∈ Ω, by (4.3) and (4.1) we get
Rωy(x) = cn∇x
∫
E(x− z) dωy(z) = cn∇x
(
E(x− z)−GΩ(x, y)
)
= K(x− y)− cn∇xGΩ(x, y).(4.5)
The following result is also standard. For the proof of the precise statements, see [4], for
example.
Lemma 4.1. Let n ≥ 2 and Ω ⊂ Rn+1 be a domain. Let B = B(x0, r) be a closed ball
with x0 ∈ ∂Ω and 0 < r < diam(∂Ω). Then, for all a > 0,
(4.6) ωxΩ(aB) & inf
z∈2B∩Ω
ωzΩ(aB) r
n−1GΩ(x, y) for all x ∈ Ω\2B and y ∈ B ∩ Ω,
with the implicit constant independent of a.
The above lemma was originally stated in [4] for bounded domains, but it holds for
unbounded domains with the same proof using the fact that, for n ≥ 2, any domain Ω ⊂
Rn+1 is Greenian and, if it is unbounded, ∞ is a Wiener regular point (see [3, Theorem
6.7.1]).
4.2. ∆-regular domains.
Definition 4.2. A domain Ω ( Rn+1 is (β,R)-∆-regular if there are R, β > 0 so that
(4.7) sup
ξ∈∂Ω
sup
x∈∂B(ξ,r/2)∩Ω
ωxB∩Ω(∂B(ξ, r) ∩ Ω) ≤ β < 1 for r ∈ (0, R).
We call a domain Ω two-sided ∆-regular if ext(Ω) := (Ω)c is also a ∆-regular domain.
If we want to specify the constants β,R above, we will talk about (β,R)-∆-regularity.
It can be shown that one obtains an equivalent definition if the second supremum above is
taken over x ∈ ∂B(ξ, δr) ∩Ω, for any fixed constant 0 < δ < 1.
Definition 4.3. Let n ≥ 2 and let Cap denote the Newtonian capacity. A domain Ω ⊂ Rn+1
satisfies the capacity density condition (or CDC) if there is RΩ > 0 and cΩ > 0 so that
Cap(B\Ω) ≥ cΩ r(B)
n−1 for any ball B centered on ∂Ω of radius r(B) ∈ (0, RΩ).
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Although this result will be not used in this paper, we recall that the CDC is equivalent
to ∆-regularity for n ≥ 2:
Theorem 4.4. [2, Lemma 3] For n ≥ 2, if Ω ⊂ Rn+1 and B is centered on ∂Ω, then
Cap(B\Ω) & r(B)n−1 if and only if there is β ∈ (0, 1) so that ωxB∩Ω(∂B ∩ Ω) ≤ β on
∂(12B) ∩ Ω. In particular, Ω is ∆-regular if and only if it satisfies the CDC.
Below we recall some estimates that are written in more generality but will be applied
in the setting of ∆-regular domains. The following result is well known and follows by
standard techniques, see for example [5, Lemma 2.3].
Lemma 4.5. Let Ω ⊂ Rn+1, δ ∈ (0, 1), ξ ∈ ∂Ω and suppose that
ωxB(ξ,r)∩Ω(∂B(ξ, r) ∩ Ω) ≤ β < 1 for x ∈ ∂B(ξ, δr) ∩ Ω and r ∈ (0, R).
Then there is α = α(β, δ, n) so that for all r ∈ (0, R)
(4.8) ωxΩ(B(ξ, r)c) .β,δ
(
|x− ξ|
r
)α
for x ∈ Ω ∩B(ξ, r).
In particular, ξ is a regular point for ∂Ω.
By the maximum principle, this implies the following.
Corollary 4.6. Let Ω ⊂ Rn+1, δ ∈ (0, 1), ξ ∈ ∂Ω and suppose that ωxB(ξ,r)∩Ω(∂B(ξ, r) ∩
Ω) ≤ β < 1 for x ∈ ∂B(ξ, δr) ∩ Ω and r ∈ (0, R). Let u be a nonnegative function which
is continous in B(ξ, δr) ∩Ω and harmonic in B(ξ, δr) ∩ Ω, and vanishes continuously on
B(ξ, r) ∩ ∂Ω. Then there is α = α(β, δ, n) so that for all r ∈ (0, R),
(4.9) u(x) .β,δ
(
sup
B(ξ,r)∩Ω
u
)(
|x− ξ|
r
)α
for x ∈ Ω ∩B(ξ, r).
Lemma 4.7. Let Ω ⊂ Rn+1 be a (β,R)-∆-regular domain, for β ∈ (0, 1), R > 0. Then
there are δ0 ∈ (0, 1) and ρ > 0, both depending on β, n, so that for all r ∈ (0, R) and
ξ ∈ ∂Ω,
(4.10) ωxΩ(B(ξ, r)) ≥ 1/2 for all x ∈ B(ξ, δ0r) ∩Ω.
Proof. By Lemma 4.5, if |x−ξ| < δ0 for some positive δ0 small enough depending on β, n,
then ωxΩ(∂∞Ω \B(ξ, r)c) ≤
1
2 and thus ω
x
Ω(B(ξ, r)) ≥
1
2 . 
If Ω is ∆-regular, then by (4.10) and Lemma 4.1, we have
(4.11)
ωxΩ(2δ
−1
0 B) & r
n−1GΩ(x, y) for all x ∈ Ω\2B and y ∈ B ∩ Ω, 0 < r(B) <
δ0R
2
.
4.3. Admissible domains and relevant estimates.
Definition 4.8. A domain Ω ⊂ Rn+1 is admissible if
(1) Ω+ = Ω and Ω− = ext(Ω) are Wiener regular;
(2) ∂Ω+ = ∂Ω− = ∂Ω;
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(3) There exist x± ∈ Ω± such that if
(4.12) u(x) =
{
GΩ+(x, x
+), for x ∈ Ω+,
−GΩ−(x, x
−), for x ∈ Ω−,
where GΩ±(x, x±) is the Green function in Ω± with pole at x±, and δ(x) :=
dist(x, ∂Ω), then for every ξ ∈ ∂Ω there existsR > 0withR < min{δ(x+), δ(x−)}
so that u ∈ C(B(ξ,R)) ∩W 1,2(B(ξ,R)).
Theorem 4.9. [1, Lemma 5.1] Let Ω ⊂ Rn+1 be an admissible domain and u± = GΩ±(·, x±).
Then for x ∈ ∂Ω there is 0 < R < min{dist(x+, ∂Ω),dist(x−, ∂Ω)} such that the quantity
(4.13) γ(x, r) =
(
1
r2
∫
B(x,r)
|∇u+(y)|2
|y − x|n−1
dy
)
·
(
1
r2
∫
B(x,r)
|∇u−(y)|2
|y − x|n−1
dy
)
is a non-decreasing function of r ∈ (0, R) and γ(x,R) <∞, that is,
(4.14) γ(x, r1) ≤ γ(x, r2) <∞ for 0 < r1 ≤ r2 < R.
Lemma 4.10. [21, Theorem 3.3] Let Ω ⊂ Rn+1 be an admissible domain and let ω± =
ω
x±
Ω±
. Let 0 < R < min{dist(x+, ∂Ω),dist(x−, ∂Ω)} be as in Theorem 4.9. Then for
0 < r < R/4 and ξ ∈ ∂Ω,
(4.15) ω
±(B(ξ, r))
rn
.
(
1
r2
∫
B(ξ,2r)
|∇u±(y)|2
|y − ξ|n−1
dy
) 1
2
.
(
1
rn+3
∫
B(ξ,4r)
(u±)2
) 1
2
and in particular,
(4.16) ω
+(B(ξ, r))
rn
ω−(B(ξ, r))
rn
. γ(ξ, 2r)
1
2 ,
where γ(ξ, 2r) is defined by (4.13).
Lemma 4.11. Let Ω+ = Ω ⊂ Rn+1 and Ω− = ext(Ω) be ∆-regular domains. If
0 < R < min{dist(x+, ∂Ω+),dist(x−, ∂Ω−)},
then for ξ ∈ ∂Ω and r < δ0R/4,
(4.17)(
1
rn+1
∫
B(ξ,r)∩Ω±
|∇u±|2
) 1
2
.
(
1
rn+3
∫
B(ξ,2r)∩Ω±
(u±)2
) 1
2
.
ω±(B(ξ, 4δ−10 r))
rn
.
In particular,
(4.18) γ(ξ, r) 12 . ω
+(B(ξ, 4δ−10 r))
rn
ω−(B(ξ, 4δ−10 r))
rn
,
where γ(ξ, r) is defined by (4.13).
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Proof. We shall only deal with Ω+ since the result for Ω− is identical. Let ξ ∈ ∂Ω+ and
4r < δ0R. Since u+ vanishes continuously at the boundary of ∂Ω+, we may extend it
by zero in Rn+1 \ Ω+. Then, as the extended function (which we still denote it u+) is
non-negative and subharmonic in Rn+1, by Caccioppoli’s inequality, we infer(∫
B(ξ,r)
|∇u+|2
) 1
2
.
(
1
r2
∫
B(ξ,2r)
(u+)2
) 1
2
. ω+(B(ξ, 4δ−10 r)) r
1−n
2 ,
where the second inequality follows from (4.11). This shows (4.17), which in turn implies
(4.18). 
Lemma 4.12. If Ω+ = Ω ⊂ Rn+1 and Ω− are R1-∆-regular and ∂Ω+ = ∂Ω−, then they
are admissible domains.
Proof. Fix x± ∈ Ω± so that δ(x±) > 0. The first two conditions of Definition 4.8 readily
follow from our hypotheses. Fix now ξ ∈ ∂Ω and choose
R < min{R1, δ(x
+), δ(x−)}/4.
Since x± ∈ Ω± \ B(ξ, 4R), we have that u± is harmonic in B(ξ, 2r) ∩ Ω±. Moreover,
the common boundary ∂Ω is Wiener regular for Ω± by Lemma 4.5, which implies that
u± vanishes continuously on ∂Ω. So u ∈ C(B(ξ,R)) and, by Lemma 4.11, it holds that
u ∈W 1,2(B(ξ, 2R)∩Ω±). Further, since u± is continuous in B(ξ, 2R)∩Ω± and vanishes
on ∂Ω, if we consider a function ϕ ∈ C∞ which equals 1 on B(ξ,R) and vanishes our of
B(ξ, 2R), by standard arguments it turns out that ϕu± ∈ W 1,20 (B(ξ, 2R) ∩ Ω±) (see [12,
Theorem 9.17], for example). Hence, ϕu ∈ W 1,20 (B(ξ, 2R)), and so u ∈ W 1,2(B(ξ,R)).
This concludes our proof. 
5. BLOWUPS AT POINTS OF MUTUAL ABSOLUTE CONTINUITY
Given a set G ⊂ Rn+1 and a ball B ⊂ Rn+1, we denote
βG,∞(B) = inf
L
sup
x∈G∩B
dist(x,L)
r(B)
,
where the infimum is taken over all n-planes L. Also, we set
β˜G,∞(B) = inf
S
dH(G ∩B,S ∩B)
r(B)
,
where dH stands for the Hausdorff distance and the infimum is taken over all half-spaces
S ⊂ Rn+1 whose boundary contains the center ofB. To shorten notation, for a ball B(x, r),
we also write βG,∞(x, r) and β˜G,∞(x, r) intead of βG,∞(B(x, r)) and β˜G,∞(B(x, r)), re-
spectively.
This entire section is devoted to proving the following theorem.
Theorem 5.1. Let Ω+ ⊂ Rn+1 and Ω− = (Ω+)c be two ∆-regular domains, so that
∂Ω+ = ∂Ω−. Let ω± be the harmonic measures for Ω± with poles x± ∈ Ω±, and u± =
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GΩ±(x
±, ·). Suppose there is E ⊂ ∂Ω+ such that ω+|E ≪ ω−|E ≪ ω+|E and ω+(E) >
0. Then, for ω+-a.e. ξ ∈ E,
lim
r→0
β∂Ω+,∞(ξ, r) = 0 and lim
r→0
β˜
Ω+,∞
(ξ, r) = 0.
5.1. Tangent Measures. For a ∈ Rn+1 and r > 0, we consider the map
Ta,r(x) =
x− a
r
.
Note that Ta,r(B(a, r)) = B(0, 1). Recall also that, given a Radon measure µ, the notation
Ta,r[µ] stands for the image measure of µ by Ta,r. That is,
Ta,r[µ](A) = µ(rA+ a), A ⊂ R
n+1.
Definition 5.2. Let µ be a Radon measure in Rn+1. We say that ν is a tangent measure of
µ at a point a ∈ Rn+1 if ν is a non-zero Radon measure on Rn+1 and there are sequences
{ri}i and {ci}i of positive numbers, with ri → 0, so that ci Ta,ri [µ] converges weakly to ν
as i→∞.
Definition 5.3. Given two Radon measure µ and σ, we set
FB(µ, σ) = sup
f
∫
f d(µ− σ),
where the supremum is taken over all the 1-Lipschitz functions supported on B. For r > 0,
we write
Fr(µ, ν) = FB(0,r), Fr(µ) = Fr(µ, 0) =
∫
(r − |z|)+dµ.
Lemma 5.4. [32, Proposition 1.11] Let {µi} be a sequence of Radon measures such that
lim supµi(B(0, r)) < ∞ for all r > 0. Then µi converges weakly to a measure µ if and
only if Fr(µi, µ)→ 0 for every r > 0.
Definition 5.5. [32, Section 2]
(a) A set M of non-zero Radon measures in Rn+1 is a cone if cµ ∈ M whenever µ ∈ M
and c > 0.
(b) A cone M is a d-cone if T0,r[µ] ∈ M for all µ ∈ M and r > 0.
(c) For a d-cone M , r > 0, and µ a Radon measure with 0 < Fr(µ) < ∞, we define the
distance between µ and M as
dr(µ,M ) = inf
{
Fr
(
µ
Fr(µ)
, ν
)
: ν ∈ M , Fr(ν) = 1
}
For example, the set of measures
(5.1) F = {cHn|L : c > 0, L is an n-plane in Rn+1 through the origin}
is a d-cone.
The only fact about distances to cones that we will require later is the following equality,
see [21, Remark 2.8]: for any Radon measure µ, d-cone M , and r > 0,
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(5.2) dr(µ,M ) = d1(T0,r[µ],M )
Theorem 5.6. [32, Theorem 2.5] If µ is a Radon measure on Rn+1, then Tan(µ, x) 6= ∅
for µ-almost every x ∈ Rn+1.
Theorem 5.7. [27, Theorem 14.16] Let µ be a Radon measure on Rn+1. For µ-almost
every x ∈ Rn+1, if ν ∈ Tan(µ, x), the following hold:
(1) Ty,r[ν] ∈ Tan(µ, x) for all y ∈ supp ν and r > 0.
(2) Tan(ν, y) ⊂ Tan(µ, x) for all y ∈ supp ν.
5.2. The Proof of Theorem 5.1. Assume the conditions of Theorem 5.1. Set
E∗ =
{
ξ ∈ E : lim
r→0
ω+(E ∩B(ξ, r))
ω+(B(ξ, r))
= lim
r→0
ω−(E ∩B(ξ, r))
ω−(B(ξ, r))
= 1
}
.
By [27, Corollary 2.14 (1)] and because ω+ and ω− are mutually absolutely continuous on
E,
ω+(E\E∗) = ω−(E\E∗) = 0.
Also, set
Λ1 =
{
ξ ∈ E∗: 0 < h(ξ) :=
dω−
dω+
(ξ) = lim
r→0
ω−(B(ξ, r))
ω+(B(ξ, r))
= lim
r→0
ω−(E ∩B(ξ, r))
ω+(E ∩B(ξ, r))
<∞
}
and
Γ =
{
ξ ∈ Λ1 : ξ is a Lebesgue point for h with respect to ω+
}
.
Again, by Lebesgue differentiation for measures (see [27, Corollary 2.14 (2) and Remark
2.15 (3)]), Γ has full measure in E∗ and hence in E.
The following is essentially taken from [21], but we adjust it slightly so that we don’t
need to assume any doubling properties of harmonic measure.
Lemma 5.8. Let ξ ∈ Γ, cj ≥ 0, and rj → 0 be such that ω+j = cjTξ,rj [ω+] → ω+∞. Then
ω−j = cjTξ,rj [ω
−]→ h(ξ)ω+∞.
Proof. Let φ ∈ Cc(Rn+1) have support in B(0,M) for some M > 0. Let φξ,rj = φ◦Tξ,rj .
Then
lim
j→∞
∫
φdω−j = limj→∞
cj
∫
φξ,rjdω
−
= lim
j→∞
cj
∫
E
φξ,rjdω
− + lim
j→∞
cj
∫
∂Ω−\E
φξ,rjdω
− = lim
j→∞
I1j + lim
j→∞
I2j
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Observe that suppφξ,rj ⊂ T
−1
ξ,rj
(B(0,M)) = B(ξ,Mrj), and since ξ ∈ Γ ⊂ Λ1,
lim sup
j→∞
cj ω
−(B(ξ,Mrj)) = h(ξ) lim sup
j→∞
cj ω
+(B(ξ,Mrj))
= h(ξ) lim sup
j→∞
ω+j (B(0,M)) ≤ h(ξ)ω
+
∞(B(0,M)) <∞.(5.3)
Thus, using the condition that ξ ∈ E∗,
lim sup
j→∞
I2j ≤ ‖φ‖∞ lim sup
j→∞
cjω
−(B(ξ,Mrj) \E)
≤ ‖φ‖∞
(
lim sup
j→∞
ω−(B(ξ,Mrj) \ E)
ω−(B(ξ,Mrj))
) (
lim sup
j→∞
cj ω
−(B(ξ,Mrj))
) (5.3)
= 0.
On the other hand,
lim
j→∞
I1j = lim
j→∞
cj
∫
E
hφξ,rjdω
+
= h(ξ) lim
j→∞
cj
∫
∂Ω+
φξ,rjdω
+ − h(ξ) lim
j→∞
cj
∫
∂Ω+\E
φξ,rjdω
+
+ lim
j→∞
cj
∫
E
(h− h(ξ)) φξ,rjdω
+
= h(ξ) lim
j→∞
∫
φdω+j − limj→∞
I3j + lim
j→∞
I4j .
Since the first term on right hand side equals h(ξ)
∫
φdω+∞, all that remains to show is that
limj→∞ I
3
j = limj→∞ I
4
j = 0. This follows easily using that ξ ∈ Γ:
lim
j→∞
I3j ≤ ‖φ‖∞ lim sup
j→∞
cjω
+(B(ξ,Mrj))
ω+(B(ξ,Mrj) \ E)
ω+(B(ξ,Mrj))
(5.3)
= 0
and analogously,
lim
j→∞
I4j ≤ ‖φ‖∞ lim sup
j→∞
cjω
+(B(ξ,Mrj)) −
∫
B(ξ,Mrj)
|h− h(ξ)| dω+
(5.3)
= 0

Next we prove an analogue of some of the tools in [23] and [22]. We show that blow
ups of harmonic measure and Green function converge to quantities similar to the harmonic
measure and Green function with pole at infinity introduced by Kenig and Toro.
Lemma 5.9. Let Ω+ ⊂ Rn+1 be a ∆-regular domain and Ω− = ext(Ω+), so that ∂Ω+ =
∂Ω−. Let ω± be the harmonic measures for Ω±. Let ξ ∈ ∂Ω+ and ω+∞ ∈ Tan(ω+, ξ), with
cj ≥ 0, and rj → 0 such that ω+j = cjTξ,rj [ω+] → ω+∞. Let Ω
±
j = Tξ,rj(Ω
±). Then there
is a subsequence and a closed set Σ ⊂ Rn+1 such that
(a) ∂Ω+j ∩K → Σ ∩K in the Hausdorff metric for any compact set K .
(b) Σc = Ω+∞ ∪ Ω−∞ where Ω+∞ is a nonempty open set and Ω−∞ is also open but possibly
empty. Further, they satisfy that for any ball B with B ⊂ Ω±∞, a neighborhood of B is
contained in Ω±j for all j large enough.
(c) suppω+∞ ⊂ Σ.
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(d) Let u+(x) = GΩ+(x, x+) on Ω+ and u+(x) = 0 on (Ω+)c. Set
u+j (x) = cj u
+(xrj + ξ) r
n−1
j .
Then u+j converges uniformly on compact subsets of Rn+1 to a nonzero function u+∞
that is harmonic on Ω+∞ and satisfies
(5.4) u+∞(y) . ω+∞(B(x, 2δ−10 r)) r1−n for x ∈ Σ, r > 0, and y ∈ B(x, r) ∩ Ω+∞.
and for any smooth compactly supported function φ,
(5.5)
∫
∂Ω+
φdω+∞ =
∫
Ω+
∆φu+∞ dx
Suppose now that Ω− is also connected and ∆-regular. Define analogously ω−j , u−, u−j
and u−∞ and suppose that ω−j converges weakly to ω−∞ = h(ξ)ω+∞ for some number h(ξ) ∈
(0,∞) (which happens, for example, if ξ ∈ Γ where Γ is as in Lemma 5.8). Then Ω−∞ 6= ∅
and for a suitable subsequence, (d) holds for u−j , u−∞, and Ω−∞. Furthermore, if we set
u∞ = h(ξ)u
+
∞ − u
−
∞, then:
(e) u∞ extends to a continuous harmonic function on Rn+1.
(f) Σ = {u∞ = 0}, with u∞ > 0 on Ω+∞ and u∞ < 0 on Ω−∞. Further, Σ is a real analytic
variety of dimension n.
(g) dω+∞ = −∂u∞∂ν dσ∂Ω+∞ , where σS stands for the surface measure on a surface S and ∂∂ν
is the outward normal derivative.
Proof. First, we establish a few estimates. Note that if both Ω+ and Ω− are connected, then
for j large enough,
∫
φdω±j = cj
∫
φξ,rjdω
± = cj
∫
∆φξ,rju
± dx = cj r
−2
j
∫
∆φ
(
x− ξ
rj
)
u±(x) dx
(5.6)
= cj r
n−1
j
∫
∆φ(y)u±(rjy + ξ) dy =
∫
∆φ u±j dx,
since the pole lies outside the suppφξ,rj for sufficiently large j. Moreover, if B is centered
on ∂Ω±j , then for x ∈ B ∩ Ωj and j large enough,
u±j (x) = cj r
n−1
j u(rjx+ ξ)(5.7)
(4.11)
. cj r
n−1
j (rjr(B))
1−n ω±(2δ−10 rjB + ξ) = r(B)
1−n ω±j (2δ
−1
0 B).
Next we prove the statements (a)-(g):
(a) This follows from a standard diagonalization argument, and so we omit its proof.
(b) First we show that there are balls B± so that, by passing to a subsequence, B± ⊂ Ω±j
for all j large.
We will focus first on showing the existence of B+. Suppose there is no such ball. Let φ
be any continuous compactly supported nonnegative function for which
∫
φdω+∞ 6= 0, and
let M > 0 be so that suppφ ⊂ B(0,M). Thus, there must be x0 ∈ B(0,M) ∩ suppω+∞.
Let δj = sup{dist(x, (Ω+j )
c) : x ∈ suppφ}, which goes to zero by assumption. For
x ∈ suppφ, let ζj(x) ∈ (Ω+j )c be closest to x, so that |x− ζj(x)| ≤ δj . Notice that for all
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x ∈ suppφ, |x−x0| ≤ |x|+ |x0| < 2M and also |x−ζj(x)| ≤ δj < 2M for j big enough.
Thus, for j large enough, taking into account that ζj(x) ∈ ∂Ω+j if x ∈ Ω
+
j , we get
0 <
∫
φdω+j =
∫
Ω+j
∆φu+j dx
(4.9)
.
∫
Ω+j
|∆φ|
(
sup
B(ζj(x),2M)
u+j
)(
|x− ζj(x)|
2M
)α
dx
≤
∫
|∆φ| dx
(
sup
B(x0,4M)
u+j
)(
δj
2M
)α
(5.7)
.
∫
|∆φ| dx ω+j (B(x0, 8δ
−1
0 M)) (4M)
1−n
(
δj
2M
)α
and thus
0 <
∫
φdω+∞ . lim sup
j→∞
∫
|∆φ| dx ω+j (B(x0, 8δ
−1
0 M))(4M)
1−n
(
δj
2M
)α
.M,φ
(
lim sup
j→∞
ω+j (B(x0, 8δ
−1
0 M))
)
lim
j
δαj
≤ ω+∞(B(x0, 8δ
−1
0 M)) · 0 = 0,
which is a contradiction. Thus, there is B+ ⊂ Ω+j for all large j (after passing to a subse-
quence). In case that Ω− is a ∆-regular domain, if ξ ∈ Γ, we run the same argument on
Ω−j , recalling from the previous lemma that ω
−
j → h(ξ)ω
+
∞.
Let Q be the collection of open balls with rational centers and rational radii whose clo-
sure is contained in Σc. By the previous claim, Q 6= ∅. Let B ∈ Q, so that for some
αB > 1, αBB ⊂ Ω
+
j ∪ Ω
−
j for all sufficiently large j. In particular, either αBB ⊂ Ω
+
j for
infinitely many j, or αBB ⊂ Ω−j for infinitely many j. By a diagonalization argument, we
can pass to a subsequence so that for all such balls B, αBB ⊂ Ω+j for all but finitely many
j or αBB ⊂ Ω
−
j for all but finitely many j. Let Q+ be those balls in Q that are contained
in all but finitely many Ω+j (after passing to this subsequence), Q− = Q\Q+, and set
Ω±∞ =
⋃
B∈Q±
B.
By the previous claim, Ω+∞ 6= ∅, and also Ω−∞ 6= ∅ if Ω− is a connected ∆-regular domain.
It is easy to check that Ω+∞ and Ω−∞ satisfy the properties stated in (b).
(c) To prove this we consider a ball B ⊂ B ⊂ Σc. Then
ω+∞(B) ≤ lim inf
j→∞
ω+j (B) ≤ lim infj→∞
ω+j ((∂Ω
+
j )
c) = 0.
Thus, suppω+ ⊂ Σ.
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(d) Let B ⊂ Ω+∞ be a ball centered at xB such that r(B) = dist(xB , ∂Ω+∞)/2. For j
large enough, there is yj ∈ 3B ∩ ∂Ω+j . Then
lim sup
j→∞
sup
B
u+j ≤ lim sup
j→∞
sup
B(yj ,6r(B))
u+j
(5.7)
. lim sup
j→∞
r(B)1−nω+j (B(yj , 12δ
−1
0 r(B)))
≤ lim sup
j→∞
r(B)1−nω+j (24δ
−1
0 B) ≤ r(B)
1−nω+∞
(
24δ−10 B
)
<∞.
Thus, u+j is uniformly bounded on compact subsets of Ω+∞ and thus we may pass to a
subsequence so that it converges uniformly on compact subsets of Ω+∞ to a function u+∞
harmonic in Ω+∞. Define u+∞ = 0 on (Ω+∞)c. We now claim that u+j → u+∞ uniformly on
compact subsets of Rn+1.
To prove our claim let M,ε > 0 and consider the sets
F = {x ∈ B(0,M) : dist(x, (Ω+∞)
c) ≥ δ} and G = B(0,M)\F.
For x ∈ G ∩ Ω+∞, let x′ ∈ ∂Ω+∞ be closest to x, so that |x − x′| < δ. There is xj ∈ ∂Ω+j
converging to x′, and so, for j big enough,
u+j (x)
(4.9)
. sup
B(xj ,M/2)
u+j
(
|x− xj|
M/2
)α
(5.7)
. ω+j (B(xj , δ
−1
0 M)) (M/2)
1−n
(
δ
M
)α
.M ω
+
j (B(0, 2Mδ
−1
0 )) δ
α.
The same estimate holds trivially in the case x ∈ G\Ω+∞. Thus, for every x ∈ G,
u+∞(x) .M ω
+
∞(B(0, 2δ
−1
0 M))δ
α,
and so
lim sup
j→∞
sup
G
|u+j − u
+
∞| . ω
+
∞(B(0, 2δ
−1
0 M)) δ
α.
On the other hand, since F has compact closure in Ω+∞,
lim sup
j→∞
sup
F
|u+j − u
+
∞| = 0.
Hence, for any δ > 0, since B(0,M) = F ∪G, the last two inequalities imply
lim sup
j→∞
sup
B(0,M)
|u+j − u
+
∞| . ω
+
∞(B(0, 2δ
−1
0 M)) δ
α,
which implies u+j → u+∞ uniformly on B(0,M). Since this holds for each M > 0, the
claim follows. In particular, u+∞ is continuous on all of Rn+1.
The estimate (5.4) follows by arguments analogous to the ones above. Equation (5.5)
now follows from uniform convergence and (5.6).
(e) Let u∞ = u+∞−h(ξ)−1u−∞. To show that u∞ is harmonic, let φ ∈ C∞c (Rn+1). Then,
since ω−j → ω−∞ = h(ξ)ω+∞ by assumption,
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∫
∆φu∞ dx = lim
j→∞
∫
∆φ (u+j − h(ξ)
−1u−j ) dx
= lim
j→∞
(∫
φdω+j − h(ξ)
−1
∫
φdω−j
)
=
∫
φdω+∞ − h(ξ)
−1
∫
φdω−∞ =
∫
φdω+∞ −
∫
φdω+∞ = 0.
and so u∞ is a harmonic function on Rn+1.
(f) By construction it is clear that u∞ = 0 in Σ. To show that u∞ does not vanish out
of Σ first we check that u∞ is not identically 0. To see this, we take a non-negative and
smooth compactly supported function φ such that
∫
φdω+∞ > 0. By (5.6) we have∫
φdω+j =
∫
∆φu+j dx,
and so letting j →∞, we get
0 <
∫
φdω+∞ =
∫
∆φu+∞ dx.
This implies that u+∞ is not identically zero, and thus neither is u∞.
By the definition of u∞, it is clear that u∞ ≥ 0 on Ω+∞ and u∞ ≤ 0 on Ω−∞. Suppose
there is z ∈ Ω+∞ such that u+∞(z) = 0, say. Then by the mean value property, u+∞ should
vanish in some ball B ⊂ Ω+ centered at z. But since u∞ coincides with u+∞ on B, and
u∞ is harmonic in the whole Rn+1, this should vanish identically in Rn+1, which is a
contradiction. An analogous argument shows that u−∞ > 0 on Ω−, and completes the proof
of Σ = {u∞ = 0}.
On the other hand, since u∞ is harmonic, it is also real analytic, and thus Σ is a real
analytic variety. Its dimension is less that n + 1 because Σ 6= Rn+1. To show that it has
dimension equal to n, consider two balls B1 ⊂ Ω+ and B2 ⊂ Ω−, so that u∞ > 0 on B1
and u∞ < 0 on B2. By continuity, each segment L joining B1 and B2 should contain a
point where u∞ vanishes. That is, L ∩ Σ 6= ∅. This shows that Hn(Σ) > 0, and hence Σ
has dimension at least n.
(g) This follows from Theorem 2.10 once we show that Ω+∞ is a set of locally finite
perimeter andHn(∂Ω+∞ \∂∗Ω+∞) = 0, where ∂∗Ω+∞ ⊂ ∂Ω+∞ stands for the reduced bound-
ary of Ω+∞. Note that ∂Ω+∞ is real analytic and by Theorem 3.4.8 in [17] it has locally finite
Hn measure. Therefore, Theorem 2.9 implies that Ω+∞ has locally finite perimeter.
We claim that Hn(∂Ω+∞ \ ∂∗Ω+∞) = 0. By Lojasiewicz’s structure theorem for real ana-
lytic varieties (see e.g. [24, Theorem 6.3.3, p. 168]), if Q is a small enough neighborhood
of a point x0 ∈ ∂Ω+∞, we have that
Q ∩ ∂Ω+∞ = V
n ∪ V n−1 ∪ · · · ∪ V 0,
where V 0 is either the empty set or the singleton {x0} and for each k ∈ {1, . . . , n}, we
may write V k as a finite, disjoint union V k = ⋃Nkj=1 Γkj , of k-dimensional real analytic
submanifolds. Further, for each 1 ≤ k ≤ n,
Q ∩ V k ⊃ V k−1 ∪ · · · ∪ V 0,
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which, in fact, says that the lower dimensional varieties cannot occur as isolated sets (strat-
ification). Moreover, for 1 ≤ k ≤ n and 1 ≤ j ≤ Nk, we have that Q ∩ ∂Γkj is a union of
sets of the form Γℓi , for 1 ≤ ℓ < k and 1 ≤ i ≤ Nℓ and possibly V 0. Notice now that, by
the mean value property, the n-dimensional varieties should separate the connected compo-
nents of {u∞ > 0} and {u∞ < 0}. Therefore, since the lower dimensional varieties have
Hn-measure zero, it is clear that ∂Ω+∞ = ∂∗Ω+∞∪N , whereHn(N) = 0, which proves our
claim.
In light of Theorem 2.10, for Hn-a.e. x ∈ ∂∗Ω+∞ there exists a unique measure theoretic
unit outer normal νΩ+∞(x) such that∫
∂Ω+∞
φdω+∞ =
∫
Ω+∞
∆φu+∞ dx = −cn
∫
∂∗Ω+∞
φ (νΩ+∞ ·∇u
+
∞) dH
n,
for all φ ∈ C∞c (Rn+1), with cn dHn|∂∗Ω+∞ = dσ∂Ω+∞ . The statement (g) follows from this
fact and the identity above. 
A corollary of the previous lemma is the following.
Lemma 5.10. Let Ω+ and Ω− be as in Lemma 5.9. Let ξ ∈ Γ. For every ω ∈ Tan(ω+, ξ),
there is a harmonic function u on Rn+1 such that
(5.8) dω = −νΩ ·∇u dHn|Σ,
(5.9) suppω ⊂ Σ = {u = 0} = ∂Ω, Ω = {u > 0}
(5.10) u(y) . ω(B(x, 2δ−10 r)) r1−n for x ∈ Σ, r > 0, and y ∈ B(x, r) ∩ Ω,
and
(5.11)
|u(y)| . h(ξ)ω(B(x, 2δ−10 r)) r
1−n for x ∈ Σ, r > 0, and y ∈ B(x, r) ∩ ext(Ω).
Moreover, there is a subsequence of {rj} so that Tξ,rj(∂Ω+) → {u = 0} locally in the
Hausdorff metric.
Lemma 5.11. Let Ω+ and Ω− be as in Lemma 5.9 and let ξ ∈ Γ. Let F be given by (5.1).
If Tan(ω+, ξ) ∩F 6= ∅, then
lim
r→0
d1(Tξ,r[ω
+],F ) = 0.
In particular, Tan(ω+, ξ) ⊂ F .
The proof combines ideas from Theorem 2.15 and Lemma 4.1 in [21]. In this work the
proof relies on the compactness of the cone of tangent measures. In our situation we cannot
assume compactness and we overcome this difficulty by working specifically with the flat
measures F and by using the additional information on the tangent measures described by
the previous lemma.
Proof. Let cj > 0 and rj ↓ 0 be such that cjTξ,rj [ω+] → µ ∈ F . Then, given an arbitrary
ε > 0,
(5.12) d1(Tξ,rj [ω+],F ) = d1(cjTξ,rj [ω+],F ) < ε
if j is big enough. Assume for the sake of a contradiction that there is sj ↓ 0 so that
(5.13) d1(Tξ,sj [ω+],F ) > ε
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We can assume sj < rj . Then by (5.12) and (5.13), let ρj ∈ (sj, rj) be the maximal number
such that
(5.14) d1(Tξ,ρj [ω+],F ) = ε.
Then by the maximality of ρj ,
(5.15) sup
t∈[ρj ,rj ]
d1(Tξ,t[ω
+],F ) ≤ ε.
We claim ρj/rj → 0. If not, then we may pass to a subsequence so that ρj/rj → t ∈ (0, 1),
and so
cjTξ,ρj [ω
+] = T0,ρj/rj
[
cjTξ,rj [ω
+]
]
→ T0,t[µ] ∈ F
which contradicts (5.14). Thus, ρj/rj → 0, and so (5.15) implies that for 1 ≤ α < rj/ρj
and j large, if we set ωj = Tξ,ρj [ω+], then
(5.16) dα(ωj,F ) = dα(Tξ,ρj [ω+],F )
(5.2)
= d1(Tξ,αρj [ω
+],F ) ≤ ε.
Let r ≥ 1 be such that 2r < rj/ρj . Let µj ∈ F be such that F2r(µj) = 1 and
(5.17) Fr
(
ωj
F2r(ωj)
, µj
)
≤ F2r
(
ωj
F2r(ωj)
, µj
)
(5.16)
< 2ε.
Thus,
(5.18) Fr(µj)− 2ε ≤ Fr(ωj)
F2r(ωj)
≤ Fr(µj) + 2ε.
Since µj = bjHn|Vj for some bj > 0 and an n-plane Vj , for any s > 0,
Fs(µj) = bj
cn
n
sn+1
and so Fr(µj) = 2−(n+1)F2r(µj) and thus
2−(n+1) F2r(µj)− 2ε ≤
Fr(ωj)
F2r(ωj)
≤ 2−(n+1) F2r(µj) + 2ε.
Recalling that F2r(µj) = 1, we deduce
2−(n+1) − 2ε ≤
Fr(ωj)
F2r(ωj)
≤ 2−(n+1) + 2ε.
We choose now ε = 18 2
−(n+1) = 2−(n+4). With this particular choice we get
3
4
2−(n+1) ≤ 2−(n+1)
(
1−
1
4
)
≤
Fr(ωj)
F2r(ωj)
≤ 2−(n+1)
(
1 +
1
4
)
≤
4
3
2−(n+1).
Let β = log2 43 , so that β ∈ (0, 1) and
2−(n+1+β) ≤
Fr(ωj)
F2r(ωj)
≤ 2−(n+1−β).
Iterating, we see that for any ℓ ∈ N for which 2ℓ < rj/ρj ,
2−(n+1+β)ℓ ≤
F1(ωj)
F2ℓ(ωj)
≤ 2−(n+1−β)ℓ.
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Since rj/ρj →∞, we have that
(5.19) 2−(n+1+β)ℓ ≤ lim inf
j
F1(ωj)
F2ℓ(ωj)
≤ lim sup
j→∞
F1(ωj)
F2ℓ(ωj)
≤ 2−(n+1−β)ℓ.
Thus, if we set νj = ωj/F1(ωj) and let ρ > 0, and pick ℓ so that 2ℓ > 2ρ, then for j large,
lim sup
j→∞
νj(B(0, ρ)) ≤ lim sup
j→∞
νj(B(0, 2
ℓ/2))
≤ lim sup
j→∞
2F2ℓ(νj) = 2
F2ℓ(ωj)
F1(ωj)
(5.19)
≤ 2(n+1+β)ℓ+1.
Therefore, νj has a subsequence that converges weakly to some measure ω ∈ Tan(ω+, ξ).
Further, ω satisfies
2(n+1−β)ℓ ≤ F2ℓ(ω) ≤ 2
(n+1+β)ℓ and F1(ω) = 1.
Let u be the harmonic function on Rn+1 satisfying the conclusions of Lemma 5.10. For
a multiindex α with |α| = m ≥ 2, we have by the Cauchy estimates that, for ℓ ∈ N,
|∂αu(0)|(2
ℓ)m . sup
B(0,2ℓ)
|u| . ω(B(0, 2δ−10 2
ℓ))(2ℓ)1−n . Fδ−1
0
2ℓ+2(ω)(2
ℓ)−n
. 2(n+1+β)ℓ(2ℓ)−n = 2ℓ+βℓ
Since β < 1, letting ℓ→∞, we get
|∂αu(0)| . lim inf
ℓ→∞
2(β+1−m)ℓ = 0.
Thus, the second order Taylor coefficients and higher are all zero. Hence, since u is real
analytic, u is linear, and in particular, ω ∈ F , by (5.8) and (5.9). Therefore,
ε
(5.14)
= d1(Tξ,ρj [ω
+],F ) = d1(ωj ,F )→ 0,
which gives a contradiction. 
We now finish the proof of Theorem 5.1. Let
G1 =
{
ξ ∈ Γ : for every ν ∈ Tan(ω+, ξ) with ζ ∈ supp ν, Tan(ν, ζ) ⊂ Tan(ω+, ξ)
}
and
G2 =
{
ξ ∈ Γ : Tan(ω+, ξ) 6= ∅
}
.
Then ω+(Γ\(G1 ∩ G2)) = 0 by Theorem 5.6 and Theorem 5.7. Let ξ ∈ G1 ∩ G2. Since
ξ ∈ G2, there is ω∞ ∈ Tan(ω+, ξ) and its support is an n-dimensional analytic variety.
Hence, there is an open set in suppω∞ on which ω∞ = gHn|M where M is a smooth
n-dimensional surface. In particular, for any x ∈M , Tan(ω∞, x) ⊂ F . Since ξ ∈ G1, this
implies Tan(ω+, ξ)∩F 6= ∅. Thus, by Lemma 5.11 Tan(ω+, ξ) ⊂ F and Σ is an n-plane.
Suppose that there is a sequence rj → 0 so that β∂Ω+,∞(ξ, rj) ≥ ε > 0 for some
ε > 0. By Lemma 5.9, there is a subsequence such that Tξ,rj(∂Ω+) converges in the
Hausdorff metric to Σ, this implies β∂Ω+,∞(ξ, rj) → 0, and we get a contradiction. Thus
β∂Ω+,∞(ξ, r) → 0 as r → 0 for each ξ ∈ G1 ∩ G2, with G1 ∩ G2 ⊂ Γ ⊂ E having full
harmonic measure in E.
We claim now that if Tan(ω+, ξ) ⊂ F , then
lim
r→0
β˜
Ω+,∞
(ξ, r) = 0.
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If this fails, then there is an ε > 0 and a sequence rj → 0 such that
(5.20) inf
S
distH
(
Ω+ ∩B(ξ, rj), S ∩B(ξ, rj))
rj
≥ ε,
where the infimum is taken over all halfspaces S whose boundaries contain ξ. We consider
now a subsequence rjk such that the measures ω
+
jk
converge weakly to some measure ω ∈
F . The arguments for the proof of Lemma 5.11 show that if ω+jk = Tξ,rjk [ω
+] and ω+jk
converges weakly to some measure ω+∞ ∈ F , then the associated function u∞ from Lemma
5.9 must be linear. Then the statement (f) from the same lemma asserts that Ω+∞ and Ω−∞
are disjoint half-spaces with boundary Σ = {u∞ = 0}. Taking into account that Ω+jk =
{ujk ≥ 0}, where ujk = u
+
jk
− u−jk , and that ujk converges uniformly on compact subsets
to u∞, it easy to check that
distH
(
Ω+ ∩B(ξ, rjk), S ∩B(ξ, rjk)
)
rjk
→ 0 for S = ξ +Ω+∞,
which contradicts (5.20) (because Ω+∞ is a half-space whose boundary contains ξ). This
proves our claim and concludes the proof of Theorem 5.1.
6. THE PROOF OF THEOREM 1.1
Under the assumptions of the theorem, we will prove first that if E ⊂ ∂Ω+ and ω+ ≪
ω− ≪ ω+ on E, then E contains an n-rectifiable subset F on which ω± are mutually
absolutely continuous with respect to Hn. So for the moment, unless otherwise stated, we
assume that Ω+ and Ω− are as in Theorem 1.1 and that E ⊂ ∂Ω+ is a Borel set such that
ω+ ≪ ω− ≪ ω+ on E.
Given γ > 0, a Borel measure µ and a ball B ⊂ Rd, we denote
Pγ,µ(B) =
∑
j≥0
2−jγ Θµ(2
jB),
where Θµ(B) = µ(B)r(B)n , so that P1,µ(B) = Pµ(B). Note that Pγ,µ(B) ≤ PΓ,µ(B) if γ > Γ.
It is immediate to check that if ‖µ‖ < ∞, then Pγ,µ(B) < ∞ for any ball B. Indeed, we
just take into account that
(6.1) Pγ,µ(B) =
∑
j≥0
2−jγ Θµ(2
jB) ≤
∑
j≥0
2−jγ
‖µ‖
(2j r(B))n
<∞.
Given a, γ > 0, we say that a ball B is a-Pγ,µ-doubling if
Pγ,µ(B) ≤ aΘµ(B).
Lemma 6.1. There is γ0 ∈ (0, 1) so that the following holds. Let Ω ⊂ Rn+1 be any
domain and ω its harmonic measure. For all γ > γ0, there exists some big enough constant
a = a(γ, n) > 0 such that for ω-a.e. x ∈ Rn+1 there exists a sequence of a-Pγ,ω-doubling
balls B(x, ri), with ri → 0 as i→∞.
Proof. For m ≥ 1, let
(6.2) Zm := {x ∈ ∂Ω : for all j ≥ m, B(x, 2−j) is not a-Pγ,ω-doubling}.
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So it is enough to show that ω(Zm) = 0 for all m ≥ 1.
Fix m ≥ 1 and take x ∈ Zm, so that
(6.3) Θω(B(x, 2−j)) ≤ a−1 Pγ,ω(B(x, 2−j)) for all j ≥ m.
Let α ∈ (0, 1) to be chosen below. For j ≥ m,
Pαγ,ω(B(x, 2
−j)) =
∑
k≤j
2−αγ(j−k)Θω(B(x, 2
−k))
≤ a−1
∑
k:m≤k≤j
2−αγ(j−k)Pγ,ω(B(x, 2
−k)) +
∑
k≤m
2−αγ(j−k)Θω(B(x, 2
−k))
= a−1
∑
k:m≤k≤j
2−αγ(j−k)
∑
h≤k
2−γ(k−h)Θω(B(x, 2
−h)) + 2−αγ(j−m)Pαγ,ω(B(x, 2
−m))
(6.3)
≤ a−1
∑
h≤j
Θω(B(x, 2
−h))
∑
k:h≤k≤j
2−γ(k−h)−αγ(j−k) + 2−αγ(j−m)Pαγ,ω(B(x, 2
−m)).
Observe now that∑
k:h≤k≤j
2−γ(k−h)−αγ(j−k) = 2γh−αγj
∑
k:h≤k≤j
2−γ(1−α)k
≤ C(γ, α) 2γh−αγj 2−(1−α)γh = C(γ, α) 2−αγ(j−h).
Thus we obtain
Pαγ,ω(B(x, 2
−j)) ≤ C(γ, α) a−1Pαγ,ω(B(x, 2
−j)) + 2−αγ(j−m)Pαγ,ω(B(x, 2
−m)).
Hence, choosing a ≥ 2C(γ, α) and recalling that Pαγ,ω(B(x, 2−j)) <∞, we infer that
Θω(B(x, 2
−j)) ≤ Pαγ,ω(B(x, 2
−j)) ≤ 21−αγ(j−m)Pαγ,ω(B(x, 2
−m)).
Observe now that for all x ∈ Zm,
Pαγ,ω(B(x, 2
−m)) ≤
∑
k≥0
2−kγ
‖ω‖
(2k 2−m)n
≤ C(m).
Then we get
Θω(B(x, 2
−j)) ≤ C(m)2−αγj for all j ≥ m,
which implies that
ω(B(x, r)) ≤ C(m)rn+αγ for all x ∈ Zm and all r ≤ 2−m.
Thus, ω(A) ≤ C(m)Hn+αγ∞ (A) for any A ⊂ Zm.
Recall that, for a measure µ,
dimµ = inf{s : there is F ⊂ ∂Ω so that Hs(F ) = 0 and
µ(F ∩K) = µ(∂Ω ∩K) for all compact sets K ⊂ Rn+1.
Let s = n + αγ and F ⊂ ∂Ω be such that Hs(F ) = 0. Let K be any compact subset of
Zm with ω(K) > 0. Then ω(F ∩K) ≤ Hs∞(F ∩K) = 0. Thus, dimω ≥ s.
A well known theorem of Bourgain’s asserts that there is ε(n) > 0 (not depending on Ω)
so that dimω < n + 1 − ε(n) [11]. In particular, s = n + αγ < n + 1 − ε(n), which is
a contradiction if αγ ≥ 1− ε(n). So it just remains to notice that if γ > 1− ε(n), we can
now pick α ∈ (0, 1) so that still αγ > 1− ε(n). 
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From now on we assume that a and γ are fixed constants such that for ω-a.e. x ∈ Rn+1
there exists a sequence of a-Pγ,ω+ -doubling balls B(x, ri), with ri → 0 as i→∞.
Recall that the harmonic measures ω+ and ω− are mutually absolutely continuous on
E ⊂ ∂Ω+ = ∂Ω−, and that h denotes the density function h(ξ) = dω−
dω+
(ξ).
For technical reasons we need now to introduce sets Em ⊂ E where β˜Ω+,∞(x, r) is
uniformly small. Given m ≥ 1, we denote by Em the subset of those x ∈ E such that
β˜
Ω+,∞
(x, r) ≤ 1/100 for 0 < r ≤ 1/m. By Theorem 5.1, it turns out that
(6.4) ω+
(
E \
⋃
m≥1
Em
)
= 0.
Lemma 6.2. Let m ≥ 1 and δ > 0. For ω+-a.e. x ∈ Em, there is rx > 0 so that for
any a-Pγ,ω+ -doubling ball B(x, r) with radius r ≤ rx there exists a subset Gm(x, r) ⊂
Em ∩B(x, r) such that
(6.5) Θω+(B(z, t)) . Θω+(B(x, r)) for all z ∈ Gm(x, r), 0 < t ≤ 2r,
and so that ω+(B(x, r) \Gm(x, r)) ≤ δ ω+(B(x, r)).
Proof. For 0 < δ < 1 and k ∈ N, let Aδ,k be the set of z ∈ Em such that for 0 < r < 1/k
we have
(6.6) −
∫
B(z,r)
|h(y)− h(z)| dω+(y) <
δ
4
h(z).
Since h(z) > 0 for ω+-a.e. z ∈ Em, by the Lebesgue differentiation theorem (see [27,
Corollary 2.14 (2) and Remark 2.15 (3)])
Em =
⋃
k≥1
Aδ,k ∪ Z,
with ω+(Z) = 0. Then, for all z ∈ Aδ,k and t < 1/k, we have
(6.7)
∣∣∣∣ω−(B(z, t))ω+(B(z, t)) − h(z)
∣∣∣∣ =
∣∣∣∣∣−
∫
B(z,t)
(h(y)− h(z)) dω+(y)
∣∣∣∣∣ < δ4 h(z) < 14 h(z).
and so
(6.8) 3
4
h(z) ≤
ω−(B(z, t))
ω+(B(z, t))
≤
5
4
h(z) for z ∈ Aδ,k, 0 < t < 1/k.
Let x ∈ Aδ,k be a point of ω+-density for Aδ,k and let rx < 1/k be such that
(6.9) ω+(Aδ,k ∩B(x, r)) ≥
(
1−
δ
2
)
ω+(B(x, r)) for 0 < r ≤ rx.
Now set
Gm(x, r) = {z ∈ B(x, r) ∩Aδ,k : |h(z) − h(x)| ≤ h(x)/2}.
Then by Chebychev’s inequality and (6.6),
ω+(B(x, r) ∩Aδ,k\Gm(x, r)) ≤
2
h(x)
∫
B(x,r)
|h(z) − h(x)|dω+(z) ≤
δ
2
ω+(B(x, r)),
MUTUAL ABSOLUTE CONTINUITY OF INTERIOR AND EXTERIOR HARMONIC 29
and thus, together with (6.9), for r ≤ rx,
ω+(B(x, r) \Gm(x, r)) ≤ ω
+(B(x, r) ∩Aδ,k \Gm(x, r)) + ω
+(B(x, r) \ Aδ,k)
≤
(
δ
2
+
δ
2
)
ω+(B(x, r)) = δ ω+(B(x, r)).
We intend to show now that (6.5) holds for all z ∈ Gm(x, r). Observe first that, for
z ∈ Gm(x, r) and r ≤ rx,
1
2
h(x) ≤ h(z) ≤
3
2
h(x)
and then, by (6.8),
(6.10) 3
8
h(x) ≤
ω−(B(z, t))
ω+(B(z, t))
≤
15
8
h(x) for all z ∈ Gm(x, r) with r, t ≤ rx.
Recall that by Lemmas 4.10 and 4.11, for 0 < t < 2r,
ω+(B(z, t))
tn
ω−(B(z, t))
tn
. γ(z, 2t)
1
2
≤ γ(z, 4r)
1
2 .
ω+(B(z, 16δ−10 r))
rn
ω−(B(z, 16δ−10 r))
rn
.
Take 0 < r ≤ 1100δ0rx and 0 < t ≤ 2r. Applying (6.10) twice, we derive(
ω+(B(z, t))
tn
)2
.
(
ω+(B(z, 16δ−10 r))
rn
)2
.
Since z ∈ B(x, r), we have B(z, 16δ−10 r) ⊂ B(x, 32δ
−1
0 r), and then taking into account
that B(x, r) is a-Pγ,ω+ -doubling,
ω+(B(z, 16δ−10 r)) ≤ ω
+(B(x, 32δ−10 r)) . ω
+(B(x, r)).
Therefore,
ω+(B(z, t))
tn
.
ω+(B(z, 16δ−10 r))
rn
.
ω+(B(x, r))
rn
,
which shows that (6.5) holds for all z ∈ Gm(x, r), t ≤ 2r, with r such that 0 < r ≤
1
100δ0rx. 
Given m ≥ 1 and δ > 0, we denote by E˜m,δ the subset of the points x ∈ Em for which
there exists rx > 0 as in Lemma 6.2, so that ω+
(
Em \ E˜m,δ
)
= 0.
Lemma 6.3. Let m ≥ 1 and δ > 0. Let x0 ∈ E˜m,δ and
0 < r0 ≤ min(rx0 , 1/m, c1dist(x
+, ∂Ω+)),
for some c1 > 0 small enough (recall that ω± = ωx±Ω± and x± ∈ Ω± are as in Def-
inition 4.8). Suppose that the ball B0 = B(x0, r0) is a-Pγ,ω+ -doubling. Then for all
x ∈ Gm(x0, r0) it holds that
(6.11) R∗(χ2B0ω+)(x) ≤ C1Θµ(B0).
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Proof. To estimate |Rr(χ2B0ω+)(x)| for x ∈ Gm(x0, r0) we may assume that r ≤ r0/4
because |Rr(χ2B0ω+)(x)| = 0 if r ≥ 4r0 and (6.11) is trivial in the case r0/4 < r < 4r0.
So we take x ∈ Gm(x0, r0) and 0 < r ≤ r0/4. First we turn our attention to Rrω+(x).
Since β˜
Ω+,∞
(x, r) ≤ 1/100 (by the definition of Em,δ and the fact that r0 ≤ 1/m), there
is xB ∈ B := B(x, r) with B(xB , r/4) ⊂ B(x, r) ∩ Ω−. Then, by (4.4), we have
(6.12) Rω+(xB) = K(xB − x+).
By standard estimates, and because B(xB, r/4) ⊂ B(x, r) \ ∂Ω+,
|Rω+(xB)−Rrω
+(x)|(6.13)
=
∣∣∣∣∣
∫
B(xB ,r/4)c
xB − y
|xB − y|n+1
dω+(y)−
∫
B(x,r)c
x− y
|x− y|n+1
dω+(y)
∣∣∣∣∣
.
∫
B(x,r)c
|x− xB |
|x− y|n+1
dω+(y)
+
∫
B(x,r)∆B(xB ,r/4)
(
1
|xB − y|n
+
1
|x− y|n
)
dω+(y)
. Pω+(B(x, r)).
Using that B(x, r) ⊂ 2B0, we deduce that
|Rr(χ2B0ω
+)(x)| =
∣∣∣∣∣
∫
2B0\B(x,r)
x− y
|x− y|n+1
dω+(y)
∣∣∣∣∣
=
∣∣∣∣∣
∫
B(x,r)c
x− y
|x− y|n+1
dω+(y)−
∫
2Bc
0
x− y
|x− y|n+1
dω+(y)
∣∣∣∣∣
≤ |Rrω
+(x)−Rr0ω
+(x)|+ C Θω+(2B0)
. |Rω+(xB)−Rω
+(xB0)|+ Pω+(B0) + Pω+(B(x, r)).
where xB0 is a point such that B(xB0 , r/4) ⊂ B0 ∩Ω−. By (6.12), we have
|Rω+(xB)−Rω
+(xB0)| = |K(xB − x
+)−K(xB0 − x
+)| .
r0
|x+ − x0|n+1
.
On the other hand, letting N be the largest natural number such that 2Nr ≤ 2r0, by (6.5)
we get
Pω+(B(x, r)) =
∑
j≥0
2−jΘω+(B(x, 2
jr))(6.14)
(6.5)
.
∑
0≤j≤N
2−jΘω+(B(x0, r0)) +
∑
j>N
2−jΘω+(B(x0, 2
jr))
. Pω+(B0).
From the last estimates we infer that
|Rr(χ2B0ω
+)(x)| .
r0
|x+ − x0|n+1
+ Pω+(B0).
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Note now that
r0
|x+ − x0|n+1
(4.10)
.
ω+(B(x0, 2δ
−1
0 |x
+ − x0|))
|x+ − x0|n
r0
|x+ − x0|
(6.15)
= Θω+(B(x0, 2δ
−1
0 |x
+ − x0|))
r0
|x+ − x0|
. Pω+(B0).
Therefore, recalling that B0 is a-Pω+ -doubling,
|Rr(χ2B0ω
+)(x)| . Pω+(B0) . Θω+(B0),
which concludes (6.11). 
Let m ≥ 1, δ > 0, and x0 ∈ E˜m,δ, and denote
Gzdm (x0, r0) = {x ∈ Gm(x0, r0) : lim
r→0
Θω+(B(x, r)) = 0},
and
Gpdm (x0, r0) = {x ∈ Gm(x0, r0) : lim sup
r→0
Θω+(B(x, r)) > 0}.
The notation “zd” stands for “zero density”, and “pd” stands for “positive density”.
Lemma 6.4. Let m ≥ 1 and δ > 0. Let x0 ∈ E˜m,δ and
0 < r0 ≤ min(rx0 , 1/m, c1dist(x
+, ∂Ω+)),
for some c1 > 0 small enough. Suppose that the ball B0 = B(x0, r0) is a-Pγ,ω+ -doubling.
Then there is an n-rectifiable set F (x0, r0) ⊂ Gpdm (x0, r0) such that
ω+(Gpdm (x0, r0) \ F (x0, r0)) = 0
and so that ω+|F (x0,r0) and Hn|F (x0,r0) are mutually absolutely continuous.
Proof. From (6.5) we know that Θω+(B(x, r)) . Θω+(B(x0, r0)) for all x ∈ Gm(x0, r0)
and all r ≤ 2r0. Thus,
0 < lim sup
r→0
Θω+(B(x, r)) <∞ for all x ∈ G
pd
m (x0, r0).
Now the main the result from [4] asserts that ω+|
Gpdm (x0,r0)
is n-rectifiable and proves the
lemma.
An alternative argument consists in using the fact that R∗ω+(x) < ∞ for all such x (by
Lemma 6.3) and then applying the Nazarov-Tolsa-Volberg theorem [30]. 
To deal with the set Gzdm (x0, r0) we intend to apply Theorem 3.3. The next lemma will
be necessary to show that one the key assumptions of that theorem is satisfied.
Lemma 6.5. Let m ≥ 1 and δ > 0. Let x0 ∈ E˜m,δ and
0 < r0 ≤ min(rx0 , 1/m, c1dist(x
+, ∂Ω+)),
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for some c1 > 0 small enough. Suppose that the ball B0 = B(x0, r0) is a-Pγ,ω+ -doubling,
then
(6.16)
∫
Gzdm (x0,r0)
|Rω+(x)−mµ,Gzdm (x0,r0)(Rω
+)|2 dω+(x)
.
(
r0
|x+ − x0|
)2−2γ
Θω+(B0)
2 ω+(B0).
Note that the integral in the left hand side of (6.16) is over Gzdm (x0, r0), the subset of zero
density points of Gm(x0, r0). This is essential for the validity of the estimate.
In (6.16), Rω+(x) should be understood in the principal value sense. The existence of
this principal value for ω+-a.e. x ∈ Gzdm (x0, r0) is guaranteed by the fact that, by Lemmas
6.2 and 6.3,
sup
0<r≤2r0
ω+(B(x, r))
rn
+R∗(χ2B ω
+)(x) . Θµ(B(x0, r0)),
and then using Remark 3.4.
An alternative argument to prove the existence of the principal values is the following:
For ω+-a.e. x ∈ Gzdm (x0, r0), there is a sequence rj → 0 so that each ball B(x, rj) is
a-Pω+ -doubling. By arguments analogous to the ones in the proof of Lemma 6.3, one can
show that for 0 < r < r′ < rj < r0,
|Rrω
+(x)−Rr′ω
+(x)| . Pω+(B(x, r
′)) +
r′
|x− x+|n+1
.
As in (6.15) with r′ instead of r0, it follows that
r′
|x− x+|n+1
. Pω+(B(x, r
′)).
Then, arguing as in (6.14), we have Pω+(B(x, r′)) . Pω+(B(x, rj)) and using thatB(x, rj)
is a-Pω+ -doubling, we derive
|Rrω
+(x)−Rr′ω
+(x)| . Pω+(B(x, rj)) . Θω+(B(x, rj))→ 0 as j →∞,
since limr→0Θω+(B(x, r)) = 0. By the Cauchy criterion, we infer that limr→0Rrω+(x)
exists.
Proof of Lemma 6.5. We claim that for ω+-a.e. x ∈ Gzdm (x0, r0),
(6.17) Rω+(x) = K(x− x+).
Indeed, consider a sequence rj → 0 so that Bj = B(x, rj) is a-Pω+ -doubling for every j.
For j large enough, we may find an xBj ∈ Bj\Ω+ just as in Lemma 6.3. Then
|K(xBj − x
+)−Rrjω
+(x)|
(6.12)
= |Rω+(xBj )−Rrjω
+(x)|
(6.13)
. Pω+(Bj) . Θω+(Bj),
and since limr→0Θω+(B(x, r)) = 0, this implies (6.17).
We deduce that
(6.18)
|Rω+(x)−mω+,Gzdm (x0,r0)(Rω
+)| ≤ sup
y∈Gzdm (x0,r0)
|K(x−x+)−K(y−x+)| .
r0
|x0 − x+|n+1
.
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We will estimate the last term in the equation above by arguments analogous to the ones in
(6.15), but now taking advantage of the fact that B0 is a-Pγ,ω+-doubling with γ < 1. So we
write
r0
|x0 − x+|n+1
(4.10)
.
ω+(B(x0, 2δ
−1
0 |x0 − x
+|))
|x0 − x+|n
r0
|x0 − x+|
= Θω+(B(x0, 2δ
−1
0 |x0 − x
+|))
(
r0
|x0 − x+|
)γ ( r0
|x0 − x+|
)1−γ
. Pγ,ω+(B0)
(
r0
|x0 − x+|
)1−γ
. Θω+(B0)
(
r0
|x0 − x+|
)1−γ
.
The estimate (6.16) follows from (6.18) and the preceding inequality. 
We can now finish the proof of Theorem 1.1. Recall that first we are assuming that
ω+ ≪ ω− ≪ ω+ on E ⊂ ∂Ω+ and we wish to show that E contains an n-rectifiable
subset F of full measure ω+ on E on which ω± are mutually absolutely continuous with
respect toHn. By standard arguments, it is enough to show that for any subset F0 ⊂ E with
ω+(F0) > 0 there exists some n-rectifiable subset G0 ⊂ E0 with ω+(G0) > 0 on which
ω± are mutually absolutely continuous with respect to Hn.
Let δ > 0 be some small constant to be fixed below. By (6.4), there exists some m such
that ω(F0 ∩ Em) > 0, which implies that ω(F0 ∩ E˜m,δ) > 0. Let x0 be a point of ω+-
density of F0 ∩ E˜m,δ for which there exists a sequence of a-Pω+-doubling balls B(x0, rj)
with rj → 0 and such that
lim
r→0
β∂Ω+,∞(x0, r) = 0
(by Lemma 6.1 and Theorem 5.1 such point x0 exists).
Let
0 < rj ≤ min(rx0 , 1/m, c1dist(x
+, ∂Ω+))
be such that
(6.19) β∂Ω+,∞(x0, rj) ≤ δ
and
(6.20) ω+(F0 ∩ E˜m,δ ∩B(x0, rj)) ≥ (1− δ)ω+(B(x0, rj)).
By Lemmas 6.2 and 6.3, we have
(6.21) ω+(B(x0, rj) \Gm(x0, rj)) ≤ δ ω+(B(x0, rj))
and
(6.22) sup
0<r<2rj
Θω+(B(x, r)) +R∗(χB(xj ,2rj)ω
+)(x) ≤ C2Θω+(B(xj , rj))
for all x ∈ Gm(x0, rj). Clearly, from (6.20) it follows that ω+(F0 ∩ B(x0, rj)) ≥ (1 −
δ)ω+(B(x0, rj)), or equivalently, ω+(B(x0, rj) \ F0) ≤ δ ω+(B(x0, rj)). Together with
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(6.21), this yields
ω+(Gm(x0, rj) ∩ F0) = ω
+(Gm(x0, rj))− ω
+(Gm(x0, rj) \ F0)(6.23)
≥ (1− δ)ω+(B(x0, rj))− ω
+(B(x0, rj) \ F0)
≥ (1− 2δ)ω+(B(x0, rj)).
By Lemma 6.4, in the case that ω+(Gpdm (x0, rj) ∩ F0) > 0, we are done because the
measure ω+|
Gpdm (x0,rj)
is n-rectifiable, and then we can choose the set G0 to be equal to
Gpdm (x0, rj)∩F0 minus a set zero measure ω+. In the case that ω+(Gpdm (x0, rj)∩F0) = 0,
(6.23) tells us that
(6.24) ω+(Gzdm (x0, rj) ∩ F0) ≥ (1− 2δ)ω+(B(x0, rj)).
Further, by Lemma 6.5, given any arbitrary constant τ > 0, if rj = rj(τ) is small enough,
we have ∫
Gzdm (x0,rj)∩F0
|Rω+(x)−mµ,Gzdm (x0,rj)∩F0(Rω
+)|2 dω+(x)(6.25)
≤
∫
Gzdm (x0,rj)
|Rω+(x)−mµ,Gzdm (x0,rj)(Rω
+)|2 dω+(x)
≤ C
(
rj
|x+ − x0|
)2−2γ
Θω+(B(x0, rj))
2 ω+(B(x0, rj))
≤ τ Θω+(B(x0, rj))
2 ω+(B(x0, rj)).
For rj small enough, from (6.19), (6.22), (6.24) and (6.25) and the fact that B(x0, rj)
is a-Pω+ -doubling, one easily checks that the assumptions of Theorem 3.3 hold with µ =
ω+, B = B(x0, rj), and GB = Gzdm (x0, rj) ∩ F0, with δ replaced by 2δ. An immediate
consequence of the theorem is that there exists an n-rectifiable subset G0 ⊂ Gzdm (x0, rj)∩F0
such that ω+(G0) > 0, as wished 1.
To conclude the proof of Theorem 1.1 it remains to show that, given a Borel set E ⊂
∂Ω+,
ω+|E ⊥ ω
−|E ⇐⇒ H
n(E ∩ T ) = 0.
The fact that ω|+E ⊥ ω−|E implies that Hn(E ∩ T ) = 0 follows by standard arguments.
Indeed, the points in the set T satisfy the cone property and thus ω+ and ω− are both
mutually absolutely continuous with Hn on a subset T ′ ⊂ T with Hn(T\T ′) = 0. So
ω+|E∩T ′ ≈ H
n|E∩T ′ ≈ ω
−|E∩T ′
(here “≈” denotes mutual absolute continuity), and so the statement
ω+|E ⊥ ω
−|E
is false if Hn(E ∩ T ) > 0.
Conversely, if ω+|E ⊥ ω−|E does not hold, then there is some subset F ⊂ E with
ω+(F ) > 0 such that ω+|F and ω−|F are mutually absolutely continuous. By the part
of Theorem 1.1 that we have already proved, there exists an n-rectifiable subset G ⊂ F
with ω+(F \ G) = ω−(F \ G) = 0 such that ω+ and ω− are both mutually absolutely
1In fact, it easily follows that for ω+-a.e. x ∈ G0, limr→0 ω+(B(x, r))r−n > 0. So the case when
ω+(Gpdm (x0, rj) ∩ F0) = 0 does not occur.
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continuous with Hn|G. Let G0 ⊂ G be some subset with 0 < Hn(G0) <∞. It is not hard
to show that Hn-a.e. x ∈ G0 is a tangent point for ∂Ω+ since β∂Ω+,∞(B(x, r)) → 0 and
supy∈B(x,r)∩E dist(y, V )/r → 0 where V is the approximate tangent n-plane for G0 (see
[27, Chapter 15]. Hence, Hn(E ∩ T ) ≥ Hn(G0 ∩ T ) > 0. This completes the proof of
Theorem 1.1.
7. PROOF OF COROLLARIES 1.2 AND 1.3
Proof of Corollary 1.2. Denote Ω+ = Ω1 and Ω− = (Ω+ )c. Let ω+ = ω1 and let ω− be
the harmonic measure for Ω− with pole x− ∈ Ω−.
By the maximum principle we have ω2 ≪ ω− on E. So there exists some function
g ∈ L1(ω−) such that ω2|E = g ω−. Hence if we set G = {x ∈ E : g(x) > 0}, it turns out
that ω2(E \G) = 0 and ω2|G and ω−|G are mutually absolutely continuous.
Since ω1|E and ω2|E are mutually absolutely continuous, we infer that ω1(E \G) = 0,
too, and thus
ω+|E = ω
+|G ≈ ω
−|G,
where “≈’ denotes mutual absolute continuity. Hence, as Ω+ satisfies the assumptions of
Theorem 1.1, it follows that there exists some n-rectifiable subset F ⊂ Gwith ω+(G\F ) =
0 on which ω+|F is are mutually absolutely continuous with respect to Hn|F . 
Proof of Corollary 1.3. As in the previous proof, we denote Ω+ = Ω1 and Ω− = (Ω+ )c.
Also, we let ω± be the respective harmonic measures of Ω±. We take G as above, so that
ω2(E \G) = 0 and ω2|G and ω−|G are mutually absolutely continuous.
We deduce that ω1|E ⊥ ω2|E if and only if ω+|G ⊥ ω−|G. By Theorem 1.1 applied
to Ω+ and G, this is equivalent to Hn(G ∩ T 1) = 0, where T 1 is the set of tangents for
∂Ω1 = ∂Ω+.
Since ω2(E\G) = 0, using the cone property it is easy to check thatHn((E\G)∩T 2) =
0, where T 2 is the set of tangents for ∂Ω2. Since E is relative open in ∂Ω1 and ∂Ω2, we
have T 1 ∩ E = T 2 ∩ E = T ∩ E, and thus
Hn(E ∩ T ) = Hn(G ∩ T 1) +Hn((E \G) ∩ T 2) = 0.
Conversely, if Hn(E ∩ T ) = 0, then
Hn(G ∩ T 1) = Hn(G ∩ T ) ≤ Hn(E ∩ T ) = 0.
Thus ω+|G ⊥ ω−|G by Theorem 1.1. 
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