This paper investigates the causality properties of a class of linear time-delay systems under constant point delays which possess a finite set of distinct linear time-invariant parameterizations or configurations which, together with some switching function, conform a linear time-varying switched dynamic system. Explicit expressions are given to define pointwisely the causal and anticausal Toeplitz and Hankel operators from the set of switching time instants generated from the switching function. The case of the auxiliary unforced system defined by the matrix of undelayed dynamics being dichotomic i.e., it has no eigenvalue on the complex imaginary axis is considered in detail. Stability conditions as well as dual instability ones are discussed for this case which guarantee that the whole system is either stable, or unstable but no configuration of the switched system has eigenvalues within some vertical strip including the imaginary axis. It is proved that if the system is causal and uniformly controllable and observable, then it is globally asymptotically Lyapunov stable independent of the delays, that is, for any possibly values of such delays, provided that a minimum residence time in-between consecutive switches is kept or if all the set of matrices describing the auxiliary unforced delay-free system parameterizations commute pairwise.
Introduction
The stabilization of dynamic systems is a very important issue since it is the first requirement for most of the applications. Powerful techniques for studying the stability of dynamic systems are Lyapunov stability theory and fixed point theory which can be easily extended from the linear time invariant case to the time varying one as well as to functional differential equations, as those arising for instance from the presence of internal delays, and to certain classes of nonlinear systems 1, 2 . Dynamic systems which are of increasing interest are → N : {1, 2, . . . , N} is the switching function which defines the parameterization at time t of a switched dynamic system among N possible time invariant parameterizations. σ τ,t : σ | 0, t : 0, t ⊂ R 0 → N τ,t ⊂ N is the partial switching function with its domain restricted to τ, t . σ t is a notational abbreviation of σ 0,t .
The point constant delays are denoted by h i ∈ 0, h , for all i ∈ q ∪ {0} and are, in general, incommensurate, and h 0 0.
The Dynamic System Subject to Time Delays
Consider the following class of switched linear time-varying differential dynamic system subject to q distinct internal incommensurate point delays 0 h 0 < h 1 < h 2 < · · · < h q h: x t q i 0
A i t x t − h i B t u t , y t C t x t D t u t , 2.1
where h i ∈ 0, ∞ ; for all i ∈ q : {1, 2, . . . , q}, x t ∈ R n , u t ∈ R m , and y t ∈ R p are the state, input or control and output or measurement vectors, respectively, and
where i ∈ q ∪ {0} : {0, 1, 2, . . . , N}, fulfilling that A i τ , B i τ , C i τ and D i τ are piecewise constant such that they are constant either in t − T, t or in t, t T , for all t ∈ R 0 and some fixed T ∈ R . The system 2.1 has two auxiliary unforced systems which are useful for stability analysis defined as follows.
i The zero-delay auxiliary unforced switched system 2.1 :ẋ t q i 0 A i t x t ; y t C t x t is the particular system arising when all the delays of 2.1 are zero.
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ii The delay-free unforced auxiliary switched system:ẋ t A 0 t x t − h i ; y t C t x t is the particular system arising when all the matrices describing delayed dynamics in 2.1 are zero.
A well known important property is that, in the case of one single configuration, i.e., the system does not switch among a set of them the global stability of the above auxiliary systems leads to necessary conditions for stability independent of the delays 26 . The physical interpretation is that the dynamic system 2.1 is a switched system under some piecewise constant switching function σ : R 0 → N, which generates a strictly ordered sequence of switching time instants ST σ : {t i : t i 1 ≥ t i T, for all i ∈ N 0 ⊃ {1} ⊂ Z , t 1 ∈ R 0 }, and which might be equivalently rewritten, since 
A i t x t − h i B t u t q i 0

A i t x t q i 1
A i t x t − h i − A i t x t B t u t ,
y t C t x t D t u t , 2.4
where x : R 0 ∪ −h, 0 → X ⊂ R n is the state-trajectory solution, which is almost everywhere time differentiable on R 0 and satisfies 2.3 , subject to bounded piecewise continuous initial conditions on −h, 0 , that is, x ϕ ∈ BPC 0 −h, 0 , R n . It is assumed that σ t j ∈ N, for all t ∈ R − ∪ 0, t 1 , t 1 ∈ ST σ , being the first switching instant generated by the switching function σ : R 0 → N; that is, there is a time invariant parameterization belonging to the given set on −∞, t 1 . The above assumption has an obvious real meaning for the general cases where the control is nonzero on R − . The unique mild solution of the state-trajectory solution, which exists on R 0 according to Picard-Lindeloff theorem for any given ϕ ∈ BPC 0 −h, 0 , R n and any u ∈ BPC 0 R, R m , may be calculated on any time interval α, t ⊂ R on nonzero measure by first decomposing the interval as a disjoint union of connected components defined by its contained sequence of switching time instants as
where
Abstract and Applied Analysis where, although the evolution operators between any two time instants τ, t > τ depends on the corresponding partial switching function σ τ,t , the simpler notation Φ t, τ is preferred instead for Φ σ τ,t t, τ for the sake of simplicity. This simplified notation criterion will be used when no confusion is expected together with the former one M σ t → M t for all the matrices of the individual parameterizations. The output trajectory solution is
for all t ≥ α , α ∈ R, subject to initial conditions ϕ ∈ BPC 0 −h, 0 , R n , where 1 x h α is the strip of state-trajectory solution on α − h, h which takes values ϕ t if t α − h < 0 2 the evolution operator in Φ ∈ L R n × R, R n is defined pointwisely by
dτ is the unforced response in 0, t , where the matrix function Φ ∈ C 0 R × R, R n×n is a fundamental matrix of the dynamic differential system which is everywhere differentiable and has almost everywhere continuous time-derivative on R with bounded discontinuities on the set ST σ and is defined on the interval α, t ⊂ R as
and the above matrix function products are defined to the left, and 3 the input-state and input-output operators in
2.10
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n×n is an everywhere differentiable matrix function on R , with almost everywhere continuous time-derivative except at time instants in SI σ , which satisfieṡ
2.14 on R whose unique solution satisfies Z t, α 0, for all α < t , t ∈ R, and is defined by
on any time interval α, t ⊂ R 0 . Now, take α 0, and consider that the input u t is defined on R. Then, the combination of 2.7 with the substitution of 2.13 in the delayed state and 8
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2.16
where U t is the unit step Heaviside function. The following result is concerned with sufficient conditions of asymptotic stability and exponential stability of the switched delayed system 2.1 , 2.3 , based on Gronwall's lemma, which will be then useful to define the Hankel and Toeplitz operators. Proof. i One gets from 2.7 by using Gronwall's lemma 29
2.18
then property i follows by simple inspection that it is guaranteed that x t 2 → 0 as t → ∞ since the function of initial condition is bounded on its definition domain.
ii It follows directly from the above formula since the upper-bounding function of x t 2 is of exponential order with decay rate −ρ 0j < 0, provided that ρ 0j > K 0σ t i q i 1 A ij 2 , for all j ∈ N, provided that the minimum residence time max t i ∈ST σ t i 1 − t i ≥ T is sufficiently large. Properties iii and iv are direct extensions of Property ii for the cases when only one delay-free matrix of dynamics is stable or when only a nonempty subset of them are stable matrices, respectively. Theorem 2.1 extends known previous ones concerning asymptotic stability of the switched system if all the matrices of the set A 0 are stable and the switching function is subject to a sufficiently large residence time in-between any two consecutive switches. A dual result to Theorem 2.1 i -iii is Theorem 2.2 below for instability when all the matrices in the set A 0 are unstable with no stable or critically stable eigenvalues i.e., all the matrices A 0j , for all j ∈ N, are antistable and the absolute convergence abscissas of − A 0j , for all j ∈ N, are sufficiently large compared to the norms of the matrices of delayed dynamics. Note that although the matrices of delay-free dynamics be antistable, any of the parameterizations of the whole delayed system 2.1 , 2.3 can be antistable since it is well known that any time invariant delayed system possessing a principal term in its characteristic polynomial has any unstable value at finite distance and there exists only a finite number of modes within each vertical strip. As a result, the number of unstable eigenvalues is finite, and since the system possesses infinitely many eigenvalues 24 , one concludes that the system cannot be antistable.
Theorem 2.2. The following properties hold.
i The unforced dynamic system 2.1 , 2.3 is globally unstable independent of the sizes of the delays if the switching function σ : R 0 → N is such that
2.19
where 
iii The unforced dynamic system 2. A combination of Theorems 2.1 and 2.2 will be used in Section 3 to guarantee the boundedness of the input-state and the input-output operators of the switched system. The following result is direct from the fact that if the system is exponentially stable then its Euclidean norm possesses an upper bound of exponential order with negative decay rate so that the state and output trajectory solutions are in L n 2 and L p 2 , respectively. As a result, the input-state Γ and input-output
respectively, that is, linear and then bounded. 
Proposition 2.3. If any of the properties of Theorem 2.1(i)-(iii) hold for a given switching function σ : R 0 → N then the unforced state and output trajectory solutions Φx
Proof. The first part concerning the unforced solution follows directly from Theorem 2.1 iiii . The respective linear operators are bounded. The second part follows by taking into account the above properties in Theorem 2.1 and the square-integrability of u on its appropriate definition domains. 
If the system is globally asymptotically stable, then it is possible to restrict the domain and image L
2 R y with R y ⊂ R being a bounded real interval, in particular for R y ≡ R ± . Finally, The Hankel and Toeplitz causal and anticausal operators are investigated concerning the cases R y ≡ R ± . Two different sets of assumptions, the first one being less restrictive, are now given to be used when deriving some of the results of this section. Note that if Assumption 3.1 hold then no configuration of the switched system has eigenvalues within the open vertical strip −ε, ε × R of the complex plane from Theorems 2.1 and 2.2. Furthermore, there exist nonunique coordinate transformations T j , for all j ∈ N, such that
where A − 0j is stable i.e., all its eigenvalues are in C 0− and of order n − , and A 0j is antistable i.e., all its eigenvalues are in C 0 and of order n n − n − , for all j ∈ N. Note also that if Assumption 3.2 holds, then T j T , for all j ∈ N. After a linear change of variables x t T t k x t , for all t ∈ t k , t k 1 with t k , t k 1 ∈ ST σ , such that σ t k j and T t k T j , for some j ∈ N, the system 2.1 may be described as follows:
for all t ∈ t k , t k 1 , where
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, and some j ∈ N, 3.4
for all i ∈ q ∪ {0} and some for all j ∈ N, where
The subspaces χ − A 0j Im T 
and Π ± j k Π ± t Π ± t k for some j k ∈ N such that σ t j k ; for all t ∈ t k , t k 1 for each t k , t k 1 ∈ ST σ . Thus, from 2.13 -2.15 , and α 0, one gets directlẏ
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is an everywhere differentiable matrix function on R 0 , with almost everywhere continuous time-derivative except at time instants in SI σ , which satisfies:
on R , since σ t σ t k , for all t ∈ t k , t k 1 , whose unique solution satisfies Z t, 0 0, for all t ∈ R − , and is defined by
3.10
Then, 
for all t ∈ t k , t k 1 , for all t k ∈ ST σ provided that σ t σ t k j j k ∈ N, and the transformations also apply on the evolution operators when performing the change of variables.
The input-state and input-output operators obtained in 2.13 , 2.16 , and 2.15 , by taking into account 3.5 , are now defined explicitly in the subsequent result for a switching function σ : R 0 → N. Note that the input-state operator depends on the state variable transformations while the input-output operator does not depend on the state variables, that is, it does not depend on the matrices T σ t .
Lemma 3.3. The input-state and input-output operators have the following pointwise expressions:
Γu t t −∞ Z t, τ B τ u τ dτ t −∞ Φ t, τ B τ q i 1 t −∞ Φ 0, γ A i γ Z γ −h i , τ B τ U τ −U γ −h i dγ u τ dτ 3.13a t −∞ Z t, τ Π − τ B τ u τ dτ − ∞ t Z t, τ Π τ B τ u τ dτ 3.13b t −∞ Φ t, τ Π − τ B τ q i 1 t −∞ Φ 0, γ A i γ Z γ − h i , τ Π − τ B τ × U τ − U γ − h i dγ u τ dτ − ∞ t Φ t, τ Π τ B τ q i 1 t −∞ Φ 0, γ A i γ Z γ − h i , τ Π τ B τ × U τ − U γ − h i dγ u τ dτ, 3.13c Γ o u t t −∞ C t Z t, τ B τ u τ dτ D t u t t −∞ C t Φ t, τ B τ q i 1 t −∞ Φ 0, γ A i γ Z γ − h i , τ B τ × U τ − U γ − h i dγ u τ dτ D t u t 3.14a t −∞ C t Z t, τ Π − τ B τ u τ dτ − ∞ t C t Z t, τ Π τ B τ u τ dτ D t u t 3.14b t −∞ C t Φ t, τ Π − τ B τ q i 1 t −∞ Φ 0, γ A i γ Z γ − h i , τ Π − τ B σ τ × U τ − U γ − h i dγ u τ dτ − ∞ t C t Φ t, τ Π τ B τ q i 1 t −∞ Φ 0, γ A i γ Z γ − h i , τ Π τ B τ × U τ − U γ − h i dγ u τ dτ D t u t .
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Proof. It follows directly since the forced solutions of 2.16 -2.15 may be recalculated by direct manipulation of the integrals as follows:
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Now 3.13c -3.14c are further expanded by using the transformation of state variables and the contribution of each interswitching time intervals. The subsequent auxiliary useful notation convention is used to write the mathematical expressions in a very comprehensive way. It is taken into account that there are no switching instants at negative time, that the current time t may be or not to be a switching instant and that the transformation of variables are given by a nonsingular matrix T σ t which takes a finite number of N values and which is constant within the semiopen time interval in-between any two consecutive switching instants:
where k : R 0 → N is a discrete valued function which takes only a finite number of positive integers according to the switching function used.
Lemma 3.4. The input-state and input-output operators have the following expressions:
Γu t k t j 1 t j t j− 1 Φ − t, τ B − t j−1 q i 1 k t 1 t t −1 Φ 0, γ A t −1 Z γ − h i , τ B − t j−1 − × U τ − U γ − h i dγ u τ dτ − ∞ j k t t j 1 t j Φ t, τ B t j−1 q i 1 k t 1 t t −1 Φ 0, γ A i t −1 Z γ − h i , τ B t j−1 × U τ − U γ − h i dγ u τ dτ, Γ o u t k t j 1 t j t j−1 C − t Φ − t, τ B − t j−1 q i 1 k t 1 t t −1 Φ 0, γ A i t −1 Z γ − h i , τ B t j−1 − × U τ − U γ − h i dγ u τ dτ − ∞ j k t t j 1 t j C t Φ t, τ B − t j−1 q i 1 k t 1 t t −1 Φ 0, γ A i t −1 Z γ −h i , τ B t j−1 × U τ − U γ − h i dγ u τ dτ D t u t .
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Proof. It follows directly from Lemma 3.3 by using 3.5 , 3.7 , and 3.11b , since 3.10 , 3.11a , 3.11b , and 3.11c hold, where
3.18
for all γ ∈ t j , t j 1 , σ γ σ t j , t 0 −∞, t j ∈ ST σ for j ∈ N 0 ⊂ N. 
T t, τ T σ τ,t depends on the partial switching function σ τ,t : τ, t → N τ,t ⊂ N) such that
Φ t, τ Block Diag Φ − t, τ , Φ t, τ T t, τ Φ t, τ T −1 t,
holds, then (ii) holds with constant T σ t T , for all t ∈ R 0 . iv If Assumption 3.2 holds, and all the matrices in the set A 0 defining the switched system by the partial switching function up to time t defined as
in 3.16 and 3.17 subject to 3.
. v If both assumptions of Property (vi) hold and all the matrices in the set A i for all i ∈ q defining the switched system by the partial switching function up to time t have a block diagonal structure with two block matrices of common sizes n − and n , then Z t, τ is block diagonalizable with two nonzero square matrix blocks of time invariant sizes n
− and n , for all τ ∈ R\ t, ∞ , for all t ∈ R. Furthermore,
in 3.16 and 3.17 .
Proof. i It follows directly from the fact that any real matrix has a Jordan diagonal form.
ii , iii They follow directly from the fact that the matrix function Φ τ, t i is an exponential matrix function of A 0σ t i within interswitching time intervals which is block diagonalizable under the same similarity transformation and with the same block diagonal matrices sizes as the matrix A 0 t i , the stable antistable block diagonal matrix A − 0 t i τ − t i A 0 t i τ − t i generating a convergent divergent exponential matrix function Φ − τ, t i Φ τ, t i . iv Its first part follows from 2.9 since for any real constants α, β and any A 0j ∈ A 0 which commute, e A 0j 1 α · e A 0j 2 β e A 0j 1 α A 0j 2 β , for all j 1,2 ∈ N t . Its second part follows from the semigroup property of Φ t, τ .
v It follows from 2.9 and 2.15 , both being block diagonal with two non-zero square block matrices of corresponding identical time invariant sizes, respectively, n − and n , under the given assumptions since the matrices A i , for all i ∈ q, are diagonalizable with identical two square matrix blocks of identical sizes.
If all the matrices in the set A 0 are dichotomic, namely, they have no critically stable eigenvalues, then they admit a similarity transformation to a block diagonal form with only stable and instable eigenvalues. Under some extra assumptions related to the switching function to require a minimum residence time at each parameterization of the switched system, it may be proved that the input-state/output operators of the solution are bounded operators. Now, denote by P Proof. It turns out from applying the Cauchy-Schwartz inequality to the sate/outputtrajectory solutions that if the system is globally asymptotically stable and the input is an original i.e., it is identically zero for t ∈ R − and, furthermore, square-integrable, then the state and output trajectory solutions are identically zero for t ∈ R − and square-integrable on R 0 . As a result, both linear operators are bounded and, equivalently, continuous. The second result is a dual one to the first result. 
In the same way, the input-state operators 
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2 is also bounded. We define the following:
1 the causal input-output Hankel operator or, simply causal Hankel operator
3 the causal input-output Toeplitz operator or, simply causal Toeplitz operator
4 the anticausal input-output Toeplitz operator or, simply anticausal Toeplitz operator iii H Γ 0 u t 0,
The last expression being valid if t 1 0 since t 0 −∞. If t 1 > 0, then the given switching sequence ST σ may be redefined as t 1 → 0, t i 1 → t i , . . . for all i ≥ 1 with the switching function initialized as σ t σ t 0 −∞, for all t ∈ −∞, t 2 , so that the switched system is not modified and the above expression is valid for the causal Toeplitz operator:
3.30
with the switching time instants being redefined with t 1 0, so that σ t σ −∞ , for all t ∈ −∞, t 2 , as above, in the case that the first switching time instant is nonzero: 
3.31
3.33
The last expression being valid if t 1 0 since t 0 −∞. 
3.34
with the switching time instants being redefined with t 1 0, so that σ t σ t 0 σ −∞ , for all t ∈ −∞, t 2 , as above, in the case that the first switching time instant is nonzero:
vi T Γ u t 0,
3.35
H Γ u t 0, T Γ u t P n − ΓP m − u t 0 −∞ Z t, τ B τ u τ dτ 0 −∞ Z t, τ B τ u τ dτ 0 −∞ Φ t, τ B −∞ q i 1 0 −∞ Φ t, γ A i −∞ Z γ − h i , τ ×B −∞ U τ − U γ − h i dγ u τ dτ 0 −∞ Φ t, τ B − −∞ q i 1 0 −∞ Φ t, γ A i −∞ Z γ − h i , τ × B −∞ U τ − U γ − h i dγ u τ dτ, ∀t ∈ R 0− .
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Proof. It follows directly from Note that, if Assumption 3.2 holds, then Theorem 3.8 holds with a constant transformation of coordinates T ∈ R n× n in 3.4 , 3.5 , that is,
for all t ∈ t k , t k 1 , for all t k , t k 1 ∈ ST σ , for all t ∈ t , ∞ if t ∈ ST σ and there is no ST σ t > t so that card ST σ < ∞. Theorem 3.8 can be specified as follows under Assumption 3.2 provided that each matrix of delayed dynamics has two block diagonal expressions of the same orders as those of A 0 . 
3.38
so that H Γ o u t C t H Γ u t , for all t ∈ R 0− , with the switching time instants being redefined with t 1 0, so that σ t σ t 0 σ −∞ , for all t ∈ −∞, t 2 , as above, in the case that the first switching time instant is nonzero.
Proof. It follows directly from Theorem 3.8 and Lemma 3.5 iii -iv since the matrix functions Φ t, τ and Z t, τ maintain a two block diagonal structure with matrices of orders n − and n from 3.11a , 3.11b , and 3.11c .
Definitions of causality and anticausality follow. 
is bounded independent of the delays, and if all the matrices of delay-free dynamics in the set A 0 are stable, then the system 2.1 is globally asymptotically stable and causal independent of the delays.
ii Thus, all the configurations of the switched system are dichotomic independent of the delays if the switching function is subject to a minimum residence time exceeding an appropriate threshold. From Theorem 3.8 i and iv , the system is causal if the anticausal Hankel operator is zero, namely,
2 , for all t ∈ R 0− . Property i follows since if A 0 is a set of stable matrices then the switched system is globally asymptotically stable independent of the delays from Theorem 2.2 and Assumption 3.1 and causal from H Γ o u t 0, for all u ∈ L m 2 , for all t ∈ R 0− . The above factorization exists since 0 ≤ n t < ∞ the number of unstable eigenvalues of any configuration of 2.1 is finite since the characteristic quasipolynomials of all the configurations have a principal term in view of the structure of 2.1 , 17 . Since the system is uniformly observable, then the following contradiction is stated if n t / 0:
. The contradiction follows since t i 1 ≥ t i T for some T ∈ R 0 so that the controllability Grammian
dτ, for all τ ∈ t i , t i 1 is positive definite, for all t i , t i 1 ∈ ST σ for some constant T 0 ∈ R 0 independent of t i and for all t i ∈ ST σ if the system 2.1 is uniformly controllable. Thus, n t 0, and Property ii follows. Property iii follows in a similar way by neglecting the controllability condition since
The following result strengths Theorem 3.14 since Assumption 3.2 allows to maintain all the eigenvalues strictly outside the imaginary axis independent of the delays via arbitrary switching see Theorem 3.14 has the following simpler version for zero and small delays which follows from the continuity of the eigenvalues with respect to the delays. It is not required that the matrices describing the delayed dynamics of the various configurations have sufficiently small norms compared with the minimum absolute stability abscissa among the configurations associated with the delay-free dynamics defined by the set A 0 . Then, the following properties hold.
is bounded for some switching function σ : R 0 → N and if all the matrices of delay-free dynamics in the set A 0 are stable, then the system 2.1 is globally asymptotically stable and causal for h i ∈ 0, h , for all i ∈ q for some sufficiently small h ∈ R .
2 is zero and the switched system 2.1 is uniformly controllable and uniformly observable for h i ∈ 0, h , for all i ∈ q for some sufficiently small h ∈ R , then it is globally asymptotically Lyapunov's stable for
2 is zero and the switched 2.1 is uniformly controllable for h i ∈ 0, h , for all i ∈ q for some sufficiently small h ∈ R , then it is globally asymptotically Lyapunov's stable for h i ∈ 0, h , for all i ∈ q.
The following result follows from Theorem 3.16 under Assumption 3.2 in the same way as Corollary 3.15 is a consequence of Theorem 3.14. The condition of the auxiliary unforced delay-free system being dichotomic can be removed to conclude global asymptotic stability under causality and uniform controllability and observability as proved in the sequel.
Φ t, τ A 1 τ Z τ − h 1 , 0 dτ, ∀t ∈ R 0 , 4.8 subject to Z t, 0 0, for all t < 0, and Φ t, τ γ σ 0 τ Φ 1 t, τ 1 − γ σ 0 τ Φ 2 t, τ , for all t, τ ≤ t ∈ R 0 , 4.5 , 4.6 , which are obtained from A 0i i 1, 2 , and the definition of A 1 t in this example. If the control input u t is in L 2 , then the output y t is also in L 2 independent of the delay h 1 ∈ 0, ∞ and for any switching function σ : R 0 → 2 {1, 2} since the system 4.1 , subject to the given matrices A 0i , A 1 t , i 1, 2, is stable independent of the delay and for arbitrary switching. Since A 0i i 1, 2 are stability matrices, the transformation matrices T i I 2 i 1, 2 then A 0i A 0i i 1, 2 , A 1 t A 1 t , e 1 C B C B in 3.1 -3.5 . Now, the Definition 3.7 yields to the following particular application of Theorem 3.8 for this example since Assumption 3.1 holds and the input-state and input-output operators are bounded operators. It is found, as expected since all the matrices are stable, that the anticausal input-output and input-state Hankel operators are zero on R 0 . × U τ − U γ − h 1 dγ u τ dτ, ∀t ∈ R 0 .
4.9
The last expression being valid if t 1 0 since t 0 −∞. If t 1 > 0, then the given switching sequence ST σ may be redefined as t 1 → 0, t i 1 → t i , . . . , for all i ≥ 1 with the switching function initialized as σ t σ t 0 −∞, for all t ∈ −∞, t 2 so that the switched system is not modified and the above expression is valid for the causal Toeplitz operator. × U τ − U γ − h 1 dγ u τ dτ, ∀t ∈ R 0 .
4.13
The last expression being valid if t 1 0 since t 0 −∞. If t 1 > 0, then the given switching sequence ST σ may be redefined as above.
6 The anticausal input-state Hankel and causal input-state Toeplitz operators on R 0− are H Γ u t P n − ΓP u t 0, T Γ u t 0, ∀t ∈ R 0− , 4.14 with the switching time instants being redefined with t 1 0, so that σ t σ t 0 σ −∞ , for all t ∈ −∞, t 2 , as above, in the case that the first switching time instant is nonzero. 
4.16
Note that the bounded input-output and input-state linear operators Γ 0 : L 2 → L 2 and Γ : L 2 → L n 2 are causal since the respective anticausal Hankel operators are zero.
