A Structured Sparse Decomposition Method For Audio Signals by Akyıldız, Ömer Deniz
 Department of Electronics and Communications Engineering 
 
Telecommunications Engineering Programme 
 
 
 
Anabilim Dalı : Herhangi Mühendislik, Bilim 
Programı : Herhangi Program 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
ISTANBUL TECHNICAL UNIVERSITY  GRADUATE SCHOOL OF SCIENCE 
ENGINEERING AND TECHNOLOGY 
M.Sc. THESIS 
JUNE 2012 
 
A STRUCTURED SPARSE DECOMPOSITION METHOD 
FOR AUDIO SIGNALS 
 
Ömer Deniz AKYILDIZ 
   
 M.Sc. THESIS 
    
JUNE 2012 
ISTANBUL TECHNICAL UNIVERSITY  GRADUATE SCHOOL OF SCIENCE 
ENGINEERING AND TECHNOLOGY 
A STRUCTURED SPARSE DECOMPOSITION METHOD 
FOR AUDIO SIGNALS 
 
Ömer Deniz AKYILDIZ 
 (504101320) 
Department of Electronics and Communications Engineering 
 
Telecommunications Engineering Programme 
 
 
 
Anabilim Dalı : Herhangi Mühendislik, Bilim 
Programı : Herhangi Program 
 
Thesis Advisor: Assist. Prof. Dr. İlker BAYRAM 
   
     
HAZİRAN 2012 
İSTANBUL TEKNİK ÜNİVERSİTESİ  FEN BİLİMLERİ ENSTİTÜSÜ 
SES İŞARETLERİ İÇİN YAPILANDIRILMIŞ SEYREK 
BİR AYRIŞTIRMA YÖNTEMİ 
YÜKSEK LİSANS TEZİ 
Ömer Deniz AKYILDIZ 
(504101320) 
Elektronik ve Haberleşme Mühendisliği Anabilim Dalı 
 
Telekomünikasyon Mühendisliği Programı 
 
 
 
Anabilim Dalı : Herhangi Mühendislik, Bilim 
Programı : Herhangi Program 
 
Tez Danışmanı: Yard. Doç. Dr. İlker BAYRAM 
  
 
  v 
  
Thesis Advisor :  Assist. Prof. Dr. İlker BAYRAM  .............................. 
 İstanbul Technical University  
Jury Members :  Assoc. Prof. Dr. Işın YAZGAN ERER ............................. 
İstanbul Technical University 
 
 
 
 
 
Assoc. Prof. Dr. Barış BOZKURT  .............................. 
Bahçeşehir University 
 
Ömer Deniz AKYILDIZ, an M.Sc. student of ITU Graduate School of Science, 
Engineering and Technology with student ID 504101320, successfully defended 
the thesis entitled “A STRUCTURED SPARSE DECOMPOSITION METHOD 
FOR AUDIO SIGNALS”, which he prepared after fulfilling the requirements 
specified in the associated legislations, before the jury whose signatures are below. 
 
 
 
Date of Submission   : 04 May 2012 
Date of Defense  : 05 June 2012 
  vi 
  
  vii 
 
 
 
To my mother, 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  viii 
 
FOREWORD
This thesis project would not have been possible without the support of many people.
At first, I would like to thank my advisor Prof. Ilker Bayram for his support to this
work. Also, I am thankful to my jury members Prof. Baris Bozkurt and Prof. Isin Erer
for their advices. I would like to thank Prof. Baris Bozkurt also for providing the test
data.
I would like to thank Prof. Bilge Gunsel for her advisory of my bachelor thesis and
first year graduate study. I am also thankful to her for also letting me to use other
computers in the ITU MSPR Lab. for tests.
I would also like to thank Prof. Neslihan Serap Sengor for her guidance and support.
I am thankful to all members of the ITU Multimedia Signal Processing and Pattern
Recognition Group for their support and friendship. In particular, I would like to thank
Sezer Kutluk for his friendship and helps for maddening software issues. Also, I am
thankful to Yener Ulker for his support. I am thankful to Serap Kirbiz for her support
during stressful times of the thesis project. Also, I would like to thank Ozgun Cirakman
for his support.
I would also like to thank my friend Berat Denizdurduran here for kindly letting me to
do him every kind of jokes which are mostly very enjoyable.
From the past, I would like to thank my geometry teacher, Nadir Seferbeyoglu who
is more than a teacher for me. Without his support during last year of high-school, it
could be very hard to enter to ITU EE Faculty and then come to these days.
My infinite thanks go to, of course, Busra Topal, my lovely girlfriend and patient
companion in misfortune. She always supported me in hard times and gave me
resistance for going on when I was tend to give up. She was very promising to relieve
my anxiety when I was suspicious of everything.
At least, I would like to thank my family, especially my mother. I can not even imagine
the difficulties she faced while bringing up us. She was always supportive. Also, she
was the most influential physics teacher I have ever had.
This work is supported by The Scientific and Technological Research Council of
Turkey (TUBITAK) under the grant 110E240.
June 2012 Ömer Deniz AKYILDIZ
ix
x
TABLE OF CONTENTS
Page
FOREWORD........................................................................................................... ix
TABLE OF CONTENTS........................................................................................ xi
ABBREVIATIONS ................................................................................................. xiii
LIST OF TABLES .................................................................................................. xv
LIST OF FIGURES ................................................................................................xvii
SUMMARY ............................................................................................................. xxi
ÖZET .......................................................................................................................xxiii
1. INTRODUCTION .............................................................................................. 1
1.1 Bayesian Perspective ...................................................................................... 1
1.2 Denoising........................................................................................................ 2
1.3 Decomposition................................................................................................ 3
1.4 Literature Review ........................................................................................... 4
1.5 Contribution.................................................................................................... 6
1.6 Outline ............................................................................................................ 6
2. SHORT-TIME FOURIER TRANSFORM....................................................... 9
2.1 Fourier Transform........................................................................................... 9
2.1.1 Fourier transform of nonstationary signals............................................. 12
2.2 Short-Time Fourier Transform ....................................................................... 12
2.2.1 Spectrogram............................................................................................ 14
2.2.2 Discussion on windows .......................................................................... 15
2.2.2.1 Length .............................................................................................. 15
2.2.2.2 Shape................................................................................................ 16
2.3 Frame Theory Fundamentals .......................................................................... 17
2.3.1 Frames of STFT...................................................................................... 17
2.3.2 Analysis and synthesis operators of the frame ....................................... 18
2.4 STFT for Musical Audio ................................................................................ 18
2.4.1 Why these structures?............................................................................. 20
2.5 Conclusions .................................................................................................... 20
3. STRUCTURED SPARSITY BASED ON SUPPORT FUNCTIONS ............. 21
3.1 A Reformulation of Denoising ....................................................................... 21
3.2 Calculus with Support Functions.................................................................... 23
3.3 Norms ............................................................................................................. 23
3.3.1 Unit balls ................................................................................................ 24
3.3.2 Some examples of norms........................................................................ 24
3.3.2.1 `1-norm ............................................................................................ 24
xi
3.3.2.2 `2-norm ............................................................................................ 25
3.3.2.3 `p-norm............................................................................................ 25
3.3.2.4 Mixed norms.................................................................................... 25
3.4 Norms as Support Functions .......................................................................... 27
3.5 Problem Formulations: Variations.................................................................. 28
3.5.1 `1 regularization...................................................................................... 29
3.5.2 Ridge regularization ............................................................................... 30
3.5.3 Mixed norm regularization ..................................................................... 30
3.5.4 Mixed norm regularization with analysis prior ...................................... 33
3.6 Decomposition Methods Based on Sparsity................................................... 35
3.6.1 Decomposition via mixed norm analysis prior....................................... 36
3.6.2 Decomposition via mixed norm synthesis prior .................................... 37
3.6.3 `1-norm analysis / synthesis prior based audio decomposition .............. 38
4. EXPERIMENTAL RESULTS ........................................................................... 39
4.1 Experimental Setting ...................................................................................... 39
4.1.1 Window structure of STFTs ................................................................... 39
4.1.2 Regularizer weights ................................................................................ 40
4.1.3 Group structures of mixed norms ........................................................... 41
4.2 Results ............................................................................................................ 42
4.2.1 Ney + darbuka decomposition................................................................ 42
4.2.2 Kemence + darbuka decomposition ....................................................... 45
4.2.3 Tanbur + darbuka decomposition ........................................................... 48
4.2.4 Audio restoration .................................................................................... 51
4.2.5 Detection of onsets in tanbur signal ....................................................... 54
4.3 Discussion....................................................................................................... 56
4.3.1 Blocking artifacts of synthesis prior....................................................... 56
4.3.2 Discussion on sliding rates ..................................................................... 57
4.4 Conclusion...................................................................................................... 59
5. CONCLUSIONS AND FUTURE PERSPECTIVES....................................... 61
REFERENCES........................................................................................................ 63
APPENDICES......................................................................................................... 67
APPENDIX A ...................................................................................................... 69
APPENDIX B....................................................................................................... 71
CURRICULUM VITAE......................................................................................... 73
xii
ABBREVIATIONS
BPDN : Basis-Pursuit Denoising
CTFT : Continuous-Time Fourier Transform
DFT : Discrete-Fourier Transform
DTFT : Discrete-Time Fourier Transform
EM : Expectation-Maximization
FFT : Fast-Fourier Transform
FT : Fourier Transform
ICTFT : Inverse Continuous-Time Fourier Transform
IDFT : Inverse Discrete-Fourier Transform
IDTFT : Inverse Discrete-Time Fourier Transform
ISTA : Iterative-Shrinkage Thresholding Algorithm
ISTFT : Inverse Short-Time Fourier Transform
MAP : Maximum A Posteriori
MCA : Morphological Component Analysis
MM : Majorization-Minimization
MNA : Mixed Norm Analysis
MNS : Mixed Norm Synthesis
SNR : Signal-to-noise Ratio
STFT : Short-Time Fourier Transform
TF : Time-Frequency
xiii
xiv
LIST OF TABLES
Page
Table 4.1 SNR values for Ney + Darbuka Decomposition. ................................ 42
Table 4.2 SNR values for Kemence + Darbuka Decomposition......................... 45
Table 4.3 SNR values for Tanbur + Darbuka Decomposition. ........................... 48
xv
xvi
LIST OF FIGURES
Page
Figure 2.1 : (a) An arbitrary cosine signal. (b) Fourier transform of this signal.
Signal has one dominant frequency component, thus in Fourier
domain, we have one component that is symmetric. .......................... 10
Figure 2.2 : (a) An arbitrary cosine signal which has two dominant frequency
component. (b) Fourier transform of this signal. The signal has
two dominant frequency component, thus in Fourier domain, we
have two dominant spectral component. (c) The butt splice of
signals which are summed in (a). The frequencies are same with
two cosines in (a). (d) Fourier transform of (c). ................................ 11
Figure 2.3 : (a) The signal in Fig. 2.2(c). (b) Its Spectrogram. We can see
frequency change information is localized in time. ............................ 13
Figure 2.4 : (a) The signal which has smooth content. (b) The spectrogram
of signal in (a). Obviously, this signal has horizontal structures
in time and well localized in frequency. (c) A dirac signal. (d)
Spectrogram of signal in (c). It is very-well localized in time and
dispersed in frequency......................................................................... 14
Figure 2.5 : (a) The signal. (b) Window function. (c) Windowed snippet of
signal. .................................................................................................. 15
Figure 2.6 : (a) The mixture signal. This signal is sum of a oscillatory part
that modeling the tonal part and clicks that modeling the transient
part. In (b), STFT coefficients of the mixture signal with a long
analysis window can be seen. In this panel, horizontal content is
strong and sharper. In (c), STFT coefficients of the mixture signal
with a short analysis window can be seen. In this panel, vertical
content is strong and sharper............................................................... 16
Figure 2.7 : Spectrograms for Musical Signals. Piano signal, which consists of
purely tonal content, is represented by horizontal structures in the
spectrogram. In contrast, drum signal, which consists of purely
transient content, is represented by vertical structures. A bass
signal, which can be seen slightly mixture of tonal and transient,
is contains both horizontal and vertical structures. ............................ 19
Figure 2.8 : (a) The signal. (b) STFT with Long analysis window. (c) STFT
with Short analysis window. ............................................................... 19
Figure 3.1 : (a) An illustration of grouping system of a mixed norm with
non-overlapping groups. (b) An illustration of grouping system
of a mixed norm with overlapping groups. (c) An illustration of a
set of possible group structures in two dimensions. ........................... 26
xvii
Figure 4.1 : Groups in spectrogram........................................................................ 40
Figure 4.2 : (a) Spectrogram of Ney + Darbuka mixture signal with the long
analysis window (Window Length: 2048 point. Hop Size: 1024
point). (b) Spectrogram of Ney + Darbuka mixture signal with
the short analysis window (Window Length: 512-point. Hop
Size: 128-point). (c) Spectrogram of Tonal Estimate via Mixed
Norm Analysis Prior. (d) Spectrogram of Transient Estimate via
Mixed Norm Analysis Prior. (e) Spectrogram of Tonal Estimate
via Mixed Norm Synthesis Prior. (f) Spectrogram of Transient
Estimate via Mixed Norm Synthesis Prior. Compare (c) - (e) and
(d) - (f)................................................................................................. 43
Figure 4.3 : (a) Spectrogram of Ney + Darbuka mixture signal with the
long analysis window (Window Length: 2048 point. Hop Size:
1024 point). (b) Spectrogram of Ney + Darbuka mixture signal
with the short analysis window (Window Length: 512-point.
Hop Size: 128-point). (c) Spectrogram of Tonal Estimate via
`1-norm Analysis Prior. (d) Spectrogram of Transient Estimate
via `1-norm Analysis Prior. (e) Spectrogram of Tonal Estimate via
`1-norm Synthesis Prior. (f) Spectrogram of Transient Estimate
via `1-norm Synthesis Prior. Compare (c) - (e) and (d) - (f)............... 44
Figure 4.4 : (a) Spectrogram of Kemence + Darbuka mixture signal with the
long analysis window (Window Length: 2048 point. Hop Size:
512 point). (b) Spectrogram of Kemence + Darbuka mixture signal
with the short analysis window (Window Length: 512-point. Hop
Size: 128-point). (c) Spectrogram of Tonal Estimate via Mixed
Norm Analysis Prior. (d) Spectrogram of Transient Estimate via
Mixed Norm Analysis Prior. (e) Spectrogram of Tonal Estimate
via Mixed Norm Synthesis Prior. (f) Spectrogram of Transient
Estimate via Mixed Norm Synthesis Prior. Compare (c) - (e) and
(d) - (f)................................................................................................. 46
Figure 4.5 : (a) Spectrogram of Kemence + Darbuka mixture signal with the
long analysis window (Window Length: 2048 point. Hop Size:
512 point). (b) Spectrogram of Kemence + Darbuka mixture signal
with the short analysis window (Window Length: 512-point.
Hop Size: 128-point). (c) Spectrogram of Tonal Estimate via
`1-norm Analysis Prior. (d) Spectrogram of Transient Estimate
via `1-norm Analysis Prior. (e) Spectrogram of Tonal Estimate via
`1-norm Synthesis Prior. (f) Spectrogram of Transient Estimate
via `1-norm Synthesis Prior. Compare (c) - (e) and (d) - (f)............... 47
xviii
Figure 4.6 : (a) Spectrogram of Tanbur + Darbuka mixture signal with the
long analysis window (Window Length: 4096 point. Hop Size:
1024 point). (b) Spectrogram of Tanbur + Darbuka mixture signal
with the short analysis window (Window Length: 512-point. Hop
Size: 256-point). (c) Spectrogram of Tonal Estimate via Mixed
Norm Analysis Prior. (d) Spectrogram of Transient Estimate via
Mixed Norm Analysis Prior. (e) Spectrogram of Tonal Estimate
via Mixed Norm Synthesis Prior. (f) Spectrogram of Transient
Estimate via Mixed Norm Synthesis Prior. Compare (c) - (e) and
(d) - (f)................................................................................................. 49
Figure 4.7 : (a) Spectrogram of Tanbur + Darbuka mixture signal with the
long analysis window (Window Length: 4096 point. Hop Size:
1024 point). (b) Spectrogram of Tanbur + Darbuka mixture signal
with the short analysis window (Window Length: 512-point.
Hop Size: 256-point). (c) Spectrogram of Tonal Estimate via
`1-norm Analysis Prior. (d) Spectrogram of Transient Estimate
via `1-norm Analysis Prior. (e) Spectrogram of Tonal Estimate via
`1-norm Synthesis Prior. (f) Spectrogram of Transient Estimate
via `1-norm Synthesis Prior. Compare (c) - (e) and (d) - (f)............... 50
Figure 4.8 : (a) Spectrogram of observation signal signal. (Window Length:
1024 point. Hop Size: 256 point). (b) Spectrogram of observation
signal. (Window Length: 1024-point. Hop Size: 256-point).
(c) Spectrogram of Tonal Estimate via Mixed Norm Analysis
Prior. (d) Spectrogram of Transient Estimate via Mixed Norm
Analysis Prior. (e) Spectrogram of Tonal Estimate via Mixed
Norm Synthesis Prior. (f) Spectrogram of Transient Estimate via
Mixed Norm Synthesis Prior. Compare (c) - (e) and (d) - (f)............. 52
Figure 4.9 : (a) Spectrogram of observation signal signal. (Window Length:
1024 point. Hop Size: 256 point). (b) Spectrogram of
observation signal. (Window Length: 1024-point. Hop Size:
256-point). (c) Spectrogram of Tonal Estimate via `1 Analysis
Prior. (d) Spectrogram of Transient Estimate via `1 Analysis
Prior. (e) Spectrogram of Tonal Estimate via `1 Synthesis Prior.
(f) Spectrogram of Transient Estimate via `1 Synthesis Prior.
Compare (c) - (e) and (d) - (f). ............................................................ 53
Figure 4.10: Transients of tanbur signal. These transients can be used for onset
detection applications.......................................................................... 54
Figure 4.11: (a) Spectrogram of tanbur signal with the long analysis window
(Window Length: 2048 point. Hop Size: 1024 point). (b)
Spectrogram of tanbur signal with the short analysis window
(Window Length: 512-point. Hop Size: 256-point). (c)
Spectrogram of Tonal Estimate via Mixed Norm Analysis Prior.
(d) Spectrogram of Transient Estimate (Onsets) via Mixed Norm
Analysis Prior. (e) Spectrogram of Tonal Estimate via Mixed
Norm Synthesis Prior. (f) Spectrogram of Transient Estimate
(Onsets) via Mixed Norm Synthesis Prior. Compare (c) - (e) and
(d) - (f)................................................................................................. 55
xix
Figure 4.12: (a) A piece of original spectrogram of kaval signal. (b) A piece of
spectrogram of tonal part estimated by analysis prior. (c) A piece
of spectrogram of tonal part estimated by synthesis prior. When
compared, smoothness of analysis prior estimate can be seen. .......... 57
Figure 4.13: (a) A piece of spectrogram of transient part estimated by analysis
prior. (b) A piece of spectrogram of transient part estimated by
synthesis prior. When compared, analysis prior based spectrogram
results in slightly smoother spectrograms. Note that, in synthesis
prior based estimation, ‘blocks’ cause the musical noise slightly. ..... 57
Figure 4.14: Tests are ran for Kemence + Darbuka signal. SNR values for
estimates against different sliding rates for tonal part. For transient
part, we get similar results. ................................................................. 58
Figure 4.15: Tests are ran for Ney + Darbuka signal. SNR values for estimates
against different sliding rates for tonal part. For transient part, we
get similar results. ............................................................................... 58
xx
A STRUCTURED SPARSE DECOMPOSITION METHOD
FOR AUDIO SIGNALS
SUMMARY
Structured sparse methods enable to obtain special structures in time-frequency
representations of audio signals. These methods generally consist of convex
optimization problems. Also, these formulations are inverse problem formulations
to estimate a target signal under different circumstances. Problem formulation consists
of a quadratic data term and regularization terms. Quadratic data term justifies
the resulting signal is ‘close’ enough to the observation signal. By using proper
regularization terms, which are also corresponding to proper priors for audio signals,
one can seek for a special signal structure to estimate. For instance, in a typical
denoising scenario, one can incorporate prior knowledge by using regularization terms
and successfully obtain target signal in a denoised form.
This framework can be applied to signal decomposition problem. To obtain special
target structures such as tonal and/or transient parts of an audio signal, different
regularization terms can be used. In literature, to form an optimization problem, in
addition to different representations, different sparsity-inducing norms are used.
In this work, we set ‘mixed norm analysis priors’ as our signal priors, i.e. regularization
terms, and achieved tonal/transient decomposition of an audio signal by using simple
model. Our problem formulation naturally leads to a convex optimization problem.
We solved this convex optimization problem with a coordinate-descent approach by
using ‘mixed-norm denoising’ algorithm.
It is also important to emphasize that, we use a different theoretical framework to
derive algorithms. We rewrite norms as their support, i.e., support functions, and use
theoretical tools from convex analysis. This replacement gives us the opportunity of
use projection idea and reduce denoising or decomposition problems to projection
problems. As long as projection algorithms is well-studied in convex analysis,
this theoretical framework gives extensive flexibility to derive algorithms in a clear
notational setting.
From a general point of view, our method uses two notions. First, we use
morphological diversity of components. That is, we use two different transforms
to represent audio data in different resolutions. Each resolution gives us a better
representation of the component which we interested in. Secondly, we use the notion
of structured sparsity, that is based on the usage of more complicated norms than
`1-norm to obtain sparsity. At that point, we use mixed norms with different groupings
to obtain each component.
More concretely, we choose the first regularization term, for tonal part, as mixed-norm
with overlapping groups (formed along time-axis) on Short-Time Fourier Transform
xxi
(STFT) of the first component with long analysis window. For transient part, we choose
the second regularization term as mixed-norm with overlapping groups (formed along
frequency-axis) on STFT of the second component with short analysis window.
Our results show that, this approach succesfully models the tonal and the transient part
of an audio signal, hereby leads to a successful decomposition algorithm.
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SES I˙S¸ARETLERI˙ I˙ÇI˙N YAPILANDIRILMIS¸ SEYREK
BI˙R AYRIS¸TIRMA YÖNTEMI˙
ÖZET
Bu çalıs¸mada, is¸aretlerin tonal ve tonal olmayan kısımlarının ayrıs¸tırılması için
çözümleme önseli temelli bir yöntem önerilmis¸tir. Önerilen yöntem ses is¸aretlerinin
farklı zaman-frekans gösterilimlerindeki dag˘ılımlarının farklılıklarını kullanmaktadır.
Problem, çözümleme önseliyle düzenliles¸tirilmis¸ bir tersine problem olarak düzen-
lenmis¸tir. Bu çalıs¸madaki yaklas¸ım, daha önce önerilmis¸ olan bires¸im is¸leci temelli
yaklas¸ımlara bir alternatif olus¸turmaktadır.
I˙s¸aretlerin çes¸itli kısımlarının elde edilmesi is¸aret is¸lemede çok çalıs¸ılan bir
problemdir. Özellikle ses is¸aretlerinin farklı kısımlarını, karmas¸ık olması itibariyle,
modellemek çok kolay deg˘ildir. Literatürde çok farklı yaklas¸ımlar olmakla birlikte,
son zamanlarda dikkat çeken bir yaklas¸ım ‘biçimsel farklılık’ ve ‘yapılandırılmıs¸
seyreklik’ konseptlerinin kullanımına dayanmaktadır.
Bu çalıs¸ma içerisinde kullanılan kavramlardan ilki biçimsel farklılık kavramıdır. Bu
fikir, görüntü, ses, biyofiziksel is¸aretler gibi pek çok is¸aretin çes¸itli biles¸enlerinin farklı
gösterilimler altındaki ‘seyrek’ olabileceg˘i üzerine dayanmaktadır. Sözgelimi, örnek
bir görüntü is¸aretinde, eg˘risel yapılar bir çerçeve ile ‘seyrek’ temsil edilebilirken, doku
gibi periyodik örüntüler tas¸ıyan yapılar daha farklı bir çerçeve ile ‘seyrek’ temsil
edilebilir. Bu özellik kullanılarak, her is¸aretin ‘seyrek’ oldug˘u çerçeve seçildig˘inde,
seyrek çözümler veren eniyileme problemleri istenilen kısımları elde etmeye yardımcı
olacaktır. Aynı s¸ey ses is¸aretleri için de geçerlidir. Örneg˘in, sesin tonal kısımları
spektrogram adı verilen gösterilim altında yatay yapılarda kendini gösterirken, sesin
tonal olmayan kısımları spektrogram adı verilen gösterilim altında dikey yapılarda
kendini gösterir. Dolayısıyla sesin bu biçimsel özelliklerini kullanarak her iki biles¸eni
de ‘seyrek’ bir s¸ekilde temsil etmek mümkündür. Sözgelimi, bu amaç için, farklı
pencere boylarına sahip Kısa-Zamanlı Fourier Dönüs¸ümü (KZFD) kullanılabilir.
Bu çalıs¸mada kullanılan kavramlardan ikincisi ‘yapılandırılmıs¸ seyreklik’ adı verilen
bir kavramdır. Buna göre, ‘seyrek’ çözümler elde etmek için sıklıkla kullanılan
`1-düzenliles¸tirme yaklas¸ımı, sadece seyrek çözümlerin isteneni vermedig˘i, dig˘er
bir deyis¸le daha ‘yapılandırılmıs¸’ problemler için yetersiz kalmaktadır. Çünkü,
`1-normu üstü kapalı bir s¸ekilde deg˘is¸kenlerin birbirinden bag˘ımsız oldug˘unu
varsaymaktadır. `1-normu Bayesçi bir açıdan bakıldıg˘ında Laplace önseline
kars¸ılık düs¸mektedir. Dolayısıyla, yapılandırılmıs¸ çözümlerin gerekli oldug˘u
durumlarda `1-normu is¸levsel olamamaktadır. Onun yerine çokça kullanılan bir
yaklas¸ım ‘karıs¸ık-norm’ düzenliles¸tirme yaklas¸ımıdır. Buna göre, sadece biles¸enlerin
çes¸itli gösterilimler altında biçimsel farklılıklarının seyrek olarak elde edilmesinin
yetmedig˘i problemlerde, seyrek çözümlere belli bir yapı empoze etmek mümkündür.
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Karıs¸ık-normları karakterize eden grup yapıları probleme özelles¸tirilerek bu sorunun
üstesinden gelinebilir. Özetin ileriki kısımlarında buna açıklık getirilmis¸tir.
Öncelikle ilk kavramımızı, yani biçimsel farklılıg˘ı kullanmak için is¸aretlerin
ilgilendig˘imiz kısımlarını yeterince net bir s¸ekilde temsil edebilecek dönüs¸ümlere
ihtiyacımız vardır. I˙s¸aretin ilgilendig˘imiz kısımları tonal ve tonal olmayan kısımlar
oldug˘una göre, bu yapıları özel olarak daha iyi temsil eden iki dönüs¸üme ihtiyaç
duymaktayız. Ses is¸aretlerinde tonal kısım genelde piyano, vokal gibi dürtüsel
içerig˘e sahip olmayan kısımdır. Bu kısmın fiziksel özellikleri düs¸ünüldüg˘ünde, bir
piyanonun basılan notalara göre belli frekanslarda iyi yerles¸mis¸ olması, fakat zamanda
dag˘ılmıs¸ olması gerekir. Çünkü saniyeler içerisinde belli notalardaki frekanslar çok
iyi lokalize iken, bu notalar belli zaman aralıkları boyunca çalmaktadır. Dolayısıyla,
bir zaman-frekans dag˘ılımı düs¸ünüldüg˘ünde, tonal kısımların frekansa kars¸ılık düs¸en
eksende seyrek fakat zamanda seyrek olmamaları gerekir. I˙s¸aretleri ses is¸lemede
sıkça kullanılan Kısa-Zamanlı Fourier Dönüs¸ümü (KZFD) domenine geçirdig˘imizde
bu durum gerçekten de böyle olacaktır. KZFD’nin yapısı gereg˘i tonal kısım enine
yapılarla temsil edilecektir. Aynı s¸ekilde perküsyon gibi dürtüsel içerig˘e sahip
is¸aretlerin, zamanda çok kısa yer tuttuklarından dolayı, zaman ekseninde seyrek
olmaları beklenir. Bu is¸aretler de frekansta dag˘ılmıs¸ olacaklardır. Dolayısıyla, KZFD
gösteriliminde tonal olmayan is¸aretlerin dikey yapılarla temsil edilmesi beklenir. Fakat
her iki biles¸eni de bas¸arıyla temsil edebilecek bir KZFD dönüs¸ümü yoktur. Çünkü
zaman-frekans gösterilimlerinin çözünürlükleri Heisenberg belirsizlik ilkesi uyarınca
sınırlanmıs¸tır. Bunun için, iki biles¸eni de efektif s¸ekilde temsil edebilmek için, iki
dönüs¸üm kullanmaktayız. Bu dönüs¸ümlerin birincisi, uzun pencereli dönüs¸ümdür
ve bu dönüs¸üm tonal kısımları daha iyi temsil etmektedir. I˙kinci dönüs¸üm ise kısa
pencereli dönüs¸ümdür ve bu dönüs¸üm tonal olmayan kısımları temsil etmektedir.
I˙lk dönüs¸üm -uzun pencereli dönüs¸üm- alındıg˘ında zaman-frekans eksenindeki yatay
yapıların, dikey yapılara göre daha belirgin olması beklenmektedir. Fakat böyle
bir yapıyı sadece seyrek olmaya zorlamak, yatay yapıları elde etmek için yeterli
olmayacaktır. Aynı s¸ekilde, kısa pencereli dönüs¸üme bakıldıg˘ında dikey yapıların
yatay yapılara göre daha belirgin olması beklenmekle beraber, yine de bu belirginlik
sadece seyrek bir çözüm ile elde edilebilecek kadar net deg˘ildir.
Bu noktada sadece seyrek çözümler elde etmek yerine, daha komplike ve
yapılandırılmıs¸ seyrek çözümler elde etme fikri akla gelmektedir. Buna göre, sadece
`1 normu kullanmak yerine, karıs¸ık norm kullanılabilir. Çünkü karıs¸ık normlar
grup yapıları sebebiyle deg˘is¸kenler arasında bag˘lılık ilis¸kilerine imkan vermektedir.
I˙ki boyutlu bir yapı olan KZFD gösterilimine bakıldıg˘ında, bu yapıda yatay ve
dikey yapılar arasında çes¸itli bag˘lılık ilis¸kileri varsaymak problemin yapılandırılmıs¸
çözümüne büyük bir katkı sag˘layacaktır. Sözgelimi, yatay yapıların daha belirgin
oldug˘u uzun pencereli dönüs¸üm için, yatay yöndeki deg˘is¸kenlerin birbirine bag˘ımlı
oldug˘unu varsaymak veya benzer s¸ekilde dikey yapıların daha belirgin oldug˘u kısa
pencereli dönüs¸üm için dikey yöndeki deg˘is¸kenlerin birbirine bag˘ımlı oldug˘unu
varsaymak istedig˘imiz gibi çözümler elde etmemizi kolaylas¸tıracaktır. Bu amaçla,
karıs¸ık normların grupları yatay seçildig˘inde, yatay yapıların elde edilmesi, karıs¸ık
normların grupları dikey seçildig˘inde dikey yapıların elde edilmesi mümkündür.
Dolayısıyla, uzun pencereli analizin üstüne yatay gruplu karıs¸ık norm konularak
bir önsel elde edildig˘inde, bu önsel bilgi terimi yatay yapıların elde edilmesini
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sag˘layacaktır. Çünkü uzun pencereli analizde yatay yapılar daha belirgin iken, üstüne
bir de yatay yapılar arasında bir bag˘lılık ilis¸kisi varsayıldıg˘ında bu yapıları elde etmek
çok daha kolay olacaktır. Aynı s¸ekilde kısa pencereli analizin üstüne dikey gruplu
bir karıs¸ık norm konularak elde edilen bir önsel bilgi terimi ise dikey yapıların elde
edilmesini sag˘layacaktır. Bu is¸aretlerin zamana geri çatıldıklarında elde edilen is¸aretler
sadece tonal ve tonal olmayan kısımlar olacaktır.
Bu çalıs¸madaki temel yeniliklerden birisi, yeni bir notasyonun ve çerçevenin de
kullanılmıs¸ olmasıdır. I˙lk kez daha önceki çalıs¸malarda önerilen ‘destek is¸levleri’
ile problem formüle edilmis¸ ve çözümler bu çerçevenin içerisinde yapılmıs¸tır. Buna
göre düzenliles¸tirme terimi olarak kullanılabilen her norm, destek is¸levi olarak
yazılabilmektedir. Böyle bir yeniden-yazım, çes¸itli önsavların kullanımına imkan ver-
mektedir. Böyle önsavlardan bir tanesi, klasik bir gürültüsüzles¸tirme probleminin bu
s¸ekilde yeniden yazıldıg˘ında izdüs¸üm algoritmaları ile çözülebileceg˘ini savlamaktadır.
Dolayısıyla, problem formülasyonları bir kere verildig˘inde, geriye kalan s¸ey izdüs¸üm
algoritmalarını çıkarmak olmaktadır. Böyle bir açıdan bakıldıg˘ında problemler daha
kolay ve basit yollardan çözülebilmektedir.
Bu çalıs¸mada temel olarak yapılan s¸ey, destek is¸levi çerçevesinde tanımlanmıs¸
olan bir gürültüsüzles¸tirme formülasyonunun, uygun pencere seçimleri ve uygun
norm seçimleri ile koordinat-inis¸i bir düzenlemede kullanılmasıdır. Dolayısıyla,
uygun önsel bilgi terimleri modele eklenerek bir is¸aret ayrıs¸tırma algoritması elde
edilmis¸tir. Bu algoritma sonucu elde edilen is¸aretler, aynı problemi çözen dig˘er
algoritmaların sonuçları ile kars¸ılas¸tırılmıs¸ ve yakın bir performans elde edildig˘i ve
modelin gelis¸tirmeye açık oldug˘u görülmüs¸tür.
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1. INTRODUCTION
In recent years, sparse modeling of audio signals became very popular. By setting
proper formulations, sparsity formulations give chance to obtain special structures in
observation signals. Methods based on this idea are intensively studied in last years.
In this thesis, we deal with a signal decomposition problem. When sparsity based
methods are applied to signal decomposition, one can get different components of data
by representing them sparsely in different ways [1]. To achieve this particular aim,
different representations and different sparsity-inducing norms are used. Once one get
the suitable transform to represent a particular component quasi-sparsely, one can use
the sparsity-inducing optimization problems to represent these structures ‘sparse’ in
special forms. This property of sparsity gives extensive flexibility to model audio or
image with different components.
1.1 Bayesian Perspective
In an abstract setting, foundations of several sparsity formulations can be interpreted
as Bayesian inference [2]. In this section, we construct our problem formulation from
scratch.
Consider a signal model,
y = Hx+η (1.1)
where η ∼N (0,1). This problem is a signal restoration problem. If we assume that
H = I, it becomes a denoising problem. y is the noisy observation, where x is the target
signal. If η is Normal, then y∼N (x,1), or,
Py|x(y | x) = exp(−
1
2
‖y−x‖22) (1.2)
If we do not have any prior knowledge, we can estimate x via Maximum-Likelihood
(ML) estimation. But, this estimation gives us xˆ = y which is not any valuable
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knowledge for us 1. If we incorporate prior knowledge into model, then we can seek for
posterior distribution. Using posterior, we can estimate x via Maximum A Posteriori
(MAP) Estimation.
Suppose that, we have prior knowledge P(x). To use this prior knowledge, we have to
state Bayes’ rule first.
Px|y(x | y) =
Py|x(y | x)Px(x)
Py(y)
(1.3)
In this setting, Px|y(x | y) is the posterior distribution, Py|x(y | x) is the likelihood. Px(x)
is the prior distribution which reflects our beliefs about the signal which we interested
in. Py(y) is generally acting as normalization constant and does not effect the solution
of optimization problem.
A typical maximum a posteriori problem can be defined as follows,
xˆ = argmax
x
Px|y(x | y) (1.4)
Thus, we want to estimate xˆ by using posterior distribution. Thus, we already know
likelihood from (1.2). We need prior distribution to obtain a posterior distribution, then
we will try to solve posterior maximization problem.
1.2 Denoising
Let us choose a signal prior such as,
Px(x) =
1
Z
exp(−λG(x)) (1.5)
In MAP framework, we can formulate an optimization problem as follows.
xˆ = argmax
x
Px|y(x | y)
= argmax
x
Py|x(y | x)Px(x)/Py(y)
= argmax
x
logPy|x(y | x)+ logPx(x)− logPy(y)
= argmax
x
logPy|x(y | x)+ logPx(x)
= argmin
x
−logPy|x(y | x)− logPx(x)
1See Appendix A.1 for derivation.
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We know that Py|x(y | x) from (1.2) and Px(x) from (1.5). Thus, Problem (1.4) equals
to,
xˆ = argmin
x
1
2
‖y−x‖22+λ G(x). (1.6)
If G(x) is convex, this problem is a convex optimization problem. Most of existing
literature are devoted to finding suitable regularization terms or priors for denoising
problems.
Solution of this type of problems are generally derived in convex optimization
framework. We will do so, but from a different point of view. We will use support
functions to represent regularization terms.
1.3 Decomposition
Now, suppose we have a mixture signal like y= x1+x2+η where x1 and x2 tonal and
transient component respectively and η is the Gaussian noise.
If η ∼N (0,1) then, we can state that,
Py|x1,x2(y | x1,x2) = exp(−
1
2
‖y−x1−x2‖22) (1.7)
If we set our parameters as θ = (x1,x2), then we can formulate use Bayes’ theorem as
follows.
Pθ |y(θ | y) =
Py|θ (y | θ)Pθ (θ)
Py(y)
(1.8)
We already know Py|θ (y | θ) from (1.7). Then to maximize Pθ |y(θ | y), we need prior
distibution of θ , i.e. Pθ (θ).
Suppose that, Pθ (θ) = Px1(x1)Px2(x2). This assumption states that, x1 and x2 are
independent. Then from here, we will choose two different priors for x1 and x2. Let us
choose,
Px1(x1) =
1
Z1
exp(−λ1 G1(x1)) (1.9)
where G1(x1) is a convex function. And, let us choose,
Px2(x2) =
1
Z2
exp(−λ2 G2(x2)) (1.10)
where, again, G2(x2) is a convex function.
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Now, we can state MAP estimation problem.
θˆ = argmax
θ
Pθ |y(θ | y) (1.11)
We have to estimate θˆ via maximization problem and use Bayes’ Rule as stated in
(1.8). If we write the problem explicitly,
θˆ = argmax
θ
Pθ |y(θ | y)
= argmax
θ
Py|θ (y | θ)Pθ (θ)/Py(y)
= argmax
θ
logPy|θ (y | θ)+ logPθ (θ)− logPy(y)
= argmax
θ
logPy|θ (y | θ)+ logPθ (θ)
= argmin
θ
−logPy|θ (y | θ)− logPθ (θ)
= argmin
x1,x2
−logPy|x1,x2(y | x1,x2)− logPx1(x1)− logPx2(x2)
We already choose Px1(x1) and Px2(x2). If we put these into equations, then we get,
xˆ1, xˆ2 = argmin
x1,x2
1
2
‖y−x1−x2‖22+λ1 G1(x1)+λ2 G2(x2). (1.12)
To sum up, we derived two problem formulations. First, we derived denoising
formulation via MAP estimation procedure. Second, we derived decomposition
formulation by extending denoising formulation to two components. We used general
terms to represent regularization terms. Most of the literature is based on the different
selections of these regularization terms, i.e., prior distributions. These problems are
leading to convex optimization problems. Literature must be examined from this point
of view.
1.4 Literature Review
Signal processing based on the sparsity measures is quite active and new topic.
The idea under these signal processing methods is based on representing signal
with a suitable transform and then forcing it to be sparse in a special structure.
Suitable transform is based on our prior knowledge and can be used to obtain special
components from signal. It is not necessarily to represent comprehensively our signal.
Secondly, forcing a signal to be sparse is generally done by using sparsity-inducing
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norms. In our problem formulations, these prior knowledge is incorporated by
regularization terms.
One of the well-known approaches in signal processing based on sparsity methods is
Morphological Component Analysis (MCA) [1, 3–7]. The method uses the notion
called morphological diversity of components. For image processing tasks, MCA
uses two different representations to better represent different components of signal.
For instance, MCA uses curvelet transform to better represent curve-like structures
and uses Discrete Cosine Transform to better represent piece-wise smooth content.
To obtain sparse solutions, MCA uses `1 regularization formulation with synthesis
approach to decompose an image into its components. MCA uses Basis-Pursuit
Denoising (BPDN) [8] for solving formed optimization problem. There are also
plethora of research about `1 regularization. By using different representations,
it is possible to decompose an image by forcing it to be just ‘sparse’. Because,
morphological properties of images is simple enough to modeling by a just sparsity.
But for modeling audio, it is not enough to use just morphological diversity, one has to
use more complicated models.
Audio signals are more complicated and in spectrograms more complicated structures
appear. Therefore, to model audio components for audio processing tasks, one has
to find more structured methods. To solve this problem, the notion called structured
sparsity [9–11] is actively used. Structured sparsity is based on the usage of different
norms than `1 norm in regularization. For example, many methods for structured
sparsity based on mixed norms [12–14] is proposed recently. Structured sparsity
also used for other tasks, e.g., machine learning [15]. These problems are leading to
convex optimization problems. Generally, solutions of these algorithms nothing but the
solution of formed optimization problems. Thus, in recent years, convex optimization
[16–18] became very popular topic to work for solving structured sparsity problems. In
addition, the special relationship between convex optimization and sparsity-inducing
norms is already examined in the literature [19].
The nature of audio data is very different from image data, thus for highly structured
audio signals, different formulations are developed. These formulations generally
differ in the usage of priors. For instance, in [12] author defines a ‘declicking’
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method for audio signals by using mixed norms as signal priors. In a more recent
work [20], a denoising and decomposition method based on the structured sparsity
is proposed. An important thing to emphasize is that, all of these formulations
are using ‘synthesis approach’. The theoretical and practical differences between
analysis and synthesis approaches are discussed in the literature [2, 21]. The analysis
and synthesis approach can differ in the usage of transforms in the problem. For
instance, if one uses the overcomplete transform, analysis and synthesis formulations
lead to different algorithms [2]. Synthesis approach to inverse problems leads to
methods so called iterative-shrinkage thresholding algorithms (ISTA). For deriving
ISTA, several methods are used, such as, expectation-maximization (EM) [22],
majorization-minimization (MM) [23], forward-backward splitting [24], and separable
approximation [25]. Also, fast methods for ISTA are proposed [26].
There are also different approaches to the structured sparsity. For instance, although we
reduce our problem into a minimization problem, in [27], authors take a full Bayesian
stance. Another approach is based on molecular matching pursuit [28].
1.5 Contribution
In this work, we use an analysis approach based inverse problem formulation based
on mixed-norms and solve it by using support functions [29]. In [29], author defines
a framework for deriving denoising problems. This framework, that we will call it
as ‘support function framework’, enables us to represent regularization terms in the
terms of support functions. These replacement makes the usage of several projection
algorithms possible. We use these methods for solving a decomposition problem. We
use coordinate-descent algorithms [18] to solve formed optimization problem.
1.6 Outline
In Section 2, we explain Short-Time Fourier Transforms (STFT). Because, in our
problem formulation, as an analysis transform, we use STFTs. Then in third
section, we give structured sparsity formulations based on support functions and their
properties, implications to our problem. We present the tools which we take from
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convex analysis. At Section 4, we give experimental results with comparison to other
approaches, especially synthesis approach and `1-norm based approaches. Analysis
and synthesis approaches are similar and it is interesting to see both results. Section 5
concludes.
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2. SHORT-TIME FOURIER TRANSFORM
A very well known transform technique for signal processing is known as Fourier
transform. J. B. J. Fourier introduced the Fourier transform in 19th century to construct
an analytical theory for heat waves [30]. Fourier claimed that, any periodic wave (or
in our convention signal) can be expressed as the sum of cosines and sines. This
invention led to Fourier series representations of periodic signals. However, for a
successful Fourier series representation of a signal, several properties were required.
Firstly, the signal must be periodic. Secondly, Dirichlet’s conditions must be satisfied.
So, the signals, which are not periodic, can not be expressed in the terms of Fourier
series. Therefore, the theory is extended to the nonperiodic signals via the Fourier
integral transform. The underlying assumption of the integral transform is that, every
nonperiodic signal is assumed to be periodic signal with infinite period [31]. This
assumption led to derivation of Fourier integral transform.
2.1 Fourier Transform
Without delving into details1, Fourier transform can be defined as follows.
Definition 2.1 (CTFT and DTFT) The continuous-time Fourier transform of a function
x ∈ L1(R) is given by,
X( f ) =
∫
x(t)e− j2pi f tdt (2.1)
and discrete-time Fourier transform of x ∈ L1(z) is given by,
X(k) =
∞
∑
n=−∞
x(n)e− j2pikn (2.2)
Definition 2.2 (ICTFT and IDTFT) For given X( f ), the continuous time signal x(t)
can be obtained with inverse transform such that,
x(t) =
∫
X( f )e j2pi f td f (2.3)
1See Appendix B for some properties of Fourier transform
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Time Signal x(t)
time
(a)
Single−Sided Amplitude Spectrum of x(t)
Frequency (Hz)
|X(
f)|
(b)
Figure 2.1: (a) An arbitrary cosine signal. (b) Fourier transform of this signal. Signal
has one dominant frequency component, thus in Fourier domain, we have
one component that is symmetric.
and from given X(k), the discrete time signal x(n) can be obtained with inverse
transform such that,
x(n) =
1
2pi
∫
2pi
X(k)e j2pikndk (2.4)
Notice that, despite the transform is discrete, its inverse is done via integral. This
is because the transform is discrete in time but continuous in frequency. However,
continuous frequency assumption is not suitable to implement. Therefore, we have
to discretize frequency. The DTFT’s discrete-in-frequency variant is Discrete Fourier
Transform (DFT) and defined as follows.
Definition 2.3 (DFT and IDFT) The discrete-Fourier transform is defined as,
Xk =
N−1
∑
n=0
x(n)e− j2pi
k
N n (2.5)
and its inverse can be defined as,
x(n) =
1
N
N−1
∑
k=0
Xke j2pi
k
N n (2.6)
For practical purposes, DFT is not fast enough. All practical calculations with
Fourier transform is done by Fast Fourier Transform (FFT) [32] which is the fast
implementation of DFT. FFT allows the fast computation of Fourier transform and
makes it practical for large data. Throughout this work, all Fourier transforms are
calculated with FFTs.
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(a)
Time Signal
Single−Sided Amplitude Spectrum
Frequency (Hz)
(b)
Time
(c)
Time Signal
Frequency (Hz)
(d)
Single−Sided Amplitude Spectrum
Figure 2.2: (a) An arbitrary cosine signal which has two dominant frequency
component. (b) Fourier transform of this signal. The signal has two
dominant frequency component, thus in Fourier domain, we have two
dominant spectral component. (c) The butt splice of signals which are
summed in (a). The frequencies are same with two cosines in (a). (d)
Fourier transform of (c).
Beyond mathematical definitions, from an intuitive point of view, x(t) is the time signal
that is measured in time. Fourier transform of this signal, i.e. X( f ) is just another
representation of signal which gives information about frequency components. Fourier
transform computes X( f ) for every value of f in a continuum, that is for every f , it
is actually computing an infinite summation through the integral. If this integral gives
large value for a particular value of f , we interpret that as signal has a dominant spectral
component at that frequency [33].
Consider a signal such that in Fig. 2.1.
Signal consists of single cosine and its Fourier transform has single component.
Naturally, if we have two dominant spectral component, we will have two ’spikes’
at Fourier domain.
An example of a signal which has two spikes can be seen in Fig. 2.2(a) and its Fourier
transform in Fig. 2.2(b). We considered signals whose frequencies are constant. So,
what if we have a signal that has varying frequency? So the signal is not stationary
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anymore and become more complicated to process. These signals are called as
non-stationary signals.
2.1.1 Fourier transform of nonstationary signals
In nature, we generally face up with nonstationary signals. Stationarity assumption of
Fourier transform makes it inevitable for signals such as speech, audio, image or video.
Consider the signals in Fig. 2.2(a) and Fig. 2.2(c). First signal has contant frequencies,
it is the sum of two cosines which have different frequencies. Second signal is
nothing but the butt splice of these two signals with exactly same frequencies. Fourier
transform of first signal can be seen in Fig. 2.2(c). This signal certainly has two
dominant spectral component. Fourier transform of second signal is similar to first
one. Then, we can induce that, Fourier transform is only investigating frequency
components, it is no matter when they are occurred. This makes Fourier transform
inevitable for nonstationary signals. Because, once we get the Fourier transform,
time localization of frequencies completely disappears. Therefore, for nonstationary
signals, a variation of Fourier transform which includes the time information is
introduced. This transform is called as Short-Time Fourier Transform.
2.2 Short-Time Fourier Transform
Short-Time Fourier Transform (STFT) assumes that, signal is quasi-stationary in very
little pieces.
STFT applies windows to signal and takes transform of these windows. Then,
magnitude values of these transforms are localized in the time-frequency domain and
gives information about the time-frequency distribution of the signal.
We denote STFT of x(t) with Xw(t, f ) where w is the window function. Let us define a
function,
g f ,τ(t) = e j2pi f tw(t− τ) (2.7)
Then STFT can be defined as follows [34].
Definition 2.4 (Continuous-time STFT) Fix a function w ∈ L2(R)\{0}. The
short-time Fourier transform of a function x(t) ∈ L2(R) with respect to the window
12
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Figure 2.3: (a) The signal in Fig. 2.2(c). (b) Its Spectrogram. We can see frequency
change information is localized in time.
function w is given by,
Xw( f ,τ) =
∫
x(t)w∗(t− τ)e− j2pi f tdt = 〈g f ,τ(t),x(t)〉 (2.8)
Definition 2.5 (Continuous-time ISTFT) From a given Xw( f ,τ), the function x(t) can
be recovered by,
x(t) =
1
2pi
∫ ∫
Xw( f ,τ)g f ,τ(t)d f dτ (2.9)
Definition 2.6 (Discretization of STFT) STFT can be discretized by setting, f and τ in
g f ,τ(t) as f = m f0 and τ = nt0 with f0, t0 > 0 fixed, and m, n ∈ Z in continuous-time
STFT. Then reconstruction formula becomes,
x(t) =∑
m
∑
n
〈gm,n,x〉g∗m,n (2.10)
STFT gives time-frequency localizations of snippets of signal. First, a window is
applied to a signal, then FFT of this particular window is computed.
The snippets can be overlapping, and windows can be applied in an overlapping setting.
Windowing process can be seen in Fig. 2.5.
Also, following proposition, which justifies the energy (or information) conservation
between time and time-frequency representation of signal, is satisfied. This proposition
and a proof can be found in [34].
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Figure 2.4: (a) The signal which has smooth content. (b) The spectrogram of signal
in (a). Obviously, this signal has horizontal structures in time and well
localized in frequency. (c) A dirac signal. (d) Spectrogram of signal in (c).
It is very-well localized in time and dispersed in frequency.
Proposition 2.1 Given x(t)∈ L2(R) and its short-time Fourier transform Xw( f ,τ), the
following holds:
‖x(t)‖2 = 1
2pi
∫ ∫
|Xw( f ,τ)|2d f dτ (2.11)
2.2.1 Spectrogram
STFT gives complex values. That is, each coefficient of STFT is a complex number. In
general, the squared modulus of STFT is plotted and analyzed. This structure is called
as spectrogram and defined as follows [35].
Definition 2.7 (Spectrogram) Spectrogram can be computed as,
SPwx (t, f ) = |Xw(t, f )|2 (2.12)
Typical spectrograms can be seen in Fig. 2.3.
We used the signal in Fig. 2.2(c) because of emphasize on differences of FT and STFT.
In Fig. 2.2(d), FT of this signal can be seen. In that figure, time localization of signal
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(a)
(b)
(c)
Figure 2.5: (a) The signal. (b) Window function. (c) Windowed snippet of signal.
is completely lost. But in Fig. 2.3(b), frequency change is well localized in time and
time localization of different frequency components is obvious.
Also, in Fig. 2.4, different STFT representations of different signals can be seen.
STFT is very useful for analysis of nonstationary signals such as audio, image, or
biophysical signals. It is extensively used in many areas to represent and process
non-stationary signals. In addition, it gives an opportunity to represent signals in
different resolutions by using properties of windows. Thus, windows become more
important and central to define a proper STFT. However, it is impossible to define a
single STFT that represents all signal families in L2(R) because of the Heisenberg
Uncertainty Principle. Thus, one has to select different window shapes for better
representing special signal families.
2.2.2 Discussion on windows
For defining and using the STFT, we have to define proper windows, w(t). The window
is characterized by two properties: (1) Length, (2) Shape. Also, in Fig. 2.6, the effect
of selection of different windows to the representation of signal can be seen.
2.2.2.1 Length
The choice of length is critical to adjust resolutions. Let us consider a family of
windows [36],
wa(t) :=
1√
a
w
( t
a
)
, a> 0 (2.13)
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Figure 2.6: (a) The mixture signal. This signal is sum of a oscillatory part that
modeling the tonal part and clicks that modeling the transient part. In
(b), STFT coefficients of the mixture signal with a long analysis window
can be seen. In this panel, horizontal content is strong and sharper. In (c),
STFT coefficients of the mixture signal with a short analysis window can
be seen. In this panel, vertical content is strong and sharper.
The time-frequency localization of wa(t) is characterized by a∆tw,∆ fw/a [36]. So, for
small a, wa(t) is well-localized in time but dispersed in frequency, and for large a, wa(t)
is well-localized in frequency but dispersed in time. So, short windows are suitable for
extracting information which is well-localized in time, on the contrary, long windows
are suitable for extracting information which is well-localized in frequency. This
property of STFT gives an opportunity to utilize windows for particular aims.
2.2.2.2 Shape
The general acceptance on selection of windows is that, one should avoid to choose
rectangular windows. Because, rectangular windows creates false peak detections due
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to sidelobes [36]. To avoid these peaks, one should choose windows whose sidelobes
is weak. However, if window is too wide, then it will be bad for frequency resolution.
Then, again there is a kind of trade-off to select window shape.
2.3 Frame Theory Fundamentals
There are bounds for stable and successful reconstruction of signals from their STFT
representation. First, as one can easily induce, the transform that maps time signal x(t)
into coefficients 〈gm,n(t),x(t)〉 has to be bounded [34]. That means, for x(t) ∈ L2(R),
then by Proposition 2.1, ∑m,n ‖〈gm,n,x〉‖2 has to be finite. Also, we know that every
value such as x(t) > 0 must be mapped to values that different than zero. These two
conditions lead to notion of frame bounds [34].
It is possible to show that, for Short-Time Fourier Transform, satisfying these
conditions means that satisfiying following definition [34].
Definition 2.8 A stable reconstruction of x(t) is possible only if,
A‖x‖2 ≤∑
m,n
|〈gm,n,x〉|2 ≤ B‖x‖2 (2.14)
If this condition is satisfied, we say that, the family (gm,n)m,n∈Z constitutes a frame. If
A = B, the frame is called as tight frame.
2.3.1 Frames of STFT
Also, one can show that, if gm,n satisfies Definition 2.8, also satisfies following
proposition [34].
Proposition 2.2 If gm,n constitutes a frame, then for frames of STFT, it also satisfies,
A≤ 1
f0t0
‖g‖2 ≤ B. (2.15)
If A = B, then the frame called as tight frame. Then, any tight frame will have a frame
bound A = 1/( f0t0) with ‖g‖= 1.
In this work, we use tight STFT frames to represent audio data.
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2.3.2 Analysis and synthesis operators of the frame
We will define analysis and synthesis operators of a frame in an abstract setting. An
important thing to emphasize is that, in our problem formulation as we will mention
in Chapter 3, we use analysis operator of the frames. Then, it is important to mention
analysis and synthesis operator here. For a rigorous account, we will refer to [37].
In a finite-dimensional vector space V , consider a frame ( fk)
m
k=1.
Definition 2.9 Consider a linear mapping T such as,
T : Cm→V, T{ck}mk=1 =
m
∑
k=1
ck fk (2.16)
T is usually called the synthesis operator of the frame. Conversely, mapping T ∗ such
as,
T ∗ : V → Cm, T ∗ f = {〈 f , fk〉}mk=1 (2.17)
is called the analysis operator.
2.4 STFT for Musical Audio
Audio signals are nonstationary in general. These signals are very complex and hard
to model in time series form. As we already discussed, little pieces of these signals can
be assumed as quasi-stationary and by this assumption STFT analysis can be done.
Time-frequency structure of the music enables us to analyze particular structures in
these representations and therefore to model particular components of an audio signal.
This is because of the fact that, physical differences of particular instruments define
a different time-frequency structure, therefore can be modeled by incorporating prior
knowledge.
As we said, some components of music behave differently in STFT domain.
This is because the physical differences and time-frequency structures of different
instruments.
As can be seen from Fig. 2.7, tonal components, such as piano, are represented by
horizontal lines in spectrograms. On the other hand, impulsive (transient) components,
such as drums, are represented by vertical lines in spectrograms.
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Figure 2.7: Spectrograms for Musical Signals. Piano signal, which consists of purely
tonal content, is represented by horizontal structures in the spectrogram.
In contrast, drum signal, which consists of purely transient content, is
represented by vertical structures. A bass signal, which can be seen
slightly mixture of tonal and transient, is contains both horizontal and
vertical structures.
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Figure 2.8: (a) The signal. (b) STFT with Long analysis window. (c) STFT with Short
analysis window.
The morphological diversity caused by physical differences gives us an opportunity
to incorporate our prior knowledge into our model and model the parts of musical
signal separately. In Fig. 2.8(a), a mixture signal, which consists of a tonal and a
transient part, can be seen. Its two different STFT analysis can be seen in Fig. 2.8(b)
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and Fig. 2.8(c). In Fig. 2.8(b), analysis done by the STFT with long analysis window,
i.e. window of length 1024 and Hop size 256. In this spectrogram, horizontal lines
are sharp and vertical content is ambiguous. On the contrary, in Fig. 2.8(c), the
STFT analysis with short window of mixture signal can be seen. In this spectrogram,
horizontal content is no longer represented by sharp lines. But vertical content is much
sharper than Fig. 2.8(a) and better represented.
2.4.1 Why these structures?
It is important to understand why these structures appear in STFT analysis of audio
signals. Indeed, tonal signals are well localized frequency. Imagine a piano tone. It
will play for a while, for instance seconds, with same frequency, same tone. That is, it
is quite natural to this type of signal will be well-localized in frequency and dispersed
in time. On the other hand, transient signals are very well localized in time. Imagine a
drum beat. In time, it is very short, thus it will be well localized in time. But, it will be
dispersed in frequency.
Thus, these physical properties of tonal and transient signals causes a morphological
diversity in the TF representations.
2.5 Conclusions
We investigated time-frequency (TF) distributions of audio signals and their properties.
We looked the behaviour of different components of audio signal in TF domain.
We showed that, tonal component of an audio signal is well-localized in frequency
and dispersed in time. Thus, one can say that, tonal components are ‘sparse’ in
frequency. Similarly, transient component of an audio signal is well-localized in time
and dispersed in frequency. One can say that, transient components are ‘sparse’ in time.
In next section, we will use sparsity formulations to obtain these structured contents of
an audio signal.
20
3. STRUCTURED SPARSITY BASED ON SUPPORT FUNCTIONS
In the previous section, we defined the proper STFT transforms to represent audio data.
We showed that, different components of audio data are represented diversely in the
spectrogram.
Also structures appear in sparse forms but in special structures. As we mentioned
in Chapter 2, tonal components are well-localized in frequency, thus sparse in
frequency. Transient components are well-localized in time, thus sparse in time.
So, to obtain these structures separately, structured sparse methods can be used.
Structured sparsity formulations generally are inverse problem formulations with
sparsity-inducing norms. When used with time-frequency analysis, these formulations
lead to structured solutions in the sense of time-frequency distributions. Therefore, in
this section, we define several structured sparsity formulations and show how to use
them for denoising and decomposition tasks.
We will use support functions for deriving solutions of inverse problem formulations,
which are first proposed in [29] for inverse problems.
3.1 A Reformulation of Denoising
Several inverse problem formulations can be reduced to minimization problems. The
most basic inverse problem formulation can be formulated as follows.
y = Hx+η (3.1)
where H is the distortion operator and n is the additive noise. Throughout this work,
we will assume H = I, i.e. no distortion during observation process. Thus our problem
becomes estimation of x from observation like,
y = x+η (3.2)
We already discussed this type of problems in Chapter 1. We showed that, under
Gaussian assumption on noise, several problems can be formulated as minimization of
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a functional like,
J(x) =
1
2
‖y−x‖22+λ G(x) (3.3)
where G(x) is the ‘regularization term’ which depends on our prior knowledge about
the target signal. Many prior structure can be proposed for a wide range of signals.
In general, G(x) is replaced by a norm such as `1 [8], `2 [38] or a mixed norm [14].
At the same time, some mappings can be embedded into these norms, according to
localization of mapping, these formulations can be called as analysis prior or synthesis
prior [2, 21].
All of these regularization terms, which consist of norms, satisfy following condition,
i.e. if g(x) denotes a regularization term, for every positive c, g(cx)= cg(x) is satisfied.
Since they are convex, they satisfy the following proposition [17].
Proposition 3.1 Let g : Rn→ R be a convex function that satisfies g(cx) = cg(x) for
c> 0. Then, there exists a convex set K such that g(x) = supz∈K〈z,x〉.
Throughout this work, we will use the notation given in the following definition [17].
Definition 3.1 Let K be a nonempty set in Rn. The function σK : Rn → R∪{+∞}
defined by, Rn 3 x 7→ σK(x) := sup{〈z,x〉 : z ∈ K} is called the support function of K.
Support functions have several useful properties to provide a general as well as
simplified framework for linear inverse problem formulations. As long as different
norms, which are generally chosen as popular regularization terms for linear inverse
problems, are convex, then they can be written as support functions. Since they can
be rewritten as support functions, we can use useful properties of support functions to
approach these problems.
Thus our problem formulation becomes,
argmin
x
1
2
‖y−x‖22+λ σK(x) (3.4)
This is a typical denoising formulation.
Before we investigate potential extensions of denoising formulations and their
solutions, let us give some properties of support functions. Because, once we take
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support functions as a usable tool for these type of problems, we can easily extend our
approach to the decomposition task.
3.2 Calculus with Support Functions
Before delving into minimization problems, we have to define a basis for support
function formalism. For this purpose, we will give a set of lemmas from [29].
Firstly, if we multiply a support function σK(x) with a constant λ , it affects the convex
set which we defined. More formally,
Lemma 3.1 (Multiplication with a Constant) λσK(x) = σλK(x)
Secondly, if we sum two support functions, we get
Lemma 3.2 (Sum of Support Functions) σK1(x)+σK2(x) = σK1+K2(x)
Lemma 3.2 can be used for unifying and simplifying multiple regularization terms.
Thirdly, we look support functions with linear mappings. Several formulations include
an analysis operator in the regularization term. In the context of support functions, this
case can be denoted with σK(Ax). Here A is a matrix. A can denote an operator or a
transform; in our case, it will denote a time-frequency analysis operator. We will use
following lemma to deal with these type of situations.
Lemma 3.3 (Support Functions with Linear Mappings) Let K be a closed, convex set,
A be matrix, and AT K be the set {AT z : z ∈ K}. Then, σK(Ax) = σAT K(x).
By using this lemma, we can replace a support function with a linear mapping by
an ordinary support function with different convex set. Thus, this lemma give us a
flexibility to use linear mappings in problems like (3.4).
3.3 Norms
Norms can be defined as follows [16].
Definition 3.2 A function f : Rn→ R with dom f = Rn is called a norm if,
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(i) f is nonnegative: f (x)≥ 0 for all x ∈ Rn.
(ii) f is definite: f (x) = 0 if and only if x = 0.
(iii) f is homogeneous: f (ax) = |a| f (x), for all x ∈ Rn and a ∈ R.
(iv) f satisfies the triangle inequality: f (x+ y)≤ f (x)+ f (y), for all x,y ∈ Rn.
Norms are measures of length of vectors and also they measure distance between two
vectors. We denote norms with notation ‖.‖a where a denotes a particular norm.
3.3.1 Unit balls
Unit ball is defined as follows [16].
Definition 3.3 The set of all vectors with norm less than or equal to one,
B = {x ∈ Rn, ‖x‖ ≤ 1} (3.5)
is called the unit ball of the norm ‖.‖. The unit ball satisfies a set of properties.
(i) B is symmetric around origin.
(ii) B is convex.
(iii) B is closed, bounded, and has nonempty interior.
Unit balls are important to us, because we use projection algorithms which aim to
project onto norm balls.
3.3.2 Some examples of norms
For the computational reasons, we will only focus on discrete norms.
3.3.2.1 `1-norm
`1 norm of a vector is equivalent to sum of absolute values of this vector.
Definition 3.4 `1 norm of x ∈ Rn is defined as,
‖x‖1 = |x1|+ |x2|+ . . .+ |xn| (3.6)
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A typical property of `1-Norm is, its independence assumption. When used as a signal
prior, `1-norm incorporates independence knowledge between coefficients. From a
Bayesian perspective, it corresponds to incorporate Laplacian prior distribution to
maximize the posterior distribution.
3.3.2.2 `2-norm
`2 norm is very intuitive distance measure, which is nothing but the Euclidean distance.
Definition 3.5 `2 norm of x ∈ Rn is defined as,
‖x‖2 =
(
x21+ x
2
2+ . . .+ x
2
n
)1/2
(3.7)
3.3.2.3 `p-norm
`p-norms can be defined as follows.
Definition 3.6 `p norm of x ∈ Rn is defined as,
‖x‖p = (|x1|p+ |x2|p+ . . .+ |xn|p)1/p (3.8)
or more generally,
‖x‖p =
(
n
∑
i=1
|xi|p
)1/p
for 1≤ p< ∞. (3.9)
One note is that, if p = ∞, `p or `∞ norm is calculated as,
‖x‖∞ = max(x1,x2, . . . ,xn) (3.10)
3.3.2.4 Mixed norms
Compared to `p norms, mixed norms are more complicated. Mixed norms can
be classified as mixed norms with non-overlapping groups or mixed norm with
overlapping groups. General definition of mixed norms can be stated as follows [14].
Definition 3.7 A mixed norm of x ∈ Rn is defined by,
‖x‖p,q =
 J∑
j=1
(
K
∑
k=1
|xn( j,k)|p
)q/p1/q . (3.11)
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Figure 3.1: (a) An illustration of grouping system of a mixed norm with
non-overlapping groups. (b) An illustration of grouping system of a mixed
norm with overlapping groups. (c) An illustration of a set of possible
group structures in two dimensions.
In this formulation, n( j,k) is index function and its invertibility gives us information
about overlap structure [14].
In this work, we will only use p = 2 and q = 1 case, so we restrict our attention to this
case.
From an intuitive point of view, it is harder to understand mixed norms compared to `p
norms. First, mixed norms are defined by groups. In our case, an `2,1 norm is the sum
of `2 norms of groups. These groups can be overlapping or non-overlapping groups.
A mixed norm with non-overlapping groups, in the case of p= 2 and q= 1, can be seen
as the grouping the vector and then sum the `2 norms of these groups. In accordance,
a mixed norm with overlapping groups is the again sum of some groups of vector, but
in this case these groups are overlapping.
Here is the formulation for p = 2 and q = 1 case,
‖x‖2,1 =
N
∑
k=1
‖gk‖2 (3.12)
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where gk’s are groups. Two important parameter for the mixed norm is the size of
groups and overlapping ‘rate’ of groups.
To be more precise, consider a vector x which has six dimensions such that,
x = {x1,x2,x3,x4,x5,x6}
Let us set group size K = 3 and assume that groups are maximally overlapping. Then,
the groups of mixed norm can be defined as follows.
g1 = {x1,x2,x3},g2 = {x4,x5,x6}
In this setting, the mixed norm of this vector is,
‖x‖2,1 =
√
x21+ x
2
2+ x
2
3︸ ︷︷ ︸
‖g1‖2
+
√
x24+ x
2
5+ x
2
6︸ ︷︷ ︸
‖g2‖2
.
Similarly, by specifying K = 3 with maximal overlap, the groups can be stated as
follows.
g1 = {x1,x2,x3},g2 = {x2,x3,x4}, . . .
In this setting, the mixed norm of this vector is,
‖x‖2,1 =
√
x21+ x
2
2+ x
2
3︸ ︷︷ ︸
‖g1‖2
+
√
x22+ x
2
3+ x
2
4︸ ︷︷ ︸
‖g2‖2
+ . . .
See Fig. 3.1 for an illustrative explanation.
One note is that, when using mixed norms as regularizers, group structures are
important to our aim. Because, group structures are related to dependence assumptions
on our data, thus they are defining the incorporated prior knowledge. Groups must be
reflect our prior information, or at least belief, about the data.
3.4 Norms as Support Functions
We can write norms as support functions. This approach will give us extensive
flexibility in the light of Proposition 3.3. But before, we have to define how can we
rewrite a norm as a support function. It is defined as follows [14], [39].
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Proposition 3.2 Let x denotes a vector in Rn and Bq denotes the unit ball of the `q
norm. Then by Hölder’s inequality, it can be shown that, for 1/q+1/p = 1,
‖x‖p = sup
z∈Bq
〈z,x〉. (3.13)
This equivalence between a norm and a support function is very critical point for
our approach. Because once we write the norms as support functions, we can use
projection algorithms.
Throughout this work, we will write norms as support functions and will use projection
algorithms which are derived for support function approach. This replacement gives
us important opportunity to use projection algorithms which are derived before.
3.5 Problem Formulations: Variations
We already formulated our initial problem for denoising case in (3.4). Let us write a
slightly modified version of this problem, in particular λ = 1, as,
argmin
x
1
2
‖y−x‖22+σK(x) (3.14)
This problem is a typical convex optimization problem and its solution is well-known.
Solution is given by the following proposition which can be found in [40] and [29] 1.
Proposition 3.3 Let K be a closed, convex set. Then,
argmin
x
1
2
‖y− x‖22+σK(x) = y−PK(y) (3.15)
where PK(y) denotes the projection of y onto K.
Thus, if we know how to project onto K, we can solve this type of problems. σK(x)
can be |x|1 which is the case of `1 regularization, or ‖x‖2 which is also known as ridge
regression, or a mixed norm like ‖x‖2,1 with overlapping or nonoverlapping groups. In
each case, this formulation provides a general recipe for this type of problems, if the
projection algorithm is known.
1Notice the change of notation, x→ x. From here, we will not use vector notation x, but our results
are also valid for N dimensional case.
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3.5.1 `1 regularization
`1 norm is very popular choice as a regularization term. We defined `1 norm in
Section 3.3.2. If we rewrite our original regularization problem with `1 term,
argmin
x
1
2
‖y− x‖22+λ |x|1 (3.16)
For the sake of simplicity, let us take λ = 1 for now. From Proposition 3.2, we know
that,
|x|1 = sup
z∈B∞
〈z,x〉 (3.17)
which is,
|x|1 = σB∞(x) (3.18)
Thus, in our case by using Lemma 3.1,
λ |x|1 = σλB∞(x) (3.19)
By using this fact, we can rewrite problem as,
argmin
x
1
2
‖y− x‖22+σλB∞(x) (3.20)
From Proposition 3.3, at least, we have recipe for solution of this problem. We know
that,
argmin
x
1
2
‖y− x‖22+σλB∞(x) = y−PλB∞(y) (3.21)
Thus, if we know how to project onto λB∞ ball, we can solve this type of problems for
`1 case. For z = PλB∞ , projection is given by,
zi = sign(yi) max(|yi|,0) for i = 1,2, . . . ,n. (3.22)
Solution is y− z, thus the resulting equation is,
x∗ = sign(yi) max(|yi|−λ ,0) for i = 1,2, . . . ,n. (3.23)
This solution is known as soft-thresholding.
From a Bayesian perspective, using `1 norm as a signal prior corresponds to using a
Laplacian prior for signal coefficients. Thus, this prior assumes that, signal coefficients
are independent from each other. Thus, this leads to an unstructured solution, that
implies no structure is known about data. `1 norm regularization leads to sparse
solutions, for sparsity property, it is quite popular to use in denoising algorithms. But
it is not very proper for highly structured signals.
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3.5.2 Ridge regularization
Ridge regularization is well-known problem in the areas of statistics and machine
learning. It is first proposed by [38]. In this section, we take ridge regularization
problem with our approach, and give solution by using Proposition 3.3.
Ridge regularization problem is defined as follows.
x∗ = argmin
x
1
2
‖y− x‖22+λ‖x‖2 (3.24)
By using Proposition 3.2, we know that ‖x‖2 is equal to supz∈B2〈z,x〉 that is σB2(x).
By using Lemma 3.1, we can rewrite our this problem as,
x∗ = argmin
x
1
2
‖y− x‖22+σλB2(x) (3.25)
Now, we can use Proposition 3.3, and give solution of (3.24) by,
x∗ = argmin
x
1
2
‖y− x‖22+σλB2(x) = y−PλB2(y) (3.26)
Since PλB2(y) is equal to λy/max(‖y‖2,λ ), we can write the solution as,
x∗ = y− λy
max(‖y‖2,λ ) (3.27)
Ridge regression will be important for our approach to denoising problem. Because,
mixed norms can be written as sum of `2 norm terms, thus minimization of mixed
norm denoising problems can be solved by using (3.27).
3.5.3 Mixed norm regularization
In recent years, mixed norms as signal priors received significant attention [14]. Mixed
norm regularization is different from `1 norm regularization. `1 norm provides a sparse
solution but in an unstructured way. In other words, `1 norm implicitly assumes that
signal coefficients are independent from each other as we mentioned in Section 3.5.1.
Mixed norms implicitly assume dependencies between subgroups of signal coefficients
in different ways. Mixed norms employ with groups on vectors, or signals, thus group
structure or overlap structure causes significant differences according to our aim. A
mixed norm signal prior is inducing to the groups to be all zero or all non-zero, thus
resulting structure contains few groups that are non-zero, i.e., resulting structure is
sparse [41].
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In the sequel, we will also give the solution of an analysis prior case, in other words, we
will use support functions under linear mappings as regularization terms. The usage of
such a transform requires theoretical justification and we will use iterative methods for
solution.
Our problem formulation without an analysis operator can be defined as follows.
x∗ = argmin
x
1
2
‖y− x‖22+λ‖x‖2,1 (3.28)
We know that, we can write this problem with support functions. But there is a
difference compared to other problems. If we rewrite this problem,
x∗ = argmin
x
1
2
‖y− x‖22+σλK(x) (3.29)
In other cases, we can determine K by looking to norm definition easily. In this case,
we can do this, but in a more subtle way. From Sec. 3.3.2.4, we know that, we can
rewrite a mixed norm (with p = 2 and q = 1) as a sum of `2 norms. We know how to
project onto B2 ball, thus if we look our problem in this way, we can solve our problem.
Recall that, by assuming λ = 1,
‖x‖2,1 =
N
∑
k=1
‖gk‖2 (3.30)
Let us denote each support function of these norms by σKn . We know that each Kn is
equal to B2. Then, we may write,
σK(x) =
N
∑
i=1
σKi (3.31)
By using Lemma 3.2, we get,
σK(x) = σK1+K2+...+KN (x) (3.32)
We can write (3.28) as,
x∗ = argmin
x
1
2
‖y− x‖22+σK1+K2+...+KN (x) (3.33)
Thanks to Proposition 3.3, we know how to solve this type of problems. Thus, our
solution is,
x∗ = y−PK1+K2+...+KN (y) (3.34)
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Algorithm 1 Algorithm for minimizing (3.36).
1: Select some z1 ∈ K1,z2 ∈ K2, . . . ,zN ∈ KN .
2: repeat
3: for j = 1 to K do
4: z˜ j = ∑i 6= j z j
5: z j := PK j(y− z˜ j)
6: end for
7: x∗ = y−∑Ni=1 zi.
8: until Convergence
Now, we have to solve a projection problem PK1+K2+...+KN (y). We have not got a
straightforward and one-step projection method, so we have to design an iterative
algorithm to project onto this specific norm ball.
Notice that [29],
PK1+K2+...+KN (y) = argmin
z∈K1+K2+...+KN
‖y− z‖22 (3.35)
To continue for seeking a solution, following lemma will be very useful.
Lemma 3.4 Any z∈K1+K2+ . . .+KN can be rewritten as z= z1+z2+ . . .+zN where
z j ∈ K j.
By using this lemma, we can rewrite (3.35) as,
min
z1∈K1,z2∈K2,...,zN∈KN
‖y− (z1+ z2+ . . .+ zN)‖22 (3.36)
We will obtain a set of points z∗1,z
∗
2, . . . ,z
∗
N that minimizes (3.36). Then, our minimizer
will be z∗ = z∗1 + z
∗
2 + . . .+ z
∗
N . We can use a coordinate-descent type algorithm for
solving this type of problems [18]. Notice the projection problem occurs in each step
for each K j. Projection can be calculated as,
z j = PK j(y− z˜ j) := y− z˜ j− argmin
x
(
1
2
‖(y− z˜ j)− x‖22+σK j(x)
)
. (3.37)
For our special problem, where a mixed-norm `2,1 is our regularizer, we know that a
mixed-norm can be expressed as the sum of `2 norms.
We already stated that, each K j is equal to B2. We know how to project onto B2-ball
(see Sec. 3.5.2). Thus, we can iteratively solve (3.28) by using Algorithm 1 and ridge
regularization.
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3.5.4 Mixed norm regularization with analysis prior
In some problems, regularizer can be include an analysis operator. This case is called as
"analysis prior" case and has received significant attention over past years [2]. Analysis
prior formulation of denoising problem can be defined as follows.
x∗ = argmin
x
1
2
‖y− x‖22+λ‖Ax‖2,1 (3.38)
In the words of support functions, we can write (3.38) as,
x∗ = argmin
x
1
2
‖y− x‖22+λσK(Ax) (3.39)
We know that, we can decompose `2,1 mixed-norm into `2 norms. Then, we can write
(3.39) as,
x∗ = argmin
x
1
2
‖y− x‖22+λ (σK1(Ax)+σK2(Ax)+ . . .+σKN (Ax)) (3.40)
If we use Lemma 3.2 and Lemma 3.3, we will get,
x∗ = argmin
x
1
2
‖y− x‖22+σλAT (K1+K2+...+KN)(x) (3.41)
If we know how to solve an optimization problem like,
x∗ = argmin
x
1
2
‖y− x‖22+σλAT K(x) (3.42)
we can solve (3.41) by a coordinate descent algorithm like in Algorithm 1.
We know, from Proposition 3.3, solution of (3.42) is,
x∗ = y−PλAT K(y) (3.43)
Then we need PAT K(y), i.e. we have to know the projection algorithm onto A
T K.
Notice that, PAT K(y) = A
T z∗ where z∗ is a solution of following optimization problem
[29],
z∗ ∈ argmin
z∈K
‖y−AT z‖22. (3.44)
We can solve this problem with a majorization-minimization (MM) procedure. Then,
we can derive algorithm via MM approach [42]. Let us denote,
F(z) = ‖y−AT z‖22
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Algorithm 2 Algorithm for minimizing (3.39) where z is a point.
1: Let z be a point in K.
2: repeat
z = PK j
(
γ−1A
(
y−AT z)+ z).
3: until Convergence
4: Set x∗ = y−AT z.
MM approach simply replaces the target functional with a surrogate functional and
iteratively minimizes the surrogate functional. Minimization of this functional gives
the minimum of target functional.
We have F(z) to minimize. Let us, for a second, assume that z is a single point.
To employ MM, We have to replace it by a G(z) such that G(z) > F(z) i.e. which
majorizes F(z). Then we have to find a sequence of minimizers such that, G(zn+1) >
G(zn). After some step, GN(z) should equal to F(z).
We set,
z(n+1) = argmin
z∈K
F(z)+
(
z− z(n)
)T (
γI−AAT)(z− z(n))︸ ︷︷ ︸
Fn(z)
(3.45)
Because of positive definiteness of γI−AAT , notice that Fn(z)≥F(z). Also, Fn(z(n)) =
F(z(n)).
If we rewrite (3.45), we get 2,
z(n+1) = argmin
z∈K
||
(
γ−1A
(
y−AT z(n)
)
+ z(n)
)
− z||22 (3.46)
= PK
(
γ−1A
(
y−AT z(n)
)
+ z(n)
)
. (3.47)
Thus, we can use Algorithm 2 for minimizing (3.39) where z is a single point.
Recall that, when using mixed norms which are sum of `2 norms, we used z = z1 +
z2+ . . .+ zN for N groups. Then, Problem (3.44) can be rewrited as,
(z∗1+ z
∗
2+ . . .+ z
∗
N) ∈ argmin
z1∈K1,z2∈K2,...,zN∈KN
‖y−AT (z1+ z2+ . . .+ zN)‖22. (3.48)
Then, it is possible to show that, by using (3.48) in similar fashion to deriving
Algorithm 2, Algorithm 3 for finding a minimizer of (3.39), for general case, can be
used.
2See Appendix A.2 for derivation.
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Algorithm 3 Algorithm for minimizing (3.39).
1: Select some z1 ∈ K1,z2 ∈ K2, . . . ,zN ∈ KN .
2: repeat
3: d = γ−1A
(
y−AT z).
4: for j = 1 to N do
5: z˜ j = ∑i6= j zi.
6: u = argminx
1
2‖d− z˜ j− x‖22+λ‖x‖a.
7: z j =
(
d− z˜ j−u
)
.
8: end for
9: z = ∑ j z j.
10: until Convergence
11: Set x∗ = y−AT z.
In this algorithm, ‖.‖a is a mixed norm. This mixed norm can be set according to our
aim. The optimization problem, which occurs in every step and involves a mixed norm,
can be solved with the methods explained in Section 3.5.3.
To sum up, in this section, we investigated the problem formulation,
x∗ = argmin
x
1
2
‖y− x‖22+λ‖Ax‖a (3.49)
where A is an analysis operator. For our purposes, we always use a Short-Time Fourier
Transform as analysis operator. ‖.‖a is a mixed norm with a particular group setting.
We gave the solution of this mixed-norm denoising problem as Algorithm 3. That
is, for denoising problems, this algorithm can be used. To show how different mixed
norm formulations effect denoising performance, we will show a demonstration in the
Experimental Results.
3.6 Decomposition Methods Based on Sparsity
In this section, we provide decomposition methods based on sparsity methods which
we derived before. We first start with mixed norm analysis prior decomposition
method, which is our algorithm. Secondly, we briefly review the decomposition
method based on the synthesis prior which is proposed before in [13]. In [13], synthesis
based decomposition formulation is applied for audio signals and experimental results
are reported. We use this approach to make a comparison with our approach. In the
next chapter, experiments will include also synthesis prior case. Also, we provide
`1-norm minimization techniques for both analysis and synthesis prior [1], [4] case
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Algorithm 4 Algorithm for minimizing (3.50).
1: repeat
2: x1 = argminu J(u,x2)
3: x2 = argminu J(x1,u)
4: until Convergence
to compare structured sparse methods with unstructured ones. We will also give the
experimental results for `1 analysis/synthesis prior decomposition algorithms.
3.6.1 Decomposition via mixed norm analysis prior
A typical decomposition problem, which we have already provided in Chapter 1, can
be formulated as follows.
(x∗1,x
∗
2) = argmin
x1,x2
1
2
‖y− x1− x2‖22+λ1‖A1x1‖a+λ2‖A2x2‖b (3.50)
To explain this formulation intuitively, we have to combine information that we give
in Chapter 1 and Chapter 2.
We have two regularization terms which reflect our prior beliefs about components we
interested in. For instance, for first regularization term, we use ‖A1x1‖a. This means,
we have a belief about, this signal can sparsely be represented under this mapping and
regularized by a special type of mixed norm. Then, solution of optimization problem
leads to a sparse solution based on our prior setting. Second regularization term reflects
our prior belief about second component. Thus, we form a structured problem to obtain
these components separately. We already mentioned these type of problems in Chapter
1.
The solution of this problem is purely practical and there is no need to derive a new
algorithm from scratch. We use Algorithm 3 in a coordinate descent [18] setting. Thus,
our ultimate algorithm, that we are proposing in thesis, can be stated as in Algorithm 4.
The subproblems occurred in Algorithm 4 are nothing but the denoising problems that
we solved in Section 3.5.4. Thus, Algorithm 3 for every subproblem can be used and
by this way x1 and x2 can be obtained separately.
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It is also worth to emphasize that the difference between synthesis prior formulation
between analysis prior formulation.
3.6.2 Decomposition via mixed norm synthesis prior
Synthesis prior formulation of audio decomposition task can be stated as follows.
w∗1,w
∗
2 = argmin
w1,w2
‖y−S1w1−S2w2‖22+λ1‖w1‖2,1a +λ2‖w2‖2,1b (3.51)
Analysis prior approach seeks for signals to minimize a cost functional. In contrast,
synthesis prior approach seeks for representations to minimize a cost functional.
Also, when A or S are frames (even tight ones), these formulations lead to different
algorithms. For a detailed account, we refer to [2] and [21].
Our cost function for synthesis case is,
J(w1,w2) = ‖y−Hw‖22+λ1‖w1‖2,1a +λ2‖w2‖2,1b (3.52)
where ‖.‖2,1a and ‖.‖2,1b different mixed norms. And,
H = [S1 S2], w = [w1 w2]T (3.53)
Using majorization-minimization approach, an iterative algorithm can be derived,
di = wi+
1
α
HT (y−Hwi) (3.54)
wi+1 = argmin
w
[
α‖di−w‖22+λ1‖w1‖2,1a +λ2‖w2‖2,1b
]
(3.55)
where αI > HHT is positive definite.
di =
[
wi1
wi2
]
+
1
α
[
Si1
Si2
](
y− [ Si1 Si2 ][ wi1wi2
])
=
[
di1
di2
]
(3.56)
Therefore, we can minimize J(w1,w2) as,
ri = y−S1wi1−S2wi2 (3.57)
di1 = w
i
1+
1
α
ST1 r
i (3.58)
di2 = w
i
2+
1
α
ST2 r
i (3.59)
Then for each iteration, we can solve the "mixed-norm regularization" algorithm
provided in last chapter (see Algorithm 1) with respect to di1 and d
i
2.
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3.6.3 `1-norm analysis / synthesis prior based audio decomposition
`1-norm is generally inevitable to obtain audio components when STFTs are used.
Because, in STFT representations, generally audio components are not ‘sparse’ but
structured sparse. `1-norm regularization forces sparse solutions but it is not enough
to obtain certain signal structures. By using `1 analysis prior, we aim to present a
comparison to the mixed norm case. Furthermore, by presenting it with `1-norm
synthesis prior, we hope to shed light on the differences between analysis and synthesis
approaches.
`1-norm analysis prior based decomposition method is very popular in the field
of image processing and called as Morphological Component Analysis (MCA)
formulation [1]. To summarise, formulation is as follows.
x∗1,x
∗
2 = argmin
x1,x2
‖y− x1− x2‖22+λ1‖A1x1‖1+λ2‖A2x2‖1 (3.60)
This problem formulation can be solved by tools we presented in last chapter. `1-norm
is equivalent to choosing group sizes 1. Thus, we implement this algorithm in this way.
Synthesis based `1-norm regularization can be defined as follows.
w∗1,w
∗
2 = argmin
w1,w2
‖y−S1w1−S2w2‖22+λ1‖w1‖1+λ2‖w2‖1 (3.61)
This formulation can be solved by methods which we derived above. Actually, it is
obvious that, it is equivalent to synthesis mixed norm when group sizes are 1.
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4. EXPERIMENTAL RESULTS
In this chapter, we present experiments. In each experiment, we give the results of
mixed norm analysis prior (that is our algorithm), mixed norm synthesis prior, `1
analysis prior and `1 synthesis prior. We refer mixed norm analysis prior as MN
Analysis (or MNA) and mixed norm synthesis prior as MN Synthesis (or MNS).
As we mentioned in Chapter 3, analysis and synthesis approaches based on mixed
norms have same parameters. So, to compare them, we used exactly same parameters
for each model in each experiment. We present five experiments. In three experiments,
we focus on the decomposition problem and give results for four approaches. We
have ground truth and we provide SNR values for these three experiments. In fourth
experiment, we focus on the restoration of an audio signal which distorted by transient
noise. In this experiment, the fundamental difference between MNA and MNS is
revealed as the musical noise. In the last experiment, we try to estimate transients
of a tanbur signal to detect onsets.
In following section, we briefly explain the experimental setting, i.e., how we choose
parameters for experiments. Then, we provide experiments and state our parameter
selection. At the third section of this chapter, we discuss the results and differences.
4.1 Experimental Setting
Our algorithm requires some parameters which should be selected ad hoc. However,
when selecting these parameters, we follow some rules. In brief, we have to determine
window structure of STFTs, regularizer weights (λi’s), group structures of mixed
norms. In next subsections, we briefly explain our experimental setting.
4.1.1 Window structure of STFTs
In all experiments, we use smooth windows so as to make the STFT a tight frame. First,
we use tight frames because they provide computationally cheaper alternative when
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Figure 4.1: Groups in spectrogram.
reconstruction is required, that is our case [43]. Second, frames provide redundancy
and therefore help to reveal signal structures clearly and sparser than orthogonal bases
[43]. In Chapter 2, we mentinoned that, we have to choose smooth windows also to
avoid artifacts.
As we mentioned in Chapter 2, we choose long windows for tonal part and short
windows for transient part. However, there is no unique ‘long’ or ‘short’ window
parameters. Window sizes should be selected according to the prior knowledge about
signal to form a proper ‘signal prior’. For instance, if we have a musical signal which
the notes are localized in short pieces in time (e.g. have a high tempo), we have to use
shorter windows for obtaining tonal part. Therefore, it is important to take account of
temporal structure of signal when choosing window sizes.
4.1.2 Regularizer weights
There is no systematic proposal for selection of regularizer weights in this work. That
is, we select them ad hoc. However, from an intuitive point of view, regularizer
weights affect the suppression of particular signal components. We have weights for
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the two components, therefore weights can be function as the ‘balancer’ between two
components.
Nevertheless, it is not easy to determine these weights because components are
interact with each other through the coordinate-descent algorithm. So, they determined
experimentally in most cases. But for wide range of signals, close parameters give
reasonable results but little changes can cause the important changes in results.
As long as mixed norms are decomposed as sum of `2 norms, we use ridge
regularization which we explained in Sec. 3.5.2. In this formulation, λ values controls
the zero or non-zero structure of a particular group. Therefore, high values of λ results
in more suppressed spectrogram for a component. However, as we mentioned before,
it is not easy to control this phenomenon over λ ’s, due to the interaction between
components. In previous works which are synthesis based such as [13] or [20], authors
also say that, they select these weights ad hoc and experimentally.
4.1.3 Group structures of mixed norms
Group structures of mixed norms should be selected properly with according to the
structure of signal. For instance, to capture transient components which are slightly
dispersed in time, group structures can be formed as rectangles so as to capture some
width in addition to long length.
Also, length of groups should be selected by taking account of time-frequency
distribution of signals. Long groups is proper for long structures in TF distributions.
For instance, for signals which have high tempo, long groups and long STFT windows
are improper. So, one has to determine these parameters intuitively based on the prior
knowledge on signals.
See Fig. 4.1 for group structres in TF distributions. Note that, rectangular group shapes
can be used as well. We will use rectangular group shapes in some experiments to
capture transient structures.
Another important thing is the sliding ‘rate’ of groups. We slide groups with overlaps.
Groups can maximal overlap or less overlap. Maximal overlap assumes stronger
depedencies between coefficients.
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Table 4.1: SNR values for Ney + Darbuka Decomposition.
SNRs MN Analy. MN Synt. `1 Analy. `1 Synt.
Tonal 15.58 dB 15.16 dB 11.31 dB 11.80 dB
Transient 5.05 dB 4.95 dB 0.77 dB 1.26 dB
Proper to nature of using signal priors, we have to incorporate a lot prior knowledge
to model audio signals. Therefore, we have to select proper transforms, regularizer
weights and group structures according to the prior knowledge about signal.
4.2 Results
After giving the experimental setting, we will give our parameters and corresponding
experimental results for several audio signals.
4.2.1 Ney + darbuka decomposition
In this experiment, we try to model ney + darbuka signal of length 327276 samples
(≈ 14.84 s).
Sampling rate of the mixture signal is 22050 Hz. We assume ney component is tonal
and darbuka component is transient. For modeling tonal part, we use long STFT
transform with window length 2048 (≈ 92 ms) point and Hop size 1024 point. For
modeling transient part, we use short STFT with window length 512-point (≈ 23 ms)
and Hop size 128-point.
We choose group size 15 for both tonal component and transient component. We
choose group sizes according to distribution of components in the TF domain. If tonals
are distributed along time frequency axis, it is proper to choose long groups. However,
if tonals are short and have changing nature, it is proper to choose short groups.
For tonal part, we use line group shape formed along time axis. For transient part,
we use rectangular group shape with width 2 to model darbuka signal. Resulting
SNR values can be seen in Table 4.1. Also spectrograms can be seen from Fig. 4.2
and Fig. 4.3. Our groups are maximally overlapping. We note that, groups can less
overlap. We provide a test against different sliding rates and corresponding SNR values
of estimations.
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Figure 4.2: (a) Spectrogram of Ney + Darbuka mixture signal with the long analysis
window (Window Length: 2048 point. Hop Size: 1024 point). (b)
Spectrogram of Ney + Darbuka mixture signal with the short analysis
window (Window Length: 512-point. Hop Size: 128-point). (c)
Spectrogram of Tonal Estimate via Mixed Norm Analysis Prior. (d)
Spectrogram of Transient Estimate via Mixed Norm Analysis Prior. (e)
Spectrogram of Tonal Estimate via Mixed Norm Synthesis Prior. (f)
Spectrogram of Transient Estimate via Mixed Norm Synthesis Prior.
Compare (c) - (e) and (d) - (f).
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Figure 4.3: (a) Spectrogram of Ney + Darbuka mixture signal with the long
analysis window (Window Length: 2048 point. Hop Size: 1024
point). (b) Spectrogram of Ney + Darbuka mixture signal with
the short analysis window (Window Length: 512-point. Hop Size:
128-point). (c) Spectrogram of Tonal Estimate via `1-norm Analysis
Prior. (d) Spectrogram of Transient Estimate via `1-norm Analysis Prior.
(e) Spectrogram of Tonal Estimate via `1-norm Synthesis Prior. (f)
Spectrogram of Transient Estimate via `1-norm Synthesis Prior. Compare
(c) - (e) and (d) - (f).
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Table 4.2: SNR values for Kemence + Darbuka Decomposition.
SNRs MN Analy. MN Synt. `1 Analy. `1 Synt.
Tonal 23.51 dB 23.74 dB 16.54 dB 16.66 dB
Transient 7.41 dB 7.29 dB 0.03 dB 0.12 dB
We choose λ1 = 0.6 and λ2 = 0.3 for this experiment. As we mentioned that, λi’s are
critical for balancing components and selected ad hoc.
From Fig. 4.2, it can be seen that, analysis prior results in smoother spectrograms. We
expect that, this phenomenon lead to a little difference in perceptual quality. That is,
synthesis based estimations are more likely to be suffered from musical noise caused
by sharp transitions. We note that, in `1 based estimations for this experiment, musical
noise can be clearly heard for synthesis prior and is reduced in analysis prior based
estimation. However, in mixed norm case, we did not observe important differences.
Residue energies are 0.31 and 0.26 for analysis and synthesis respectively.
Also estimations based on `1 prior could not capture structures very well. Although
morphological diversity causes some structured solutions itself, the need of mixed
norm priors can be seen in `1 spectrograms.
We also provide extra experiments in the webpage. In these experiments, we choose
different parameters specified in webpage. And, also we choose groups in a less
overlapping setting in the second experiment (see Discussion).
4.2.2 Kemence + darbuka decomposition
In this experiment, we try to separate kemence + darbuka signal. Note that, kemence
signal’s sampling rate is 32000 Hz while darbuka signal’s sampling rate is 22050 Hz.
Therefore, we upsampled the darbuka signal to use with kemence signal. Our mixture
signal consists of 71068 samples (≈ 2.22 s). We assume Kemence component is tonal
part and darbuka component is transient part.
For modeling tonal part, we use STFT transform with window length 2048-point (≈ 64
ms) and Hop size 512 point. For modeling transient part, we use short STFT with
window length 512-point (≈ 16 ms) and Hop size 128-point.
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Figure 4.4: (a) Spectrogram of Kemence + Darbuka mixture signal with the long
analysis window (Window Length: 2048 point. Hop Size: 512 point).
(b) Spectrogram of Kemence + Darbuka mixture signal with the short
analysis window (Window Length: 512-point. Hop Size: 128-point).
(c) Spectrogram of Tonal Estimate via Mixed Norm Analysis Prior. (d)
Spectrogram of Transient Estimate via Mixed Norm Analysis Prior. (e)
Spectrogram of Tonal Estimate via Mixed Norm Synthesis Prior. (f)
Spectrogram of Transient Estimate via Mixed Norm Synthesis Prior.
Compare (c) - (e) and (d) - (f).
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Figure 4.5: (a) Spectrogram of Kemence + Darbuka mixture signal with the long
analysis window (Window Length: 2048 point. Hop Size: 512
point). (b) Spectrogram of Kemence + Darbuka mixture signal with
the short analysis window (Window Length: 512-point. Hop Size:
128-point). (c) Spectrogram of Tonal Estimate via `1-norm Analysis
Prior. (d) Spectrogram of Transient Estimate via `1-norm Analysis Prior.
(e) Spectrogram of Tonal Estimate via `1-norm Synthesis Prior. (f)
Spectrogram of Transient Estimate via `1-norm Synthesis Prior. Compare
(c) - (e) and (d) - (f).
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Table 4.3: SNR values for Tanbur + Darbuka Decomposition.
SNRs MN Analy. MN Synt. `1 Analy. `1 Synt.
Tonal 10.90 dB 10.67 dB 7.43 dB 7.39 dB
Transient 4.75 dB 4.52 dB 1.19 dB 1.16 dB
We choose our regularizer weights as λ1 = λ2 = 0.6 for both MNA and MNS. So, we
assume components are balanced.
We choose group sizes 30 with line group shape for tonal component. This is because,
as can be seen from original spectrograms in Fig. 4.4, tonal components are represented
by long lines in STFTs. So, short group sizes are not suitable to capture tonal
components. For transient part, we use line group shape formed along frequency axis
with size 15. Also, groups are maximally overlapping.
Resulting SNR values can be seen in Table 4.2. Also spectrograms can be seen from
Fig. 4.4 and Fig. 4.5 for both MN and `1 priors. Although the SNR results are close to
each other between `1 and MN estimations, MN estimations result in remarkably well
estimates compared to the `1 based ones.
From perceptual point of view, in this experiment analysis and synthesis approaches
lead to close results.
Residue energies are 0.16 and 0.17 for analysis and synthesis estimates respectively.
4.2.3 Tanbur + darbuka decomposition
In this experiment, we try to separate tanbur + darbuka decomposition signal. Our
sampling rate is 32000 (Again we upsampled the darbuka signal to use with tanbur
signal).
For modeling tonal part, we use a tight STFT frame with a smooth window length 4096
and Hop size 1024-point. For modeling transient part, we use a tight STFT frame with
a smooth window length 512-point and 256-point.
We form groups for tonal part in ‘line’ shape and with size 15-point to capture long
tonal components. For transient part, we model groups in rectangular shape with width
2 and with size 15-point. We use maximally overlapping groups to obtain best SNR
values.
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Figure 4.6: (a) Spectrogram of Tanbur + Darbuka mixture signal with the long
analysis window (Window Length: 4096 point. Hop Size: 1024 point).
(b) Spectrogram of Tanbur + Darbuka mixture signal with the short
analysis window (Window Length: 512-point. Hop Size: 256-point).
(c) Spectrogram of Tonal Estimate via Mixed Norm Analysis Prior. (d)
Spectrogram of Transient Estimate via Mixed Norm Analysis Prior. (e)
Spectrogram of Tonal Estimate via Mixed Norm Synthesis Prior. (f)
Spectrogram of Transient Estimate via Mixed Norm Synthesis Prior.
Compare (c) - (e) and (d) - (f).
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Figure 4.7: (a) Spectrogram of Tanbur + Darbuka mixture signal with the long
analysis window (Window Length: 4096 point. Hop Size: 1024
point). (b) Spectrogram of Tanbur + Darbuka mixture signal with
the short analysis window (Window Length: 512-point. Hop Size:
256-point). (c) Spectrogram of Tonal Estimate via `1-norm Analysis
Prior. (d) Spectrogram of Transient Estimate via `1-norm Analysis Prior.
(e) Spectrogram of Tonal Estimate via `1-norm Synthesis Prior. (f)
Spectrogram of Transient Estimate via `1-norm Synthesis Prior. Compare
(c) - (e) and (d) - (f).
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We choose λ ’s as λ1 = 0.6 and λ2 = 0.5. Notice that, we choose close λ values for
several experiments.
Our results can be seen from Fig. 4.6 and Fig. 4.7. It can be said that, despite good
estimates in spectrograms, perceptual results are not satisfactory for especially tonal
estimate. Residue energies are ≈ 0.1 for both estimates.
SNR values can be seen from Table 4.3.
When we try to choose width of groups for transient estimate 1, and window size as
2048, we get higher SNR results, indeed in analysis based estimation 12.56 dB for
tonal and 6.25 dB for transient. In synthesis based estimation 12.16 dB for tonal and
5.88 dB for transient. But, when listened, especially for transient estimate, perceptual
results are not better than the experiment which we presented in here. Audio signals
of this special extra experiment also can be listened from companion webpage.
4.2.4 Audio restoration
In this experiment, we try to decompose a kaval signal and noise. In brief, kaval signal
is distorted by structured noise. This noise has transient behaviour in TF domain,
therefore our algorithm is proper to restore this audio signal. We have not ground
truth for this signal, thus we could not provide SNR results to measure the restoration
quality. Our signal’s sampling rate is 32000 Hz.
This experiment is the experiment that we observed the main difference between
analysis and synthesis priors in the terms of musical noise.
We choose 1024-point window with 256-point Hop size for both components.
Again, we choose weights for components as 0.6 and 0.5 respectively.
We set groups as maximally overlapping. For modeling tonal part, we choose ‘line’
group shape with size 15, i.e., we model tonal part within same subband. As can be
seen from spectrograms presented in Fig. 4.8, transient noise is slightly dispersed in
time, therefore it is convenient to use rectangular group shape for capture transient
component. In accordance, we use rectangular group shape with width 2 and size 15
to obtain transient component.
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Figure 4.8: (a) Spectrogram of observation signal signal. (Window Length: 1024
point. Hop Size: 256 point). (b) Spectrogram of observation signal.
(Window Length: 1024-point. Hop Size: 256-point). (c) Spectrogram
of Tonal Estimate via Mixed Norm Analysis Prior. (d) Spectrogram of
Transient Estimate via Mixed Norm Analysis Prior. (e) Spectrogram of
Tonal Estimate via Mixed Norm Synthesis Prior. (f) Spectrogram of
Transient Estimate via Mixed Norm Synthesis Prior. Compare (c) - (e)
and (d) - (f).
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Figure 4.9: (a) Spectrogram of observation signal signal. (Window Length: 1024
point. Hop Size: 256 point). (b) Spectrogram of observation signal.
(Window Length: 1024-point. Hop Size: 256-point). (c) Spectrogram
of Tonal Estimate via `1 Analysis Prior. (d) Spectrogram of Transient
Estimate via `1 Analysis Prior. (e) Spectrogram of Tonal Estimate via `1
Synthesis Prior. (f) Spectrogram of Transient Estimate via `1 Synthesis
Prior. Compare (c) - (e) and (d) - (f).
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Figure 4.10: Transients of tanbur signal. These transients can be used for onset
detection applications.
Structured estimations for tonal part can be seen from Fig. 4.8. Again, smoother
spectrograms come from analysis prior. From perceptual point of view, this difference
leads to a musical noise in synthesis based tonal estimation. When listened from the
webpage, it can be seen that, tonal estimation of synthesis approach is slightly tortured
from musical noise while analysis approach is not affected by it. Residue energies are
3.6×10−4 and 3.4×10−4 for analysis and synthesis estimations respectively. Also, in
Fig. 4.9, we provide `1-norm based estimations of both tonal and transient noise part.
4.2.5 Detection of onsets in tanbur signal
We use tanbur signal which we used in the last experiment to detect onsets. Onsets are
beginning of musical sounds [44]. These beginnings create some transient component,
therefore it is proper to estimate these transient starts via our algorithm and synthesis
prior based algorithm. We provide spectrograms of our estimates.
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Figure 4.11: (a) Spectrogram of tanbur signal with the long analysis window (Window
Length: 2048 point. Hop Size: 1024 point). (b) Spectrogram of tanbur
signal with the short analysis window (Window Length: 512-point. Hop
Size: 256-point). (c) Spectrogram of Tonal Estimate via Mixed Norm
Analysis Prior. (d) Spectrogram of Transient Estimate (Onsets) via
Mixed Norm Analysis Prior. (e) Spectrogram of Tonal Estimate via
Mixed Norm Synthesis Prior. (f) Spectrogram of Transient Estimate
(Onsets) via Mixed Norm Synthesis Prior. Compare (c) - (e) and (d) -
(f).
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To model tonal part, we use a tight STFT frame with window length 2048-point and
Hop size 1024-point. To model transient part, we use a tight STFT frame with window
length 512-point and 256-point. We choose λ1 = 0.6 and λ2 = 0.6. We choose group
sizes as 30 for tonal and 15 for transient components. We use line shape to capture
onsets well. Residue energies are 0.48 and 0.49 for analysis and synthesis based
estimations respectively. To get computationally light setting, we choose group sliding
rate as 10 (see Discussion section for group sliding rate notion). In Fig. 4.11, results
can be seen. We assume onsets as transients and therefore obtain onsets in transient
estimate – see Fig. 4.10.
4.3 Discussion
In this section, we aim to give detailed discussion of parameter selection with empirical
evaluation. We will focus only analysis and synthesis priors mixed norm case – i.e.
MNA and MNS. First, we will look into blocking artifacts and give an spectrogram
piece to show it. Then second, we will present the test results against different sliding
rates. We define sliding rates as sliding amount of groups. Therefore, if we define
sliding rate as 5 for instance, we mean that, groups are sliding 5 samples, not 1 sample
which is the case of maximally overlapping groups.
4.3.1 Blocking artifacts of synthesis prior
The most important difference between analysis and synthesis priors is that, synthesis
prior based estimations may lead to musical noise. This phenomenon is exploited
in Audio Restoration experiment clearly. Synthesis based estimations result in sharp
transitions and blocking artifacts. In Fig. 4.12, a piece of the kaval signal which is
used in the restoration example can be seen. From Fig. 4.12(b) and (c), difference
between analysis and synthesis prior based estimations can be seen. Also, in Fig. 4.13,
these phenomenon can be seen. In Fig. 4.13, we clearly observe the ‘blocks’ in the
spectrogram estimated by the synthesis approach. In [20], authors take a synthesis
based stance and propose weighting groups of mixed norms to reduce these blocking
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Figure 4.12: (a) A piece of original spectrogram of kaval signal. (b) A piece of
spectrogram of tonal part estimated by analysis prior. (c) A piece of
spectrogram of tonal part estimated by synthesis prior. When compared,
smoothness of analysis prior estimate can be seen.
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Figure 4.13: (a) A piece of spectrogram of transient part estimated by analysis prior.
(b) A piece of spectrogram of transient part estimated by synthesis prior.
When compared, analysis prior based spectrogram results in slightly
smoother spectrograms. Note that, in synthesis prior based estimation,
‘blocks’ cause the musical noise slightly.
artifacts. Analysis prior naturally leads to smooth spectrograms and there is no need to
weighting groups.
4.3.2 Discussion on sliding rates
One possible investigation to understand mixed norms can be done via looking
to different sliding rates for overlapping groups. In this work, in general, we
used mixed norms with maximally overlapping groups. We saw that, maximally
overlapping groups can lead to better or worser performance according to structure
of our signal. In general, strong dependence assumptions between coefficients are
incorporated by overlapping groups and results in better performance. However,
maximally overlapping groups require heavy computational load because of the
required computations. Instead of using maximally overlapping groups, we can think
57
0 5 10 15 20 25 30
17
18
19
20
21
22
23
24
Sliding Rates
SN
R
SNR values for Tonal Estimate
 
 
Analysis
Synthesis
Figure 4.14: Tests are ran for Kemence + Darbuka signal. SNR values for estimates
against different sliding rates for tonal part. For transient part, we get
similar results.
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Figure 4.15: Tests are ran for Ney + Darbuka signal. SNR values for estimates against
different sliding rates for tonal part. For transient part, we get similar
results.
about sliding ‘rate’ between groups to decrease computational load. SNR values for
different sliding rates can be seen in Fig. 4.14. In this experiment set, we ran tests
against different sliding rates for Kemence + Darbuka signal. Nonoverlapping case is
denoted by the maximum group size naturally. In kemence + darbuka signal, we use
group size 30 for tonal part and 15 for transient part. Therefore, we ran 30 experiments
for Kemence + Darbuka signal.
Similarly, in Fig. 4.15, same experiment can be seen for ney+darbuka signal. Our
group sizes are 15 for both components, therefore we ran tests against 15 different
sliding rate. Results are similar to each other. We expect that, for maximally
overlapping case, SNR values should be maximum. However, it is about the
dependence assumptions between coefficients and less sliding rate can lead to higher
SNR values.
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4.4 Conclusion
In this chapter, we give the experimental results and comparison to other approaches,
especially synthesis based approach. We saw that, two approaches yield similar results
when used exactly same parameters. Although we take a coordinate-descent stance
in the multilayer problem, approach presented in the [20] also can be adapted to our
approach. In [20], authors first estimate tonal component and then from residue, they
estimate transient component. So, they reduce decomposition problem into two-step
denoising problem. Also, they provide different operations on grouping systems –
or different thresholding operators. Analysis prior denoising approach which we
presented in Chapter 3 also can be utilized in a similar manner.
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5. CONCLUSIONS AND FUTURE PERSPECTIVES
We presented a structured sparse decomposition algorithm. We use mixed-norm
analysis priors to incorporate prior knowledge. It is essential to build a structured
model to decompose audio signals which are highly structured. We use support
functions to represent prior terms in a general framework. Note that, as we did,
support function formulations can also be used to derive algorithms for synthesis based
approaches.
We compared our approach with an already proposed approach and obtain similar
values. Actually, these two approaches yield to very close results when tight frames
are used. Analysis prior based estimations are less suffering from musical noise
while synthesis based approaches requires weighting schemes on groups of mixed
norms [20].
Our algorithms can be applied in several ways. Although we applied the analysis prior
based denoising algorithm in a coordinate-descent setting, it can be utilized in a similar
fashion to [20] as we mentioned in the last chapter. This setting results in increased
performance and light computational load.
Group shapes are also important. Various group shapes can be utilized for different
estimates. May be it is interesting to think that, very special group structures may lead
to very structured estimations. We choose groups as lines or rectangles – may be other
shapes can be utilized to estimate very special structures such as onsets.
Although our algorithm’s convergence rate is sufficient enough, each iteration takes
long time. This is because the projection algorithm is not very efficient. Thus, one
can try to develop more efficient and fast projection algorithms or combine existing
algorithms with our approach. For instance, for `∞-norm, there are attempts to compute
fast projection onto `1-ball such as in [45]. In a recent work [46], author tries to
develop efficient and fast projections onto `1,q ball. However, it is not applicable for
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our problem where `2,1-norm is used. Thus, for future, one can develop a special fast
projection method for `2,1, or a general method for `p,q, in either case, they can be used
for our problem formulation.
It is important to emphasize is that, one can use more structured priors to obtain
highly structured components. We use a simple model to obtain tonal and transient
components. But, one can incorporate such a prior knowledge, that is able to obtain
specific instruments and still have a convergent algorithm. It is not mandatory to use
tight STFT frames, one can use different representations and then build structured
priors with respect to specific frames. By setting proper norms and frames, one can
develop a set of priors to obtain instruments and successfully model the musical audio.
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APPENDIX A
A.1
xˆML = argmax
x
P(y | x)
= argmax
x
logP(y | x)
= argmin
x
−logP(y | x)
= argmin
x
1
2
‖y−x‖22
So our cost function is,
J(x) =
1
2
‖y−x‖22
Minimization of J(x) can be derived easily.
J(x) =
1
2
‖y−x‖22
=
1
2
(y−x)T (y−x)
=
1
2
(yT y−2yT x+xT x)
We can minimize J(x) by setting,
∂J(x)
∂x
=−y+x = 0
So,
xˆML = y
A.2
We have expression, let us denote by M(z),
M(z) = F(z)+
(
z− z(n)
)T (
γI−AAT)(z− z(n))
and we want to rewrite this. We know that, by definition of F(z) this expression equals
to
M(z) =‖y−AT z‖22+
(
z− z(n)
)T (
γI−AAT)(z− z(n))
=yT y−2yT AT z+ zT AAT z+(z− z(n))T (γI−AAT )(z− z(n))
=yT y+ z(n)T
(
γI−AAT)z(n)−2(yT AT + z(n)T (γI−AAT))z+ γzT z
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Then, we can write [47],
M(z) = γ(−2XT z+ zT z)+ c
where,
X =
1
γ
(
Ay+
(
γI−AAT)z(n))
= z(n)+
1
γ
A
(
y−AT z(n)
)
Then, we can write M(z) as,
M(z) = γ‖X− z‖22− γXT X + c
Thus, by putting X , we get
M(z) = γ ‖
(
γ−1A
(
y−AT z(n)
)
+ z(n)
)
− z‖22+K
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APPENDIX B
Properties of Fourier Transform
Fourier transform satisfies a set of properties which are important to us. We will give
only two properties which are crucial to us.
1. Fourier transform satisfies following property which is known as Parseval’s
theorem. It provides an energy conservation property to the transform.
Theorem B.1 A signal x(t) ∈ L2(R) and its Fourier transform satisfies,∫
|x(t)|2dt =
∫
|X( f )|2d f (2.1)
This theorem is valid for DTFT and DFTs.
2. Fourier transform is linear, i.e.
Definition B.1 Let us define two functions f (t)∈ L2(R) and g(t)∈ L2(R) and their
Fourier transforms F( f ) and G( f ). For any numbers a and b, for a function h(t) ∈
L2(R) where h(t) = a f (x)+bg(x), following holds.
H( f ) = aF( f )+bG( f ) (2.2)
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