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Abstract
The ocean carries more heat poleward than the atmosphere at low latitudes,
whilst the reverse occurs at high latitudes. In the Northern Hemisphere, the
largest ocean-atmosphere heat ﬂuxes occur over the Gulf Stream, suggesting
that an ocean-atmosphere relay is active at mid-latitudes. This thesis is con-
cerned with the signiﬁcance of the extremes in air-sea heat ﬂuxes over the Gulf
Stream.
In the ﬁrst research chapter, the direct interaction between the ocean and
the atmosphere is examined in the ERA-Interim dataset. Based on Lagrangian
trajectory calculations, the most extreme air-sea heat ﬂux events are found to
be associated entirely with air of continental origin. The subsequent heat gain
in the overlying air is caused almost completely by surface heat ﬂuxes. For
average air-sea heat ﬂuxes, the associated air is both continental and maritime
in origin, with a noticeable contribution to the heat content of the air parcels
from entrainment at the top of the boundary layer.
The second research chapter determines the causes for variations in surface
heat ﬂux in the ERA-Interim dataset. Roughly 90% of the time, one observes
a baroclinic waveguide of varying strength over the Gulf Stream, setting the
intensity of the air-sea heat exchange and the mean state in precipitation and
tropospheric wind divergence. A potential mechanism whereby a change in sea-
surface temperature gradient could cause an alteration of these mean patterns
is discussed.
Finally, the link between sea-surface temperature gradients and atmospheric
fronts is explored in model simulations. A smoothing in the sea-surface temper-
ature gradient is found to broadly reduce front intensity over the Gulf Stream.
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Increases in front intensity are shown to be consistent with a thermal damping
mechanism. A signiﬁcant eﬀect is also observed on the regional precipitation and
tropospheric vertical velocity, as well as on the direction of frontal propagation.
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List of Figures
1.1 Annual mean of the zonal mean potential temperature in ERA-40
data, 1979-2001 (Kållberg et al., 2005).
1.2 Schematic detailing how baroclinic instability leads to cyclone for-
mation. Near-surface temperature contours are shown, as is the
tropopause location, with positive PV anomalies indicated with a +
and arrows denoting associated airﬂows. (a) A PV anomaly at the
tropopause induces weak cyclonic vorticity at the surface. (b) This
induced vorticity distorts the surface meridional temperature gradi-
ent. (c) This surface vorticity now feeds back to the tropopause.
1.3 NH winter storm track structure based on high-pass time-ﬁltered
transients in ECMWF data for DJF 1979-84. The thin contours
are of height variance (contour interval 15m2) and arrows indicate
the vector (v′2 − u′2,−u′v′), both at 250hPa. Also shown are single
contours of the 700hPa horizontal temperature ﬂux (thick dashed
contour at 10 K m s-1), 700hPa vertical temperature ﬂux (thick
dotted contour at 0.2 K Pa s-1), and the column mean diabatic
heating (thick solid contour at 50 W m-2). (Hoskins and Valdes,
1990).
1.4 Diagram of the ﬁve major ocean gyres (boxed). Major ocean cur-
rents are marked by arrows and annotated. Figure courtesy of the
National Oceanography Centre.
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1.5 Annual climatology of rain rate: (a) observed by satellites, and in
the AFES with (b) observed and (c) smoothed SSTs. Contours of
SST are also shown at 2oC intervals, with dashed contours for 10oC
and 20oC (Minobe et al., 2008).
1.6 The required total heat transport from the top-of-atmosphere radi-
ation (RT) is compared with the derived estimate of the adjusted
ocean heat transport (OT) and implied atmospheric transport (AT)
(Trenberth and Caron, 2001).
1.7 Schematic illustrating the frontal structure and airﬂows within a
mid-latitude cyclone. The cold and warm fronts are denoted by the
blue and red lines respectively. The three main airﬂows are shown
by arrows, along with an indication of their inﬂow and outﬂow levels.
The cold conveyer belt remains near the surface throughout.
2.1 Wintertime (DJF) heat ﬂux data 1979-2011. (a) Average global
surface latent heat ﬂux. (b) Average global surface sensible heat
ﬂux. (c) Total (latent and sensible) surface heat ﬂux over the Gulf
Stream. Land is illustrated in white. The rectangular box shown
is the Gulf Stream Domain used in this Chapter. (d) GS domain-
averaged total heat ﬂux for DJF 1979 calculated in red as the average
between 12:00 and 15:00UTC and in black as the average across the
whole day. (e) The standard deviation of the average total daily
heat ﬂux. All ﬁgures are in Wm-2.
2.2 In blue: GS domain-averaged total daily latent heat ﬂux, averaged
across (a) EEs and (b) MEs with a time lag of +/-3d. The green
and red lines represent +/- one standard deviation in the heat ﬂux
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across each set of days.
2.3 Eady-wave theoretical test analysis of the LTM for an initial po-
tential temperature perturbation of 0.1K and a LTM time-step of 1
hour. In blue: Numerically solved 8-day wave trajectories. In green:
4-day forward- and back-trajectories as produced by the LTM. In
red: The diﬀerence between the LTM and the numerical solution.
See text for further description.
2.4 As in Figure 2.3, but for an initial potential temperature perturba-
tion of 1K.
2.5 As in Figure 2.3, but for an initial potential temperature perturba-
tion of 10K.
2.6 As in Figure 2.3, but for a LTM time step of 1 minute.
2.7 As in Figure 2.3, but for an initial temperature perturbation of 1K
and a LTM time step of 1 minute.
2.8 As in Figure 2.3, but for an initial temperature perturbation of 10K
and a LTM time step of 1 minute.
2.9 (Right) Six-day forward trajectories, and three-day backward tra-
jectories, starting 12:00 UTC 23 Jan 1987, of which the ﬁrst 2 days
were identiﬁed as a WCB, using the Lagrangian model FLEXTRA
(Eckhardt et al., 2004). Positions along the forward trajectories are
marked every 24h. (Left) Comparable calculations done by the LTM
for 3 days forward and backward trajectories.
2.10 Trajectory positions at t = 0d, 3 14 days before 12:00UTC on (a) EEs
and (b) MEs.
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2.11 Average across all trajectories on EEs (red) and MEs (blue) of the
(a) parcel longitude and latitude (b) parcel pressure height and (c)
parcel geopotential height.
2.12 Average across all trajectories on EEs (red) and MEs (blue) of the
(a) parcel relative humidity (b) parcel speciﬁc humidity (c) parcel
moist static energy (d) parcel temperature (e) overlying tropopause
height and (f) underlying surface pressure.
2.13 Surface pressure at t = 3 14d, averaged across (a) EEs and (b) MEs.
(c) Average mean sea level pressure, 12:00UTC, DJF, 1979-2011.
2.14 (a)-(e) Composites of the MSLP averaged across EEs from two days
prior to the EEs through to two days afterwards.
2.15 As in Figure 2.14, but for MEs.
2.16 Trajectory positions at t = 6 12d, 3
1
4 days after 12:00UTC on (a) EEs
and (b) MEs.
2.17 Average on EEs (red) and MEs (blue) of the parcel geopotential
height, parcel speciﬁc humidity and parcel temperature across all
trajectories that end up (a,c,e) north of 35.25oN (b,d,f) south of
35.25oN. It is noted that the vertical scale is diﬀerent in (a) and (b),
and in (c) and (d).
2.18 Average on EEs (red) and MEs (blue) of the parcel moist static
energy and overlying tropopause height across all trajectories that
end up (a,c) north of 35.25oN (b,d) south of 35.25oN.
2.19 In blue: GS domain-averaged daily boundary layer height, averaged
across (a) EEs and (b) MEs with a time lag of +/-3d. The green
and red lines represent +/- one standard deviation in the boundary
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layer height across each set of days. The corresponding time t is also
given for reference.
2.20 Main processes aﬀecting the boundary layer heat budget over the
GS. Strong ocean-atmosphere heat ﬂuxes exist at the surface, with
entrainment ﬂux aﬀecting at the boundary layer top. Radiation
is represented with a net arrow at the boundary layer top, but
naturally exists at the surface as well, and can act to cool or warm
the boundary layer. The net ﬂux in the horizontal is assumed to be
zero.
2.21 In blue: The thermal energy budget in the MABL above the GS
domain for each of the representative trajectories on EEs. A line
of unit gradient is shown in red and the line of best ﬁt is shown in
black.
2.22 As in Figure 2.21, but for trajectories on MEs.
3.1 Time-mean wintertime anomalies in the mean sea-level pressure, av-
eraged across deciles in the GSI from (a) 0-10% to (j) 90-100%.
The thirty-three year average wintertime mean sea-level pressure is
shown in (k). The rectangular black box in each plot represents the
Gulf Stream domain.
3.2 Composite of MSLP, averaged across the bottom 10% in the GSI,
with a lag of (i) -1 (ii) 0 (ii) + 1 days.
3.3 Composite of (a) the tropopause depth and (b) the boundary layer
height, averaged across the top 10% in the GSI, with a lag of (i) -1
(ii) 0 (iii) +1 days.
3.4 Tropopause depth, averaged across deciles in the GSI from (a) 0-10%
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to (j) 90-100%. The thirty-three year average wintertime tropopause
depth is shown in (k). The rectangular black box in each plot rep-
resents the Gulf Stream domain.
3.5 As in Figure 3.4, but for the boundary layer height.
3.6 Contribution of each decile in GSI, from (a) 0-10% to (j) 90-100%,
towards the thirty-three year average wintertime convective precip-
itation (k). Sea-surface temperature contours from 8oC to 26oC at
intervals of 2oC are marked in white. Continental grid points are
marked out in white.
3.7 As in Figure 3.6, but for the large-scale precipitation.
3.8 Composite of total precipitation averaged across the bottom 10% in
the GSI, with a lag of (i) - 2 (ii) -1 (iii) 0 (iv) + 1 (v) + 2 days.
3.9 The relative percentage contribution of (a) the bottom 20% and (b)
the top 20% in GSI towards the convective and large-scale precipi-
tation in the GS region.
3.10 Twenty-year wintertime mean of (a) convective precipitation and
(b) large-scale precipitation, showing both the GS domain and the
domain (42-64.5W,33-43.5N).
3.11 Contribution of each decile in GSI, from (a) 0-10% to (j) 90-100%,
towards the thirty-three year average wintertime wind divergence at
950hPa (k). Sea-surface temperature contours from 8oC to 26oC at
intervals of 2oC are marked in black. Continental grid points are
marked out in white.
3.12 Contribution of each decile in GSI, from (a) 0-10% to (j) 90-100%, to-
wards the thirty-three year average wintertime upper-level (500hPa-
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200hPa averaged) wind divergence (k). Sea-surface temperature
contours from 8oC to 26oC at intervals of 2oC are marked in black.
Continental grid points are marked out in white.
3.13 As in Figure 3.10, but for the vertical velocity at 950hPa.
3.14 Composites of vertical velocity time-mean anomalies averaged across
(a) the top 10% and (b) the bottom 10% in the GSI, at 500hPa, with
a lag of (i) - 2 (ii) -1 (iii) 0 (iv) + 1 (v) + 2 days.
3.15 Composite of tropopause depth (contour) and boundary layer height
(colour) in the GS region, averaged across EEs.
3.16 Longitudinal composites of meridional ((a),(c),(e)) and vertical ve-
locity ((b),(d),(f)), averaged across EEs with each day centred on
the maximum in tropopause depth at constant latitude 37.5o, with
a lag of ((a),(b)) -1, ((c),(d)) 0, ((e),(f)) +1 days.
3.17 Longitudinal composites of atmospheric potential vorticity, averaged
across EEs with each day centred on the maximum in tropopause
depth at constant latitude 37.5o, with a lag of (a) -1, (b) 0, (c) +1
days. The tropopause and the boundary layer top are represented
by thin black lines and contours of potential temperature are also
marked.
3.18 Schematic showing the ﬂow structure induced by a (a) positive and
(b) negative PV anomaly of simple shape. The location of each PV
anomaly is stippled. The tropopause is marked by the thick black
line, and thin lines are of isentropes every 5 K and transverse velocity
every 3 m s-1 (Hoskins et al., 1985).
15
3.19 As in Figure 3.17, but for the 1% of days between the 89.5% and
90.5% highest indices in the GSI.
3.20 Schematic representation of ﬂow in a deep tropospheric motion sys-
tem, projected upon a vertical section. The hatched area at the
surface represents the layer of small-scale convection, within which
subsiding air has its potential temperature raised. Air from this
layer enters a cumulonimbus or large-scale circulation and ascends
into the upper troposphere. Condensation, C, of water vapour oc-
curs, and small-scale convection may develop again in the cloud
system where there is cross-hatching. Precipitation falls from the
cloud (pecked lines) and there is some evaporation, E, outside it.
The descending branch of the large-scale circulation is left open on
the right to indicate that it continues in several motion systems,
accompanied by a slow radiative loss of potential temperature. T
marks the tropopause. (Green et al., 1966).
4.1 Transverse motion in an idealized frontal zone, with warmer air to
the left. The frontogenic horizontal deformation ﬁeld is such that
the meridional velocity increases with latitude, and all isotherms in
isobaric surfaces are assumed parallel with the front. Dashed lines:
zonal velocity isotachs. Dotted lines: meridional velocity isotachs.
Solid lines: streamlines of transverse non-geostrophic circulation.
(Eliassen, 1962)
4.2 Twenty-year wintertime mean (DJF 1981-2000) of SST for the (a)
CNTL experiment and (b) SMTH experiment. Contours, in black,
are shown from 2oC to 20oC, at 2oC intervals. Also shown on both
ﬁgures, and annotated in (b), are the lines of constant longitude
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used for analysis in this chapter. These are (70W, 29.7-43.2N),
(60W, 29.7-45.2N), (50W, 29.7-49.7N), (40W, 29.7-49.7N), (30W,
29.7-49.7N). The diﬀerence in SST between the CNTL and SMTH
experiment is shown in (c).
4.3 An example surface map for a baroclinic wave with a strong surface
cold front and a developing warm front. Temperature contours every
4K are shown as continuous lines, geopotential contours are marked
with dashed lines, and the region of relative vorticity larger than
f
2 is shaded. The relative vorticity in the cold front region has a
maximum of 5f . (Hoskins, 1982).
4.4 (a) An atmospheric front, as deﬁned in the text, highlighted in ma-
genta, at 12:00UTC on December 28th 1981. Also shown at that
time is the vertical velocity (colour), and contours of SST from 2oC
to 20oC, at 2oC intervals (black). (b) Another atmospheric front, as
deﬁned in the text, identiﬁed at 18:00UTC on February 28th 2001.
(c) Fraction of wintertime days in the CNTL experiment where the
front variable F exceeds unity. Contours of SST are as in Fig. 4.2(a).
(d) Percentage of wintertime days where (i) a cold front and (ii) a
warm front is objectively identiﬁed in the Atlantic, from Berry et
al. (2011).
4.5 (a) As in Figure 4.4(c), but for the SMTH experiment. (b) The
percentage reduction in the occurrence of F ≥ 1 in the SMTH ex-
periment, relative to the CNTL experiment.
4.6 (a) Average wintertime value of F when an atmospheric front (F ≥
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1) is present, with the percentage reduction in F in the SMTH rela-
tive to the CNTL experiments shown in (b). This percentage change
is calculated for two higher thresholds of atmospheric front intensity
in (c) F ≥ 3 and (d) F ≥ 5.
4.7 Schematic of an atmospheric cold front passing over (a) a strong
SST gradient (b) a smoothed SST gradient.
4.8 Schematic illustrating the angles δ1 and δ2 between the frontal hor-
izontal temperature gradient at 925hPa and lines of constant longi-
tude, for cold fronts and warm fronts respectively.
4.9 The percentage distribution of δ for each of 10 bins (-5o- 5oto 85o-
95o at equal intervals) for (a) (70W, 29.7-43.2N) (b) (60W, 29.7-
45.2N) (c) (50W, 29.7-49.7N), (d) (40W, 29.7-49.7N) and (e) (30W,
29.7-49.7N). (f) As in (c), but for 91 diﬀerent bins (-0.5o- 0.5oto
89.5o- 90.5o at equal intervals). The CNTL simulation is shown in
red, whilst the SMTH is shown in black.
4.10 Histograms of (a) convective and (b) large-scale precipitation for the
constant longitude domain (60W, 29.7-45.2N) across the twenty-
year wintertime analysis period, for both the CNTL and SMTH
experiments. Each bin is 1mm day-1 wide, and each histogram has
a total of 228,480 data points.
4.11 Twenty-year wintertime mean in (a) convective precipitation and (c)
large scale precipitation in the CNTL experiment. Mean contours
of SST are shown in black. The average reduction in the SMTH ex-
periment from the CNTL experiment is shown for the (b) convective
precipitation and (d) large scale precipitation.
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4.12 Angle between the mean SST gradients in the CNTL and SMTH
experiments.
4.13 Average angle in wintertime between the frontal horizontal tempera-
ture gradient at 925hPa and the mean CNTL and mean SMTH SST
gradients, for the regions where there is (a) an average reduction
in large-scale precipitation in the SMTH experiment relative to the
CNTL, and (b) an average increase in large-scale precipitation in
the SMTH experiment relative to the CNTL. The broad dark blue
areas represent the regions that are not under consideration in their
respective plot.
4.14 Relative distribution across all days of vertical velocity at (a) 925hPa
and (b) 500hPa for the constant longitude domain (70W, 29.7-43.2N)
for the CNTL (red) and SMTH (black) experiments.
4.15 Relative distribution across all days of vertical velocity at 925hPa
for the CNTL (red) and SMTH (black) experiments for the constant
longitude domains (a) (70W, 29.7-43.2N) (b) (60W, 29.7-45.2N)
(c) (50W, 29.7-49.7N), (d) (40W, 29.7-49.7N) and (e) (30W, 29.7-
49.7N).
4.16 As in Figure 4.15, but for the vertical velocity at 500hPa.
4.17 As in Figure 4.15, but for the vertical velocity at 300hPa.
4.18 Twenty-year wintertime mean in (a) vertical velocity at 925hPa, (c)
vertical velocity at 500hPa and (e) vertical velocity at 300hPa in
the CNTL experiment. Mean contours of SST are shown in black.
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experiment is shown for the vertical velocity at (b) 925hPa, (d)
500hPa and (f) 300hPa.
5.1 Schematic showing a cyclone passing over the Gulf Stream. A
smoothing of the SST gradient, as in Minobe et al. (2008), reduces
the convective available potential energy on the warm side of the
Gulf Stream, resulting in the largest region of reduction in convec-
tive precipitation. Colocated with a broad area of the cold sector is
a region of negative PV.
5.2 Correlation between the December-March North Atlantic Oscillation
index and global surface temperature (SST is used over the oceans)
(Marshall et al., 2001).
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CHAPTER 1
INTRODUCTION
1.1 EARTH'S MERIDIONAL TEMPERATURE GRADIENT
A striking feature of atmospheric and oceanic motions is the occurrence of ﬂuc-
tuations with time-scales that are not directly related to the periodicities of
solar heating. Furthermore, casual observations of the weather show these ﬂuc-
tuations occur erratically in time. This suggests that if the state of the ﬂow
is unstable with regards to small `eddies' present in any real system, then the
latter may amplify with time. Synoptic scale (approximately 1000km scale)
transient eddies are one of the essential components of the tropospheric general
circulation, transporting substantial moisture, heat and momentum meridion-
ally. These synoptic eddies are now understood to arise from the release of
potential energy stored in the pole-equator temperature gradient of the Earth.
(The orientation and orbit of our planet result in more solar radiation incident
at the equator than at the pole, causing such a meridional temperature gradi-
ent). This gradient is illustrated in Figure 1.1, taken from the European Centre
for Medium Range Weather Forecasts (ECMWF) Re-analysis (ERA)-40 Atlas,
which shows the annual mean of the zonal mean potential temperature for the
period 1979-2001 (Kållberg et al., 2005). The potential temperature is the tem-
perature an air parcel would acquire if brought adiabatically to a pressure of
1000hPa.
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Figure 1.1: Annual mean of the zonal mean potential temperature in ERA-40
data, 1979-2001 (Kållberg et al., 2005).
On a rapidly rotating planet, geostrophic and hydrostatic balance link the
vertical shear of the wind to this gradient1
∂θ
∂y = − fθg ∂u∂z , (1.1)
where u is the zonal windspeed, θ is the potential temperature, f is the Cori-
olis parameter and g is the gravitational acceleration. The associated momen-
tum transport is responsible for mid-latitude westerlies, organised into an eddy-
driven polar-front jet; these resulting jet systems are referred to as baroclinic
(e.g. Charney, 1947). Perturbations to these jets can draw from the large
amount of potential energy stored within and convert it into eddy kinetic en-
ergy, rapidly growing into cyclones, which then propagate and mix warm air
polewards and cold air equatorwards, acting to reduce the meridional temper-
ature gradient (Bjerknes, 1919). The basic mechanism for this is called baro-
clinic instability, and the term baroclinicity used as a measure of how suitable
1All symbols and physical constants are deﬁned in Appendix A.
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atmospheric conditions are for the ampliﬁcation of such perturbations.
1.2 POTENTIAL VORTICITY
In the early 1930s, there did not yet exist a general statement about vorticity
conservation that was satisﬁed for baroclinic ﬂow in the atmosphere and ocean.
However, in 1936, for hydrostatic shallow water equations, Rossby introduced a
conservation of potential vorticity, PV, (a term coined in a later paper in which
he extended to the stratiﬁed case), that was applicable in a baroclinic context
(Rossby, 1936, 1940). The expression for PV was further generalised to a non-
hydrostatic, continuously stratiﬁed ﬂuid by Ertel (1942). The Ertel-Rossby PV
is deﬁned as
PV = 1ρζ.∇θ, (1.2)
where ρ is the density of air and ζ is the absolute vorticity (calculated relative
to an inertial frame, and thus containing a term due to the Earth's rotation).
Ertel's theorem then states that for frictionless, adiabatic ﬂuid motion, the La-
grangian PV is conserved (i.e. D(PV )Dt = 0). PV in the troposphere is typically
small and positive, on the order of 10-7to 10-6 K kg-1 m2 s-1= 0.1 to 1 PVU,
driven by a positive vertical component of absolute vorticity from the Coriolis
force (ζz ≈ f ∼ 10−4 s-1), and a small increase in potential temperature with
height (∂θ∂z ∼ 5 × 10−3 K m-1), whereas in the stratosphere, it is signiﬁcantly
higher (∂θ∂z ∼ 4.5× 10−
2
K m-1). The dynamic tropopause is based on PV, with
isentropic surfaces making the transition from the troposphere to stratosphere
usually featuring a sharp gradient in PV between the two air masses (Hoskins
et al., 1985, Davis and Emanuel, 1991). The 1-3 PVU band lies in the transi-
tion zone of the weakly stratiﬁed upper troposphere and the relatively strongly
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stratiﬁed lower stratosphere (Morgan and Nielsen-Gammon, 1998), and a single
PV surface within this gradient can be used to deﬁne the tropopause.
In the 1940s and 50s, research into atmospheric PV continued (Reed and
Sanders, 1953), however scientists were unable to use PV theory to explicitly
show why cyclones formed near fronts, so PV analysis was disfavoured. However,
a major review in the mid-1980s clariﬁed why it is isentropic (not horizontal or
isobaric) gradients and ﬂuxes of PV that are dynamically signiﬁcant (Hoskins
et al. 1985). Another signiﬁcant result to stem from this paper was the in-
vertibility principle as applied to PV: given a global PV distribution under a
suitable boundary condition (e.g. geostrophic balance), with complete bound-
ary conditions, it is possible to diagnostically deduce all the other dynamical
ﬁelds such as winds, potential temperatures and geopotential heights.
1.3 MID-LATITUDE CYCLOGENESIS
The process by which baroclinic instability leads to cyclone formation is demon-
strated in Figure 1.2. Illustrated in Figure 1.2(a) is an initial southwards or
downwards perturbation at the tropopause leading to an intrusion of strato-
spheric air into the tropopause, air which will have higher PV because of larger
static stability (a measure of which is given by the Brunt-Väisälä frequency
N , where N2 = gθ
∂θ
∂z ) than its surroundings. This positive PV anomaly will
have a positive cyclonic circulation associated with it which, as a consequence
of the invertibility principle, will extend throughout the troposphere, decay-
ing in strength but still inducing weak cyclonic vorticity at the surface. This
induced surface circulation transports warm air polewards and cold air equator-
wards, deforming the surface meridional temperature gradient (Figure 1.2(b)).
A warm temperature anomaly in the surface temperature ﬁeld acts dynamically
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Figure 1.2: Schematic detailing how baroclinic instability leads to cyclone for-
mation. Near-surface temperature contours are shown, as is the tropopause
location, with positive PV anomalies indicated with a + and arrows denoting
associated airﬂows. (a) A PV anomaly at the tropopause induces weak cyclonic
vorticity at the surface. (b) This induced vorticity distorts the surface merid-
ional temperature gradient. (c) This surface vorticity now feeds back to the
tropopause.
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as a positive PV anomaly located below the surface (Bretherton, 1966), and
this anomaly will therefore have increased static stability and an associated cy-
clonic circulation. This surface vorticity will create a weak circulation anomaly
at the tropopause (Figure 1.2(c)), and in this manner it is possible for the in-
duced surface PV anomaly to feedback and intensify the initial perturbation.
Baroclinic instability is the process by which the anomalies at the surface and
the tropopause become phase-locked, and mutually intensify each other to form
a baroclinic wave. The surface warm (cold) anomaly, with its cyclonic (anti-
cyclonic) circulation associated with it, forms the low (high)-pressure part of
the wave.
Pioneering papers by Eady (1949) and Charney (1947) ﬁt a mathematical
framework to baroclinic instability and demonstrated that the cyclonic growth
rate is proportional to the meridional temperature gradient. Eady's model of
baroclinic instability will be discussed further in Chapter 2.
1.4 MID-LATITUDE STORM TRACKS
The term storm-track often refers to (Eulerian) areas of high wind or high
tropospheric geopotential height variability at synoptic time scales (roughly 1-7
days), and can be considered a synoptic indicator of storm activity. Indeed,
these storm tracks can be related directly to baroclinic waves (Wallace et al.,
1988). Such concentrated regions of eddy activity reach a maximum over the
mid-latitude oceans in both the Northern and Southern Hemisphere (NH and
SH respectively) (Blackmon et al., 1977, Trenberth, 1981, Hoskins et al., 1983).
In wintertime, the zonal storm-track average is broadly similar between the NH
and SH, bearing in mind the NH has stronger regional structure. In summertime
however, the NH storm track weakens in activity and shifts poleward, whereas
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the activity in the SH persists, becoming more concentrated in latitude and
shifting slightly equatorwards (Trenberth, 1991).
In NH wintertime, the main storm tracks extend from the east coasts of
North America and Asia across the Atlantic and Paciﬁc oceans respectively. A
summary of some of the features of these NH storm tracks is shown in Figure
1.3, taken from Hoskins and Valdes (1990), for six winters of ECMWF data
(December-February, DJF, 1979-84). Upstream of the two regions of maximum
synoptic time scale height-ﬁeld variance are maxima of poleward and upward
heat ﬂux by these systems. The vector (v′2 − u′2,−u′v′) is indicated at 250hPa,
and where these arrows diverge there is a tendency to force the mean westerly
ﬂow. Also indicated are the regions, poleward of 20oN, of maximum column-
averaged diabatic heating.
Calculations by Simmons and Hoskins (1979) show that at mid-latitudes
a packet of baroclinic wave activity leaves behind a region of low-level baro-
clinicity, with the potential temperature contours pushed far to the north and
south. It is therefore curious that such mid-latitude storm-tracks are persistent,
rather than constantly changing latitude. Hoskins and Valdes (1990) conﬁrm
that the direct thermal eﬀect of eddies indeed acts against such storm-track
existence. However, they ﬁnd that land-sea diﬀerences oﬀ the east coasts and
indirect eddy-induced mean diabatic heating in the storm-track region act to
maintain the mean maximum in baroclinicity, suggesting a possible system of
self-maintenance. Although the ﬁrst to invoke this baroclinic response to the
land-sea contrast, they were unable to convincingly show a role for ocean cur-
rents.
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Figure 1.3: NH winter storm track structure based on high-pass time-
ﬁltered transients in ECMWF data for DJF 1979-84. The thin contours are
of height variance (contour interval 15m2) and arrows indicate the vector
(v′2 − u′2,−u′v′), both at 250hPa. Also shown are single contours of the 700hPa
horizontal temperature ﬂux (thick dashed contour at 10 K m s-1), 700hPa ver-
tical temperature ﬂux (thick dotted contour at 0.2 K Pa s-1), and the column
mean diabatic heating (thick solid contour at 50 W m-2). (Hoskins and Valdes,
1990).
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Figure 1.4: Diagram of the ﬁve major ocean gyres (boxed). Major ocean cur-
rents are marked by arrows and annotated. Figure courtesy of the National
Oceanography Centre.
1.5 WESTERN BOUNDARY CURRENTS AND AIR-SEA INTER-
ACTIONS
On a broad general scale, the Earth's rotation results in ﬁve major systems
of rotating ocean currents called gyres: North Atlantic (NA), North Paciﬁc
(NP), South Atlantic (SA), South Paciﬁc (SP) and South Indian (SI). Each of
these subtropical gyres is ﬂanked by Western and Eastern Boundary Currents
(WBCs/EBCs). In general, WBCs (EBCs) are warm (cool), as they transport
water from equatorial (polar) regions. WBCs are narrower, faster and deeper
than their eastern counterparts due to western intensiﬁcation (Stommel, 1948).
A simple interpretation of this intensiﬁcation is that the centre of the gyre is
slightly oﬀset due to the increasing strength of the Coriolis eﬀect as one moves
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poleward. The WBC systems are called the Gulf Stream (GS) in the NA, the
Kuroshio Extension in the NP, the Brazil Current in the SA, the East Australian
Current in the SP and the Agulhas Current in the SI. The currents in the SH
are weaker than those in the NH, partly because WBCs require extended land
barriers that are generally absent in the SH. These major ocean currents are
depicted in Figure 1.4, from the National Oceanography Centre, with the ﬁve
major ocean gyres additionally annotated. The heat transport of strong ocean
currents like the WBCs act to conﬁne sharp sea-surface temperature (SST)
gradients into narrow frontal zones.
Prior to Hoskins and Valdes (1990) invoking the baroclinic response to the
land-sea contrast, local ocean-atmospheric forcing over the WBCs had nonethe-
less already been long documented (e.g. Bjerknes, 1964). Sweet et al. (1981)
noted that SST fronts such as the GS modify the shear in the lower-atmosphere
wind proﬁle, causing changes in the boundary layer height. Calm seas and
surface winds were found over the cold regions of the GS, with increased sea
state and strong winds found on the warmer ﬂank. Wallace et al. (1989) at-
tributed these eﬀects to the coupling of surface winds with free-troposphere
winds, the coupling itself due to the instability of the boundary layer. Yet
up until the late nineties, the search for oceanic feedback into the atmosphere
had not yet produced any conclusive evidence in the extra-tropics. However,
with the launch of satellites designed speciﬁcally to measure near-surface wind
vectors (e.g. NSCAT, 1996, QuikSCAT, 1999), extensive research was pro-
duced which highlighted very clearly the importance of oceanic currents for
mid-latitude weather systems. With satellite measurements, solid covariability
in SST and surface wind speed over WBCs was found, with increased (reduced)
wind speeds associated with warm (cold) SST anomalies (Chelton et al., 2004,
Nonaka and Xie, 2003). The frequency of high wind events is also notably
31
modulated by the SST fronts and their meanders (Sampe and Xie, 2007). In-
deed, positive SST-wind correlation results from a vertical shear adjustment
mechanism - an increase in SST reduces the static stability of the atmosphere,
intensifying vertical turbulence mixing and bringing fast-moving air from aloft
down to the sea surface (Booth et al., 2010). It is this momentum-mixing mech-
anism that explains why surface storm track maxima occur on the western side
of the ocean basins, even though the mean winds are strongest near the centre
where the transient eddy ﬂuxes are largest. During non-storm conditions also,
locally thermally forced perturbations near the GS SST frontal region are the
dominant modiﬁer of cross-frontal winds (Song et al., 2006).
Additional studies of storm-tracks over WBCs have also suggested that in-
dividual synoptic weather systems are modiﬁed and often enhanced when they
pass over the strong SST gradients (e.g. Sanders 1986), with large cyclonic
growth rates and cyclogenesis densities shown over the WBCs (Hoskins and
Hodges, 2002). Indeed, rapidly growing synoptic storms (bombs) have been
shown to intensify and track along WBCs (e.g. Colucci, 1976, Chen et al. 1992).
For example, in a study of winter cyclones oﬀ the east coast of the Carolinas,
Cione et al. (1993) observed that 85% of strong storms intensiﬁed within a nar-
row highly baroclinic region, and that these intense events were characterized by
smaller Gulf Stream Front-to-land distances; the decreasing distance between
the GS and the coastline producing an increased baroclinic marine atmospheric
boundary layer (MABL). It is this enhancement of low-level baroclinicity by
SST gradients that is likely crucial to the increased eddy activity (Nakamura
and Shimpo, 2004, Nakamura et al., 2004).
In addition to the inﬂuence of baroclinicity, oceanic fronts aﬀect the diabatic
heating of the atmosphere via turbulent surface heat ﬂuxes, with diﬀerential
heating at the surface aﬀecting atmosphere front strength (e.g. Persson et al,
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Figure 1.5: Annual climatology of rain rate: (a) observed by satellites, and in
the AFES with (b) observed and (c) smoothed SSTs. Contours of SST are also
shown at 2oC intervals, with dashed contours for 10oC and 20oC (Minobe et al.,
2008).
2008, Giordani and Caniaux, 2001). Atmospheric diabatic heating can also
cause potential vorticity anomalies (Stoelinga, 1996), as well as induce upper-
level mass ﬂux divergences that enhance storms and destabilize the atmosphere
(Businger et al., 2005). These diﬀerential surface sensible heat ﬂuxes caused by
air ﬂowing across sharp SST gradients have also been suggested as a possible
system of baroclinicity maintenance against eroding eddy-heat ﬂuxes (oceanic
baroclinic adjustment, Nakamura et al., 2008).
Recently, the deep inﬂuence of WBCs in the troposphere has been well es-
tablished (Liu et al., 2007, Tokinaga et al., 2009, Kobashi et al., 2008). For
example, in a paper by Minobe et al. (2008), high resolution operational anal-
yses from the ECMWF are used to convincingly show that the GS in fact di-
rectly aﬀects the entire troposphere, from the surface all the way up to the
tropopause, in a systematic manner. On a climatic timescale, it has been hy-
pothesized that relatively low (high) pressures on the warm (cold) ﬂank of the
GS front induces wind convergence (divergence) that anchors upward motion
(up to heights of 300hPa). This would then enhance precipitation locally, pro-
viding diabatic heating to the atmosphere. High instability of the atmosphere
as manifested in enhanced ocean-atmosphere latent and sensible heat ﬂux leads
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to deep convection, enabling the inﬂuence of the warm ocean current to reach
the entire troposphere, with upper-tropospheric divergence showing a banded
structure similar to the surface convergence and precipitation patterns. How-
ever, when the GS SST gradient is smoothed, the observed patterns in surface
precipitation disappear, as illustrated in Figure 1.5, from Minobe et al. (2008).
Observed- (b) and smoothed- (c) SST simulations are performed using the At-
mospheric General Circulation Model For the Earth Simulator (AFES), and are
compared with satellite observations from the Tropical Rainfall Measuring Mis-
sion (a), from January 2002 - February 2006. This underlines the signiﬁcance
of the oceanic SST gradient in the air-sea interaction over the WBCs. Smooth-
ing such an SST gradient also reduces the mean and variance of surface heat
ﬂuxes, as well as storm-track activity in the atmosphere (Taguchi et al., 2009,
Nakamura et al., 2008).
1.6 OCEAN-ATMOSPHERE TURBULENT HEAT FLUXES
Figure 1.6, from Trenberth and Caron (2001), shows estimates of the atmo-
spheric and oceanic heat transport, required by top-of-atmosphere radiation,
based on National Centers for Environmental Prediction (NCEP) reanalyses
and Earth Radiation Budget Experiment (ERBE) data. From the equator to
17o, the poleward ocean transport exceeds that of the atmosphere. However,
by 35olatitude, the poleward atmospheric transport accounts for 78% (92%) of
the total transport in the NH (SH). Over the ocean, the strongest surface heat
ﬂuxes are located in NH wintertime over the WBCs (Yu and Weller, 2007).
This is due to the temperature contrast of cold continental air interacting with
the relatively warm ocean. Analogous mean surface heat ﬂux peaks exist in SH
wintertime, but these are not as strong. At mid-latitudes, these areas of intense
ocean-atmosphere heat exchange suggest the presence of an ocean-atmosphere
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Figure 1.6: The required total heat transport from the top-of-atmosphere radi-
ation (RT) is compared with the derived estimate of the adjusted ocean heat
transport (OT) and implied atmospheric transport (AT) (Trenberth and Caron,
2001).
relay, whereby the ocean loses a lot of heat to the atmosphere, which then
continues to transport it poleward.
Intraseasonal variability of surface heat ﬂuxes over WBCs is a subject of
much recent research (Konda et al., 2010, Grodsky et al., 2009). In wintertime,
it is found that these turbulent heat ﬂuxes are remarkably variable, with high
latent and sensible heat ﬂuxes coinciding in discrete high-ﬂux events, each
lasting approximately 2-3 days. Additionally, these high-ﬂux events account for
a signiﬁcant proportion of the total wintertime heat ﬂux in the region. On these
days northerly ﬂow brings cold dry descending continental air over the warm
waters in the WBC region, (over the GS for example, this is forced by westerly
ﬂow over the Rocky Mountains producing a downstream north-south standing
wave), resulting in the high turbulent heat ﬂuxes and ventilation of the MABL.
Clear cyclonic structure is present on heat ﬂux event days over WBCs, with
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Figure 1.7: Schematic illustrating the frontal structure and airﬂows within a
mid-latitude cyclone. The cold and warm fronts are denoted by the blue and
red lines respectively. The three main airﬂows are shown by arrows, along with
an indication of their inﬂow and outﬂow levels. The cold conveyer belt remains
near the surface throughout.
circulation anomalies that extend throughout the troposphere (Shaman et al,
2010, Alexander and Scott, 1997).
1.7 EXTRATROPICAL CYCLONE STRUCTURE
One of the ﬁrst conceptual models of extratropical cyclones and the structure
of their cloud and precipitation distribution was the Norwegian cyclone model
(Bjerknes and Solberg, 1922), which emphasized the continuous role of pre-
existing surface fronts to occlusion. With the development of modern remote
sensing techniques however, Shapiro and Keyser (1990) suggested an alternative.
They argued that continuous frontal deformation in fact rarely occurs, and that
there is instead a front fracture near the cyclone centre, with the cold front
becoming disjointed from the warm front. A schematic of this is shown in Figure
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1.7. The cold front becomes perpendicular to the warm front, and there is an
extension to the warm front that wraps around the low centre. As a cyclone
matures, warm air often becomes encircled by the warm front and trapped in a
warm seclusion.
Also shown in Figure 1.7 are the three distinct airstreams associated with
extratropical cyclones, diagnosed by isentropic analyses of the airﬂows moving
with them. The ﬁrst of these is the cold conveyer belt (CCB), originating in
the cold air ahead of the warm front (Carlson, 1980). The CCB is a low-level
airstream that ﬂows westwards relative to the cyclone centre, turning cycloni-
cally around the low centre. It is noted that if moisture is precipitated into it
from above, it is also possible for the CCB to become buoyant, ascend and turn
anticyclonically.
The second of these is the dry intrusion (Reed and Danielsen, 1959), whose
airﬂow can be identiﬁed as an ensemble of trajectories characterized by maxi-
mum descent (Wernli, 1997). These trajectories originate from the vicinity of a
newly developing tropopause fold, a manifestation of upper-level forcing of cy-
clogenesis associated with a positive upper-level PV anomaly. As a result, this
airﬂow has extremely low moisture content and is an area of often completely
cloud-free air immediately behind the cold front. Clouds can be formed further
behind the cold front (e.g. in a cold air outbreak, where cold northerly con-
tinental air ﬂows rapidly over the warmer sea surface further behind the cold
front). These clouds are shallow, restricted by the much drier air in the dry
intrusion above (Browning, 1986).
The ﬁnal airstream is the main poleward airﬂow, the warm conveyer belt
(WCB, Green et al., 1966, Harrold 1973), which is responsible for most of the
cyclone's meridional energy transport, in terms of both latent and sensible heat,
and whose inﬂow region is strongly inﬂuenced by surface forcings, particularly
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SSTs above the zonal average (Eckhardt et al., 2004). WCBs originate in the
warm sector and are strongly ascending moist airstreams that quickly rise from
the boundary layer to the upper troposphere, typically travelling poleward and
eastward during the ﬁrst two days and then turning equatorward in the outﬂow.
Due to this rapid ascent to the upper troposphere, WCBs inﬂuence chemical
composition in the free troposphere (e.g. Arnold et al., 1997), and on the time
scale of a few days transport air pollution from one continent to the other (Stohl
et al., 2002).
Indeed, WCBs are the dominant advective transport mechanism for boundary-
layer ventilation into the free troposphere (Sinclair et al., 2008), and can ven-
tilate out huge amounts of water vapour (Boutle et al., 2011). In fact, WCBs
are usually saturated and play a highly signiﬁcant role in the cyclone-associated
surface precipitation (Browning, 1990), as they are approximately 100% eﬃcient
at converting moisture into precipitation (Eckhardt et al., 2004). Furthermore,
WCBs have an occurrence frequency of mostly less than 10% and thus are not
very abundant features, and yet are still responsible for a huge percentage of
the total precipitation in many regions (Pfahl et al., 2013).
WCBs are also highly relevant dynamically and have a strong inﬂuence on
tropospheric PV-distribution. Condensation is very pronounced in WCB ﬂows,
and associated latent heat release leads to cross-isentropic airﬂow and the cre-
ation and destruction of PV (Haynes and McIntyre, 1987). Indeed, diabatic PV
changes along WCBs generate positive PV anomalies at low-levels, important for
the evolution of the cyclone, and strong negative anomalies at the tropopause,
which can have a strong impact on the downstream ﬂow evolution (Massacand
et al., 2001, Madonna et al., 2013). Such a positive PV anomaly below the
heating should enhance the circulation of the lower boundary wave discussed
in Section 1.3, whilst the negative anomaly would erode the PV ahead of the
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upper-level trough. Indeed, in this way, both these eﬀects suggest that increased
moisture should intensify cyclogenesis.
1.8 THESIS OUTLINE
In terms of ocean-atmosphere interaction, a clear connection exists between
WBCs, synoptic scale storm activity in these areas and subsequent atmospheric
motions, whereby it has been shown each can have a substantial eﬀect on the
other. However, the mechanisms whereby WBCs aﬀect the climate on monthly
and longer timescales remain poorly understood - what is responsible for the
signiﬁcant inﬂuence of the strong oceanic frontal zones on the overlying mean
tropospheric state? As aforementioned, WBCs are intense regions of synoptic
activity, closely connected to highly variable extremes in ocean-atmosphere heat
exchange. The overall aim of this thesis is to assess the diﬀerences between days
of average and extreme air-sea heat ﬂux over the WBCs, to assess the extent
to which the most extreme air-sea heat ﬂux events over the WBCs shape the
climatological mean over these areas, and in doing so to further understanding
of the air-sea interaction over the WBCs. This aim will be broken down into
three chapters.
Chapter 2. The aim of this chapter is to understand what diﬀerences are present
in the direct air-sea interaction on these extreme heat ﬂux events
compared with an average day. The focus of this chapter will be
on the wintertime GS extension. Firstly, a (Lagrangian) trajectory
model is constructed and both tested theoretically with the Eady
model and veriﬁed against known trajectory calculations of WCBs.
Initially, the model is used to diﬀerentiate the origins of the air
parcels over the GS between days of extreme and median heat ﬂux
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and classify these trajectories. Then, the diﬀerences in the boundary
layer heat budget between these days will be addressed, by compar-
ing the ocean-atmosphere heat input with that advected away by
the trajectories. The role of diﬀerent processes on these days is
subsequently discussed.
Chapter 3. Firstly in this chapter, the variation of the ocean-atmosphere heat
exchange with initial atmospheric state is considered - given a value
of surface heat ﬂux, what atmospheric conditions do we expect to
ﬁnd causing it? Having ascertained this relationship, the focus is
then on understanding the extent to which diﬀerent subsets of the
heat ﬂux aﬀect the mean wintertime atmospheric state. In particu-
lar, attention is directed towards the mean patterns in tropospheric
wind divergence and precipitation. Finally, given the results of the
chapter, a potential explanation is oﬀered for understanding the
strong inﬂuence of the sharp SST gradients of the GS on the mean
wintertime pattern in precipitation.
Chapter 4. The relationship between the SST gradient and atmospheric fronts
over the GS is explored in this chapter. Does a smoothing of the SST
gradient result in a damping of the atmospheric fronts? If so, what
is the extent of the damping and is there a dependence on initial
front strength or location over the GS? The signiﬁcance of the angle
between atmospheric fronts and the SST gradient is assessed and the
question of whether the SST gradient aﬀects the direction of frontal
propagation is considered. The corresponding eﬀect on associated
atmospheric variables such as vertical velocity and precipitation is
also examined.
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The data used in Chapters 2 and 3 is ECMWF Interim Reanalysis data (ERA
Interim) (Berrisford et al., 2009), whilst in Chapter 4, the data is from the At-
mospheric General Circulation Model for the Earth Simulator (AFES; Ohfuchi
et al., 2004) version 2 (Enomoto et al., 2008). These datasets are discussed in
more detail in the individual chapters.
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CHAPTER 2
A LAGRANGIAN VIEW OF AIR-SEA
INTERACTIONS OVER THE GULF STREAM
2.1 INTRODUCTION
The strong relationship between anomalies of turbulent ocean-atmosphere heat
ﬂuxes at mid-latitudes and anomalies in atmospheric circulation has been exten-
sively documented at various timescales (e.g. monthly - Cayan, 1992, Deser and
Timlin, 1997). However, accurate examination of the air-sea exchange and the
mechanisms of their coupled interaction in the areas of the WBCs necessitates
analysis on synoptic timescales, as it is the highly variable surface heat ﬂux,
as opposed to the mean ﬂux ﬁeld, that forms the actual signal at the air-sea
interface. The focus of this chapter is on the wintertime GS extension, which
along with the adjacent waters of the northwestern portion of the subtropical
gyre is where the strongest average air-sea heat ﬂuxes occur globally (Esbensen
and Kushnir, 1981, Josey et al., 1999).
Over the GS, recent analysis demonstrates that the synoptic patterns of heat
ﬂuxes are associated with synoptic atmospheric transients propagating over it
(Zolina and Gulev, 2003). In fact, synoptic storms are responsible for a large
fraction of total seasonal heat ﬂuxes in the region. Over the last 60 years, an
increase in the number of these high-ﬂux events has caused increased heat ﬂuxes
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over the GS, with increasing long-term trends in the eddy heat ﬂux and low-level
baroclinicity associated with them (Shaman et al., 2010). Given that there is
a signiﬁcant switch in the relative importance of poleward heat transport from
the ocean to the atmosphere at mid-latitudes, as discussed in Section 1.6, it
is essential to understand the nature and the extent of these discrete events of
extreme air-sea heat transfer and how the underlying processes diﬀer from the
average day.
In this chapter, an attempt is made to classify and quantify the main dif-
ferences in the direct air-sea heat exchange between days of extreme surface
heat ﬂux over the GS and days of average heat ﬂux. This is accomplished by
analysing atmospheric trajectories on both sets of days, using a custom built
Lagrangian trajectory model. Section 2.2 deﬁnes our GS domain of interest
and our associated index of air-sea heat ﬂux. In Section 2.3, the Lagrangian
trajectory model we will be using is described, including model error analysis.
In Section 2.4, we analyse trajectories on days of extreme and average heat
ﬂux over our GS domain, and classify and quantify the diﬀerences. Section 2.5
considers the diﬀerences in the overlying atmospheric heat budget on days of
extreme and average heat ﬂux, and a summary is presented in Section 2.6.
2.2 GULF STREAM HEAT FLUX INDEX
2.2.1 HEAT FLUX DATASET
The dataset used to examine surface heat ﬂuxes in this thesis will be ECMWF
Interim Reanalysis data (ERA Interim) (Berrisford et al., 2009). The ERA-
Interim reanalysis utilises a 4D-var data assimilation system to incorporate ob-
servations over a 12-hour reanalysis period, with forecasts starting at 00:00UTC
(Coordinated Universal Time) and 12:00UTC, with spectral resolution T255
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(∼ 0.7o). Surface latent heat ﬂuxes (LHF) and sensible heat ﬂuxes (SHF) are
computed from bulk aerodynamic formulas, in terms of diﬀerences between pa-
rameters at the ﬁrst model level above the surface, at a given height zn, and
those at the surface:
SHF = ρCH |Un|(ssurf − sn), (2.1)
LHF = ρCQ|Un|(αsurfqsat − αnqn), (2.2)
where the subscript surf denotes values at the surface, s = cpT + gz is the
dry static energy, T is the air temperature, cp is the speciﬁc heat capacity of
air at constant pressure, CH and CQ are transfer exchange coeﬃcients, |Un| is
the wind speed, which includes a free convection parameter, qn is the speciﬁc
humidity, qsat(ssurf ) is the saturation speciﬁc humidity, and αn and αsurf are
land-dependent factors (over water, αn = 1 and αsurf = 1) (ECMWF IFS
documention IV).
Both the sensible and latent surface heat ﬂuxes are not analysed ﬁelds, and
are consequently taken from short-range forecast accumulations produced from
forecasts beginning at 00:00 and 12:00UTC. Such accumulated forecast ﬁelds
are aﬀected by spin-up, i.e. they vary with forecast length. This is due to
the fact that surface ﬂuxes strongly depend on imbalances between the initial
conditions and the atmosphere consistent with the forecast model's physics and
dynamics (White and Saha, 1999). However, 12-month running means of the
globally-averaged surface sensible and latent heat ﬂuxes in ERA-Interim only
exhibit up to around 1Wm-2 between forecasts taken with length 0h-12h and
those with 24h-36h (Kållberg, 2011). This ﬁgure represents only about 5% (1%)
of the globally-averaged surface sensible (latent) heat ﬂux. In addition, a 20-year
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average (1989-2008) of the diﬀerence in net surface energy ﬂux (i.e. incl. surface
solar and thermal radiation) from forecasts 24h-36h and 00h-12h is shown to be
roughly 10Wm-2 over the GS region. This is a relatively small fraction compared
to the range of daily surface heat ﬂuxes over the GS (e.g. Shaman et al., 2010),
and spin-up should not cause any relevant error in the present analysis. In this
chapter, observations from 12:00UTC are used to initialize 3 hour time-step
forecast simulations. Accumulated surface sensible and latent heat ﬂuxes are
then projected onto a longitude-latitude grid of resolution 1.5ox 1.5o. Dividing
by the time step then yields the average value of the heat ﬂuxes between the
start of the forecast and the forecast step, i.e. between 12:00 and 15:00 UTC.
It should be noted that some unavoidable error does exist between surface
heat ﬂuxes from ECMWF reanalyses compared with buoy measurements. How-
ever, buoy measurements are not widely available over the timescales required
for this study, and ECMWF reanalyses is on the same order of error as other
reanalyses such as those from NCEP-National Center for Atmospheric Research
(Josey et al., 2001).
2.2.2 GULF STREAM HEAT FLUX DOMAIN
The period of analysis in this study will be thirty-three years, December-February
(DJF) 1979-2011. For the purposes of deﬁning a GS heat ﬂux index, the average
value of the heat ﬂux between 12:00 and 15:00 UTC on a particular day, as dis-
cussed in the previous section, will be considered for now to be the daily heat
ﬂux. It is noted here that the mean diurnal cycle in both sensible and latent
heat ﬂux over the GS is known to be relatively small (∼ 10Wm-2, Clayson et
al., SeaFlux Version 1 Documentation). Indeed, this suggests that an average
between 12:00UTC and 15:00UTC is suﬃciently representative of the whole day.
In this chapter, we will use the convention that positive (negative) surface heat
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Figure 2.1: Wintertime (DJF) heat ﬂux data 1979-2011. (a) Average global
surface latent heat ﬂux. (b) Average global surface sensible heat ﬂux. (c) Total
(latent and sensible) surface heat ﬂux over the Gulf Stream. Land is illustrated
in white. The rectangular box shown is the Gulf Stream Domain used in this
Chapter. (d) GS domain-averaged total heat ﬂux for DJF 1979 calculated in
red as the average between 12:00 and 15:00UTC and in black as the average
across the whole day. (e) The standard deviation of the average total daily heat
ﬂux. All ﬁgures are in Wm-2.
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ﬂuxes are directed into the atmosphere (ocean). Figures 2.1(a) and (b) illustrate
the thirty-three year DJF averages of the latent and surface sensible daily heat
ﬂuxes globally. For both of these plots, the scale has been restricted to show
only positive surface heat ﬂuxes. Whilst in certain locations, both the mean
latent and sensible heat ﬂux are in fact negative, the overwhelming majority of
these regions are over the continents. Here, we are concerned with the turbu-
lent heat exchange between the ocean and the atmosphere. Indeed, in Figure
2.1(c), the thirty-three year DJF average of the total (the sum of the latent
and sensible) daily heat ﬂux is shown in the GS area. Over the ocean in the
GS region, both the mean ocean-atmosphere latent and sensible heat ﬂuxes are
positive everywhere. Also shown is the rectangular domain (285o- 301.5o, 31.5o-
39o) deﬁned in this study as the Gulf Stream Heat Flux Domain, chosen to
be representative of the maximum average total heat ﬂux in the region. Figure
2.4(d) shows the GS domain-averaged total daily heat ﬂux, as deﬁned previ-
ously as the average value between 12:00 and 15:00UTC, for the winter season
starting on 1 December 1979 (91 days) in red. Also shown in black is the GS
domain-averaged total heat ﬂux for the same season, but each day the total heat
ﬂux is instead computed as an average across the entire day (calculated from the
average of two 12-hour accumulated forecasts from 00:00UTC and 12:00UTC on
that day). Both graphs show an extremely high degree of similarity, validating
our earlier assertion that the average value of the total heat ﬂux between 12:00
and 15:00UTC is representative of the whole day.
The standard deviation of the total daily heat ﬂux in the GS area is shown
in Figure 2.1(e). As discussed in Section 1.6, heat ﬂuxes in this region are
highly variable, and strong ocean-atmosphere heat transfer is associated with
overlying synoptic storm activity. The structure of an extra-tropical cyclone was
examined in Section 1.7. Within the WCB region, air that is moist and warm
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can pass over a cooler sea surface, losing heat and becoming super-saturated
with respect to the surface, forcing moisture to condense out. Here, there can
potentially be negative ﬂuxes of both sensible and latent heat. Positive heat
ﬂuxes generally occur behind the cold front of the cyclone, extending towards
the high pressure part of the associated baroclinic wave (Sinclair et al., 2010).
Figures 2.1(a) and (b) show that averaging over an extended period of time
results in the colocation of the maximum means in latent and sensible heat ﬂux.
Within a baroclinic wave however, whilst latent and sensible heat ﬂuxes are
highly correlated, their maximum values do not have to be entirely coincident
(Boutle et al., 2010). The greatest thermal advection of cold air over the warm
sea-surface is to the east of the trailing high centre, giving the largest contrast
in temperature, and hence the greatest sensible heat-ﬂux occurs here. However,
the largest saturation deﬁcit occurs to the south of the high centre where the
air temperature and SSTs are higher, leading to a higher saturation vapour
pressure, and hence the largest latent heat ﬂuxes occur here. (There is however
a secondary maximum in both sensible and latent heat ﬂuxes to the south west
of the low centre, caused by the low-level jet wrapping around the cyclone centre
increasing wind speeds in this region).
In this chapter, we are concerned with the diﬀerences between individual
events of extreme air-sea heat ﬂux and days with average heat ﬂux, including
analysis of atmospheric trajectories on these days. Although the GS domain is
large enough to incorporate diﬀerent areas of a baroclinic wave, it is nonetheless
important to have as accurate an idea as possible what aspect of such a wave
we could be using to deﬁne our extreme heat ﬂux events. For this reason, a
thirty-three year Gulf Stream Index (GSI) is deﬁned, ranking the 2979 DJF
days between 1979 and 2011 by their GS domain averaged latent, as opposed
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Figure 2.2: In blue: GS domain-averaged total daily latent heat ﬂux, averaged
across (a) EEs and (b) MEs with a time lag of +/-3d. The green and red lines
represent +/- one standard deviation in the heat ﬂux across each set of days.
to total, daily heat ﬂux.
Across the GS domain, the average daily latent heat ﬂux in our GSI is
213.43Wm-2. In this chapter, we will examine the diﬀerences between the most
extreme 1% of latent heat ﬂux events in the GSI (EEs), and the median 1% of
latent heat ﬂux events (MEs). Figure 2.2 illustrates the GS domain averaged
total heat ﬂuxes for EEs and MEs, averaged across their thirty days with a
time-lag of +/-3 days. Also shown is one standard deviation diﬀerence in the
heat ﬂux across each set of days. The discrete nature of the extreme heat ﬂux
events is clear, with a consistently sharp spike at zero lag. For MEs however,
there is no analogous spike, and the standard deviations are relatively large,
indicating there is no discernible pre- or post-conditions for these.
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2.3 THE LAGRANGIAN TRAJECTORY MODEL
2.3.1 INITIAL DEVELOPMENT
In order to classify the origin, destination and physical properties of the airstreams
over the GS domain on EEs and MEs, it is necessary to analyse the individual
trajectories on these days. Such analysis requires a trajectory model; unfortu-
nately, these are not widely available for general use. The British Atmospheric
Data Centre (BADC) oﬀers an online trajectory service that can be used to
calculate forward and backward trajectories from a variety of ECMWF data
sources at 1.125o or 2.5o horizontal resolution. However, it is not currently
possible to use ERA-Interim reanalysis data at the higher 0.7o horizontal reso-
lution, nor is it possible to track all the physical variables associated with the
trajectories. To this end, a Lagrangian Trajectory Model (LTM) was developed
in MATLAB.
As aforementioned, the LTM is intended to analyse ERA-Interim reanalysis
data, of 0.7o horizontal resolution and 37 pressure levels, available every six
hours. The data was to be input directly into the code in order to track par-
cel locations, forwards and backwards, at successive intervals from the initial
position. Any trajectory is to be calculated via
x(t+4t) = x(t) + v(x, t)4t, (2.3)
with t being time, 4t the time increment, x the position vector and v the wind
velocity vector. In general, a wind velocity vector used like this will include
several parts in addition to the gridded velocity, such as factors for turbulent
velocity ﬂuctuations and mesoscale wind ﬂuctuations (e.g. Draxler and Hess,
1997, Stohl et al., 1998). Whilst these additional factors can potentially be
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signiﬁcant dynamically (e.g. Gupta et al., 1997, Liu, 1956), both these aspects
are usually concerned with the dispersive nature of the atmosphere, and will
be ignored as a ﬁrst approximation here. Indeed, accounting for turbulent and
mesoscale ﬂuctuations signiﬁcantly adds to code complexity and computational
time. Returning to Equation (2.3), one can see that it will be necessary at each
step to interpolate in space for the new wind velocities at that location. Fur-
thermore, it is obvious that a time increment of six hours will not be suﬃciently
accurate to calculate particle advection, especially for synoptic scale activity,
and it will therefore be necessary to adopt a smaller time step by interpolating
in time also.
2.3.2 SPECIFICATION
The ERA-Interim reanalysis data mentioned in the previous section is to be
input into the LTM at an initial time t1(12:00 UTC on our EEs and MEs),
with the initial position (longitude, latitude, pressure), x1, to be chosen from
regular ERA deﬁned grid points within the GS domain. The meridional and
zonal components of the wind velocity, v1, at this grid point are then used to
calculate the meridional and zonal changes in distance along great circles of the
Earth (assumed to be spherical), to the next timestep t1 +4t, where 4t < 6h.
By holding the longitude (latitude) constant, this meridional (zonal) change in
distance is then converted into a change in latitude (longitude) via the Haversine
formula
haversin( dRE ) = haversin(φ2 − φ1) + cos(φ1)cos(φ2)haversin(λ2 − λ1), (2.4)
where haversin(Θ) = sin2(Θ2 ), d is the change of distance along a great circle
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of the Earth, RE is the radius of Earth, φ1 and φ2 are the latitudes at positions
x1 and x2, and λ1 and λ2 are the longitudes. The vertical component of v1 is
also used to calculate the change in pressure, before equation (2.3) is then used
to calculate the new position, x2(t1 +4t).
At this next location, x2, interpolation in space is required to calculate the
velocity here, v2, from the gridded wind velocities at that time. This is achieved
by ﬁrst locating the closest ERA grid point to x2, and subsequently establishing
an interpolation grid along every axis. Multiple trial grid sizes were used in order
to choose the optimal size to balance accuracy and computational time. With
a ﬁxed vertical size of 3 grid points, variation of the horizontal dimensions in
steps of 5 (5x5, 10x10 etc.) showed signiﬁcant improvement in accuracy up to a
size of 15x15, with a reasonable increase in computational time. At 20x20, the
increase in accuracy rapidly saturated, whilst the computational time continued
to steadily increase. With the horizontal grid ﬁxed at 15x15, variation in the
vertical was tested. Here, the restriction was much more rigid, as a decrease to 2
grid points showed a drastic decrease in accuracy, whereas an increase to 4 grid
points exhibited a completely impractical increase to computational time. Thus,
in the LTM, the interpolation grid was chosen to measure 15x15x3 in terms of
grid points. This interpolation grid is then used to calculate the wind velocities
at x2, at both t1 and the successive ERA data time, t1 + 6h. The velocity at
t1 +4t is now calculated using a linearly weighted addition, depending on the
number of timesteps in 6h. After m time-steps, where m ≤ 6,
v2 =
6−m
6 v(x2, t = t1) +
m
6 v(x2, t = t2). (2.5)
This weighted velocity is then applied as before to calculate the next position,
and this process iterated through in the same manner for subsequent timesteps.
The same method is also applied backwards in time to produce back-trajectories,
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as well as forward. As the position at each successive time-step is calculated,
the interpolation grid is then also used to compute the atmospheric variables
associated with the air parcels. These include the relative humidity, speciﬁc
humidity, air temperature, and geopotential height at that location, as well as
the overlying tropopause pressure and surface pressure beneath.
It is noted that the spatial interpolation used by the LTM is cubic spline
interpolation, which uses a special type of piecewise polynomial called a spline.
Spline interpolation is favoured to polynomial interpolation, because the inter-
polation error can be made small even when using low degree polynomials for
the spline. Alterations are made to the interpolation grid throughout the advec-
tion calculations to ensure it remains above surface pressure throughout, whilst
maintaining the same size.
In order to choose a suitable time step, it is necessary to test the LTM theo-
retically across a size range and assess the associated errors and computational
time. This is discussed in the next few sections.
2.3.3 THE EADY MODEL
Decades of observations have conﬁrmed that the major source of synoptic scale
activity in the atmosphere is due to baroclinic instability in which the avail-
able potential energy, manifested in the sloping density surfaces in the region
of the westerly winds is released by cyclone scale motions with wavelengths of
order 1000km. As mentioned in Section 1.3, Charney (1947) and Eady (1949)
independently produced mathematical descriptions of this baroclinic instability.
Whilst the Charney problem is in some ways more complete (e.g. allowing for a
beta-eﬀect), the Eady problem displays the instability more transparently, cap-
turing the main features of mid-latitude cyclogenesis in a more mathematically
simple format. Considering the GS domain is an intense region of mid-latitude
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cyclogenesis, a realistic test platform for the LTM would be to input the the-
oretical velocities of a parcel in an Eady wave and let the model predict its
motion before comparing it to a numerically solved calculation of the parcels
trajectory.
The Eady model requires some simplifying assumptions:
1. The motion is on an f-plane.
2. The motion is constrained between two rigid, ﬂat horizontal surfaces, rep-
resentative of the Earth's surface and a constant-height tropopause.
3. The ﬂuid is uniformly stratiﬁed, i.e. N2 is constant. This is a reasonable
approximation for the troposphere.
4. The basic state is assumed to have a uniform shear Uo(z) = Λz =
Uz
Γ ,
where Λ is the (constant) shear and Uz is the zonal velocity at z = Γ,
where Γ is the domain depth.
Under these assumptions, the basic state streamfunction is given by ψ = −Λzy,
and the basic state potential vorticity is
QGPV = ∇2ψ + Γ2
L2d
∂
∂z (
∂ψ
∂z ) = 0, (2.6)
where Ld =
NΓ
f is the Rossby deformation radius and QGPV is the quasi-
geostrophic potential vorticity, where quasi-geostrophic theory requires the as-
sumption of being close to geostrophic ﬂow at all times. In perturbation form,
the linearized QGPV equation is therefore given by
( ∂∂t + Λz
∂
∂x )(∇2ψ
′
+ Γ
2
L2d
∂2ψ
′
∂z2 ) = 0. (2.7)
54
Next, in the horizontal plane the ﬂow is assumed conﬁned to a channel,
periodic in x, and conﬁned between two meridional walls of width L. Then,
with ψ = 0 imposed at y = L2 and y = −L2 , solutions of the form
ψ
′
(x, y, z, t) = ReΦ(z)sin(ly)eik(x−ct), (2.8)
where l = npiL ,where n is a positive integer, k
2 = µ
2
L2d
− l2, where µ is a non-
dimensional horizontal wavenumber parameter, scaled by the inverse of the
Rossby radius of deformation, and c = cr + ici is the phase speed. Apply-
ing the boundary condition that the vertical velocity w = 0 at z = 0 and z = Γ
leads to
Φ(z) = Acosh(µzΓ ) +Bsinh(
µz
Γ ), (2.9)
where A and B are constants that satisfy
A[(c− ΛΓ)µsinh(µ) + ΛΓcosh(µ)] +B[(c− ΛΓ)µcosh(µ) + ΛΓsinh(µ)] = 0,
A[ΛΓ] +B[µc] = 0. (2.10)
Requiring a non-trivial solution to these coupled homogeneous equations
leads to cr =
U
2 and an instability growth rate
σ = kci = k
U
µ [(coth(
µ
2 )− µ2 )(µ2 − tanh(µ2 ))]
1
2 . (2.11)
From the thermal wind relation dudz = − gfθo dθdy , where θo is a reference poten-
tial temperature, we can see that this is directly proportional to the meridional
temperature gradient. The maximum of this growth rate occurs when µ = 1.61.
Setting A = 1 yields B = −ΛΓµc , and now we can work out the horizontal per-
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turbation velocities as
u′(x, y, z, t) = −∂ψ′∂y = −lcos(ly)ekcit[cosh(µzΓ )cos(k(x− crt))
− Ucrµ|c2|sinh(µzΓ )cos(k(x− crt))− Uciµ|c2|sinh(µzΓ )sin(k(x− crt))], (2.12a)
v′(x, y, z, t) = ∂ψ
′
∂x = ksin(ly)e
kcit[−cosh(µzΓ )sin(k(x− crt))
+ Ucrµ|c2|sinh(
µz
Γ )sin(k(x− crt))− Uciµ|c2|sinh(µzΓ )cos(k(x− crt))]. (2.12b)
In order to calculate w′, it is necessary to use the linearized thermodynamic
equation
∂θ′
∂t + u
∂θ′
∂x + v
′ ∂θ
∂y = −w′ ∂θ∂z . (2.13)
Using the relations θ′ = θofg
∂ψ′
∂z and
∂θ
∂z =
θoN
2
g leads to
w′(x, y, z, t) = − cikfµN2Γ sin(ly)ekcitsinh(µzΓ )cos(k(x− crt))
−ekcitsin(k(x− crt))[kcrfµΓN2 sin(ly)sinh(µzΓ ) + kfΓN2 sin(ly)Ucosh(µzΓ )]
−UzkfµΓ2N2 sin(ly)ekcit[−sinh(µzΓ )sin(k(x− crt)) + Ucrµ|c2|cosh(µzΓ )sin(k(x− crt))
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− Uciµ|c2|cosh(µzΓ )cos(k(x− crt))] + fUkΓN2 sin(ly)ekcit[−cosh(µzΓ )sin(k(x− crt))
+ Ucrµ|c2|sinh(
µz
Γ )sin(k(x− crt))− Uciµ|c2|sinh(µzΓ )cos(k(x− crt))]. (2.14)
These velocities can now be used to produce 6-hourly velocity-ﬁeld data to
be input into the LTM.
2.3.4 THEORETICAL TESTING OF THE LTM
In our theoretical testing of the LTM, the ﬁrst mode (n = 1) of the Eady
wave discussed previously is used and a value of µ = 1.61 chosen such that
the instability growth rate is at a maximum (σmax = 0.26day
-1). Choosing
typical atmospheric values of Γ = 10km, U = 10ms-1, N = 10−2s-1 leads to
Ld = 1000km. For simplicity here, a Cartesian grid is used and domain values
chosen to be realistic of a Northern Hemispheric baroclinic wave. A value of
L = 10000km is selected, with a realistic global resolution roughly equal to the
ERA 0.7o data we will be using: 40000km across 512 longitude grid points,
20000km across 256 latitude grid points, and 10km across 27 pressure levels
(1000-100hPa). Finally, it is necessary to select an initial amplitude of pertur-
bation to use. This is done by assuming a reference θo= 300K, and choosing
an amplitude constant coeﬃcient for ψ′ to determine a range of initial values of
θ′. Here, three initial potential temperature perturbations are examined, from
a very calm 0.1K through a reasonable 1K and up to an extreme upper-bound
case of 10K. Indeed, some baroclinic waves over the GS are already large in
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magnitude, whilst some are just starting to grow.
For each of these initial perturbations, ﬁrstly the diﬀerential solver ode45
on MATLAB is used to integrate the velocities numerically for 8 days. Although
some error will exist (as on any diﬀerential solver), the ode45 solver is for non-
stiﬀ diﬀerential problems, making any numerical method of solution stable and
any error allowed during the integration process extremely small. The initial
position selected for the numerical solver is [0,2500km,5km], i.e. in the mid-
troposphere. After 8-day position vectors have been produced, the position at
t = 4days is noted and this vector used for the initial position for our forward
and backward trajectories to be calculated by the LTM. 6-hourly gridded Eady-
velocity ﬁeld data can now be produced for each initial perturbation and 4-day
forward and backward trajectories produced by the LTM. Here, we present
results for time steps of 1 hour and 1 minute.
Figures 2.3-2.5 illustrate LTM results for the Eady wave simulation for an
interpolation time step of 1 hour. For initial potential temperature pertur-
bations of 0.1K and 1K, the LTM tracks the Eady-wave trajectory well, with
good agreement between the forward and back-trajectories and the numerically
solved trajectory. However, for the extreme initial perturbation of 10K, the LTM
displays severe error, with the forward and back-trajectories rapidly diverging
from the theoretical solution. With any trajectory model that interpolates in
the manner of the LTM, the biggest errors will naturally occur when there are
velocities that swiftly change in both space and time. In the extreme 10K case,
the trajectory travels close to the top of the vertical domain, resulting in rapid
oscillatory-like motion in all directions. It is clear from Figure 2.5 that a time
step of 1 hour is not small enough to cope with these. Figures 2.6-2.8 illustrate
LTM results for the Eady wave simulation for an interpolation time step of 1
minute. The x- and y-diﬀerence charts in Figure 2.8, from days 4-8, demon-
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Figure 2.3: Eady-wave theoretical test analysis of the LTM for an initial po-
tential temperature perturbation of 0.1K and a LTM time-step of 1 hour. In
blue: Numerically solved 8-day wave trajectories. In green: 4-day forward- and
back-trajectories as produced by the LTM. In red: The diﬀerence between the
LTM and the numerical solution. See text for further description.
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Figure 2.4: As in Figure 2.3, but for an initial potential temperature perturba-
tion of 1K.
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Figure 2.5: As in Figure 2.3, but for an initial potential temperature perturba-
tion of 10K.
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Figure 2.6: As in Figure 2.3, but for a LTM time step of 1 minute.
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Figure 2.7: As in Figure 2.3, but for an initial temperature perturbation of 1K
and a LTM time step of 1 minute.
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Figure 2.8: As in Figure 2.3, but for an initial temperature perturbation of 10K
and a LTM time step of 1 minute.
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strate accurately the nature of the increasing amplitude of error associated with
high frequency oscillatory-like motion. However, whilst there is not a signiﬁcant
diﬀerence to the 1 hour time step in the error for the initial potential temperatre
perturbations of 0.1K and 1K, there is a marked improvement in the extreme
10K case. A measure of error between the theoretical trajectories and the model
output is calculated using the equation
Error =
(Σ(xa − xb)2)
1
2
(Σ(xb − xf )2)
1
2
, (2.15)
where xa is the LTM output, xb are the positions calculated theoretically using
numerical integration and xf is a vector representing the ﬁnal position, included
in order to accurately represent an error relative to the large scales associated
with growing Eady waves.
θ′ 0.1K 1K 10K
Error in x 0.35% 3.33% 6.53%
Error in y 6.48% 11.33% 10.15%
Error in z 6.48% 8.83% 3.35%
Table 2.1: Errors between theoretical and LTM backward-trajectory output
for an interpolation time step of 1 minute and initial potential temperature
perturbations of 0.1K, 1K and 10K.
θ′ 0.1K 1K 10K
Error in x 0.40% 4.75% 9.47%
Error in y 19.59% 16.11% 29.48%
Error in z 17.58% 7.21% 1.80%
Table 2.2: As in Table 2.1, but for LTM forward-trajectory output.
Tables 2.1 and 2.2 illustrate the percentage errors calculated by Equation
2.15 for LTM backward and forward trajectories respectively, for an interpola-
tion time step of 1 minute. For the backward trajectory output, the percentage
errors in each direction all fall within reason, even for the extreme upper-bound
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10K perturbation. For the forward trajectory output, the percentage errors
are larger across the board. This is to be expected as the Eady wave grows
with time and is more intense here. However, even for these trajectories, the
percentage error reads less than 20% in all cases, except for in the y-direction,
where the percentage error reads 29.48%. Nevertheless, there are several things
to consider. Firstly, the 10K forward-trajectory error is for a developed Eady
wave, maturing from a highly intense initial perturbation, and hence represents
an extreme upper bound to the analysis here, for which an error of up to 30%
is not unreasonable. Indeed, errors of up to 100% have been reported in numer-
ous trajectory models (Stohl, 1998), although average errors of approximately
20% of the travel distance may be considered as more typical in the Northern
Hemisphere. In a study of three three-dimensional trajectory models (including
FLEXTRA - Stohl et al., 1995, which is considered further in the next section),
it was found that when linear spatial interpolation is used, there are deviations
in calculations of up to 10% simply between each of the models (Stohl et al.,
2001). Secondly, as can be seen from the x- and y-diﬀerences in Figure 2.8, the
error increases with time. In our real-world analysis in Section 2.4, the forward-
trajectory period is 3 14 days, and so the associated error will be reduced.
2.3.5 QUALITATIVE COMPARISON WITH A REALISTIC CASE
In Figure 2 in Eckhardt et al. (2004), the Lagrangian trajectory model FLEX-
TRA (Stohl et al., 1995) is used to calculate 6-day forward (gray) trajectories
and 3-day backward (black) trajectories, starting 12:00 UTC 23 Jan 1987 be-
tween 30oand 40oN and at 500m above ground level, of WCBs, with 24-hour
periods of the forward trajectories marked. WCBs are deﬁned here as those tra-
jectories that, during the ﬁrst 2 days, travel more than 10o longitude to the east
and more than 5o latitude to the north, whilst ascending more than 60% of the
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Figure 2.9: (Right) Six-day forward trajectories, and three-day backward trajec-
tories, starting 12:00 UTC 23 Jan 1987, of which the ﬁrst 2 days were identiﬁed
as a WCB, using the Lagrangian model FLEXTRA (Eckhardt et al., 2004). Po-
sitions along the forward trajectories are marked every 24h. (Left) Comparable
calculations done by the LTM for 3 days forward and backward trajectories.
zonally and climatologically averaged tropopause height. Figure 2.9 presents a
comparable 3-day forward and backward analysis using the LTM at a time step
of 1 minute with ERA-Interim 0.7o data, from regular spacing within our GS
domain (that lies inside the latitude boundaries used in Eckhardt et al. (2004)).
In our LTM analysis, the tropopause is deﬁned dynamically, using the same
ERA-Interim data, as the 2PVU atmospheric level, and the average overlying
tropopause between the two days is used to distinguish WCBs, as opposed to
the zonal and climatological average; this diﬀerence will include (and exclude)
some potential WCBs, but should not signiﬁcantly retract from the comparison.
The accuracy of this qualitative real-world comparison adds to the previous
theoretical test of the LTM, and demonstrates that the LTM is able to accu-
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Figure 2.10: Trajectory positions at t = 0d, 3 14 days before 12:00UTC on (a)
EEs and (b) MEs.
rately reproduce trajectories within airstreams of a cyclone. In addition, it is
noted here that initially all trajectory calculations were veriﬁed qualitatively
against analogous calculations from the BADC, all with comparable success to
the aforementioned example.
2.4 EE AND ME TRAJECTORY ANALYSIS
In this section, all the data used is ERA-Interim reanalysis data at 0.7o horizon-
tal resolution with 27 pressure levels (1000-100hPa), provided by the BADC.
At 1200 UTC (t = 3 14d) on the EEs and MEs deﬁned in Section 2.2, initial po-
sitions at regular intervals of two horizontal grid points within the GS domain
are used to initiate 3 14 -day forward and backward trajectories at a pressure level
of 950hPa (i.e. low-level), producing a total of 2160, 6 12 -day trajectories for the
EEs, and similarly for the MEs.
Figures 2.10(a) and (b) illustrate the initial positions (i.e t = 0d) of these
trajectories for EEs and MEs, respectively. The GS domain is marked on the
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plots, and all these parcels at t = 0d are located within at t = 314d. The North
American continental coast is also marked, and it is possible to see that EEs over
the GS region are synonymous with an almost complete exchange of marine air
with continental air. On MEs, there is naturally still heavy exchange between
them, however a reasonable fraction of the air over the GS at t = 0d originates
over the ocean in the GS region. The marine air here will contain more moisture
and will have been warmed by the warm waters underneath, and the surface
heat ﬂuxes between the ocean and this air will not be as strong as they would
be with the colder continental air. This is consistent with the weaker surface
heat ﬂuxes on the MEs.
Figures 2.11 and 2.12 illustrate physical variables averaged over all the tra-
jectories on EEs (red) and the MEs (blue). In Figure 2.11, the average trajectory
on EEs and MEs is shown. The average ﬂow prior to our days of extreme heat
ﬂux is more northerly than prior to our median days by around 8o, and originates
roughly 3o further to the west. Vertically, trajectories prior to EEs originate
∼50hPa (∼500m) lower in the troposphere on average than those prior to MEs.
Obviously, at t = 3 14d, the trajectories intersect. Post-interaction with the GS
domain, air parcels on average travel signiﬁcantly higher (∼130hPa,∼1500m )
and further east (∼8o), and slightly further north (∼2o) after MEs than EEs.
In Figures 2.12 (a)-(d), the averages along the EE (red) and ME (blue) tra-
jectories of some atmospheric variables are presented. On average, trajectories
associated with EEs are initially colder and contain less moisture than those
associated with MEs. This is to be expected from Equations 2.1 and 2.2, and
the greater percentage of trajectories that have continental origin. Both sets
of trajectories display a sharp increase in temperature and speciﬁc humidity
at ∼ t = 3 14d as they pass over the warm waters of the GS, before exhibiting
a decrease with time as they move away to colder regions where some of the
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Figure 2.11: Average across all trajectories on EEs (red) and MEs (blue) of
the (a) parcel longitude and latitude (b) parcel pressure height and (c) parcel
geopotential height.
parcels will precipitate. Opposite to the initial state, the trajectories associated
with EEs ﬁnish at t = 6 12d with higher moisture content and temperature than
those associated with MEs, a trend that is also reﬂected in the average moist
static energy (MSE = cpT + gz + lvq, where lv is the latent heat of vaporiza-
tion of water) of the air parcels. The average EE relative humidity however, is
greater both initially and ﬁnally than the ME counterpart. Figures 2.12 (e)-(f)
display the average underlying surface pressure and overlying tropopause height
following the air parcels on EEs and MEs. On average, prior to interaction with
the GS domain, the overlying tropopause height for EEs is lower than for MEs,
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Figure 2.12: Average across all trajectories on EEs (red) and MEs (blue) of
the (a) parcel relative humidity (b) parcel speciﬁc humidity (c) parcel moist
static energy (d) parcel temperature (e) overlying tropopause height and (f)
underlying surface pressure.
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Figure 2.13: Surface pressure at t = 3 14d, averaged across (a) EEs and (b) MEs.
(c) Average mean sea level pressure, 12:00UTC, DJF, 1979-2011.
before exhibiting a sharp spike in depth and subsequently returning rapidly to
the same level. With respect to underlying surface pressure, the average starts
oﬀ the same for EEs and MEs.
Figure 2.13 aids in understanding the trajectory average in Figure 2.12(f) up
to t = 3 14d. As can be seen from Figures 2.13 (a) and (b), the surface pressure
over land (over which the majority of the air parcels for both sets of events
start) is signiﬁcantly lower than over the ocean. This is due to the presence
of land orography. Figure 2.13(c) illustrates the ERA-Interim, 3-hour forecast,
12:00UTC DJF 1979-2011 average in mean sea level pressure (MSLP, which is
the surface pressure corrected to sea level, i.e. if the air parcels were actually
located at sea level), and as expected the apparent discontinuity between land
and ocean disappears. The increase in surface pressure up to t = 3 14d on MEs
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and EEs would therefore appear to be associated with air parcels as they move
from land over the ocean. Figures 2.14(a)-(e) illustrate composites of the MSLP
from two days prior to EEs through to two days afterwards. As can be seen,
a developing westerly low pressure anomaly exists over the GS domain prior
to the day of extreme heat ﬂux, that subsequently moves north-east on the
day itself. The trailing high pressure anomaly is consistent with a developing
baroclinic system (Section 1.3), and the extreme heat ﬂuxes on our EEs with the
cold dry air behind the cold fronts in synoptic systems (Section 1.7). Figures
2.15(a)-(e) illustrate the same as in Figure 2.14, but for the MEs, and as can
be seen there are no analogous low or high MSLP anomalies. It is possible then
that the presence of a low pressure system on EEs, but not MEs, may inﬂuence
the diﬀerence in the manner of the increase to maximum in surface pressure
in Figure 2.12(f). In order to assess the extent of this inﬂuence, it would be
necessary to plot EE and ME trajectory averages for the MSLP to distinguish
between the eﬀect of the orography and the cyclone low pressure. Unfortunately,
the MSLP trajectory average data is not available and can not be considered
here.
In Figure 2.10, it was possible to infer a north-westerly ﬂow for the vast
majority of EE air parcels, and to a lesser, but still signiﬁcant extent for the
ME air parcels (with the inclusion of some marine air). Whilst there may be
various airstreams originating at diﬀerent heights, one can have a reasonably
general idea of the EE and ME inﬂows and their physical properties. Figures
2.16(a) and 2.16(b) illustrate the ﬁnal positions (i.e t = 6 12d) of these trajectories
for EEs and MEs, respectively. With such a wide spread in both longitude and
latitude, it is evident that it is harder to make a comparable inferral for the EE
and ME outﬂows and their general properties.
In fact, Table 2.3 illustrates that the percentage of air parcels that travel
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Figure 2.14: (a)-(e) Composites of the MSLP averaged across EEs from two
days prior to the EEs through to two days afterwards.
and end up south of the 35.25o latitude line in the middle of the GS domain,
whilst less than those that travel and end up north of the line, still make up
a signiﬁcant fraction of the total trajectories on both EEs and MEs. For this
reason, it is informative to compare trajectories after t = 3 14d on EEs and MEs
that end up north and south of the 35.25o latitude line.
Figure 2.17 illustrates the trajectory-averaged geopotential height, speciﬁc
humidity and temperature for parcels that end up north and south of 35.25oN
for MEs (blue) and EEs (red). After t = 3 14d, for both MEs and EEs, trajecto-
ries that travel north in general steadily rise, accompanied by a steady decrease
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Figure 2.15: As in Figure 2.14, but for MEs.
in temperature and speciﬁc humidity (i.e. the parcels rise, cool and precipitate).
This is in contrast to those that travel south. On EEs, those that travel south
after t = 3 14d instead remain at low level, increasing in moisture content and
rising to a fairly constant temperature. On MEs, those that travel south after
t = 3 14d do generally increase in height for roughly 1
1
2d (decreasing in temper-
ature and moisture content), before decreasing in height again to relatively low
>35.25oN <35.25oN
EE 57.3% 42.7%
ME 63.1% 36.9%
Table 2.3: Percentages of trajectories on EEs and MEs that end up north and
south of the 35.25o latitude line.
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Figure 2.16: Trajectory positions at t = 6 12d, 3
1
4 days after 12:00UTC on (a)
EEs and (b) MEs.
level (and increasing in temperature and moisture content once more).
Figure 2.18 illustrates the trajectory-averaged moist static energy and overly-
ing tropopause height for parcels that end up north and south of 35.25o latitude
for MEs (blue) and EEs (red). After t = 3 14d for north-travelling parcels the
MSE reaches a maximum and slowly decreases. On EEs, there is an initial sharp
decrease in the overlying tropopause pressure followed by a steady increase,
whereas on MEs there is just an increase. After t = 3 14d for south-travelling
parcels, the MSE continually increases whilst there is a continual decrease in
the overlying tropopause pressure.
2.5 THE GULF STREAM BOUNDARY LAYER HEAT BUDGET
The results presented in the previous section track atmospheric behaviour over
the GS domain on EEs and MEs and illustrate that continental air parcels
experience strong changes in their physical variables as they travel over the
warmer ocean waters, most notably a signiﬁcant increase in their moist static
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Figure 2.17: Average on EEs (red) and MEs (blue) of the parcel geopotential
height, parcel speciﬁc humidity and parcel temperature across all trajectories
that end up (a,c,e) north of 35.25oN (b,d,f) south of 35.25oN. It is noted that
the vertical scale is diﬀerent in (a) and (b), and in (c) and (d).
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Figure 2.18: Average on EEs (red) and MEs (blue) of the parcel moist static
energy and overlying tropopause height across all trajectories that end up (a,c)
north of 35.25oN (b,d) south of 35.25oN.
energy. Indeed, in Section 1.6, the concept of an ocean-atmosphere relay in
poleward heat transport was introduced, with a switch in dominance between
the ocean and atmosphere occurring at mid-latitudes. This section is concerned
with the direct interaction between the GS and the overlying air parcels. Firstly,
an attempt is made to quantify the link between the strong surface heat ﬂuxes
in this region and the subsequent atmospheric motions presented previously.
This is done by examining the boundary layer heat budget over the GS domain
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for our EEs and MEs. Secondly, the diﬀerences in atmospheric response to the
surface heat ﬂuxes in this region between MEs and EEs are discussed.
2.5.1 MOIST ENTHALPY
Consider a given volume of air of density ρ, composed of a mixture of dry air,
water vapour and liquid water, with respective mass mixing ratios qd, qv and
ql. Conservation of mass reads (Pauluis and Held, 2002):
∂t(ρqd) + ∂i(ρqdui) = 0, (2.16)
∂t(ρqv) + ∂i[ρqvui + Jv,i] = e− κ, (2.17)
∂t(ρql) + ∂(ρqlui) + ∂z(ρqlVT ) = κ− e, (2.18)
where e and κ refer to the rate of evaporation and condensation per unit volume,
VT is the mean velocity at which cloud droplets and raindrops fall, ui is the i-th
component of velocity, and Jv,i represents the i-th component of the diﬀusive
ﬂux of water vapour. By deﬁnition, qd + qv + ql ≡ qd + qt = 1, and summing
Equations 2.16-2.18 leads to:
∂tρ+ ∂i(ρui) =
.
qv +
.
ql, (2.19)
with
.
qv ≡ −∂iJv,i, (2.20)
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.
ql ≡ −∂z(ρqlVT ). (2.21)
The 1st law of thermodynamics for this system can be written in terms of
its enthalpy, H, according to (Pauluis and Held, 2002)
δH = δQ+ DpDt , (2.22)
where δQ is the local heating rate (radiation, sensible heat ﬂux - not phase
change as it is internal to the sample), DpDt is the pressure variation following
the ﬂow, and δH is the local enthalpy change
δH ≡ ∂t(ρh) + ∂i[ρuih+ Jv,ihv] + ∂z(ρqlVThl). (2.23)
All the terms in Equation 2.22 are in Wm−3. In Equation 2.23, h is the
speciﬁc enthalpy of the sample:
h = qdhd + qvhv + qlhl, (2.24)
with
hd = cp,d(T − To) + hd,o, (2.25)
hv = cp,v(T − To) + hv,o, (2.26)
hl = cl(T − To) + hl,o, (2.27)
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where To is a reference temperature at which the enthalpies have the values
hd,o, hv,oand hl,o = hv,o − lv(To). Equation 2.24 can also be written as
h = qdhd + qv(lv + hl) + qlhl = [(1− qt)cp,d + qtcl](T − To) + lvqv + ho, (2.28)
where
ho = (1− qt)hd,o + qthl,o. (2.29)
Since hv,o − hl,o = lv(To) ≡ lv,o, there are only three parameters, hd,o, hv,o
and hl,o, to set in order to select a reference state. Simplicity suggests setting
hd,o = 0 and choosing hl,o = 0 leads to hv,o = hl,o, providing h = hm, where
hm is the moist enthalpy (Pauluis et al., 2010, Emanuel, 1994, section 4.5)
hm ≡ [(1− qt)cp,d + qtcl](T − To) + lvqv. (2.30)
Rewriting the 1st law in Equation 2.22 as
δH = ρDhDt + (h− hv)
.
qv + (h− hl) .ql + Jv,i∂ihv + ρqlVT∂zhl, (2.30)
we can now simplify by looking at the order of magnitude of the terms
h− hv ≈ hd − hv = (cp,d − cp,v)(T − To) + hd,o − hv,o, (2.31)
h− hl ≈ hd − hl = (cp,d − cl)(T − To) + hd,o − hl,o, (2.32)
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and considering the moist enthalpy such that hd − hv ≈ (cp,d − cp,v)(T − To)−
lv,o ≈ −lv,o  hd − hl = (cp,d − cl)(T − To) leads to
δHm ≈ ρDhmDt − lv,o
.
qv + Jv,i∂ihv + ρqlVT∂zhl. (2.33)
Equation 2.13 can be simpliﬁed even further when considering a low level
ﬂow within a boundary layer of thickness τ , with scalings
lv,o
.
qv ≈ lv,oεd , (2.34)
lv,o
.
ql ≈ lv,oPd , (2.35)
Jv,i∂ihv ≈ Jv,z∂zhv ≈ εcp,vgcp,d , (2.36)
ρqlVT∂zhl ≈ Pclgcp,d , (2.37)
where ε and P are the surface evaporation and surface precipitation and it has
been assumed the lapse rate is close to the dry adiabat (g/cp,d). It can be seen
that the last two terms on the r.h.s of Equation 2.33 can be neglected as long
as the boundary layer is shallower than a reference depth, τref , where in the
atmosphere
τref ≡ lv,ocp,dgcl ' 64km, (2.38)
which is indeed the case. As a result, we can now write the 1st law as
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ρDhmDt ≈ lv,o
.
qv + δQ+
Dp
Dt . (2.39)
It is noted that the moist enthalpy can be increased by evaporation (
.
qv > 0),
since a high reference value has been given to vapour, whereas is it not changed
by precipitation, since a zero reference value is given to the enthalpy of liquid
water.
2.5.2 THE BOUNDARY LAYER HEAT BUDGET
In this section, the aim is to apply Equation 2.39 to the MABL above our GS
domain. In a broad general sense, the boundary layer is deﬁned as that part of
the atmosphere that directly feels the eﬀect of the Earth's surface. It is possible
to physically deﬁne the boundary layer in a variety of ways, however the method
used by ECMWF involves the bulk Richardson method proposed by Troen and
Mahrt (1986). It is deﬁned as the level where the bulk Richardson number, a
dimensionless number relating vertical stability and vertical shear, reaches the
critical value Ricrit = 0.25.
Figure 2.19 illustrates the GS domain-averaged boundary layer height (ECMWF,
resolution 1.5o forecast data) on (a) EEs and (b) MEs and for a time lag and
lead of 3 days (t = 14d to t = 6
1
4d), along with plus or minus one standard
deviation of heat ﬂux across each day. In a similar manner to Figure 2.2, one
observes a discrete spike in boundary layer height over the domain on EEs to
coincide with the large spike in surface heat ﬂux, whereas there is no discernible
change in boundary layer height on MEs.
Figure 2.20 illustrates the processes aﬀecting the boundary layer heat budget
over the GS addressed in Equation 2.39. The surface sensible and latent heat
ﬂuxes will increase the moist enthalpy of an example air parcel whilst it is in the
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Figure 2.19: In blue: GS domain-averaged daily boundary layer height, averaged
across (a) EEs and (b) MEs with a time lag of +/-3d. The green and red lines
represent +/- one standard deviation in the boundary layer height across each
set of days. The corresponding time t is also given for reference.
domain from hin to hout, whilst the volume can also gain or lose thermal energy
via radiation (in all directions) or entrainment ﬂux (at the boundary layer top).
Entrainment here is the process whereby the turbulence in the boundary layer
spreads with time into the overlying non-turbulent ﬂow. This process can be
crucial in controlling the budget of heat in the MABL (as well as other variables
such as water vapour and carbon dioxide (Huang et al., 2011). Unfortunately,
accurate entrainment parameterizations are very complex and necessitate a high
degree of computationally intensive calculation to implement. In addition, ac-
curate calculation of radiation at various levels within the troposphere requires
signiﬁcant use of advanced radiative transfer equations. Indeed, even the sign of
longwave radiative heating is controversial near the surface (Stull, 1988), espe-
cially at night time where simulations suﬀer from inaccurate longwave radiation
schemes (e.g. Zhong and Fast, 2003). For these reasons, explicit calculations
used in our heat budget analysis here ignore the entrainment and radiation
ﬂux, and instead focus on the contribution of the surface heat ﬂuxes. Further
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Figure 2.20: Main processes aﬀecting the boundary layer heat budget over the
GS. Strong ocean-atmosphere heat ﬂuxes exist at the surface, with entrainment
ﬂux aﬀecting at the boundary layer top. Radiation is represented with a net
arrow at the boundary layer top, but naturally exists at the surface as well, and
can act to cool or warm the boundary layer. The net ﬂux in the horizontal is
assumed to be zero.
justiﬁcation is given later in the section. In any case, the results are neverthe-
less informative, and indeed subsequent inferrals about the contribution of the
radiation and entrainment ﬂuxes can be made.
In Section 2.4, the 3 14 -day forward and back-trajectories of 2160 air parcels
that are located above the GS domain on our EEs and MEs were calculated
every minute. Taking one of these air parcels travelling through the MABL
above the GS domain to be representative of the MABL volume, and ignoring
the entrainment and radiation ﬂuxes, Equation 2.39 leads to
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hout − hin =
toutˆ
tin
Ql+Qs
ρτ dt+
toutˆ
tin
ω
ρ dt. (2.40)
In this equation, hout and hin are the moist enthalpies of the air parcel at
the time of exit (tout) and entrance (tin) into the MABL above the GS domain
respectively, Ql and Qs are the surface latent and sensible heat ﬂuxes that act
upon the air parcel at each minute along its trajectory, ρ = ρ(t) is the density
of the air parcel, τ = τ(t) is the height of the MABL above the air parcel and
ω = DpDt is the change in pressure of the air parcel with respect to time. The
method of spatial and time-interpolation for τ , ρ, ω, Ql and Qs is the same
as used in Section 2.4. Furthermore, our results from Figure 2.12(b) show that
qt  1 and so Equation 2.30 leads to hout−hin = cp,d(Tout−Tin)−lv(qvout−qvin).
First of all, all trajectories that are located outside of the MABL at 1200UTC
on our EEs and MEs are discarded. This accounts for 101 trajectories for
MEs and 2 trajectories for EEs. Equation 2.40 is then applied to each of the
trajectories on both our EEs and MEs.
Figure 2.21 illustrates the heat budget in Equation 2.40 for EEs as a scatter
plot for each trajectory calculation. A line of exact equality is plotted in red,
and the line of best ﬁt for our experimental calculations plotted in black. The
gradient of the line of best ﬁt is 0.99 and the oﬀset, taken to be a measure of the
error associated with the calculation, is +0.13 kJ kg-1. It can be seen that on
our extreme events, the change in thermal energy in the MABL above the GS
domain can be almost entirely (∼99%) accounted for by the surface heat ﬂuxes
and the change in atmospheric pressure. Analogously to Figure 2.21, Figure
2.22 illustrates the heat budget in Equation 2.40 for MEs. The gradient of the
line of best ﬁt in this case is 0.83 and the oﬀset is -1.26. Therefore in the case
of median heat ﬂux, the surface heat ﬂuxes and change in atmospheric pressure
still account for the majority of MABL enthalpy change over the GS domain,
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Figure 2.21: In blue: The thermal energy budget in the MABL above the GS
domain for each of the representative trajectories on EEs. A line of unit gradient
is shown in red and the line of best ﬁt is shown in black.
however there is a more signiﬁcant fraction (∼17%) of the enthalpy change that
remains unaccounted for.
Table 2.4 includes some key statistics on the EE and ME trajectories that
aids in understanding the results presented in Figure 2.21 and Figure 2.22.
First, let us return to the neglect of radiation from our heat budget equation.
Firstly, the average time spent in the MABL above the GS domain is 0.49 days
on EEs and 0.84 days on MEs, (calculated for each individual trajectory as
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Figure 2.22: As in Figure 2.21, but for trajectories on MEs.
the diﬀerence in time between the ﬁrst exit out of the domain forward, and
the ﬁrst exit backwards). In a mid-latitude boundary layer, typical radiative
heating rates are on the order ∼ -1K/day (Savijarvi, 2006). Over 0.49d (0.84d),
this heating rate leads to a thermal energy decrease of roughly cpT ∼ 0.5kJ
kg-1 (∼ 0.85kJ kg-1). Compared to the magnitudes observed in Figure 2.21
and Figure 2.22, it would appear satisfactory to neglect the radiation term. It
is noted that the time spent by air parcels associated with EEs and MEs will
encounter the GS at diﬀerent times of the day. However, our considerations here
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(tout − tin) Boundary layer top exit
´ tout
tin
ω
ρ dt contribution
EEs 0.49d 0.32% 5.08%
MEs 0.84d 26.2% -7.11%
Table 2.4: Table representing the average time spent in the MABL above the
GS domain in our heat budget analysis, the number of trajectories that exit
the GS domain through the boundary layer top, and the contribution of the
conversion term to the r.h.s of the heat budget in Equation 2.40.
in the boundary layer are over the ocean, and as such are unlikely to be aﬀected
by the diurnal cycle of the underlying SSTs (as they vary little throughout the
day).
Neglecting radiation implies that any disparity in the heat budget is due to
the entrainment ﬂux. For buoyancy ﬂuxes a constant value of 0.2 is considered
to represent the entrainment-to-surface ﬂux ratio for the equilibrium state de-
veloped in a linearly stratiﬁed atmospheric boundary layer (Fedorovich et al.,
2004), although higher values have been observed (e.g. Angevine, 1999). For
EEs, the eﬀect of entrainment ﬂux is negligible, whereas for MEs, entrainment
could account for up to 17% of the total heat budget, a value consistent with
the previously mentioned equilibrium state entrainment-to-surface ﬂux ratio of
0.2.
Another interesting result presented in Table 2.4 is the contribution of the
change in pressure term
´ tout
tin
ω
ρ dt to the r.h.s of Equation 2.40, the sign of which
implies generally descending (ascending) air on EEs (MEs) whilst in the GS
domain MABL. This is consistent with the respective number of trajectories
exiting the domain through the boundary layer top, 0.32% of trajectories on
EEs, but 26.2% on MEs. This term is generally considered a conversion term
between thermal and mechanical energy, and is in many cases assumed to be
negligible. Calculation of the heat budget here has shown the magnitude of the
term to indeed be small (∼ 5−7%), but nevertheless that it can be as important
as several other factors. In particular, especially on EEs, the average value of
89
this term is for the most part larger than expected radiative heating within the
boundary layer.
2.6 CONCLUSIONS
In this chapter, the direct thermal interaction between the Gulf Stream and
the overlying MABL has been examined. A GS domain was deﬁned with the
purpose of capturing the region of maximum ocean-atmosphere heat exchange
and an associated latent heat ﬂux index over this domain was created for a
period of thirty-three winter seasons (1979-2011 DJF). The average total heat
ﬂux over the GS domain is 282.67 Wm-2, which is slightly higher than the value
on the median days (MEs) based on our GSI which is 258.93 Wm-2. On the top
1% of GSI-deﬁned days (EEs), the domain-averaged total heat ﬂux exhibits a
sharp spike up to 766.64 Wm-2, underlining the discreteness of intense heat ﬂux
events that are consistent with similar studies (e.g. Shaman et al. 2010). In
Section 2.3, a Lagrangian trajectory model was developed with the intention of
analysing the diﬀerences in the eﬀects of the GS on the overlying MABL between
EEs and MEs. Driven by previous results on the synoptic activity associated
with intense heat ﬂuxes over the GS (Alexander and Scott, 1997, Zolina and
Gulev, 2003), a developing Eady (baroclinic) wave was used to test the LTM
theoretically, which proved accurate over 3 14 -day back- and forward-trajectory
simulations.
In Section 2.4, it was shown that EEs are associated with intensely cold dry
air behind cold fronts in passing atmospheric waves. Such synoptic systems
cause an almost complete exchange over the GS domain from marine to North
American continental air, resulting in large heat ocean heat loss and a corre-
spondingly signiﬁcant increase in the thermal energy of the overlying MABL.
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On the EEs themselves, there is a large downward anomaly in the overlying
tropopause depth over the GS domain, as could be expected in a region expe-
riencing strong cyclogenesis. Across the same region, there is a sharp spike in
the boundary layer height also, which would result in a signiﬁcant reduction
in the free troposphere. On MEs, there are no comparable anomalies in sur-
face pressure, tropopause height or boundary layer height. There is still a large
marine-continental exchange in air masses, but a reasonable fraction of air orig-
inates over the ocean. This results in warmer and more moist air over the GS
domain, leading to reduced heat ﬂuxes in the region. Nevertheless, the surface
heat ﬂuxes are large enough to still cause a signiﬁcant increase in the tempera-
ture, moisture and energy of the overlying air. After interaction with the GS,
parcels on EEs and MEs travel both north and south, with parcels travelling
polewards rising swiftly and experiencing expected reductions in temperature
and moisture. In comparison, those that travel equatorwards however maintain
relatively similar atmospheric properties.
The GS domain MABL heat budget was examined in Section 2.5. It was
shown that for both EEs and MEs, radiative heating oﬀers a negligible contribu-
tion to the heat budget, whilst surface heat ﬂuxes dominate overwhelmingly. In
fact, on EEs, the increase in thermal energy in the MABL is almost entirely ac-
counted for by surface heat ﬂuxes, with negligible entrainment ﬂux. Extremely
few trajectories exit through the boundary layer top. On MEs, the average
time spent by trajectories in the GS domain MABL heat budget is roughly 30%
longer than on EEs, however the increase in MABL thermal energy is roughly
similar. On these days however, there is a reasonable contribution from entrain-
ment ﬂux (roughly 17%). There is also a noticeable contribution on both days of
extreme and median surface heat from the conversion term involving change of
pressure within the MABL, highlighting the impact of strongly descending and
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ascending air above the GS on the thermal energy in the MABL. At 12:00 UTC
on EEs (MEs), the surface latent and sensible heat ﬂuxes contribute a total
power (area of GS domain roughly 1.25x1012m) of roughly 0.96PW (0.32PW).
Given that the peak in global poleward heat transport is roughly 6PW (Tren-
berth and Caron, 2001), surface heat ﬂuxes over the Gulf Stream region alone
cause a direct thermal increase in the overlying MABL air whose magnitude is
signiﬁcant on a global scale.
As a ﬁnal note, it is reiterated that the EEs and MEs considered in this
chapter are based on analysis of surface latent heat ﬂuxes accumulated from
12:00UTC to 15:00UTC. Considering that over the GS, this is in the early
morning, the air travelling oﬀ the continent will naturally be colder and drier
than in the afternoon, e.g. 00:00UTC (although it will still be relatively cold
and dry then as it is the winter season). However, as mentioned in Section 2.2.2
the diurnal cycle in surface latent heat ﬂux over the GS in DJF is relatively
small. This suggests that over time the source of the high heat ﬂux events
will not change depending on the time of day, nor will there be any signiﬁcant
numerical eﬀect on our previous calculations either. Nevertheless, redeﬁning
our EEs and MEs based on heat ﬂuxes in the late afternoon may have the eﬀect
of reordering the indices in our GSI. Whilst it has been argued here that this
should not aﬀect the main conclusions of this chapter, numerical estimation of
any changes can not be given, and this represents a limitation to the current
analysis.
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CHAPTER 3
THE CONTRIBUTION OF EXTREME EVENTS TO
THE MEAN ATMOSPHERIC STATE IN THE GULF
STREAM REGION IN WINTERTIME
3.1 INTRODUCTION
Extremes in ocean-atmosphere heat ﬂuxes over the GS region have associated
with them synoptic atmospheric variability (Shaman et al. 2010, Alexander and
Scott 1997). Indeed, in Chapter 2, the most extreme in heat ﬂux events over our
GS domain occurred with the passing of a cold front in a strong cyclone. Such
cyclones strongly intensify over the GS (Cione et al. 1993), a region character-
ized by strong oceanic frontal zones (i.e. strong SST gradients). The inﬂuence of
strong SST gradients associated with WBCs in the entire troposphere has been
previously discussed. In particular, the annual mean surface pattern in precip-
itation is found to meander with the GS (Minobe et al., 2008), a pattern that
signiﬁcantly weakens with the horizontal smoothing of the sea-surface tempera-
ture (SST) gradient. Similarly meandering patterns of surface wind convergence
show a high correlation with the Laplacian of sea-level pressure, suggesting the
signiﬁcance of a pressure adjustment mechanism (Lindzen and Nigam, 1987)
due to SST forcing. This meandering pattern of wind convergence is found
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throughout the entire troposphere, from which a deep atmospheric response to
the mean state over the GS is hypothesized.
Such a mechanism, however, does not take account of the strong weather
systems that frequently propagate across the region. Indeed, extratropical cy-
clones and their associated frontal systems are known to be related to heavy
precipitation events (Catto and Pfahl, 2013). In fact, extratropical cyclones
contribute approximately 60% of all precipitation north of 30N, with this ﬁgure
exceeding 80% in DJF in the NA storm-track regions (Hawcroft et al, 2012). In
addition, local surface wind convergences in the presence of such cyclones are
known (e.g. Palmén, 1958) to be much larger than the mean values presented
in wintertime climatologies over the GS (e.g. Kuwano-Yoshida et al., 2010 -
in which the same dependencies found in Minobe et al. (2008) are shown for
wintertime). Such information suggests an alternative viewpoint from which
to interpret the results of Minobe et al. (2008), in which the interaction of
the ocean and the atmosphere on days of extreme heat ﬂux, rather than those
representative of the mean state, is considered.
It is the aim of this chapter to assess the contribution of extreme events
of air-sea heat exchange to the mean atmospheric state in the GS region in
wintertime. In Section 3.2, the variation of the surface heat ﬂux with regards to
the initial atmospheric state is examined. The contribution of extreme events
to the mean pattern in precipitation and to the mean pattern in tropospheric
wind divergence is considered in Section 3.3 and 3.4 respectively. In Section
3.5, a novel approach is oﬀered in an attempt to explain the signiﬁcance of
strong oceanic frontal zones in inﬂuencing the mean wintertime atmospheric
state. Finally, some conclusions are presented in Section 3.6. The heat ﬂux
data used in this chapter is as described in Chapter 2.2.1, and unless otherwise
stated, all other data is ERA-Interim reanalysis data, used at 1.5o horizontal
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resolution, at 12:00UTC.
3.2 THE VARIATION OF SURFACE HEAT FLUX WITH ATMO-
SPHERIC STATE
In Section 2.4, it was shown that the strongest 1% of daily heat ﬂux events over
our GS domain were associated with a passing atmospheric transient in MSLP.
The pre-existing baroclinic wave intensiﬁes as it travels over the GS before
dissipating with time as it travels over the NA, with the strong heat ﬂuxes
located behind the cold front of the low pressure centre. Analogous patterns
were not present for the median heat ﬂux events.
Figure 3.1 illustrates the full spectrum of MSLP anomalies across DJF 1979-
2011 (with regards to the thirty-three year mean shown in panel (k)) averaged
across deciles in our GSI, deﬁned in Chapter 2.2.2, from (a) the bottom ten
percent of heat ﬂux events though to (j) the top ten percent (GSI decile plot
type A). The days within the strongest 30% of heat ﬂux events exhibit a distinct
signal analogous to that in Section 2.4. This is consistent with the increase of
surface heat ﬂuxes with the passing of cold, dry continental air behind a cyclonic
cold front. The lower the pressure of the cyclone centre, the stronger the surface
heat ﬂuxes associated with its passing. This would be consistent with stronger
winds increasing northerly ﬂow and enhancing the exchange of the cold, dry
continental air with the warm, moist ocean air. Conversely, the bottom 60%
exhibit a strong signal that is the same in pattern, yet opposite in sign. These
days where the GS domain-averaged surface heat ﬂux is relatively weak (but
always positive) would therefore appear to be associated with the passing of an
anticyclone as opposed to a cyclone. This is conﬁrmed by a +/-1 day lagged
composite of MSLP for the bottom decile in GSI in Figure 3.2, which depicts an
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Figure 3.1: Time-mean wintertime anomalies in the mean sea-level pressure,
averaged across deciles in the GSI from (a) 0-10% to (j) 90-100%. The thirty-
three year average wintertime mean sea-level pressure is shown in (k). The
rectangular black box in each plot represents the Gulf Stream domain.
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Figure 3.2: Composite of MSLP, averaged across the bottom 10% in the GSI,
with a lag of (i) -1 (ii) 0 (ii) + 1 days.
eastward propagating high pressure centre located to the east of the GS domain.
In a similar manner, the higher the pressure of the anticyclone centre, the weaker
the GS domain-averaged surface heat ﬂux associated with its passing. It is also
noted that there is only one decile (60-70%, Figure 3.1 (g)) where there is no
appreciable atmospheric anomaly. A consequence of this is that the mean state
in MSLP over the GS region is primarily determined by two opposite regimes of
passing low and high pressure anomalies. In addition, the decile exhibiting no
appreciable atmospheric anomaly is not the median in heat ﬂux, which suggests
a bias exists towards extreme events in setting the mean state over the GS region.
Furthermore, given that the GS region is an intense region of cyclogenesis, and
that these pressure anomalies exist ∼ 90% of the time, such a result appears
to be consistent with the concept of a baroclinic waveguide (i.e. a continuous
series of cyclonic/anti-cyclonic systems) constantly propagating across the GS
(e.g. Chang et al. 2002). Indeed, a strengthening region of low pressure can be
found trailing the eastward propagating anticyclone in Figure 3.2. This idea is
considered further in Sections 3.3 and 3.4.
Figure 3.3 illustrates a +/-1 day lagged composite of tropopause depth and
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Figure 3.3: Composite of (a) the tropopause depth and (b) the boundary layer
height, averaged across the top 10% in the GSI, with a lag of (i) -1 (ii) 0 (iii)
+1 days.
boundary layer height for the top 10% decile in GSI. These variables are as-
sociated with the baroclinic wave and as with MSLP, pre-existing maxima
(tropopause depth ∼400hPa, boundary layer height ∼800hPa) travel and in-
tensify across the GS domain. Plotted in Figures 3.4 and 3.5 are GSI decile
plots for tropopause depth and boundary layer height. A similar pattern to
Figure 3.1 can be seen, with deeper (shallower) tropopause depth and boundary
layer height associated with stronger (weaker) surface heat ﬂuxes. Again, a bias
towards extreme events is suggested.
These results imply that ocean-atmosphere heat ﬂuxes over the GS are
wholly dependent on the strength of the passing atmospheric transient, and
that the mean state over the GS region is determined by two extreme and
opposite regimes. Given the dynamical signiﬁcance of these variables, it is rea-
sonable to hypothesize that the mean atmospheric state over the GS after the
passing of the anomalies could also be determined by such extremes. This is
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Figure 3.4: Tropopause depth, averaged across deciles in the GSI from (a) 0-10%
to (j) 90-100%. The thirty-three year average wintertime tropopause depth is
shown in (k). The rectangular black box in each plot represents the Gulf Stream
domain.
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Figure 3.5: As in Figure 3.4, but for the boundary layer height.
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now speciﬁcally addressed by looking ﬁrst at precipitation in Section 3.3, then
at tropospheric wind divergence in Section 3.4.
3.3 THE CONTRIBUTION OF EXTREMES TO THE MEAN PAT-
TERN IN PRECIPITATION OVER THE GULF STREAM
It is noted at the outset of this section that both convective and large-scale pre-
cipitation are not analysed ﬁelds, and are hence taken from short-range forecast
accumulations in the same manner as the surface heat ﬂux ﬁelds (c.f. Chpt.
2.2.1). Consequently, both ﬁelds also suﬀer from spin-up. For the total precip-
itation, the 20-year avearge (1989-2008) of the diﬀerence between precipitation
forecasts 24h-36h and 00h-12h is shown to be ∼0.5mm day-1 in the mid-latitude
storm track regions (Kållberg, 2011). Whilst this represents a larger fraction
of the GS precipitation mean than the associated spin-up fraction for the total
heat ﬂux, the relative error still falls within reason (e.g. compared to a total
precipitation mean of ∼4-8mm day-1 as in Minobe et al. (2008)).
Figures 3.6 and 3.7 illustrate GSI decile type B plots of the convective and
large-scale precipitation respectively, where parts (a)-(j) are now the weighted
contribution of each decile to the mean state (k). That is to say that the sum
of the daily values across a speciﬁc decile in GSI is now divided by the total
33-year DJF period, rather than just the decile itself (as in Figure 3.4, for ex-
ample). A consequence of this is that the sum across (a)-(j) is equal to the total
mean in (k). (Indeed, the mean value across each decile can be subsequently
calculated anyway by simply multiplying by 10). The mean state of the con-
vective precipitation appears to be consistent with the hypothesis in Minobe et
al. (2008) that the mean total precipitation is set by the relative pressures on
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Figure 3.6: Contribution of each decile in GSI, from (a) 0-10% to (j) 90-100%,
towards the thirty-three year average wintertime convective precipitation (k).
Sea-surface temperature contours from 8oC to 26oC at intervals of 2oC are
marked in white. Continental grid points are marked out in white.
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Figure 3.7: As in Figure 3.6, but for the large-scale precipitation.
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either side of the GS front anchoring upward motion and enhancing local pre-
cipitation. However, the smooth meandering pattern of convective precipitation
is noticeably diﬀerent for the top 30% and bottom 60% of GSI heat ﬂux days.
These observations are also true for the large-scale precipitation, and in both
cases the weighted contribution of the extreme ends in surface heat ﬂux events
are the largest locally in their precipitation.
Given the results of the previous section, it appears that the mean precip-
itation is in fact determined primarily by atmospheric transients (i.e. cyclones
and anticyclones) that pass over the GS. Once again, there is only one decile
(g, 60-70%) in either case that closely resembles the pattern of the mean (k),
and there are two opposite regimes present. On those days associated with the
passing of a cyclone, there is a localisation of precipitation with the low pressure
centre, whilst on those days associated with the passing of an anti-cyclone, the
local maximum in precipitation is found to the west of the GS domain, where
one ﬁnds a developing low-pressure centre in Fig 3.1(a)-(f). Indeed, this pre-
cipitation maximum is expectedly less than those found in cyclones to the east
of the GS domain, that will have picked up moisture as they travelled across
the warm underlying ocean currents (hence giving rise to the strong latent heat
ﬂuxes).
The precipitation found in the trailing cyclone is further evidence of a baro-
clinic waveguide introduced in Section 3.2, and the +/-2-day lagged composite
of total (convective and large-scale) precipitation shown in Figure 3.8 for the
weakest 10% in GSI shows the intensiﬁcation in precipitation rate which is con-
sistent with a developing low pressure (Fig 3.1(a)) as the cyclone travels across
the GS domain. Indeed, the pattern found for a lead of +1 day in Figure 3.8(iv)
is similar to that for the strongest 10% in GSI.
The concept of a baroclinic waveguide is further illustrated in Figure 3.9,
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Figure 3.8: Composite of total precipitation averaged across the bottom 10% in
the GSI, with a lag of (i) - 2 (ii) -1 (iii) 0 (iv) + 1 (v) + 2 days.
which shows the percentage of precipitation contributed by the (a) weakest and
(b) strongest 20% in GSI across the GS region, shown here split into convective
and large-scale components to demonstrate their co-location. Up to 50% of
the total precipitation is associated with cyclones on each set of these days,
with noticeable negative anomalies where one would expect from Figure 3.1 to
ﬁnd an anticyclone. These observations suggest that the mechanism for setting
the mean pattern in precipitation is in fact a direct result of the precipitation
associated with the baroclinic waveguide.
Figure 3.10 shows again the twenty-year wintertime mean of the (a) convec-
tive precipitation and (b) large-scale precipitation, but now with an additional
domain (42-64.5W,33-43.5N), larger than the GS domain and chosen to repre-
sent a region which experiences a relatively large amount of rainfall on average.
Across the twenty winter seasons, this domain experiences a total of 825m of
convective precipitation and 859m of large-scale precipitation. On the top 10%
of GSI days, this region experiences 154m of convective precipitation and 137m
of large-scale precipitation, which represents 19% and 16% of the totals respec-
105
Figure 3.9: The relative percentage contribution of (a) the bottom 20% and (b)
the top 20% in GSI towards the convective and large-scale precipitation in the
GS region.
tively. On the top 20% of GSI days, these values increase to 268m (32%) and
257m (30%) respectively. As the region is fairly broad, these percentages are
expectedly not as large as those that can be found locally in Figure 3.9; however,
the numbers still illustrate a general bias towards the days of extreme heat ﬂux
in contributing to the total rainfall over the GS.
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Figure 3.10: Twenty-year wintertime mean of (a) convective precipitation and
(b) large-scale precipitation, showing both the GS domain and the domain (42-
64.5W,33-43.5N).
3.4 THE CONTRIBUTION OF EXTREMES TO THE MEAN PAT-
TERN IN TROPOSPHERIC WIND DIVERGENCE OVER THE
GULF STREAM
Another important result presented in Minobe et al. (2008) was the apparent
inﬂuence of the GS deep into the troposphere, with mean patterns in upper-
tropospheric wind convergence and divergence found to meander with the near-
surface mean.
Figure 3.11 illustrates a GSI decile type B plot for wind divergence at
950hPa (i.e. near-surface). As has been the case for MSLP and convective and
large-scale precipitation, the mean pattern (k) is only recovered in the 60-70%
decile (g). Above this decile ((h)-(j)), increasing ocean-atmosphere heat ﬂuxes
are associated with the passing of stronger cyclones and thus stronger regions
of convergence in the warm sector east of ∼70W, and divergence behind the
trailing cold front. As before, the reverse holds true for lowers deciles ((a)-(f)),
with the presence of an anticyclone east of ∼70W and wind convergence west
of ∼70W associated with a trailing cyclone's warm sector. Again, in terms of
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Figure 3.11: Contribution of each decile in GSI, from (a) 0-10% to (j) 90-100%,
towards the thirty-three year average wintertime wind divergence at 950hPa
(k). Sea-surface temperature contours from 8oC to 26oC at intervals of 2oC are
marked in black. Continental grid points are marked out in white.
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Figure 3.12: Contribution of each decile in GSI, from (a) 0-10% to (j) 90-100%,
towards the thirty-three year average wintertime upper-level (500hPa-200hPa
averaged) wind divergence (k). Sea-surface temperature contours from 8oC to
26oC at intervals of 2oC are marked in black. Continental grid points are marked
out in white.
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contribution to the mean, a noticeable bias exists towards the strongest 30%
of heat ﬂuxes ((h)-(j)). Furthermore, these decile trends are exactly imitated
in the upper-level troposphere, albeit with a reversal of sign. This can be seen
in Figure 3.12, which presents a GSI decile type B plot for 500hPa-200hPa
averaged wind divergence. It would therefore appear that the pattern in upper-
level tropospheric wind divergence over the GS is also dominated by the top
30% of heat ﬂux events. Given the association of these days with the passing
of a strong cyclone, it would be consistent for the connection between the low-
and upper-level wind divergence over the GS to be directly related to the con-
vective and large scale ascent/descent expected within a baroclinic wave. It is
also noted that south of the GS, equatorwards of 30N, the region of seemingly
unnoticeable convergence evenly distributed in each decile adds up to an area
of mean convergence on the same order of magnitude as the mean divergence
located above the GS itself.
Figure 3.13 illustrates a GSI decile type B plot for the low-level (950hPa)
vertical wind. Indeed, the vertical velocity is related to the wind divergence by
the continuity equation ω + (∂u∂x +
∂v
∂y ) = 0, where (
∂u
∂x +
∂v
∂y ) is the divergence.
As expected, present on days of extremely strong surface heat ﬂux are regions
of strong upward (downward) motion, that are exactly colocated with regions of
low-level convergence (divergence), and that dominate the mean pattern. These
strong areas of ascent and descent are even more pronounced at mid-levels of
tropospheric pressure, as shown in Figure 3.14, which illustrates +/-2 day lagged
composites of vertical velocity anomalies (deﬁned as in Figure 3.1) at 500hPa
for (a) the top 10% in GSI and (b) the bottom 10% in GSI. In both cases,
each anomaly appears to once again be associated with a continuous baroclinic
waveguide. This ﬁgure also demonstrates that the vertical velocities present on
extreme GSI days are far larger than the wintertime average.
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Figure 3.13: As in Figure 3.10, but for the vertical velocity at 950hPa.
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Figure 3.14: Composites of vertical velocity time-mean anomalies averaged
across (a) the top 10% and (b) the bottom 10% in the GSI, at 500hPa, with a
lag of (i) - 2 (ii) -1 (iii) 0 (iv) + 1 (v) + 2 days.
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3.5 ATTEMPTING TO UNDERSTAND THE INTERACTION OF
THEGULF STREAM FRONTWITH SYNOPTIC ATMOSPHERIC
TRANSIENTS
In the previous sections, it has become clear that the mean wintertime state
in precipitation and vertical velocity throughout the troposphere over the Gulf
Stream is primarily determined by the passing of synoptic storms. This mean
wintertime atmospheric state is intimately connected to the GS front, to the
extent where the pattern of precipitation that seemingly meanders with the
front disappears with its removal (Kuwano-Yoshida et al., 2010). In this section,
a novel approach is explored for EEs (as deﬁned in Section 2.2) in an attempt
to oﬀer a potential explanation for these results.
Given the discrete nature of extreme heat ﬂux events, it is a challenging
task to analyse long periods of data in order to ﬁgure out the mechanism of
speciﬁc interactions. Results of case studies can vary signiﬁcantly and also be
inﬂuenced by neighbouring systems, making it diﬃcult to understand whether
the conclusions are generic or not. On the other hand, composites can be used to
study an average representative cyclone. However, the method of compositing
can smooth out individual cyclone features like fronts and rainbands, which can
make it hard to study the processes driving an individual interaction. Here, we
will attempt to address this problem by creating a composite centred on the
cyclones location, using a proxy in maximum tropopause depth. It is necessary
ﬁrst however, to analyse a standard composite across EEs of the tropopause
depth, as shown by the contours in Figure 3.15. Also shown in colour is the
boundary layer height, and marked in black is the GS domain. Based on these
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Figure 3.15: Composite of tropopause depth (contour) and boundary layer
height (colour) in the GS region, averaged across EEs.
contours, a constant latitude of 37.5o is chosen on which to use our proxy.
At this latitude, for each of the EEs, the longitude of maximum in tropopause
depth is located within the GS domain. A plot of meridional (positive north-
ward) and vertical (positive downwards) velocity is then made for each EE for
twenty grid points (i.e. 20x1.5o) either side of this grid point, and then a com-
posite average made over all the EEs. This is shown in Figure 3.16(c) and (d)
respectively. This is repeated for a lag of one day ((a),(b)), and a lead of one day
((e),(f)). As can be seen, for these events the proxy in tropopause depth works
well; basic features of the eastward propagating cyclone (that can be clearly
shown using the Eady model - ref. Chapter 2.3.3) are clearly picked out, such
as the westward tilt of the cyclonic circulation with height, and ascent (descent)
ahead (behind) of the low centre. It is noted that the surface low centre is at
roughly + 5 grid points at lag zero.
Figure 3.17 illustrates a similar composite, but lagged, and for the atmo-
spheric Ertel-Rossby potential vorticity ((a) lag one day, (b) lag zero and (c)
lead one day). Plotted in black are the tropopause and the boundary layer top,
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Figure 3.16: Longitudinal composites of meridional ((a),(c),(e)) and vertical
velocity ((b),(d),(f)), averaged across EEs with each day centred on the maxi-
mum in tropopause depth at constant latitude 37.5o, with a lag of ((a),(b)) -1,
((c),(d)) 0, ((e),(f)) +1 days.
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Figure 3.17: Longitudinal composites of atmospheric potential vorticity, aver-
aged across EEs with each day centred on the maximum in tropopause depth at
constant latitude 37.5o, with a lag of (a) -1, (b) 0, (c) +1 days. The tropopause
and the boundary layer top are represented by thin black lines and contours of
potential temperature are also marked.
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and contours in potential temperature are marked also. As expected from the
proxy and the deﬁnition of the tropopause height (line of 2PVU), we observe
a deep anomaly in tropopause height, and thus positive PV, that propagates
eastward. Across the GS, the boundary layer top is naturally elevated due to the
warm current temperatures, however as expected again there is a pronounced
spike at lag zero with the passing of the cold front (behind the surface low).
Such are the strength of the spikes that at this location, the size of the free
troposphere is reduced to ∼250hPa. Furthermore, co-located with this spike in
boundary layer height just below the low centre is a region of negative PV that
extends up to ∼800hPa. Consequentially, the isentropes are heavily distorted
in this region. Indeed, where there is strong ascent found to the east of the
low centre, there is a potential temperature surface (290-300K) that extends
from the surface right up to the tropopause. Figure 3.18, from Hoskins et al.
(1985), aids in understanding why this is the case. Figure 3.18(a) illustrates a
positive (cyclonic) PV anomaly at the tropopause, which causes a tightening
of the isentropes within the anomaly, creating a region of increased static sta-
bility. Conversely, a negative (anticyclonic) PV anomaly at the tropopause, as
depicted in Figure 3.18(b), causes a loosening of the isentropes, creating a region
of decreased static stability. If this negative PV anomaly is located at the sur-
face, this decreased static stability will lead to enhanced upward motion. This
in turn will be strengthened by any neighbouring surface positive PV anomaly,
which will act to distort the isentropes further, leading to the situation found
in Figure 3.17.
It can be seen that with the developing cyclone passing over the GS, there
is a noticeable generation of negative PV within the boundary layer behind the
cold front. The stronger the presence of negative PV beneath the maximum in
tropopause depth, the stronger the isentropes will be distorted and the more
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conducive the atmosphere will be to strong vertical motion.
The concept of potential vorticity (PV) as a natural variable for baroclinic
systems was introduced in Section 1.2. Within the boundary layer, for motion
that is not frictionless and adiabatic, PV can be both created and destroyed via
the equation
D(PV )
Dt =
1
ρ{(∇× Su).∇θ + ζ.∇DθDt }, (3.1)
where Su is the frictional force per unit mass. Adamson et al (2006) extended
work done by Cooper et al. (1992) and used an idealized three-dimensional baro-
clinic life-cycle model to ﬁnd three main processes that aﬀect boundary-layer
PV generation.
1. Ekman pumping
For frictionless ﬂow, geostrophic balance means air ﬂows parallel to isobars
and cyclonically around a low pressure. However, in the presence of friction,
cross-isobaric ﬂow causes ﬂow away from high pressure centres and towards low
pressure centres (Ekman, 1905). Within the boundary layer, wind turning to-
wards the low pressure centre results in low-level wind convergence, leading to
low-level ascent. This lifts isentropes away from the surface, reducing the static
stability, and also leads to a direct reduction of relative vorticity in the region.
These processes cause the creation of negative boundary-layer PV.
2. Baroclinic generation
The reduction of horizontal wind from the boundary-layer top to the sur-
face results in large horizontal relative vorticity. Combined with the presence
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of frontal regions of a baroclinic wave where there exist large horizontal tem-
perature gradients, frictional turning of the wind causes PV changes that are
predominantly positive and concentrated to the east and north-east of a surface
low. Such generation requires only baroclinicity and a non-perpendicular align-
ment of the surface and thermal winds.
3. Surface heat ﬂuxes
In a region of positive absolute vorticity, heat ﬂuxes from the atmosphere
into the ocean will reduce the near-surface air temperature, increasing stability
and generating positive PV. Conversely, heat ﬂuxes from the ocean into the
atmosphere reduce static stability, resulting in the creation of negative PV. The
strong negative PV generation found in Figure 3.17 occurs in the cold-sector air
to the west of the low centre, which is consistent with the results of Plant and
Belcher (2007).
With regards to a cyclone passing over the GS, smoothing the gradient of
the GS SST front will act to reduce the gradient in heat ﬂuxes between the cold
sector and the warm sector. This would subsequently result in a reduction in
the diﬀerence in PV between the cold and warm sectors. The isentropes shown
in this region in Figure 3.17 that extend from the surface to the tropopause
would experience a reduction in distortion, acting to suppress strong ascent in
the region. Suppressed vertical motion would also have a knock-on eﬀect on
latent heating in the WCBs in the warm sector, a reduction in which would be
expected to decrease cyclonic intensity (as discussed in Chapter 1.7). Both these
eﬀects could potentially lead to a reduction in the precipitation rate experienced
over the GS. In fact, Figure 3.19 plots a similar composite as in Figure 3.17,
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again for days when a cyclone is present, but where the GS domain-averaged
heat ﬂux is less intense (the 1% of days between the 89.5% and 90.5% highest in
the GSI is taken). Indeed, one can observe that whilst the generation of negative
PV and the deformation of the isentropes does still occur with the passing of
the cold front, they are both noticeably weaker.
3.6 CONCLUSIONS
The mean wintertime state in precipitation and tropospheric wind divergence/
vertical velocity over the GS is dominated by two opposite regimes, one asso-
ciated with the passing of an anti-cyclone, and one associated with the passing
of a cyclone. These opposite extremes are reﬂected in the GS domain-averaged
air-sea heat exchange, with the passing of stronger cyclones (anticyclones) re-
sulting in stronger (weaker) ocean-atmosphere heat ﬂuxes. Observations in GSI
of the MSLP suggested that up to 90% of the time, atmospheric conditions ap-
pear to be determined by a propagating synoptic transient. This is conﬁrmed
by GSI decile plots of low- and upper-level wind divergence, as well as pre-
cipitation. The magnitude of this percentage, coupled with lagged composites
of the upper-level vertical velocity and the precipitation, indicate the presence
of a baroclinic waveguide. This is consistent with the idea that storm tracks
comprise of an ensemble of wave packets with wave growth and decay occurring
over all portions of the storm track (Chang et al., 2002, Wallace et al., 1988).
This continuously propagating baroclinic wave (of varying strength) travelling
over the GS determines the mean wintertime state in precipitation. However,
this result is not simply due to precipitation having only positive values, as the
baroclinic waveguide also determines the mean wintertime state in tropospheric
vertical velocity, a variable for which ascent and descent can compensate. This
can likely be explained by analysing a typical deep tropospheric motion system
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Figure 3.18: Schematic showing the ﬂow structure induced by a (a) positive and
(b) negative PV anomaly of simple shape. The location of each PV anomaly is
stippled. The tropopause is marked by the thick black line, and thin lines are
of isentropes every 5 K and transverse velocity every 3 m s-1 (Hoskins et al.,
1985).
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Figure 3.19: As in Figure 3.17, but for the 1% of days between the 89.5% and
90.5% highest indices in the GSI.
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(such as a cyclone) projected upon a vertical section, a schematic of which is
shown in Figure 3.20, from Green et al. (1966). The pattern of vertical motion is
markedly asymmetrical, with the upward motion being large and concentrated
into a small part of the system where the condensation of water vapour takes
place. In and near this region, the ﬂow is rapid and may be nearly adiabatic
(the changes of state are nearly those in the appropriate dry or moist reference
process), and a large amount of the condensed water is precipitated. Outside
it however, descending motion is cloud-free and the return to surface at the
same latitude is limited to the slow rate determined by radiative heat loss, the
magnitude of which is equivalent on average to a tropospheric cooling rate of
around 1o- 2oC/day. The diﬀerence between the actual temperature and po-
tential temperature of warm air near the ground leads to long descent periods
of up to 20 days or more. The arms of the descending circulation in Figure
3.20 are left open to indicate that the descent continues in other systems, and
that there is no deﬁnite boundary on that side. The descending air found in an
anti-cyclone trailing behind such a cyclonic system is therefore unlikely to be
related in any way to the air that ascended in that cyclonic system.
In addition, it is clear that the stronger the passing atmospheric transient,
the larger its contribution to the mean pattern. In the case of precipitation,
there is a very noticeable bias towards the most extreme events. Indeed, the
top (bottom) 20% of the GSI, associated with the passing of a cyclone (anticy-
clone), can account for up to 50% of the local precipitation to the east (west -
associated with the cyclone trailing behind the anticyclone) of the GS domain.
As previously mentioned, a smoothing of the SST gradient across the GS re-
sults in a signiﬁcant weakening of the mean wintertime pattern in precipitation
(Kuwano-Yoshida et al., 2010). In the light of these results, it is clear that the
key to understanding this occurrence lies in the interaction of the GS front with
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Figure 3.20: Schematic representation of ﬂow in a deep tropospheric motion
system, projected upon a vertical section. The hatched area at the surface
represents the layer of small-scale convection, within which subsiding air has
its potential temperature raised. Air from this layer enters a cumulonimbus or
large-scale circulation and ascends into the upper troposphere. Condensation,
C, of water vapour occurs, and small-scale convection may develop again in the
cloud system where there is cross-hatching. Precipitation falls from the cloud
(pecked lines) and there is some evaporation, E, outside it. The descending
branch of the large-scale circulation is left open on the right to indicate that
it continues in several motion systems, accompanied by a slow radiative loss of
potential temperature. T marks the tropopause. (Green et al., 1966).
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the passing atmospheric transients. This is studied in more detail in the next
research chapter.
In Section 3.5, a potential mechanism whereby the SST gradient could in-
teract with a cyclone and subsequently alter the precipitation rate is suggested.
Observations of EEs indicate the presence of negative PV anomalies in the cy-
clonic cold sector, creating a PV gradient between itself and the warm sector
ahead of it. This acts to distort the isentropes, allowing for enhanced vertical
motion. Indeed, in this region there is a sharp reduction in the free troposphere
over the GS (to only around ∼3km in the most extreme cases), whereby isen-
tropes are seen to connect almost from the surface to the tropopause. Smoothing
the SST gradient could act to reduce the ocean-atmosphere heat ﬂux gradient
between the cold and warm sectors, which would then result in a reduced PV
gradient. Such a decrease would act to suppress vertical motion and reduce
precipitation. Indeed, similar observations from days where there is a cyclone
present but the surface heat ﬂux is weaker show that the generation of nega-
tive PV anomalies and the deformation of isentropes, whilst still present, are
noticeably weaker. At the time of writing, simulations are currently being run
by Benoît Vannière at Imperial College London using the Meteorological Oﬃce
Uniﬁed Model to test this hypothesis.
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CHAPTER 4
THE IMPACT OF SEA-SURFACE TEMPERATURE
ON ATMOSPHERIC FRONTS PROPAGATING OVER
THE GULF STREAM
4.1 INTRODUCTION
The timescales on which ocean currents change are much longer than those
for weather forecasts. This is especially true away from the tropics, where the
stronger eﬀects of the Earth's rotation force slower oceanic motions. As a con-
sequence, if a mechanism whereby the extra-tropical oceans impact the atmo-
sphere can be established, an extremely valuable source of climate predictability
will be opened. At present, whilst empirical evidence for extra-tropical oceanic
inﬂuence on climate has been steadily accumulating (e.g. Rodwell et al, 1999,
Czaja and Frankignoul, 2002, Woollings et al. 2010), such a mechanism has yet
to be singled out.
Over the GS, it has been suggested that the thickness of the layer of oceanic
inﬂuence is as large as ∼ 5-10km (Minobe et al, 2008, Czaja and Blunt, 2011).
In particular, mean patterns in upper-level tropospheric wind divergence are
found to meander with the GS front. Furthermore, analogous mean patterns
in precipitation are seen to signiﬁcantly weaken with a smoothing of the SST
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Figure 4.1: Transverse motion in an idealized frontal zone, with warmer air to
the left. The frontogenic horizontal deformation ﬁeld is such that the merid-
ional velocity increases with latitude, and all isotherms in isobaric surfaces are
assumed parallel with the front. Dashed lines: zonal velocity isotachs. Dot-
ted lines: meridional velocity isotachs. Solid lines: streamlines of transverse
non-geostrophic circulation. (Eliassen, 1962).
gradient. In Chapter 3, these mean wintertime atmospheric patterns in tro-
pospheric divergence and precipitation over the GS were in fact shown to be
primarily determined by a baroclinic waveguide (i.e. an almost continuous
series of propagating cyclones and anticyclones). Given this result, it is evident
that the key to understanding the relationship between the sharp SST gradi-
ents and the mean wintertime atmospheric pattern lies in the interaction of the
oceanic fronts with passing atmospheric fronts, since fronts are where upward
motion and precipitation occur.
One mechanism whereby a modiﬁcation of the SST gradient could alter an
atmospheric front is that of thermal damping. That is to say, a perturbation
of the SST underneath an atmospheric front results in a change in the air-sea
heat exchange on both sides of the front. Subsequently, the thermal gradient
between either side of the atmospheric front is altered, resulting in a change of
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front characteristics. For example, a weakening of the lateral atmospheric tem-
perature gradient would lead to a reduction in the transverse circulation present
at the front (Eliassen, 1962); a schematic of an example transverse circulation
at a front is shown in Figure 4.1. This would then necessarily aﬀect the vertical
velocity and precipitation rate in the region. Additionally, the magnitude of
such damping will naturally change depending on the angle of the front relative
to the SST gradient. This oﬀers another possibility: that atmospheric fronts are
steered by stronger SST gradients, resulting in a preferential angle alignment
that could lead to the maintenance of front strength.
In Section 4.2, the model dataset used for the analysis in this chapter is
presented, accompanied by some background on atmospheric frontogenesis. In
Section 4.3, we start simply by asking - does a smoothing of the GS SST gradient
result in a damping of the atmospheric fronts passing over it? Furthermore, what
is the dependence of this damping on initial front strength, as well as location
over the GS? In section 4.4, the signiﬁcance of the angle between atmospheric
and oceanic fronts is discussed for realistic and smoothed cases of SST gradient.
In Section 4.5, the question of whether strong SST fronts alter the direction of
propagation of (steer) the atmospheric fronts is considered. Finally, in Section
4.6, the proﬁles of associated atmospheric variables such as vertical velocity and
precipitation are assessed, and a consideration is given to the eﬀect of thermal
damping.
4.2 MODEL DATASET
4.2.1 SEA-SURFACE TEMPERATURE
The model data to be analysed is from the Atmospheric General Circulation
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Figure 4.2: Twenty-year wintertime mean (DJF 1981-2000) of SST for the (a)
CNTL experiment and (b) SMTH experiment. Contours, in black, are shown
from 2oC to 20oC, at 2oC intervals. Also shown on both ﬁgures, and annotated
in (b), are the lines of constant longitude used for analysis in this chapter.
These are (70W, 29.7-43.2N), (60W, 29.7-45.2N), (50W, 29.7-49.7N), (40W,
29.7-49.7N), (30W, 29.7-49.7N). The diﬀerence in SST between the CNTL and
SMTH experiment is shown in (c).
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Model for the Earth Simulator (AFES; Ohfuchi et al., 2004) version 2 (Enomoto
et al., 2008), developed at the Earth Simulator Center, Japan Agency for
Marine-Earth Science and Technology. The horizontal resolution is T239, about
50km in grid spacing, with 48 scaled pressure levels in the vertical. The bottom
boundary condition in the model uses the real-time global SST (Thiébaux et
al., 2003) dataset of the NCEP on a 0.5o grid and at daily intervals.
In this chapter, data from two experiments is used: a control experiment
(CNTL), which uses the original real-time global SST data, and another exper-
iment (SMTH), which smoothes the SST data over the GS region by applying a
1-2-1 running mean ﬁlter in both the zonal and meridional directions 100 times
on a 0.5o grid over 25o-55oN, 100o-30oW. Initial conditions are taken from ERA-
40 (Uppala et al., 2006), and the present study uses a 6-hourly output for 20
winter seasons (DJF) between 1981 and 2000. Figures 4.2(a) and (b) show the
mean SST for the CNTL and SMTH runs respectively, with both ﬁgures plot-
ted up to 20W to further emphasize the eﬀect of the smoothing (i.e. in the
diﬀerence in SST contours either side of 30W in (b)). The diﬀerence in mean
SST (CNTL-SMTH) is shown in Figure 4.2(c). Cooler (up to ∼5K) water is
found in the CNTL case (up to around ∼8oC mean SST), followed by warmer
water (again up to ∼5K) and then a region of negligible diﬀerence where the
SST gradient is originally weakest.
4.2.2 IDENTIFICATION OF ATMOSPHERIC FRONTS
A measure of front intensity F∗ = ζ925 | ∇T925 | is used to identify frontal
regions, in which ∇T925 is the temperature gradient on the 925hPa surface
and ζ925 is the component of the curl of the wind vector normal to that same
pressure surface (the isobaric relative vorticity). The rationale for this choice is
that both ∇T925 and ζ925 are expected to be large in frontal situations. This
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Figure 4.3: An example surface map for a baroclinic wave with a strong surface
cold front and a developing warm front. Temperature contours every 4K are
shown as continuous lines, geopotential contours are marked with dashed lines,
and the region of relative vorticity larger than f2 is shaded. The relative vorticity
in the cold front region has a maximum of 5f . (Hoskins, 1982).
is as a result of the transverse circulation developing when cold and warm air
masses are brought into contact by a large scale conﬂuent ﬂow (Hoskins, 1982).
An example surface map snapshot of a baroclinic wave is shown in Figure 4.3, in
which a strong surface cold front has formed (with a weaker warm front starting
to appear to the northeast of the low), colocated with a region of large relative
vorticity. In order to make F∗ non dimensional (hereafter denoted by F ), it
is further divided by a typical scale for temperature gradient (1K/100km) and
vorticity (the value of the Coriolis parameter at the mid-latitude point of the
domain considered, i.e. 40N). An example atmospheric frontal system is shown
in Figure 4.4(a), at 12:00UTC on December 28th 1981. The fronts themselves
are highlighted in magenta (contour F ≥ 1), whilst the vertical velocity is
shown in colour and SST contours from 2oC to 20oC, at 2oC intervals shown in
black. The cold front has a banded structure, with several cold fronts developing
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Figure 4.4: (a) An atmospheric front, as deﬁned in the text, highlighted in
magenta, at 12:00UTC on December 28th 1981. Also shown at that time is the
vertical velocity (colour), and contours of SST from 2oC to 20oC, at 2oC intervals
(black). (b) Another atmospheric front, as deﬁned in the text, identiﬁed at
18:00UTC on February 28th 2001. (c) Fraction of wintertime days in the CNTL
experiment where the front variable F exceeds unity. Contours of SST are as
in Fig. 4.2(a). (d) Percentage of wintertime days where (i) a cold front and (ii)
a warm front is objectively identiﬁed in the Atlantic, from Berry et al. (2011).
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behind the main cold front. This phenomena of multiple cold fronts is not
rare and is commonly found in observations (e.g. Browning et al., 1997). As
expected, there is strong ascent to the east of the leading cold front (∼40W) and
strong descent to the west (∼60W). Figure 4.4(b) similarly identiﬁes another
atmospheric frontal system, at 18:00UTC on February 28th 2001, with a more
extreme case of the multiple cold front phenomena, and a warm front also
identiﬁed, with a structure consistent with that of an extra-tropical cyclone
described in Chapter 1.7. In this case, there is also a strong banded signature
in the mid-level vertical velocity, with ascent at the ﬁrst and second leading
cold front, which oﬀers some strength to the validity of the frontal identiﬁcation
method. Indeed, whilst Hewson (1998) cautions against the use of vorticity
as a sole identiﬁer for fronts, its use here is accompanied by a metric in low-
level temperature gradient also. By increasing the frontal threshold in F , it is
possible to exclude these developing cold fronts, although it is then not possible
to correctly identify all the storms propagating through the region. Figure
4.4(c) indicates the frequency of occurrence of events in the CNTL experiment
where F ≥ 1 over the GS. This threshold provides a spatial distribution and
frequency of frontal events in agreement with other frontal detection methods.
For example, Figure 4.4(d) illustrates the percentage of wintertime days in the
ERA-40 reanalysis from Berry et al. (2011) where (i) a cold front and (ii) a
warm front is objectively identiﬁed in the Atlantic. However, this is a real
world example, whereas the data considered in this chapter is model data (a
previous use of this diagnostic in the real world can be found in Sheldon et al.
(2013)). It is noted that some overestimation of the frontal frequency exists at
certain locations along the coastline. This is likely caused by anomalies in the
low-level temperature gradient and vorticity that exist at the land-sea boundary
in both the CNTL and SMTH experiments and will not signiﬁcantly aﬀect the
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present analysis. Finally, the work in this chapter does not distinguish between
cold and warm fronts, although one would expect to ﬁnd them closely located.
Furthermore, it can be seen in Figure 4.4(d) that there are more than twice
the number of cold fronts as there are warm fronts over the GS. A potential
explanation for this is discussed in Section 4.4.
4.3 THE EFFECT OF SEA-SURFACE TEMPERATURE GRADI-
ENT ON ATMOSPHERIC FRONT STRENGTH
Figure 4.4(c) illustrated the frequency of atmospheric fronts over the GS from
the CNTL experiment, i.e. with a realistic SST gradient. Figure 4.5(a) illus-
trates the same frequency for the SMTH experiment, with the percentage reduc-
tion (in the occurrence of F ≥ 1) with respect to the CNTL experiment plotted
in Figure 4.5(b) (i.e. positive (negative) represents a reduction (increase)). It
is immediately noticeable that there is a strong reduction in atmospheric front
number in the SMTH experiment across the vast majority of the GS meander.
This percentage reduction becomes as large as 30% where one encounters the
strongest horizontal SST gradient directly oﬀ the continent (∼70W, 38N). North
of 36N, the further one moves away from the continent, the smaller the eﬀect
the smoothing process has on the SST gradient, and the magnitude in reduc-
tion of atmospheric fronts decreases. Interestingly however, south of ∼36N until
roughly ∼34N , there is a region where there is actually a percentage increase
in the occurrence of F ≥ 1, creating a noticeable dipolar pattern west of ∼50W.
It is noted however that the number of fronts here is less than north of 36N and
could just represent noise. To this end, the same analysis was performed again
on randomly sampled periods of ﬁve years (within the same twenty year range),
and this same dipolar signal is consistently found, indicating the robustness of
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Figure 4.5: (a) As in Figure 4.4(c), but for the SMTH experiment. (b) The
percentage reduction in the occurrence of F ≥ 1 in the SMTH experiment,
relative to the CNTL experiment.
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Figure 4.6: (a) Average wintertime value of F when an atmospheric front (F ≥
1) is present, with the percentage reduction in F in the SMTH relative to the
CNTL experiments shown in (b). This percentage change is calculated for two
higher thresholds of atmospheric front intensity in (c) F ≥ 3 and (d) F ≥ 5.
the result. Consideration of Figure 4.2 shows that in this area of percentage in-
crease, the horizontal SST gradient is actually larger in the SMTH experiment
than it is in the CNTL experiment. Both these observations are consistent with
a reduction in atmospheric front strength with reduction in SST gradient.
Whilst it is clear from Figure 4.5(b) that a reduction in atmospheric front
strength occurs with the smoothing of the SST gradient, no information is given
about the extent to which front strength is aﬀected, nor whether there is a
scaling in strength reduction with initial front strength. Figure 4.6(a) shows a
plot of the average wintertime value of F when an atmospheric front (F ≥ 1)
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is present. The average value of an atmospheric front when it ﬁrst travels oﬀ
the continent is ∼ F = 3, a value that steadily increases upstream to ∼ F = 5.
This increase in front strength is consistent with the strong baroclinic growth
rates exhibited over the GS, and one expects an increase in cyclone intensity in
this region. The percentage decrease in front strength (as measured by F ≥ 1)
in the SMTH experiment relative to the CNTL experiment is shown in Figure
4.6(b). Comparison with Figure 4.5(b) shows that west of ∼ 50W, where one
experiences the biggest change in occurrence of F ≥ 1, where there is a reduction
(increase) in the number of fronts, the front intensity decreases (increases) by
roughly 20%. Furthermore, this statistic is calculated for two larger thresholds
of F in Figure 4.6(c) (F ≥ 3) and Figure 4.6(d) (F ≥ 5). Whilst there is
naturally more noise in these cases (as there are less of them), it is still possible
to notice that the typical magnitude in the percentage changes west of ∼ 50W is
generally extremely similar - in the region where the SST gradient is strongest
in the CNTL experiment, a reduction in the SST gradient appears to aﬀect
atmospheric fronts equally relative to their strength. It is noted that the region
(30-50W, 30-40N) exhibits far too much noise, and so no meaningful conclusion
can be drawn here - in any case, there is a relatively negligible amount of
atmospheric frontal activity in this area (Figure 4.4(c)) (which is presumably
the cause of the high noise level).
4.4 THERMAL DAMPING OF FRONTS
It has been shown in the previous two sections that a reduction in the SST
gradient causes a reduction in front intensity over the GS. The strongest re-
duction in atmospheric front (F ≥ 1) number occurs just oﬀ the eastern coast
(∼ 36W) of the United States, where the smoothing process causes the largest
change in SST gradient. Upstream (30-50W,40-50N), there is an increase in
front intensity, as one would expect from the strong baroclinic growth rate in
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Figure 4.7: Schematic of an atmospheric cold front passing over (a) a strong
SST gradient (b) a smoothed SST gradient.
the region. In the absence of a passing weather system, the warm waters of the
GS will thermally interact with the background wind provided by stationary
waves - a stronger SST gradient will in some manner better pre-condition the
atmosphere by increasing the local baroclinicity. Naturally, the stronger the
regional baroclinicity, the stronger the expected cyclogenesis, and atmospheric
front intensiﬁcation.
However, there is an alternative mechanism that could play a signiﬁcant
role in aﬀecting the intensity of passing atmospheric fronts. The concept of
thermal damping is illustrated in Figure 4.7, which shows a schematic of a
cold front passing over an SST gradient. Over the GS, the interaction of the
warm waters with relatively cold continental air ensures that there is a large
ocean-atmosphere heat transferral. However, there is also a gradient in SST
(a), which causes water to interact with the colder air behind the cold front
that is colder than the water interacting with the air in the warm sector ahead.
In this respect, the SST gradient acts to partially reduce the action of the
surface heat ﬂuxes to dampen the low-level horizontal temperature gradient of
the atmospheric cold front. If one were to smooth the SST gradient entirely
however, as shown in (b), this reduction would be smaller, leading to a more
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intense weakening of the cold front.
In the event of a warm front, this eﬀect is reversed. In the limit of homo-
geneous SST as in (b), an atmospheric warm front that is aligned in the same
manner as the atmospheric cold front previously discussed will experience the
same amount of damping. But when there is a strong SST gradient as in (a),
there will now be the interaction of colder (warmer) water with warmer (colder)
air, resulting in signiﬁcant frontal damping. In reality, warm air is brought from
the south and warm fronts are aligned more towards the perpendicular with re-
gards to the GS SST gradients. Nevertheless, a strong component of thermal
damping will still exist relative to that experienced by a cold front. This oﬀers
a potential explanation for the disparity in wintertime occurrence between cold
fronts and warm fronts in Figure 4.4(c).
Indeed, given that there are more than twice as many cold fronts as warm
fronts located over the GS, our analysis of the total number of atmospheric fronts
will reﬂect more heavily on the behaviour of the cold fronts. Given this, the per-
centage change in atmospheric front occurrence in the SMTH experiment from
the CNTL, shown in Figure 4.5, would be consistent with this thermal damping
mechanism. Just oﬀ the continent, there is a reduction in front intensity north
of 36N, where the relative SST gradients in the CNTL experiment are as in
(a), and the SMTH experiment as in (b). South of 36N however, the situation
switches around, and it is here we ﬁnd instead an increase in front intensity in
the SMTH experiment. This hypothesis is tested more quantitatively in Section
4.6.1.
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Figure 4.8: Schematic illustrating the angles δ1 and δ2 between the frontal
horizontal temperature gradient at 925hPa and lines of constant longitude, for
cold fronts and warm fronts respectively.
4.5 STEERING OF ATMOSPHERIC FRONTS BY SEA-SURFACE
ISOTHERMS
This idea of the oceanic SST gradient thermally damping an atmospheric front
also leads to another question - is there a preferential angle alignment of the
atmospheric and oceanic fronts? It can be seen from Figure 4.7 that if one
changes the angle of the atmospheric cold front with respect to the oceanic
front, the diﬀerential ocean-atmosphere heat transfer will change accordingly,
resulting in a subsequent change in magnitude of the thermal damping eﬀect.
This section considers whether a stronger SST gradient acts to alter the direction
of the atmospheric fronts, and in this way lead to a preferential angle alignment.
In order to test this, consider an example frontal system as in Figure 4.8.
Firstly, the direction of the low level wind shear is computed from the gradient
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of the low-level (925hPa) temperature (related via the thermal wind equation -
ref. Equation 1.1). This is shown by the grey vectors. Then, the angle between
these vectors and lines of constant longitude vectors (shown in black), δ1 and
δ2 for cold fronts and warm fronts respectively, is calculated. Unfortunately,
the present study does not distinguish between cold and warm fronts and the
following analysis groups these two angles together into one set of common
angles, δ. The implications of not distinguishing between cold and warm fronts
are discussed later in this section.
For each of the ﬁve constant longitude domains indicated in Figure 4.2,
whenever there is an atmospheric front (F ≥ 1) present, this angle δ is calculated
for both the CNTL and SMTH experiments. Using 10 bins (centered on 0o to
90o at 10o intervals), the percentage distribution (i.e. each bin divided by the
total occurrence) is then plotted in Figure 4.9 for (a) (70W, 29.7-43.2N) (b)
(60W, 29.7-45.2N) (c) (50W, 29.7-49.7N), (d) (40W, 29.7-49.7N) and (e) (30W,
29.7-49.7N). It is noted that the ﬁrst and last bin include values of δ that range
from -5o to 0o, and 90o to 95o respectively. No values in these ranges are
physically observed, but this will have no impact on the comparison of angle
distribution. The percentage distribution from the CNTL experiment is shown
in red and that from the SMTH experiment is shown in black. In (a), (b), (d)
and (e), there is a negligible change in the distribution of angles between the
CNTL and SMTH experiment. In (c) however, at longitude 50W, it appears
as if there could be a shift in the peak of the distributions between ∼30o to
40o, but it is diﬃcult to be certain using only 10 bins. To this end, this graph
is repeated in (f), but using 91 diﬀerent bins, which increases the noise of the
graph but allows for a better idea of that range in the distribution. Indeed,
this graph illustrates that there is an apparent shift in the peak of the angle
of fronts at this longitude, implying a change of direction (steering) of the
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atmospheric fronts between the CNTL and SMTH experiment of about 10o. In
addition, there appears to be a delay for a front to adjust to the perturbation
in the SST gradient shown in Figure 4.2(c). Indeed, once the atmospheric front
passes over perturbed SSTs around ∼70W-60W, there is a delay on the order
of ∼ 10o longitude before a change in frontal direction is observed at 50W.
This change in direction is then restored to its CNTL state when it passes over
similar SST contours around ∼40W-30W, again with a delay on the order of
∼ 10o longitude. Indeed, assuming the associated storm travels at ∼10 m s-1,
this leads to a timescale of ∼ 1 day, which is consistent with a typical timescale
for air-sea interactions and frontogenesis.
Unfortunately, whilst this analysis demonstrates that a perturbation to the
GS SST distribution can alter atmospheric fronts propagating through the re-
gion, conclusions are limited by not distinguishing between cold fronts and warm
fronts. Nevertheless, it has been discussed in Sections 4.2.2 and 4.4 that the
current study is expected to represent more heavily the behaviour of cold fronts.
Firstly, cold fronts are known to be encountered more frequently over the GS.
Secondly, the change in thermal interaction between the GS and the overlying
atmospheric fronts from smoothing the SST gradient will aﬀect warm fronts
much less than cold fronts, due to the fact that warm fronts tend to be aligned
orthogonally to the GS (and hence parallel to the SST gradient). If the distri-
bution of δ does represent mostly the behaviour of cold fronts (i.e. δ1 ), then the
roughly 10o change in δ at 50W in Figure 4.9 implies that a smoothing of the
SST gradient will result in a more meridionally orientated cold front (zonally
orientated cold front temperature gradient).
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Figure 4.9: The percentage distribution of δ for each of 10 bins (-5o- 5oto 85o-
95o at equal intervals) for (a) (70W, 29.7-43.2N) (b) (60W, 29.7-45.2N) (c)
(50W, 29.7-49.7N), (d) (40W, 29.7-49.7N) and (e) (30W, 29.7-49.7N). (f) As in
(c), but for 91 diﬀerent bins (-0.5o- 0.5oto 89.5o- 90.5o at equal intervals). The
CNTL simulation is shown in red, whilst the SMTH is shown in black.
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4.6 THE EFFECT OF SEA-SURFACE TEMPERATURE GRADI-
ENT ON VERTICAL VELOCITY AND PRECIPITATION
4.6.1 PRECIPITATION
Before considering the variation of precipitation with location, it is ﬁrst infor-
mative to examine a distribution at a particular longitude. Figure 4.10 exhibits
a histogram of both the convective and large-scale precipitation across all days
across the constant longitude domain (60W, 29.7-45.2N). There are 228,480 total
precipitation data points across the analysis period, and each bin is 1mm day-1
wide (except for the ﬁrst bin, which is centred on zero, and so represents rainfall
between 0 and 0.5 mm day-1). Histograms are shown for both the CNTL and
SMTH experiments. Firstly, it is noted that there is an incredibly large range
in the precipitation rate. For both experiments, there are values as large as
∼ 90 mm day-1 for convective precipitation and ∼250 mm day-1 for large scale
precipitation. However, there is an overwhelming bias in days towards the lower
end of the spectrum, with over 50% of days falling in the 0-0.5mm day-1 bins
for both the convective and large scale precipitation. In the SMTH experiment,
there appears to be no signiﬁcantly noticeable shift in terms of the large-scale
precipitation relative to the CNTL. For the convective precipitation however,
there is a subtle but noticeable shift in the shape of the histogram, steepening
the curve in the SMTH experiment compared to the CNTL, and decreasing the
amount of stronger convective precipitation events ( > 30 mm day-1) whilst
increasing the amount of weaker events.
The average variation of both convective and large-scale precipitation is
addressed in Figure 4.11. Across the twenty-year wintertime analysis period,
the mean convective and large-scale precipitation in the CNTL experiment are
shown in (a) and (c) respectively. The mean pattern in convective precipita-
tion exhibits a sharp gradient and has a localised maximum (∼ 5mm day-1)
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Figure 4.10: Histograms of (a) convective and (b) large-scale precipitation for
the constant longitude domain (60W, 29.7-45.2N) across the twenty-year win-
tertime analysis period, for both the CNTL and SMTH experiments. Each bin
is 1mm day-1 wide, and each histogram has a total of 228,480 data points.
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Figure 4.11: Twenty-year wintertime mean in (a) convective precipitation and
(c) large scale precipitation in the CNTL experiment. Mean contours of SST
are shown in black. The average reduction in the SMTH experiment from the
CNTL experiment is shown for the (b) convective precipitation and (d) large
scale precipitation.
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Figure 4.12: Angle between the mean SST gradients in the CNTL and SMTH
experiments.
on the warm side of the GS front, whereas the mean large-scale precipitation
is generally slightly larger but more diﬀuse. Indeed, large-scale precipitation is
strongly associated with cyclonic warm-sectors and one would expect this from
the variation in path as a cyclone travels upstream over the GS. The average
reduction in convective and large scale precipitation in the SMTH experiment
relative to the CNTL is shown in (b) and (d) respectively (i.e. positive (neg-
ative) is a reduction (increase)). Several things are striking about both these
plots. Firstly, the reduction in convective precipitation is centered almost en-
tirely along the GS front, with negligible reduction elsewhere (and in fact some
minor increases also). In addition, the magnitude is extremely large, with re-
ductions of between∼ 50− 75% across the entire front. This is in stark contrast
to the reductions in large scale precipitation, which is much smaller (maximum
∼15%) and is largely spread out; (this observation is consistent with those from
Figure 4.10, in which there is a noticeable shift in convective precipitation be-
tween the extremes in the two experiments, but not so much for the large-scale
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precipitation). Indeed, it is in fact the reduction in the convective precipitation
that results in the largest change to the mean pattern in total precipitation over
the GS. This is consistent with the results presented in Kuwano-Yoshida et al.
(2010).
In the case of large scale precipitation there are comparable increases in
precipitation as well. Indeed, these areas of increase in the SMTH experiment
are located in the same regions that we expect an increase in the number of
atmospheric fronts (cf. Figure 4.5(b)). It is interesting to note that this apparent
meridional dipole pattern at ∼36N is also consistent with the diﬀerence in angle
between the CNTL and SMTH SST gradients, as plotted in Figure 4.12. Given
that there is no noticeable steering of fronts west of 50W, it follows that the
fronts themselves must therefore be on average aligned very diﬀerently with
the SSTs in the region south of 36N. Figure 4.13 conﬁrms this to be the case.
Figure 4.13(a) shows the average wintertime angle between the frontal horizontal
temperature gradient at 925hPa and the mean CNTL and SMTH SST gradients,
in the region where there is a reduction in large-scale precipitation in Figure
4.11(d). Here, there is not a noticeable diﬀerence between the two sets of angles,
which implies that the diﬀerence in eﬀect of thermal damping between the two
experiments is likely minimal. In Figure 4.13(b) however, this average angle is
shown for the region where there is an increase in large-scale precipitation in
Figure 4.11(d). In the SMTH case, the average angle south of 36N is roughly
similar to the average north of 36N, and so the eﬀect of thermal damping will
be roughly similar. In the CNTL case however, there is a ∼100o increase south
of 36N, implying that cold fronts passing over this region are aligned almost
exactly opposite to those in Figure 4.7(a), and hence strongly feel the eﬀect
of thermal damping. This observation is consistent with less fronts and large-
scale precipitation in the CNTL experiment here and suggest the importance of
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thermal damping in this region.
4.6.2 VERTICAL VELOCITY
Figure 4.14 shows a measure of the relative distribution across all days of vertical
velocity at (a) 925hPa and (b) 500hPa for the constant longitude domain (70W,
29.7-43.2N) for the CNTL (red) and SMTH (black) experiments. This is done by
ﬁrst separating the data into bins of 0.1Pa s-1 between -13.5 and 4.5Pa s-1, and
then dividing by the total number of data points. It can be seen that the vast
majority of the time, the vertical velocity falls between -1.5 and 1Pa s-1, with
a bias in the extreme tail towards stronger ascent than descent. As expected,
the maximum values found at 500hPa are larger than those at 925hPa, most
notably the ascent with values as large as ∼-13Pa s-1. However, these extreme
tails compress the bulk of the curve and make it diﬃcult to assess the changes
between the two experiments. For this reason, our following consideration of the
relative vertical velocity distributions between the same ﬁve constant longitude
domains used in Section 4.5 focus on the range -1 to 1Pa s-1.
In a similar manner to Figure 4.14, a measure of the relative distribution
across all days of low-level vertical velocity at 925hPa is shown in Figure 4.15
for the CNTL (red) and SMTH (black) experiments for (a) (70W, 29.7-43.2N)
(b) (60W, 29.7-45.2N) (c) (50W, 29.7-49.7N), (d) (40W, 29.7-49.7N) and (e)
(30W, 29.7-49.7N). Across all longitudes, in the SMTH experiment there is
an increase in the occurrence of weaker vertical velocities (∼-0.1 to 0.1Pa s-1)
with respect to the CNTL experiment. This increase is expectedly met with a
corresponding decrease in stronger vertical velocities (most noticeably around
-0.3Pa s-1and 0.3Pa s-1), since the integral under each curve must equal unity.
The magnitude of this change increases from 70W to 60W, stays at a similar
level at 50W, then decreases out to 30W, where the change is signiﬁcantly less.
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Figure 4.13: Average angle in wintertime between the frontal horizontal temper-
ature gradient at 925hPa and the mean CNTL and mean SMTH SST gradients,
for the regions where there is (a) an average reduction in large-scale precipita-
tion in the SMTH experiment relative to the CNTL, and (b) an average increase
in large-scale precipitation in the SMTH experiment relative to the CNTL. The
broad dark blue areas represent the regions that are not under consideration in
their respective plot.
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Figure 4.14: Relative distribution across all days of vertical velocity at (a)
925hPa and (b) 500hPa for the constant longitude domain (70W, 29.7-43.2N)
for the CNTL (red) and SMTH (black) experiments.
This would appear to be consistent with the longitudinal proﬁle of atmospheric
front change in Figure 4.5(b).
This analysis is repeated in Figure 4.16 for the mid-level vertical velocity
at 500hPa, where one ﬁnds larger vertical velocities than at low-level. This is
indeed represented by a smaller relative distribution of weaker velocities and
a widening of the curves towards the extreme ends. At 70W, 60W and 50W,
there is still an increase in the distribution of weaker velocities in the SMTH
experiment relative to the CNTL experiment, with the largest change again
found at 60W and 50W. The magnitude of the change is smaller than at low-
level however, meaning that the smoothing of the SST gradient is felt less at
mid-levels. At 40W and 30W, there is almost no change whatsoever between the
SMTH and CNTL proﬁles. This longitudinal behaviour at mid-level is mimicked
at upper-level, as shown in Figure 4.17 for the vertical velocity at 300hPa. The
velocities at upper-level are generally smaller than at mid-level however, leading
to a larger relative distribution of weaker velocities in comparison. Once again,
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Figure 4.15: Relative distribution across all days of vertical velocity at 925hPa
for the CNTL (red) and SMTH (black) experiments for the constant longitude
domains (a) (70W, 29.7-43.2N) (b) (60W, 29.7-45.2N) (c) (50W, 29.7-49.7N),
(d) (40W, 29.7-49.7N) and (e) (30W, 29.7-49.7N).
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Figure 4.16: As in Figure 4.15, but for the vertical velocity at 500hPa.
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Figure 4.17: As in Figure 4.15, but for the vertical velocity at 300hPa.
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the magnitude of any changes between the SMTH and CNTL proﬁles (i.e. the
inﬂuence of the smoothing of the SST gradient) further decreases with height.
Figure 4.18 summarises the mean characteristics of the low-, mid- and upper-
level vertical velocity in the GS region. The mean vertical velocity at 925hPa
in the CNTL experiment (a) expectedly exhibits a meandering mean pattern of
descent (ascent) on the colder (warmer) side of the GS front, with magnitudes
up to ∼0.05 Pa s-1. This mean pattern is reduced in magnitude to a large
extent in the SMTH experiment, as seen in a plot of the reduction relative to
the CNTL (b) (i.e. CNTL-SMTH). There is also a region of weaker ascent in the
south-east section of the domain. It should be noted here that the magnitude of
the mean in the CNTL experiment is larger by about a factor of two than those
found in ERA-Interim observations at low-levels (ref. Figure 3.12(k), albeit for
950hPa). The cause for this diﬀerence is unknown, but it is possible that this
is due to the diﬀerence in resolution scale used to produce the two sets of data
(the resolution is higher in the AFES).
The mean vertical velocity at 500hPa in the CNTL experiment (b) demon-
strates a broad region of ascent above the GS, with the average descent associ-
ated with the colder side of the GS front minimized over the ocean. Towards
the south-east of the domain, there is again a region of descent. As at low-level,
the magnitudes of each of these mean vertical velocities is signiﬁcantly reduced
in the SMTH experiment (d). It is noted that the pattern of change between
the CNTL and SMTH experiments for mid-level vertical velocity is roughly the
same as that for the large-scale precipitation (Figure 4.12 (d)). As expected,
areas where there is a reduction (an increase) in mid-level ascent coincide with
the areas that experience a reduction (an increase) in large-scale precipitation.
The mean vertical velocity at 300hPa in the CNTL experiment (c) has a
broadly similar pattern to that at 500hPa, although the magnitudes are slightly
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Figure 4.18: Twenty-year wintertime mean in (a) vertical velocity at 925hPa,
(c) vertical velocity at 500hPa and (e) vertical velocity at 300hPa in the CNTL
experiment. Mean contours of SST are shown in black. The average reduction
in the SMTH experiment from the CNTL experiment is shown for the vertical
velocity at (b) 925hPa, (d) 500hPa and (f) 300hPa.
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smaller. The pattern of reduction is also broadly similar, except for again being
smaller in magnitude. Although at low-, mid- and upper-level there is a signiﬁ-
cant reduction in the mean vertical velocities, this change does not dominate in
Figure 4.15, Figure 4.16 or Figure 4.17. This is because the magnitude of the
change in mean vertical velocity at both levels is on the order of ∼0.01 Pa s-1,
which is very small compared to a large proportion of the instantaneous ver-
tical velocities found at any moment over the GS, which can be several orders
of magnitude greater. In this manner, any noticeable change found in Figure
4.15, Figure 4.16 or Figure 4.17 is likely to reﬂect a change in the larger vertical
velocities associated with frontal systems.
4.7 CONCLUSIONS
In this chapter, model 6-hourly data from the AFES is used to analyse twenty
wintertime seasons over the GS for realistic (CNTL) and smoothed (SMTH)
SST gradients. In particular, the eﬀect that smoothing the SST gradient has
on passing atmospheric fronts and the precipitation and vertical velocities as-
sociated with them is addressed. Firstly, deﬁning atmospheric fronts by regions
where F ≥ 1 is shown in the CNTL experiment to produce occurrence rates
consistent with other frontal detection methods (∼ 10− 20%). The occurrence
rate increases as one travels upstream, as well as the average strength of the
atmospheric fronts. Indeed, this is expected from the strong Eady growth rates
present in the GS region. In the SMTH experiment, there is a broad and no-
ticeable reduction (∼ 25%) in the number of these atmospheric fronts north of
36N, coincident with the largest smoothing of the SST gradient. This reduction
is consistent with the decrease in cyclone number density found in Minobe et al.
(2008). However, just south of 36N, there is a region where an increase (∼ 5%)
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in the number of fronts is observed, although the magnitude of the increase is
smaller. The percentage change in atmospheric front strength in both these
regions is shown to aﬀect fronts of all strengths the same.
In terms of precipitation, large-scale precipitation contributes a larger mag-
nitude to the mean pattern than the convective precipitation, and also acts over
a broader region. However the change in the mean pattern of precipitation that
comes from smoothing the SST gradient is dominated by the change in con-
vective precipitation (∼150% larger than the change in large-scale precipitation
along the GS front), consistent with the results of Kuwano-Yoshida et al. (2010).
Interestingly, the pattern of change in large-scale precipitation exhibits a dipole
pattern around 36N, similar to that exhibited by the change in atmospheric front
occurrence. Indeed, large-scale precipitation over the GS is associated with the
WCBs in passing cyclonic warm sectors. In an attempt to explain why this
dipole pattern may occur, the angle between the mean CNTL SST gradient and
the mean SMTH SST gradient is examined. Across the majority of the GS, this
angle is consistently small, but in the region where there is actually an increase
in the number of fronts in the SMTH experiment, we see an extremely large
diﬀerence in angle ( > 100o). Further analysis of the orientation of fronts with
lines of constant longitude shows that at the corresponding longitudes (70W,
60W), there is no noticeable change in atmospheric front direction between the
CNTL and SMTH experiment. However, at 50W, there is some evidence of a
change in atmospheric front direction caused by a change in SST gradient. This
frontal steering appears to be delayed by ∼10o; assuming associated storms
travel at ∼10 m s-1, this implies a timescale of roughly 1 day, consistent with a
typical timescale for air-sea interactions. Once the perturbed front reaches 50W,
where there is little change in SST gradient, there is again a delay of around
10o before it returns to its CNTL state (resulting in no noticeable change in
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atmospheric front direction at 40W or 30W).
Indeed, given that there is no steering at 70W or 60W, atmospheric fronts
in this region must on average be aligned very diﬀerently with the SST gradient
in the CNTL and SMTH cases. This is shown to be true by examining the
average angle of the frontal horizontal temperature gradient at 925hPa with the
mean CNTL and SMTH SST gradients, divided into regions by the sign of the
change in large-scale precipitation between the two experiments. In the SMTH
experiment, this average angle is roughly the same in regions where there is
both positive and negative change in large-scale precipitation. In the CNTL
experiment however, in the region where there is less large-scale precipitation
than in the SMTH, this average angle is extremely large ( > 100o). Here,
atmospheric cold fronts (which are known from observations to be over twice as
frequent in this region as warm fronts) will experience a major thermal damping
eﬀect due to the SST gradient, as colder (warmer) air will be interacting with
relatively warm (cold) water. Indeed, this is consistent with less atmospheric
fronts in the CNTL experiment, and such a clear dipole pattern suggests the
signiﬁcant importance of thermal damping on atmospheric fronts in this region.
For the low-level (925hPa), mid-level (500hPa) and upper-level (300hPa)
vertical velocities, there are signiﬁcant reductions in the mean patterns of ascent
and descent found over the GS (over 50% in some regions). However, this shift
is not signiﬁcantly noticed when assessing the vertical velocity distributions
across the twenty winter seasons, as it is several orders of magnitude smaller
than those regularly found at atmospheric fronts. At low-level, at all longitudes
there is an increase in weaker (∼-0.1 to 0.1 Pa s-1) vertical velocities met with
a corresponding decrease in stronger vertical velocities (most noticeably around
∼-0.3 to 0.3 Pa s-1) when the SST gradient is smoothed. The magnitude of this
change is smaller at 40W and 30W, where one encounters a more infrequent
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frontal occurrence. At mid-level and upper-level, this change is present at 60W
and 50W, although to a lesser extent, indicating the diminishing inﬂuence of
the oceanic SST gradient higher in the troposphere. At 70W, 40W and 30W,
there is no noticeable change in the mid-level and upper-level vertical velocity
distributions.
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CHAPTER 5
CONCLUSIONS
This thesis has attempted to assess the diﬀerences between days of varying
ocean-atmosphere heat ﬂux over the Gulf Stream in order to determine the
mechanisms that contribute towards the mean atmospheric state in the region.
Furthermore, the relationship between the individual atmospheric systems that
propagate across this region and the underlying sea-surface temperature pattern
has been explored.
In Chapter 2, a Lagrangian trajectory model was created, and subsequently
veriﬁed quantitatively against a developing Eady (baroclinic) wave, and qual-
itatively against a realistic observation of warm conveyer belts. This model
was used to study the direct thermal interaction between the ocean and the
atmosphere over a Gulf Stream domain chosen to represent the area of great-
est mean heat exchange, over thirty-three winter seasons (December-February
1979-2011). Two event sets are considered, based on an index of the domain-
averaged daily heat ﬂux: one representing the uppermost extreme (top 1% of
index, EEs) and one representing the median (MEs). It is found that EEs
are associated with an almost complete replacement of the marine air over the
domain with continental air. This continental air is expectedly very cold and
dry and experiences a large increase in moisture and temperature as it inter-
acts with the warm oceanic water. Large anomalies in tropopause depth are
present on these days, indicating cyclonic activity, and sharp increases in the
boundary layer height lead to a signiﬁcant reduction in the free troposphere.
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The increase in thermal energy experienced by air parcels on these days over
the Gulf Stream domain is almost entirely accounted for by the surface heat
ﬂuxes (99%), with negligible contribution from entrainment at the top of the
boundary layer. At 12:00UTC on EEs, the surface heat ﬂuxes over the Gulf
Stream domain provide a total power of roughly equal 0.96PW, a magnitude
that is signiﬁcant on a global scale (Trenberth and Caron, 2001). On MEs, this
power is only a third of this value (0.32PW). There is still considerable exchange
between continental and marine air, but a reasonable fraction of air originates
over the ocean, causing a reduced ocean-atmosphere heat exchange. There are
no analogous anomalies in tropopause depth or boundary layer height, and the
air is relatively slow compared to that found on EEs. The majority of the ther-
mal energy increase experienced by the air over the domain still comes from the
surface heat ﬂuxes, but there is a non-negligible contribution from entrainment
also (17%). Whilst it is promising that the entrainment ﬂux contribution found
on MEs is consistent with previous equilibrium-state measurements (Fedorovich
et al., 2004), a clear area for improvement comes with the addition of theoret-
ical calculations for the entrainment ﬂux. Naturally, applying contributions in
the Lagrangian trajectory model for turbulent and mesoscale wind ﬂuctuations
would also further increase the accuracy of the results.
In Chapter 3, it was shown that roughly 90% of the time, one observes either
the passing of a cyclone or an anti-cyclone over the Gulf Stream domain deﬁned
in Chapter 2, indicating the presence of a continuous baroclinic waveguide of
varying strength. The stronger the cyclone (anticyclone), the stronger (weaker)
the domain-averaged ocean-atmosphere heat ﬂux. The mean state in both con-
vective and large-scale precipitation is set by these two opposite regimes, with
the precipitation overwhelmingly associated with cyclonic activity. On days of
stronger (weaker) heat ﬂux, a cyclone is present to the east (west) of the domain,
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exhibiting values much larger than those found in the mean. Indeed, the top
and bottom 20% of heat ﬂux events, as deﬁned in Chapter 2, can both account
for up to 50% of the mean precipitation locally (depending on the location of
the cyclone). This baroclinic waveguide also determines the mean pattern in
vertical velocity throughout the entire troposphere. Again, the magnitude of the
vertical velocities found in these two opposite regimes is much larger than those
found in the mean. Unlike precipitation however, vertical velocity can have both
positive and negative sign. It would therefore not be unreasonable to expect
that such an alternating series of vertical velocities would cancel, leaving the
residual pattern found on the 10% of days when there is no appreciable synoptic
activity. However, consideration of a typical deep tropospheric motion system
(as in Green et al., 1966) suggests that the pattern of ascent and descent would
indeed be markedly asymmetrical due to the descending motion being without
boundary and limited to the slow rate determined by radiative heat loss.
Additionally in this chapter, a potential mechanism is introduced whereby
the SST gradient could interact with a cyclone and subsequently alter the pre-
cipitation rate. Observations of EEs (as deﬁned in Chapter 2) indicate the
presence of a strong negative (Ertel-Rossby) potential vorticity anomaly in the
cyclonic cold sector. This creates a potential vorticity gradient between the
cold sector and the warm sector ahead of it. It is suggested that altering the
sea-surface temperature gradient subsequently changes this gradient of poten-
tial vorticity through anomalies in the surface heat ﬂuxes, thereby aﬀecting the
surrounding isentropes and any subsequent vertical motion. Research is ongo-
ing at Imperial College to test this hypothesis. Further related research is also
being done, including work to ﬁnd an indicator of the cold sector using poten-
tial vorticity that could be used to partition precipitation occurring behind the
cold front. At the time of writing, it has been found using the Meteorological
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Figure 5.1: Schematic showing a cyclone passing over the Gulf Stream. A
smoothing of the SST gradient, as in Minobe et al. (2008), reduces the convec-
tive available potential energy on the warm side of the Gulf Stream, resulting
in the largest region of reduction in convective precipitation. Colocated with a
broad area of the cold sector is a region of negative PV.
Oﬃce Uniﬁed Model that in the cold sector of a cyclone passing over the Gulf
Stream, dry and cold air parcels acquire more buoyancy over the warm side of
the strong sea-surface temperature gradient, acting to increase the convective
available potential energy. This destabilizes the atmospheric column and leads
to enhanced convective precipitation. Smoothing the SST gradient results in a
sharp decrease in the convective precipitation in this region, which accounts for
the main reduction in the mean wintertime precipitation over the Gulf Stream
observed in Kuwano-Yoshida et al., (2010) (Figure 5.1, Benoît Vannière, Per-
sonal comm., 2014).
In Chapter 4, the relationship between sea-surface temperature gradient and
atmospheric fronts, and their associated vertical velocities and precipitation is
further explored. This is done by using model data from the Atmospheric Gen-
eral Circulation Model for the Earth Simulator for twenty wintertime seasons
over the Gulf Stream for realistic (CNTL) and smoothed (SMTH) sea-surface
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temperature gradients. Analysis shows that smoothing the sea-surface temper-
ature gradient broadly reduces the number of atmospheric fronts, up to around
30% in the region where there is the largest reduction in gradient. As expected,
it is shown that atmospheric fronts intensify as they travel upstream. The rel-
ative percentage of reduction in front intensity between the two experiments is
the same for fronts of all strengths. Considering longitudinal proﬁles shows that
at low-levels this front intensity decrease results in a corresponding reduction
in the occurrence of stronger vertical velocities. This eﬀect can also be seen
at mid- and upper-level, but to a lesser extent, indicating the inﬂuence of the
sea-surface temperature gradient decreases with height.
However, there is also a region where the number of fronts is increased.
In this region in the SMTH experiment, the average angle between fronts and
the mean sea-surface temperature gradient is roughly the same as where there
is a marked decrease in fronts. In the CNTL case, there is a sharp increase
in this angle in this region. This has the eﬀect of aligning atmospheric cold
fronts in such a way that they experience an extremely large amount of thermal
damping. Considering that in general, more cold fronts are found in the GS
region than warm fronts (Berry et al., 2011), our analysis will represent more
heavily the behaviour of cold fronts, and this observation is then consistent with
strong thermal damping leading to a signiﬁcant reduction in front strength. The
signiﬁcant change in orientation of the mean SST gradient between the CNTL
and SMTH experiment in this region is also observed to produce a "steering" of
atmospheric fronts (i.e. alter the direction of frontal propagation). This eﬀect is
exhibited on a timescale typical of air-sea interactions. On that same timescale,
the perturbed front is then observed to return to its CNTL state once passing
over regions where there is no signiﬁcant change in mean SST gradient direction.
Smoothing the sea-surface temperature gradient also leads to a change in
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Figure 5.2: Correlation between the December-March North Atlantic Oscillation
index and global surface temperature (SST is used over the oceans) (Marshall
et al., 2001).
the mean pattern of precipitation. Although the large-scale precipitation is
originally stronger and broader, the reduction in the mean pattern is dominated
by the convective precipitation. Interestingly however, the change in large-scale
precipitation exhibits the same dipole pattern in terms of sign as the change in
front intensity between the two experiments discussed earlier. This lends further
evidence to the eﬀect of thermal damping in this region. This dipole pattern in
sign is also exhibited in the change in sea-surface temperature; combined with
the aforementioned shift observed between the two experiments in the direction
of frontal propagation at 50W, the potential for some exciting future work is
opened. Indeed, it is known that a change in the phase of the North Atlantic
Oscillation (i.e. a tilt in orientation of the storm-track over the North Atlantic)
causes an SST tripole anomaly in the North Atlantic (Figure 5.2, Marshall et al.,
2001). These anomalies, whilst not located exactly as in the present analysis,
could reasonably be considered in the same manner as the change between the
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CNTL and SMTH experiments. The analysis in this chapter suggests that such
an anomaly would noticeably aﬀect both the strength and propagation direction
of passing atmospheric fronts, which oﬀers a potential mechanism for positive
oceanic feedback on the North Atlantic Oscillation.
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Appendix
A.1 SYMBOLS AND PHYSICAL CONSTANTS
c Phase speed [m s-1]
cp Speciﬁc heat capacity of air at constant pressure [1004 J K
-1 kg-1]
CH Sensible heat transfer exchange coeﬃcient
CQ Latent heat transfer exchange coeﬃcient
d Distance [m]
e Rate of evaporation per unit volume [kg m-3 s-1]
f Coriolis parameter [s-1]
F Front intensity parameter [K m-1 s-1]
F∗ Non-dimensional front intensity parameter
g Gravitational acceleration [9.81 m s-2]
h Speciﬁc enthalpy [J kg-1]
H Enthalpy per unit volume [J m-3]
J Diﬀusive ﬂux of water vapour [kg m-2 s-1]
k Zonal wavenumber [m-1]
l Meridional wavenumber [m-1]
lv Latent heat of vaporization of water [2.26 x 10
6 J kg-1]
Ld Rossby deformation radius [m]
N2 Static stability [s-2]
p Pressure [Pa]
P Surface precipitation [kg m-2 s-1]
PV Potential vorticity [K kg-1 m2 s-1]
q Speciﬁc humidity [kg kg-1]
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Q Heat supplied per unit volume [J m-3]
RE Radius of the Earth [6.37 x 10
6m]
Ri Richardson number
s Dry static energy [J kg-1]
Su Frictional force per unit mass [m s-2]
t Time [s]
T Temperature [K]
u Zonal velocity [m s-1]
ui i-th component of velocity [m s
-1]
U Zonal velocity at tropopause [m s-1]
Uo Background zonal velocity [m s
-1]
|Un| Horizontal wind speed [m s-1]
v Meridional velocity [m s-1]
v 3D velocity vector: (u,v,w) [m s-1]
VT Terminal velocity of raindrops [m s
-1]
w Vertical velocity [m s-1]
x Zonal distance [m]
x 3D position vector: (x,y,z) [m]
y Meridional distance [m]
z Vertical distance [m]
α Land-dependent parameter
Γ Tropopause height [m]
δ Angle between the temperature gradient at 925hPa and lines of
constant latitude
ε Surface evaporation [kg m-2 s-1]
ζ Relative vorticity [s-1]
θ Potential temperature [K]
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κ Rate of condensation per unit volume [kg m-3 s-1]
λ Longitude
Λ Vertical wind shear [s-1]
µ Non-dimensional horizontal wavenumber parameter
ρ Density of air [kg m-3]
σ Eady growth rate [s-1]
φ Latitude
Φ Vertical component of the perturbation to the streamfunction [m2
s-1]
ψ Streamfunction [m2 s-1]
ω Rate of change of pressure [Pa s-1]
A.2 ABBREVIATIONS
AFES Atmospheric General Circulation Model for the Earth Simulator
BADC British Atmospheric Data Centre
CCB Cold Conveyer Belt
CNTL Realistic (control) sea-surface temperature gradient simulation
DJF December, January and February
EBC Eastern Boundary Current
ECMWF European Centre for Medium-Range Weather Forecasts
EE Extreme Event
ERA European Centre for Medium-Range Weather Forecasts
Reanalysis
ERBE Earth Radiation Budget Experiment
GS Gulf Stream
188
GSI Gulf Stream Index
LHF Latent Heat Flux
LTM Lagrangian Trajectory Model
MABL Marine Atmospheric Boundary Layer
ME Median Event
MSE Moist Static Energy
MSLP Mean Sea-Level Pressure
NA North Atlantic
NCEP National Centers for Environmental Prediction
NH Northern Hemisphere
NP North Paciﬁc
QGPV Quasi-geostrophic Potential Vorticity
SA South Atlantic
SH Southern Hemisphere
SHF Sensible Heat Flux
SI South Indian
SMTH Smoothed sea-surface temperature gradient simulation
SP South Paciﬁc
SST Sea-surface Temperature
UTC Coordinated Universal Time
WBC Western Boundary Current
WCB Warm Conveyer Belt
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