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Abstract
In our quest on formalizing distributed algorithms, notably one to solve Distributed Consensus, we have at
ﬁrst found it natural to describe the algorithm using an algebraic process calculus. However, both for the
purpose of the mere description as well as for proving its correctness (i.e., its satisfaction of the required
properties), process calculus technology has not (yet?) quite come out as the ideal tool to use. In this short
paper, we try to point out why. In doing so, we try to hint at what we feel missing in currently existing
algebraic process calculi and suggest what could or should be added in order to make them helpful tools for
distributed algorithms proofs.
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1 Distributed Algorithms
The term “Distributed System” usually describes a group of processes, each of
them executing some computation and exchanging messages with the others. The
system can be synchronous or asynchronous, and it can experience or not the failure
of (some of) its processes. Processes in a system may be confronted with some
distributed coordination problems, e.g., provide some joint communication service,
and may try to cooperate with each other in order to solve them. Due to uncertainty
on process availability, solutions to coordination problems in asynchronous, failure-
prone systems are among the hardest to ﬁnd, and among the most interesting to
study. The desired results of process cooperation are usually expressed as sets of
properties that need to be fulﬁlled in every system run. The term “Distributed
Algorithm” (DA) denotes an algorithmic solution that is supposed to fulﬁl the
desired speciﬁcation of some distributed coordination problem. Clearly, every such
correctness claim w.r.t. non-trivial speciﬁcations requires a convincing proof.
Usually, in the DA ﬁeld, the description of the activities performed by each
of the processes is either given by some pseudo programming language code, or
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modeled using mathematical structures that represent automaton-like interacting
machines. The computation steps are, in the latter case, directly derivable from the
machine model while, in the former case, they are described through the informal
pseudo-code. Speciﬁcations are usually expressed in natural language or, but much
less often, using some formal logical language. Likewise, many proofs are given at
a rather informal level.
2 Using Process Calculi !
In both the domains of DA and Process Calculi (PC), researchers study the behav-
ior of interacting processes and their properties. In PC, algorithms are described as
syntactic terms in tiny languages, which are more precise than the DA pseudo code.
The fact that PC are equipped with formal operational semantics suggests that
proofs on top of them could be more formal than the pseudo-code based counter-
parts. Finally, the algebraic foundation of syntactic PC descriptions usually enables
compositional reasoning techniques, useful to decompose huge complex systems into
manageable pieces. All in all, we think that there are enough promising reasons to
approach the DA community, their models, and their algorithms with the power of
PC techniques. So, let us try.
To model one of the systems mentioned in the ﬁrst section we may simply use
a reasonably standard PC based on asynchronous message-passing. To mimic the
fact that processes are fully inter-connected (they can directly exchange messages
among themselves), we may employ an application-dependent set of communication
channels. Modeling the fact that processes can fail is already more complex. In fact,
PC usually do not contemplate the possibility of process crashes or communication
failures, which stems from the fact that, in the beginning, PC were created to model
concurrency, ignoring any aspect of explicit distribution. Nevertheless, in the 90’s
a number of proposals appeared where PC were equipped with explicit location
information, often called sites. We may build on these proposals and model DA
processes as sites that we can somehow make crash on demand.
3 Using Process Calculi ?
So, is there anything missing? Actually, quite a number of things. To explain them,
we will use an example on which we have worked earlier [3], but in which we have
run into problems, especially when we have realized that our PC tools did not quite
match the target domain. The example concerns an algorithm (which we refer to as
CT) proposed in [1] to solve Distributed Consensus in asynchronous systems where
processes might fail by crashing. The system consists of a ﬁxed number of processes,
each of which initially proposes a value. The goal is to have the processes eventu-
ally agree on some value. Distributed Consensus is speciﬁed by the properties of
Agreement, Validity and Termination. The ﬁrst two are safety properties (together
telling that, in every run, processes’ decisions shall never disagree and always be for
one of the proposed values), the latter is a liveness property (telling that, in every
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run, processes that do not crash eventually decide).
Description problems
In short, the CT algorithm is deﬁned by processes that locally run two concurrent
threads, a while-looping main thread, and a one-shot decision thread. Each process
runs through a series of rounds (in which it may play diﬀerent roles), where it
exchanges messages with its partners on other sites, until its concurrent decision
thread (triggered by some external event) sets a local exit condition to true. The
CT algorithm is given as pseudo code that describes the behavior of one single
process in the system. When trying to use PC oﬀ the shelf in order to describe such
algorithm we identify two problems.
The ﬁrst problem arises from the fact that the algorithm is quite rich in local
state information. While a number of state parameters (e.g., the current round
number) are completely local to the main thread, there is (i) one state variable that
is shared with the decision thread, and there are (ii) state variables that contain
message buﬀers (left implicit in the pseudo code) which are shared with other loop-
ing threads that receive messages from the communication medium. In PC, state
variables are often modeled as parameters of process constants. However, this is no
longer possible when state variables are to be shared across independent threads.
In this case, the only way seems to be that one thread (or: one message) holds
the state while the other gets access to it by means of communication such that
reading and writing to this state become explicit actions. While this is possible, it
is not convenient, because it results in a ﬂurry of communication steps—possibly
even busy-wait loops—that clutter the subsequent formal reasoning.
The second problem results from the fact that—like most, if not all, of the
more interesting DA—the CT algorithm does not just build upon simple low-level
message-passing, but is rather inserted in a layered architecture of several compo-
nents, each providing (and requiring) speciﬁc communication services. More pre-
cisely, the CT algorithm requires the existence and proper functioning of three
underlying services: 1. quasi-reliable point-to-point communication (QP2P), 2. fail-
ure detection (FD), and 3. reliable broadcast (RBC). The properties guaranteed by
these services are global and require symmetry (existence of local peer components
on all sites of the system). For example, the FD service is required to satisfy the
global property: “after a certain time t there is a process that is no longer suspected
by any other process.” For convenience, the services underlying the CT algorithm
are represented as so-called “abstractions”, which are globally deﬁned and not as-
sociated to single sites, and which are simply invoked through primitive operations
of the API supplied by the abstraction.
Up to now, PC oﬀ the shelf do not oﬀer any support of layered architectures.
Instead, usually, they oﬀer a single hard-coded underlying service—typically syn-
chronous or asynchronous handshake message-passing—that is considered to be
powerful enough to simulate (either locally or globally) any possibly further needed
service. However, if we do not want just a simulation we must extend the PC with
additional hard-coded communication mechanisms, thus complicating the theory.
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In the case of the CT algorithm, we could use the built-in (hard-coded) asyn-
chronous message-passing to model QP2P reasonably closely. For FD and RBC,
there was no existing support whatsoever. We pragmatically decided to go for a
mixed approach: we designed a hard-coded representation of FD (see [2]), while
we simulated the RBC service by means of its message-passing implementation
(see[1]) within the Consensus term. We consider this solution disappointingly ad-
hoc. Ideally, we should have been able to conveniently assemble a PC by selecting
the required hard-coded communication services from some “repository”.
Veriﬁcation problems
Before we get into somewhat more of detail, let us (a bit provocatively) state
the following observations. The Consensus properties are based on runs; we were
not able to make use of process equivalences. The Consensus properties are global,
the only compositionality is across the interface to the underlying services, not in
the term itself; we were not able to make use of compositional reasoning, at least
not among the symmetric term components.
The CT algorithm is round-based. The system is asynchronous and every process
independently increments its round counter while proceeding. This means that in
a run many rounds may be concurrently “inhabited” at the same time.
The main correctness arguments for the CT algorithm heavily exploit a reasoning
(e.g., by induction) that refers to round numbers. However, the relation between
runs and round numbers in an asynchronous system is subtle. Let us, for instance,
look at an induction on round numbers. Typically, such an induction starts with
the smallest round in which some property X holds. In a given run, to ﬁnd this
starting point one may take the initial state and search from there for the ﬁrst state
in which X holds for some round. However, this procedure is not correct: due to
the asynchronous character of the system, it may be that at a later state of the run,
X holds for a smaller round ! Accordingly, when the induction proceeds to a higher
round, it might go backwards in time along the given run. Therefore, the concept
of time—and of iteration along a run—is not fully compatible with the concept of
asynchronous rounds.
The solution, rather implicit in [1], is to consider runs as a whole, ignoring when
events happen, just noting that they happened. In other words, we should pick a
suﬃciently advanced state of a given run (for example the last one in a ﬁnite run),
and then ﬁnd an appropriately abstract way to reason about its past, its history. For
this, we cannot simply use the information that is contained in the syntax of the
process term, because events of the past leave no trace on it. But at the same time
we do not want to keep track of all the single events of a run and search through
all previous steps each time we simply look for information about what possibly
happened in a particular round in the past. Thus, we are required to equip the
operational semantics with some global book-keeping data structure that will log
all communication events. To be useful in proofs, this data structure should do its
book-keeping in some conveniently structured way. For now, we only know of quite
ad-hoc ways to do this, depending on the application . . .
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4 Summary
PC are not yet good enough . . . for DA. We need (1) PC that are better at dealing
with shared state information within sites; (2) a toolbox for the typical globally
provided communication services used in DA; (3) safe composition of these services;
(4) a methodology to extract proof-relevant structure from communication histories.
Since we do not have these items, we currently do not use PC, but application-
speciﬁc rewrite systems, which is a pity. Isn’t it?
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