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Abstract
In this paper we introduce a nonlinear version of the Kantorovich sampling type series in a nonuniform
setting. By means of the above series we are able to reconstruct signals (functions) which are continuous or
uniformly continuous. Moreover, we study the problem of the convergence in the setting of Orlicz spaces:
this allows us to treat signals which are not necessarily continuous. Our theory applies to L p-spaces,
interpolation spaces, exponential spaces and many others. Several graphical examples are provided.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In [4] the authors introduced a Kantorovich version of the linear generalized sampling series
and obtained some convergence results for functions belonging to L p-spaces and more generally
in Orlicz spaces.
In this paper we extend the theory given in [4] to the more general case of nonlinear
Kantorovich sampling type series of the form
(Sw f )(x) =
∞∑
k=−∞
χ
(
wx − tk, w
1k
∫ tk+1/w
tk/w
f (u)du
)
, x ∈ R, (I)
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where f : R → R is a locally integrable function such that the above series converges,
χ : R2 → R is a kernel functional satisfying suitable properties, (tk)k∈Z is a strictly monotone
increasing sequence of real numbers and 1k = tk+1 − tk . In particular, our operators (I) include
the uniform case by setting tk = k, k ∈ Z.
The above series (I) represents the natural version of the generalized sampling series in the
L1-setting, where instead of the sampling values f (tk/w) one has an average of f on a small
interval around tk/w, i.e. the mean value w1k
∫ tk+1/w
tk/w
f (u)du. For references on sampling series,
see [15,18,12,35,33,14,36,9,22,1,10,2,5,3,4,32]. In practice, this situation often occurs in Signal
Processing, that is, more information is usually known in a neighborhood of a point than exactly
at that point. As a matter of fact, the so-called “jitter error” occurs when one cannot match exactly
the values f (tk/w) and therefore the above approach reduces jitter errors.
The theory of nonlinear integral operators has been studied in various papers by Musielak (see
e.g. [24–29]) and other authors (see [36,22,1,10,2]) and extensively developed in the monograph
by Bardaro, Musielak and Vinti (see [9]).
One of the main problems to be solved in passing from the linear to the nonlinear setting (when
one has to deal with a nonlinear integral or discrete operator) is that of introducing a suitable
notion of singularity for the family of kernel functions. This notion of singularity should reduce
to the classical one for linear operators. A hypothesis reflecting a suitable notion of singularity
was first introduced by Musielak in [24] in modular spaces and then weakened in [25,26]. It
was successively extended in the setting of compact abelian groups in [27] and again further
developed in [6–8]. Another problem which arises in connection with estimates and convergence
results for nonlinear operators is what kind of assumption one must impose on the kernel function
and, in this respect, a kind of Lipschitz condition on the kernel function must be assumed. This
last condition is always used in the literature in order to deal with approximation by means
of nonlinear integral (or discrete) operators and here we use a generalized Lipschitz condition
(condition (χ3) of Section 2). The assumptions used in order to solve the above problems seem
to be the most reasonable ones that reproduce the classical ones in the particular case of linear
operators. As a consequence, the methods and the results in the nonlinear setting are different
from those of the linear frame. To give an idea of the difference between the two theories, we
observe that the regularity results which hold in the linear case are no longer valid in the nonlinear
case.
Moreover, behind the mathematical significance of the nonlinearity of (I), there is a meaning
in terms of its applications in Signal Processing. Indeed, the operators (I) are suitable in order
to describe nonlinear transformations generated by signals that, during their filtering process,
produce new frequencies.
In this paper, where operators (I) are introduced for the first time, we first give pointwise and
uniform convergence results for the operators Sw f towards f , as w → ∞. Successively, we
study convergence of Sw f to f (as w → ∞) in the setting of Orlicz spaces (see e.g. [20,23,
30,31,9]) and our Theorem 6 (convergence in Orlicz spaces) is obtained via a density result,
which reduces the problem to: (i) test the convergence of the Cc(R)-functions (continuous
functions with compact support on R); (ii) furnish an estimate for the difference (Sw f − Swg),
where f, g are two functions belonging to the domain of Sw(·); (iii) apply the density result
(Cc(R) = Lϕ(R), where “−” denotes the modular closure).
Concerning applications, we first show that our theory applies to L p-spaces, interpolation
spaces (Lα logβ L-spaces) and exponential spaces (see Section 4).
Moreover, we construct concrete examples of operators Sw having as kernels the well-known
Fejer kernel and the B-spline kernels: we show by several graphs how these operators converge
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in the L p-norm to discontinuous functions with compact support and without compact support as
well. For the sake of simplicity, we will consider the uniform case, i.e. tk = k, k ∈ Z. Finally, we
present some graphs obtained by using a linear combination of B-spline kernels and we compare
the graphs of the operators built with the latter combination with those obtained with the Fejer
kernel.
We would like to point out that the setting of L p-spaces is particularly important from the
point of view of the applications in Image Processing, since, as is well known, discontinuities
represent jumps of grey-levels which occur in the contours or in the edges of images. As an
example, a faithful reconstruction of contours and edges is very important in medical diagnostics.
2. Basic assumptions and notations
Throughout the paper we will denote by C(R) the set of all uniformly continuous and bounded
functions f : R → R equipped with the usual sup-norm ‖ · ‖∞. Moreover, by Cc(R) we will
denote the subset of C(R) of all the functions f ∈ C(R) with compact support and by M(R) the
linear space of Lebesgue measurable functions f : R→ R (or C).
A function ϕ : R+0 → R+0 such that
(i) ϕ(0) = 0, ϕ(u) > 0 for every u > 0;
(ii) ϕ is continuous and non-decreasing on R+0 ,
is called a ϕ-function (see [23,30,9]). We will denote the set of all the ϕ-functions with Φ.
Let ϕ ∈ Φ be a fixed ϕ-function. Consider the functional I ϕ : M(R)→ R defined by
I ϕ( f ) =
∫
R
ϕ(| f (x)|)dx .
It is well known that I ϕ is a modular functional on M(R) for every ϕ ∈ Φ (see [23,9]), which
generates the Orlicz vector-space Lϕ(R) defined by
Lϕ(R) = { f ∈ M(R) | I ϕ(λ f ) <∞ for some λ > 0}.
Lϕ(R) contains the vector-subspace Eϕ(R) of all finite elements of Lϕ(R), i.e.,
Eϕ(R) = { f ∈ Lϕ(R) | I ϕ(λ f ) <∞ for every λ > 0}.
In general Eϕ(R) is a proper subspace of Lϕ(R) and they coincide if and only if the so-called
12-condition is satisfied, i.e., there exists a constant M > 0 such that
ϕ(2u)
ϕ(u)
≤ M, for every u > 0. (12)
Examples of functions ϕ ∈ Φ satisfying the 12-condition are ϕ(u) = u p, for 1 ≤ p < ∞ (in
this case Lϕ(R) = L p(R)) or ϕ(u) = ua lnb(e + u) (a ≥ 1, b > 0).
In Lϕ(R) we can introduce the modular convergence: a sequence ( fn)n ⊂ Lϕ(R) converges
modularly to f ∈ Lϕ(R) if there exists λ > 0 such that
lim
n→∞ I
ϕ(λ( fn − f )) = 0.
The Luxemburg norm on Lϕ(R) is defined by
‖ f ‖ϕ = inf{u > 0 | I ϕ( f/u) ≤ u}.
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It is clear that the above norm defines a stronger notion of convergence: a sequence ( fn)n ⊂
Lϕ(R) converges in the Luxemburg norm to f ∈ Lϕ(R) if ‖ fn − f ‖ϕ → 0 as n → ∞. It is
easy to see that ‖ fn − f ‖ϕ → 0 if and only if I ϕ(λ( fn − f )) → 0 for every λ > 0. Norm
convergence and modular convergence are equivalent if ϕ ∈ Φ satisfies the 12-condition. For
more information concerning the above notions on Orlicz spaces, see [20,23,30,9].
Now, we introduce the class of operators we work with and list the assumptions we will need
throughout the paper. Let (tk)k∈Z be a sequence of real numbers with −∞ < tk < tk+1 < ∞
and such that limk→±∞ tk = ±∞. Moreover, we require that there exist two constants δ,1 such
that δ ≤ tk+1 − tk ≤ 1 for all k ∈ Z. For every k ∈ Z, let 1k = tk+1 − tk . Let (χw)w>0 be a
family of measurable kernel functionals χw : R2 → R such that
(χ1) the map k 7→ χw(x − tk/w, u) ∈ `1(Z), for every (x, u) ∈ R2 and w > 0;
(χ2) χw(x, 0) = 0, for every x ∈ R;
(χ3) (χw)w>0 is a family of (Lw, ψ)-Lipschitz kernels, i.e., there exist a family of measurable
functions Lw : R→ R+0 and a function ψ ∈ Φ such that
|χw(x, u)− χw(x, v)| ≤ Lw(x)ψ(|u − v|), (1)
for every x, u, v ∈ R and w > 0;
(χ4) for every n ∈ N and w > 0,
T wn (x) := sup
1/n≤|u|≤n
∣∣∣∣∣1u ∑
k∈Z
χw(x − tk/w, u)− 1
∣∣∣∣∣→ 0
as w→∞, uniformly with respect to x ∈ R.
If the family (χw)w>0 satisfies (χi ), i = 1, . . . , 4, we will write (χw)w>0 ∈ H.
Moreover, we assume that the family (Lw)w>0 satisfies the following assumptions:
(L1) Lw ∈ L1(R) for every w > 0, and the map k 7→ Lw(x − tk/w) ∈ `1(Z), for every x ∈ R
and w > 0;
(L2) there exist an interval U centered at x = 0 and a constant M > 0 such that |Lw(x)| ≤ M
for every x ∈ U and w > 0;
(L3) there exists a number β > 0 such that
mβ,pi (Lw) := sup
x∈R
∑
k∈Z
|Lw(x − tk/w)| |wx − tk |β <∞.
If the family (Lw)w>0 satisfies (L i ), i = 1, . . . , 3, we will write (Lw)w>0 ∈ L.
Now, let χ : R2 → R and L : R→ R+0 . Consider the following families of kernels
χw(s, u) = χ(ws, u), Lw(s) = L(ws) s, u ∈ R, w > 0. (∗)
We will write χ ∈ H and L ∈ L to indicate that the corresponding families (χw)w>0 and
(Lw)w>0 defined in (∗) belong toH and L respectively.
3. The nonlinear Kantorovich sampling series
Let χ ∈ H and L ∈ L. We define the following family (Sw(·))w>0 of nonlinear sampling
operators in the Kantorovich sense by
(Sw f )(x) :=
∑
k∈Z
χ
(
wx − tk, w
1k
∫ tk+1/w
tk/w
f (u)du
)
(x ∈ R),
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for every locally integrable function f : R→ R (or C) such that the above series converges for
every x ∈ R. Note that our family of operators are of nonuniform (irregular) type and recover
the uniform case by letting tk = k, k ∈ Z. For references on irregular sampling operators, see
e.g. [18,12].
The following lemma will be very useful. For a proof, see [4].
Lemma 1. Let L ∈ L. Then
(1a)
m0,pi (L) := sup
u∈R
∑
k∈Z
|L(u − tk)| <∞;
(1b) for every γ > 0,
lim
w→∞
∑
|wx−tk |>γw
|L(wx − tk)| = 0,
uniformly with respect to x ∈ R;
(1c) for every γ, ε > 0 there exists a constant M > 0 such that∫
|x |>M
w|L(wx − tk)|dx < ε,
for every sufficiently large w > 0 and tk such that
tk
w
∈ [−γ, γ ].
Remark 2. Note that (1a) together with the assumptions (χ2) and (χ3) ensures that the
functionals (Sw(·))w>0 are well defined for f ∈ L∞(R); in fact
|(Sw f )(x)| ≤
∑
k∈Z
∣∣∣∣χ (wx − tk, w1k
∫ tk+1/w
tk/w
f (u)du
)∣∣∣∣
≤
∑
k∈Z
L(wx − tk)ψ
(
w
1k
∫ tk+1/w
tk/w
| f (u)|du
)
≤ m0,pi (L)ψ(‖ f ‖∞),
for every x ∈ R.
We begin to prove the convergence results.
Theorem 3. Let f ∈ M(R) be a bounded function. Then
lim
w→∞(Sw f )(x) = f (x),
at any point of continuity of f .
Moreover Sw(·) maps C(R) into L∞(R), and
lim
w→∞ ‖Sw f − f ‖∞ = 0
for every f ∈ C(R).
Proof. The fact that Sw(·) maps C(R) into L∞(R) is an easy consequence of the above
remark. Let x ∈ R be a point of continuity of f . We estimate the error of approximation
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|(Sw f )(x)− f (x)|, obtaining
|(Sw f )(x)− f (x)| ≤
∑
k∈Z
∣∣∣∣χ (wx − tk, w1k
∫ tk+1/w
tk/w
f (u)du
)
− χ(wx − tk, f (x))
∣∣∣∣
+
∣∣∣∣∣∑
k∈Z
χ(wx − tk, f (x))− f (x)
∣∣∣∣∣
≤
∑
k∈Z
L(wx − tk)ψ
(
w
1k
∫ tk+1/w
tk/w
| f (u)− f (x)|du
)
+
∣∣∣∣∣∑
k∈Z
χ(wx − tk, f (x))− f (x)
∣∣∣∣∣ := I1 + I2.
We estimate I1. By the continuity of f at x , for every fixed ε > 0 there exists γ > 0 such that
| f (x)− f (y)| < ε for every |x − y| < γ . Choose w > 0 so large as to satisfy 1
w
<
γ
2 . Now we
split I1 into two additional summands, namely I1 = I1,1 + I1,2, where
I1,1 =
∑
|wx−tk |≤wγ/2
L(wx − tk)ψ
(
w
1k
∫ tk+1/w
tk/w
| f (u)− f (x)|du
)
and
I1,2 =
∑
|wx−tk |>wγ/2
L(wx − tk)ψ
(
w
1k
∫ tk+1/w
tk/w
| f (u)− f (x)|du
)
.
For u ∈ [tk/w, tk+1/w], if |wx − tk | ≤ wγ/2 we have |u − x | ≤ γ for sufficiently large w > 0,
hence
I1,1 ≤
∑
|wx−tk |≤wγ/2
L(wx − tk)ψ
(
w
1k
∫ tk+1/w
tk/w
εdu
)
≤ m0,pi (L)ψ(ε)
for sufficiently large w > 0. For I1,2 the following holds:
I1,2 ≤ ψ(2‖ f ‖∞)
∑
|wx−tk |>wγ/2
L(wx − tk).
By (1b), it follows that I1,2 → 0 as w → ∞, uniformly with respect to x ∈ R. Since ε > 0 is
arbitrarily chosen and ψ ∈ Φ, then I1 → 0 as w→∞ at any point of continuity of f . Now, we
estimate I2. From the boundedness of f , for every ε > 0, we can find n ∈ N such that 1n < ε and
supx∈R | f (x)| ≤ n. Let An = {x ∈ R | 0 < | f (x)| < 1/n}. Since χ(x, 0) = 0 we can rewrite I2
as
I2 =
∣∣∣∣∣∑
k∈Z
χ(wx − tk, f (x)1An (x))− f (x)1An (x)
+
∑
k∈Z
χ(wx − tk, f (x)1R\An (x))− f (x)1R\An (x)
∣∣∣∣∣
≤ T wn (x)| f (x)| +
∣∣∣∣∣∑
k∈Z
χ(wx − tk, f (x)1An (x))− f (x)1An (x)
∣∣∣∣∣:= I2,1 + I2,2,
where 1B denotes the characteristic function of the measurable set B ⊂ R. Now, I2,1 ≤
T wn (x)‖ f ‖∞, and using (χ4) we see that I2,1 → 0 as w → ∞, uniformly with respect to
x ∈ R. Now we estimate I2,2, obtaining
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I2,2 ≤
∑
k∈Z
L(wx − tk)ψ(| f (x)1An (x)|)+ | f (x)1An (x)|
≤ m0,pi (L)ψ(1/n)+ 1/n ≤ m0,pi (L)ψ(ε)+ ε.
Since ε > 0 is arbitrarily chosen, we have shown that I2 → 0 as w → ∞. This concludes the
proof, since
|(Sw f )(x)− f (x)| ≤ I1 + I2 → 0
as w→∞, at any point x ∈ R of continuity of f .
Similar arguments show that, if f ∈ C(R), then limw→∞ ‖Sw f − f ‖∞ = 0. 
In order to prove modular convergence results, we first show that, for functions with compact
support over R, the stronger Luxemburg convergence is ensured, as stated in the following
Theorem 4. Let f ∈ Cc(R) and let ϕ ∈ Φ be convex. Then
lim
w→∞ ‖Sw f − f ‖ϕ = 0.
Proof. We must show that limw→∞ I ϕ(λ(Sw f − f )) = 0, for every λ > 0. From Theorem 3, it
is easily seen that
lim
w→∞ϕ(λ‖Sw f − f ‖∞) = 0, (2)
for every λ > 0. Let ε > 0 be fixed and let γ > 0 be such that Supp( f ) ⊂ [−γ , γ ]. Choose
γ > 0 such that γ > γ + 1, and let I = [−γ, γ ]. It is clear that, if tk/w 6∈ I for sufficiently
large w > 0, then [tk/w, tk+1/w] ∩ [−γ , γ ] = ∅ and therefore
w
1k
∫ tk+1/w
tk/w
| f (u)|du = 0.
Now, we use (1c) to find a constant M > 0 such that∫
|x |>M
wL(wx − tk)dx < ε,
for every sufficiently large w > 0 and tk/w ∈ I. It follows that∫
|x |>M
ϕ(λ|(Sw f )(x)|)dx
≤
∫
|x |>M
ϕ
(
λ
∣∣∣∣∣∑
k∈Z
L(wx − tk)ψ
(
w
1k
∫ tk+1/w
tk/w
| f (u)|du
)∣∣∣∣∣
)
dx
≤
∫
|x |>M
ϕ
(
λ
∣∣∣∣∣∑
k∈Z
L(wx − tk)ψ(‖ f ‖∞)
∣∣∣∣∣
)
dx
≤
∑
tk/w∈I
1
wm0,pi (L)
ϕ
(
λm0,pi (L)ψ(‖ f ‖∞)
) ∫
|x |>M
wL(wx − tk)dx
≤ ε
wm0,pi (L)
∑
tk/w∈I
ϕ
(
λm0,pi (L)ψ(‖ f ‖∞)
)
,
where we used Jensen’s inequality, taking into account that the measure 1m0,pi (L)
∑
tk/w∈I L(wx−
tk) ≤ 1, and the Fubini–Tonelli theorem. Now, the number of the tk’s such that tk/w ∈ I, does
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not exceed 2
[wγ
δ
]+ 2 (where [·] denotes the integer part). Thus∫
|x |>M
ϕ(λ|(Sw f )(x)|)dx ≤ 2εm0,pi (L)
([γ
δ
]
+ 1
)
ϕ
(
λm0,pi (L)ψ(‖ f ‖∞)
)
.
Now, let B ⊂ R be a measurable set with m(B) < ε
ϕ(λm0,pi (L)ψ(‖ f ‖∞)) .
Using Remark 2, we obtain∫
B
ϕ(λ|(Sw f )(x)|)dx ≤
∫
B
ϕ
(
λm0,pi (L)ψ(‖ f ‖∞)
)
dx < ε.
It follows that the integrals∫
(·)
ϕ(λ|(Sw f )(x)− f (x)|)dx
are equi-absolutely continuous, and the proof is complete, by using the Vitali convergence
theorem. 
We noted in Remark 2 that Sw(·) maps L∞(R) into L∞(R). In [4] it is shown that for lin-
ear Kantorovich sampling operators an analogous property holds for the space Lϕ(R), i.e. they
map Lϕ(R) into Lϕ(R). Unfortunately, this property does not hold for our generalized nonlinear
operators. For our operators to be well defined in Lϕ(R), we need a growth condition on the com-
position of the function ϕ, which generates the Orlicz space, and the function ψ of the (L , ψ)-
Lipschitz condition. The assumption we make is the following condition (H) (see also [9]):
Let ϕ ∈ Φ be fixed. We require that there is a function η ∈ Φ such that, for every λ ∈ (0, 1),
there exists a constant Cλ ∈ (0, 1) satisfying
ϕ(Cλψ(u)) ≤ η(λu), (H)
for every u ∈ R+0 , where ψ is the function of the (L , ψ)-Lipschitz condition.
The following theorem gives an estimate of the difference |(Sw f )(x) − (Swg)(x)|. In
particular, if ϕ satisfies condition (H), then Sw maps Lη(R) into Lϕ(R).
Theorem 5. Let ϕ ∈ Φ be convex and let f, g be in the domain of the family (Sw)w>0. Suppose
that ϕ satisfies condition (H) with η convex. Then, for every λ ∈ (0, 1), there is a constant µ > 0
such that
I ϕ(µ(Sw f − Swg)) ≤ 1
δm0,pi (L)
‖L‖1 I η(λ( f − g)).
In particular, for g ≡ 0, we have that
Sw : Lη(R)→ Lϕ(R).
Proof. We estimate |(Sw f )(x)− (Swg)(x)|:
|(Sw f )(x)− (Swg)(x)| ≤
∑
k∈Z
∣∣∣∣χ (wx − tk, w1k
∫ tk+1/w
tk/w
| f (u)|du
)
− χ
(
wx − tk, w
1k
∫ tk+1/w
tk/w
|g(u)|du
)∣∣∣∣
≤
∑
k∈Z
L(wx − tk)ψ
(
w
1k
∫ tk+1/w
tk/w
| f (u)− g(u)|du
)
. (3)
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Then we compute the modular, to obtain, for a constant µ > 0,
I ϕ(µ(Sw f − Swg)) =
∫
R
ϕ (µ|(Sw f )(x)− (Swg)(x)|) dx
≤
∫
R
ϕ
[
µ
∑
k∈Z
L(wx − tk)ψ
(
w
1k
∫ tk+1/w
tk/w
| f (u)− g(u)|du
)]
dx
≤ 1
m0,pi (L)
∑
k∈Z
[
ϕ
(
µm0,pi (L)ψ
(
w
1k
∫ tk+1/w
tk/w
| f (u)− g(u)|du
))
×
∫
R
L(wx − tk)dx
]
, (4)
where the last inequality follows by using Jensen’s inequality, as in the proof of Theorem 4, and
by the Fubini–Tonelli theorem.
Now, for every fixed λ ∈ (0, 1), choose µ > 0 such that µm0,pi (L) ≤ Cλ; since
w
1k
∫ tk+1/w
tk/w
du = 1 we can apply Jensen’s inequality to (4) and, together with the change of
variable wx − tk = u, we obtain
I ϕ(µ(Sw f − Swg))
≤ 1
m0,pi (L)
∑
k∈Z
[
η
(
λ
w
1k
∫ tk+1/w
tk/w
| f (u)− g(u)|du
)∫
R
L(wx − tk)dx
]
≤ ‖L‖1
wm0,pi (L)
∑
k∈Z
(
w
1k
∫ tk+1/w
tk/w
η (λ| f (u)− g(u)|) du
)
≤ ‖L‖1
δm0,pi (L)
I η (λ( f − g)) . (5)
The proof is now complete. 
The previous theorem allows us to prove the desired result of convergence in Orlicz spaces.
Theorem 6. Let ϕ ∈ Φ be convex. Suppose that condition (H) is fulfilled with η convex and let
f ∈ Lϕ+η(R). Then there exists a constant µ > 0 such that
lim
w→∞ I
ϕ (µ(Sw f − f )) = 0.
Proof. Let f ∈ Lϕ+η(R). By a density result (see, for instance [9]), there exists λ ∈ (0, 1) such
that for every ε > 0 there is a function g ∈ Cc(R) such that
I ϕ+η
(
λ( f − g)) < ε. (6)
Choose µ > 0 such that µ ≤ min
{
Cλ
3m0,pi (L)
, λ3
}
, where the constant Cλ is that of condition (H).
By Theorem 5 and the properties of the modular I ϕ , we can write
I ϕ (µ(Sw f − f )) ≤ I ϕ (3µ(Sw f − Swg))+ I ϕ (3µ(Swg − g))+ I ϕ (3µ( f − g))
≤ ‖L‖1
δm0,pi (L)
I η
(
λ( f − g))+ I ϕ (λ(Swg − g))+ I ϕ (λ( f − g)) . (7)
Let ζ = max
{ ‖L‖1
δm0,pi (L)
, 1
}
. Then, from (7), we obtain
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I ϕ (µ(Sw f − f )) ≤ ζ I ϕ+η
(
λ( f − g))+ I ϕ (λ(Swg − g)) := I1 + I2. (8)
Next, we apply the density result (6) to I1 and Theorem 4 to I2, to obtain
lim sup
w→∞
I ϕ (µ(Sw f − f )) ≤ ζε,
and the proof follows, since ε is arbitrarily chosen. 
Remark 7. We point out that in all the above results the convexity assumption on the functions
ϕ, η ∈ Φ can be weakened assuming that such functions are quasi-convex, i.e. in general a
function ϕ : R→ R+0 is said to be quasi-convex with constant M ≥ 1 (and in the case of M = 1,
convex) if the conditions f1, f2, . . . , fn ∈ R, α1, α2, . . . , αn ≥ 0 with ∑ni=1 αi = 1 imply that
ϕ
(
n∑
i=1
αi fi
)
≤ M
n∑
i=1
αiϕ(M fi ) (9)
for some fixed constant M ≥ 1 which does not depend on n (see [9]).
For the sake of completeness we recall that, as showed in [9], if ϕ ∈ Φ is quasi-convex, then ϕ
is also J-quasi-convex (quasi-convex in Jensen’s sense), i.e. there is a constant M ≥ 1 such that
ϕ
(∫
R
p(t) f (t)dt
)
≤ M
∫
R
p(t)ϕ(M f (t))dt (10)
for all Lebesgue measurable functions p : R → R+0 such that ‖p‖L1(R) =
∫
R p(t)dt = 1 and
f : R→ R (see also [21]). In the case of M = 1, the above inequality (10) translates to the well
known Jensen’s inequality for a convex function ϕ.
Now, taking into account the above implication, it is easy to see that all the above results still
hold with quasi-convexity instead of convexity and in fact one can directly work with functions
satisfying (10).
4. Applications
This section is divided into two main parts: in the first one, we will apply the results obtained
above to special spaces of interest, while in the second one we will show graphical representa-
tions.
Let ϕ(u) = u p (p ≥ 1), u ∈ R+0 . Then the Orlicz space Lϕ(R) coincides with the
space L p(R). If ψ(u) = u (i.e., in the case of a strongly Lipschitz condition) we may take
η(u) = ϕ(u) = u p and Cλ = λ. Using methods similar to those used in the proof of Theorem 5
(in the case g ≡ 0), we obtain, for this special space, the following
Proposition 8. For every f ∈ L p(R), with 1 ≤ p <∞, there holds
‖Sw f ‖p ≤ δ−1/pm0,pi (L)(p−1)/p‖L‖1/p1 ‖ f ‖p.
Moreover, by Theorem 6,
lim
w→∞ ‖Sw f − f ‖p = 0.
In order to weaken the choice ofψ(u) = u, u ∈ R+0 , we consider ϕ(u) = u p andψ(u) = uq/p
(1 ≤ q < p < ∞). Then condition (H) is satisfied with η(u) = uq and Cλ = λq/p. We have,
arguing again as before,
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Proposition 9. Let 1 ≤ q < p <∞ and ϕ,ψ be as above. We can prove the following
‖Sw f ‖p ≤ δ−1/pm0,pi (L)(p−1)/p‖L‖1/p1 ‖ f ‖q/pq .
In particular Sw f maps Lq(R) into L p(R). Moreover, for every f ∈ L p(R) ∩ Lq(R) we have
lim
w→∞ ‖Sw f − f ‖p = 0.
Other important spaces in the applications are the so-called “interpolation spaces”
(Lα logβ L): they are the Orlicz spaces Lα,β(R) (α ≥ 1, β > 0) generated by the functions
ϕα,β(u) = uα lnβ(e + u) and consist of all the functions f ∈ M(R) such that there is λ > 0
satisfying
I α,β(λ f ) =
∫
R
(λ| f (x)|)α lnβ(e + λ| f (x)|)dx <∞.
For more information on interpolation spaces, see e.g. [34,11,17,16]. The function ϕα,β(u)
satisfies the12-condition: this implies that modular convergence and norm convergence coincide
in the spaces Lα,β(R). Now, following the developments of Theorem 5, we obtain, in the case of
ϕ(u) = η(u) = ϕα,β(u) (i.e., ψ(u) = u, u ∈ R+0 , Cλ = λ in condition (H)), the following
Proposition 10. Let f ∈ Lα,β(R), where α ≥ 1 and β > 0. Then∫
R
|Sw f |α lnβ(e + λ|Sw f |)dx ≤ ‖L‖1
δm0,pi (L)1−α
∫
R
| f (x)|α lnβ(e + λm0,pi (L)| f (x)|)dx
for every λ > 0. In particular, Sw f maps Lα,β(R) into Lα,β(R) and
lim
w→∞ ‖Sw f − f ‖ϕα,β = 0.
Still another interesting example is furnished by the so-called “exponential spaces” ([19]): in
this case, ϕ(u) := ϕα(u) = euα−1, where u ∈ R+0 and α > 0. Now, it follows easily that the12-
condition is not fulfilled, hence modular convergence and norm convergence are not equivalent.
A function f ∈ M(R) belongs to Lϕα (R) if and only if there is a constant λ > 0 such that
I α(λ f ) :=
∫
R
(
exp{(λ| f (x)|)α} − 1) dx <∞.
If we set ψ(u) = u, then η(u) = ϕα(u) and Cλ = λ (see condition (H) again). In this case, we
have the following
Proposition 11. Let f ∈ Lϕα (R). Then for every λ > 0 we have∫
R
(
exp{(λ|(Sw f )(x)|)α} − 1
)
dx ≤ ‖L‖1
δm0,pi (L)
∫
R
(
exp{(λm0,pi (L)| f (x)|)α} − 1
)
dx .
In particular, Sw : Lϕα (R)→ Lϕα (R).
Moreover, the convergence Theorem 6 ensures that there exists a number λ > 0 such that
lim
w→∞
∫
R
(
exp{(λ|(Sw f )(x)− f (x)|)α} − 1
)
dx = 0.
It is clear that, taking ψ(u) 6= u, one can furnish several examples of estimates and
convergence results for our operators in the spaces generated by the ϕ-functions ϕ and η.
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Now, we show some graphical representations which exhibit the convergence of our operators
in the L p-norm (ϕ(u) = u p, u ∈ R+0 , p ≥ 1). It is understood that the most natural way
of building nonlinear Kantorovich sampling operators of the type discussed above is that of
considering kernel functions of the form
χ(wx − tk, u) = L(wx − tk)gw(u),
where (gw)w : R→ R is a family of functions satisfying gw(u)→ u uniformly as w→∞ and
such that there exists ψ ∈ Φ with
|gw(u)− gw(v)| ≤ ψ(|u − v|), for every w > 0.
Assumptions (χi ), i = 1, . . . , 4, and (L i ), i = 1, . . . , 3 translate to requiring that:
(i) the map k 7→ L(wx − tk) ∈ `1(Z) for every x ∈ R and w > 0, L(x) is locally bounded at
zero, and there exists a number β > 0 such that
mβ,pi (L) := sup
x∈R
∑
k∈Z
|L(wx − tk)| |wx − tk |β <∞;
(ii) gw(0) = 0, for every w > 0;
(iii) there holds
T wn (x) := sup
1/n≤|u|≤n
∣∣∣∣∣gw(u)u ∑
k∈Z
L(wx − tk)− 1
∣∣∣∣∣→ 0
as w→∞, uniformly with respect to x ∈ R.
A first prototypical example of a nonlinear sampling operator of the above type is based on
the well known Fejer’s kernel ([13])
F(x) := 1
2
sinc2
( x
2
)
,
where
sinc x :=
{ sinpix
pix
, x ∈ R \ {0}
1, x = 0.
The L2-Fourier transform of sinc x is
F(sinc)(v) =
{
1, |v| ≤ pi
0, |v| > pi.
It follows that
F(F)(v) =
{
1− |v|, |v| ≤ 1
0, otherwise
and this in turn implies that
∑
k∈Z F(u − k) = 1, for every u ∈ R (see, e.g., [15,9]). Clearly,
the function F is bounded, F ∈ L1(R), satisfies the last condition of (i) with β = 1, and all the
others as well.
For every w > 0, the nonlinear Kantorovich sampling operator of f ∈ L p(R) (1 ≤ p < ∞)
is given by
(SFw f )(x) =
∑
k∈Z
1
2
sinc2
(
wx − tk
2
)
gw
(
w
1k
∫ tk+1/w
tk/w
f (u)du
)
.
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If gw(u) ≡ u for every w > 0 (i.e. the linear case) then Propositions 9, 11 and 12 reduce to
the known results of [4].
In the examples below, for every w > 0, we will use the function
gw(u) =
{
u1−1/w, 0 < u < 1
u, otherwise.
Moreover, we consider the uniform case of tk = k, k ∈ Z and we test the convergence of our
operators in the cases of two different discontinuous functions. As already remarked, this makes
our theory more interesting.
First we choose a function f1 with compact support, defined as follows:
f1(x) =

1, 0 < x ≤ 1,
1
2
, −1 ≤ x ≤ 0
0, otherwise.
The graphs below (Fig. 1) show how the Kantorovich sampling series SFw f1 approximate to the
function f1 for w = 5, 20, 40.
Fig. 1. The Sampling series SFw f1 for w = 5 (circles), 20 (asterisks), 40 (diamonds) respectively and the graph of f1.
Fejer’s kernel function does not have compact support over R; hence in order to evaluate the
sampling series one needs to compute an infinite number of mean values w
∫ (k+1)/w
k/w f (u)du at
any point x ∈ R, unless f has compact support (as happens in the case of the function f1).
This leads to truncation errors, which, however, completely vanish if we consider kernels with
compact support over R. An example is furnished by the B-spline functions of order n ∈ N,
defined by
Mn(x) = 1
(n − 1)!
n∑
j=0
(−1) j
(
n
j
)(n
2
+ x − j
)n−1
+
.
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The Fourier transform of Mn is given by
F(Mn)(v) = sincn
( v
2pi
)
, v ∈ R.
It is a simple observation that each Mn has as support the interval [−n/2, n/2], and hence all the
conditions (i)–(iii) are satisfied (see [4]).
In the example below, we use f1 and gw as above and the B-spline function M4.
The graphs below (Fig. 2) show a faster approximation of the Kantorovich sampling series
SM4w f1 to the function f1 for w = 5, 20, 40.
Fig. 2. The Sampling series S
M4
w f1 for w = 5 (circles), 20 (asterisks), 40 (diamonds) respectively and the graph of f1.
Now we consider a discontinuous function f2 without compact support over R and such that
f2 ∈ L1(R), defined as follows:
f2(x) =

9
u2
, u < −3,
2, −3 ≤ u < −2,
−1
2
, −2 ≤ u < −1,
3
2
, −1 ≤ u < 0,
1, 0 ≤ u < 1,
− 2
u5
, u ≥ 1.
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As before, the graphs below show the approximations of the Kantorovich sampling series
corresponding to the kernels F and M4 respectively (see Figs. 3 and 4).
Fig. 3. The Sampling series SFw f2 for w = 5 (circles), 20 (asterisks), 40 (diamonds) respectively and the graph of f2.
Fig. 4. The Sampling series S
M4
w f2 for w = 5 (circles), 20 (asterisks), 40 (diamonds) respectively and the graph of f2.
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We now consider kernels which are linear combinations of positive B-splines of different
orders; for example we can take G(x) = 4M3(x)− 3M4(x).
Again, the graphs below show how the Kantorovich sampling series SGw fi approximate the
functions fi (i = 1, 2) respectively (Figs. 5 and 6), with a faster order of approximation.
Fig. 5. The Sampling series SGw f1 for w = 5 (circles), 20 (asterisks), 40 (diamonds) respectively and the graph of f1.
Fig. 6. The Sampling series SGw f2 for w = 5 (circles), 20 (asterisks), 40 (diamonds) respectively and the graph of f2.
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