A method to determine the co nfiden ce limits for the abscissa of th e intersection of two linear regressions has been developed. This method does not require the ass umption of equal varian ce for the two regressions, as was necessa ry with previous methods. A num eri cal example is in c luded on thermodynamic, glass transition data for whic h this method is applicable. Compari sons are made between the results using equal and unequal variance ass umptions. A FORTRAN subroutine is included for computations using both assumptions.
Introduction
In this paper confidence limits are derived for the abscissa of the intersection point of two linear regressions. As illustrated in figure 1, it is assumed that there are independent realizations of two linear regressions at ordered values of a single independent variable X. The problem is to determine co nfidence limits for the absci ssa X 0 of the intersection point of the two linear regressions.
This problem was originally considered and solved by Fisher [1] 1 and later by Kastenbaum [2] , but under the assumption of a common error variance for the two regression lines. Hinkley [3] derived the asymptotic distribution of the maximum likelihood estimator for the intersection point abscissa of two linear regressions, also assuming equal variances. Robison [4] presented estimators and confidence limits for the intersection point abscissa of two polynomial regressions under the equal variance assumption. Hudson [5] derived least squares estimators (but no confidence limits) for the intersection point abscissas of two or more general regression models for the unequal variance case.
The principal contribution of the present paper is a derivation of confidence limits for the intersection point abscissa without resorting to the equal variance assumption. Although only the linear regression case is considered below, extension of results to more complicated regression models is possible.
The results of this derivation have direct application to thermodynamic data to evaluate the uncertainties in the second order transition temperature T2 and the glass transition temperature Tg. AMS Subject CLassifICation: 62.55 . 1 Figures in bracket s indic ate the literature references at the end of this paper.
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x =Xo x FIGURE 1. Intersection of two linear regressions.
The second order transition is an equilibrium phenomenon, whereas the glass transition is a nonequilibrium one for which Tg depends upon the thermodynamic history by which the glass is formed.
Both transitions may be manifested by discontinuities in the second order properties (for example, thermal expansivity or heat capacity) with respect to temperature. The corresponding first order properties (volume or enthalpy) vary with temperature in a manner similar to Y versus X in figure 1 for which the transition temperature may be determined by the intersection of the two straight lines representative of the response in the two regions. Accordingly, this method may be applied directly to any of the first order properties to determine the confidence bands of the transition temperature as defined 2 from the intersection of the two regression lines. The method is sufficiently general that it is applicable to cases where data are not available in the proximity of the intersection, which, of course, leads to a less accurate prediction of its abscissa. Two methods are described to evaluate the confidence limits for the abscissa of intersection. These are based on the assl:mptions of equal and unequal variances for the regression lines determined from the two sets. The advantage of the equal variance case is that the underlying assumption of equal variance permits a relatively simple development of the method, whereas the advantage of the unequal variance case is, of course, in its more general application. The ANSI FORTRAN subroutine to calculate the confidence limits for both cases is given in the appendix, and numerical examples are included in later discussions.
Derivation of Confidence Limits
As illustrated in figure 1, let YI(X) = al + blX and Y2(X) = a2 + btX be two fitted least squares regressions based o~ nl and liz observations (Xij, i= 1, 2;j= 1, 2, . . . , nj) respectively, The problem is to determine confidence limits for the abscissa X 0 of the intersection point (X o, Yo) of the two unknown regression lines.
The starting point for our derivation is the fact that aj and bi , the usual least squares estimators, are linear combinations of normally distributed variables and hence themselves are normally distributed. Thus for all X, Yi (X) = ai + biX is also normally distributed, as is the
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has a standardized (mean 0, variance 1) normal distribution.
(1)
Consider first of all the equal variance case
. It is seen that eq (2) simplifies to
has a t distribution with nl + n 2 -4 degrees of freedom, where s is the square root of the pooled unbiased estimator of 0"2:
and where s; is the unbiased estimator for 0"; given by the residual variance obtained from the least squares fit of line i.
The quantity (4) is distributed as t for all X, and in particular for X = Xo in which case /-tl (X) -/-t2 (X) vanishes. It then follows that for every probability p (0 < P < 1)
where Ct ( 1 ; P) is the 100 C ; P) and G denotes Gt (1; P). Since QI -G2Q2 is itself a quadratic (say AX~ + BXo + C), then the desired confidence interval consists of those Xo such that AX~ + BX 0 + C ,;; 0 and the desired confidence limits for X 0 are simply the two roots ofAX~
The coefficients A, B, and C are rather tediously derived; omitting the intermediate algebra, these coefficients are (7) It is of interest to note that the midpoint -B/2A of the confidence interval is not identical to the maximum likelihood estimator (8) however, the two estimators converge to a common limit as S2 -O. For a less detailed derivation of the above confidence interval results, see references [1] [2] [3] .
For the more general (TI ¥-(T~ case, the distributional complications which arise are identical to those encountered in the Behrens-Fisher 2-means problem [6] . The solution outlined below is an extension of the Welch-Aspin [7, 8, 9] solution to the Behrens-Fisher problem. Proceeding in a manner analogous to Welch and Aspin, we see that for all X,
has approximately a t distribution with v degrees of freedom, where v is given by (9) (10) A minor complication at this point is the fact this Xo in (10) is an unknowp parameter. In order to arrive at an approximate value for v the maximum likelihood estimate Xo (as defined in (8» is used. The development now parallels the (TT = (T~ case, and so again 100 p confidence limits for X 0 are obtained by solving a quadratic equation, but with the following slightly-modified coefficients:
Note that although the unequal variance case basically parallels the equal variance case, the former does not numerically reduce to the latter when si = s~. The confidence intervals usually are distinct even when s} = s~. In deciding whpther to use the equal variance results or the unequal variance results , there are two considerations to be taken into account: physical theory and the variance ratio F test. The general rule of thumb is to always use the unequal variance results unless the following two condi tions are simultaneously satisfied: (1) there is a firm physical reason for assuming equal variances; and (2) the F ratio SUS~ is not significantly different from unity. This recommended procedure is at times conservative, but more important, it is less assumption· dependent and hence more generally valid.
In the appendix, an ANSI FORTRAN subroutine is presented which first of all tests to see whether the equal variance assumption is tenable , and secondly computes confidence limits for Xo for both the equal variance and the unequal variance cases. The subroutine is double precision in input, internal operation, and output. Definitions of input parameters and instructions for the use of the s ubroutine are given in the comment statements within the subroutine.
Example: Calculation of the 95 percent Confidence Limits for the Pressure-Dependent Glass Temperature
As an example , the 95 percent confidence limits have been calculated for the pressure· dependent glass transition temperature of poly(vinyl acetate), an amorphous, glass-forming polymer. The PVT (pressure-v.:>lume-temperature) data for the glass, designated as set 1, are given in table 1, and the data for the liquid , designated as set 2, are given in table 2. Both sets of data, Units: Tin °C, I' in bars , v in cm"/g taken from reference [10J, are illustrated in figure 2 , where the specific volume v taken from the above tables is plotted as a function of temperature at the different pressures indicated. The specific volume data VI (T, P) for the glass (at temperatures between -30 and 20°C) were obtained after the glass was formed at atmospheric pressure at a constant cooling rate of 5 °e/h commencing at equilibrium in the liquid region. The data V2 (T, P) for the liquid (35 to 100°C) are taken to be in true equilibrium. A characteristic of a glass is its large increase in its viscoelastic relaxation times with decreasing temperature. The glass transition is a manifestation of the increase of relaxation times during formation of the glass. Although the data shown here for the glass are not representative of the attainment of true equilibrium, the relaxation times at these temperatures are very long in comparison to experimental times. Accordingly, the glass data may be treated as being in apparent equilibrium (pseudoequilibrium) over any practical time scale, as has been done in this case.
Since the volume isobars vary nearly linearly with temperature in both the liquid and glass regions, and since the slopes for each isobar in these regions are distinct, the results of section 2 are applicable. By treating each of the two regions separately, each of the volume isobars may be represented by two distinct regression lines of the form i = 1,2.
(12)
The intersection of these two regression lines at each pressure gives the "maximum likelihood estimator" (13) which is taken here as an estimate of the true, but unknown, glass temperature T g for the particular thermodynamic history by which the glass was formed. In figure 2 An estimate of the glass transition is obtained from the intersection of the volume isobars taken to be linear with temperature.
,
paradoxical, it is simply a consequence of the fact that the liquid data are equilibrium data, and the glass are pseudoequilibrium data 4 resulting from the particular thermodynamic history by which the glass was formed.
Ninety-five percent confidence limits for Tg were calculated using both the equal and unequal variance assumptions. The paired statistical quantities necessary to calculate the confidence limits are given in tables 3 and 4 for the glass and liquid, respectively, where P is the pressure, aj is the intercept, b; is the slope, S; is the standard deviation of th e residuals about the regression lines , ni is the number of observations, 1'i is the average temperature, and 5i is the sum of the s qt:ared temperature deviations:
The results of these calculations are summarized in table 5 for both the equal and unequal variance cases. G is the 97.5 percent point of the tv distribution with v degrees of freedom where v= n, + nz'-4 in the equal variance case, and where v is defined by eq (10) in the unequal variance case. -A/2B is the midpoint of the confidence interval where A and B are defined by eqs (7) in the equal variance case and eqs (11) in the unequal variance case. tlT is the 95 percent confidence interval width which is equal to the difference of the two roots of the quadratic equation for which the constants are defined in eqs (7) and (11) for equal variance and unequal variance, respectively. St/S 2 is the ratio of residual standard deviations, and R is the ratio of tlT for the equal variance case to tlT for the unequal variance case. Perusal of table 5 reveals several interesting points.
First, it is noted that the corresponding midpoints -B/2A are essentially identical for the equal 4 In prin ciple, at least al tempe ratures over a limited ran ge below Tu shown here, the specific volume values fo!" the glass will relax to extrapolations of th e liquid isobars s ho wn provided sufficient time is a llowed. Since thi s time may be as long as several million years (dependin g on the tem pe rature and press ure) , the attainment of true eq uilibrium in all cases (as with the liquid values s how n) is not practical. and unequ~l variance cases, and these, in turn, are essentially identical to the maximl!m likelihood estimator T g. As mentioned earlier these quantities converge to the common limit T g as s~ ~ O.
Secondly, the confidence limits vary considerably between the equal and unequal variance cases (the ratio R being at times both greater than or less than unity). In the case where SI and S2 are nearly equal (P = 300 bars), R differs considerably from unity; and in the case where R is nearly unity (P = 700 bars), SI and S2 are considerably distinct. This behavior illustrates the fact that the equal variance case is not a special case of the unequal variance case as might be expected.
Thirdly, there appears to be little correlation between the ratio of confidence interval widths and the ratio of residual standard dp.viations. The solid lines are quadratic regressions of these quantities.
Appendix
SUBROUTINE ABSCIS(ANl , AN2 , XBARl , XBAR2 ,SSQOXl , SSQOX2,ALPl,ALP2,BET1 I , BET2 , RSOl , RS02) C THE PURPOSE OF THIS ROUTINE IS TO COMPUTE 95 PERCENT CONFIOENCE LIMITS  C  FOR THE ABSCISSA OF THE INTERSECTION POINT OF TWO LINEAR REGRESSIONS  C  FOR BOTH THE EQUAL VARIANCES CASE ANO THE UNEQUAL VARIANCES CASE  C  ANI = THE 
