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Abstract
How do humans choose their movement and what are the mechanisms involved in motion planning? This
thesis explores the interaction of the central nervous system (CNS) and the external environment, focusing
on mechanism it employs for successful execution of fast, complex hand movements. Previous studies have
generally assumed that the motion results from the optimisation of a cost function with single optimum.
However, this task, similar to many day-to-day tasks, can be performed by more than just one solution.
An environment was created that allowed for investigation of complex fast movements. Initially the subjects
had to navigate through number of target configurations and their respective orientations. The results
indicated that the subjects generally utilise multiple plans to achieve the same task. Further experiments
presented subjects with alternative trajectories. The results show that the memory of previous motor
exploration influences the choice of particular trajectory for explored and unexplored orientations, providing
evidence for a motor plan. Analysis of solutions in different directions shows that the choice of a plan
depends on previous experience as well as characteristics of motion execution. This choice can be modelled
as a Markov process that describes CNS’ selection process and how exploration affects it.
Considering the results, a computational model was developed, incorporating a set of patterns, which allow
generation of successful movements despite large motor variability. A sequence of patterns, a plan, is first
prepared and when the movement is executed, accuracy is realised by online prediction of the motion through
forward model that utilises derived families of strokes for each pattern. The model takes the visual feedback
and by interpolating the corresponding pattern strokes onto the completed trajectory predicts the future
trajectory, applying corrective movements if necessary. Despite the feedback delay the outputs demonstrate
successful recreation of the observed experimental results.
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Chapter 1
Introduction
In their day-to-day lives humans face myriad of motor tasks, either repeated or new, whose successful
resolution leads to skilful movements. In the attempt to find an acceptable answer for these challenges, the
central nervous system (CNS) has to seemingly consider an infinite number of possible solutions allowed
by the redundancy of the human motor system, as well as the volatility of the environment where the
challenge can be set. This is the redundancy problem, also called degree-of-freedom problem (Bernstein,
1967). However, results of numerous studies revealed that the CNS employs a process that in fact narrows
down the selection of possibilities by committing to regular muscle activation patterns during the execution
of the movements, thus limiting the number of possibilities to perform a given task to a finite set. The
perceived existence of this process has led researchers to believe that one unifying principle is responsible
for the observed consistency of the movement, focusing the studies on a quest to define this principle.
In the search to gain insight into the planning and control of the movement, models were developed that
address different levels of a movement. Some have focused solely on the trajectory planning, purposely
omitting modelling the musculoskeletal system in order to simplify the problem, and cover the concepts such
as Fitts law (Fitts, 1954), the 2/3 power law (Lacquaniti et al., 1983) and bell shaped velocity profiles of
straight movements (Bizzi et al., 1984). Since these models only account for some aspects of the trajectory,
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they can be labelled descriptive models.
Others propose a way to generate complete movements and can thus be called complete models. These include
for example the minimal jerk model (Flash and Hogan, 1985), which allows for computation of movements as
fifth order polynomials. Focusing on joint torques, external forces and motor commands three major models
were derived; ‘minimum torque change’ (Uno et al., 1989), ‘minimum motor command change’ (Kawato,
1992) and ‘minimum commanded torque change’ (Nakano et al., 1999).
These complete models can be unified further with one common feature - the utilisation of optimal control
as a strategy to mimic the human motor control. Common practice is to define a cost function incorporating
some physiological or task variable that needs to be minimised to achieve the best performance (Flash and
Hogan, 1985; Uno et al., 1989; Burdet and Milner, 1998; Harris and Wolpert, 1998; Todorov and Jordan,
2002; Franklin et al., 2008).
In past three decades another aspect concerning movement planning, which states that movement is in
fact composed of several submovements (Morasso and Mussa-Ivaldi, 1982), has gained support amongst
researchers (e.g. Burdet and Milner, 1998). This was also postulated to analyse EMG using so-called
muscle synergies when performing spinal column microstimulation on frogs (Bizzi et al., 1995), and further
investigated in human arm movements such as reaching or handwriting (Kargo and Gizster, 2000; d’Avella
et al., 2003). Some recent evidence for submovements or pre-planned parts of movements can be found in
(Sosnik et al., 2007; Williams, 2008). Describing the movement with the aid of vocabulary of submovements
hopes for a possible simplification of the redundancy problem.
1.1 Aim of the research
The research described in this thesis attempts to gain deeper understanding over certain aspects of planning
and the subsequent execution of human movement. However, though motion planning is assumed since more
than hundred years (Woodworth, 1899), it is surprising that no clear evidence of precise mechanisms for this
abstract motion planning could not be found in the literature. Since the processes involved in movement
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planning remain unclear, the actual study must start with the investigation of its end product, i.e. the
movement itself.
While subjects performed relatively complex visually guided arm movements, it was observed that they
would use a few distinct solution trajectories for a single task. This phenomenon, not normally expected
from simple optimisation, needed to be investigated further. Therefore the first question of this report was
what can be learned about planning and executing the movement from this phenomenon. If one demonstrates
this phenomenon, the one’s manifested solutions can differ from others’ solutions, and thus lay grounds for
further investigation. By exploring solutions of others, would one’s strategy to solve the task be altered?
Both of the above questions were explored in one experimental paradigm. Following the analysis of the
experimental observations a model featuring some of the found conclusions on planning and execution of the
movement was implemented.
1.2 Human arm movement
The investigation described in this report primarily focuses on the analysis of the resultant trajectories
during fast smooth accurate arm movements in humans. An experiment allowing unconstrained planar
movement was designed. Previous studies on the human behaviour suggested optimal control with various
cost functions as a way of modelling the movement, each suggesting a single solution per task. This is
however, in contradiction with the results of the experiment indicating that the subjects in fact switch
between multiple solutions. Careful analysis of the responses has proposed a structure to the planning
the movement, allocating the planning to extrinsic coordinate space and the optimisation of the resultant
movement to the intrinsic joint/muscle space.
Further investigation looked at subjects exploring an alternate biologically viable solution and tracked the
effect of subsequent free behaviour. The results revealed that memory plays an important role in the motor
planning and execution, since the subjects’ alternate solution distribution significantly increases directly
after the exploration of this alternate solution.
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1.3 Model of motion planning and execution
Alongside the trajectory investigation, a model describing the planning and execution of the movement was
formulated. One of the observed prominent features in human responses was the use of multiple responses for
only one task, however, the models derived in previous studies allow only one optimal solution. The proposed
model takes the previous observations into account and views the complete trajectory as a superposition
of sparsely activated submovements and re-creates it accordingly. This addresses the redundancy problem,
allows for multiple solutions and simplifies error reduction in the feedback loop.
Having proposed a model that can provide the multiple solutions for a single task, one has to address the
problem of the solution selection. Based on the experimental data, this report proposes Markov chains
process as a stochastic mechanism to predict the state. Additionally, modelling the decision making process
of the CNS correspondingly presents an effective tool to quantify the effect of exploration on future solutions.
1.4 Overview of chapters
Chapter 2 briefly explores some common approaches to understanding fast smooth movements and methods
employed in the modelling of such movements.
Chapter 3 introduces the experimental apparatus and methods used for the study of human motion planning
and execution. It also explores several preliminary experiments with various paradigms. The results of
these experiments introduce tools used to answer the research questions by identifying the features of the
movements that need to be investigated.
Chapter 4 seeks to gain better understanding of the procedures involved in the planning of the movement.
It builds on the preliminary results obtained in Chapter 3 and describes a study investigating the features
of motion planning. The investigation considers a paradigm where fast smooth accurate movements are
conducted through various related configurations of targets and identifies the features of such movements.
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Furthermore, it describes the effect of memory on motion planning by allowing an exploration of alternative
movements.
Chapter 5 considers the conclusions drawn in Chapter 4 and describes developed computational modelling
of the observed behaviour. The validity of the generated model is then evaluated by exploring its behaviour
when subjected to the same conditions and task as the human subjects. A concept describing the solution
selection process employed by the CNS is also proposed in this chapter.
Chapter 6 ties the discussions of previous chapters and debates the reached conclusions. The directions of
future studies are also discussed.
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Chapter 2
Background
Scientists have been curious about human motion for centuries. What started off with very simple attempts
with limited resources has progressed through the time to very sophisticated and vast collaborative projects.
There are many areas of human motion being studied (biomechanical, neural, etc.), all at different levels
of understanding. In this work, as suggested in Chapter 1, the focus will be on the actual planning of the
motion. This chapter provides a brief introduction to some of the concepts related to the motion planning
and execution used within the work described in the following chapters.
2.1 Internal models
The current state in modelling the planning and execution of human motion recognises three major ap-
proaches, namely the feedforward, feedback and hybrid models (Desmurget and Grafton, 2000).
Feedforward model This type of model suggests that the movement is readied in advance of the execution of
the movement and remains unaltered until the movement is completed. If any corrections to the movement
are initiated they are limited to the very end of the trajectory, the stage of the movement when the movement
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velocity is low.
Feedback model In contrast to the feedforward model, no plan is generated prior the movement. The successful
completion of the task solely relies on real time error signal that is generated by comparing the relative
locations of the system and the target. Three categories of feedback loops can be identified; sensory, non-
sensory and internal feedback (Desmurget and Grafton, 2000). This segregation manifest through obtaining
on the information used to estimate the system’s position, where the sensory feedback uses the sensory
information, the non-sensory feedback utilises the efferent signal and, finally, the internal feedback uses both
afferent and efferent signals.
Hybrid model With its a priori plan and feedback loops, the last type of model stands as a compromise to
the feedforward and feedback models. The generated plan is executed but cannot be left unattended due to
many imprecisions and uncertainties posed by the muscle activations and environment. A powerful feedback
loop checks the state of the system, whilst the movement is executed and introduces corrections upon the
detection of the deviations from the target positions. Based on numerous studies (e.g. Wolpert et al., 1995;
Gribble and Ostry, 1999) this particular type of internal model has been increasingly regarded to provide
the best representation of actual biological process.
2.2 Segmentation of motion
In the past two decades some studies have concentrated on the observations of common patterns in unrelated
motor tasks. The biological evidence, either from the resultant trajectories of the movement or from the
common muscle activation patterns of the generated movement, has led many researchers to believe that
the movement is in fact composed of some number of submovements, or primitives. Therefore the idea
behind this theory states that any movement can be constructed using finite number of submovements and
by executing them in pre-arranged order a complete movement is obtained and thus possibly simplifying
the motor planning problem. The components themselves are not exclusive to only one movement, but
can be used in generation of other movements and thus greatly simplifying the CNS’ planning process.
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The identification and extraction techniques provide a loose classification of these building blocks as motor
primitives and motion primitives.
Motion primitives are considered as submovements of resultant trajectories in the final movement and can
be thought of as an end effect of the motor primitives. One of the first studies providing evidence of the use
of primitives was on reaching movements (Morasso, 1981). More recently, the investigation providing further
evidence for existence of these primitives looked at reaching movements with the target position changing
mid-movement (Kargo and Gizster, 2000). It was observed that the corrected trajectory was obtained
by superimposing the original motion with another. Similar results were obtained in a study considering
stopping performance of a free scribbling motion (Sosnik et al., 2007). After instructed to stop the subjects
maintained the shape of the previous path before reaching rest. While these studies explored the evidence
others have focused on the extraction of the building blocks. An “iterated practice” approach with the help
of principal components analysis was used to identify motion primitives comprising trajectories followed by
a hand during planar curved movements (Sanger, 2000). Another approach considered the handwriting and
compiled a vocabulary of motion primitives (Edelman and Flash, 1987; Williams, 2008).
Motor primitives, on the other hand, result from the electrophysiological evidence and can be thought of
as muscle activation synergies. The concepts that investigate the presence of muscle synergies in planning
the movement utilise the idea that the CNS accommodates the knowledge of the dynamic behaviour of the
musculoskeletal system required for the successful generation of the muscle synergies. At the forefront of
identifying these primitives figures a study of frog’s limb movement triggered by spinal cord microstimulation
(Bizzi et al., 1995). Individual sites on the spinal column were observed to induce a specific movement
and stimulating these sites concurrently yielded linear superposition of these movements. Further evidence
was obtained by electromyographic investigations of the muscle activations in frog’s natural movement and
identifying common muscle synergies (d’Avella et al., 2003; d’Avella and Bizzi, 2005). It was observed that
almost entire total variation of the data could be explained using only four of the muscle synergies, pointing
towards modular assembly of the movements. Possible solutions utilising the motor primitive idea have been
proposed (Mussa-Ivaldi and Bizzi, 2000; Bizzi et al., 2002).
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Figure 2.1: The result of vector addition of two primitives’ trajectories. A. Shows the trajectories generated
by two separately activated primitives. B. Activating one primitive (cyan colour in A.) and at mid-time
its execution activating the second primitive (magenta colour in A.) yields a new trajectory. Note that the
length of the trajectory increased between the two curved parts, the part when both primitives were active.
C. The velocity profile of the primitives reveals that the velocities add together at the times when both
primitives are active.
2.2.1 Modelling primitives
At the time of this thesis there is more unknown than known about the nature of the primitives. However,
the previous studies have revealed some of their possible features and their arrangements into plans:
1. The observations of (Kargo and Gizster, 2000; Sosnik et al., 2007) reveal the continuity of primitives
after the executed task is changed mid-movement, indicating that once the primitive is initiated the
action must be completed.
2. It is thought that the primitives are executed at predefined moment of time and remain active for their
inherent duration. This necessitates existence of a body that controls the individual start times and
activates appropriate primitives at appropriate times. Evidence points to cerebellum, since it has been
associated with motor function and more importantly with the motor timing (Penhune et al., 1998;
Meegan et al., 2000; Dennis et al., 2004).
3. The activity of the primitives tends to overlap (Morrasso, 1981; Bizzi et al., 1995). In such cases the
observed motion behaves according to the superposition scheme and in the case of motion primitives
the resultant trajectories are obtained from the vector addition of the active primitives (Fig. 2.1).
4. The length of a primitive is unknown, however it is assumed to be shorter than the execution time of
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the task. Similarly, it is unknown whether the lengths of different primitives are comparable, but it is
assumed that each primitive can be of different duration.
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Chapter 3
Preliminary Experiments
3.1 Motivation
Reviewing the literature has revealed many aspects of motion planning and also unexplained characteristics
of some observations. In a search for the answers about human motion the studies generally focused on
minimising some cost function that allowed only one possible solution under specific conditions (e.g. Flash
and Hogan, 1985; Uno et al., 1989; Harris and Wolpert, 1998; Todorov and Jordan, 2002). However some
studies have revealed subjects performing more than just one possible solution for a single task (i.e. Todorov
and Jordan, 1998), and even though the proposed models in the studies could explain for some of the
responses, they were not able to explain fully the remaining deviations to the proposed model.
Inspired by the previous studies, experimental setup was designed that allowed for the monitoring and
analysing of complex human arm movements in 2D environment. In particular, special attention was given
to the studies, which have dealt with fast accurate and smooth movements, and which have shown some
discrepancy in the proposed and actual responses (e.g. Todorov and Jordan, 1998). Several preliminary
hypotheses were tested using this experimental setup in order to gain fundamental understanding of the
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Figure 3.1: Experimental apparatus and setup. The subject was given a stylus equipped with an active
marker and asked to hold the stylus as one would hold a pen. She/he was then presented with series of
numbered targets either by the means of A) film-covered A3 sized paper or B) a horizontally-laid glass-
protected LCD monitor. The subject was then asked to move from the indicated starting to the finishing
positions without lifting the stylus from the active surface, be it the film or glass. All the movement
was recorded using EasyTrack 500 optical motion tracking device and the detected movement coordinates
supplied to a separate computer. The obtained data was then processed, stored and analysed with the help
of custom developed software.
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previously observed and modelled responses in the human arm movement.
3.2 Methods
3.2.1 Subjects
All of the preliminary experiments observed the motion of naive right-handed subjects (males or females)
aged between 23 and 29 years old. The number of subjects employed for each experiment varied. The
experiments were conducted according to the principles in the Declaration of Helsinki and were approved
by the ethics committee at Imperial College London. Furthermore, each subject gave an informed consent
prior to the involvement in the study.
3.2.2 Task and conditions
All preliminary experiments were conducted using the same experimental setup with some minor modifica-
tions (Fig. 3.1). Each subject sat in front of apparatus defining the active workspace for 2D visual stimulus.
This was either a film-protected A3 sized paper or a glass-protected horizontally-laid 23” LCD monitor. The
subject was asked to hold a stylus in her/his right hand as one would hold a pen, hers/his seated position and
height was adjusted so she/he was able to comfortably reach with the stylus any position on the particular
workspace, allowing for a free motion within the defined workspace. The stylus was additionally equipped
with an active marker enabling tracking of the hand motion. The subject was repeatedly presented with
series of numbered targets portrayed as a circled number (Fig. 3.2A, B). These target configurations were
inspired by a previous study (Todorov and Jordan, 1998). The subject was required to “make smooth and
continuous movement from the ‘start’ to the ‘end’ targets via the remaining numbered targets in indicated
order, keeping the movement as fast and as accurate as possible”. An extra care was taken that the subject
does not stop hers/his motion at any of the intermediate targets. In the case of incorrect movement, i.e. the
targets were reached in wrong order or the movement was stopped and then resumed before reaching the
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Figure 3.2: Target configurations (setups) and their corresponding transformations and sample experimental
sequences. A) The three different setups for the ‘paper’ version of the apparatus have been printed as a
series of six encircled numbers with number ‘1’ denoting the starting point and number ‘6’ denoting the
finishing point. The size of the circles is not to scale. B) The three setups for the ‘monitor’ version of the
apparatus was presented as a series of coloured circles. The ‘x’ target indicated the starting point and the ‘+’
target the finishing point. The numbered targets represented the intermediate targets. C) The four different
rotations of 0◦, 90◦, 180◦and 270◦of the setups are demonstrated on setup A. D) The four different rotations
of x-axis reflected setup are demonstrated using setup A. E) Again, using setup A, the 15◦steps from 0◦to
180◦are depicted. F) The preliminary experiments 1 and 2 used a sequence of configurations, where the
subject solved the particular configurations in 10 consecutive trials before being presented with the next
configuration. G) Another style of presenting the configurations involved showing the subject the target
configurations in a random order, ensuring that no configuration was followed by the same configuration.
final target, the subject was asked to repeat the particular trial. No feedback of performance was given to
the subject at any stage of the experiment.
The coordinates of subjects’ movement were recorded at 40Hz by EasyTrack 500 optical motion tracking
device (Altracsys LLC, Switzerland) using an active marker attached to the stylus to locate the stylus’ tip.
A second active marker was also attached to the system and has been used for the calibration. The graphical
user interface and the acquisition software were implemented in MathWorks MATLAB R2007a with the
software libraries necessary for controlling the hardware provided by Altracsys.
3.2.3 Distinguishing trajectories
Since visually inspecting subject’s different movement trajectories is not sufficiently accurate, a mechanism
that would allow for differentiating the various possibilities has to be appointed. This was achieved by the
analysis of the curvature of the resulting trajectory. Initially, the trajectory’s curvature was calculated using
κ =
x˙y¨ − y˙x¨
(x˙2 + y˙2)
3
2
(3.1)
Having calculated the curvature of the trajectory, only the curvature signs, i.e. + or -, at the instances
closest to the configuration’s targets (excluding the starting and finishing targets) were considered, resulting
in groups of four signs, e.g. [+ - + +], clearly defining a specific trajectory. Figure 3.3 shows some examples
of possible hand movement trajectories and their corresponding curvature sign classification indexes.
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Figure 3.3: Classification of solutions using a curvature signature. The solutions were classified according
to their curvature sign at the trajectory instance closest to the target. Some possible solution classifications
are displayed. The curvature of the trajectory is presented using a coloured strip where the width represents
the curvature value at a given instant. For clarity the strip is also coloured according to the curvature value.
3.3 Acquisition software
3.3.1 Purpose
The optical tracking device was supplied with its own software libraries capable of supplying the movement
coordinates of the stylus. Using these, a simple program could be constructed using some of the commands
available. However, this would be insufficient for the purposes of obtaining a clean data of the subjects’
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Figure 3.4: GUI of the acquisition software. A sample trajectory trial for one subject is shown.
movements and thus an acquisition software was developed that would contain all the features necessary for
the successful data acquisition.
The graphical user interface (GUI) of the developed software is shown in Figure 3.4. It contains several
features that enable successful acquisition of the movement data. The following points describe these features
and if necessary, the reasoning behind the implementation of these features.
1. Input of subject name, ID and experimental session.
2. Visualisation of the performed trajectory. The user of the software needed feedback on the performance
of the subject. Such feedback enabled verification of the subject completing the entire movement and
also that the tracking device supplied all the movement data (i.e. confirmation that the marker on the
stylus was not obstructed in any way during the movement).
3. Visualisation of the speed of the movement. Since fast and continuous movements were being observed,
the user of the software needed to be able to verify that the subjects’ movements were conducted in
the required manner. The obvious solution, the visual inspection of the subject’s movement by the
user, is not sufficiently reliable as the user needed to detect features of very fast movements. However,
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inspection of the velocity profile of the movement to helped to accomplish this goal; very ‘peaky’
velocity profile indicates movement that is not particularly smooth and any discontinuation of the
movement can be easily detected by the velocity value reaching zero or near-zero value.
4. Calibration of the point of origin. There is a chance that the apparatus might be moved from its
original position, either by accident or on purpose. A mechanism must be employed that will ensure
that consistency in identifying workspace is maintained.
5. Detecting stylus lifting. The subjects were asked to remain in constant contact with the workspace and
as such any lifting of the stylus needed to be detected. This was accomplished by having a possibility
of displaying the acquired data in 2D and 3D, where the 3D data (simple addition of z-dimension to
the existing 2D data) showed any stylus lifts during the movement.
3.3.2 Algorithm
The flowchart in Figure 3.5 highlights the overview of the algorithm. An additional description to some of
the blocks in the algorithm is described below (in chronological order):
“Calibrate” routine
As described above, the apparatus had to be calibrated before the acquisition of the subject’s movement
data. This routine actually comprised of two components: detection of the tip of the stylus and defining the
origin of the coordinate system.
First, an origin was defined to be at the bottom centre of the active workspace (either paper or the monitor)
and an active marker was placed on the workspace, such that the marker’s LED 0 was directly above the
origin. The z-axis of the marker was positioned such that it was facing away from the workspace, the x-axis
was facing toward the top of the workspace and thus leaving the y-axis to direct toward the left side of
the workspace (Fig. 3.6B). Getting the information about the position of such positioned marker from the
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Figure 3.5: The flowchart highlighting the program structure of the acquisition software.
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Easytrack 500 hardware resulted in obtaining a 3×1 translation matrix To describing the marker’s x, y and z
position relative to the Easytrack 500 emitter’s coordinate system, and a 3×3 rotation matrix Ro identifying
the rotation of the marker’s coordinate system relative to emitter’s coordinate system. Hence, To and Ro
matrices defined the workspace origin. Once the origin was identified, the position of the stylus’ tip relative
to the origin was calculated. Similarly to identifying To and Ro matrices, the translation (Tm) and rotation
(Rm) matrices describing the position of LED 0 of the stylus’ marker relative to emitter’s coordinate system
were obtained. Further, the tip of the stylus relative to the LED 0 on the stylus’ marker was identified using
a 3× 1 matrix Pt, such that:
Pt =

xt
yt
zt
 =

−cos (pi6 )× l
−sin (pi6 )× l
−h
 =

−cos (pi6 )× 90
−sin (pi6 )× 90
−10
 (3.2)
The values for l and h were defined by the geometry of the stylus and marker assembly. The position of the
stylus’s tip as seen by the emitter is described as

xes
yes
zes
 = Pes = Rm × Pt + Tm (3.3)
and, similarly, the origin relative to the emitter was described as

xeo
yeo
zeo
 = Peo = Ro × Po + To (3.4)
where Po defines the coordinates of any point in the origin’s coordinate system. Rearranging Eqn. 3.4 yields
Po = R
−1
o × Peo −R−1o × To (3.5)
As Pes defines the stylus’ tip in emitter’s space and Po describes any point in origin’s coordinate system
relative to emitter’s coordinate system, substituting Pes for Peo and combining Eqn. 3.3 and Eqn. 3.5 results
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Figure 3.6: A) The active marker and stylus configuration. The marker contains 4 LEDs, where LED 0
acts as an origin. The x-axis is defined as a line between LED 0 and LED 1 and is highlighted in red; the
y-axis passes through LED 0 and is marked in green and the z-axis in blue. The active marker was attached
to a stylus, such that the distance between x-axis and the tip of the stylus was h and the distance between
z-axis and the tip of the stylus was l. (The marker picture was adapted from the Altracsys help file supplied
with the device software.) B) The relationship between workspace and marker coordinate systems during
the calibration procedure.
in definition of any point relative to the origin:
Po = R
−1
o × (Rm × Pt + Tm)−R−1o × To (3.6)
Remembering that the coordinate system of the stylus’s marker is not identical to the one of the workspace
(Fig. 3.6B), the position of the stylus’ tip Ps within the workspace relative to the origin is defined as
Ps =

xs
ys
zs
 =

zo
xo
−yo
 (3.7)
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“Receive trial data” routine
The most important part of the algorithm comprised, for obvious reasons, of acquisition of the movement
data. This was achieved through the Matlab libraries supplied by Altracsys. The marker detection function
allowed for acquisition of a singular data point or a batch of data points comprising of up to 255 readings. In
order to maintain the fastest possible data recording, the “batch” acquisition procedure was chosen and the
number of readings taken in at once was regulated according to the speed of subject’s performance, varying
between 80 to 120 data points per trial.
“Filter acquired data” routine
The purpose of this routine was to remove any noise collected during the data acquisition. This was achieved
by running the data through a low-pass Butterworth filter with a normalised cut-off frequency ωn = 0.3.
3.4 Experiment 1: Understanding the movement response utilis-
ing rotated and reflected target configurations
The previous study with similar target configurations (Todorov and Jordan, 1998) has exposed some in-
teresting observations of human motion. In this study, subjects were asked to make a smooth continuous
movement through a series of numbered targets. The target configuration was then rotated by 90◦and sub-
ject was again asked to make a smooth continuous movement through the numbered targets. On number of
occasions it was observed that the subject chooses to solve the original target configuration in a particular
way, but once the target configuration is rotated the subject swaps to a different solution. This could not
be explained by the proposed minimal-jerk model and furthermore, none of the studies since could quite
account for this behaviour.
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3.4.1 Experimental session
In order to explore this phenomenon further, an experiment was designed that not only explored the single
rotation of the target configuration, but also added other transformations of the original target configuration
or ‘setup’. The transformations used were the 0◦, 90◦, 180◦and 270◦rotations of the original setup (Fig.
3.2C). Additionally, the original setup was also reflected by the x-axis and this reflected setup was subjected
to the four rotations, i.e. 0◦, 90◦, 180◦and 270◦(Fig. 3.2D). In total three setups (Fig. 3.2A) and their
transformations were used, yielding a total of 24 unique target configurations (3 setups × 4 rotations + 3
setups× 4 reflected rotations). The ‘paper’ version of the apparatus (Fig. 3.1A) was used for the investigation
of the movement in this experiment and ten subjects (three female and seven male) were involved.
During the experiment the subject was presented with all 24 target configurations in random order. Once
the configuration was placed in front of the subject, she/he was asked to find the starting target, place the
tip of the stylus on the target and wait for an audio clue. Once the subject settled at the starting target (1-2
seconds) audio clue prompted her/him to begin the movement. Upon reaching the final target the subject
was asked to remain at the target until an audio clue allowed him to place the tip of the stylus at the starting
position. The described cycle repeated 10 times in total. The target configuration was then replaced with a
new one and the procedure was reiterated. A total of 240 trials (24 target configurations × 10 trials) in the
session were performed by the subject.
3.4.2 Results
The results of a representative subject for some transformations of setup A are displayed in Figure 3.7. As
expected from the previous study (Todorov and Jordan, 1998), it has been confirmed that the subjects do
not always use the same solution to perform the movement constrained by the same configuration of targets,
albeit at different rotations and/or reflected. Furthermore, subjects do not always adopt the same solution
for a particular setup transformation. This is particularly visible during solutions for 90◦rotation in the
sample results shown in Figure 3.7.
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Figure 3.7: Results of a representative subject for setup A (only rotational transformations showed) from
an experiment with consecutive trials paradigm. The different solutions in individual target configuration
orientations were observed; the subject uses [- + + +] solution for 0◦and 180◦orientations and [- - + +]
solution for 90◦and 270◦orientations. Additionally, the subject employs two different strategies to complete
the task with 90◦setup orientation, i.e. [- - + +] was the mostly used solution but an instance of [- + + +]
solution was used once (highlighted in red).
3.4.3 Observations
It has been established that subjects indeed do not use only one solution for a setup of targets. This phe-
nomenon is valid for rotation and reflection of the original target configuration. Interestingly, an additional
observation has been made, revealing that the subjects do not always use the same solution for a particular
transformed target configuration, but can also implement other solutions to solve the task at hand.
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3.5 Experiment 2: Exploring the mechanism governing the swap
between the naturally performed movement solutions
Following up from the previous preliminary experiment, it has been established that different solutions can be
used for different orientations of the setup of targets. However, how does the change in the solution happen?
Is there a particular angle where the subject switches between the solutions? To answer these questions
the second preliminary experiment addressed a gradual angular change of the target configurations and its
aim was to investigate the presence of a point where CNS swaps between the solutions exhibited at the two
distinct rotations.
3.5.1 Experimental session
Two male subjects, which previously participated in the first preliminary experiment and have shown different
solutions in the 90◦orientation to the 0◦and 180◦orientations, were selected to take part in this experiment.
Similarly to the previous experiment, the two subjects were again using the ‘paper’ version of the apparatus
(Fig. 3.1A).
For the purpose of exploring the change from one trajectory solution to the other, all three setups were used,
but in this case, their 13 rotations ranging from 0◦to 180◦with a 15◦step between each rotation were utilised
(Fig. 3.2A, E). Again the rotated configurations were presented in random order and each configuration was
performed in 10 consecutive trials. Each trajectory acquisition cycle for every configuration followed the
same sequence as in the first experiment:
1. the subject found starting point and placed stylus tip at the target,
2. the audio cue indicated ‘go’,
3. the subject performed fast smooth and continuous movement through the targets in the indicated
order,
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4. the subject remained at the finishing point until he heard an prompt in form of an audio cue to move
back to the starting position
Total of 390 trials (3 setups × 13 configurations × 10 trials per configuration) were performed by each
subject.
3.5.2 Results
The results for setup A for both subjects are shown in Figure 3.8 and represent the two distinct trends
observed. The first trend is demonstrated by solutions of subject A. At 0◦target orientation the trajectory
depicted in black (solution 1) is the dominant solution. On the contrary, the solution highlighted in red
(solution 2) is established as the dominant solution at the 90◦setup orientation. Starting at 0◦, with every
15◦step in the setup orientation the dominance of solution 1 diminishes and the count of solution 2 increases
until the setup orientation reaches 90◦, where solution 2 completely eliminates occurrences of solution 1.
Similarly, starting at 90◦and increasing the orientation by 15◦steps the dominance of solution 2 decreases
with every step, while the dominance of solution 1 increases with every step, resulting in only solution 1
occurrence at 180◦setup orientation.
The second observed trend indicates no actual change in the dominance of the prevailing solution (solution
1) over the less frequent solution (solution 2). Solution 1 remains the dominant solution for every 15◦step
in setup orientation with occasional occurrence of solution 2. Furthermore, no particular trend in solution 2
occurrences is observed.
3.5.3 Observations
The results of this experiment were inconclusive as they indicated that some subjects possess clear pattern
in the number of solutions between the consecutive setup rotations (Fig. 3.8, Subject A), but others do not
(Fig. 3.8, Subject B).
52
Figure 3.8: Results of an experiment with smaller differences in target configuration orientations paradigm.
The results plotted are for setup A only and demonstrate the use of solutions [+ - + +] in black (solution
1) and [+ + + +] in red (solution 2). Subject A shows a trend in the two distinct solutions distribution. At
0◦only solution 1 is predominantly used. The occurrence of solution 1 slowly decreases and is replaced with
occurrence of solution 2 as the orientation of the target configuration approaches 90◦. At 90◦only solution
2 is used. Similarly from 90◦to 180◦the distribution of solutions gradually changes to favour of solution 1
at 180◦. This trend was not observed with Subject B, who predominantly used solution 1 and solution 2
appeared randomly at different orientations without any discerning pattern.
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3.6 Experiment 3: Effect on movement choices when presented
randomly with target setups
There was a concern that the subjects possibly tend to fix to a specific solution, if they continue performing
the movement on one target orientation in a number of consecutive trials that follow immediately after each
other. An experiment had to be designed such that this effect could be eliminated and thus prove or disprove
the concern.
3.6.1 Experimental session
Four male subjects have taken part in this experiment. They have been presented with the ‘monitor’ type of
experimental setup and again asked to perform fast smooth and continuous movements through the targets
shown on the monitor.
The sequence of target configurations composed of the three setups and their respective 0◦, 90◦, 180◦and
270◦rotations. Each orientation was repeated in 10 trials, reaching a total of 120 trials (3 setups × 4
orientations × 10 trials) for the entire experiment. In contrast to the previous two preliminary experiments,
all of the 120 trials were presented in a random order and a special care was taken to ensure that no same
target configuration, i.e. setup with the same rotation, was shown to the subject immediately after each
other (Fig. 3.2G). The individual trials again followed the same cycle as in the previous experiments; settling
the tip of stylus on the starting position, waiting for audio cue, performing the movement, remaining at the
finishing point and waiting for audio cue to move to the starting position.
3.6.2 Results
Figure 3.9 depicts the results of a representative subject for setup A. The subject chooses to perform one
solution for some orientations and a combination of two solutions for other orientations. The other subjects
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Figure 3.9: Results of a sample subject from an experiment with random trials paradigm. The subject chose
to use two distinct solutions; [+ - + +] shown as a black trajectory and [+ + + +] shown as a red trajectory.
Compared to the trend of solution distribution for the experiment with the consecutive trials paradigm (Fig.
3.6), the subject did not use only one solution per setup orientation, but instead chose to switch between
two solutions, resulting in distinctly more varied overall response.
performed in similar fashion and chose either one or a combination of two or more solutions for individual
target configurations.
3.6.3 Observations
The solutions for particular target configurations are in line with the observations from the first experiment
however, in this instance more switching between the solutions is observed and is present across all the
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configuration orientations. Therefore it was concluded that the subjects do tend to perform almost identical
trajectory for a particular target orientation, if the trials for this orientation are presented one after each
other.
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Chapter 4
Investigation of Motion
4.1 Introduction
How do humans choose their movement from the infinite possibilities allowed by the musculoskeletal system?
What are the mechanisms involved in motion planning? Does the environment influence the choice of the
plan? The redundant system of muscle actuators allows for infinite combinations of muscle activations
to execute a task (Bernstein, 1967). However, experiments have consistently shown that motor tasks are
performed by using regular muscle activation patterns (Morasso, 1981; Todorov and Jordan, 1998; Osu et
al., 2003; d’Avella et al., 2006), suggesting that the central nervous system (CNS) fulfils a process by which
it distributes task dynamics among the muscles and the joints. The studies that propose models for this
process have mainly approached this by optimising a specific cost function involving physiological and task
variables such as motion smoothness in Cartesian space (Flash and Hogan, 1985; Uno et al., 1989), joint
space (Burdet et al. 2006), task error (Burdet and Milner, 1998; Harris and Wolpert, 1998), effort (Todorov
and Jordan 2002), or a combination of error and effort (Franklin et al., 2008; Emken et al., 2007; Miyamoto
et al., 2004; O’ Sullivan et al., 2009). However, these studies have assumed that the motor plan is adapted to
a particular environment and whenever this particular environment is perceived, the same plan is executed,
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creating essentially a unique solution per environment. Multiple motor plans have only been studied in the
context of multiple environments, either dynamic environments (Cothros et al., 2008; Burztyn et al., 2006)
or visuo-motor rotations (Krakauer et al., 1999).
However many real life tasks have multiple possible solutions (Ganesh et al., 2010) giving the CNS a choice
of multiple muscle activation trajectories to achieve the same task. Studies have reported subjects selecting
between multiple solutions in these tasks (Todorov and Jordan, 1998; Ganesh et al., 2010). What is the
reason behind the existence of these multiple motor executions? Are these a result of multiple plans by the
CNS? If so, how does the CNS develop multiple motor plans and what selection process does it employ?
To address these questions an environment from the preliminary experiments was adapted where subjects
had to guide a stylus through series of targets, allowing for observation of adopted trajectories for specific
target setups and corresponding orientations of these setups. Next, the subjects were allowed to explore
an alternate trajectory for some of the orientations of the setups. The responses indicate that the subjects
utilise multiple trajectories to achieve the same task, with random switches between the multiple choices,
and that the probability of choosing a particular trajectory is influenced by the previous motor exploration.
Importantly, it is observed that the influence generalizes to unexplored orientations, which can be explained
only as an effect on motor planning.
4.2 Method
4.2.1 Subjects
13 naive right-handed subjects (2 females) without known pathology, aged between 21 and 39 years old,
participated in the main (7 subjects) and supplementary (6 subjects) experiments. The experiments were
conducted according to the principles in the Declaration of Helsinki and were approved by the ethics com-
mittee at Imperial College London. Each subject gave an informed consent prior the involvement in the
study.
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Figure 4.1: Setups A and B with their respective templates. Template 1 corresponds to SOL1 and template
2 corresponds to SOL2.
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4.2.2 Task and conditions
Each subject sat in front of a glass-protected horizontally-laid LCD monitor and was asked to hold a stylus
in his right hand (Fig. 3.1B). The subject’s seated position and height was adjusted so he was able to
comfortably reach with the stylus any position on the glass panel covering the monitor allowing for a free
motion within the active range. Similarly as in the preliminary experiments, the subject was repeatedly
presented with series of numbered points and additionally in some cases with trajectory templates (Fig.
4.1). He was required to “make a smooth and continuous movement from the ‘start’ to the ‘end’ targets
via the ‘1’, ‘2’, ‘3’, ‘4’ targets, keeping the movement as fast and as accurate as possible”. No feedback of
performance was given to the subject at any stage of the experiment.
4.2.3 Experiment sessions
The experiment for each subject consisted of three free sessions separated by two trajectory exploration
sessions and lasted approximately 60 minutes. The subjects were allowed short breaks of about one minute
in between each experimental session.
The free sessions consisted of presenting the subject with two distinct setups (setup A and B) of targets (Fig.
4.1A), with both setups appearing in three possible target configurations obtained by rotating the setups by
0◦, 120◦or 240◦, reaching the total of six different configurations. The subject performed 20 trials in each
configuration, equalling 120 trials (2 setups × 3 orientations × 20 trials), which was shown to him in random
order. When a point configuration was presented, the subject was asked to locate and position the stylus
tip at the starting point. An audio ‘go’ cue was given 1-2 seconds after settling in the starting position and
the subject was required to begin his movement immediately after hearing the cue. On completion of his
movement, subject was asked to remain at the ‘end’ target until the next configuration replaced the previous,
following which the whole cycle repeated.
In the trajectory exploration session (Fig. 4.2) the subject was presented with only 0◦and 120◦rotations of
the two setups, with each configuration repeating in 30 trials. All 120 trials (2 setups × 2 orientations × 30
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Figure 4.2: Trajectory exploration. The subject was shown the current trial’s target configuration and
asked to place the stylus on the starting point. Once in position, a possible trajectory solution was briefly
(2 seconds) presented. Next, the subject had to wait for another 0.5 second for an audio cue prompting
her/him to start the movement.
trials) were again presented in random order. When a point configuration was presented, the subject located
the start point similarly as in the free session. After settling in position, the subject was shown an alternate
solution template, which was superimposed on the targets, but leaving the targets visible. The solution
template was a 1.5cm wide semi-transparent strip of either of the solutions in Figure 4.1B. The template
for Solution 2 was used during the first trajectory exploration session (as all subjects were found to use
Solution 1 more often across all setup configurations in the first free session), while Solution 1 was presented
as the template in the second trajectory exploration session. The template remained visible for 2 seconds
and the subject was asked to remember it. Next, the template was switched off, but the configuration targets
remained visible for 0.5 second before the audio ‘go’ cue instructed them to repeat the memorised movement
immediately after the cue. Upon completion of the movement the subject was asked to remain on the ‘end’
target until new configuration replaced the previous one. The cycle was then repeated.
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Once the subject had completed all 600 trials (120 trials × 3 free sessions + 120 trials × 2 trajectory
exploration sessions) he was given a questionnaire with queries about the strategy and any changes to the
strategy used during the experiment as well as any perceived relationship of the presented configurations.
A subsidiary experiment was performed in order to examine whether the observed patterns were specific to the
explored orientations. The experimental protocol of this experiment corresponded to and was almost identical
to the first half of the main experiment, i.e. two free sessions separated by SOL2 exploration session, differing
only in the unexplored orientations used during the exploration session. During this additional experiment
three subjects were presented with 120◦and 240◦setup rotations, leaving the 0◦orientation unexplored, and
the remaining three subjects were shown only 0◦and 240◦setup rotations, omitting the 120◦orientation.
4.2.4 Classification of solutions
The sets of via-points that constrict the movement to the observed solutions, referred to as setups, play an
important role in demonstrating the planning mechanisms employed by CNS. The configurations of targets
were suggested by previous study dealing with the via-point movements (Todorov and Jordan, 1998), however
the individual target positions were slightly altered.
A method of classifying the trajectories was designed during the preliminary experiments (Section 3.2.3)
where the individual trajectories were classified by the sign of the curvature nearest to the via-point The
resultant groups of trajectories were subsequently labelled as Solution 1 (SOL1), Solution 2 (SOL2), Solution
3 (SOL3), etc., according to the level of appearance, with SOL1 being the most commonly used solution.
Further, SOL3 and higher were discarded if they made up < 1% of all the initial responses. The curvature
sign sequence of SOL1 and SOL2 for setup A are [+ - + +] and [+ + + +], respectively, and for setup B [-
+ + +] and [- - + +], respectively.
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4.2.5 Muscle activation
The major proportion of the movement whilst performing the task has been identified around the elbow
and shoulder joints. Electromyography (EMG) activity was recorded from six muscles that greatly con-
tribute to the control of these joints: brachioradialis (forearm flexion), triceps brachii lateral head (elbow
extension), biceps brachii (elbow flexion, forearm supination), triceps brachii long head (shoulder joint sta-
bilisation), pectoralis major (shoulder joint control) and deltoid posterior fibres (shoulder flexion, abduction
and extension). Each muscle was identified using the functional movements and electrodes were attached
correspondingly. Only one subject took part in this investigation.
The subject with the EMG electrodes attached was again sat in front of the same experimental hardware
setup. The muscle activity investigation consisted of two forced sessions, where the subject was guided to
perform SOL1 during the first session and SOL2 during the second session. In each session the subject was
shown first 80 trials from the same sequence of setup configurations as during the first free session in the
main experiment, ensuring that each configuration had been performed at least 10 times. The corresponding
solution templates were permanently superimposed on the configuration targets, with the targets still visible.
When the configuration was presented to the subject, the subject was asked to locate the starting point.
Once in position, an audio ‘go’ cue prompted the subject to initiate the movement first by briefly (1 second)
co-activating the muscles in his right arm and then begin the movement as indicated by the visible trajectory
template. After completing the motion, the subject was asked to remain at the ‘end’ target till the appearance
of the next configuration.
The EMG signals were amplified using g.tec commercial EMG amplifier (g.BSamp) and read into the com-
puter using National Instruments data acquisition card (NI 6221). The read-in channels were filtered between
20 and 250Hz, rectified and filtered using 5Hz cut-off frequency. The EMG signals of the same setups and
setup configurations were aligned to the start of the movement and averaged, obtaining 36 averaged EMG
signals (2 setups × 3 configurations × 6 muscles) for both SOL1 and SOL2. Finally, each of the resultant
72 muscle signals was normalised by the mean activity of the corresponding muscle at the corresponding
configuration.
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4.2.6 Data processing
The subject responses were smoothened using a third order low-pass Butterworth filter with 5Hz cut-off
frequency to eliminate the noise. Further, whilst performing some of the data analyses the differences between
the total duration of the individual trials needed to be eliminated. This was achieved by normalising the
total time taken of each trial and fixing it to 1 second, whilst retaining all other relations unchanged.
As a means of comparing the solutions within and across subjects’ performances, a variety of costs based on
the kinematics of the movement were calculated for each trial. Prior to obtaining the individual costs, the
times of each trial have been normalised to 1 second. The following cost functions were used:
Cd =
all∑
i=1
∆xi (4.1)
Cv =
tf∫
t=t0
x˙2 dt (4.2)
Ca =
tf∫
t=t0
x¨2 dt (4.3)
Cj =
tf∫
t=t0
...
x 2 dt (4.4)
4.3 Results
4.3.1 Existence of multiple solutions
Figure 4.3 shows the hand paths of three representative subjects. In all three cases it is observed that the
subjects employ several solutions to solve the task for the particular setup. Interestingly, the sets of solutions
for the individual setup configurations are not always the same, i.e. the set of solutions for the 0◦configuration
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Figure 4.3: Initial free session sample responses through the prescribed configuration of points for three
illustrative subjects; 0◦, 120◦and 240◦orientations of setup A (responses A and B) and 0◦, 120◦and
240◦orientations of setup B (response C). The individual solutions in each response have been colour-coded
according to their curvature signature. Note the multiple solutions used in some orientations, different set
of solutions per orientation and also different solutions per subject.
is not necessarily the same as for the 120◦or 240◦configurations. This confirms the observation of (Todorov
and Jordan, 1998) that subjects vary between multiple patterns under different setup configurations and gives
us a tool to study motion planning. It was observed that most of the subjects used in the first free session
two common solutions (denoted by SOL1 and SOL2 according to their count), although some subjects used
three or more solutions for one or both setups and some used only one solution for both setups. Note that
the solution used in most of the trials is the same across subjects, where more than 70% of the first solutions
adapted by all the subjects are SOL1. However, the proportion of solutions in the different orientations of
a setup is not the same across the subjects.
4.3.2 Solutions are chosen at random
The chronological sequences responses for both setups A and B as exhibited by the individual subjects are
plotted in Figure 4.4. The plots show only SOL1 and SOL2 irrespective of the setup rotation. The responses
in during the first session do not indicate any immediate pattern in the selection of a solution during the
free sessions and the manifestation of the performed solutions seems to be random. Additionally, the same
trend seems to be prevail even after the exploration session, i.e. no convergence towards either explored or
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Figure 4.4: The response distribution for all subjects. The graph shows all subjects’ experimental responses
to setups A and B for all sessions as chronological sequences of SOL1 and SOL2 (with exploration sessions
in grey). Note that as the detected motion patterns (i.e. the solutions) were found to be rotation invariant,
generating each sequence considered only the data on the solution and setup and omitted the information
about the orientation of the setup.
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Figure 4.5: The trajectories and velocities of first three SOL2 and SOL1 of a sample subject during first
and second exploration sessions, respectively, are plotted. The velocity profile of the first three trials shows
many peaks as well as high variance and duration of the finishing times compared to the last three trials.
pre-existing solutions is observed, and is true for both 2nd and 3rd free sessions.
4.3.3 Influence of solution exploration on planning
After the initial free movements, subjects received visual presentation of SOL2 immediately before their
movement as explained in section 4.2.3. It has been verified that 30 exploration trials per setup configuration
were sufficient for all the subjects to perform the alternate solution in a smooth, fast and accurate manner as
required by the instructions. Figure 4.5 depicts the comparison of the initial three trials and last three trials
in the exploration session. During the initial three exploration trials per configuration the velocity profile
exhibits many peaks, which indicates corrective movements. Furthermore, the analysis of the total time
taken to complete these initial movements uncovered large variations (subject normalized mean, µ = 0.13).
The last three trials of each configuration show only 4 or 5 peaks in the velocity profile, thus indicating
smoother movements, and the consistency of the movement improved as the variation in overall time had
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Figure 4.6: Hand movement trajectories of sample subject responses for all three free sessions. The bars
next to each orientation represent the actual count for SOL1 and SOL2 and the pie-chart shows the total
numbers of these solutions for the particular session. The greyed are highlights the unexplored orientation.
A. Solutions in initial free session. B. Following an exploration session presenting a visual presentation of
Solution 2 for the 0◦and 120◦orientations SOL2 is introduced as a solution during the next free session.
C. Opposite effect on the response is observed when using SOL1 during the exploration session, taking the
response almost back to the initial response, but still retaining some SOL2.
significantly decreased compared to the initial trials (subject normalised mean, µ = 0.07, 44% decrease). In
addition, the overall time of the movement in last trials was reduced significantly comparing to the time
of initial trials (normalised mean time, µinitial = 0.87, µlast = 0.78). Overall, this confirms the subject
adopting the new solution for the given task.
Figure 4.6 shows the behaviour of a representative subject that employs two solutions for setup A. During
the initial free session SOL1 is the sole solution for all configurations for this subject. After the first
exploration session (with SOL2 used as the template) there was a large increase of SOL2 count taking the
Figure 4.7: Hand movement trajectories of a subject with 3 responses for all three free sessions. The bars next
to each orientation represent the actual count for SOL1, SOL2 and SOL3 and the pie-chart shows the total
numbers of these solutions for the particular session. The greyed are highlights the unexplored orientation.
Similar results as in Fig. 4.6 can be observed, where SOL2 count significantly increases, reducing both
the numbers of SOL1 and SOL3 after first exploration session, and then decreases after second exploration
session. Note that SOL3 was never explored.
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Figure 4.8: Analysis of modification of the proportion of used solutions in the 7 subjects for setups A and
B. The spatial representation of data from different rotations is similar to Figure 4.6, while the three free
sessions are represented by adjacent bar graphs. The combined data over the three directions is represented
in the centre plot. The green points correspond to individual subjects.
ratio between SOL1 and SOL2 to approximately 1:1. Note that during the trajectory exploration session
the subject was exposed only to two configurations (0◦and 120◦) but the SOL2 ratio also increased in the
240◦rotation. After the second exploration session where SOL1 was presented prior to movement, SOL2
count decreased, approximately halving the number in the previous free session. This was again observed in
all three configurations including the unexplored 240◦.
Similarly, Figure 4.7 shows responses of a subject that exhibits three solutions for setup A. The overall
trend of the response to exposure to the exploration sessions remain the same as with the subject with only
two solutions, i.e. there is significant increase of SOL2 proportion after the first exploration session and
significant increase of SOL1 proportion after the second exploration session. Note that SOL3 still figures as
a solution in the second and third free sessions.
Alike trend was observed in all the subjects in both setups. Figure 4.8 summarises the data of all subjects
from the three free sessions for setups A and B. A significant increase (p < 0.001) and then a significant
decrease (p < 0.001) in the SOL2 counts across all subjects and in all directions is observed; this is also
evident from the green traces corresponding to the individual subjects. Through presentation of a solution,
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Figure 4.9: Changes in SOL2 count following first and second exploration sessions. The explored orientations
experienced significantly higher increase in the SOL2 count post first exploration session than the unexplored
orientation. Similarly, the explored orientations experiences significantly higher decrease in SOL2 count than
the unexplored orientation. Note that SOL2 was explored in the first exploration session and SOL1 was
explored in the second exploration session.
the subjects were influenced to use a solution more often, though they were not instructed to do so. This
change has also been identified as unconscious through the responses to the questionnaire, where the subjects
indicated that exploring did not have an effect on the strategy employed to solve the task.
To examine how the changes compare at the separate orientations, the increase of SOL2 after the first
exploration session and decrease of SOL2 after the second exploration session was analysed (Fig. 4.9). Note
that SOL2 was presented as a template during the first exploration session while SOL1 was presented as a
template during the second exploration session. A clear trend emerges for all the subjects, where following
the first exploration session the number of SOL2 significantly increases in all three directions and following
the second exploration session number of SOL2 significantly decreases. It is noted that the SOL2 count in
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Figure 4.10: The effect of unexplored orientation on the post-exploration solution change. The explored
orientations consistently exhibit larger increase in SOL2 instances than the unexplored orientation. This is
true for either combined or individual increase in the explored orientations.
the third free session remains higher than during the first exploration session.
Furthermore, a comparison of the individual directions reveals inequality in the increases and decreases of
the SOL2 counts in the explored and unexplored configurations, where the explored orientations experienced
approximately twice as much increase than the unexplored orientation. The same trend was also observed
during the subsidiary experiment (Fig. 4.10), where the unexplored orientation experienced only approxi-
mately half the increase in SOL2 compared to the two explored orientations. Additionally during the main
experiment, following second exploration session the SOL2 count has approximately halved in the trained
directions, but the untrained direction experienced saw less change, about a third reduction of SOL2 count.
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Figure 4.11: The calculated costs of both solutions of all subjects. All of the individual costs were normalised
with respect to the maximum cost of all the solutions per subject. The individual bars define the mean
normalised cost of all subjects and the error bars indicate the standard deviation. The plots reveal that the
cost for SOL2 is consistently higher for all the considered costs even throughout the individual free sessions.
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4.3.4 Comparison of SOL1 and SOL2
Previous studies have attempted to model human motion planning and execution as the optimisation of
physical costs like jerk (Flash and Hogan, 1985), acceleration/torque (Uno and Kawato, 1989) or effort and
error (Todorov, 2002; O’Sullivan 2009). It remains unclear what the real cost the central nervous system
would use, which might also be dependent on the task performed. However, it can be assumed that this cost
would depend on kinematic variable, and thus computed corresponding cost functions (Eqn. 4.1, 4.2, 4.3,
4.4) compared the two solutions.
No significant difference was observed between the overall movement lengths between the two solutions
(pCd > 0.91). Across the velocity, acceleration and jerk costs for SOL2 were consistently higher than
SOL1 (Fig. 4.11) for all the subjects, though statistical significance was obtained only for the velocity cost
(pCv < 0.001), but not for acceleration and jerk costs (pCa > 0.15, pCj > 0.64). Incidentally, the patterns of
SOL1 for both setups correspond to the minimum acceleration and minimum jerk solutions for these setups.
To further explore the features of SOL1 and SOL2 in each setup the velocity profile was analysed. Figure 4.12
depicts sample velocities for both setups A and B revealing that the velocity profiles are different between the
two solutions. The speed measured closest to the via-point confirms significantly different patterns between
the two solutions (p < 0.001).
Investigation of the times at which the via-points were passed (Fig. 4.12) revealed that the time required to
reach from one trajectory coordinate nearest to a via-point to another behaves in isochronous fashion, i.e.
the times remain nearly the same, regardless of the distance between the consecutive via-points. Importantly
this phenomenon is observed for both solutions, where the via-points are passed at almost identical times
regardless of the distinct differences in the velocity profiles between the two solutions. Note that the interval
times are arbitrary as the trajectories were normalised to 1 second.
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Figure 4.12: Velocity analysis of setup A and setup B (A. and B. respectively). The graph on left shows
velocity profiles of random three SOL1 and random three SOL2. The right graph shows the mean ± standard
deviation of the normalised time and velocity at the via-points.
4.3.5 Muscle activations
The muscle activations for all six target configurations and both solutions, SOL1 and SOL2, were recorded
and plotted (Fig. 4.13). It is observed from the responses that different muscle activation patterns are
required for the completion of the task for any of the target configurations. The difference becomes even
more apparent once the muscle activation patterns for SOL2 are subtracted from muscle activation patterns
for SOL1 (Fig. 4.14). Furthermore, the subtraction plots reveal a significant difference in muscle activations
when performing either of the two solutions.
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Figure 4.13: Plots of the muscle activity for SOL1 and SOL2 under different orientations when performing
Setup A. The three plots for each setup show the normalised EMG signals for 0◦in the first plot, 120◦in the
second plot and 240◦in the third plot. The activity of the individual muscles differs with the orientation.
The duration of each of the movements is approximately 800 − 900ms and any muscle activity after that
point possibly indicates muscle activity associated with subject stabilising the stylus in the end position and
not completely relaxing as asked during the experiment.
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Figure 4.14: Plots of the absolute difference between the muscle activity whilst performing SOL1 and SOL2
under different orientations in Setup A. The actual movements lasted only approximately 800− 900ms, as is
clear from very little activity after that time. The three plots clearly show that the muscle activity for each
setup orientation was significantly different.
4.4 Discussion
4.4.1 Motor memory and use of multiple motion solutions
The results confirmed the observation (Todorov and Jordan, 1998) that the subjects do not always use
the same unique solution when movement is performed through a series of via-points. On the contrary, it
was observed that the subjects generally tend to switch between multiple solutions which satisfy the task.
Furthermore, the sets of solutions used by individual subject might differ to other subjects and in the case,
where subjects use the same set of solutions, the proportions of these solutions differ between the subjects.
Additionally, the experiment revealed that motor exploration has an influence on the subsequent motor
planning The choice of motor solution has been modified either by introducing new or enhancing existing
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motor solution as the subjects showed an unconscious tendency to choose the solution that they performed
in the motor exploration session. Similar phenomenon where the motor execution influences the subsequent
motor movement has been previously observed in a static muscle co-contraction task (Ganesh et al., 2010).
4.4.2 Influence on planning and execution
The human arm is a non-linear multi-link system actuated by a redundant set of muscles. The arm motion
is planned and executed by activation of these muscles. When a subject makes movements on via points in
different orientations, he has to use a different set of muscles and joint angles for each, even when the relative
spatial location of the via-points (referred to as a setup) is the same. Nevertheless, it is observed that the
motion solution for a same setup does not change when the points are presented in a different orientation
(e.g. Fig. 4.6A). This elucidates that the CNS probably plans movements in the external coordinates before
distributing the plan to the corresponding muscles that are required for a particular orientation, i.e. a
hierarchy of planning and execution.
Evidence further supporting this claim arises from the changes in motor execution in the unexplored direction
after exploration sessions. During the experiment subjects explored only two of the possible three orientations
for each setup, however, the post-exploration sessions revealed that the explored solution manifested itself
also in the unexplored orientation either by establishing itself as a new solution or largely strengthening
its presence as a solution. This generalisation clearly indicates that the exploration influences the motor
planning as well.
If the execution of movements would influence only the motor plan, similar alteration of the solutions
distribution would be expected in all of the target configurations irrespective of which was explored. However,
the results (Fig. 4.10) demonstrate that the influence of exploration of a specific solution was consistently
larger in the explored orientations than in the unexplored orientations. This elucidates the presence of an
additional, probably individual muscle level influence which directly influences motor execution. Therefore,
the motor execution influences the subsequent motor execution and choice of motor plan. This orientation
factor may be a result of coding of the movement in intrinsic joint or muscle space coordinates, similar to the
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observations of (Ganesh et al., 2010) or in orientation variant extrinsic space coordinates, e.g. visual space.
4.4.3 Influence of intrinsic coordinates
While similar motion patterns characterized by the same curvature signature, along different orientations
clearly indicates planning in a coordinate space external of the body, the curvature patterns differ significantly
between orientations (Fig. 4.15). Comparing the curvature profiles between subjects reveals distinctively
different times at which the peaks in curvature occur. These observed differences suggest that while the
motion is planned in extrinsic coordinates, it is then locally optimized (about the planned trajectory) in the
intrinsic coordinates (Franklin et al., 2008) probably taking into consideration the dynamic differences due
to orientation and individual arm properties.
4.4.4 Choice of alternate solution and exploration
An important aspect of the study is the choice of the alternate solution. The solutions that subjects were
exploring were picked from the solutions observed to exist during a separate preliminary experiment. Thus,
even though kinematically distinct (as shown by a different signature), the chosen alternate solution was
already a weak choice of the CNS. The influence on motor planning and execution reported in this experiment
may not extend to completely new motor pattern/solution, but are prominent for the natural solutions of
the task.
The differences between these two alternate solutions that may be contributing to one solution being domi-
nant over the other have been investigated. The time intervals between via-points were observed to be the
same (Fig. 4.12) regardless of the trajectory solution adopted. Computation of different kinematic costs,
namely integrated speed, acceleration and jerk magnitudes (Fig. 4.11), indicated that these costs were sys-
tematically larger for SOL2 than for SOL1. However the differences were relatively small, so that only the
velocity cost was significantly different. This suggests that rather than just one, the CNS may consider a
combination of these costs, but switches between distinct solutions. This may correspond to ambiguities
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Figure 4.15: Curvature signature of all subjects under different orientations for A. SOL1 in Setup A and B.
SOL1 in Setup B. Plotting the curvatures reveals that the orientation of the targets’ configuration can be
classified by the times at which the peaks in curvature occur.
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observed in perception, e.g. visual illusions. Repeated presentation of an alternate natural solution rein-
forces the relative use of this solution, indicating that the putative cost considers previous experience, i.e.
integrates motor memory (Ganesh et al., 2010).
Interestingly, an initial experiment where subjects were asked to trace a template (template being visible
throughout) did not induce any change in response when the path was removed. The influence was only
obtained when the subject remembered and performed the motor execution as in a normal free trial. This
may be due to the fact that tracing uses predominantly online visual feedback task, while normal movement
tasks are mostly planned, using and feedforward (with visually elicited corrections). This allowed for the
creation of a subject specific plan satisfying the conditions of the task as well as CNS’ internal conditions,
rather than just a ‘copy’ of the explored solution.
4.4.5 Via-point timing
The time intervals between reaching the via-points are observed to be the same regardless the trajectory
solution adopted or the distance between the via-points making the movement isochronous at the via-
points. This is consistent with the findings of previous studies exploring the timing and segmentation of the
hand movements (Viviani and Terzuolo, 1980; Viviani and Terzuolo, 1982; Viviani and Flash, 1995). This
phenomenon is referred to as the isochrony principle or its special case the isogony principle (Viviani and
Terzuolo, 1982). The isochrony principle describes the weak dependence between movement duration and
the movement extent, i.e. the average velocity between two points increases with the distance between the
points, maintaining the movement duration almost constant. The investigation of this phenomenon dates as
far as the late 19th century (Binet and Courtier, 1893), however, computational models for this phenomenon
were attempted much later (Viviani and Terzuolo, 1980).
Some studies mentioning this phenomenon have dealt with 2D planar movements such as handwriting (Vi-
viani and Terzuolo, 1982), scribbling (Viviani and Stucchi, 1992) or continuous drawing of simple cyclic
patterns, e.g. figure of eight, folded-in figure of eight or clover-shaped trajectory (Viviani and Terzuolo,
1982; Viviani and McCollum, 1983; Viviani and Flash, 1995; Bennequin et al., 2009), while others looked
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at 3D unconstrained movements (Maoz et al., 2009). All of these studies, except the ones addressing the
scribbling, considered a template-based learned trajectory, i.e. handwritten letters repeated many times
throughout the lifetime of the subject or predefined patterns repeated in approximately 200 or more consec-
utive trials, and defined the virtual via-points based on the curvature peaks or sign-changes. The results of
these studies observe a clear pattern of maintaining the timing between the virtual via-points regardless of
the change in the distance between the via-points.
The earlier studies (Viviani and Terzuolo, 1982; Viviani and McCollum, 1983) indicate that this phenomenon
is most likely to be established during the planning stage and may fulfil the following roles:
1. Movement preparation The subject may require certain time to find and prepare the movement to the
next target, either by accessing memory storage or the sensed information.
2. Keeping pace Making the movement isochronous may be a means of keeping the pace in order to
produce a fast and smooth movement. As such, during the planning stage the CNS is thought to
produce virtual reference points that are to be reached in a specific time.
Further, the more recent studies (Bennequin et al. 2009), have proposed another possible explanation for
this phenomenon: Isochronous movement is computationally simpler. Since the timing of virtual or given
via-points is fixed, the CNS can prepare the plan of motion faster.
The previous studies considered mainly handwriting, scribbling and continuous repetitive movements and
established the different isochronous time segments based on the trajectory shape and dynamics. Addi-
tionally, in all the cases, except during the scribbling motion, the movement was done along a predefined
trajectory, but without an indication of any via-points. During these movements the CNS had to generate its
own via-points, which have been later extracted from the obtained trajectories and the timing between these
confirmed the isochrony principle. However, the task described in this chapter’s experiment has shown that
isochronous behaviour is achieved even during generating movement with predefined segments of motion,
i.e. the trajectory between given via-points. As such it is possible that the CNS, if presented with via-point
constraints, assigns the internal reference points to the given via-points, rather than using its own derived
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reference points.
4.4.6 Computational Modelling
Previous studies propose online linear optimal control (Todorov and Jordan, 2002) as a possibility of the
process employed by CNS whilst executing motion. This is contrary to the experiment’s findings where the
subjects unconsciously chose to solve the same task with multiple distinct solutions without any change to the
interaction environment. Additionally, if planning would optimally depend only on the current conditions,
then the subjects should perform similarly after exploring new solution. However, the distribution and
number of the solutions employed by subjects is not only dependent on the current conditions, but also the
previous experience, i.e. the exploration of a solution, ruling out the proposal of the online linear optimal
control.
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Chapter 5
Modelling Motion
5.1 Introduction
Understanding the planning of complex human arm movements is a challenge. A single task can be performed
by the unconstrained arm in an infinite number of ways, by varying not only the trajectory but also the
timing at which the task is completed. The volitional arm movements, either of a straight or curved nature,
have been subjected to many analyses resulting in several types of models, where the most popular methods
for realising such model utilises dynamic optimisation theory, where the resultant movement is minimised
according to some cost function (Flash and Hogan, 1985; Burdet and Milner, 1998; Harris and Wolpert,
1998; Todorov and Jordan, 2002). In particular, a successful method at providing analytical solution is
the ‘minimal jerk’ model (Flash and Hogan, 1985). This method has been used to describe the velocity
profile of a continuous motion through series of via-points (Todorov and Jordan, 1998) and to create a set
of submotions used in handwriting (Edelman and Flash, 1987).
A large amount of evidence suggested that complex movements might be composed of a small number of
simpler components (Morasso, 1986; Viviani, 1986; D’Avella and Bizzi, 1998; Weiss et al, 2000; Mussa-Ivaldi
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and Bizzi, 2000; Sanger 2000; Flash and Hochner, 2005; Sosnik et al., 2007), allowing for a finite number
of possibilities for the overall movement. While some studies searched for the evidence of these primitive
submotions, others have attempted to extract these either by looking at the trajectories of curved movements
(Sanger, 2000; Williams, 2008) or by identifying ‘muscle synergies’ (D’Avella and Bizzi, 2005).
Inspired by the results of previous experiment on the found hierarchical motion planning and execution
scheme as well as the ample support from the conducted relevant studies, a computational model is developed
describing the hand movements through the via-points. The constructed model utilises the idea of motion
being constituted of primitive components, which were computed here as minimal jerk segments. The
model first prepares a sequence of time-stamped patterns, constituting the particular solution to the motion
problem, i.e. the plan. Each pattern is additionally associated with a family of strokes of similar shape and
timing. This model has a mechanism to account for the observed spontaneous use of more than just one
solution per task. This choice of a solution is represented as a Markov process, and thus proposing a possibility
of how central nervous system (CNS) chooses between solutions and how does the exploration of a particular
solution affect the future CNS’ decision. When the movement is executed, its accuracy is realised by online
prediction of the motion through a forward model that utilises previously created families of strokes and the
modelled visual feedback, and online corrections to deal with the inaccuracies of the movement (noise). The
forward model takes the visual feedback, and by interpolating the corresponding strokes onto the trajectory
already completed predicts the future trajectory, applying the corrective movements if necessary.
The outputs demonstrate successful completion of the task according to the dynamics specifications (speed,
accuracy and smoothness) and show close matches to the observed experimental results in both the variety
of trajectory shapes, the velocity profile and curvature signature. These results are achieved despite the
important delay of visual feedback, and thus it can be concluded that the model-based feed-forward loop,
which compensates for large motion variability and the sensory delay, is an efficient model for the motion
planning performed by the CNS.
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Figure 5.1: Simulation environment developed for the purpose of evaluating the performance of the proposed
model. The main feature of the GUI was the display where the modelled trajectories were displayed either
as a continuous line or series of points. Some other features of the interface constituted of generating two
types of primitives either as an automated process or a custom input, accessing/saving of existing and new
solutions, and adopting primitives’ definitions to achieve a desired trajectory.
5.2 Model
5.2.1 Conditions
The model’s ambition is to reproduce the features observed in real subjects’ responses to the via-point tasks,
considering the large variability of human motion as well as the significant sensory delays. It verifies the
validity of a solution selection mechanism that utilises a collection of distinct solutions for particular setup,
and it explores the possibility of using discrete movement components, motion primitives, for planning of
arm movements in two-dimensional (2D) space by comparing the predictions of this model with the real-life
responses of subjects. The model considers only the kinematics of the end-effector (the tip of the stylus)
and the modelled movement is assumed to be unrestricted, i.e. there are no physical obstacles in the active
workspace (both two-dimensional simulation space and three-dimensional non-simulated arm space), nor is
the size of the workspace limited to specific dimensions.
A graphical user interface (GUI), as seen in Figure 5.1, was developed to aid visualising the trajectories
and control over the primitives. Both GUI and the simulation algorithm of the model were implemented in
MathWorks MATLAB R2007a.
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Figure 5.2: The overview of the implemented model. The two major sections are highlighted.
5.2.2 Task and model verification
The model was presented with two target configurations (setups) and was given two plans of motion with
the corresponding motion primitives for each setup. The solution selection mechanism of the model was
methodically primed with the values found for a representative subject from each of the free sessions in
the preliminary experiment. For each setup the model was tasked with employing its solution selection
mechanism and selecting one of the two plans for the particular setup, and subsequent execution of the plan
repeating the process 60 times (same amount as during the free sessions of the preliminary experiment).
Further, the selection mechanism was executed independent of the motion generation model. The mechanism
was initialised with the obtained experimental data of each subject from the preliminary experiment and
given a task to reproduce the solution selection for all three free sessions for each subject. Altogether data
for 42 sessions was generated (7 subject data sets × 3 free sessions × 2 setups).
5.2.3 Model overview
The aim of the model is to simulate kinematically the motion observed during the experiment with human
subjects described in Chapter 4. The generation of the modelled movement starts when the tip of the virtual
stylus is settled in the starting position, i.e. the coordinates of the first target, and ends when the generated
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trajectory reaches predefined proximity of the coordinates of the final target. Figure 5.2 highlights the
fundamental information flow within the model. The model employs two steps in its operation to achieve
the resultant motion; the solution planning mechanism and the actual trajectory generation loop.
The solution planning step is performed only once per trial. It is activated a priori to the actual trajectory
generation and involves a mechanism that selects the desired plan of the motion. Based on the visual input
the solutions for the current setup are identified and once listed, the solutions undergo a selection process
utilising Markov chains concept. Having selected a solution for the task, the primitives used to assemble
this particular solution are loaded from a library of building blocks and each primitive is allocated with
appropriate starting time. The time-stamped sequence of primitives is sent to the trajectory generation
loop.
The actual trajectory generation starts only when the solution is ready. Initially, the controller receives
the information about primitives comprising the solution and their respective activation times. Based on
this instruction the controller decides at what instant during the trajectory generation the appropriate new
motion primitive is to be activated and executed. The movement generation utilises a hybrid type of a model,
where both feed-forward and feedback loops are employed. When the primitive is executed by the controller,
it is subjected to various neuromotor inaccuracies as one would expect from human motion, resulting in
noisy response (the Virtual Arm subroutine in Fig. 5.2). The motion of end-effector and the position of
the next target are sensed through vision and proprioception and the sensed information is used to generate
the prediction of the state of the system. The prediction is then compared with the current position, and if
different motion than the predicted is detected, the controller generates and executes a corrective sub-motion.
The sensory segment of the system is subjected to a delay.
The following sections highlight the features of the two routines involved in successful movement regeneration
and describe the individual subroutines of these in detail.
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Figure 5.3: The two types of motion primitives utilised by the model: A) the straight primitive mapping
the motion between two targets A and B, and B) the curved primitive mapping the motion between targets
A and B, whilst passing trough target C. The primitives are represented as a discrete series of coordinates
equally spaced in time to demonstrate the speed profile of the movement.
5.2.4 Solution planning mechanism
Choosing the solution the model uses to generate the resultant response involves three main steps: identifying
primitives, creating all possible solutions and selecting a single solution (Fig. 5.2). However, before the
algorithm behind each of these routines can be revealed, several concepts involved in solution planning have
to be introduced.
Motion Primitives
Prior the generation of the actual trajectory the model has to define the building blocks of the possible
solutions of the task. These building blocks, or motion primitives, utilised by the model are in fact minimum
jerk strokes. As such, each primitive is formed by minimising the following cost function:
Cj =
tf∫
t=t0
(
...
x 2 +
...
y 2) dt (5.1)
where x and y are the Cartesian coordinates of the primitive’s resultant trajectory and tf is the total time
taken for the motion (Flash and Hogan, 1985). The model uses two types of motion primitives: a straight
primitive and a curved primitive.
92
Straight primitive The straight primitive (sP ) essentially represents point to point reaching movement (Fig.
5.3A) and produces a straight trajectory with a bell shaped velocity profile. It is invariant under rotation
and translation and governed by the movement amplitude, A, and time to reach the end-point, t1. The
primitive is defined by the equations 5.2 obtained by minimising Eqn. 5.1 (Flash and Hogan, 1985).
x(t) = x0 + (x0 − x1)× (15τ4 − 6τ5 − 10τ3)
y(t) = y0 + (x0 − y1)× (15τ4 − 6τ5 − 10τ3) (5.2)
where τ = tt1 , and (x0, y0) and (x1, y1) are the starting and finishing coordinates of the primitive, respectively.
The primitive is modelled as starting from rest and finishing at rest and as such follows the following starting
and finishing conditions:
x(t0) = x0
x˙(t0) = 0
x¨(t0) = 0
x(t1) = x1
x˙(t1) = 0
x¨(t1) = 0 (5.3)
Similarly, the boundary conditions for the y component are
y(t0) = y0
y˙(t0) = 0
y¨(t0) = 0
y(t1) = y1
y˙(t1) = 0
y¨(t1) = 0 (5.4)
Having established the general motion of a straight primitive sP , the parameters describing general form of
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such primitive (sΠ) are defined as follows:
sΠ =

x0 = 0
y0 = 0
x1 = xB − xA
y1 = yB − yA
t1 = tA→B

(5.5)
where (xA, yA) and (xB , yB) are the coordinates of starting and finishing points respectively and tA→B is
the total time taken for the movement.
Curved primitive The curved primitive (cP ) corresponds to a smooth movement between two targets (A
and B) via a third target (C) and can be thought of as a result of obstacle avoidance (Fig. 5.3B). Again
the resultant motion of the primitive is invariant under rotation and translation. Varying the amplitude
between A and C, A1, and B and C, A2, together with the time at C, t1, and finishing time, t2, results in a
new trajectory. The curved primitive is governed by the following set of equations obtained by minimising
Equation 5.1 (Flash and Hogan, 1985): for t ≤ t1,
x−(τ) = t
5
2
720 (pi1(τ
4
1 (15τ
4 − 30τ3) + τ31 (80τ3 − 30τ4)− 60τ3τ21 + 30τ4τ1 − 6τ5)
+c1(15τ
4 − 10τ3 − 6τ5)) + x0 (5.6)
and for t ≥ t1
x+(τ) =
t52
720 (pi1(τ
4
1 (15τ
4 − 30τ3 + 30τ − 15) + τ31 (−30τ4 + 80τ3 − 60τ2 + 10))
+c1(−6τ5 + 15τ4 − 10τ3 + 1)) + x2 (5.7)
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where
τ =
t
t2
τ1 =
t1
t2
c1 =
1
t52τ
2
1 (1− τ1)5
((x2 − x0)(300τ51 − 1200τ41 + 1600τ31 )+
τ21 (−720x2 + 120x1 + 600x0)+
(x0 − x1)(300τ1 − 200))
pi1 =
1
t52τ
5
1 (1− τ1)5
((x2 − x0)(120τ51 − 300τ41 + 200τ31 )−
20(x1 − x0)) (5.8)
Replacing x with y yields the remaining set of equations. The curved primitive also starts from rest and
finishes at rest and as such the velocity and acceleration at t0 and t2 follow:
x−(t0) = x0
x˙−(t0) = 0
x¨−(t0) = 0
x−(t1) = x+(t1)
x˙−(t1) = x˙+(t1)
x¨−(t1) = x¨+(t1)
x+(t2) = x2
x˙+(t2) = 0
x¨+(t2) = 0 (5.9)
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and similarly for y component
y−(t0) = y0
y˙−(t0) = 0
y¨−(t0) = 0
y−(t1) = y+(t1)
y˙−(t1) = y˙+(t1)
y¨−(t1) = y¨+(t1)
y+(t2) = y2
y˙+(t2) = 0
y¨+(t2) = 0 (5.10)
For the purpose of the model, the general form of the parameters (cΠ) defining the curved primitive cP has
been established in the following manner:
cΠ =

x0 = 0
y0 = 0
x1 = xC − xA
y1 = yC − yA
x2 = xB − xC
y2 = yB − yC
t1 = tA→C
t2 = tA→B

(5.11)
where (xA, yA), (xB , yB) and (xC , yC) are the coordinates of starting, finishing and via- points respectively,
and tA→C and tA→B are the times taken from the starting to via- point and starting to finishing point
respectively.
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Figure 5.4: The Markov chain concept demonstrated on a simple two-state model. The circled numbers 1
and 2 represent the states (or solutions). Values α and β are the probabilities of leaving the particular state,
as indicated by the arrow. As this is only a two-state model, the probabilities of staying in state 1 and state
2 are 1− α and 1− β, respectively.
Employing Markov chains as a selection process
The subject responses in Chapter 4 have revealed usage of two or more solutions to solve the given task.
Furthermore, the selection of the solutions has been declared random as no immediate pattern in the solution
usage was found. Since these solutions can be thought of as states, the experimental data for each subject
can be modelled as a several-state discrete and random process, where each state represents a particular
solution and the number of states corresponds to the number of distinct solutions used. Such process can
be modelled using the Markov chains concept. An example of a two-state Markov chains process is shown
in Figure 5.4, where the probabilities of swapping between the states are given by the values of α and β and
can be represented as a 2× 2 matrix
P =
 1− α α
β 1− β
 (5.12)
Similar relation exists between the states of an n-state model, where n > 2, and can be modelled using n×n
matrix.
Identifying the values of α and β in case of two state model and α, β and γ in case of three state model
was achieved by analysis of the complete solution sequences for both target setups of all seven subjects
involved in the main experiment. However, corresponding to the experimental results it was assumed that
the orientation of the setup does not bear any significance on the selection of a particular solution, and thus
the information about the orientation of the setup was ignored. Only the sequences of the first two free
sessions were considered in the response modelling.
97
Figure 5.5: Processes involved in the solution planning mechanism. The three important steps in choosing
the sequence of primitives used by the trajectory generation loop are highlighted.
Bearing this in mind, a corresponding values for α, β and, if required, γ for the first two free sessions of
each subject were derived by identifying the number of utilised solutions and calculating the probability of
staying in a particular solution or swapping from this very solution to any other solution. For example, a
representative subject performs some number of trials for one setup during the first free session. Solution
1 appears as his solution x number of times and solution 2 count reaches y number of times. From all
solution 1 instances number xy indicates the number of times solution 2 followed solution 1 in the response
sequence. Similarly, yx represents the number of swaps from solution 2 to solution 1. From this information,
the Markov chain values α and β can be calculated using the following rule:
α =
xy
x
(5.13)
and
β =
yx
y
(5.14)
Once obtained, the newly obtained Markov chain values for each subject were then associated with corre-
sponding solution and used in the solution selection mechanism.
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Algorithm
The solution and primitive selection process is depicted in Figure 5.5. The governing algorithms of the
individual routines are described in more detail in the following sections.
“Identify solution” routine
The purpose of this routine is to identify all known solutions for the target configuration presented to
the system. As such, the first step obtains a sequence of coordinates describing all the targets from the
“VISION” input. The acquired sequence is matched with all known solutions to the system utilising the
following function
function List_viable_solutions
Solution_list = empty;
for (i = 1 to all known solutions)
if (coordinates of Solution(i) equal target coordinates)
add Solution(i) to Solution_list;
end for loop
output Solution_list
Upon completion the function outputs a list of all known solutions that match the current target configura-
tion.
“Select Solution” routine
The routine uses the list of all viable solutions for the current target configuration and chooses a single
solution used in the particular trial from the list supplied to it by previous routine. Before the selection
process can begin, it accesses the information about the previous solution used for the current target setup.
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If no information is available (i.e. the target setup is used for the first time) the algorithm will assign solution
1 as the chosen solution for the current trial, otherwise the next solution is chosen based on the Markov
chain parameters associated with the last solution used as detailed in the following pseudo-code:
function Determine_next_solution(Input: Markov chains parameters)
RND = random number between 0 and 1;
p1 = probability of solution 1 occurring;
p2 = probability of solution 2 occurring + p1;
p3 = probability of solution 3 occurring + p2;
if (0 RND < p1)
output solution 1;
else if (p1 RND < p2)
output solution 2;
else if (p2 RND < p3)
output solution 3;
Note that the solution state probabilities are obtained utilising the α, β and γ values and their appropriate
relationships defined by the matrix P (Eqn. 5.12). Furthermore, if only two solutions are used by the system,
the value of “probability of solution 3 occurring” is set to zero.
“Load Primitives” routine
The last routine of the solution planning mechanism accesses the information about the selected solution.
Utilising this information it forms a sequence of primitives used to generate the solution and equips them
with appropriate time stamps, i.e. it assigns each primitive with an activation time. Once the sequence of
primitives is initialised it is entered to the controller in the trajectory generation loop.
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5.2.5 Trajectory Generation Loop
The components comprising the process of generating the trajectory are depicted in Figure 5.2. The algo-
rithms used in the individual components are described in detail in the following sections. However, before
these can be described, some concepts behind their function have to be introduced first.
Noise
One of the constraints of the modelled movement is its accuracy. The human motion is subjected to inac-
curacies due to the discrepancies in the neuromotor activations and thus the resultant movement is exposed
to some deviations due to noise. When working kinematically, this signal dependent noise can be simply
linked with the speed of the movement (Fitts, 1954), and it has in fact been observed that in fast targeted
movements the deviation from the target is directly proportional to the average speed of the movement
(Schmidt, 1979). Thus the relationship between the standard deviation σ, the magnitude of the movement
D and the duration of the movement T is determined by
σ = C × D
T
(5.15)
where C is a constant with unit seconds and has been identified to have a value of 0.024s (Burdet and Milner,
1998).
Furthermore, the conducted experiments (Chapter 4) revealed variations in total time taken to successfully
complete the motion. The standard deviation of these time differences was established as 0.07 × µt, where
µt is the mean total time of the movement.
101
Figure 5.6: The two different ways of adding primitives. The vector representations of trajectories travelled
by the individual instances of two primitives in ∆t are shown in light blue and orange colours. The black
arrows depict the resultant trajectory as a result of A) primitive vector addition and B) primitive vector
averaging. C) The velocity profile graph reveals the problem with primitive vector averaging method where
a discontinuity is introduced at the start and end of multiple primitive executions. The black colour shows
the velocity when two primitives are co-activated and the light blue and orange colours indicate activity of
a single primitive only.
Adding primitives
The model employs limited set of primitives that make up the resultant motion and is prepared during the
solution planning procedure. The inherent properties of primitive utilisation within the model warrant almost
constant co-activation of two or more primitives at one time throughout the execution of the movement and
as such an acceptable technique of adding the primitives has to be employed. Two possible techniques
present themselves for this purpose; vector averaging and vector addition.
Vector averaging technique considers the distance and direction travelled by the individual active primitives
during a time instant ∆t. The resultant vector describing the motion during ∆t is obtained by averaging the
distances and directions of all active primitives (Fig. 5.6B). The problem with this technique occurs when
the activity of one of the executed primitives completes and other primitives continue with their execution.
This creates a spike in the velocity profile and thus compromises the smoothness required from the resultant
motion (Fig. 5.6C) and as such is not suitable for addition of the primitives.
Another way of combining primitives is by vector addition of the active primitives. This technique again
102
Figure 5.7: The flowcharts of the “Controller” and “Virtual Arm” routines.
takes into account the direction and distance travelled by each of the primitives during time instant ∆t. The
generation of the resultant vector of the motion during ∆t is, dissimilarly to the vector averaging, obtained by
addition of the vectors describing the motion of all active primitives (Fig. 5.6A). Such technique ensures that
all the properties, such as smoothness, of the resultant motion are maintained even at the times when one
primitive ceases its activity while the others are still operational. Hence the model employs this technique.
Algorithm
The following sections describe the routines involved in the trajectory generation. The generation of the
trajectory was performed in discrete 20ms steps. At each time instant the process activated the routines in
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the order they are described, i.e. starting with the “Controller” and finishing with the “Comparator”.
“Controller” routine
The controller comprises of two independent processes: it activates new primitives and it introduces necessary
corrections to the movement. The algorithm highlighting both of the processes is shown in Figure 5.7.
Activation of new primitives is achieved by monitoring the activation time of each primitive from the sequence
provided by the solution planning mechanism. Once the activation time of the primitive matches the current
time of the system, the primitive is added to the list of currently active primitives and thus ensuring that
the rest of the system will consider this primitive in its future actions.
The controller is also provided with the information about the perceived movement’s deviation off desired
target. If the output from the comparator indicated too large inaccuracy of the movement, corrective
movement in the form of a straight primitive (sP ) was introduced. The primitive was initialised by the
parameters provided by the comparator:
sΠ =

x0 = 0
y0 = 0
x1 = xT − xP
y1 = yT − yP
t1 = tP→T

(5.16)
where (xT , yT ) are the target coordinates, (xP , yP ) are the coordinates of the predicted point nearest to the
target, and tP→T is the difference between the predicted time of reaching the point nearest to target and
the current system’s time.
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“Virtual Arm” routine
The sole purpose of this routine is to subject the ideal movement provided by the controller to inaccuracies
expected from a biological system and output this modified movement. The algorithm (Fig. 5.7) initially
checks the list of active primitives provided by the controller and updates its internal storage of active
primitives. With activation of every new primitive the algorithm introduces noise to the primitive. Using
Eqn. 5.15 the magnitude of the deviation is calculated and applied to the coordinates defining the primitive.
Similarly, the time is exposed to some variation using the found relation. Once the new set of primitive’s
parameters is obtained, the new “noisy” primitive is generated using the minimal jerk solution, and stored
for later use by the “Virtual Arm” routine.
The change in position from last time instant for every active “noisy” primitive is calculated using Equation
5.2 or Equations 5.6 and 5.7 depending on the type of the primitive. The resultant vectors are then added
together (utilising the procedure described earlier) and the resultant vector is used to update the coordinates
of the system.
“Forward Model” routine
The human response to stimuli detected by vision and proprioception is influenced by the internal delay
of approximately 0.1s, which was also incorporated in the developed model. Such delay is large relatively
to a movement of about 1s, therefore having the system employ only a simple feedback loop would not be
sufficient. To counteract the effect of this delay, a forward (predictive) model was added to the system and
whose role was to effectively predict the position of the end-effector at any given time (Fig. 5.8).
Every time a new primitive was activated, the model created a large family of strokes of similar shape and
timing associated with this particular primitive (Fig. 5.9), according to the finding that (reaching) movements
have a subject specific, invariant profile (Milner, 1992). These strokes were generated by methodically
varying the individual fundamental parameters of the primitives, i.e. the coordinates and the times shaping
the primitive’s motion, and the procedure was similar for the straight and curved primitives. The variation
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Figure 5.8: The flowcharts of the “Forward Model”, “Target Selection” and “Comparator” routines.
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Figure 5.9: General example of a curved primitive and its associated strokes. The predictive model generated
1025 strokes, but for clarity only a third of the strokes for the particular primitive are shown here. A) shows
the resultant trajectories of the strokes and B) the velocity profiles of the strokes. The red trace in the two
graphs corresponds to the response of the original primitive. Note that the strokes do not necessarily pass
through the via-point nor do they always reach the end-point.
Figure 5.10: Resultant set of the 40 modified target coordinates. Each cross represents the new target and
the arrows show the translation vectors. The red cross is the original target.
of the parameters followed similar fashion to the noise generation with the deviation being dependent on the
speed of the original primitive (see Eqn. 5.15).
The deviation to the end-point coordinates of the straight primitives and the via- and end-point coordinates
of the curved primitives was introduced in the form of eight unit vectors vˆ{1,2,...,8} with the same origin and
bearings of 45◦increments. The magnitude of each vector was subjected to scaling governed by the standard
deviation defined earlier, to correspond to the 18%, 36%, 54%, 72% and 90% boundaries in half-normal
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Figure 5.11: A) The predictive model finds the close-fit stroke (red path) that best matches the already
covered sensed trajectory (black path) by interpolating all the strokes for the current primitive (grey paths).
Once identified, the close-fit stroke is used to determine the proximity of predicted path and the actual target
to be reached. B) The identified coordinates of the point on the predicted trajectory closest to the target
and the coordinates of the target are used to define vector v that forms the basis of the corrective movement.
distribution (Eqn. 5.17).
‖vˆn‖ = Cσ,i × σ (5.17)
where n = {1, 2, ..., 8}, i = {1, 2, ..., 5} and Cσ is the scaling constant with values {0.228, 0.468, 0.739, 1.080,
1.645}. Fig. 5.10 shows the resultant set of 40 modified coordinates (8 vectors × 5 scaling constants).
Furthermore, the total time of the straight primitives and the total and via-point times of the curved
primitives were subjected to a variation defined by the experimentally found standard deviation of the
total time (σ = 0.07) and scaled by the boundary values at 5%, 27.5%, 50%, 73.5% and 95% of a normal
distribution, i.e.
T ′ = T × (1 + CT × σ) (5.18)
where T is the original time, T ′ the generated variation of the original time and CT the constant used to scale
the change in time with values {−1.645, 0.598, 0, 0.598, 1.645}. Applying these changes to the coordinates
and times of the ideal primitives resulted in 205 strokes for the straight primitives ((40 modified coordinates
+ original coordinates) × 5 total time changes) and 1025 strokes for the curved primitives ((40 modified
coordinates + original coordinates) × 5 via-point time changes × 5 total time changes).
During the generation of the movement, the predictive model had access to the currently active primitives and
their associated families of strokes, as well as to the trajectory already travelled by the system. The feedback
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available to the predictive model was in the form of the trajectory covered in td, where td is the current time
minus the 0.1s delay, and thus the first feedback on the performance was available after the initial delay
of 0.1s had passed. When the first primitive was activated the model assumed that initially its response
is noise-free and used the unchanged form of the primitive in its prediction. However, once the feedback
was available the model verified its prediction by interpolating the strokes of the active primitive and the
perceived covered trajectory (Fig. 5.11). To establish the current stroke of best fit, the model took a section
of the modelled trajectory with boundaries given by the trajectory coordinates in the closest proximity to
the last reached via-point and the last sensed coordinates, i.e. the coordinates at 100ms before current time.
The sensed trajectory section represented as a sequence of coordinates equally spaced in time was compared
to each corresponding stroke section sequence by utilising the least-squares method. Displacement error at
each sensed-stroke coordinate pair was found and sum of all displacement errors obtained (Eqn. 5.19).
E =
n∑
i=1
e2i (5.19)
where n is the number of coordinates in the compared sequences, E the overall error and e the sensed and
stroke coordinates displacement error defined by
e =
√
(xt − xs)2 + (yt − ys)2 (5.20)
(xt, yt) are the sensed trajectory coordinates and (xs, ys) the stroke coordinates. The lowest E indicated
the stroke with the best fit. Since the least squares method was used, both the trajectory and velocity of
the perceived motion were simultaneously considered in the stroke selection process. This method allowed
the predictive model to find the stroke that provided the closest match to the covered trajectory and once
identified this particular stroke was used in the prediction instead of the unchanged form of the active
primitive.
When another primitive was activated whilst the system was already running, the predictive model perma-
nently associated all the active primitives with their current best-match strokes and considered varying only
the stroke of the newest primitive in its trajectory matching and predictions.
Once the responses in the shape of strokes for each of the active primitives were identified, the system added
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these responses together and thus produced a prediction of the entire motion.
“Target Selection” routine
At each time instant the model checked the current target (Fig. 5.8). This was achieved by considering the
detected resultant trajectory and the coordinates of the current target. Once the algorithm detected that
the current target has been reached, i.e. the distance between the generated trajectory and the target was
less than predefined accuracy threshold (15mm), the current target was replaced by the next target. If the
current target was the last in the sequence of all the targets, it remained as the target even if the accuracy
threshold was reached.
“Comparator” routine
The purpose of the comparator was to assess whether the next target will be reached within the accuracy
constraint (Fig. 5.8). To complete this task, the comparator was given two pieces of information: the
coordinates of the current target and predicted trajectory as generated by the forward model. The shortest
distance between the current target and the predicted motion was calculated. If the predicted motion
indicated that the target would not be reached within the acceptable range defined by the accuracy parameter
(15mm), an information describing the parameters necessary for the corrective movement were passed to
the controller. The information included the starting coordinates of the corrective motion in the form of the
predicted coordinates closest to the target, the finishing coordinates based on the coordinates of the desired
target (Fig. 5.11B), and the predicted time at which the starting coordinates will be reached.
5.2.6 Identifying task solutions as sets of primitives
To test the performance of the model the same two six-target configurations (setups A and B) as in the pre-
liminary experiment were used (Fig. 4.1A). The two most prominent subjects’ solutions for these setups were
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Figure 5.12: The specific subject’s trajectories for SOL1 and SOL2 used as a template in the response
modelling.
annotated in the experiment as SOL1 and SOL2, and the average SOL1 and SOL2 from one representative
subject were adopted as the templates for the model (Fig. 5.12). To allow for the analysis of the model’s
response to all four resultant setup-template combinations (2 setups × 2 templates) the set of primitives
that make up the two solutions for each setup had to be identified.
5.2.7 Initialising the primitives
Two opening sets of primitives that describe a possible solution for both of the setups had to be generated
prior the search for best-matching primitive sets for all setup-template combinations. Both setups consisted
of six targets denoted as Vn, where n = {1, 2, ..., 6}. The solution for each setup-template combination was
initialised as a plan of six primitives, two straight primitives (sP1 and sP2) and four curved primitives (cP1,
cP2, cP3 and cP4). The curved primitives described the motion between the trios of subsequent targets, i.e.
cP1 related to motion between V1, V2 and V3; cP2 related to motion between V2, V3 and V4; cP3 related to
motion between V3, V4 and V5; and finally cP4 related to motion between V4, V5 and V6. Setting up the
curved primitives in such manner created areas where two primitives were describing the same section of the
movement (e.g. motion between V2 and V3 is covered by both cP1 and cP2) and thus the executed motion
in these areas resulted in the addition of the two primitives. Remembering the properties of the primitives
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addition described earlier, the following general rule was obeyed: the displacement dp describing the motion
of a primitive between points A and B separated by total distance dt is inversely proportional to the number
of primitives n also active between A and B, i.e.
dp =
dt
n
(5.21)
Since the plan envisages only two primitives being active at any given time, Eqn. 5.21 becomes
dp =
dt
2
(5.22)
Therefore the magnitude d1 between the start- and via-points and magnitude d2 between via- and end-points
of each curved primitive were described as
d1 =
(Vi+1 − Vi)
2
(5.23)
and
d2 =
(Vi+2 − Vi+1)
2
(5.24)
where {Vi → Vi+1 → Vi+2} is the trio of targets defining the primitive.
Having generated coordinate parameters of the curved primitives in this manner, the motion between the
first pair of targets and the last pair of targets would cover only half of the distance between each target
pair. The missing motion at the start and finish of the overall motion was achieved by introducing straight
primitives whose distance d1 between start- and end-points was defined according to Eqn. 5.23.
Next the time parameters, i.e. the times to reach via- and end-points, of the primitives were allocated. It
was found that the ratio between the times from start- to via-point and from via- to end-point in the curved
primitives is approximately 1:1 and the time to reach via-point to be approximately 0.5s (Flash and Hogan,
1985). Furthermore, the experimental data indicated isochronous operation between the targets. Hence the
time parameters of curved primitives were initiated consistent with the previous studies and experimental
findings, i.e. time to reach via-point was 0.5s and the total time of the primitive duration was 1s. Similarly,
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the time parameters of straight primitives were initiated to 0.5s for the total duration.
The resultant opening primitives are as follows: sP1:
sΠ1 =

x0 = 0
y0 = 0
x1 =
V x2−V x1
2
y1 =
V y2−V y1
2
t1 = 0.5s

(5.25)
cPn, where n = {1, 2, 3, 4}:
cΠn =

x0 = 0
y0 = 0
x1 =
V xn+1−V xn
2
y1 =
V yn+1−V yn
2
x2 = x1 +
V xn+2−V xn+1
2
y2 = y1 +
V yn+2−V yn+1
2
t1 = 0.5s
t2 = 1s

(5.26)
sP2:
sΠ2 =

x0 = 0
y0 = 0
x1 =
V x6−V x5
2
y1 =
V y6−V y5
2
t1 = 0.5s

(5.27)
where V x and V y represent the x and y coordinates of target V respectively. For straight primitives sΠ
denotes the set of parameters, (x0, y0) are the start-point coordinates, (x1, y1) are the end-point coordinates
and t1 is the total time of the primitive duration. The parameter set for the curved primitives is denoted
as cΠ and having (x0, y0) as start-point coordinates, (x1, y1) as via-point coordinates and (x2, y2) as the
end-point coordinates. The terms t1 and t2 correspond to the time at via- and end-points respectively.
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The plan of the execution of the primitives was generated as a sequence of primitives P{1,2,3,4,5,6} =
{sP1, cP1, cP2, cP3, cP4, sP2} and their corresponding activation times T{1,2,3,4,5,6} = {0, 0, 0.5, 1, 1.5, 2}s.
The times at which the curved primitives are activated correspond to the time of previously activated curved
primitive reaching the via-point and thus due to the nature of the primitives creating 0.5s intervals between
the activations. Note that the first straight and first curved primitives are activated at the same time (both
at 0s) ensuring that the motion covers the entire distance between targets V1 and V2. Also note the second
straight primitive being activated at midpoint of the last curved primitive to ensure the motion is completed
at V6.
5.2.8 Modifying the primitive set
Matching algorithm was employed in order to identify the set of primitives for each setup-template combina-
tion (Fig. 5.13). The algorithm searched for the right combination of the primitives by modifying the time
parameters of the initial set of primitives, but was not allowed to change the coordinates defining the prim-
itives, nor was it allowed to change the order of the primitives or add or delete primitives in the activation
sequence. Thus the changes occurred to primitives’ t1 and t2 values as well as the activation times T .
The matching algorithm employed the following sequence of steps to obtain the best-fitting set of primitives
for each of the setup-template combinations. Note that the matching algorithm employed only the main
motion generating loop of the model and omitted the pre-planning mechanism.
1. Initialise primitives The opening set of primitives P{1,2,3,4,5,6} with parameters sΠ1, cΠ{1,2,3,4} and
sΠ2, and their corresponding activation times T{1,2,3,4,5,6} were generated (see Section 5.2.7).
2. Apply random variation to primitives Each time parameter and the activation time of all of the primi-
tives were subjected to random systematic variations to obtain a new set of parameters P ∗{1,2,3,4,5,6} =
{sΠ∗1, cΠ∗{1,2,3,4}, sΠ∗2}, and activation times T ∗{1,2,3,4,5,6}. The probability of change occurring to any
of the time quantities supplied to the model, i.e. the internal times of each primitive and activation
times, was set to p = 0.1 and the magnitude of the change was random following a normal distribution
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Figure 5.13: Flowchart showing the process involved in the solution matching algorithm. The algorithm was
designed to find a close match to the selected subject’s responses by modifying the governing parameters of
all primitives that make up the modelled solutions.
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with mean µ = 0s and standard deviation σ = 0.02s, such that
τ∗ =
 p > 0.1 : τp < 0.1 : τ + 0.02× c (5.28)
where τ is the original time parameter (t1, t2 or T ), τ
∗ is the new time parameter and c is a number
generated using normal distribution with mean µ = 0 and standard deviation σ = 1. This step was
repeated five times to obtain five new primitive parameter sets and activation times.
3. The model was initialised with the first set of new inputs and executed 10 times to generate 10
responses. The resultant responses were averaged, forming a solution for this particular set of inputs.
The procedure was repeated with the remaining four input sets, obtaining a total of five average
responses for the five input sets.
4. The five average responses were compared with the template response for the particular setup-template
combination. The matching algorithm compared the shape of the trajectory, the velocity and the cur-
vature of the response with those of the template, assigning equal importance to all three comparisons.
The input indicating the closest match between the modelled and template responses, i.e. the one that
generated the least error in the comparison procedure, was selected. The primitive parameters and
activation times of the winning input set were assigned as the current solution for the setup-template
combination, i.e.
sΠ{1,2} = sΠ∗{1,2}
cΠ{1,2,3,4} = cΠ∗{1,2,3,4}
T{1,2,3,4,5,6} = T ∗{1,2,3,4,5,6} (5.29)
5. Steps 2 to 4 were repeated until no change between the original and winning input sets was observed
during 20 consecutive comparison loops.
The final winning set of primitive parameters sΠ{1,2}, cΠ{1,2,3,4} and their corresponding activation times
T{1,2,3,4,5,6} was assigned as a solution for the particular setup-template combination and the process was
repeated for all four setup-template combinations.
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5.3 Results
5.3.1 Solution selection mechanism
The Markov chain representation for each setup and each subject were obtained from the experimental data
(Fig. 5.14) and inputted in model’s solution selection mechanism. The resultant distribution of the solutions
for each session and each subject are shown in Figure 5.15. Comparing the modelled sequence responses to
the actual experimental responses reveals the same trend in the distribution of the solutions. No or sparse
occurrences of SOL2 exist in most of the modelled responses during the first session. The number of SOL2
then rapidly increases in the second session and is followed by slight decrease in the third session. As required
by the selection process, no immediate pattern in solution distribution in any of the session is observed and
it appears to be random.
5.3.2 Comparison of primitive sets for SOL1 and SOL2
By employing the matching algorithm the sets of primitives making up SOL1 and SOL2 for each setup were
found and the trajectories and velocities of the individually executed primitives plotted (Fig. 5.16). By
pairing the trajectories and velocity profiles of the corresponding SOL1 and SOL2 primitives, it is observed
that the resultant trajectories of some corresponding primitives remain the same despite the distinctly
different solutions that their combination produced, whereas other significantly differ. Since the matching
algorithm was only able to modify the time parameters of the primitives and the primitive activation times,
the trajectory of the two straight primitives was expected to remain the same for SOL1 and SOL2, even
if the total time for the corresponding SOL1 and SOL2 primitives was different. However, some of the
corresponding curved primitives also maintained the same trajectory despite being subjected to the time
variations. This observation was a result of time scaling, i.e. t1 and t2 for SOL1 primitive maintained
the same ratio as t1 and t2 for SOL2 primitive, but the total time of these two primitives was different.
Significant difference in trajectory shape, total time and velocity profile of SOL1 and SOL2 primitives was
observed in primitives 2 and 3.
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Figure 5.14: The experimentally found inputs from all subjects, sessions and setups utilised in the solution
selection mechanism. Note that the ‘N/A’ represent probabilities where no data was available, i.e. if a
particular solution was not used in the session, the state of the probabilities of remaining at or leaving this
solution are unknown.
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Figure 5.15: Distribution of the generated solutions using the experimentally obtained decision data as an
input for the solution selection mechanism of the model. The letter in model description, e.g. Model (A),
indicates the particular subject from the preliminary experiment whose selection data was used to initialise
the selection algorithm in the model.
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Figure 5.16: The derived primitives through the solution matching algorithm. The blue lines represent
primitives from SOL1 template and red lines represent primitives from SOL2 template. Both trajectories
and velocities for each primitive were plotted for better comparison. In the trajectory plots ‘s’ stands for
start-point and ‘f’ for finish- or end-point of the particular primitive pair. Due to the time scalability of the
SOL1 and SOL2 primitive sets, the time component in the velocity plots has been represented as multiples
of a constant cT.
120
Figure 5.17: The uncertainty of the predictive model. Two identically timed primitives were subjected to
noise and used to generate the movement through a set of 4 targets with initially activating one primitive
and once the second target (i.e. the midpoint in execution) was reached, activating the second primitive.
The process was repeated in 500 trials. At 1ms intervals during the combined primitive movement the error
between the predicted and actual coordinates of reaching the next target were calculated and plotted. The
black traces represent random 10 trials and the red trace shows the mean of all 500 trials. The initial 0.1s
period without any feedback has been highlighted and the times of reaching targets in the noise-free response
were indicated. Three different primitive durations were used in this demonstration; A) 800ms, B) 1400ms
and C) 2000ms. The prediction error decreases as the next target is approached and increases once new
target is established. The effect of predictive model is clearly seen after the initial 0.1s period when the error
is instantly significantly reduced. Note that all individual trials converge to 0 error at the targets, which is
not apparent from the mean response, since the targets are reached at different times.
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5.3.3 Forward model uncertainty
The performance of the forward model’s algorithm was evaluated on two randomly generated primitives of
the same duration and with the second primitive activated mid-point the execution of the first one. The
executed primitives were subjected to random noise and the forward model was supplied with a generated
family of strokes for each primitive as it would during the actual response forming. At every step of the
generated movement the coordinates of the actual next target and the forward model’s prediction of the
coordinates of the target were compared and error displacement calculated whilst no corrective movements
were generated (Fig. 5.17). Three predictive model evaluations were conducted on primitive pairs where
each primitive’s total duration was 0.8s, 1.4s and 2s.
Three prominent features can be observed from the plots: the error decreases the closer the next target is
approached and converges to 0; the error in the prediction rapidly decreases after the initial 0.1s period
passes; and the displacement error rapidly increases with the introduction of the next target. The decrease
of prediction error after the initial 0.1s period is expected, since during this initial period the forward model
does not provide an educated prediction as the delay allows no feedback. However, as soon as the feedback
becomes accessible, the prediction algorithm finds the best prediction and the displacement error is reduced.
Furthermore, inverse proportionality between the duration of the primitive and the maximum prediction
error manifests itself when the peak errors at 0.1ms, post 1st target and post 2nd targets are considered (see
Tab. 5.1).
Primitive Mean error peak (mm)
duration (ms) at 0.1ms post 1st target post 2nd target
800 5.1 16.5 10.9
1400 3.5 14.4 7.2
2000 2.8 13.3 5.7
Table 5.1: Prediction error peaks for different primitive durations
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Figure 5.18: Representative sample of modelled solution for setup A compared with the corresponding
subject’s solution. The different colours of the stroke represent the different distinct solutions (SOL1 in blue
and SOL2 in red) and the bar underneath each session response displays the proportion of these solutions.
5.3.4 Solving the task
The model was initiated with the selection parameters and solution primitive sets and plans inspired by a
representative subject. The model’s responses as well as the responses of the specific representative subject
from the preliminary experiment are plotted in Figure 5.18. The modelled results showed very few SOL2
responses in the first session. The second session, representing the post SOL2 exploration session of the
experiment, exhibited a vast increase in SOL2 responses, as expected from the subject’s experimental data.
SOL2 count decreased in the third, final session, but it has remained above SOL2 count of the first session.
Again, these results correspond to the results obtained by the subject in the previously conducted experiment.
It is clear from the modelled responses that the overall ratio between SOL1 and SOL2 occurrences in
each session is approximately the same as the experimental data and indicates that the modelled response
successfully mimicked the subject’s response.
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Figure 5.19: The first 20 model generated responses for each template and each of the setups A and B. The
responses corresponding to SOL1 are in the first and third rows and SOL2 responses are in the second and
fourth rows. Both trajectories (first column) and velocity profiles (second column) of the responses were
plotted.
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5.3.5 Modelled trajectories
The resultant trajectories and corresponding velocity profiles for the first 20 recorded trials of each setup-
template combination were plotted (Fig. 5.19). The success of performing the tasks as specified depends on
the accuracy, speed and smoothness. The accuracy of the individual trials for all setup-template combinations
was assessed according to the displacements between each target and the closest trajectory instance to the
particular target (Tab. 5.2). The mean error of the target displacements for all configurations remained well
within the specified 15mm accuracy constraint. To assess the accuracy of the modelled trials further, the
percentage of any target displacement error outside the accuracy was calculated for all of the setup-template
combinations. The results show that within all the 80 trials (20 trials per each setup-template combination)
overall over 90% of the targets were passed within the accuracy constraint.
Setup A Setup B
SOL1 SOL2 SOL1 SOL2
Target displacement error (µ(σ)mm) 3.2(3.5) 6.6(5.9) 5.5(4.6) 5.7(6.9)
% of displacements out of target 0 10 3.75 11.25
Table 5.2: Accuracy of modelled responses
Analysis of the velocity profiles of the modelled solutions for each setup-template combination revealed that
the responses exhibited 4 to 6 peaks and the velocity at the minima never fell below 0.05m/s. Such responses
indicate smooth continuous movement as required by the tasks criteria. Furthermore, the total times to
complete the modelled response were calculated. For Setup A the average total time was 1.71s(σ = 0.016s)
for SOL1 and 1.48s(σ = 0.029s) for SOL2. For Setup B the average total time was 1.60s(σ = 0.016s) for
SOL1 and 1.50s(σ = 0.023s) for SOL2.
5.3.6 Comparison of modelled and template trajectories
Figure 5.20 shows the mean trajectories and their corresponding velocity profiles for each solution of each
setup, as well as the mean trajectories and velocity profiles of the template solutions. The analysis of the
experiment results has revealed several features that are expected from a successful motion; the curvature
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Figure 5.20: Comparison of the modelled and subject responses. Each graph shows four responses, the two
solid lines represent modelled responses for each exploration template with SOL1 in blue and SOL2 in red.
The dashed lines show the actual subject responses and similarly to the modelled responses, SOL1 is in light
blue and SOL2 is in dark red. The first column of graphs shows the actual trajectories, the second column
exposes the velocity profiles and the third column compares the curvatures. The line-style and colour coding
remains the same in all graphs. Note that the total time has been normalised to 1s.
of the motion, the isochronous property of the via-point times and number of peaks in velocity profile.
Comparison of the curvature profiles between the modelled and template trajectories (Fig. 5.20C) reveals
similar trend in the change of rate and sign of curvature for the real and modelled solutions throughout the
entire movement for all of the trajectory pairs. The results of the preliminary experiment exposed isochronous
pattern in the via-point timing. When investigating the via-point times of the generated movements (Fig.
5.21) such property was not as clear (mean deviation from isochronous pattern was 0.011s for setup A and
0.012s for setup B), however the tendency to reach via-points at regular intervals was apparent and the
internal timing for both solutions per setup remained same regardless of the solution used.
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Figure 5.21: Investigation of the isochronous property of the via-point timing in the modelled responses.
SOL1 via-point times (in blue) and SOL2 via-point times (in red) are plotted together with the line of best
fit for each of the setups A and B in plots A) and B) respectively. Comparison of both SOL1 and SOL2
responses in each setup reveals similar timing of both distinct solutions in reaching the via-points. The line
of best fit exposes that the isochronous property is maintained for both setups, with setup A showing much
clearer fit.
Figure 5.22: Comparison of various costs of generated SOL1 and SOL2 for each of the setups. The costs of
SOL2 are consistently higher than those of SOL1.
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In Chapter 4 the differences between SOL1 and SOL2 of subjects’ responses were compared using several cost
functions. In order to address the model’s performance, similar comparison was required for the modelled
responses. Hence the costs of the model generated SOL1 and SOL2 responses were evaluated using the same
functions, i.e.
Cd =
all∑
i=1
∆xi (5.30)
Cv =
tf∫
t=t0
x˙2 dt (5.31)
Ca =
tf∫
t=t0
x¨2 dt (5.32)
Cj =
tf∫
t=t0
...
x 2 dt (5.33)
Before these costs were calculated the duration of each trial was normalised to 1 second. The comparison of
model generated SOL1 and SOL2 (Fig. 5.22) reveals similar pattern as the one observed in subject responses
(see Chapter 4). The velocity, acceleration and jerk costs of generated SOL1 are consistently lower than of
SOL2 for both setups, and contrary to the real subjects’ responses significant difference was obtained for all
the three costs. Additionally, the overall movement lengths were found to be different and contrary to the
subjects’ responses the lengths were significantly different.
5.4 Discussion
5.4.1 Primitive submovements
The use of primitive submovements in this model investigated the viability of such an approach to planning
and control of the movement. Firstly, the approach for building the movement from the submovements
was chosen to reflect on the observations from human responses that the different solutions for a single
task can be composed using several patterns. The existing theory of movement primitives seemed a perfect
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Figure 5.23: Obtaining different trajectories by varying primitives’ internal times. A) Varying the
time to reach the via-point, t1, results in different response trajectories. Ten trajectories of two ran-
dom primitives P1 (shades of red) and P2 (shades of blue), where t1(1) = {0.2, 0.23, 0.26, ..., 0.5}s and
t2(1) = {0.5, 0.47, 0.44, ..., 0.2}s for P1, t1(2) = {0.2, 0.23, 0.26, ..., 0.5}s and t2(2) = {0.5, 0.47, 0.44, ..., 0.2}s
for P2 and are plotted. B) Executing two primitives from A together creates different response trajectories
with large variations in the resultant path. P1 was activated first and upon reaching the via-point, P2 was
activated. Again P1 is in shades of red and P2 in shades of blue. The combined path is shown as grey. Note
the different curvature sign of the solutions.
candidate for this scenario. The choice of such approach was further strengthened by the proposed theories
of CNS employing internal forward models to execute motion (Wolpert et al., 1995; Burdet and Milner,
1998; Wolpert and Ghahramani, 2000), which used a concept of contexts in determining how the movement
unfolds in the future. These contexts can be thought of different variations of the primitives, the strokes.
In this investigation the chosen submovements were derived using the minimal jerk model and were con-
strained by the actual via-points coordinates. There were several reasons for choosing such primitives.
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Firstly, as indicated in the smoothness results, these primitives inherently create smooth response. Secondly,
the relatively easy description of these submovements with only several defining variables allows for easy
generation of their variations, which is particularly useful in obtaining the vocabulary of the strokes for the
feedforward model. Finally, it was observed (Burdet, 1996) that human movement trajectories through an
obstacle course remain the same regardless of the subject being allowed to see the entire course or just an
immediate fraction. This observation has led to the postulate of generation of three-point target influenced
primitives. However, the exact patterns of the postulated may be different from minimal jerk and in fact are
likely to be subjects dependent, as in reaching movements (Milner, 1993). Furthermore, primitives could be
expressed in other frameworks, for example as constrains in optimal control models. The limiting feature is
that the primitives are planned in task space and do not vary with the movement orientation.
Generating curved primitives with constrained coordinate parameters has exposed a fundamental property
of such primitives. Altering the inherent via-point time and via- to end-point time ratio, t1 : (t2 − t1),
significantly modifies the shape of the trajectory of the primitive (Fig. 5.23A) allowing for a different
trajectory with minimal change to the primitive parameters. This property is even more apparent when two
curved primitives are added and their respective times t1 and t2 simultaneously altered (Fig. 5.23B).
Considering this concept, the two distinct solutions per setup were composed using a set of primitives (or
submovements) with constrained inherent coordinates. Analysis of the resultant sets of primitives revealed
that SOL1 and SOL2 share some almost identical primitives; primitives 1, 4, 5 and 6 (see Fig. 5.16).
Intuitively, this was expected as the trajectories of SOL1 and SOL2 mainly differ around second target,
where the trajectory was predominantly influenced by the performance of primitive 2 and primitive 3. The
important consequence of this phenomenon is that a solution can be formed using a set of primitives.
Replacing few of the primitives from the original set with different ones results in a distinctly different but
still valid solution for the same task. This feature allows the model to use fewer primitives to form two
distinct solutions. In other words, in the model SOL1 uses 6 primitives and SOL2 uses also 6 primitives,
forcing the model to remember 12 primitives. However, primitives 1, 4, 5 and 6 have been established to be
almost identical and can be interchanged between both solutions, allowing the model to remember only 8
primitives, 6 primitives to form SOL1 and 2 new primitives to form SOL2.
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5.4.2 Model limitations
The subject responses have exhibited small variations in the trajectories and curvature profiles depending
on the orientation of the setup configurations. It was concluded that these variations arise from local
optimisation in intrinsic coordinates, where the arm properties play a role. The developed model is not able
to account for these changes, as it is utilised only in Cartesian space and changing orientation of the target
configuration would not have an effect on the overall response.
5.4.3 Markov chain modelling
The experimental data indicate that, when planning a movement, the CNS is sometimes required to overcome
the dilemma of selecting between multiple valid and distinct solutions, and must be employing some sort of
mechanism that helps it to decide which of the solutions to execute. Also the experimental results appear
to oppose the idea that the movement is online generated, but indicate that it is created or at least partially
prepared a priori. However, the actual selection process is unknown and might well be a result of some task
dependent cost minimisation, but it seems possible to model this process using Markov chains.
The Markov chain is described as a discrete random process where only the present state determines the
future states (Norris, 1997) and therefore can act as a valid model for the CNS’ decision process, as long as
the process is found to fulfil the given stipulations. Analysis of the sequence of the solutions has not revealed
any immediate patterns in the solution selection, including any tend towards a particular solution throughout
the individual free sessions, and therefore the process is presumed random and independent of past decisions.
As the solution selection is inherently discrete, the process employed by CNS to select particular solution
can be modelled as Markov chain.
Utilisation of Markov chains as a concept for the solution decision process is further supported by the
modelled data, where the distribution of the solution in each modelled session closely matches the actual
experimental results.
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5.4.4 Task completeness
Three features defined the tasked response expected from the model - speed, accuracy and smoothness.
Smoothness
The analysis of the velocity profiles of all the trials has revealed only 4-6 peaks in each trial for all setup-
template combinations, nor has any minima reached below 0.05m/s indicating that the motion remained
continuous from start to end. This is consistent with the observations of the velocities in real subjects’
responses. It was stipulated that biologically the smoothness and continuity of the movements in humans is
reached by practice as the velocity profiles of target reaching movements in infants show discontinuity which
disappears at older age. In the proposed model the continuity and smoothness is achieved twofold. Firstly,
the submovements selected are already smooth since they are generated using the minimal jerk. Secondly,
the interpolation of the sequence of submovements is not executed such that the movements do not overlap in
time as suggested by (Meyer et al.,1990), but in fact several submovements can be activated simultaneously
(Burdet and Milner, 1998). The simultaneous activation of submovements ensures the continuity of the
movement and thus perceived smoothness. Also the vector addition of the movements in the Cartesian space
guarantees no spikes in the velocity profile of the movement.
It was observed that when infants (von Hofsten, 1991) and stroke patients execute movement they first
complete the active movement and then start another corrective movement, indicating that the mechanism
of superposition of the submovements, and thus the forward model, is somehow affected or, in the case of
infants, not sufficiently developed yet.
Accuracy
It was confirmed that the mean deviation of the trajectories from the targets remained well within the
specified accuracy limits. As the model incorporates a mechanism to introduce the biological movement that
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is dependent on the speed of the movement (Fitts, 1954; Schmidt, 1979) the general accuracy of the resultant
motion confirms the functionality of the corrective section of the model’s algorithm as well as the predictive
forward model. The corrections to the movement have been introduced in the form of straight primitives.
Referring to the smoothness results showing acceptable response, it can be concluded that the postulate of
corrective submovements is viable and can achieve good model-based forward models.
Speed
The duration of human subjects performing essentially the same task was approximately in the range of
0.9 − 1.3s for all both setups and solutions amongst all subjects. However, the modelled results indicate
that the duration of the generated movements was slightly longer ranging approximately from 1.5−1.7s, i.e.
50% increase on the human subject’s speed. The discrepancy results from the accuracy restrictions imposed
on the model when searching for the satisfactory primitive internal and activation times. The accuracy
was limited to 15mm error at the via-points and if a primitives combination exceeded this limit during any
of its trials during the primitive acquisition session, it was penalised within the search algorithm. Having
the accuracy constraints relaxed either by exceeding the possible error or setting a lesser significance of the
accuracy in the search algorithm, lower trial times would be achieved.
5.4.5 Forward modelling
An essential part of the model was its internal feedforward component as it has to accurately predict any
deviations from the expected trajectory. The prediction is achieved by generating a vocabulary of strokes of
similar shape and timing to the original primitives. Analysis of the prediction reveals steady prediction error
throughout the course of the movement that eventually converges to zero as the movement approaches the
target. This is supported by the desired steady decrease in error throughout the duration of the movement
in previous study (Burdet and Milner, 1998). Furthermore, the mean estimation error was quite high
posing an increased risk of further deviation from the target caused by introduction of improper corrective
submovement. Note that the accuracy of the predictions is dependent on the number of generated strokes
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used in the prediction. The current algorithm employs 1025 strokes per curved primitive and 205 strokes per
straight primitive. Increasing the number of strokes to much higher numbers allows for more versatile stroke
generation, as currently all primitive internal coordinates are altered simultaneously. The increased number
of strokes would allow for the primitive’s internal coordinates or even x and y components to be varied
independently, achieving more versatile family of strokes and thus increasing the accuracy of the prediction
and possible faster decrease in the prediction error.
Despite the listed problems, the recorded accuracy of the movements suggests that satisfactory corrections
were introduced to the movements and thus it can be assumed that the provided predictions were acceptable.
The fact that the magnitude of the allowed error was larger than the observed prediction error even for the
fast movements has played an important role in the acceptable accuracy. Note that another process could
be used to vary the stroke parameters and selection, such as on-line adaptation of these parameters during
the movement according to incoming sensory information.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
Understanding the way motion is planned and subsequently executed can be potentially vastly beneficial in
robotics and rehabilitation fields. However, despite more than hundred years of theories and investigations,
the processes involved in successful human motion planning are surrounded with more questions than answers.
In an attempt to find answers to some of these questions, this thesis has through series of experiments
investigated the human performance when faced with complex tasks. Bypassing the usual approach of single
solution per task, the study extended the scope of interest to the existence of multiple solutions phenomenon
and exposed some revealing facts about the motion planning nature.
Chapter 4 has described the central experiment of this investigation. The results not only confirmed subjects
switching between multiple solutions for a single task, more importantly, they have revealed the essential
role that memory serves in motion planning. At the beginning of this thesis two questions were asked; what
can be learned about planning and executing the movement from this phenomenon? By exploring solutions
of others, would one’s strategy to solve the task be altered? Searching for answers to these questions has
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unfolded some insight in CNS’ motor planning process. The subjects were found to perform almost identical
solutions at orientations that clearly require different muscle activations and were also found to generalise.
Such response is an evidence of the movement planning being conducted in extrinsic coordinates. Despite
the very similar patterns at different orientations, subtle variations to the solutions at these orientations
are observed. Assuming that the previous conclusion about planning in extrinsic coordinates is correct,
the detected fluctuations indicate intrinsic influence, more precisely the consideration of the arm properties.
Additionally, a surprising phenomenon of isochronous via-point timings consistent over all the subjects’
solutions has been identified, which may be involved in internal pace keeping and movement preparation.
Lastly, the findings of the study reveal contradictions with the online linear optimal control (Todorov and
Jordan, 2002).
Inspired by the results and previous studies a model of possible CNS’ planning process has been proposed
and evaluated. Although the model was limited to only Cartesian space and hence it was unable to exhibit
the subtle variation introduced by changing orientations, it was still able to recreate the tasked movements
well. Selection of patterns was modelled through a Markov chain, which was found to be a powerful tool for
this modelling. It is concluded that the implemented model-based feedforward loop, which compensates for
the sensory delay, is an efficient model for the motion planning performed by CNS.
6.2 Future work
The investigation of the solution exploration effect revealed that new solutions can be added to the subject’s
repertoire or significantly alter the solution distribution immediately after the exploration session. However,
the experiment addressed this phenomenon on a limited time scale as all five sessions lasted approximately
an hour. In the future, an extension of this experiment that incorporates longer timescale between the free
sessions (hours or days) is needed in order to determine the longevity of the induced changes to the CNS’
planning.
The process of switching between multiple solutions has pointed out Markov chains process as a suitable
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concept that CNS uses to select and switch between the distinct solutions that satisfy the task. The results
of the modelling indicate that the choice of the concept fulfils its purpose and is able to clearly represent
the decision processes. However, much is unknown about the processes that affect and control the values
of the inherent probabilities within the model. For example, does the number of exploration trials in each
session influence the adjustment of the inherent probabilities? In conjunction with the investigation of this
persistence, do the inherent probabilities remain the same or change with time? Considering these questions,
the next step would be to develop more comprehensive and robust model using the Markov chains concept.
The model developed in Chapter 5 has proposed a way to reconstruct the planning and execution process
utilised by the CNS. The model yielded correct results for the given tasks and the results were comparable
with the subjects’ solutions. However, the model was limited only to the Cartesian coordinates and did not
account for the muscle and joint activity of the system. An extension of this model is required to incorporate
these features in the model to obtain more accurate responses.
Further, the model has utilised a vocabulary of motion primitives during the reproduction of the motion and
for the generation of strokes in the feedforward element. Currently, the structure and, in fact the existence,
of motion primitives is unknown. This allows for a great freedom, as well as uncertainty, over the final
structure of the primitives. Presuming the theory on motion primitives correct, further investigation of the
extractable common features of the distinct solutions is necessary. The extension of this work would involve
extraction of the primitives, both by observing the trajectories and by monitoring the EMG activity, and
creation of a primitive database available to the CNS in the planning stage. The current model uses fifth
order polynomial minimal jerk motion primitives, which were found to be suitable, though other primitives
could be used.
An interesting feature of the generated movements, isochronous timing between reaching the via-points,
was identified. This phenomenon has not been observed by any previous studies and therefore further
investigation is needed. Extending the experimental paradigm already in use, the robustness of the observed
time relationships need to be verified on a larger set of target configurations that offer much more varied
spatial distances between the consecutive targets. As this isochronous property was originally observed across
all the distinct solutions even for the same configuration, it is necessary to ensure that the newly created
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target configurations allow for multiple solutions, so this aspect of the phenomenon can be also validated.
Finally, but possibly most importantly, the experiment has found a strong evidence of CNS utilising and
developing distinct motor plans. The experiment conducted in this report creates an opportunity to inves-
tigate this missing information. Expanding the experimental method with functional magnetic resonance
imaging (fMRI) scan of the brain activity during both free and exploration sessions may identify the areas
responsible for the observed behaviour. Once the responsible locations are identified, the same experiment
can be repeated, but with the function of the identified areas being inhibited using transcranial magnetic
stimulation (TMS) and observe the effect of this disruption on the actual subject’s behaviour.
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