ABSTRACT Semantic segmentation as a pixel-wise segmentation task provides rich object information, and it has been widely applied in many fields ranging from autonomous driving to medical image analysis. There are two main challenges on existing approaches: the first one is the obfuscation between objects resulted from the prediction of the network and the second one is the lack of localization accuracy. Hence, to tackle these challenges, we proposed global encoding module (GEModule) and dilated decoder module (DDModule). Specifically, the GEModule that integrated traditional dictionary learning and global semantic context information is to select discriminative features and improve performance. DDModule that combined dilated convolution and dense connection is used to decoder module and to refine the prediction results. We evaluated our proposed architecture on two public benchmarks, Cityscapes and CamVid data set. We conducted a series of ablation studies to exploit the effectiveness of each module, and our approach has achieved an intersectionover-union scores of 71.3% on the Cityscapes data set and 60.4% on the CamVid data set.
I. INTRODUCTION
Semantic segmentation is a kind of pixel-wise prediction task, aiming at assigning each pixel in an input image with the corresponding predefined labels, which is a fundamental challenging task in computer vision because it requires pixel-level accuracy and implements multi-scale contextual reasoning. Due to the rich hierarchical features and object information provided from semantic segmentation, it becomes an important tool to understand information of the surroundings and the relationship between objects.
Semantic segmentation can predict the category, position, and the shape of each element, and it is particularly applied for some applications, which demand for estimating the precise boundaries. Specifically, it can be used in various ways, e.g. as a pre-processing step to select image regions that are likely to contain objects of interest, to improve lesion detection in medical image analysis [37] , [38] , and to yield accurate road boundaries and obstacle detection in autonomous driving [34] . In addition, there are many recent works that have combined semantic segmentation with 3D geometry, depth information, and point cloud data, such as reconstruction of indoor environment [37] , [39] and 3D semantic segmentation [35] , [36] .
Currently, modern works are mostly based on the fully convolutional networks (FCN) [17] that have employed the full convolution layers and directly predicted probability maps for each class. Following FCN, many works have improved performance from two perspectives: 1) by using stronger pretrained backbones on ImageNet [42] for feature extraction, such as Resnet [40] , SENet [6] , and Xception [41] . For classification tasks, these backbones can learn more represented features and comprehensive representations. 2) by building architectures to fuse multi-scale information and gradually refine boundaries, these architectures can integrate context information and spatial details. For instance, an architecture such as encoder-decoder included DeepLabv3+ [15] and SegNet [16] and an architecture such as multi-path included RefineNet [21] and Attention to Scale [43] .
However, two key challenges within those works are: 1) Due to the existence of multi-scale objects and similarity between objects, the prediction results have been obscure among objects. 2) The prediction results still have been suffered lack of localization accuracy, although many approaches were proposed in different architectures. Some examples are illustrated in Fig.1 .
To remedy these challenges, many works has hold key points of view that are how to select high-level feature maps, and how to recover the loss of spatial details caused by downsample operators. Specifically, these works [1] , [6] , [10] hold the view that the high-level feature maps have abundant semantic information, but prior knowledge, such as local scene context, is insufficient when the network selects feature maps for generating prediction. Because of this shortage, this confused prediction was generated. Similarly, in order to learn semantic feature maps, most of works [7] , [27] , [30] produced such small feature maps whose resolutions were equivalent to 1/16 size of input images, which was difficult for classifying small objects. After running the number of downsample, the gradient of small object information was difficult to be implemented backpropagation.
In order to pursue further improvement, we introduced two key modules in our proposed architecture: Global Encoding Module (GEModule), as shown in Fig.2 , and, Dilated Decoder Module (DDModule), as shown in Fig.4 . In detail, GEModule that integrated traditional dictionary learning and image-level features was used to weight for high-level feature maps to choose discriminative feature maps. DDModule that combined dilated convolution and dense connection was designed to refine prediction results. Particularly, feature maps from DDModule provided rich spatial information as well as enlarged receptive fields, and were used to supervise the decoding. GEModule and DDModule can directly incorporate into existed state-of-the-art architectures and implement end-to-end training.
In summary, main contributions of our work are as follows: 1. We proposed GEModule to select discriminative feature maps, and introduced DDModule to refine prediction results. 2. Based on DDModule and GEModule, we designed our architecture for semantic image segmentation in urban scenes. 3. We conducted a series of experiments to demonstrate the effectiveness of our designs. And our architecture achieved comparable performance on both Cityscapes and CamVid datasets. The remainder of the paper is organized as following. In Section 2, we revisited related work on segmentation approaches. Section 3 presented our entire architecture. In Section 4, we conducted experiments and discussed the results. Finally, In Section 5, we made the conclusion.
II. RELATED WORK
In this section, we quickly reviewed the developments of applying deep convolutional neural networks in semantic segmentation tasks. FCN [17] , being the pioneer work, employed full convolutional network for semantic segmentation tasks. Most of approaches based on FCN have demonstrated impressive performance on many public benchmarks [20] , [24] , [25] , [26] .
A. ENCODER-DECODER
DCNN used consecutive downsample and pooling operators to learn invariant feature representation, which also reduced spatial information and acuity. In order to recover the spatial information, SegNet [16] used the saved pooling indices of encoder to guide the upsampling convolution. U-Net [19] consisted of a contracting subnetwork to capture context and a corresponding expanding subnetwork. RefineNet [21] utilized multi-path refinement network that explicitly exploited all the information available along with the downsampling process to generate high-resolution prediction. ENet [18] , ERFNet [22] , and LinkNet [23] explored efficient encoderdecoder architectures for semantic segmentation. Based on the DeepLabv3 [9] , DeepLabv3+ [15] employed the encoderdecoder structure, extended by adding a simple yet effective decoder module to recover the object boundaries.
B. DILATED CONVOLUTION
Dilated (or Atrous) Convolution can enlarge the receptive fields of feature maps to aggregate context information without increasing the number of parameters or the amount of computation. DeepLab works in [9] , [15] , [27] , and [30] explored dilated convolution for the task of semantic image segmentation, and designed Atrous Spatial Pyramid Pooling to capture multi-level context information. DRN [5] used dilated convolution to increase the resolution of feature maps without reducing the receptive fields, and alleviated the gridding artifacts resulted from dilation. In addition, concurrent work HDC [14] proposed a hybrid dilated convolution framework to handle gridding artifacts. DenseASPP [13] introduced densely connected Atrous Spatial Pyramid Pooling that concatenated a set of dense convolutions with different dilated rate, and generated multi-scale features and larger sample range.
C. GLOBAL INFORMATION
A wide range of works [4] , [9] , [11] , [12] , [28] proved that utilizing global context information for semantic scene segmentation can achieve outperform performance.
In particular, Global context information can introduce the image-level statistics formation and enlarge the receptive field. DeepLabv3 [9] incorporated global context information into the Atrous Spatial Pyramid Pooling and alleviated the degeneration of dilated convolution. GCN [12] found that large kernel played an important role when processing the classification and localization tasks simultaneously. PSPNet [4] proposed a Pyramid Pooling Module, a hierarchical pooling containing information with different scales.
D. FEATURE ATTENTION
Recently, [1] , [6] , [7] , and [10] used feature attention to reinforce selectively discriminative channels. SENet [6] presented a novel architecture unit for recalibrating channelwise features and provided insight for vision tasks requiring strong discriminative features. Based on the channel attention block, similarly, DFN [8] utilized two sub-networks to tackle with intra-class inconsistency and inter-class indistinction. EncNet [1] described the Context Encoding Module to capture the semantic context information, and selected highlight class-dependent feature maps to solve ''simplify'' problems. PAN [7] introduced Feature Pyramid Attention module which combined high-level output and global pooling to learn a better feature representation.
III. APPROACH
In this section, we first described the Global Encoding Module and Dilated Decoder Module. Then, we proposed our full architecture for semantic segmentation, as shown in Fig.6 .
A. GLOBAL ENCODING MODULE
According to the investigation about Global information and Feature Attention in section II, Related Work, we empirically employed two advanced structures, which were encoding layer and global pooling layers respectively; then, we proposed Global Encoding Module. Before discussing Global Encoding Module, we preferred to introduce encoding layer that were proposed by Zhang et al. [1] , [2] . Encoding layer that combined traditional dictionary learning and residual encoding took the feature statistics information as representation of texture information.
Considering X = {x 1 , . . . , x m } contains M number of descriptors, and C = {c 1 , . . . , c n } is the codebook with N visual codewords. Encoding layer outputs a set of N residual encoding vectors E = {e 1 , . . . , e n }, specifically, e j = N i=1 w ij r ij (i = 1 . . . m, j = 1 . . . n), and the residuals are given by r ij = x i − c j . Where w ij is the assigned weight for residual encoding vector r ij , as shown in Eq. (1):
Where S = {s 1 , . . . , s m } are smoothing factors for each cluster center. Then, the results were normalized by using Batch Normalization (BN) [47] with ReLU activation. Encoding layer implemented dictionary learning and encoding methods, which can be used to complement for deep convolutional neural network and took advantages of traditional learning.
Beside encoding layer, [4] , [5] used image-level features to capture the whole image context, and to distinguish various objects. Specifically, [5] adopted global pooling layers to implement the representation of image-level features, and demonstrated outstanding performance on several public segmentation benchmarks.
Can we incorporate encoding layer and image-level features into the semantic segmentation model? Inspired by [3] and [4] , we integrated the image-level features and encoding layer into a single module that we referred it as the Global Encoding Module(GEModule), as shown in Fig.2 .
Took feature map X g with the shape of h × w × c as an input, and then X g was fed into two branches. One of the branch was starting with encoding layer, following with BN, ReLU, and FC, and finally generated a size c of vector V e . Meanwhile, the other branch consisted of two consecutive modules: the first one module was Global Average Pooling, and its outputs was a size 1 × 1 × c of feature map T g .The following module consisted of Reshape, BN, and FC, and this module applied on T g and obtained the size c of vector V g . We used the concat operator to combine two vector V e and V g so that the size of the output vector V c was 2c. Finally the output size c of vector V gem was obtained through FC layer.
The output vector V gem was used to weight on high-level feature maps. Specifically, we utilized V gem as the channel attention to select the discriminative features. Let high-level input feature map X g = {x 1 , . . . x c } be c channels, and V gem = {v 1 , . . . v c } was the global encoding vector with c elements, the output score Y g = {y 1 , . . . y c } was given as in Eq. (2):
Where D is the set of pixel positions, and δ presents sigmoid activation function. Based on the above formulation, we can simply integrate the entire GEModule into existed segmentation architectures and implement end-to-end training jointly. The integrated structure of GEModule is shown in Fig.3 :
We started with preliminary knowledge of dilated convolution. Deeplab works in [9] , [15] , [27] , [30] firstly introduced VOLUME 6, 2018 the dilated convolution to explicitly control the resolution of features and enlarge the receptive fields without adding extra parameters and computation. In one dimensional signal, dilated convolution is defined in Eq. (3):
Where y [i] is the output signal, x [i] is the input signal and w [k] denotes the filters with length K . When set the rate of a dilated convolution to r and the size of kernel to s, it is equivalent to insert r −1 zeros between two consecutive filter values. The receptive field size was given in Eq.(4):
For example, for a 5 × 5 dilated convolution with r = 3, according to Eq.(4), the receptive of field size is 17. In particular, the standard convolution is a special case when r = 1.
2) DILATED DECODER
Our proposed Dilated Decoder Module (DDModule) as shown in Fig.4 . Motivated by [13] , [32] , we adopted three dilated convolutional layers with r = 2, 3, 5 respectively, and cascaded the outputs of each convolution using dense connection style.
We introduced the process of working of DDModule. First, the input feature maps were parallel fed into three separate dilated convolutional layer with different dilated rates. Then, the output of each dilated convolutional layer was separately concatenated with input feature maps, and then were fed into the next dilated convolutional layer. Finally, we composed of all the outputs of dilated convolutional layers. In addition, in order to prevent the output feature maps from growing too wide, following by [32] , we took an input feature map X h with the shape of h×w×8c and used the pointwise convolution 1 × 1 to reduce channels of feature maps, As the result, DDModule produced the size of features maps h × w × 16c. Our entire architecture, including DDModule, is illustrated in Fig.6 .
3) LARGE RECEPTIVE FIELD
Compared with ASPP of DeepLab, DDModule can obtain larger receptive fields. Inspire by [33] , we stacked serval dilated convolution layers so that it can get larger receptive fields. The new receptive field R n is shown in the Eq. (5) if there were two dilated convolution layers with receptive fields R 1 and R 2 :
For example, DDModule have three dilated convolutional layers with r = 2, 3, 5 respectively, according to Eq.(4) and Eq.(5), resulting the maximum receptive field R m , which is R m = (5) + (7) + (11) − 2 = 21.
The larger receptive field and denser sample can be obtained, which is the same as when using dilated convolution with r = 21. DeepLab work [9] found that as the dilated rate becomes larger, the number of valid dilated convolutional kernels become smaller, which called degradation issue. We used DDModule to encode semantic information of multi-scale without suffering from these degradation issue.
4) DENSE FEATURE EXTRACTION AND RECEPTIVE FIELD ENLARGEMENT
Using DDModule can obtain larger receptive fields and dense feature extraction. We compared normal approach, DeepLab, and our proposed DDModule in Fig.5 : Suppose an image: Fig.5 (1): In order to learn invariant feature representations, the process of the normal approach included three steps: First of all, by using a downsample operator with factor 2 to produce low resolution feature maps. Then, normal approach used standard convolution on low resolution feature maps for feature extraction. Finally, results can be obtained by bilinerly upsample with a factor of 2. We realized that only 1/4 spatial information could be remained through downsampling operators, which made it difficult to restore the boundaries during decoding phase. Fig.5 (2): DeepLab works in [9] , [15] , [27] , and [30] convolved dilated convolution directly with the high resolution feature maps. Compared with the downsample operators on previous approach in Fig.5 (1), this method in Fig.5 (2) computed over the full spatial information instead of 1/4 spatial information because dilated convolution was applied on the high resolution feature maps. Inspired by these works, we established dilated decoder modules on encoder-decoder architecture. Fig.5 (3) : Considering encoder-decoder architecture, our proposed DDModule combined dense connection with dilated convolution. Hence, the outputs from DDModule have dense feature maps, large receptive fields, and rich spatial information. During the decoding phase, many works preferred to concatenate the bilinear outputs of high-level feature maps with corresponding feature maps of encoder network, which was equivalent to directly use high feature maps to refine results. But, the feature maps from DDModule can not only obtain rich spatial information, but also compose large receptive fields and dense sample range.
C. ARCHITECTURE
Based on Global Encoding Module(GEModule) and Dilated Decoder Module(DDModule), we proposed our entire network architecture for semantic image segmentation in urban scenes, as shown in Fig.6 .
Considering semantic segmentation tasks as dense pixelwise prediction, it requires semantic context and spatial information simultaneously. Hence, our network architecture adopted an encoder-decoder architecture. Inspired by [5] and [9] , the backbone, Resnet101 [40] with dilated convolution strategy, in our network architecture was for feature extraction and it was divided into five residual stages including res1−5. And, within this network, the downsample operators in last two layers, res4 and res5, were replaced by dilated convolutions with r = 2, 4 respectively. As the result, the size of high-level feature map, res5, was 1/8 of the input image, which effectively reinforced the network to capture spatial information.
In detail, the GEModule that applied on high-level feature map, then, weighted channels of high-level feature map to further produce discriminative feature maps O gem . Meanwhile, the DDModule utilized low-level feature maps res3 as the input to supervise the upsampling process during the decoding phase. Then, the output feature maps O ddm of DDModule concatenated with upsampling feature maps O gem , to generate high resolution of prediction O con . Finally, we upsampled O con to obtain the probability maps.
Our proposed architecture without DDModule can select distinguishing features and guide the model to get better performance. And our network generated more smooth prediction results after implementing DDModule, as illustrated in Section 4. All our network used pixel-wise cross-entropy loss as optimization targets.
IV. EXPERIMENTS
We evaluated our approach on the Cityscapes and CamVid datasets. We first described some details about dataset and implementation, and then we conducted complete ablation studies for the effectiveness of architecture. Finally, we reported the state-of-the-art performances.
Cityscapes Dataset: The Cityscapes dataset [24] is a released large-scale dataset for semantic segmentation tasks, particularly for images with urban scene. The dataset contains precise quality pixel-level annotations of 5000 images with 50 city landscapes, including 2975 images for training, Implementation Details: In this paper, we did not adopt coarse annotations from Cityscapes dataset. Our experiments were based on the public platform, PyTorch [29] . Inspired by [30] , we used the ''poly'' learning rate strategy where the learning rate is shown in Eq. (6):
We set base learning rate lr base to 0.01 and set power to 0.9. Due to the constraints of computing resources, the parameters we set up were limited. For training the network, we applied mini-batch stochastic gradient descent (SGD [31] ) with batch size 6, and set momentum and weight decay to 0.99 and 0.0001 respectively. The metric of performance we adopted was the mean pixel intersection-over-union (mIoU). Data Augmentation: We firstly used mean subtraction and adopted random horizontal flip. In addition, we utilized random rotation between 10 and -10 degrees and random scaling between 0.5 and 2 during the training process.
A. ABLATION STUDY GLOBAL ENCODING MODULE
GEModule mainly consisted of two branches, so we conducted a series of ablation studies to evaluate the effectiveness of each branch in the GEModule. The results are shown in Table. 1:
1. Backbone as shown in Fig.6 was the only one model for the experiments. Based on the high-level feature maps, predicted results were obtained directly by upsample operators with bilinear interpolation. 2. Based on the backbone, we only added encoding layer in the model to weight for high-level feature maps. 3. Based on the backbone, we only added global average pooling in the model to weight for high-level feature maps. 4. Based on the backbone, we simultaneously used encoding layer and global average pooling, which is GEModule, to weight for high-level feature maps. For the experiment 1, we only tested on the backbone and the performance achieved 63.5%. The experiment 2 that added the encoding layer on the backbone reached the performance to 67.2%. As the result, experiment 2 verified the encoding layer that implemented traditional dictionary learning could help model for selecting discriminative feature maps. In the experiment 3, the global average pooling was added on the backbone and the result was 66.1%. Experiment 3 proved that the image-level feature maps can be captured through global average pooling, and enabled models to select discriminative feature maps. Finally, the experiment 4 we conducted was to combine GEModule and backbone and achieved the result of 68.4%. GEModule is the module that combined encoding layer and global average pooling. The output vectors of the GEModule were directly weighting for high-level feature maps to select discriminative feature maps. As we can see that whether experiments 2, 3, and 4 have improvement, what proportion of encoding layer and global average pooling can achieve the best improvement?
Encoding layer or Global Average pooling? Because of GEModule is the combination of encoding layer branch and global average pooling branch, we also analyzed the performances when those two branches occupied different percentages within GEModule. Specifically, as shown in Fig.2 , when the size of output vector V e on encoding layer was 512 as well as the size of output vector V g on global average pooling, we used the concat operator to combine those two output vectors to the vector of size 1024. Based on the same number of the total vector, 1024, we adjusted the proportions of V e and V g through each FC layer. We set up three different rates of V e to V g , which were 2:1, 1:1, and 1:2 and the corresponding size of vectors V e and V g were 768:256, 512:512, and 256:768. Fig.7 shows three results.
It can be seen that when the rates were 1:2 and 2:1, the results were 67.2% and 66.5% respectively, which was worse than the result 68.4% when the rate was 1:1. The encoding layer implemented the traditional dictionary learning and preferred to extracted texture information. And, global average pooling extracted the statistical features of image-level. We tried to seek a tradeoff between two branches, which finally generated the vector for weighting high-level feature maps. Hence, the same proportion of these two branches can generate better performance.
B. ABLATION STUDY DILATED DECODER MODULE
We conducted a series of ablation studies to test the different settings of DDModule. Specifically, in order to test the information provided by the feature maps with different resolutions, we divided the experiments into two groups res2 and res3 respectively. It means that the inputs of DDModule were res2 and res3 from backbones, as shown in Fig.6 , and corresponding feature maps size were 360 × 360 × 32 and 180 × 180 × 64 respectively.
Note that the size of feature map res2 is larger than res3, in order to maintain the similar computations on these two groups, so we employed pointwise convolution 1 × 1 to reduce channels of feature map res2. As the result, the output channels of res2 were equal to half of the channels of res3.
All the experimental results are illustrated in Table. 2. We evaluated improvement from three perspectives, including different connection styles, the effectiveness of dilated convolutions and different dilated settings, which can help us to set up the most appropriate DDModule architecture.
1) DIFFERENT CONNECTION STYLE
We evaluated the impacts of different connection styles. We compared the dense connection style on original DDModule and ASPP [30] that is also based on several dilated convolutions with different dilated rates. In details, we parallel fed input feature maps to dilated convolutions, and then used concat operators to combine each output from dilated convolutions. In Table. 2, we used mark, * , to represent the experiments with the ASPP structure. And the experiment (2, 3, 5) * means that DDModule had three dilated convolutions with dilated rates 2, 3, 5 respectively, and the maximum receptive field was 5.
The experiments (2, 3, 5) * in res2 or res3 groups achieved the mIoU of 69.0% and 69.9% respectively, but experiments (2, 3, 5) in dense connection style of original DDModule achieved the mIoU of 69.8% and 71.6%. By summary, the original DDModule had better improvement than ASPP structure.
Standard convolution or dilated convolution? We also evaluated that whether standard convolution or dilated convolution influenced improvement in DDModule. We set the experiment (1, 1, 1) as the contrast experiment. When the dilated rate was 1, it means connection style of three standard convolutions was dense connection. It can be seen from the Table. 2 that the experiment (1, 1, 1) obtained the mIoU of 69.4% and 69.1% respectively, and these performances were not better than other different dilated convolution settings. In sum, those experimental results proved that in DDModule the performance was better with dilated convolutions than that with standard convolution.
2) DIFFERENT DILATED SETTING
We evaluated the improvement from different dilated convolution settings. Inspired by [14] , Wang et al. [14] advocated that the dilation strategy should follow with a sawtooth wavelike method, which means dilated rate within a module should not have a common multiplication factor. And this can effectively reduce the impact of gridding issue.
In each group, we separately set s series of DDModule with different dilated convolutions. We regarded that the function of DDModule is to provide boundary information that combines spatial information and short-range multi-scale context information. Therefore, the setting of dilated rates should not be too large (e.g.< 8); then, we heuristically selected several dilated settings. There have three dilation settings, which were (2, 3, 5), (3, 4, 5) , (2, 5, 7) , and according to Eq.(4) and Eq.(5), the corresponding maximum receptive fields were 21, 25, and 29 respectively. VOLUME 6, 2018 FIGURE 8. Visualization of ablation studies results from our proposed architecture experimented on Cityscapes dataset.
In the res2 group, when the dilated rate increased, the maximum receptive field increased from 21 to 29, and the performance increased from 69.8% to 71.5%. We can see in Table. 2 that some classes have showed improvement, such as rider, truck, and train. However, in the res3 group, when the dilated rate increased, the performance dropped from 71.6% to 70.1%. There was a question: Why did the performance drop? Or what made the performance drop?
It is the higher resolution of feature maps but the smaller receptive fields in the res2 group, when compared with res3 group. Due to downsample operators, the resolution of feature maps in the res3 group were smaller, but those feature maps had greater receptive fields. We hold the reason why performance degraded, and it mainly because the feature maps in the res3 group had larger receptive fields that toward captured semantic information rather than spatial details. In summary, the DDModule preferred to capture more semantic information than spatial details. We preferred to choose the res3 (2,3,5) for backbones as an input of DDModule, because there was a smaller amount of computation and parameters. Fig.8 shows the visualization of ablation studies about DDModule and GEModule. 50340 VOLUME 6, 2018 FIGURE 9. Visualization results from our proposed architecture experimented on CamVid test set, and we used the red boxes to highlight some details. 
C. RESULTS ON CITYSCAPES
We have tested our models on Cityscapes test set. Compared with several state-of-the-art methods, such as ENet [18] , FCN8s [17] , Dilation10 [45] , LRR [46] , DeepLabv2 [30] , and RefineNet [21] , we only trained our models on fine annotation images without any post processing, such as DenseCRF [30] . We adopted the multi-scale testing method. The results were shown in Table. 3.
D. RESULTS ON CAMVID
In order to evaluate our proposed architecture for lowresolution input data, we trained our model on CamVid dataset.
1) DATASET
CamVid dataset [44] is a public urban street dataset with semantic labels. The original images in dataset have fixed size 960 × 720. This dataset contains annotations of 701 images, including 367 images for training, 101 images for validation, and 233 images for testing. In order to test the performance of our modules when the input images were low-resolution, we resized image to 480 × 360 during training and testing process.
2) IMPLEMENTATION DETAILS
Compared with Cityscapes dataset, the size of images from CamVid dataset are smaller. We employed NVIDIA VOLUME 6, 2018 GTX1080 card as the hardware platform. Similarly, we still used ''poly'' learning rate strategy and SGD with batch size 12. For data augmentation, we adopted random horizontal flip, random rotation between 10 and -10 degrees, and random scaling between 0.5 and 2.
Our proposed models were compared with several stateof-the-art methods, such as LinkNet [23] , Dilation8 [45] , ENet [18] , and SegNet [16] . In terms of the sizes of images used in those methods, ENet and SegNet resized input images to 480 × 360, LinkNet resized input images to 768 × 576, and Dilation8 resized to 640 × 480. Table.4 shows the comparing results.
Our backbone, without including two modules, obtained mIoU of 52.4%. Based on the backbone, we added GEModule to select discriminative feature maps, and the accuracy raised to 56.1%. The structure we added DDModule and GEModule gained the best performance, which the mIoU was 60.4%. This structure had been significantly improved in many smell object classes, such as sign, fence, and bicyclist. This is because DDModule provided rich spatial information, which made models easier to classify smell objects. Some results of the visualization are shown in the Fig.9 .
V. CONCLUSION
In this paper, we proposed GEModule and DDModule to build a new architecture for semantic segmentation. Specifically, GEModule was used to exploit high-level feature maps for selecting discriminative feature maps, and DDModule that combined dilated convolution and dense connection is for refining prediction results. We set a series of ablation studies to confirm the validity of our proposed models, and results proved that our proposed models achieved comparable performance either on the CamVid or on the Cityscapes dataset.
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