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Abstract 
Wang, K., On characterizing boundedness of database schemes with bounded dependencies, 
Theoretical Computer Science 100 (1992) 347-364. 
We investigate the effect of bounded dependencies on the boundeness of database schemes. The 
following results are proved. A database scheme with only bounded equality-generating dependen- 
cies is always bounded with respect to dependencies; a lossless database scheme with bounded 
full implicational dependencies is bounded w.r.t. dependencies if and only if the implicational 
dependencies are equivalent to a single join dependency and some equality-generating dependen- 
cies. By a known method, this condition can be tested effectively. These results are relevant in 
database theory in that they determine in a rather general case whether queries under the 
representative instance approach can be expressed in relational algebra. 
1. Introduction 
The weak instance model was first studied by Honeyman [25] and independently 
by Vassiliou [39] as a means to define the satisfaction of functional dependencies 
by a collection of relations; since then it has been studied by Mendelzon [31] to 
define information content of databases and by Sagiv [33, 341 and Yannakakis [41] 
as a query answering device. In this model, a state is considered satisfying or 
consistent if no contradictory information is inferred from the state by applying 
certain rules associated with the semantics of the integrity constraints. The process 
of making these inferences is called the chase [l, 291. All the information that is 
inferred by the chase process for a consistent state is called the representative instance. 
A query on a set of attributes X is then answered based on the X-total projection 
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of this instance; that is, using tuple (projected onto X) of the representative instance 
that do not contain missing information on X. Consequently, a desirable property 
of a database scheme is the ability to compute efficiently the X-total projections. 
Generating explicitly the representative instance is not a good choice because that 
will involve all data in the database and therefore is time-consuming. One alternative 
is to look for an expression E, in relational algebra [ 151, such that for all consistent 
state p, Ex (p) computes the X-total projections. However, this is not always possible 
because the chase makes inferences “recursively” and recursion cannot be expressed 
in relational algebra in general. A database scheme that allows the X-total projections 
to be expressed in relational algebra is said to be bounded (w.r.t. dependencies) [30]. 
The importance of knowing whether a database scheme is bounded w.r.t. dependen- 
cies goes beyond efficient query answering under the representative instance 
approach. A similar notion has also been investigated in the context of optimization 
of Datalog (the language of function-free Horn-clauses [17, 191) programs, where 
a Datalog program is bounded if it is possible to eliminate recursion from it [16, 
18, 26, 321. 
Unfortunately, the problem of determining whether a database scheme is bounded 
w.r.t. dependencies is very difficult. As mentioned in [30], it is not known whether 
the problem is, in general, solvable at all-even in the simple case where only 
functional dependencies appear. (In fact, boundedness of Datalog programs has 
been shown to be undecidable in [18].) Although many sufficient or necessary 
conditions [5, 11-14, 27, 34-361 were known, no effective characterization of 
boundedness so far has been found for any non-trivial class of database schemes. 
Hence, characterizing boundedness for some general and meaningful class of 
database schemes seems to be a reasonable thing to do. In particular, the class of 
database schemes with bounded dependencies is such a class we shall consider in 
this paper. 
A set of (universal) dependencies is bounded (w2.r.t. a database scheme) [22] if 
every inconsistent state contains an inconsistent substate of a bounded size. From 
the theoretical viewpoint, database schemes with bounded dependencies are exactly 
those for which consistency is finitely axiomatizable by equality-generating depen- 
dencies [9]. In general, consistency is not even finitely axiomatizable by the first-order 
logic [22]. From the viewpoint of scheme design, this notion is important and even 
necessary in an environment where scanning the entire state is not acceptable for 
enforcing constraints when states are large and modifications are frequent. In fact, 
in several important cases, dependencies were known to be bounded. The first of 
such cases is independent database schemes [24, 341; that is, every state in which 
each relation satisfies the dependencies local to it is consistent. Recently, Graham 
and Wang [23] defined a generalization of independent schemes as follows. A 
database scheme is constant-time-maintainable (ctm) if there is an algorithm that 
determines whether an insertion of a tuple preserves consistency of a state in time 
independent of state size. Ctm schemes are highly desirable for efficient updates in 
a large and dynamic environment. A further generalization is algebraic-maintainable 
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schemes [ll], for which there is a simple algorithm to enforce constraints incre- 
mentally via certain predetermined selection expressions over the database. All these 
schemes enforce constraints by examining only a bounded number of tuples and, 
consequently, dependencies are bounded w.r.t. database schemes. In summary, the 
assumption of bounded dependencies is rather general in the sense that it is necessary 
for efficient update and has been implied in many important cases. 
In this paper, we shall determine whether a database scheme is bounded, provided 
that the assumption of bounded dependencies is made. In particular, we show the 
following results. 
(1) A database scheme with only bounded equality-generating dependencies is 
always bounded. The X-total projection in this case can be computed by a union 
of tableaux [2, 3, 371 with at most 1 171 * k + 1 rows, where 1 U( is the number of 
attributes and k is a bound specified by boundedness of the given equality-generating 
dependencies. 
(2) A lossless database scheme with bounded full implicational dependencies 
[lo, 17, 421 is bounded if and only if the given dependencies are equivalent to a 
single join dependency and some equality-generating dependencies. This 
equivalence was known to be necessary when a lossless database scheme is con- 
sidered [36]. 
There are some corollaries from these results. First, they suggest that in many 
cases, such as only fd’s appear as the constraints, efficient update is a stronger 
condition than efficient query answering. Second, by a result in [36], testing the 
equivalence in (2) above is decidable and, consequently, boundedness of database 
scheme is decidable for all lossless database schemes in which dependencies are 
known to be bounded. Also, the following result of [36] is a special case of ours: 
A lossless database scheme with only full tuple-generating dependencies is bounded 
if and only if the tuple-generating dependencies are equivalent to a single join 
dependency. As discussed in [36], this result is important in a deductive database 
where the Horn-clause program contains only one predicate symbol. In such a case, 
boundedness of a Datalog program coincides with boundedness of a database 
scheme (CJ, D), where Cl is the set of all attributes and D is a set of tuple-generating 
dependencies over U, by viewing these dependencies as rules. However, in a general 
case where a program may contain more than one predicate symbols, the connection 
of our results to deductive databases does not seem clear at this moment. Neverthe- 
less, we hope that our results can provide useful information for a similar study of 
deductive databases in future work. 
A basic question in the weak instance model is the following: Given a database 
scheme R and sets D,, D, of dependencies, does the containment CONS(R, D,) G 
CONS(R, D,) hold? Here CONS(R, 0;) is the set of all states consistent with D,, 
z’ = 1,2. Although logical implication D, k D, is sufficient for CONS(R, 0,) E 
CONS(R, DJ, it is not necessary. (Consider, for example, the case where R consists 
of two relation schemes AB and BC, D, is empty and D2 consists of a single 
functional dependency A + C). However, when only equality-generating dependen- 
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ties appear and database schemes are dependency preserving [8], we will show that 
D, b D2 is indeed necessary for CONS(R, 0,) c CONS(R, DJ. Since lossless 
database schemes and cover embedding database schemes are dependency preserv- 
ing, this result suggests that in many useful case the above basic problem becomes 
as simple as testing implication of the given dependencies. 
2. Definitions and notations 
We shall adopt the style of [36] for most definitions and notations required for 
the rest of this paper. We recommend the texts [28, 381 for a detailed background. 
2.1. Schemes, relations, states and instances 
Let CJ denote the (finite) set of all attributes. Each attribute is associated with a 
domain of constants. A relation scheme is a nonempty subset of U. A tuple over a 
relation scheme R is regarded as a mapping from attrributes to constants such that 
each attribute A in R is mapped to a constant in the domain of A. Given a tuple t 
over R and X c R, t[X] is the restriction of t over X. A relation over R is a finite 
set of tuples over R. A database scheme, denoted by a pair (R, D), consists of a 
collection R = {R,, . . . , R,} of relation schemes with R, u ’ ’ . v R, = lJ and a finite 
set D of universal dependencies defined later. Very often, a database scheme refers 
to R alone if D is not of interest. A state is a collection of relations over elements 
of R. If p is a state then p(R,) denotes the relation over R,. Sometimes, it is useful 
to treat a state as a set of tuples instead of a set of sets of tuples. With this in mind, 
some set operators may be used for states. For instance, p u p’ denotes the state u 
where each relation o( R,) is equal to the union of p( R,) and p’( R,), p, c p2 means 
p,( R,) E p2( Ri) for every relation scheme R;, and phrases such as “a tuple z, in state 
p” should make sense . The size of a state is the number of tuples in that state. 
We shall use explicitly three of the operators of relational algebra [ 151: projection, 
(natural) join, and union, denoted respectively by &( ), w and u. For more details 
on these operators and the relational algebra, see [28, 381. Given a state p, Wp is a 
shorthand for the join p(R,) W . . . w p(R,). An instance is a relation over U. An 
instance I generates the state n,,(l), . . . , ZIR,,,(I), which is denoted by state(l). 
2.2. Tableaux and tableau mappings 
A tableau [2, 31 is a table with columns corresponding to attributes and rows 
corresponding to tuples that are filled with variables. We will write a tableau as 
{w,, . . . , w,}/s or simply as T/s, where w,, . . . , w, are the rows of the tableau and 
s is a special row called the summary. The summary s may have blanks in some 
columns, and the rows w, have variables appearing in all the columns. No variable 
appears in more than one column. The variables appearing in the summary, called 
distinguished variables (dv’s), must also appear in some w,, and variables appearing 
only in rows w, are called nondistinguished variables (ndv’s). The rows of the tableau 
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{WI,. . , w,}/s refers only to the wi, i.e., the summary is excluded. When only the 
rows of a tableau are of interest, we shall write a tableau as {w,, . . . , w,} or simply 
as a single letter (e.g., T). Each row has a tag, which is one of the relation schemes 
Ri. A row with a tag Ri has a unique ndv (i.e., a ndv that appears nowhere else) 
in each column whose attribute is in Ri. The size of a tableau is the number of rows 
of that tableau. 
The mapping h is a symbol mapping of a tableau T if h maps each variable of T 
to a constant. Let u be either a row or the summary of T. The result of applying h 
to u, denoted by h(u), is a tuple that maps attribute A to h(u[A]), where u[A] is 
the variable appearing in column A of u. If u has a tag Ri, only the projection of 
h(u) onto R, is of interest, and we shall denote this projection simply by h(u). A 
symbol mapping h is a valuation of T into a state p if h maps every row of T with 
tag Ri to a tuple in p( R;). 
A tableau T defines a mapping from states (of the given database scheme) to 
relations. Tableau T maps a state p to a relation over the set of attributes in which 
the summary of T has nonblank variables as follows: 
T(p) = {h(s) 1 s is the summary of T and h is a valuation of T into p}. 
A union oj’tableaux [37] is an expression of the form U:=, T,, where T, are tableaux. 
The value of u y=, T,, given a state p, is lJ:=, Ti( p). The mappings defined by unions 
of tableaux can be expressed in relational algebra. 
A tableau also maps instances to relations. A tableau of this kind contains only 
rows that have the tag U and we shall call it an untagged tableau. A tagged tableau 
T may also be considered as an untagged tableau simply by ignoring the tags. 
2.3. Dependencies, losslessness and dependencies preservation 
Untagged tableaux also define full implicational dependencies (full id’s) [9, 10, 
17, 421. These dependencies can be either full tuple-generating dependencies (full 
tgd’s) or equality-generating dependencies (egd’s). A full tgd is written as an untagged 
tableau T/s, where s has variables in all the columns. A full tgd T/s is satisfied by 
an instance I if for every valuation h of T/s into Z, the tuple h(s) is in I. An egd 
is also written as an untagged tableau, but its summary is an equality of the form 
a = b, where variables a and b appear in the same column of the tableau. An 
egd T/a = b is satisjied by an instance I if for every valuation of T into I, h(a) = h(b) 
holds. For a technical reason, we consider one of a and b as the only dv of the egd. 
A functional dependency (fd) is a statement of the form X + Y, where X E U and 
Y G U. Fd X --, Y is nothing but the set of egd’s of the form {u, v}/u[A] = v[A], 
where A E Y, and rows u and v agree exactly over attributes in X. Fd X + Y is 
embedded in a relation scheme Rj if X c R, and Y c R,. A set of fd’s F is embedded 
in a database scheme R if every fd in F is embedded in some relation scheme of 
R. A join dependency (jd) [l] is a full tgd in which each ndv is unique. The jd 
defined by R, denoted HR, is such that for each R, in R it has a row with dv’s in 
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the columns of R, and unique ndv’s in the rest of the columns, The jd WR is satisfied 
by an instance Z if and only if Z = Wstate( I). 
An instance satisfies a set of dependencies D if it satisfies every dependency in 
D. SAT(D) denotes the collection of all instances that satisfy D. If SAT(D,) E 
SAT( D2), we say that D, (logically) implies D,, written D, k D,. D, # D2 denotes 
that D, k D, is not true. D, = D, is a shorthand for the phrase “D, k D, and 
D, I= D,“. If D, = D2, D, is said to be equivalent to D2, or a cover of D2. 
A set of fd’s F is cover embedded in a database scheme R if there is a cover G 
of F such that G is embedded in R [7]. R is lossless w.r.t. a set of dependencies 
D if D k wR. R is dependency preserving w.r.t. D if for all instances Z, Z satisfies 
D implies Wstate(Z) also satisfies D [8]. By definition, dependency preservation is 
implied by losslessness, and by a theorem in [8], R is always dependency preserving 
w.r.t. any set of cover embedded fd’s. 
2.4. Chase, representative instances and boundedness 
We permit use of nulls in instances. A null represents an unknown value and is 
denoted by 6,. Two nulls are equal only if they have the same subscript, and a null 
is never equal to a constant. We can infer additional information from an instance 
Z and the semantics associated with dependencies D. The process of making these 
inferences is called the chase [l, 291, and it is defined in terms of certain rules as 
follows. 
The rule for a full tgd T/s states that if there is a valuation h of T into Z, such 
that h(t) is not in Z, then h(t) is added to I. The rulefor an egd T/a = b states that 
if there is a valuation h of T into Z, such that h(u) # h(b) and at least one of h(a) 
and h(b) is a null, then h(a) and h(b) are equated as follows. We arbitrarily choose 
a null among h(u) and h(b), say h(b), and replace all occurrences of h(b) in Z 
with h(a). If h is such that h(a) f h(b) and h(a) and h(b) are both constants, we 
say that a contradiction (between h(a) and h(b)) is found. The chase of Z w.r.t. a 
set of dependencies D is applying repeatedly rules for dependencies in D to Z until 
no rule can be applied anymore or a contradiction is found. If no contradiction is 
found, then CHASE,(Z) denotes the final instance; otherwise, CHASE,(Z) is 
defined to be empty. Clearly, nonempty CHASEI, satisfies all dependencies in 
D. A fundamental property of the chase is that it does not depend on the choice 
of dependency covers nor on the choice of rules in the steps of its computation; 
that is, CHASED(Z) and CHASE& I) are identical up to renaming of nulls if D = D’. 
The chase process also applies to the rows of a tableau T. When equating variables, 
dv’s are treated as constants and ndv’s as nulls. CHASEr,( T) is nonempty since 
each column of T has at most one dv. Implication of dependencies can be treated 
as follows: A set of dependencies D implies a dependency d if and only if 
CHASE,(d) contains a row that is identical to the summary of d, when d is a tgd, 
or a and b are equated in the chase of d, when d is an egd with the summary a = b. 
Consequently, the chase has the following properties: if variables a and b were 
equated in the chase of T w.r.t. D then D implies the egd T/a = b. 
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A state p is said to be consistent w.r.t. a set of dependencies D if there exists an 
instance I such that I E SAT(D) and state(l) 2 p; that is, I is satisfying D and 
nR,( I) 1 p( R,) for every R, E R [25,39]. Such an instance I is called a weak instance 
of p w.r.t. D. Given a state p, T,, denotes the instance obtained from augmenting 
out to U every tuple of p with unique nulls. A state p is consistent w.r.t. D if and 
only if CHASED( T,,) is nonempty [21]. The nonempty instance CHASED( T,,) is 
called the representative instance of p w.r.t. D. 
Let I be an instance, possibly with nulls. The X-total projection of I is defined as 
nk( I) = { t[X]) t is a tuple in I and t[X] contains only constants}. 
Under the representative instance approach, a query is answered in two steps 
[30]. First, construct ni(CHASE,( T,)), i.e., the X-total projection of the rep- 
resentative instance of p, for the set X of attributes mentioned in the query. Then, 
whatever operations must be applied to answer the query are applied to this X-total 
projection. 
Let (R, D) be a database scheme. R is bounded w.r.t. D (by k) if there exists an 
integer k such that for every consistent state p and every X G U, each tuple t in 
n:(CHASE,( T,,)) can be obtained, starting from T,, in at most k applications of 
(rules for) dependencies in D. It is easy to see that for any equivalent sets D and 
D’ of dependencies, 
n.l,(CHASE,( T,)) = n.l,(CHASE,,( T,)), 
where p is a consistent state and Xc_ U. R is bounded w.r.t. D exactly when any 
of the following conditions holds [30]: 
l every X-total projection of representative instances can be computed by a rela- 
tional expression over R; 
l every X-total projection of representative instances can be computed by a (finite) 
union of (tagged) tableaux. 
A set of dependencies D is said to be bounded w.r.t. R (by k) if there is an integer 
k such that for every state p, we have that p is consistent w.r.t. D if and only if for 
every substate p’ (of p) with at most k tuples, p’ is consistent w.r.t. D [22].’ It is 
easy to see that for any two database schemes (R, D) and (R, D’) such that 
CONS(R, D) = CONS( R, D’), D is bounded w.r.t. R if and only if D’ is bounded 
w.r.t. R. 
An instance may be converted into a tableau by mapping each constant and null 
to a distinct variable. Since the one-to-one mapping that converts an instance to a 
tableau is only a formality, we shall refer to the instance itself as a tableau instead 
of using a mapping. Specially, given a state p, we shall treat T,/a = b as an egd, 
where “a” and “b” are constants in the same column of p, and treat T,,/s as a 
tagged tableau mapping, where each row originating from a tuple in p(R,) has a 
tag R,, and the symbols appearing in the summary s must also appear in p. 
’ We measure the size of states by the number of tuples rather than by the number of symbols as in 
[22]. But this still gives an equivalent definition. 
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3. Egd’s as constraints 
The main result we will show in this section is that every database scheme with 
only bounded egd’s is bounded. The case of full id’s will be considered in Section 
4. The following is a key lemma. 
Lemma 3.1. Let (R, E) be a database scheme such that E contains only egd’s and is 
bounded w.r.t. R by some integer k. Let p E CONS(R, E) and t E n:(CHASE,( T,)) 
for some X c U. Furthermore, assume that t originates from a tuple in p( Ri) for some 
Ri E R. Then there exists a substate p’ (of p) with at most ( U - R,] * k + 1 tuples, such 
that t E n&(CHASE,( T,,.)). 
Proof. We shall use all the notations of the lemma. Further assume that t originates 
from a tuple u of p(R,). If Xc Ri then t = v[X] and t can be trivially derived by 
a substate {v}. Now assume that X SZ R;. We will show how to construct at most 
1 U-R,] implied egd’s of size not exceeding k and apply each once to T,, to derive 
t. Once this is proved, we then know in all cases that t can be derived from at most 
1 U - R,] * k + 1 tuples in p and some egd’s implied by E, and therefore by E. Then 
the lemma follows by letting p’ be the set of tuples of p that are actually used in 
this derivation. 
We consider the following chase of T,, that derives t. 
Notation. 
I The current chase of T,,, initially set to T,. 
aug(u) The row in T,, that originates from v. 
V’ The row of I that corresponds to aug(v), initially equal 
to aug(v). 
TOTAL The set of attributes over which v’ has constants, initially set 
to R,. 
Comments. In each iteration, an implied egd is constructed from p and v’ and is 
applied to I to derive a constant for u’. 
Iteration 
Step (1): If X - TOTAL= 8, then t has been derived, stop; otherwise, proceed 
to step (2). 
Step (2): Let h be a one-to-one mapping of constants of p such that h is an 
identity on constants in u’[ TOTAL] and takes all other constants to new constants 
not appearing in p. Let (T = p u h(p), where h(p) is the image of p under h defined 
in a natural way. We first show that u is inconsistent w.r.t. E. Since X - TOTAL f (d 
and aug(v) contains constants only over columns of TOTAL, for some attribute C 
in X - TOTAL, the chase of T,, using tuples of p will equate null aug(v)[C] to 
some constant “c” of p, and then, symmetrically, the chase of T,, using tuples of 
h(p) will equate “c” to the constant h(c). By construction of u, we have h(c) f c 
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and therefore h(c) is a new constant, because otherwise C is in TOTAL. This has 
shown that P is inconsistent w.r.t. E. Hence there must exist some inconsistent 
substate 7~ u of size not exceeding k and two constants “a” and “b” of r, such 
that E k TT/ a = b, where T,/ a = b is considered as an egd by mapping each constant 
and null to a distinct variable. (Notice that “a” and “b” need not be h(c) and “c”.) 
We now show how to apply egd T7/a = b to the instance I, the current chase of 
T,, to derive one more constant for u’. Before doing this, we first prove some 
properties of this egd. In particular, we want to prove that if “a” (or “b”) is in 
some column A then u’[A] is a null. Note first that “a” and “b” cannot both be 
new constants, otherwise, the valuation h’ which agrees with the reverse of h on all 
new constants and is an identity on all constants of p will take tableau T, into the 
instance T, and equate the two distinct constants h’(a) and h’(b), contradicting 
that p is a consistent state. Now assume without loss of generality that “a” is a 
constant of p. Then “b” must be h(a), otherwise the valuation h’ above will again 
show that p is inconsistent. 
Observe that (so far) I is essentially an instance obtained from replacing the tuple 
aug(v) in T, with v’. By renaming of nulls, in the following we may assume that 
the tuples of T, and of I that originate from the same tuple in p -{v} are identical. 
Suppose now that v’[A] is a constant. We derive a contradiction by considering the 
following cases. 
Case 1: v’[A] is a constant of p that is different from “a”. We show that p is 
inconsistent by considering applying T,/a = b to I as follows. Define a valuation 
n of T, into instance I such that n takes each row of T, originating from a tuple 
in p -{II} to itself and takes each row of T, originating from a tuple in h(p) to ~7’. 
Clearly, q( T,) E I, where q( T,) is the image of T, under 7. Also, by definition of 
h, for any rows x E p -{v} and y E h(p), x[ B] = y[ B] implies x[B] = v’[B], for every 
attribute B; that is, q(x[ B]) = v(y[B]). Hence n is indeed a valuation. Note that 
n(a) = a and r)(b) = v’[A]. Thus applying TT/a = b to I by n will equate the two 
constants u’[A] and “a”. Since I is a partial chase of T, w.r.t. E and E k TT/a = b, 
p is inconsistent w.r.t. E, a contradiction. 
Case 2: v’[A] = a. Then A E TOTAL, and from definition of h, h(a) = a, contradict- 
ing h(u) = b and b f a, which were previously established. 
Case 3: v’[A] is a new constant. This is impossible because only constants of p 
were so far filled into u’. 
This proves the claim that u’[A] is a null. 
Now we apply egd T,la = b to Z, by using the valuation 7) of Case 1, to equate 
the unique null v’[A] with constant “a”. Then we add the attribute A to TOTAL 
and repeat the steps (1) and (2) for the new parameters TOTAL, I and u’. 
End of iteration 
Since each iteration added one attribute of U - Ri to TOTAL, the above process 
stops after at most 1 U - R,I iterations. When it stops, u’[X] is total, u’[X] = t, and 
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at most 1 U - Ril applications of egd’s of size not exceeding k were made to T,,. 
Then the lemma follows from the discussion at the beginning of the proof. 0 
The following lemma is due to [30]. 
Lemma 3.2. Assume that a state p is consistent w.r.t. a set offull id’s D, and let t be 
a tuple in ITk(CHASE,(T,)) for some Xz LJ. Consider the tagged tableau T,/t, 
where each row (of T,) originating from a tuple in p( R,) has a tag Ri and t has blanks 
over the attributes not in X. Then T,/t(p’)c (CHASE,(p’)), for all consistent 
states p’. 
By Lemmas 3.1 and 3.2, we have the following theorem. 
Theorem 3.3. Let (R, E) be a database scheme such that E contains only egd’s and 
is bounded w.r.t. R by an integer k. Then (a) the X-total projection of representative 
instances can be computed by a union of (tagged) tableaux with at most q * k+ 1 
rows, where q = max{i U - R,I 1 R, E R}, and (b) R is bounded w.r.t. E. 
Proof. By Lemma 3.1, for every tuple t in ni(CHASE,( T,,)), there exists a substate 
p, G p with at most q * k+ 1 tuples, such that t E IIk(CHASE,( T,,)), where q is 
specified as in the theorem. Let TJ t be the tagged tableau defined as in Lemma 
3.2. Then by Lemma 3.2, the X-total projection of representative instances can be 
computed by taking the union of all such tableaux TJ t. Thus (a) follows. (b) 
follows from (a) and the fact that there are only finite number of tableaux of size 
not exceeding q * k + 1. 0 
4. Full id’s as constraints 
Unless otherwise stated, we assume that in this section the dependencies given 
for a database scheme are full id’s As the main result in this section, we will show 
that a lossless database scheme with bounded full id’s is bounded w.r.t. dependencies 
if and only if the following condition holds: the dependencies of the database 
scheme are equivalent to a single jd and some (finite set of) egd’s. 
Consider the computation of CHASE,(I) for a set T of full tgd’s. The first 
iteration of the chase consists of repeatedly applying tgd’s in T to the original rows 
of I, but not to the newly added rows. In general, in each iteration the tgd’s are 
applied to the rows generated in all previous iterations. The following lemma is due 
to Sagiv [36]. 
Lemma 4.1. (a) Let (R, D) be a lossless scheme. If R is bounded w.r.t. D, then D is 
equivalent to a single jd and some egd’s. 
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(b) Let (R, D) be a database scheme, where T is a set offull tgd’s. Zf T is equivalent 
to a single jd, then there exists an integer k, such that for all instances I the computation 
of CHASE,(I) requires at most k iterations. 
(c) The equivalences in (a) and (b) are decidable. 
For the database schemes considered in this section, we will show that the 
equivalence in Lemma 4.1(a) is also sufficient for boundedness of database schemes. 
In the following proofs, egd(D) denotes a cover of the egd’s implied by D. We 
further assume that egd(D) is finite if it has a finite cover. 
Our proof of the main result goes in two steps. First, we prove some properties 
of the database schemes to be considered. In particular, we will show that D is 
bounded w.r.t. R if and only if egd(D) is finite and bounded w.r.t. R. This result 
and Theorem 3.3 then imply that R is bounded w.r.t. egd(D). 
Second, we prove that if D is equivalent to a single jd and some egd’s and R is 
bounded w.r.t. egd( D), then R is bounded w.r.t. D. Therefore, if (R, D) is a lossless 
database scheme with bounded dependencies, by these results and Lemma 4.1(a), 
we have that R is bounded w.r.t. D if and only if D is equivalent to a single jd and 
some egd’s. To show the results of the first step, we need a few technical results 
and notations. 
First of all, the notion of egd’s is extended to the tagged case. A tagged egd is a 
tagged tableau of the form T/a = b, where there exist two rows u and v of T with 
some tags Ri and R,, respectively, such that u[A] = a and v[A] = b, for some attribute 
A E R, n R;. Tagged egd T/a = b is satis-ed by a state p if for every valuation h of 
T into p, h(a) = h(b) holds. Given a set of tagged egd’s 2, we denote by SAT(Z) 
the set of all states that satisfy every egd in 2. A tagged egd may be considered as 
an untagged one simply by ignoring the tags. We denote by 2, the set obtained by 
considering each tagged egd in 2 as an untagged one. The following result is due 
to Graham and Vardi, cf. [22, Theorems 4 and 51. 
Proposition 4.2. For any database scheme (R, D), there exists a (possible infinite) 
set of tagged egd’s 2 such that CONS(R, D) = SAT(Z). Moreover, D is bounded 
W.I. t. R if and only if1 has a finite cover. 
Lemma 4.3. Let 1 be a set of tagged egd’s and let I be an instance. Then Z E SAT(X,) 
if and only if state(Z) E SAT(I). 
Proof. The lemma was originally given as Lemma 5.6.1 in [40]. A proof is now 
given in the appendix for convenience. 0 
Lemma 4.4. Assume that (R, D) is a dependency preserving database scheme, and let 
CONS( R, D) = SAT(X) for a set of tagged egd’s 1. Then egd( D) 2 2,. In particular, 
if D contains only egd’s then D = 2,. 
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Proof. Let Z E SAT( 0). Then state(Z) is consistent w.r.t D and therefore state(Z) E 
SAT(E). By Lemma 4.3, I E SAT(&). Thus D I= & and egd (D) + 1”. Now let 
Z E SAT(&). By Lemma 4.3, state(Z) E SAT(E). Let Z, be a weak instance of state(Z) 
w.r.t. D. Then I,,, E SAT(D) and Z E Wstate( I) c Wstate( I,,,). Since (R, D) is depen- 
dency preserving, I, E SAT(D) implies wstate( Z,) E SAT(D) and thus Wstate( I,) E 
SAT(egd( D)). Then we have I E SAT(egd( D)), because subsets preserves satisfac- 
tion of egd’s. This shows 2, + egd(D). 0 
The first step of the main proofs, as outlined early in this section, is stated in a 
slightly general theorem below. 
Theorem 4.5. Assume that (R, D) is a dependency preserving database scheme. Then 
D is bounded w.r.t. R if and only if egd( D) isJinite and bounded w.r.t. R. 
Proof. (only if) Let CONS(R, D) = SAT(z), for a set of tagged egd’s Z: By Proposi- 
tion 4.2, /X has a finite cover, and therefore by Lemma 4.4, egd(D) is finite. The 
boundedness of egd(D) follows from that of D and the equality CONS(R, D) = 
CONS(R, egd( D)), which follows because only egd( D) constrains consistency of 
states. 
(If) This follows by a similar argument as the last part of “only if”. 0 
We now proceed to the second step of the main proofs. This is stated in a theorem 
below. 
Theorem 4.6. Assume that (R, D) is a database scheme such that egd(D) isfinite. Zf 
D is equivalent to a single jd and some egd’s, and R is bounded w.r.t. egd( D), then 
R is bounded w.r.t. D. 
To prove this theorem, we first show that CHASED( T,,) can be produced in three 
steps: 
(1) Compute CHASEegdtDj (T,), that is, chase T, w.r.t. egd(D); 
(2) replace all occurrences of repeated nulls in CHASEegd, Dj( T,) with new distinct 
nulls; and 
(3) chase the resulting instance w.r.t. the tgd’s in D.’ 
Lemma 4.7. Let (R, D) be a database scheme and let T be the set offull tgd’s in D. 
Assume that p is a consistent state and t_~ is obtained from replacing all occurrences 
of repeated nulls in CHASE,,,(D,( T,) with new distinct nulls. Then, upto renaming of 
nulls, CHASED( T,,) and CHASE,(p) are identical. 
* CHASE,,,,,,( r,) was defined as e9ualif.v chase of T, and written as ECHASE,(T,) in [36]. 
CHASE cgd(Dj( T,,) can be obtained by computing CHASE,( T,,) and then deleting the tuples that were 
added during the chase. 
Boundedness of database schemes 359 
Proof. It suffices to prove that no symbols, i.e. either nulls or constants, can be 
equated during the chase of CHASE7(~) w.r.t. D. Suppose that a symbol “a” is 
equated with a different symbol “b” in chase of CHASE,(p) w.r.t. D. Then D 
implies egd p/a = b. Now let v denote CHASE,,,(,,( TP). Since p/a = b implies 
V/ a = b, we have that D implies v/a = b and thus egd( D) implies v/a = b. But this 
contradicts that v satisfies egd(D). Thus the lemma is proved. Cl 
We are ready to prove Theorem 4.6. 
Proof of Theorem 4.6. By assumption, let D = egd( D) u {j}, for some jd j. Let p be 
obtained from replacing all occurrences of repeated nulls in CHASE,,,(,,( T,) with 
new distinct nulls. From Lemma 4.7, we have 
&(CHASE&)) = @&) u &(J), 
where X c U and J is the set of tuples that were added during the chase of p w.r.t. 
{j}. Since R is bounded w.r.t. egd(D) and nk(p) = ITk(CHASE,,,,,,( T,)), there 
must exist some predetermined (that is, determined before p is chosen) union T, 
of tagged tableaux that computes IIk(p). In the following we show that there exists 
a predetermined union To of tagged tableaux such that 
n?(J) G To(p) E ZTk(CHASE,( T,)). 
Once this is proved, we have 
II!&) u fll,(J) c (7-m u Tp)b) G ~l,(CHAsEdT,)). 
But since 
we have 
(T, u T@)(P) = &(CHASE&,)). 
This then should show that R is bounded w.r.t. D. 
Now we construct the promised union Tp. The idea is proving that, for each tuple 
t in IIk(J), there exists a substate p’ (of p) of size independent of the choice of p, 
such that t E nk(CHASE,( T,,)). Let h, be the size of the jd j. From Lemma 4.1(b), 
there must exist an integer p and a subset P’C p with at most hy tuples, such that 
t is derived from P’ and {j}. In the following, we consider how to derive the total 
components of tuples in p’. 
We define TOTAL(u), for any tuple u, to be the set of all attributes over which 
u has constants. Let u be any tuple in p’. By boundedness of R w.r.t. egd(D), there 
exists an integer k such that u[TOTAL( u)] can be derived in at most k applications 
of egd’s in egd( D), starting from T,. Let h2 be the maximal size of egd’s in egd( D). 
(Such a size must exist because egd(D) is finite.) Therefore there exists a substate 
pi E p with at most k * h, tuples, such that u[TOTAL(u)] is derived by chasing T,, 
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w.r.t. egd(D). Now let p’ be the state obtained by taking the union of such states 
p, chosen for all tuples u in p’. Clearly, p’ is a substate of p that contains at most 
hY * k * h, tuples, and for every tuple u in p’, 
In other words, for every tuple u in p’, there exists a corresponding tuple u’ in 
CHASE egd(DJ(Tp,) such that u[TOTAL(u)] = u’[TOTAL(u)]. Since all nulls in p’ 
are unique, we can derive t from T,,, by first deriving all these corresponding tuples 
and then deriving t from them (and the jd j). As chase process does not depend 
on the choice of dependency covers, we have t E ITi(CHASE,,( T,,)). 
Now consider the tagged tableau T,,,/ t, where each row of T,, originating from 
a tuple in (r(R,) has a tag R,, and t has blanks over the attributes not in X. We 
define TP as the union of such tableaux T,,./t for all t and p’ chosen as above. 
Evidently, there are only a finite number of such tableaux, because they all have 
size at most hy * k * h2. From the above discussion and Lemma 3.2, we have that, 
for every p E CONS(R, D), 
I&(J) G T,(p) c II&(CHASE,( T,,)). 
Then the theorem follows from the discussion at the beginning of the proof. 0 
We are now ready to give the main theorem of this section. 
Theorem 4.8. Assume that (R, D) is a lossless database scheme such that D is bounded 
w.r.t. R. Then R is bounded w.r.t. D if and only if D is equivalent to a single jd and 
some egd’s. Moreover, this condition is decidable. 
Proof. (If) Recall first that losslessness implies dependency preservation. Then 
from boundedness of D and Theorem 4.5, egd(D) is finite and bounded w.r.t. R. 
From Theorem 3.3, R is bounded w.r.t. egd(D). Then the “if” part follows from 
Theorem 4.6. 
(Only if) and the decidability follow from Lemma 4.1(a) and (c), respectively. 0 
The above proofs, however, did not suggest an efficient way of constructing a 
union of tableaux that computes the X-total projections. One should note that the 
following result of [36] has been included as a special case of Theorem 4.8: a lossless 
database scheme with only full tgd’s is bounded if and only if the tgd’s are equivalent 
to a single jd. 
5. Testing CONS(R, 0,) G CONS(R, 02) 
As pointed out in the Introduction, D, + D2 is sufficient for CONS(R, 0,) C_ 
CONS(R, DJ, but not necessary. In the following we show that when only egd’s 
appear and database schemes are dependency perserving, D, F D2 is indeed 
necessary for this containment. We first show a general result for the case of full id’s. 
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Lemma 5.1. Let (R, 0,) and (R, D2) be two dependency-preserving database schemes. 
Then CONS(R, 0,) 5 CONS(R, D2) if and only if egd( 0,) k egd(D,). 
Proof. (If) It is easy to see that CONS(R, Di) = CONS(R, egd(D,)), i = 1,2, as 
established in the proof of Theorem 4.5. Then “if” follows because 
egd(D,) + egd( D,) is sufficient for CONS(R, egd( 0,)) E CONS(R, egd( D,)). 
(Only if) Let CONS(R, 0,) = SAT(E) and CONS(R, D2) = SAT(E), for set _IE 
and 2 of tagged egd’s. Then SAT(E) z SAT(z’) and, by Lemma 4.3, SAT(&) E 
SAT(EL). From Lemma 4.4, we have egd( 0,) k 2, k 2: k egd( DJ. 0 
Since it is not clear how to test egd( 0,) i= egd(D,), given sets D, and D, of full 
id’s, Lemma 5.1 has no immediate application for testing the inclusion 
CONS(R, 0,) c CONS(R, D,). When only egd’s are allowed, however, the theorem 
is quite useful in this respect. This is stated in the following theorem. 
Theorem 5.2. Let (R, E,) and (R, E2) be two dependency preserving database schemes 
with only egd’s. Then the following are equivalent: 
(a) CONS(R, E,) E CONS(R, E2), 
(b) CONS(R, E, u {wR}) E CONS(R, E2u {wR}), 
(c) E, + E,. 
Proof. When E, and E2 contain only egd’s egd( E,) = E, and egd( E,) = E2. Then 
(a)e(c) is immediate from Lemma 5.1. Also, it is easy to see that CONS(R, Ei u 
{wR}) = CONS(R, Ei), since R being dependency preserving w.r.t. Ei and Z being 
a weak instance of p w.r.t. E, implies that Wstate(Z) is a weak instance of p w.r.t. 
E, u {MR}. Then (a>@(b) follows. 0 
The following corollary states some further important special cases of Theorem 5.2. 
Corollary 5.3. (a) Let (R, E,) and (R, E2) be two lossloss database schemes with only 
egd’s. Then CONS(R, E,) c_ CONS(R, E,) if and only if E, k EZ. 
(b) Let (R, F,) and (R, F2) be two database schemes with only cover embedded 
fd’s. Then CONS(R, F,) s CONS(R, F2) if and only if F, k F2. 
Therefore, by an algorithm in [6] the inclusion CONS(R, F,) G CONS(R, F,), for 
cover embedded fd’s F, and F2, can be tested in quadratic time in the sizes of 
description of F, and F2. 
Graham [20] studied when a dependency “acts as a constraint” on databases. 
Let (R, D) be a database scheme. A dependency d acts as a constraint w.r.t. (R, D) 
cf. [20] if 
CONS(R, Du{d})fCONS(R, D-(d)). 
When only fd’s are considered, some necessary and sufficient (but not both) condi- 
tions for acting as a constraint were given in [20]. The following corollary states 
that in some useful cases acting as a constraint is exactly being nonredundant. 
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Corollary 5.4. (a) Let (R, E) be a database scheme with only egd’s and let u be an 
egd, not necessarily in E, such that R is lossless w.r. t. E -{u}. Then (+ acts as a 
constraint w.r.t. (R, E) ifand only if E -{a} # u. 
(b) Let F be a set offd’s embedded in R. Then an embeddedfdf acts as a constraint 
w.r.t. (R, F) ifand only ifF-{f} #J: 
Proof. Immediate from definitions and Corollary 5.3. 0 
6. Conclusion 
The assumption of bounded dependencies is rather general and is implied in 
many useful cases. Under this assumption, we determined whether a database scheme 
is bounded w.r.t. dependencies, i.e., whether the X-total projection of representative 
instances can be computed by a relational expression. The following results were 
proved. A database scheme with only bounded equality-generating dependencies is 
always bounded; a lossless database scheme with bounded full implicational depen- 
dencies is bounded if and only if the implicational dependencies are equivalent to 
a single join dependency and some equality-generating dependencies. By a result 
in [36], this condition is decidable. 
When a database scheme is dependency preserving w.r.t. a set of equality- 
generating dependencies, we reduce the problem of testing CONS(R, 0,) G 
CONS(R, D,), given R, D, and D, as input, to the simple problem of testing the 
implication D, + D,. This result also applied to lossless database schemes and cover 
embedding database schemes. 
However, our method of proving boundedness did not suggest an efficient way 
of constructing the promised union of tableaux that computes the X-total projec- 
tions. The efficient construction is very important in practical applications as well 
as very difficult, if possible at all. We leave this problem open for future work. 
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Appendix. Proof of Lemma 4.3 
Lemma 4.3. Let 2 be a set of tagged egd’s and let I be an instance. Then I E SAT(&) 
if and ont’y if state(I) E SAT(I). 
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Proof. Recall that E’, is the untagged version of 2. Let I be an instance. Suppose 
state(I) E SAT({ T/ a = b}), for some egd T/a = b in 2. Then there exists a valuation 
h of the tagged tableau T into state(l) such that h(a) f h(b). Consider T as an 
untagged tableau and extend h in a way so as to make it a valuation of T into I. 
The extended valuation h will show I r6 SAT({ T/a = b},). On the other hand, 
suppose Z g SAT({ T/ a = b},), for some egd T/a = b in 2. There exists a valuation 
h of the untagged tableau T (by ignoring the tags) into I such that h(a) # h(b). 
Then h takes the tagged tableau T into state(Z) and h(a) f h(b). This then shows 
state(I) F? SAT({ T/a = b}). 0 
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