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We propose a novel strategy to constrain the bottom and charm Yukawa couplings by exploiting
LHC measurements of transverse momentum distributions in Higgs production. Our method does
not rely on the reconstruction of exclusive final states or heavy-flavour tagging. Compared to other
proposals, it leads to an enhanced sensitivity to the Yukawa couplings due to distortions of the
differential Higgs spectra from emissions which either probe quark loops or are associated with
quark-initiated production. We derive constraints using data from LHC Run I, and we explore the
prospects of our method at future LHC runs. Finally, we comment on the possibility of bounding
the strange Yukawa coupling.
Introduction. The discovery of a spin-0 resonance
and the measurement of its couplings to the standard
model (SM) gauge bosons [1, 2] have established that
the dominant source of electroweak symmetry breaking
is the vacuum expectation value (VEV) of a scalar field.
In the SM this Higgs VEV is also responsible for giv-
ing mass to all charged fermions and the LHC Run I
measurements support this simple picture in the case of
the top and bottom Yukawa couplings yt and yb. Direct
measurements of the charm Yukawa coupling are on the
other hand not available at present, and it has been com-
mon lore (see e.g. [3, 4]) that extractions of yc can only
be performed with a few-percent uncertainty at an e+e−
machine such as the ILC [5].
Only recently it has been realised that gaining direct
access to yc without the ILC is possible as in its high-
luminosity run the LHC (HL-LHC) will serve as a Higgs
factory producing around 1.7 · 108 Higgs bosons per ex-
periment with 3 ab−1 of integrated luminosity [6]. In
fact, several different strategies have been proposed to
constrain modifications κc = yc/y
SM
c .
1 A first way to
probe κc consists in searching for the exclusive decay h→
J/ψγ [7–9]. While reconstructing the J/ψ via its di-muon
decay leads to a clean experimental signature, the small
branching ratio, Br (h→ J/ψγ → µ+µ−γ) = 1.8 · 10−7,
implies that only 30 signal events can be expected at each
experiment. This makes a detection challenging given
the large continuous background due to QCD produc-
tion of charmonia and a jet faking a photon [10, 11].
Search strategies with larger signal cross sections are
pp → W/Zh (h → cc¯) [11–13] and pp → hc [14]. These
strategies, however, rely on charm tagging (c-tagging) al-
gorithms [15, 16] which are currently inefficient. Given
these limitations, it is important to devise another in-
dependent procedure that neither suffers from a small
1 Here ySMQ =
√
2mQ/v with v ' 246GeV and mQ is a MS mass
renormalised at the scale mh/2. In our numerical analysis, we
employ ySMb = 1.9 ·10−2, ySMc = 4.0 ·10−3 and ySMs = 3.3 ·10−4.
signal rate nor depends on the c-tagging performance.
In this letter, we will present a method that relies on
the measurements of transverse momentum distributions
of Higgs plus jets events. This signature receives contri-
butions from gluon fusion (gg → hj) and quark-initiated
production (gQ→ hQ, QQ¯→ hg). In the gg → hj chan-
nel, the Higgs is produced through quark loops that are
probed by real emissions in specific kinematic regimes.
In particular, when emissions have a transverse momen-
tum p⊥ in the range mQ  p⊥  mh, with mQ being the
internal quark mass, the leading-order (LO) cross section
features double logarithms of the form [17]
κQ
m2Q
m2h
ln2
(
p2⊥
m2Q
)
, (1)
due to the interference between the Q-mediated and the
top-mediated contributions. These logarithms dynami-
cally enhance the dependence on the Yukawa modifica-
tion κQ. The differential cross section of gg → h receives
radiative corrections which contain up to two powers of
the logarithm ln
(
p2⊥/m
2
Q
)
for each extra power of the
strong coupling constant αs. If instead the Higgs is pro-
duced in gQ → hQ, QQ¯ → hg, the resulting LO differ-
ential cross section scales as κ2Q (this channel therefore
dominates in the large-κQ regime that is relevant for first
generation quarks [18]), with an additional suppression
factor of O(αs/pi) for each initial-state sea-quark parton
distribution function (PDF) which is generated perturba-
tively via gluon splitting. Owing to the different Lorentz
structure of the amplitudes in the mQ → 0 limit, the
gg → hj and gQ → hQ, QQ¯ → hg processes do not
interfere at O(α2s). This ensures that no terms scaling
linearly in κQ are present in the gQ → hQ, QQ¯ → hg
channels at this order.
The sensitivity to yQ that arises from the interplay
between the different production modes can be studied
by means of the differential spectra of the Higgs boson
and jets transverse momentum (henceforth generically
denoted by pT ) in the moderate-pT region. In fact, the
double logarithms can be numerically large for transverse
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2momenta pT . mh/2. This partly compensates for the
quadratic mass suppression m2Q/m
2
h appearing in (1). As
a result of the logarithmic sensitivity and of the κ2Q de-
pendence in quark-initiated production, one expects de-
viations of several percent in the pT spectra in Higgs
production for O(1) modifications of κQ. In the SM,
the light-quark effects are small. Specifically, in compar-
ison to the Higgs effective field theory (HEFT) predic-
tion, in gg → hj the bottom contribution has an effect
of around −5% on the differential distributions while the
impact of the charm quark is at the level of −1%. Like-
wise, the combined gQ → hQ, QQ¯ → hg channels (with
Q = b, c) lead to a shift of roughly 2%. Precision mea-
surements of the Higgs distributions for moderate pT
values combined with precision calculations of these ob-
servables are thus needed to probe O(1) deviations in yb
and yc. Achieving such an accuracy is both a theoretical
and experimental challenge, but it seems possible in view
of foreseen advances in higher-order calculations and the
large statistics expected at future LHC runs.
Theoretical framework. Our goal is to explore
the sensitivity of the Higgs-boson (pT,h) and leading-
jet (pT,j) transverse momentum distributions in inclusive
Higgs production to simultaneous modifications of the
light Yukawa couplings. We consider final states where
the Higgs boson decays into a pair of gauge bosons. To
avoid sensitivity to the modification of the branching ra-
tios, we normalise the distributions to the inclusive cross
section. The effect on branching ratios can be included in
the context of a global analysis, jointly with the method
proposed here.
The gg → hj channel was analysed in depth in the
HEFT framework where one integrates out the domi-
nant top-quark loops and neglects the contributions from
lighter quarks. While in this approximation the two
spectra and the total cross section were studied exten-
sively, the effect of lighter quarks is not yet known with
the same precision for pT . mh/2. Within the SM,
the LO distribution for this process was derived long
ago [17, 19], and the next-to-leading-order (NLO) cor-
rections to the total cross section were calculated in [20–
24]. In the context of analytic resummations of the Su-
dakov logarithms ln (pT /mh), the inclusion of mass cor-
rections to the HEFT were studied both for the pT,h
and pT,j distributions [25–27]. More recently, the first
resummations of some of the leading logarithms (1) were
accomplished both in the abelian [28] and in the high-
energy [29] limit. The reactions gQ → hQ, QQ¯ → hg
were computed at NLO [30, 31] in the five-flavour scheme
that we employ here, and the resummation of the loga-
rithms ln (pT,h/mh) in QQ¯→ h was also performed up to
next-to-next-to-leading-logarithmic (NNLL) order [32].
In the case of gg → hj, we generate the LO spectra
with MG5aMC@NLO [33]. We also include NLO corrections
to the spectrum in the HEFT [34–36] using MCFM [37].
The total cross sections for inclusive Higgs production
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Figure 1: The normalised pT,h spectrum of inclusive Higgs
production at
√
s = 8 TeV divided by the SM prediction for
different values of κc. Only κc is modified, while the remain-
ing Yukawa couplings are kept at their SM values.
are obtained from HIGLU [38], taking into account the
NNLO corrections in the HEFT [39–41]. Sudakov loga-
rithms ln (pT /mh) are resummed up to NNLL order both
for pT,h [42–44] and pT,j [45–47], treating mass correc-
tions following [27]. The latter effects will be significant,
once the spectra have been precisely measured down to
pT values of O(5 GeV). The gQ→ hQ, QQ¯→ hg contri-
butions to the distributions are calculated at NLO with
MG5aMC@NLO [48] and cross-checked against MCFM. The ob-
tained events are showered with PYTHIA 8.2 [49] and jets
are reconstructed with the anti-kt algorithm [50] as im-
plemented in FastJet [51] using R = 0.4 as a radius
parameter.
Our default choice for the renormalisation (µR), fac-
torisation (µF ) and the resummation (QR, for gg → hj)
scales is mh/2. Perturbative uncertainties are estimated
by varying µR, µF by a factor of two in either direc-
tion while keeping 1/2 ≤ µR/µF ≤ 2. In addition, for
the gg → hj channel, we vary QR by a factor of two
while keeping µR = µF = mh/2. The final total theo-
retical errors are then obtained by combining the scale
uncertainties in quadrature with a ±2% relative error as-
sociated with PDFs and αs for the normalised distribu-
tions. We stress that the normalised distributions used
in this study are less sensitive to PDFs and αs varia-
tions, therefore the above ±2% relative uncertainty is a
realistic estimate. We obtain the relative uncertainty in
the SM and then assume that it does not depend on κQ.
While this is correct for the gQ → hQ, QQ¯ → hg chan-
nels, for the gg → hj production a good assessment of
the theory uncertainties in the large-κQ regime requires
the resummation of the logarithms in (1). First steps in
3this direction were taken in [28, 29].
On the other hand, in the small-κQ regime that will
be probed at future runs of the LHC, the distribution
is dominated by the gg → hj channel. For small values
of κQ the ln
(
p2T /m
2
Q
)
terms are of moderate size and
a good assessment of these effects comes from the NLO
calculation of mass corrections in gg → hj [52–54]. Fur-
thermore, achieving a perturbative uncertainty of a few
percent in the considered pT region would also require im-
proving the accuracy of the resummed ln (pT /mh) terms
beyond NNLL. Progress in this direction [46, 55] suggests
that this will be achieved in the near future. Incorporat-
ing higher-order corrections to the full SM process will
both reduce the theoretical uncertainties and improve the
sensitivity to κQ.
Figure 1 illustrates the impact of the Yukawa modifi-
cation κc on the normalised pT,h spectrum in inclusive
Higgs production. The results are divided by the SM
prediction and correspond to pp collisions at a centre-of-
mass energy (
√
s) of 8 TeV,2 central choice of scales and
MSTW2008NNLO PDFs [56]. Notice that for pT,h & 50 GeV,
the asymptotic behaviour (1) breaks down and conse-
quently the gQ → hQ, QQ¯ → hg channels control the
shape of the pT,h distributions.
We stress that for the pT,h distribution, non-
perturbative corrections are small and in the long run,
pT,h will be measured to lower values than pT,j . While
the latter currently gives comparable sensitivity, it is
mandatory to study pT,h to maximise the constraints on
κQ in future LHC runs. Therefore, we use pT,h in the
rest of this letter.
Current constraints. At
√
s = 8 TeV, the ATLAS
and CMS collaborations have measured the pT,h and pT,j
spectra in the h → γγ [57, 58], h → ZZ∗ → 4` [59, 60]
and h→WW ∗ → eµνeνµ [61, 62] channels, using around
20 fb−1 of data in each case. To derive constraints on κb
and κc, we harness the normalised pT,h distribution in
inclusive Higgs production [63]. This spectrum is ob-
tained by ATLAS from a combination of h → γγ and
h → ZZ∗ → 4` decays, and represents at present the
most precise measurement of the differential inclusive
Higgs cross section. In our χ2 analysis, we include the
first seven bins in the range pT,h ∈ [0, 100] GeV whose
experimental uncertainty is dominated by the statisti-
cal error. This data is then compared to the theoretical
predictions for the inclusive pT,h spectrum described in
the previous section. We assume that all the errors are
Gaussian in our fit. The bin-to-bin correlations in the
theoretical normalised distributions are obtained by as-
2 The ratio of the pT,h spectra to the SM prediction at
√
s =
13TeV is slightly harder than the
√
s = 8TeV counterpart, which
enhances the sensitivity to κb and κc at ongoing and upcoming
LHC runs as well as possible future hadron colliders at higher
energies.
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Figure 2: The ∆χ2 = 2.3 and ∆χ2 = 5.99 regions in the
κc–κb plane following from the combination of the ATLAS
measurements of the normalised pT,h distribution in the h→
γγ and h → ZZ∗ → 4` channels. The SM point is indicated
by the black cross.
suming that the bins of the unnormalised distributions
are uncorrelated and modelled by means of linear error
propagation. This accounts for the dominant correla-
tions in normalised spectra. For the data, we used the
correlation matrix of [63].
Figure 2 displays the ∆χ2 = 2.3 and ∆χ2 = 5.99
contours (corresponding to a 68% and 95% confidence
level (CL) for a Gaussian distribution) in the κc–κb
plane. We profile over κb by means of the profile like-
lihood ratio [64] and obtain the following 95% CL bound
κc ∈ [−16, 18] (LHC Run I) . (2)
Our limit is significantly stronger than the bounds from
exclusive h → J/ψγ decays [10], a recast of h →
bb¯ searches and the measurements of the total Higgs
width [2, 65], which read |κc| . 429 [9], |κc| . 234 and
|κc| . 130 [13], respectively. It is however not competi-
tive with the bound |κc| . 6.2 from a global analysis of
Higgs data [13], which introduces additional model de-
pendence.
Turning our attention to the allowed modifications of
the bottom Yukawa coupling, one observes that our pro-
posal leads to κb ∈ [−3, 15]. This limit is thus signifi-
cantly weaker than the constraints from the LHC Run I
measurements of pp → W/Zh (h → bb¯), pp → tt¯h (h →
bb¯) and h → bb¯ in vector boson fusion that already re-
strict the relative shifts in yb to around ±50% [1, 2].
Future prospects. As a result of the expected reduc-
tion of the statistical uncertainties for the pT,h spectrum
at the LHC, the proposed method will be limited by sys-
tematic uncertainties in the long run. Recent studies
4by CMS [66] show that the residual experimental sys-
tematic uncertainty will be reduced to the level of a few
percent at the HL-LHC. Therefore, it is natural to study
the prospects of the method in future scenarios assuming
a reduced theory uncertainty given that this error may
become the limiting factor.
In order to investigate the future prospects of our
method, we need a more precise assessment of the non-
perturbative corrections to the pT,h distribution. To esti-
mate these effects, we used MG5aMC@NLO and POWHEG [67]
showered with Pythia 8.2 and found that the correc-
tions can reach up to 2% in the relevant pT,h region.
This finding agrees with recent analytic studies of non-
perturbative corrections to pT,h (see e.g. [68]). With im-
proved perturbative calculations, a few-percent accuracy
in this observable will therefore be reachable.
We study two benchmark cases. Our LHC Run II sce-
nario employs 0.3 ab−1 of integrated luminosity and as-
sumes a systematic error of ±3% on the experimental
side and a total theoretical uncertainty of ±5%. This
means that we envision that the non-statistical uncer-
tainties present at LHC Run I can be halved in the
coming years, which seems plausible. Our HL-LHC sce-
nario instead uses 3 ab−1 of data and foresees a reduc-
tion of both systematic and theoretical errors by an-
other factor of two, leading to uncertainties of ±1.5%
and ±2.5%, respectively. The last scenario is illustrative
of the reach that can be achieved with improved the-
ory uncertainties. Alternative theory scenarios are dis-
cussed in the appendix. In both benchmarks, we employ√
s = 13 TeV and the PDF4LHC15 nnlo mc set [69–72],
consider the range pT ∈ [0, 100] GeV in bins of 5 GeV,
and take into account h → γγ, h → ZZ∗ → 4` and
h → WW ∗ → 2`2ν`. We assume that future measure-
ments will be centred around the SM predictions. These
channels sum to a branching ratio of 1.2%, but given the
large amount of data the statistical errors per bin will
be at the ±2% (±1%) level in our LHC Run II (HL-
LHC) scenario. We model the correlation matrix as in
the 8 TeV case.
The results of our χ2 fits are presented in Figure 3,
showing the constraints in the κc–κb plane. The un-
shaded contours refer to the LHC Run II scenario with
the dot-dashed (dotted) lines corresponding to ∆χ2 =
2.3 (5.99). Analogously, the shaded contours with the
solid (dashed) lines refer to the HL-LHC. By profiling
over κb, we find in the LHC Run II scenario the follow-
ing 95% CL bound on the yc modifications
κc ∈ [−1.4, 3.8] (LHC Run II) , (3)
while the corresponding HL-LHC bound reads
κc ∈ [−0.6, 3.0] (HL-LHC) . (4)
These limits compare well not only with the projected
reach of other proposed strategies but also have the nice
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Figure 3: Projected future constraints in the κc–κb plane.
The SM point is indicated by the black cross. The figure
shows our projections for the LHC Run II (HL-LHC) with
0.3 ab−1 (3 ab−1) of integrated luminosity at
√
s = 13 TeV.
The remaining assumptions entering our future predictions
are detailed in the main text.
feature that they are controlled by the size of systematic
uncertainties that can be reached in the future. Also, at
future LHC runs our method will allow one to set relevant
bounds on the modifications of yb. For instance, in the
HL-HLC scenario we obtain κb ∈ [0.7, 1.6] at 95% CL.
Finally, we also explored the possibility of constrain-
ing modifications of the strange Yukawa coupling. Under
the assumption that yb is SM-like but profiling over κc,
we find that at the HL-LHC one should have a sensitiv-
ity to ys values of around 30 times the SM expectation.
Measurements of exclusive h → φγ decays are expected
to have a reach that is weaker than this by a factor of
order 100 [11].
Conclusions. In this letter, we have demonstrated
that the normalised pT distribution of the Higgs or of
jets recoiling against it, provide sensitive probes of the
bottom, charm and strange Yukawa couplings. Our new
proposal takes advantage of the fact that the differen-
tial Higgs plus jets cross section receives contributions
from the channels gg → hj, gQ → hQ, QQ¯ → hg
that feature two different functional dependences on κQ.
We have shown that in the kinematic region where the
transverse momentum p⊥ of emissions is larger than the
relevant quark mass mQ, but smaller than the Higgs
mass mh, both effects can be phenomenologically rele-
vant and thus their interplay results in an enhanced sen-
sitivity to κQ. This feature allows one to obtain unique
constraints on yb, yc and ys at future LHC runs.
We derived constraints in the κc–κb plane that arise
from LHC Run I data and provided sensitivity projec-
5tions of our method in future runs of the LHC. Our re-
sults are obtained under the assumption that physics be-
yond the SM only alters the shape of the distributions
via changes of yc and yb, while modifications of the effec-
tive ggh coupling that are induced by loops of new heavy
states are not considered. Since effects of the latter type
mainly affect the total Higgs production cross section,
they largely cancel in the normalised pT,h spectrum for
low and moderate values of the transverse momentum.
The remaining model dependence, due to interference of
heavy new physics with the light-quark loops, is sublead-
ing in the relevant regions of the κc–κb plane.
Under reasonable assumptions about theoretical
progress in the calculation of Higgs plus jets production
and the precision of forthcoming experimental measure-
ments we have shown that, at the HL-LHC, it is possible
to obtain a limit of κc ∈ [−0.6, 3.0] at 95% CL using our
method alone. Modifications of this order can be realised
in some models of flavour (see e.g. [73, 74]). The fact that
our procedure is neither afflicted by a small signal rate
nor depends on the performance of heavy-flavour tagging
makes it highly complementary to extractions of yc via
h → J/ψγ, pp → W/Zh (h → cc¯) and pp → hc. In the
case of the strange Yukawa coupling, we found that pre-
cision measurements of the Higgs pT distributions have
a sensitivity to ys values of about 30 times the SM ex-
pectation, which exceeds the HL-LHC reach in h → φγ
by about two orders of magnitude.
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Appendix: A study of the dependence of the κc and
κb bounds on the projected systematic uncertainties
In this appendix we discuss in more detail the
prospects of the proposed method at the HL-LHC with
3 ab−1 of integrated luminosity. In particular, we ex-
amine how different assumptions about the experimental
and theoretical systematic uncertainties alter the result-
ing constraints on the modifications κc and κb of the
charm and bottom Yukawa couplings.
The HL-LHC projections obtained in our letter assume
an experimental systematic uncertainty of 1.5% and a
theoretical systematic error of 2.5%. This scenario illus-
experimental [%] theoretical [%] κc ∈
S1 1.5 2.5 [-0.6, 3.0]
S2 3.0 2.5 [-0.9, 3.3]
S3 1.5 5.0 [-1.2, 3.6]
S4 3.0 5.0 [-1.3, 3.7]
Table I: Experimental (second column) and theoretical (third
column) systematic uncertainties on the normalised Higgs
transverse momentum (pT,h) spectrum in our four uncertainty
scenarios. The corresponding 95% CL constraints on κc are
also shown (fourth column) assuming 3 ab−1 of data.
trates the LHC reach based on an optimistic, but not
unrealistic improvement on both the experimental and
theoretical side. Since it is difficult to forecast the pre-
cise figures for the experimental and theoretical errors
in the HL-LHC environment, it is interesting to explore
the impact that variations of the systematic uncertainties
have on the constraints on κc and κb.
In the following we study four different uncertainty
scenarios. They are described in Table I. Scenario S1
is the one employed in our letter to obtain the HL-LHC
projections, while the systematical uncertainties of S4
correspond to those used in the LHC Run II forecast.
The two panels of Figure 4 display the 68% CL (up-
per pannel) and 95% CL (lower panel) constraints in
the κc–κb plane for the four uncertainty scenarios in-
troduced in Table I. Notice that the constraint arising
in scenario S1 (blue contour) resembles the one shown
Figure 3 of our letter, while the constraint corresponding
to S4 (red contour) is slightly better than the LHC Run II
region shown therein due to the smaller statistical uncer-
tainty at the HL-LHC.
Profiling over κb we obtain the 95% CL limits on κc
reported in the last column of the Table I. One first ob-
serves that even under the assumption that the exper-
imental and theoretical systematic uncertainties will be
the same as in the LHC Run II scenario, i.e. scenario S4,
the resulting bounds on κc are not significantly worse
than the limits corresponding to the scenario S1. The
relative similarity between the bounds on κc in the sce-
narios S3 and S4, however, shows that an improved ex-
perimental systematic uncertainty can only be fully har-
nessed if theoretical errors are also reduced.
The latter point is illustrated in Figure 5 which shows
the upper and lower 95% CL limits on κc as a function of
theory error. To obtain the plot we have profiled over κb
and fixed the experimental uncertainty to 1.5%. One
observes an approximately linear scaling of the bounds
on κc with the variation of the theory error. This feature
is generic as long as the experimental systematic uncer-
tainty is smaller than the theoretical error.
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Figure 4: Projected 68% CL (upper plot) and 95% CL (lower
plot) constraints in the κc–κb plane corresponding to the un-
certainty scenarios of Table I. The numbers in brackets indi-
cate the systematic experimental and theoretical uncertainty,
respectively.
∗ Electronic address:fady.bishara@physics.ox.ac.uk
† Electronic address:Ulrich.Haisch@physics.ox.ac.uk
‡ Electronic address:Pier.Monni@physics.ox.ac.uk
§ Electronic address:emanuele.re@lapth.cnrs.fr
[1] G. Aad et al. (ATLAS), Eur. Phys. J. C76, 6 (2016),
1507.04548.
[2] V. Khachatryan et al. (CMS), Eur. Phys. J. C75, 212
(2015), 1412.8662.
[3] E. L. Berger, C.-W. Chiang, J. Jiang, T. M. P. Tait, and
5. 4.5 4. 3.5 3. 2.5
-1
0
1
2
3
4
Theoretical error [%]
9
5
%
C
L
b
o
u
n
d
o
n
κ c
Experimental error = 1.5%
Figure 5: 95% CL bound on κc as a function of the theoretical
systematic error. The experimental systematic uncertainty is
fixed to 1.5% in the plot, and the result has been profiled
over κb. The shown band corresponds to 3 ab
−1 of integrated
luminosity.
C. E. M. Wagner, Phys. Rev. D66, 095001 (2002), hep-
ph/0205342.
[4] M. E. Peskin (2012), 1207.2516.
[5] H. Ono and A. Miyamoto, Eur. Phys. J. C73, 2343
(2013), 1207.0300.
[6] S. Dawson et al. (Minneapolis, 2013), 1310.8361, URL
https://inspirehep.net/record/1262795/files/
arXiv:1310.8361.pdf.
[7] G. T. Bodwin, F. Petriello, S. Stoynev, and M. Velasco,
Phys. Rev. D88, 053003 (2013), 1306.5770.
[8] A. L. Kagan, G. Perez, F. Petriello, Y. Soreq, S. Stoynev,
and J. Zupan, Phys. Rev. Lett. 114, 101802 (2015),
1406.1722.
[9] M. Ko¨nig and M. Neubert, JHEP 08, 012 (2015),
1505.03870.
[10] G. Aad et al. (ATLAS), Phys. Rev. Lett. 114, 121801
(2015), 1501.03276.
[11] G. Perez, Y. Soreq, E. Stamou, and K. Tobioka, Phys.
Rev. D93, 013001 (2016), 1505.06689.
[12] C. Delaunay, T. Golling, G. Perez, and Y. Soreq, Phys.
Rev. D89, 033014 (2014), 1310.7029.
[13] G. Perez, Y. Soreq, E. Stamou, and K. Tobioka, Phys.
Rev. D92, 033016 (2015), 1503.00290.
[14] I. Brivio, F. Goertz, and G. Isidori, Phys. Rev. Lett. 115,
211801 (2015), 1507.02916.
[15] ATLAS (Geneva, 2015), ATL-PHYS-PUB-2015-001,
URL http://cds.cern.ch/record/1980463/files/
ATL-PHYS-PUB-2015-001.pdf.
[16] S. Moortgat (CMS), Master’s thesis, Universite´ Libre de
Bruxelles (2015).
[17] U. Baur and E. W. N. Glover, Nucl. Phys. B339, 38
(1990).
[18] Y. Soreq, H. X. Zhu, and J. Zupan, JHEP 12, 045 (2016),
1606.09621.
[19] R. K. Ellis, I. Hinchliffe, M. Soldate, and J. J. van der
Bij, Nucl. Phys. B297, 221 (1988).
[20] M. Spira, A. Djouadi, D. Graudenz, and P. M. Zerwas,
Nucl. Phys. B453, 17 (1995), hep-ph/9504378.
[21] M. Spira, Fortsch. Phys. 46, 203 (1998), hep-ph/9705337.
[22] R. Harlander and P. Kant, JHEP 12, 015 (2005), hep-
ph/0509189.
7[23] C. Anastasiou, S. Beerli, S. Bucherer, A. Daleo, and
Z. Kunszt, JHEP 01, 082 (2007), hep-ph/0611236.
[24] U. Aglietti, R. Bonciani, G. Degrassi, and A. Vicini,
JHEP 01, 021 (2007), hep-ph/0611266.
[25] H. Mantler and M. Wiesemann, Eur. Phys. J. C73, 2467
(2013), 1210.8263.
[26] M. Grazzini and H. Sargsyan, JHEP 09, 129 (2013),
1306.4581.
[27] A. Banfi, P. F. Monni, and G. Zanderighi, JHEP 01, 097
(2014), 1308.4634.
[28] K. Melnikov and A. Penin, JHEP 05, 172 (2016),
1602.09020.
[29] F. Caola, S. Forte, S. Marzani, C. Muselli, and G. Vita,
JHEP 08, 150 (2016), 1606.04100.
[30] J. M. Campbell, R. K. Ellis, F. Maltoni, and S. Willen-
brock, Phys. Rev. D67, 095002 (2003), hep-ph/0204093.
[31] R. V. Harlander, K. J. Ozeren, and M. Wiesemann, Phys.
Lett. B693, 269 (2010), 1007.5411.
[32] R. V. Harlander, A. Tripathi, and M. Wiesemann, Phys.
Rev. D90, 015017 (2014), 1403.7196.
[33] J. Alwall, R. Frederix, S. Frixione, V. Hirschi, F. Maltoni,
O. Mattelaer, H. S. Shao, T. Stelzer, P. Torrielli, and
M. Zaro, JHEP 07, 079 (2014), 1405.0301.
[34] D. de Florian, M. Grazzini, and Z. Kunszt, Phys. Rev.
Lett. 82, 5209 (1999), hep-ph/9902483.
[35] V. Ravindran, J. Smith, and W. L. Van Neerven, Nucl.
Phys. B634, 247 (2002), hep-ph/0201114.
[36] C. J. Glosser and C. R. Schmidt, JHEP 12, 016 (2002),
hep-ph/0209248.
[37] J. M. Campbell, R. K. Ellis, and W. T. Giele, Eur. Phys.
J. C75, 246 (2015), 1503.06182.
[38] M. Spira (1995), hep-ph/9510347.
[39] R. V. Harlander and W. B. Kilgore, Phys. Rev. Lett. 88,
201801 (2002), hep-ph/0201206.
[40] C. Anastasiou and K. Melnikov, Nucl. Phys. B646, 220
(2002), hep-ph/0207004.
[41] V. Ravindran, J. Smith, and W. L. van Neerven, Nucl.
Phys. B665, 325 (2003), hep-ph/0302135.
[42] G. Bozzi, S. Catani, D. de Florian, and M. Grazzini,
Phys. Lett. B564, 65 (2003), hep-ph/0302104.
[43] T. Becher and M. Neubert, Eur. Phys. J. C71, 1665
(2011), 1007.4005.
[44] P. F. Monni, E. Re, and P. Torrielli, Phys. Rev. Lett.
116, 242001 (2016), 1604.02191.
[45] A. Banfi, P. F. Monni, G. P. Salam, and G. Zanderighi,
Phys. Rev. Lett. 109, 202001 (2012), 1206.4998.
[46] T. Becher, M. Neubert, and L. Rothen, JHEP 10, 125
(2013), 1307.0025.
[47] I. W. Stewart, F. J. Tackmann, J. R. Walsh, and S. Zu-
beri, Phys. Rev. D89, 054001 (2014), 1307.1808.
[48] M. Wiesemann, R. Frederix, S. Frixione, V. Hirschi,
F. Maltoni, and P. Torrielli, JHEP 02, 132 (2015),
1409.5301.
[49] T. Sjo¨strand, S. Ask, J. R. Christiansen, R. Corke, N. De-
sai, P. Ilten, S. Mrenna, S. Prestel, C. O. Rasmussen, and
P. Z. Skands, Comput. Phys. Commun. 191, 159 (2015),
1410.3012.
[50] M. Cacciari, G. P. Salam, and G. Soyez, JHEP 04, 063
(2008), 0802.1189.
[51] M. Cacciari, G. P. Salam, and G. Soyez, Eur. Phys. J.
C72, 1896 (2012), 1111.6097.
[52] K. Melnikov, L. Tancredi, and C. Wever, JHEP 11, 104
(2016), 1610.03747.
[53] K. Melnikov, L. Tancredi, and C. Wever, Phys. Rev.
D95, 054012 (2017), 1702.00426.
[54] J. M. Lindert, K. Melnikov, L. Tancredi, and C. Wever
(2017), 1703.03886.
[55] Y. Li and H. X. Zhu, Phys. Rev. Lett. 118, 022004
(2017), 1604.01404.
[56] A. D. Martin, W. J. Stirling, R. S. Thorne, and G. Watt,
Eur. Phys. J. C63, 189 (2009), 0901.0002.
[57] G. Aad et al. (ATLAS), JHEP 09, 112 (2014), 1407.4222.
[58] V. Khachatryan et al. (CMS), Eur. Phys. J. C76, 13
(2016), 1508.07819.
[59] G. Aad et al. (ATLAS), Phys. Lett. B738, 234 (2014),
1408.3226.
[60] V. Khachatryan et al. (CMS), JHEP 04, 005 (2016),
1512.08377.
[61] G. Aad et al. (ATLAS) (2016), 1604.02997.
[62] V. Khachatryan et al. (CMS) (2016), 1606.01522.
[63] G. Aad et al. (ATLAS), Phys. Rev. Lett. 115, 091801
(2015), 1504.05833.
[64] G. Cowan, K. Cranmer, E. Gross, and O. Vitells,
Eur. Phys. J. C71, 1554 (2011), [Erratum: Eur. Phys.
J.C73,2501(2013)], 1007.1727.
[65] G. Aad et al. (ATLAS), Phys. Rev. D90, 052004 (2014),
1406.3827.
[66] CMS (Geneva, 2016), CMS-DP-2016-064, CERN-CMS-
DP-2016-064, URL https://cds.cern.ch/record/
2221747/files/DP2016_064.pdf.
[67] S. Alioli, P. Nason, C. Oleari, and E. Re, JHEP 04, 002
(2009), 0812.0578.
[68] T. Becher, M. Neubert, and D. Wilhelm, JHEP 05, 110
(2013), 1212.2621.
[69] J. Butterworth et al., J. Phys. G43, 023001 (2016),
1510.03865.
[70] S. Dulat, T.-J. Hou, J. Gao, M. Guzzi, J. Huston,
P. Nadolsky, J. Pumplin, C. Schmidt, D. Stump, and
C. P. Yuan, Phys. Rev. D93, 033006 (2016), 1506.07443.
[71] L. A. Harland-Lang, A. D. Martin, P. Motylinski, and
R. S. Thorne, Eur. Phys. J. C75, 204 (2015), 1412.3989.
[72] R. D. Ball et al. (NNPDF), JHEP 04, 040 (2015),
1410.8849.
[73] F. Bishara, J. Brod, P. Uttayarat, and J. Zupan, JHEP
01, 010 (2016), 1504.04022.
[74] M. Bauer, M. Carena, and K. Gemmler, JHEP 11, 016
(2015), 1506.01719.
