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ABSTRACT
Three-Dimensional Hydrodynamic Focusing for
Integrated Optofluidic Detection Enhancement
Erik Scott Hamilton
Department of Electrical and Computer Engineering, BYU
Doctor of Philosophy
The rise of superbugs, including antibiotic-resistant bacteria, and virus outbreaks, such as
the recent coronavirus scare, illustrate the need for rapid detection of disease pathogens.
Widespread availability of rapid disease identification would facilitate outbreak prevention and
specific treatment. The ARROW biosensor microchip can directly detect single molecules
through fluorescence-based optofluidic interrogation. The nature of the microfluidic channels
found on optofluidic sensor platforms sets some of the ultimate sensitivity and accuracy limits
and can result in false negative test results. Yet higher sensitivity and specificity is desired
through hydrodynamic focusing.
Novel 3D hydrodynamic focusing designs were developed and implemented on the
ARROW platform, an optofluidic lab-on-a-chip single-molecule detector device. Microchannels
with cross-section dimensions smaller than 10 μm were formed using sacrificial etching of
photoresist layers covered with plasma-enhanced chemical-vapor-deposited silicon dioxide on a
silicon wafer. Buffer fluid carried to the focusing junction enveloped an intersecting sample
fluid, resulting in 3D focusing of the sample stream. The designs which operate across a wide
range of fluid velocities through pressure-driven flow were integrated with optical waveguides in
order to interrogate fluorescing particles and confirm 3D focusing, characterize diffusion, and
quantify optofluidic detection enhancement of single viruses on chip.

Keywords: Erik S. Hamilton, Aaron R. Hawkins, optofluidics, single molecule detection,
integrated optics, ARROW, fluorescence, biosensor, lab-on-a-chip, waveguide, microfabrication,
microfluidics, PECVD, three-dimensional hydrodynamic focusing, 3DHDF, macro-to-micro
interface, interconnect
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CHAPTER 1.

INTRODUCTION

Project Overview
The ongoing outbreak of the novel coronavirus (2019-nCoV) has closed borders, has
halted transportation, and is leading to a downturn of the world economy [1-5]. Public health
emergencies have been declared by a growing number of nations and organizations, including
the United States [6]. The recent memory of similar SARS and MERS outbreaks has added to
public fear as the death toll continues to rise. Moreover, the list of recent viral outbreaks includes
Zika, Ebola, H1N1, and the return of the—previously eradicated from the US—measles [7].
To add insult to injury, antibiotic-resistant bacteria, also known as superbugs, have
become a serious concern [7, 8]. The use of antibiotics has greatly improved medical care and
patient outcome, yet the nonspecificity and proliferation of antibiotics is leading to the rise of
pathogens which humanity is unable to combat [9-11]. The antibiotics that humanity has are
becoming ineffective against these strains which in some cases have mutated and adapted to the
drugs, becoming impervious to medication. This leaves patients susceptible and suffering, not to
mention highly dangerous to the population, as an outbreak of this sort of illness would be a
crisis.
The aim of the research in this dissertation is the development of an inexpensive,
portable, fast, and highly sensitive biological-material sensor, or biosensor, capable of detecting
and identifying the source of diseases. The device is infection agnostic and capable of detecting
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viruses, bacteria, DNA, or other bioparticles. Combined in this device are the fields of biology,
chemistry, chemical engineering, and electrical engineering. The work included here largely
addresses the electrical engineering elements, namely, the field of integrated optofluidics. This
includes the design, fabrication, and testing of the biosensor device.
The biosensor device takes the form of a lab-on-a-chip (LOC), specifically a singlemolecule detector (SMD). This microchip package includes integrated solid-core waveguides
and less common liquid-core anti-resonant reflecting optical waveguides (ARROW). These
small-scale structures guide light, and liquid in the case of the liquid-core, enabling light-matter
interactions such as fluorescence. This enables the direct interrogation of single molecules
contained in the liquid, whereas traditional detection methods require growth amplification of the
sample material, which can take days.
The ARROW platform has been in development since the early 2000s and has been
demonstrated in detecting a variety of microorganic material including viruses such as H1N1,
H3N2, Ebola, and Zika, various bacteria, and cancer. The recent outbreak of coronavirus is a
prime example of a species that could be detected by the ARROW biosensor. The nature of the
microfluidic channels containing target particles means that some particles could go undetected,
resulting in false negative results. Additionally, variance in the signal introduces doubt in
detection. Hydrodynamic focusing is a microfluidic technique meant to limit the positioning of
target particles in the microfluidic channels to avoid false negatives and to optimize signal.
Preliminary work was done in 2014 which investigated two-dimensional hydrodynamic focusing
on the ARROW platform for the first time [12].
Three-dimensional hydrodynamic focusing has now been implemented on the ARROW
platform. The small scale (10 micron) and planar substrate of the ARROW make it difficult to
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perform 3D focusing, but a variety of novel designs were developed, implemented, and
evaluated. Three-dimensional hydrodynamic focusing was confirmed, signal uniformity
increased, and detection of single viruses was enhanced.
In addition, a novel macro-to-micro interface method was developed which makes testing
and evaluation of microfluidic devices cheaper, faster, and easier. The process can be
implemented on a variety of device materials and promises to aid in the emergence of
microfluidic technologies to the public.

Organization
Chapter 1 provides context for the work in this dissertation. Chapter 2 lays the
groundwork for the approach and physical characteristics of the research, including the optical
and fluid considerations. It also introduces the idea of lab-on-a-chip, which is expounded on in
Chapter 3. Chapter 3 describes the ARROW biosensor platform design and mode of operation, as
well as the advanced optical features onboard. Chapter 4 introduces the concept of hydrodynamic
focusing including the motivation, principle, and existing designs. It also contains discussion on
the limitations of the existing designs and the need for novel designs. Chapter 5 outlines the
microfluidic design process from front to back, including helpful tips and tools of the trade.
Chapter 6 introduces the novel designs and explains the operation scheme, layout, and
dimensions of each. Chapter 7 covers the microfabrication processes and provides a roadmap for
reproducing the devices described in this manuscript. The hope is that it provides clarity to the
sometimes confusing process. Chapter 8 shows the significant results gathered using each device
and the conclusions reached, as well as images and metrics of completed devices. Chapter 9
contains the method of a novel macro-to-micro interface process that could be useful in
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microfluidic research and commercialization. Chapter 10 contains a summary and future work
suggestions. Appendix A has the relevant photoresist processing recipes used to create the novel
3DHDF devices. Appendix B has the relevant PECVD silicon dioxide deposition recipes used to
create the novel 3DHDF devices. Appendix C contains a table of material thermal properties for
consideration when implementing the novel macro-to-micro interface method. Finally, Appendix
D is a tutorial for ANSYS Fluent, intended to be a guide for researchers wanting to use the tool
for microfluidic modeling.

Contributions
My contributions to the development of high-fidelity optical waveguides found on the
ARROW platform, and reported on by other researchers, included the installation,
characterization, and maintenance of a new plasma-enhanced chemical vapor deposition
(PECVD) machine and 3D profilometer tool, as well as fabrication and testing of countless
waveguides. I investigated and developed new materials and processes such as silicate spin-onglass, low-stress PECVD silicon-dioxide, low- and high-refractive index silicon-dioxide, antireflective liquid matte top coat, and multi-layer SU-8 photoresist patterning, to name a few. This
work led to key developments of the ARROW platform and numerous publications.
During my work improving the optical waveguides of the platform, I identified some
critical issues with the optofluidic design and turned my attention to the microfluidics. These
issues included the possibility for bio-particles to pass through the biosensor undetected due to
the natural properties inherent in the microfluidic channel and its relationship with the light
waveguides. Fluorescent particles near the edges of the fluid channel experience a slower fluid
velocity, a suboptimal excitation energy, and lower collection efficiency than those in the center.
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Moreover, the variation in fluid velocity and signal intensity introduces doubt in detection. I
investigated hydrodynamic focusing as a way of resolving the issues present in the biosensor.
I developed a variety of novel three-dimensional hydrodynamic focusing designs
(3DHDF) for integration into the ARROW platform. This meant that the designs were
constrained by scale (10 μm), silicon-based microfabrication materials and processes, and planar
substrate compatibility. The 10-μm scale designs include a single-layer planar Dean vortex
generator (curve), a three-layer planar volumetric flow ratio (stacked channel), a two-layer
volumetric flow ratio prismatic plus-shaped fluid junction (trench), and a one-layer volumetric
flow ratio low-pressure chamber (pit). Each design flow included conception, computer physics
simulation, optimization, and prediction, fluid dynamic calculation and photolithography mask
creation, cleanroom material and process development, device fabrication, and finally testing and
evaluation. The novel 3DHDF designs were used to confirm 3D focusing, characterize sample
stream diffusion, and show enhanced detection of single viruses on chip.
The contributions listed above are my main contributions to the project and to the field.
Additionally, I have contributed by training and mentoring dozens of undergraduate and graduate
students, creating photolithography mask design assist tools, and repairing cleanroom equipment
critical to the research of dozens of researchers.

List of Publications

1.4.1

Peer-Reviewed Journal Articles

1. E. S. Hamilton, V. Ganjalizadeh, J. G. Wright, H. Schmidt, A. R. Hawkins, “3D
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Sacrificial Layer,” Micromachines, vol. 11, no. 4, March 27, (2020).
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CHAPTER 2.

BIO-ANALYTICS

Traditional methods for diagnosing an infectious disease require growth amplification of
a biological sample [13]. For example, a blood sample is taken from a sick patient, then sent to a
laboratory where a trained technician processes the blood and extracts the useful parts. This is
incubated for a period of time, normally two to three days before the sample is analyzed and the
technician determines the presence or absence of the tested pathogens. Meanwhile, the patient is
typically sent home to treat the symptoms rather than the cause, during which time the disease
can progress and potentially become fatal. Moreover, if the disease is contagious, the patient can
expose countless others to the pathogen.
At the time the patient has the blood sample taken, the doctor may prescribe generic
antibiotics in an attempt to treat the infection early. If the patient follows through with filling the
prescription, and if the patient self-administers the drug as directed, the nonspecific antibiotic
does its job and targets a variety of bacteria in the patient, including the helpful ones. More
importantly, the strain of bacteria which may be causing the symptoms the patient is
experiencing is attacked and possibly largely defeated. However, a small amount may remain
which is more resistant to the antibiotic. This population survives and reproduces, resulting in a
more resistant strain [8]. On subsequent infection and treatment, the same antibiotic will be less
effective against the new strain.
Humanity has caught on to the ever more dangerous practice of antibiotic proliferation.
Doctors are more hesitant than ever to prescribe antibiotics in an attempt to slow the
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development of antibiotic-resistant bacteria. Now they wait for lab results to confirm and to
specify a certain type of infectious disease before they prescribe a specific antibiotic. The
problem remains that the two- to three-day period the lab results take to get back can mean the
progression or spreading of the disease.
This chapter compares current methods for microorganism identification and argues why
the need for lab-on-a-chip devices such as the ARROW biosensor are needed now more than
ever.

Diagnostic Approaches
Many infectious diseases share symptoms that can include nausea, fever, congestion,
sneezing, coughing, sore throat, diarrhea, and so on. These can be a result of a bacterial or viral
infection, including strep throat, tuberculosis, whooping cough, urinary tract infection,
bronchitis, ear infection, sinus infection, the common cold, or a variety of flus. The symptoms
can be treated with common remedies, but the cause of the symptoms remains free to run its
course. This is not so bad when the pathogen is relatively harmless to the general population,
such as a common cold, but more serious illnesses can be lethal and may spread rapidly through
a population.
If a doctor sees warning signs of a more serious infection, a lab test of a bodily fluid
sample might be requested. This could take the form of saliva, urine, or blood. Often the cause of
the illness is carried in one of these fluids and can be extracted and identified. Two main
approaches to the diagnosis are taken: amplification and non-amplification.
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2.1.1

Amplification
Amplification refers to capturing a small amount of a molecule of interest, then causing it

to multiply millions of times. This can be done with just one starting molecule. Amplifying the
molecule makes it much easier to identify as there is much more of it than there was initially.
The most common method is called culturing [14]. The microorganism sample is introduced into
a specific media that encourages reproduction. This can occur in a liquid solution, deposited on
an agar plate or petri dish, or injected into a gel. After sufficient time has elapsed, a macroscopic
observation of the culture dish is generally enough to identify the presence of the infecting
microorganism, such as the anthrax in Figure 2-1. While inexpensive, simple, and widespread,
the method is slow. Most cultures require 24 to 48 hours.

Figure 2-1: Amplification diagnostic methods take up to 48 hours. Pictured is a culture of
Bacillus anthracis. (Image is in the public domain, commons.wikimedia.org/wiki/File:
Anthrax_culture.jpg.)
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A more sophisticated form of amplification diagnostics is called polymerase chain
reaction (PCR) [13]. Again, a small amount of the target organism is collected from the patient,
and the DNA extracted. The sample is provided with nutrients and an environment conducive to
reproduction, as in the tube strip of Figure 2-2. This environment is computer controlled.
Specific temperatures and times are used to optimize the copying of DNA. The process is shown
in Figure 2-3. The temperature cycles denature the double strands of DNA, then allow for the
building of the complementary acid chains using primers and enzymes (polymerase) in the
presence of the building blocks of DNA. This happens over and over to produce millions of
copies at an exponential rate. Once complete, the PCR tube strip can be visually inspected for
amplification of the sample species, much like the petri dish culture shown earlier.

Figure 2-2: A polymerase chain reaction strip can be visually inspected for amplification of a
sample species. (Image is in the public domain courtesy of Madeleine Price Ball,
commons.wikimedia.org/wiki/File:PCR_tubes.png.)
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Figure 2-3: Polymerase chain reaction is the state of the art in amplification diagnostics.
(Reprinted with permission, commons.wikimedia.org/wiki/File:Polymerase_chain_reaction.svg.)

2.1.2

Non-Amplification
To avoid the disadvantages of amplification diagnostic methods, largely the amount of

time they require, non-amplification methods have been developed. These allow for the direct
identification of small concentrations of pathogens or other target molecules. This translates to
early detection of infection, halting disease progression and outbreaks [15]. Often this is
achieved through fluorescence, shown in Figure 2-4, in which light energy is used to excite
fluorescent molecules attached to the target molecule. The excited particle, called a fluorophore,
then releases the energy in the form of photon emission, which is collected and identified as
signal, indicating the presence of the target molecule.
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Figure 2-4: Fluorescence is a photon emission process enabling direct interrogation of molecules.
(Image is in the public domain, commons.wikimedia.org/wiki/File:
Jablonski_Diagram_of_Fluorescence_Only.png.)

Single Molecule Detection
The engineering burden is moved from the chemistry of a detection scheme to the optics
and photonics. Ironically, the detection of fluorescent signal happens with highly sensitive
optoelectronic devices capable of detecting single photons through amplification of the photonic
signal. One example is a photomultiplier tube (PMT), which has the ability to detect a single
photon [16]. The PMT principle of operation is shown in Figure 2-5 (a). It has a highly sensitive
membrane called a photocathode, which, when struck by a photon, emits an electron through the
photoelectric effect. Then, an electric field causes the electron to strike a series of highly
sensitive films which each emit additional electrons, effectively doubling the number of photons
at each location. The result is a strongly amplified signal. This is analogous to PCR.
14

(a)

(b)

Figure 2-5: Single photon detectors include (a) a photomultiplier tube or (b) an avalanche
photodiode. (Images are in the public domain, commons.wikimedia.org/wiki/File:
Photomultiplier_schema_en.png, commons.wikimedia.org/wiki/File:APD3_German.png.)

Similarly, an avalanche photo diode (APD) amplifies weak photonic signal as shown in
Figure 2-5 (b). In this case, the photoelectric effect is used to generate the first electron hole pair
inside a semiconductor [17]. An electric field in the semiconductor sweeps the pair through the
lattice structure of the semiconductor, causing additional pairs through impact ionization. This
has a compounding effect, hence the name avalanche, and results in high electronic signal.
A fluorescent molecule, also known as a tag or probe, can take the form of dye or what is
called a molecular beacon [18]. Dye molecules intercalate in double-stranded DNA molecules,
attaching by simply filling spaces in the chain. Molecular beacons, on the other hand, are highly
specific molecules designed to bind to complementary chain segments of single stranded DNA.
This means they will not bind to unintended molecules, and, in the unbound state, the
fluorescence is quenched. This is exhibited in Figure 2-6, in which H3N2 probes are used to
detect the presence of H3N2 biomolecules, and the same probes are used to detect the presence
of H1N1 biomolecules. Note that negligible fluorescent signal is generated when using the
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incorrect probe. In the case of both dye and beacons, the fluorophore absorbs and emits specific
wavelength energies of light, enabling interesting testing schemes, such as multiplexing, in
which multiple target particles are interrogated simultaneously using different probes and
wavelengths of light [19].

(b)

(a)

Figure 2-6: H3N2 virus biotags were used to detect (a) H3N2, and (b) H1N1 viruses. Comparing
the results demonstrates the specificity possible in fluorescence-based diagnostics.

It is a combination of microfluidics and optics that enables the detection of single
molecules [20]. The small scale of microfluidics and integrated optics, also called integrated
optofluidics (or optofluidics for short), reduces the size of the tools to close to the size of the
molecules, enabling direct detection. This is ideal for the light-matter interactions of
fluorescence-based diagnostics. Integrating the critical optical features onto the same chip
mitigates the error possible from misalignment of optical elements and optimizes the collection
of photonic signal. The result is a highly sensitive device capable of detecting the presence of
single molecules of interest.
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Optofluidics
Techniques have been developed both for manipulating fluids and for controlling light.
Fluids are interesting, as they often contain particles of interest, or can be used as a refractive
media. Light has been widely studied and many techniques have been developed for using it to
illuminate or image. The combination of optics and fluidics enables a wide variety of interesting
technologies including liquid mirror telescopes, displays, lenses, biosensors, molecular imaging,
energy, molecular traps, and lab-on-a-chip devices. Optofluidic detection of particles in liquid
waveguide channels has recently grown in significance [21-27].
The purpose of the work in this dissertation is the use of optofluidics to engineer a labon-a-chip biosensor for diagnostics. Manipulating fluid and light on a microchip enables the
detection of disease particles [28-34]. The particles of most interest in illuminating are often
contained in a fluid of some sort, be it urine, saliva, blood, or other. Microscale fluid pipes, or
microfluidic channels, are created on the 10-micron (µm) scale to manipulate and control the
fluids for use in biosensing. A micron is one billionth of a meter. For reference, a human hair is
about 100 µm wide. Similarly, microscale light pipes, or waveguides, are created that enable the
manipulation of light. This allows the use of light to illuminate and detect single molecules. The
intersecting of solid-core waveguides with liquid-core waveguides enables light-matter
interaction such as fluorescence generation, enabling single molecule detection.
Figure 2-7 shows example cross-sections of a solid-core waveguide and a liquid-core
waveguide. A solid-core waveguide is a common waveguide type, similar to fiber-optic cables. It
is made of silicon-dioxide, or glass, with a relatively small cross-section and a relatively long
length. A liquid-core waveguide is uncommon. It enables light-guiding inside a liquid medium
and is a great example of optofluidics. It is key to the biosensor discussed in this document. It
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experiences all the challenges of both microfluidics and integrated optics. The theory and
fabrication of these structures will be discussed in more detail in future sections.

(a)

(b)

Figure 2-7: Waveguides enable the manipulation of light at the microscale. A spot of contained
light is seen in the cross-section of (a) a solid-core waveguide and (b) a liquid-core waveguide.

2.3.1

Microfluidics
As stated earlier, biological particles are found in fluids. The goal is to move them around

and analyze them in the fluids. Particles are manipulated in microfluidic channels, represented in
Figure 2-8. Though a microfluidic channel may look like a pipe, the physics of the system
behave very differently.

Figure 2-8: A side view of particles in a segment of microfluidic channel.
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The difference between microscale and macroscale fluid behavior is most easily
understood by examining a water droplet. A large amount of water does not hold its shape in a
spherical droplet form as a small amount of water does. This has to do with the physics of the
system—in other words, the hydrodynamic forces at play. At the microscale, surface tension
becomes a dominant factor and enables water to bulge at the top of a cup, or gather in droplets on
a surface, such as the droplet in Figure 2-9. Inside a microfluidic channel, fluidic resistance also
becomes a non-negligible factor. Additionally, given certain channel dimensions and flow
velocities, fluid flows in sheets without mixing in what is called laminar flow. This is in contrast
to turbulent flow in which mixing by swirling and tumbling occurs, common in fast-flowing
macroscale systems. Laminar flow is highly predicable and enables interesting engineering
applications.

Figure 2-9: A water droplet represents the hydrodynamic forces that become dominant at the
microscale. (Reprinted with permission from Michael Apel, commons.wikimedia.org/wiki/File:
Dew_2.jpg.)
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2.3.2

Optics
Lasers, lenses, mirrors, filters, detectors, apertures, splitters, fiber optics, and others make

up what is called optics. As in Figure 2-10, these optical instruments can be arranged and aligned
to implement interesting experiments, often on a large, heavy, suspended table to prevent
vibrations and assure alignment. The instruments are highly sensitive and small deviations in
alignment can mean alterations in experimental results. This device sensitivity is a powerful tool
that can be used in sensitive diagnostics.

Figure 2-10: Optical experimental tools require high-precision alignment. (Image is in the public
domain, commons.wikimedia.org/wiki/File:Laser.jpg.)

As described earlier, fluorescent particles called fluorophores can be used to tag or mark
biological particles of interest. Optics provides the light source and the directing of the light
required to excite the tags and induce fluorescence. The emitted fluorescence is also captured
and directed to where it can be filtered and detected. The major disadvantage of optical
experimentation can be mitigated by designing integrated optics. Much like integrated circuits or
20

LOC, light functions are shrunk and laid out onto a microchip. This enables high-sensitivity
fluorescence-based diagnostics. In this case, the laser source and detector are kept off chip and
the solid-core and liquid-core waveguides mentioned earlier are integrated. These perform the
critical optofluidic functions in the device.
Integrated optics are not without their challenges. Waveguides are structures sensitive to
material properties, environment, and device dimensions. The refractive index of the material
used to form the waveguide structures is critical to the guiding ability. Commonly, waveguides
are made of silicon dioxide, or glass, which has a refractive index of about n = 1.46. The
refractive index of air is the standard value of n = 1. Light likes to stay within materials of higher
refractive index. In the silicon dioxide/air scenario seen in Figure 2-11, light inside the silicon
dioxide with refractive index n1 > n2 will reflect off the boundary as long as it travels at a
shallow angle. This is called total internal reflection (TIR) and is the principle behind fiber optics
[35].

(a)

(b)

Figure 2-11: Total internal reflection describes light guiding inside silicon dioxide with air
cladding, much like fiber optic cable.
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The ray optics used to model TIR neglect the wave physics of light. This becomes critical
when coupling to or from a waveguide. The wave properties of light cause interference inside a
waveguide and give rise to what are called optical modes [36]. In short, these are lobes inside the
cross-section of the waveguide where light prefers to be. In single-mode waveguiding, the
fundamental mode contains the largest portion of light. The solid-core waveguide mentioned
earlier is designed to be a single-mode waveguide which generates one strong light spot for
exciting discrete particles in fluid. Advanced optical structures that do not rely on TIR will be
discussed later.

Lab-on-a-Chip
The emergent field of Lab-on-a-Chip (LOC) enables microscale laboratory functions
including non-amplification diagnostic methods that allow for the direct interrogation of
biological samples [37]. The name comes from the design of integrating one or more laboratory
functions on a single microchip as represented in Figure 2-12. This chip can be a few centimeters
or down to only a few square millimeters in size. The development of such technology is
motivated by many of the same things as integrated circuit technology. Shrinking the laboratory
functions makes them smaller, more portable, and more convenient as well as mass-producible,
making them inexpensive. This enables the widespread availability and use of the technology.
Perhaps more importantly, the structures on the microchip approach the size of the molecules of
interest, enabling direct detection and making for fast diagnostics. While amplification methods
can take up to a few days, some LOC technologies aim to complete diagnostics in about one
hour. Moreover, a smaller biological sample is required from the patient when compared to other
methods.
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Figure 2-12: A lab-on-a-chip shrinks laboratory functions onto a microchip. (Image is in the
public domain, [38].)

Various lab-on-a-chip functions exist, including blood separation [39]. This can be
achieved with hydrodynamics, electrokinetics, hydrophoretic filtration, acoustics, or
dielectrophoresis. In one technique shown in Figure 2-13, blood cells with different sizes are
separated at branches in the fluid channel, much like a coin-sorting machine [40].

Figure 2-13: Blood is separated in a lab-on-a-chip. (Reprinted with permission from [40].)
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On-chip cell lysis has also been developed for extraction of protein and nucleic acid
material. Lysis can be achieved by ultrasound, electroporation, chemicals, or heat. One team
developed a one-step pathogen-specific DNA extraction scheme using a centrifugal microfluidic
device [41]. The lysing method was heat induced by laser irradiation on magnetic beads.

Figure 2-14: DNA is extracted in a lab-on-a-chip. (Reprinted with permission from [41].)

Some have even miniaturized the diagnostic amplification method PCR with the
advantage of small thermal mass facilitating quicker thermal cycling and more efficient DNA
amplification when compared to larger-scale devices. There are two approaches: a stationary
chamber or a flow-through device. The flow-through device, represented in Figure 2-15, moves
the fluid through different temperature regions of the device that are held constant [42]. This has
advantages over the stationary method including simpler operation, faster rate of cycling, and
higher throughput.
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Figure 2-15: PCR occurs in a lab-on-a-chip. (Reprinted with permission from [42].)

Laboratory functions that can be integrated onto a single device include lysing,
separation, sorting, counting, mixing, marking, denaturing, synthesizing, sequencing, detecting,
and others. In the laboratory these types of functions require a trained technician and various
tools and equipment. This takes up a lot of space and is costly.
These sorts of preparation, testing, diagnostic, and analysis methods involve many
different fields. That is why LOC technologies are being developed by combinations of chemists,
biologists, physicists, and engineers. The synergism of multi-disciplinary collaboration is
enabling comprehensive devices that are self-contained and designed to be more user-friendly,
requiring insertion of the sample before an automated computer system runs the diagnostic test
and reports the results. Of particular interest to this dissertation is the ability to detect single
molecules (SMD). This enables direct detection of microorganisms such as bacteria or viruses.
The ARROW lab-on-a-chip device has shown the ability to detect single bacteria and viruses.
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CHAPTER 3.

ARROW PLATFORM

The optofluidic lab-on-a-chip single-molecule detector in this work is called the ARROW
platform. The standard optofluidic design integrates solid-core and liquid-core waveguides on a
chip, providing for fluid manipulation, light guiding, fluorescence inducement, and signal
collection. Variations include molecular traps, optical-computing buffers, nanopore detectors,
investigations into improved optics, and experimental fluidics which will be discussed in this
manuscript [43-47].

Design Concept
The device takes the form of a 1 x 1 cm2 silicon-based microchip pictured in Figure 3-1.
Pictured is the 10-μm scale liquid-core waveguide, or hollow channel, which guides fluid from
one fluid reservoir to the other [48]. Along the way, solid-core waveguides intersect the liquidcore for causing and collecting fluorescence. The green arrow represents laser light coupled to
the facet of the excitation solid-core waveguide at the chip edge. The laser light is contained in
the waveguide by TIR and comes in contact with the liquid-core waveguide at what is called the
interrogation volume, or illumination region, indicated by the red ring. Here the laser light
excites the fluorophores contained in the fluid, causing the emission of photons. The photons are
captured by the liquid-core waveguide and guided down the length of the waveguide toward a
chip edge. The light couples into a collection solid-core before continuing to the chip edge where
a detector transduces the photons into electric signal for computer processing.
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Figure 3-1: The ARROW optofluidic platform.

Functional Method
Operation of the device occurs by first preparing a sample fluid. This could be any
combination of biomaterial or test material, such as beads, and fluorophores, such as biomarkers
or dye. The liquid solution is loaded into the chip at a fluid reservoir. The other reservoir is
attached to a vacuum, which will create a negative pressure, sucking the fluid through the hollow
channel. The vacuum pressure can be varied, but traditionally the pressure nears 1 atm. The chip
is placed in an optical test bench containing translational stages for alignment, lenses and
cameras for collecting data, and a photodetector for capturing the photonic signal. A laser is
turned on and coupled to the chip edge through a fiber optic cable using micrometer X Y Z
stages and a camera. The photodetector is turned on and signal readout initiated, but the
alignment is less critical, as it simply sits at the chip edge. Finally, the vacuum is turned on and
the particles of interest begin to flow through the chip and through the excitation region where
fluorescence occurs. Figure 3-2 represents the operation of the device along with an intensity
readout over time. Generally, this is reported as intensity in counts per 1 or 0.1 ms versus time in
seconds.
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Figure 3-2: The ARROW platform operation principle.

Figure 3-3 gives a better look at an example signal intensity trace. Note that peaks in the
trace have different magnitudes, or heights. Variation in signal peak magnitude introduces doubt
in detection. Peaks of taller height represent large numbers of photons emitted within the 0.1 ms
capture time. This can mean that multiple fluorophores passed through the excitation region
simultaneously, that a fluorophore moved through slowly and emitted many photons, that a
fluorophore passed through highest excitation energy in the excitation spot, or some combination
of the three. Small peaks in the trace can represent fast-moving particles, few fluorophores, or a
low excitation energy region of the excitation spot, and thus few photons. Any electrical system
has what is called noise. This arises from the electricity powering the peripheral systems or from
ambient light incident on the detector and appears as a random string of low-intensity peaks near
the floor of the signal trace. Weak photonic signal can be lost within the noise of the system,
meaning that particles of interest are undetectable. This can mean false negative testing of
disease pathogens. This is why high-sensitivity biosensing is so desirable.
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Figure 3-3: An example signal intensity trace.

Fabrication
As mentioned earlier, the device is silicon-based. It is built in a cleanroom using wellestablished microchip fabrication processes and equipment. This enables the creation of 10-μm
scale microchannels and waveguides. The structures are formed with a variety of deposition,
photolithography patterning, and etching steps, which will be covered in more detail in Chapter
7. Here it is important to know that the completed device is made up of oxide and silicon.

Advanced Optics

3.4.1

Anti-Resonant Reflecting Optical Waveguide (ARROW)
As described earlier, basic waveguides, such as fiber optic cable, function by total-

internal reflection, which works by guiding light inside a material with a higher refractive index
than the material around it. The guiding material must be transparent to the wavelength of light
used. The system uses fluorophores established in chemistry and biology practices which
function in the visible light spectrum, from blue to red. In this band, glass is transparent to the
light and can provide relatively low loss transmission. Glass is most commonly formed from
silicon and oxygen molecules, creating silicon dioxide with refractive index n = 1.46. Silicon
dioxide is used for a majority of the structures.
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The solid-core waveguides introduced earlier are formed from silicon dioxide. However,
they cannot simply be built on the silicon wafer. This is because the refractive index of silicon (n
= 3.8) is much greater than that of silicon dioxide, preventing waveguiding by TIR in the silicon
dioxide. The light would hit the boundary between the two materials and rather than reflecting
and remaining confined, it would transmit to the silicon and be absorbed.
For this reason, a stack of dielectric oxide layers is implemented that is designed to
reflect the visible light spectrum and enable waveguiding in low-refractive index silicon dioxide
on a high-refractive index silicon substrate [49]. The materials are silicon dioxide (n = 1.46) and
tantalum pentoxide (n = 2.1). The thicknesses are intended to cause destructive interferencebased antiresonance. Waveguides that function with these layers are called anti-resonant
reflecting optical waveguides, or ARROW. This is the origin of the name of the ARROW
platform. This has similarities to the Fabry Perot resonator and the Bragg dielectric mirror, which
operate on a similar principle to achieve near 100 percent reflectivity. The same principle is used
in multi-layer anti-reflection coatings one might find on eyeglasses or firearms optics.
The antiresonance can be understood by looking at a side view of the layers in Figure 3-4
(a). The solid-core waveguide is in blue (labeled “Core”) on top of the red (“Cladding”) and
green (“Cladding”) ARROW layers: the high-index tantalum oxide and low-index silicon oxide
respectively. Note that low index air (n = 1) acts as the TIR boundary on the top side. The black
arrows represent light traveling down the waveguide. Light travels at a glancing angle and
becomes incident on the boundary of the dielectrics. The thicknesses cause the pathlength for
reflections from the high-index layers to be integer multiples of the wavelength, giving rise to
constructive interference in the core. Similarly, destructive interference occurs in the dielectric
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stack. In other words, the stack is designed such that does not propagate inside it and rather
remains inside the core of the waveguide.

(a)
Blue

(b)

Red
Green
Red

Figure 3-4: ARROW layers (a) operate by antiresonant interference, enabling light guiding in
low index media such as (b) inside a hollow-core channel cross-section. (© 2010 IEEE [48].)

The vital importance of the ARROW layers comes into play in the liquid-core
waveguide. Because the ARROW layers allow light to be guided in a low-index material, gas or
liquid (n = 1–1.33) can be the guiding medium. In the past, the fluid (gas or liquid) was enclosed
on all sides with ARROW layers, as in Figure 3-4 (b), but experiments determined that a single
over coat (SOC) of silicon dioxide yielded nearly the same optical confinement in the top and
sides of the waveguide and was much simpler to fabricate [29]. Current designs use high-index
silicon dioxide to enclose the hollow core and include a low-index cladding layer of silicon
dioxide as an environmental barrier [45, 50].
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3.4.2

Multi-Mode Interference Waveguide
Another interference-based waveguide structure is implemented on the ARROW

platform. The significance of the structure comes from understanding the principle of multi-spot
excitation. In multi-spot excitation, multiple excitation regions exist in the liquid-core. During
testing, a single particle flows through each illumination spot, becoming excited and emitting
photonic signal. The signal appears as a string of intensity peaks separated by a time delay
constant which is called Δt, represented in Figure 3-5.

Figure 3-5: Multi-spot excitation results in a string of intensity peaks all related to one
fluorescent particle.

As described earlier, signal intensity traces include noise and great variation in intensity
magnitude between particles. The constant Δt enables correlation of peak sets, giving higher
confidence in detection. Moreover, signal postprocessing can be performed on the intensity trace,
magnifying the signal and effectively reducing the noise. This is crucial for device sensitivity,
when low photon counts can exist. The shift multiplication algorithm can be used to boost signalto-noise ratio (SNR) by about 50,000 times [44]. The principle is shown in Figure 3-6 (a) where
an example intensity trace becomes a single strong peak. Shown in Figure 3-6 (b) is an example
of a section of intensity trace with overlaid Δt prediction and the resulting signal trace.
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(a)

(b)

Figure 3-6: Multi-spot detection schemes allow for shift-multiplication signal processing
algorithms capable of boosting signal-to-noise ratio.

The easiest way to create multiple illumination spots is to simply split the excitation
waveguide. This takes the form of a Y-splitter, which can have multiple split points before the
liquid-core, resulting in two, four, or eight spots. Figure 3-7 shows the ARROW platform with
the Y-splitter structure for excitation. The hope is that 50 percent of the light goes down each
branch of each split, resulting in fairly equal amounts at the liquid-core. However, experience
shows that these designs require lots of chip space and are quite lossy.

Figure 3-7: Y-splitting of the excitation waveguide is the easy wave to create multiple
illumination spots.
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A more elegant and effective design is the multi-mode interference waveguide (MMI)
[19, 28, 29, 44, 51]. The dimensions of the optical waveguide structure are designed with
consideration for refractive index. These parameters allow interference to occur inside a long
slab that is excited by a single-mode input, as seen in Figure 3-8 (a). The single-spot input is
imaged at the output as multiple spots, seen in Figure 3-8 (b), the number of which is determined
by the wavelength of light and the physical dimension design parameters. This structure is much
easier to fabricate than the Y-splitter and proves less lossy. It is, however, sensitive to structure
dimension and may require wavelength tuning of the excitation laser to optimize the spot pattern.

(b)
(a)

Figure 3-8: A multi-mode interference waveguide images a single-mode input to a multiple spot
illumination (a) as modeled and (b) as seen from above in the liquid-core on a chip.

The multiple spot pattern generated by the MMI operates in much the same way as the Ysplitter spots described earlier. Reviewed in Figure 3-9, as particles pass through the excitation
region, they are excited multiple times, giving rise to sets of intensity peaks in the signal. The
constant Δt that can be extracted boosts SNR and provides higher sensitivity in the device [52].
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Figure 3-9: The multi-mode interference pattern illuminates a fluorophore multiple times as it
passes through the liquid-core, providing a time constant used to boost SNR.

The MMI has the ability to generate different numbers of spots for different wavelengths
simultaneously. This enables the simultaneous testing of several particle species, or multiplexing.
This is because the fluorescent markers attached to particles can be chosen to absorb and
fluoresce at different wavelengths and the number of peaks in a peak set will indicate which
wavelength-generated photon emission—and thus which species—is present.
Figure 3-10 shows the microscope images of the MMI spots at various wavelengths as
well as the accompanying peak set. Red (633 nm wavelength) has six distinct spots, green (556
nm) has seven, and blue (488 nm) has eight. Color combinatorics is another technique that can
expand the number of simultaneous tests that can be performed to around 20 [53].
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(a)

(c)

(b)

Figure 3-10: The MMI can generate different numbers of spots for different wavelengths
simultaneously, enabling simultaneous testing of several targets.

Note that in the case of multiplexing, the time constant Δt comes under increased
scrutiny. As mentioned previously, particles can fill the entire cross-section of the fluid channel,
giving rise to variation in flow velocity as well as excitation energy and photon signal emission.
A particle of a species could travel quickly down the center of the channel and another particle of
the same species could travel slowly near the wall. This means the same species can exhibit a
range of Δt values. While the number of intensity peaks will still be wavelength-specific, the
variation in velocity introduces doubt in detection schemes based on velocity [29]. These are
actually quite common as particles of different sizes travel at different velocities, which can be
correlated and used to identify a species. Thus, it becomes desirable to narrow the distribution of
velocity to improve confidence. This also narrows the distribution of signal intensity, which
provides additional detection confidence.
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CHAPTER 4.

HYDRODYNAMIC FOCUSING

Motivation
Optofluidic devices are capable of detecting single molecules, yet the nature of the
microfluidic channels found on optofluidic sensor platforms sets some of the ultimate sensitivity
and accuracy limits [22]. The small cross-sectional area of the channels typically means
operation in the laminar flow regime, which results in a parabolic flow velocity distribution seen
in Figure 4-1 (a) [54].
(a)

(b)

Figure 4-1: (a) The parabolic flow velocity profile in laminar flow and, (b) turbulent versus
laminar flow. (Images are in the public domain, commons.wikimedia.org/wiki/File:
Development_of_fluid_flow_in_the_entrance_region_of_a_pipe.jpg, red spots added to
commons.wikimedia.org/wiki/File: Flujo-laminar-y-turbulento.gif.)
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Laminar is the name for the sheet-like flow characteristics shown in Figure 4-1 (b), where
mixing of the fluid does not occur as it does in the turbulent regime. The stable flow enables
predictable flow and calculations of flow parameters. Fluid in the center of the channel flows
faster than fluid at the walls. This means fluorescent particles distributed evenly through a
channel would spend different amounts of time in perpendicular excitation light beams as they
flow past excitation points, introducing variation in excitation times and fluorescent signal
generation. This is seen as variation in signal intensity peak magnitude in the resultant signal
trace. Moreover, velocity-based identification schemes suffer from the particle velocity
distribution as variation limits the sensitivity and specificity capabilities of these methods [5557]. Altogether, particle velocity variance introduces doubt in detection. Limiting the variance in
particle velocity would increase detection confidence.
Similarly, the excitation light exhibits an optical mode intensity profile which results in a
distribution of generated fluorescence intensities. The optical mode used to excite the particles in
the channel exhibits a Gaussian intensity profile within the channel, as shown in Figure 4-2. The
shape of the profile is slightly different than a parabola, but the concept is the same. Particles that
flow through the center of the illumination spot experience higher-energy excitation, leading to
increased photon emission, while particles that flow through the edges of the spot experience
lower-excitation energies and emit fewer photons. Again, this is seen as signal intensity peaks of
different magnitude. Some peak heights can even be so small that they become lost in the optical
noise and the particle goes uncounted. The excitation intensity variance introduces doubt in
detection. Limiting the variance in excitation energy would increase detection confidence. Note
that the center of the illumination spot promises the greatest signal generation and would be
optimal for optofluidic detection.
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(a)

(b)

(c)

Figure 4-2: A Gaussian intensity illumination spot means fluorophores will experience different
amounts of excitation energy. (Images are in the public domain, commons.wikimedia.org/wiki/
File:Green_laser_pointer_TEM00_profile.JPG, commons.wikimedia.org/wiki/File:
Gaussian_2d.svg, spot taken from commons.wikimedia.org/wiki/File:Laser_gaussian_profile.svg
and put on laminar portion of commons.wikimedia.org/wiki/File:Flujo-laminar-y-turbulento.gif.)

Lastly, the collection efficiency of fluorescence in a liquid-core waveguide is dependent
on particle position [58, 59]. Particles near the center of the channel experience higher collection
efficiency, meaning the photons generated there are captured and become usable signal. Taken
together, all of these possible variations in particle velocity, signal intensity, and collection
efficiency distributions introduce uncertainty in particle detection. Greater sensitivity and
specificity are desired and can be achieved through hydrodynamic focusing.

Principle
The natural distribution of particles in the microfluidic channel causes very uneven
excitation profiles. Forcing particles into a smaller cross-sectional area inside the channel, as
drawn in Figure 4-3 (a), would cause a narrowing of velocity, excitation energy, and signal
intensity distributions. This would be seen as more consistent signal peaks with decreasing signal
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distribution variance, seen in Figure 4-3 (b). Focusing the particles into the center of the channel
would also optimize the signal intensity and collection efficiency, maximizing sensitivity of the
system.

(a)

(b)

Figure 4-3: (a) Hydrodynamic focusing limits sample particle location inside the microchannel
leading to (b) more uniform signal intensity results and narrowed distributions, representing
decreased variance and increased detection confidence. (© 2019 IEEE [60].)

A variety of ways have been developed to focus particles of interest inside the
microchannel, including acoustics [61]. The most common method uses a secondary fluid, called
buffer fluid, that simply occupies channel volume, preventing the sample fluid from occupying
that volume. This is the method most discussed in this manuscript. Because the flow regime at
the microscale is laminar and no mixing occurs, the two fluids flow down the channel in a
straightforward manner. The difficulty comes in how to deliver the buffer fluid to the sample
stream. This complicates design, can weaken devices, takes longer to fabricate, and needs
additional fluid reservoirs to operate. Moreover, because buffer fluid occupies microchannel
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volume, the time required to process a biological sample increases, which can be a big concern
when that represents infectious disease progression in a patient or spreading in a population.

2D versus 3D Focusing
When buffer fluid squeezes the sample fluid from two sides, it is called two-dimensional
hydrodynamic focusing (2DHDF), or horizontal focusing, as represented in Figure 4-4 (a) [62].
When buffer fluid squeezes the sample fluid from four sides, or all around, it is called threedimensional hydrodynamic focusing (3DHDF), or horizontal and vertical focusing, as
represented in Figure 4-4 (b) [63]. For most applications, 3DHDF is more desirable than
2DHDF. However, most lab-on-a-chip devices are planar in nature, making it much easier to
implement 2DHDF than 3DHDF. The ARROW platform is one such device that is built on a
planar substrate, making focusing from the left and right sides fairly easy, while additional
focusing from the top and bottom is very difficult.

Figure 4-4: Hydrodynamic focusing in 2D sheaths sample fluid horizontally while 3D
hydrodynamic focusing sheaths all around. (Altered and reprinted with permission from [12].)
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The difficulty of 3DHDF on a planar substrate is illustrated in Figure 4-5. Figure 4-5 (a)
shows a four-branched fluid channel intersection in which blue sample fluid enters one branch
and the adjacent two contain red buffer fluid. The three fluid streams exit the fourth branch as a
2DHDF scheme, similar to Figure 4-4 (a). Figure 4-5 (b) shows a six-branched intersection in
which blue sample fluid enters one branch and the adjacent four contain red buffer fluid. The
result is a 3DHDF scheme where the sample fluid is sheathed on all sides by the buffer fluid,
similar to Figure 4-4 (b). It is intuitive to lay out the buffer fluid channels adjacent to the sample
channel in the case of 2DHDF, but not so intuitive is where to place the buffer fluid channels
performing the top and bottom focusing in 3DHDF. This can lead to complex designs, difficult
fabrication processes, and complicated operation [39]. However, the combination of horizontal
and vertical focusing resulting in a sample stream surrounded on all sides by buffer fluid, or
sheathed, enables interesting applications and enhanced optofluidic performance [60, 64-68].

(a)

(b)

Figure 4-5: (a) 2D and (b) 3D hydrodynamic focusing using buffer fluid to sheath the sample
stream.
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2D Focusing Implementation
As described earlier, implementing 2DHDF is as easy as laying out the buffer fluid
channels adjacent to the sample fluid channel as in Figure 4-6. This increases the number of fluid
reservoirs required for operation as well as the amount of chip real estate, potentially increasing
production cost. The two-dimensional focusing occurs at the intersection, or junction, of the fluid
channels indicated with the red ring. For operation, the fluids are loaded into the three reservoirs
at chip left, and then a vacuum is connected to the outlet to draw the fluids through with negative
pressure. Alternatively, positive pressure can be used at each of the three fluid ports to push the
fluid through. However, unequal pressures between the left and right buffer ports could lead to
the sample stream being pushed to one side of the channel. This 2DHDF was implemented on
the ARROW platform by a previous researcher promising a decrease in variance in the velocity
and improved signal output [12].

Figure 4-6: A 2D hydrodynamic focusing layout on the ARROW platform (Reprinted with
permission from [12], with the red ring added.)
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3D Focusing Implementation
As will become clearer when the fabrication processes are covered in detail in a later
chapter, it is very difficult to implement 3DHDF on a planar substrate. Some existing 3DHDF
designs are covered in this section, some promising and some not. Limitations of each will be
discussed, and inspiration for novel designs included in this manuscript will be highlighted.

4.5.1

Dielectrophoresis
Rather than using buffer fluid to limit the locations where sample particles can exist in

the channel, one concept proposed by a previous researcher uses an electric field to induce the
dielectrophoretic effect in the particles [12, 69]. The key is that the electric field is non-uniform,
creating a net force on the particle, represented in Figure 4-7 (a). Dielectrophoresis (DEP) is
related to electrophoresis, which is used to move particles through the length of a fluid channel
[54-57, 70]. Here however, the particles can be moved toward the center of the channel using
electrodes surrounding the cross-section of the channel as shown in Figure 4-7 (b). The
simulated electric field is shown in Figure 4-7 (c), with the center of the channel exhibiting
weakest field strength. This is where the particles would go.

(a)

(b)

(c)

Figure 4-7: (a) Dielectrophoretic force can move particles in the fluid channel but requires (b)
high-voltage electrodes to generate the (c) electric field required. (Reprinted with permission
from [12].)
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The design maintains the single-layer form and requires no additional reservoirs. It seems
promising but was not pursued for a few reasons. First, the electrode fabrication would require
research and development to develop a process that is compatible with the established cleanroom
techniques and that would be compatible with the ARROW platform. Next, it would require a
high-voltage power supply to operate, which can be dangerous and quite large. Finally, the
dimensions of the electrodes are dependent on particle species. Alternatively, buffer fluid-based
focusing schemes can be implemented using existing fabrication processes, do not require a
high-voltage power source, and are less sensitive to target particle characteristics. Despite the
disadvantages, DEP is still worth investigating but will not be covered here.

4.5.2

Secondary Flow Reliant Focusing (Inertial Focusing)
One clever way of implementing 3DHDF enables simpler fluid channel designs by taking

advantage of fluid dynamic forces to do some of the work [71]. In each of the three cases
examined here, secondary flow is induced by some feature of the single-layer channels, creating
a lateral force in the form of Dean vortex generation.
The curve design, sometimes called microfluidic drifting, is shown in Figure 4-8 (a) [60,
72-76]. The channel contains a 90-degree curve that induces the secondary flow. The secondary
flow, seen in inset 2, looks like two ellipses stacked on top of each other inside the channel, with
flow direction rotating counter-directionally to each other, meeting at the boundary between
them and flowing in the same direction. The result is that the sample fluid is drawn out from the
inner wall of the curved channel into the vertical center and out toward the other wall (see insets
1–3). Horizontal focusing occurs with the delivery of additional buffer fluid from the left and
right sides, resulting in 3DHDF. This design requires five fluid reservoirs to operate.
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(b)

(a)

Figure 4-8: (a) The curve design uses secondary flow to draw out the sample fluid for 3D
focusing. (b) The contraction expansion array (CEA) also relies on secondary Dean flow to
sheath the sample stream. (Reprinted with permission from [72], [77].)

The contraction expansion array (CEA) seen in Figure 4-8 (b) operates in a similar
manner, albeit with fewer reservoirs required [77]. Rather than a single curve in the channel, an
array of narrow and wide regions contract and expand the fluid, inducing the secondary flow and
causing 3DHDF. Again, the sample fluid is located on the inner wall and is drawn out
horizontally by the Dean vortex generation. Here, however, no additional horizontal focusing is
needed, meaning that the design requires just three reservoirs to operate.
The last of the single-layer Dean vortex generation designs examined here uses
micropillars to sculpt the sample stream [78-82]. The microstructures seen in Figure 4-9 are
placed inside the channel in the path of the sample stream. As the sample fluid comes in contact
with a pillar, it is forced out and around, inducing secondary flow and reshaping the stream. This
is most similar to the CEA as the pillars create contraction regions next to them and expansion
regions between them. Note that the sample stream begins as a 2D focused stream, meaning that
the design requires four reservoirs to operate.
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Figure 4-9: Stream sculpting occurs as fluid interacts with micropillars in the flow path.
(Reprinted with permission from [78].)

Each of these secondary flow reliant designs exists on the 100 μm scale. They were
modeled in finite element analysis software with a computational fluid dynamics package and
shrunk to the 10-μm scale for integration with the ARROW platform. These models are included
in Chapter 7 along with discussion. The curve design seemed most promising and was fabricated
and used in optofluidic detection. The results are included in Chapter 8. It was concluded that the
flow velocity required to induce the secondary flow at the 10-μm scale was impractical. The
fluidic resistance of the small cross-section fluid channels increased dramatically with shrinking
of the channel dimensions, and the flow velocities required to induce the secondary flow
focusing effect become impractical due to the massive microfluidic channel backpressures [60].
While the simplicity and elegance of the designs was attractive, it was determined to develop a
focusing scheme that could be practically implemented on the 10-μm scale and integrated with
the ARROW platform.

4.5.3

Volumetric Flow Ratio Focusing
The remaining designs examined here use volumetric flow ratio of buffer fluid to sample

fluid for 3DHDF, but they are difficult to fabricate and/or complex to operate. The first shown in
Figure 4-10 takes the form of a micronozzle, also called a microneedle, inserted into the buffer
stream to release the sample fluid from within the buffer fluid [83]. The micronozzle requires
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several difficult fabrication steps incompatible with the ARROW process and would be
extremely difficult to fabricate at the 10-μm scale. Moreover, the microneedle appears fragile
and would not hold up during processing.

Figure 4-10: A micronozzle releases sample fluid from within a buffer stream but is incompatible
with the ARROW platform. (Reproduced from [83] with the permission of AIP Publishing.)

Another design includes a similar sample injection micronozzle [84]. This one, shown in
Figure 4-11, has a flat body and is more like an aperture at the end of a fluid channel. It appears
more robust, but the fabrication process is highly complicated. Multiple exposures are performed
on photoresist material using a rotatable, tiltable jig. The result is a sloped-sidewall fluid channel
that squeezes buffer fluid around the sample fluid, effectively sheathing it from all sides. Among
other considerations, the specialized equipment required is prohibitive to replicating this design.
Moreover, a cover glass is used to complete the fluid channel structure. This is something that
would be incompatible with the ARROW platform.
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Figure 4-11: A tilted lithography micronozzle squeezes the buffer fluid around the sample fluid,
(Reprinted with permission from [84].)

Another piece of prohibitive equipment is a femtosecond exposure laser. This is used to
focus light energy within a block of photosensitive material to depolymerize the molecules point
by point in a predetermined fluid volume [85]. When the exposure is complete, the exposed
photomaterial is washed out with developer. This process is similar to a growing category of 3D
printed microfluidics in which photosensitive material is polymerized layer by layer in a resin
bath before being washed out [86]. The result is similar. Highly complex and effective
microfluidic systems can be created, such as the 3DHDF design shown in Figure 4-12. Here, the
delivery of buffer fluid from top and bottom is just as easy as left and right.

Figure 4-12: A femtosecond laser etches a polymer block, enabling complex microfluidic
systems. (Reprinted with permission from [85].)
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Improvements in these types of 3D printed polymer microfluidics make this an exciting
alternative to integrating the fluidics on chip. The possible exposure resolution makes this a
viable 10-μm scale off chip 3DHDF focusing option, yet the additional equipment and
processing knowledge required make it a highly specialized technique [86].
A more brute-force way of creating complex microfluidic systems is to stack multiple
layers together. The concept is similar to that of 3D printing, where a fluid volume is divided
into layers and the building up of the layers completes the shape. Here microfluidic channels are
formed in a polymer called PDMS using a technique called micromolding [87]. The 3DHDF
design volume shown in Figure 4-13 is made of five layers, meaning that seven layers of
material are required to complete a device. The fabrication is fairly approachable, but the
operation remains complex. Moreover, the design cannot be integrated on the silicon-based
ARROW biosensor.

Figure 4-13: PDMS stacks make up a fluid volume capable of 3DHDF. (Reprinted with
permission, © 2004 IEEE [87].)

The remaining designs are more similar to each other. They are more readily integrated
into the ARROW platform as they are more compatible with established fabrication processes
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and planar fabrication. The first is referred to as self-aligned 3DHDF [88]. It is brilliant in its
simplicity and effectiveness. The focusing manifold is formed by intersecting the sample channel
with a taller buffer channel, as shown in Figure 4-14. The buffer fluid flows from each side
toward the sample channel, but the height difference means that buffer fluid flows from above
and beneath as well, resulting in a fully sheathed sample stream. It requires four fluid reservoirs.

Figure 4-14: Perpendicular rectangular sheathing is a beautiful solution for HDF. (Reprinted with
permission from [88] © The Optical Society.)

A similar design takes some cues from the micronozzle designs seen earlier. The sample
fluid effectively inserts into the buffer stream that is contained in a taller channel [68]. Unlike the
previous design in Figure 4-14, the remainder of the microfluidic channel past the intersection
point seen in Figure 4-15 is the same height as the buffer channels. This mitigates the amount of
velocity increase of the fluid that must occur in the previous design as all the buffer fluid and
sample fluid must move through the same outlet channel. Think of it in terms of volumetric flow
rate. What goes in the fluid junction must go out at the same volumetric rate.
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Figure 4-15: Sample fluid insertion into a taller buffer channel mitigates sample fluid velocity
increase. (Reprinted with permission from [68].)

The previous two designs have channel height differences which add complexity to
fabrication. The final method shown here in Figure 4-16 is formed with just one layer of material
but requires additional fluid reservoirs [67]. Moreover, micro-ports, or micro-pores, must be
made in the top of the channels. This is a difficult feat which has been investigated on the
ARROW platform with varying degrees of success [46].

Figure 4-16: Top-down fluid entry allows for single-layer design, but would require difficult
micropore fabrication. (Reprinted with permission from [67].)
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Small-Scale 3D Focusing
Apart from the dielectrophoresis approach, which was designed from the ground up for
integration with the ARROW platform, the 3DHDF designs examined here exist on the 100-μm
scale. The goal has been to find a design that can be implemented on the 10-μm scale so that it
can be integrated with the ARROW platform. Various considerations are made, the most
fundamental being whether the design can be realized using the established fabrication processes
of the ARROW. Then the complexity of the design and difficulty of fabrication is considered.
For this reason, the Dean Vortex generator designs are appealing because they can be formed
with one layer of material. However, investigations which will be covered in more detail shortly
led us to conclude that secondary flow reliant designs such as these are impractical to implement
at the 10-μm scale. This conclusion led to a number of volumetric flow ratio-based designs
which can be implemented at the 10-μm scale [89-91].

Hydrodynamic Equations
The reason the Dean Vortex generator designs are impractical at the small scale is
explained by physical hydrodynamic relations, represented in the form of equations. Remember,
the ARROW microfluidic channel has a rectangular form factor. This means the relations will be
solved for a rectangular duct rather than a cylindrical pipe. When handling noncircular tubes and
channels, a term called the hydraulic diameter is used,
𝐷𝐷𝐻𝐻 =

4𝐴𝐴
𝑃𝑃

(4-1)

,

where A is the cross-sectional area of the flow and P is the wetted perimeter of the cross-section.
Similarly, the hydraulic radius is
𝐴𝐴

(4-2)

𝑅𝑅𝐻𝐻 = .
𝑃𝑃
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These allow us to use the other relations in the same way as for a round tube. They are useful
because they are single-dimensional, which is used in dimensionless quantities such as the
Reynolds number for flow in a pipe:
𝑅𝑅𝑒𝑒 =

𝑄𝑄𝐷𝐷𝐻𝐻
𝜈𝜈𝜈𝜈

=

<𝑉𝑉>𝐷𝐷𝐻𝐻
𝜈𝜈

(4-3)

.

This formula is used to predict flow patterns. Q is the volumetric flow rate, which is
(4-4)

𝑄𝑄 =< 𝑉𝑉 > 𝐴𝐴,

where <V> is the mean flow velocity and A is the cross-sectional area. Nu (ν) is the kinematic
viscosity of fluid flow in a pipe,
𝜇𝜇

(4-5)

𝜈𝜈 = ,
𝜌𝜌

where mu (μ) represents dynamic viscosity and rho (ρ) represents density, each a characteristic of
the fluid. A low Re represents a flow dominated by laminar, or sheet-like, flow (described earlier)
while a high Re indicated that turbulent flow is more likely. Note that the dimensions of
microfluidic channels are in microns, and DH in the numerator of Equation 4-3 causes Re to be
small. This is the reason microfluidics generally exhibit laminar flow. In a straight duct, laminar
flow occurs when Re < 2,000.
In a straight pipe with a curve, or in other similar designs, centripetal forces give rise to
secondary flow in the form of a pair of counter-rotating vortices called Dean vortices. The
dimensionless Dean number,
𝐷𝐷𝑒𝑒 =

𝜌𝜌𝜌𝜌𝐷𝐷𝐻𝐻
𝜇𝜇

𝐷𝐷

𝐷𝐷

(4-6)

�2𝑅𝑅𝐻𝐻 = 𝑅𝑅𝑒𝑒 �2𝑅𝑅𝐻𝐻 ,
𝑐𝑐

𝑐𝑐

is the product of the Reynolds number and the square root of the curvature ratio of the curved
channel. Here Rc is the radius of curvature of the path of the channel. In order for the vortices to
form, De must be greater than 5. The higher the Dean number, the stronger the vortices. This is
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possible on the 100 μm scale, but shrinking an order of magnitude to the 10-μm scale is enough
to lower the Dean number enough for negligible vortex effect. Shrinking Rc in an attempt to raise
De is limited by fabrications tolerances of about 1 μm, at which point the curve begins to look
like a bend. But, note that the mean velocity V exists in the numerator of Re. Simply increasing
the velocity of the fluid flow in the micro channels should raise the Dean number and give rise to
secondary flow in 10-μm scale curved channels.
The issue with this arises from the fluid pressure inside the microchannels. A number of
relations represent the pressure drop inside a circular pipe of given dimension and laminar flow
characteristics. Derived from the Navier-Stokes equations, the Hagen-Poiseuille relation,
𝛥𝛥𝛥𝛥 =

8𝜇𝜇𝜇𝜇𝜇𝜇
𝜋𝜋𝑅𝑅4

(4-7)

,

describes pressure drop due to the viscosity of the fluid in the pipe, where L is a characteristic
length, in this case the pipe length, and R is the pipe radius. The Darcy Weisbach relation,
𝛥𝛥𝛥𝛥
𝐿𝐿

𝜌𝜌 <𝑉𝑉>2

= 𝑓𝑓𝐷𝐷

2 𝐷𝐷ℎ

(4-8)

,

accounts for additional pressure drop in the channel related to stress at the channel wall, which
gives rise to a friction factor

𝑓𝑓𝐷𝐷 =

�𝑓𝑓𝑅𝑅𝑒𝑒 𝐷𝐷 �
𝑅𝑅𝑒𝑒

ℎ

(4-9)

.

Some sources give the friction factor (fReDH) for a duct with ratio b/a = 0.5 as 62.19, but as a rule
of thumb,
𝑓𝑓𝐷𝐷 =
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𝑅𝑅𝑒𝑒

(4-10)

.

The pressure loss can also be found by expressing the pressure loss due to friction in terms of the
equivalent height of a column of the working fluid using Pascal’s law,
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(4-11)

𝛥𝛥𝛥𝛥 = 𝜌𝜌𝜌𝜌𝜌𝜌ℎ𝑓𝑓 ,

where Δhf represents head loss due to pipe friction over the length of the pipe and g is the
acceleration of gravity.
These relations representing pressure drop can be simplified to the form
(4-12)

𝑃𝑃 = 𝑄𝑄𝑄𝑄,

where P is pressure, Q is volumetric flow rate, and R is fluidic resistance. This looks just like the
V = IR of Ohm’s law, where V is voltage, I is current, and R is ohmic resistance. Electricity was
originally understood to be a kind of fluid. Ohm’s law describes the proportional relationship
between electric current through a conductor between two points and the voltage across those
two points as the resistance. The hydraulic analogy for electricity can be used in reverse for
people more familiar with electric circuits. Equation 4-12 is used in physiology in the fields of
hemodynamics and hemorology to model blood flow and is instructive here.
Hydrodynamic resistance is calculated much like ohmic resistance by the volume
dimension and material resistivity. The microfluidic resistance of a circular duct is found in the
Hagen-Poiseuille relation as
𝑅𝑅 =

8𝜇𝜇𝜇𝜇

𝜋𝜋𝑅𝑅4

(4-13)

,

where again, mu represents fluid viscosity and R is the radius of a circular pipe. The R term can
be replaced with the hydraulic radius, RH, when the relation is used with a rectangular duct.
Remember, Q = VA, so P = VAR. Fluidic resistance and channel dimension do not change, so
pressure is proportional to velocity. As velocity increases, so does pressure. Attempting to
increase the velocity enough to achieve secondary flow (Dean flow) is impractical because
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theoretically, the pressure generated would damage the device, and realistically, a device capable
of creating pressures high enough to achieve the velocity required is inaccessible.
As an example, a 10 μm x 10 μm duct of length 1 mm and radius of curvature 10 μm with
fluid flowing fast enough for vortex generation (Dean number of 5) requires a pressure of over
80 atm, or 80 times atmospheric pressure. That is equivalent to almost 1200 psi, or
approximately 80 times more than the maximum possible vacuum pressure achieved using the
vacuum pump described in the optofluidic testing in this work.
It is for this reason that volumetric flow ratio designs were developed, able to operate at
lower velocities and pressures achievable by existing equipment. The hydrodynamic relations
presented in this section were used to design the device layout and will be discussed briefly in a
future section.
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CHAPTER 5.

DESIGN PROCESS

Each of the novel designs found in Chapter 6 were developed following a series of design
steps. These steps are outlined here for context and for future researchers interested in
performing hydrodynamic focusing in integrated optofluidic devices.
First a literature review is performed to discover existing techniques that might be
adapted for use and a design is conceived. Considerations are made for fabrication constraints
and the possibility of integrating it into the existing platform. Next, the design is modeled in
computer-aided design (CAD) software and simulated using physics simulation software to
optimize the design for the desired 3DHDF effect. Next, hydrodynamic equations are used to
solve a volumetric flow ratio relation that accounts for microfluidic channel feature size and
placement on a chip, including pressure drops and fluidic resistance. The fluid channel
dimensions can be tweaked at this step to arrive at a more realizable design. Next, an inhouse
optofluidic simulation suite is used to predict the possible detection enhancement from the
design. This accounts for the focused sample stream position and size inside the excitation region
of the channel as well as flow velocity and other considerations. When the channel dimensions
have been determined, the device is laid out in another CAD program, one photolithography
mask layer at a time. Once the mask tool set is finished, new cleanroom process recipes required
for the novel design are developed. Next, the devices are fabricated in the cleanroom before they
are inspected. Some testing can be performed on the optical elements of the device, but a
majority takes place at the University of California, Santa Cruz, where they have extensive
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fluorescence spectroscopy equipment and experience, as well as a biological sample laboratory
for validating the biosensors with real sample species.

Conceptualization
The literature review of existing designs was covered in Chapter 4. This was done using
the internet to search for applicable articles and other publications. Image searches also
contributed to the identification of potential candidates based on fluid channel form factor. The
process provided intuition about hydrodynamic focusing theory and principles and did yield
some designs worth adapting. Promising designs were presented to research collaborators to seek
input and assist in the adaptation process. This took the form of whiteboard discussions in which
channel structure was drawn and focusing schemes determined, such as that seen in Figure 5-1.
Cleanroom fabrication process constraints were an ever-present consideration.

Figure 5-1: Conceptualization of novel designs occurred by collaborative brainstorming after
literature review.
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CAD Modeling and Physics Simulation
Once a design was deemed producible and worth pursuing, it was modeled in CAD
software. Simulating the design before fabrication allows the user to optimize a design and
validate the theory before spending the time or money to make it. The application used was
called ANSYS Fluent, represented in Figure 5-2, which is a finite element analysis (FEA) suite
capable of computational fluid dynamics (CFD). A student version is made available for free.
Here, fluid channel structures were drawn and sized. Physical parameters were input to simulate
fluid flow inside the model. These included material properties for liquid water as well as the
initial conditions for the velocity and pressure of the system.

Figure 5-2: ANSYS Fluent was used to model fluid flow in microchannels.

Several limitations of the software were encountered along the way. The first arose from
the usability of the software over a wide range of dimensions. This means it is not optimized for
microscale fluid modeling. This was seen as gaps or breaks in fluid stream drawing and
solutions. Particle streamlines would end abruptly without explanation, sometimes in the open
space of a channel. The solutions were often unresolved at boundaries such as walls or steps in
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the channel, again, giving rise to a sort of unpredictable region surrounding the fluid in the
channel. Lastly, due to it being an academic version of the software, features were limited. This
meant that when increasing the FEA resolution in an attempt to repair the errors observed, the
cell count threshold was exceeded and the program would not run. The same thing occurred
when attempting to model complete channel lengths rather than just the focusing junction, as the
increase in cell count exceeded the academic limit.
Despite these drawbacks, the software was useful in optimizing novel 10-μm scale
3DHDF designs for integration in the ARROW platform. These models and simulation results
are included in Chapter 6. An ANSYS modeling tutorial is included in Appendix D with helpful
tips and insights into modeling microfluidics using the CAD software.

Predictive Optofluidic Simulation Suite
A homemade optofluidic simulation suite was used to predict the optical detection
enhancement of a device with focusing as compared to operation without focusing. This program
was made in MATLAB and accounts for channel dimension, particle flow velocity and position,
fluorophore characteristics, optical mode size and intensity distribution, and focused stream size
and position.
When a prediction is performed, 1000 particles are randomly distributed inside the
channel, taking on the parabolic flow velocity found in laminar flow of microfluidic channels.
The optical mode, with its Gaussian intensity distribution, is overlaid on the channel for exciting
the particles as they flow by. The time particles spend inside optical mode paths is calculated and
the photon emission is found. This is binned into a signal intensity histogram, much like that
found in experimental testing of real devices. The test is run for unfocused particles, uniformly

64

filling the channel cross-section, and for focused particles, with the focused stream position,
shape, and density input manually from ANSYS simulations. Example histograms of these two
scenarios are shown in Figure 5-3. It is seen that with focusing, the distribution narrows and
shifts to the right as expected. This translates to a decrease in standard deviation and an increase
in mean. An enhancement factor called the coefficient of variance (CV) is determined by
dividing the standard deviation by the mean. Focused schemes are predicted to have lower CVs.

(a)

(b)

Figure 5-3: A homemade optofluidic simulation suite was used to predict detection enhancement
of 3DHDF over unfocused flow.

Dimension Determination
The hydrodynamic equations used in the design of the novel 3DHDF designs were
outlined in Chapter 4. These equations were used in conjunction with the CAD model of the
fluid junction to calculate the dimensions of the microfluidic channels. The microfluidic system
was treated as a hydraulic circuit, much like an electric circuit, shown in Figure 5-4. The lengths
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of the channels were modeled as resistors (as they have fluidic resistance), the pressure drops
between reservoir and junction were modeled as voltage, and the volumetric flow rate was
modeled as current. The pressure was determined by the vacuum pump used to operate the
system, with half the pressure drop intended between the inlets and junction and half between the
junction and outlet. Similarly, the volumetric flow rates were determined by the CAD model,
based on the input velocities and channel dimensions used to optimize the design. The channel
dimensions were flexible to alter to meet the necessary conditions. Channel height was
constrained by fabrication process for simplicity and robustness, but channel width and length
provided enough freedom to arrive at acceptable parameters.

Figure 5-4: Microfluidic channel systems were modeled as hydraulic circuits to solve for channel
dimensions.

The relation P = QR (Q = P/R) was used to compare the volumetric flow rate, Q, of the
buffer fluid to the Q of the sample fluid as a ratio of P and R. The pressure was chosen to be
equal, canceling out the terms in the ratio and leaving just the ratio of R values. The R terms
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were expanded into the Hagen-Poiseuille form and the constants canceled out. Finally, the
hydraulic radius was substituted leaving the ratio
𝑄𝑄2
𝑄𝑄1

=

𝐿𝐿1 𝑅𝑅𝐻𝐻 2
𝐿𝐿2 𝑅𝑅𝐻𝐻 1

=

𝐿𝐿1 (2𝑤𝑤1 +2ℎ1 )4
𝐿𝐿2

𝑤𝑤14 ℎ14

𝑤𝑤24 ℎ24
.
(2𝑤𝑤2 +2ℎ2 )4

(5-1)

This was input into an online graphical calculator application called Desmos. This allowed us to
keep track of parameters and enter the equations visually, as well as to see the result of the
system of equations as a line on the graph. The Q ratio was input manually as calculated from the
input velocities and cross-sectional areas of the inlets from the CAD model. This ratio was
subtracted from both sides of the equation to create the slope intercept form for graphing. One of
the dimension variables in the equation was replaced with the variable x to act as the solution to
the equation. The equation was also multiplied by a large number to cause the graphed line to
appear nearly vertical for ease of dimension determination. An example of the online tool is
included in Figure 5-5.

Figure 5-5: An online calculator was used to solve for microchannel dimensions.
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The manually input variable values and the variable chosen as the solution to the equation
were adjusted until the solutions were deemed acceptable. This was considered in terms of chip
layout and fabrication: wide hollow channels are less robust than narrow ones, too narrow of
channels would constrict flow and provide low yield, and excessively long channels would take
up too much chip real estate. Sometimes more than one solution existed and the best was chosen.
The same process was followed for comparing the buffer volumetric flow ratio to the outlet
volumetric flow ratio to solve for those dimensions as well.

Photolithography Mask Layout
Each new design is developed for integration with the ARROW platform. The ARROW
is a silicon-based device microfabricated in a class 10 cleanroom at Brigham Young University
(BYU). The fabrication processes are performed using well established processes, equipment,
and materials that are used for making microchips. Cleanroom processes involve the deposition,
patterning, and etching of materials to form microstructures. They have been adapted to fabricate
optofluidic chips and will report on them in more detail in Chapter 7.
Patterning requires photolithography masks. These allow for precise alignment of
microchip features and simultaneous processing of dozens of chips on one wafer. The masks are
made of approximately 1/8 x 5 x 5 inch glass panes covered on one side by chrome and
photoresist (PR), a light-sensitive material. The PR gets light exposed by a rastering laser which
draws a predetermined design, then gets developed to wash away the exposed PR. The glass
plate is immersed in chrome etchant to remove the exposed chrome, and the remaining PR
prevents the chrome underneath it from being etched. Finally, the remaining PR is removed with
acetone and isopropyl alcohol (IPA). The result is a glass plate with microscale features drawn in
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chrome. This is used in photolithography steps during device fabrication where, rather than a
rastering laser, a large light source exposes the entire PR-covered silicon wafer at once, with the
chrome mask blocking certain portions. This process will be covered in more detail later.
The mask designs are created in CAD software using a circuit design program called
Cadence Virtuoso. The program enables division of layers in a design as well as custom shape
drawing. Dimensions are entered to represent the 5 x 5 inch mask and 4 inch wafer, and arrays of
chips are drawn on the wafer at the microscale as seen in Figure 5-6. Different colors represent
different layers, with each layer being associated with a single mask. Chip drawings will be
shown in more detail in Chapter 6 along with the presentation of the novel designs.

Figure 5-6: Cadence Virtuoso was used to design the photolithography mask set used during
microfabrication.
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It should be noted here that some researchers have found success using a free layout
application called Klayout. This may be more accessible to some, as using Cadence requires
departmental licensing and SSH protocol to access the program on BYU CAEDM machines. The
SSH method can be confusing to set up and requires console use to execute. Cadence setup and
use tutorials can be found at hawkins.byu.edu/accessing-cadence.

5.5.1

Improved Layout Tools
Outlined here is the introduction of mask design layout improvements in labeling,

reservoir markings, channel openings, chip division lines, alignment marks, and precision
alignment marks. These features assist during the testing and evaluation phase of the
experimental process as well as the mask design process. There is already a learning curve for
researchers when they start using Cadence. Any confusion contributes to the difficulty and
makes the application prohibitive to new users.
Most researchers copy and paste existing mask design layers into their new designs,
bringing along with them artifacts from close to two decades of ARROW mask design. This had
resulted in non-standardized labeling systems and alignment marks as well as extraneous
features. Moreover, the existing labels were difficult to read and the existing alignment marks
had numerous redundancies and errors, contributing to confusion during design and use.
A standard was sought for the labeling of masks and chips by designing a congruent font
at each scale. This is found in the “alt” layer in the Cadence ARROW library, which is included
when duplicating previous design files. Figure 5-7 shows the characters of the font which were
based on digital characters formed from pixel-like elements, with squares and rectangular
features. Each character fits inside a standard rectangular box of a readable form factor ratio.

70

Note that the mask label characters are read left to right for use during photolithography. The
chip label characters are mirrored as the mask gets flipped over when used and the characters
mirror. The result is left-to-right readable labels on the fabricated chips. This helps keep track of
chips during testing and evaluation of a wafer.

Figure 5-7: Standardized mask and chip design labels assisted during fabrication and testing.

Previous chip division and reservoir placement markers were nonexistent, as in Figure 58 (a). This made cleaving chips tricky as the divisions had to be inferred by the optofluidic
features and placement of the reservoirs was a guess. The new divisions and markers in Figure 571

8 (b) have reportedly sped up the testing process and made it much easier to get clean cleaves
necessary for optical testing. The circular reservoir markers are designed to match the size and
shape of the reservoirs used at UCSC. The semicircular fluid channel exposure regions seen in
Figure 5-8 (c) are also new, causing the channel to extend into the center of the reservoir.

(a)

(b)

(c)

Figure 5-8: Chip division and reservoir markers sped up and improved the testing process.

The alignment marks were a mess. The age of the aligner machines used to perform
photolithographic exposures shows. It can be very difficult to see or manipulate what the user is
doing. The teeth of the gears have worn down, and mechanical movement of the mask stage is
imprecise and unpredictable. Some mask alignments can take over half an hour for even an
experienced researcher. Adding to this frustration, finding the pair of alignment marks can take a
few minutes after loading the wafer. Large open space near the edge of the wafer where the
marks are located makes it difficult to track how far the user has moved, and the lack of
landmarks makes it hard to know where on the mask or wafer the user is. The result was minutes
of randomized joystick movement until a nonspecific landmark was found, investigated, and
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explored. Eventually, the alignment mark could be found and then the process repeated for the
other side.
This waste of time was avoided by introducing new alignment mark guides that extend
from the outermost chip, along the centerline of the wafer to the alignment mark, as seen in
Figure 5-9. This makes it much easier to locate the alignment mark. Moreover, this occurs during
the very first fabrication step, establishing the guide for all future alignment steps.

Figure 5-9: Alignment mark guides reduced the time it took to perform photolithography steps.

Additionally, the precision alignment marks included nearly a dozen redundant or out-ofdate sets and the most current ones included errors. Each step of the microfabrication process
was considered, and the appropriate precision marks were instituted while the others were
discarded. Figure 5-10 shows the new marks that were positioned closer to the large alignment
mark for ease of location and use.
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Figure 5-10: The updated precision alignment marks.

A closer look at the alignment guide marks is given here on an actual wafer. The images
in figure 5-11 are of the chrome metal features on a thin film of silicon dioxide. The scale bar in
the first three images is 150 μm while the scale bar in the subsequent three is 37 μm.

Figure 5-11: A closer look at the new alignment guide marks.
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Process Recipe Development
The traditional ARROW device is made with sacrificial SU-8 photoresist features that are
6 μm tall and 12 μm wide and that form the fluid channel volume [48, 92, 93]. The on-wafer
width is determined by the width of the photolithography mask features, but the height is
determined by a PR deposition recipe [94]. The development of new fluid channel designs meant
that new PR recipes had to be developed. This included selecting a PR type for thickness
capabilities and adjusting spin speeds, bake times, exposure doses, and development steps to
achieve the desired characteristics. The recipes used in the novel 3DHDF designs included in this
manuscript are included in Appendix A.

5.6.1

SU-8 Planarization
The consecutive patterning of SU-8 photoresist layers was investigated [95]. This was

foundational to enabling the flexibility of channel design needed to implement interesting HDF
structures. A thin layer of SU-8 was deposited on a silicon-wafer and patterned. Then a thicker
layer of SU-8 was deposited and patterned directly over the top of the first. A 3D profilometer
was used to optically measure the height of the completed test sample.
Figure 5-12 includes an oblique view of the intersecting features, the line scans, and the
line scan height measurements. As confirmed by the traces in Figure 5-12 (c), the second layer of
SU-8 planarized over the first. If it had not, the highest portion of the black trace would be higher
than the highest portion of the blue trace. This experiment confirmed that consecutive layers of
SU-8 planarize, enabling interesting microfluidic channel design [89].
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(a)

(b)

(c)

Figure 5-12: A 3D profilometer was used to characterize planarized consecutive SU-8 layers
which enabled interesting fluidic channel designs. (Reprinted with permission from [89].)

5.6.2

Photoresist Recipe Fundamentals
A brief description of PR processing was included when discussing photolithography

mask creation. Specific photoresists and their use will be covered in Chapter 7. Included here are
some tips and tricks, as well as descriptions of trends experienced with PR.
First it must be understood that PR is light sensitive, and exposure to light, or heat, alters
its characteristics. There are two kinds of PR: positive and negative. Upon light exposure,
positive resist weakens while negative resist strengthens. Post exposure, the resist is immersed in
developer which washes away weak resist. In the case of positive resist, the portions exposed to
light wash away, while in negative resist the portions not exposed to light wash away.
Resist is applied to a silicon-wafer by spinning. The wafer is loaded onto a spinner chuck
and vacuumed down. Spin parameters are programmed into the spinner. A small portion of resist
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is poured into the center of the wafer and the program is initiated. The resist spreads over the
surface of the wafer by centripetal force. Baking of the PR on the wafer on a hotplate begins the
PR characteristics change mentioned earlier. Next, photolithographic exposure under a mask
transfers a pattern to the wafer. Wafers with patterned negative PR are baked again to continue
the solidification process, then immersed in developer. Wafers with patterned positive resist are
directly immersed in developer without being baked. Sometimes the pattern is finished by hard
baking at a higher temperature.
Photoresists have different viscosities, which contribute to spun thickness. This aside,
increased spin speed results in thinner resist layers, and slower spin speed results in thicker
resist. Increasing bake time will advance the change process, whether weakening for positive
resist or strengthening for negative. Increasing exposure time will similarly advance the change
process. When dilution of developer is used, decreasing the amount of water will speed
development time. Note here that a slower development means it is easier to monitor and control.
However, when checking development, the wafer is rinsed, which, when repeated, can cause
hydration of the photoresist and result in poor feature definition. During the development of
positive resist, a small number of flood exposure seconds can be used to accelerate the
development.
Photoresists also have a shelf life, with old or expired resists generally thickening.
Moreover, old resist can exhibit bubbles or dried particulates. Recipes should be adapted for
resist age. For example, resist that is difficult to develop should be exposed for extra time to
ensure the photoinduced change. Similarly, laboratory temperature and humidity can affect PR
processing.
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Microfabrication
With the mask set and new photoresist recipes in hand, the 3DHDF ARROW devices are
fabricated in a class 10 cleanroom. The cleanroom has strict cleanliness protocols in place, such
as the bunny suit and gloves seen in Figure 5-13, as well as extensive air filters to limit the
number of particles present. This prevents the sensitive microchip devices from being damaged
or ruined by dust or dirt, as the features are so small.

Figure 5-13: Microfabrication occurs in a cleanroom laboratory.

In the cleanroom is equipment for depositing materials such as oxide, photoresist, and
metal; tools for patterning the resist; and machines for etching materials. Additionally, many
metrology tools are used during the fabrication process to monitor the progress of each step and
to ensure proper material properties and device dimensions. The complete microfabrication
process will be laid out in Chapter 7.
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Testing and Evaluation
Upon completion of the fabrication, the wafer containing the dozens of chips is inspected.
It has been inspected all along the way, but now each device is qualitatively evaluated for
intactness. A chip map is marked during the inspection to indicate which devices appear
promising and which should be ignored during testing. Some measurements are taken with
metrology tools, such as the 3D profilometer, to record device dimensions.
The silicon substrate of the wafer is crystalline and has lattice lines that are susceptible to
cleaving. A well-placed nick in the edge of the wafer and some applied pressure generates a
straight-line fissure down the length of the wafer. This can be repeated to cut out the chip dies
for individual testing. Typically, a small number of chips are reserved for inspection while a
majority are sent uncleaved to UCSC for optofluidic testing. Keeping the wafer intact for
shipping prevents the chips from shifting and damaging each other.

5.8.1

Test Apparatus and Methods
Optical testing of solid-core waveguides was performed at BYU in a darkroom area

where ambient light is minimized. The setup used is shown in Figure 5-14 from the top view.
The illumination light and camera were used in conjunction with micrometer stages (not shown)
for aligning the optical fiber and chip and for recording optical mode images. Characterizing the
waveguide transmission and loss values occurred by moving the flip-mounted beam splitters out
of the optical path so the photodetector could collect the light. This test bench was used to
optimize optical structures and ARROW fabrication processes, resulting in a number of journal
and conference publications.
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Figure 5-14: The optical testing workbench with the critical components drawn and labeled.

Optofluidic testing was performed at UCSC on a similar test bench, shown in Figure 515, with a similar variety of peripherals including an APD, camera, fiber-coupled laser, and a
vacuum pump for drawing fluid through the chip [91]. The chips have to be interfaced fluidically
and optically. First the chips are cleaved and fluid reservoirs attached. Traditionally reservoirs
have been 2 mm copper beads attached with wax, seen in Figure 5-16.

Figure 5-15: The test system includes the optofluidic chip connected to a vacuum for generating
negative pressure to pull sample and buffer fluid through. A 633 nm laser is coupled to the
excitation waveguide through an optical fiber to elicit fluorescent photon emission which is
collected and detected by an avalanche photodiode (APD) for analysis. (Reprinted with
permission from [91].)
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Figure 5-16: Fluid reservoirs are attached to optofluidic chips.

Interfacing to the fluid reservoirs has happened in a variety of ways, represented in
Figure 5-17, including rubber o-rings, molded polymer manifolds, and most recently a clamping
3D printed manifold with rubber gaskets. Chapter 9 covers a new method for macro-to-micro
fluidic interfacing that is inexpensive, simple, fast, robust, and highly adaptable, which may
prove useful in optofluidic testing.

(a)

(b)

(c)

Figure 5-17: Optofluidic testing methods included interfacing to the fluidic and optical features
on the chips through (a) copper bead reservoirs, (b) vacuum pump interfacing, and (c) a 3D
printed fluid manifold, optical fiber coupled laser, and objective lenses.
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Aside from the signal intensity traces collected by the APD, a camera was used for topdown analysis. The camera output was integrated with some image processing software that was
used to characterize fluorescent intensity inside the fluid channel. Fluorescent dye, beads, or
biomarkers were used in conjunction with biological samples to validate the devices. Various
excitation methods were used, including exciting the liquid-core channel length by coupling the
laser to the collection solid-core waveguide. The laser was also coupled to the MMI for multispot excitation. More will be said of the results gathered using these methods, but Figure 5-18
and Figure 5-19 include camera-view examples of the different excitation methods of
hydrodynamically focused sample streams, and an example a multi-spot intensity trace.

(a)

(b)

Figure 5-18: A top-down camera and image processing suite was used to characterize the
fluorescence of the hydrodynamically focused sample stream illuminated through (a) the
collection core waveguide and (b) the MMI waveguide.
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Figure 5-19: An example signal intensity trace shows the discrete fluorescent peaks of an MMI
excited dye stream.
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CHAPTER 6.

NOVEL DESIGNS

A number of novel designs were developed, fabricated, and evaluated following the
design process outlined in the previous chapter. Four designs are included here along with
discussion about the development process. The models, operation schemes, simulation results,
design parameters, and layouts are presented.

Curve—Secondary Flow Reliant, Single-Layer, Planar
The curve design shown here closely mimics the existing curve design introduced in
Chapter 4. It could be implemented in the ARROW platform with just one layer of sacrificial PR.
It is a simple fluid channel structure design that relies on secondary fluid flow forces to induce
focusing rather than relying on complex channel structure. The CEA and micropillar designs
operate by the same mechanism.
The CEA, micropillar, and curve designs were modeled in ANSYS Fluent at reported
dimensions (100 μm scale) and flow rates, included in Figure 6-1. The CEA results did not seem
to match the reported experimental results, as the stream did not enter the expansion chambers
and did not focus effectively. The micropillar results seemed reasonable enough except for
missing streamlines in the center of the sample flow that were ended prematurely when incident
on the first pillar face. The curve had the most promising results, with a tightly focused sample
stream at the outlet.
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(a)

(b)

(c)

Figure 6-1: Three secondary flow reliant designs were modeled at reported dimensions and flow
rates: (a) the contraction expansion array (CEA), (b) the micropillar, and (c) the curve.

The designs were shrunk to the 10-μm scale and optimized for integration in the
ARROW biosensor. The useful results are included in Figure 6-2. The CEA showed the expected
expansion chamber behavior but seemed to focus the stream upward in the channel. The form
factor of the micropillar channel limited the drawing capabilities of the software, and streamlines
simply ended inside the channel for no apparent reason. The limitations of the student version of
the software prevented solving this issue, and the results are not included here. The curve design
had negligible secondary flow, resulting in a narrow vertical blade shaped focusing of the stream.
Input velocities were increased by an order of magnitude and the secondary flow effect returned.
The curve was deemed the best of the three designs to try to implement in the ARROW platform.
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(a)

(b)

(c)

Figure 6-2: (a) The CEA was optimized at the 10-μm scale. (b) The curve was modeled at the 10μm scale and (c) the curve was operated with 10 times the velocity.

In an attempt to limit the velocity increase required, investigations were made into
cascading the curve of the microchannel to seek a compounding effect over great distance. This
sort of long-distance curving has been implemented on microfluidic chips for separation,
cytometry, and focusing purposes [56, 96]. Again, the software struggled with the large
modeling needs and the investigation was inconclusive. However, the curve was increased from
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a 90-degree curve to a 180-degree curve with the expectation that the focusing effect would
double. This sort of thing has also been done by other researchers. It was learned that increasing
the buffer fluid to sample fluid ratio assisted in focusing. Also, the horizontal positioning of the
stream was better centered by shifting the channel at the additional buffer fluid inlets. The
optimized curve design is shown in Figure 6-3. Note how the side view shows the stream height
decreasing by about 2/3 around the 180-degree curve.

(a)

(b)

(c)

Figure 6-3: The curve design was optimized at the 10-μm scale and is shown (a) obliquely, (b) at
the outlet face, and (c) from the side.

The design was adapted for rapid-fabrication in PDMS at UCSC [60]. Only a 90-degree
curve was used, and one of the buffer inlets for performing horizontal focusing was removed.
One can see from Figure 6-4 that the potential focusing was greatly diminished. The
experimental optofluidic detection results gathered using this fabricated 3DHDF design are
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included in Chapter 8. As a reminder, these types of designs require high-velocity fluid flow to
generate the Dean vortices that do the focusing work. It was concluded that such velocities are
impractical at the 10-μm scale and the secondary flow reliant designs were abandoned for
volumetric flow ratio designs.

(a)
(b)

(c)

Figure 6-4: The 10-μm scale curve design as fabricated is shown (a) obliquely, (b) at the outlet
face, and (c) from the side.

The curve design was never put through the predictive simulation suite. It was developed
and implemented prior to the functionality of the simulation program. Instead, the dimensions of
the focused sample stream were used as a metric to quantify the amount of focusing. The
optimized design seen in Figure 6-3 had a focusing of approximately 83 percent in the vertical
direction.
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Table 6-1: Curve Design Parameters (as fabricated)
Feature
Sample Inlet
Sheath Inlet
Injection Feature
Sheath Outlet
Outlet
Degree of Curve
Radius of Curvature
Chip Edge

Height
(μm)
6
6
6
6
-

Width
(μm)
3
9
3
12
-

Length
(μm)
1900
2700
3000
1700
-

Misc.
-1 atm
90°
10 μm
-

Stacked Channel—Volumetric Flow Ratio, Three-Layer, Planar
The first volumetric flow ratio-based design (VFR) takes the form of three consecutively
patterned layers of sacrificial PR, seen in Figure 6-5, which form the fluid channel volume [89].
Because it is VFR based, it can be operated over a wide range of fluid velocities. The key feature
is an injection region formed with the first layer, where buffer fluid is delivered beneath the
sample fluid to raise it off the channel floor. This means the design can be implemented on a
planar substrate without etching.
The sheath outlets are intended to remove excess buffer fluid that was used to perform
3DHDF but is unnecessary to process through the chip. This is meant to decrease the amount of
time required to test a sample. The color variation in the sample stream represents fluid velocity
from slow in blue to fast in red. The buffer fluid is invisible in the flow simulations. It should be
noted that the buffer fluid requires 10 times the flow velocity of the sample fluid. This
contributes to the issue of dilution which simply refers to the fact that buffer fluid occupies
microchannel volume, preventing sample fluid from being processed as quickly as it might
otherwise.
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(a)

(b)

(c)

(d)

Figure 6-5: The stacked channel design was made of three layers, including a key injection
feature via the shortest layer which raises the sample fluid off the channel floor for vertical
focusing. The model is shown (a) obliquely with operation scheme noted, (b) obliquely from
behind indicating the layers, (c) obliquely showing the sample fluid draw, and (d) from the side
with raised focused stream (Reprinted with permission from [89].)

The simulation results are shown in Figure 6-6, where the uniformly distributed sample
stream at the inlet becomes a three-dimensionally focused stream at the outlet. This is seen both
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in streamline form from an oblique angle and in particles form. Note that the inlet has a smaller
form factor than the outlet.

(a)

(c)

(b)

(d)

Figure 6-6: Uniformly distributed sample particles become a 3DHDF stream at the outlet as
shown in streamline form (a) at the sample inlet, and (b) at the outlet and in particle form (c) at
the inlet, and (d) at the outlet (Reprinted with permission from [89].)

The outlet sample stream size, position, and particle density were used to predict a
detection enhancement of 3.54 over unfocused optofluidic detection. Tests were attempted with
the stacked channel devices, but the complexity of the design prevented conclusive data. The
short height of some of the channels restricted flow. This was confirmed with SEM images that
are included in Chapter 8. The height difference in the layers caused crevices in the oxide
material, leading to cracks. This allowed air bubbles to enter the channel when filled with fluid
during vacuum operation. The bubbles prevented optical detection testing from occurring, so the
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experimental detection enhancement factor was abandoned. However, these initial tests provided
insight into 3DHDF design and gave rise to simpler and more robust designs.
The design parameters are included in Table 6-2. These were the dimensions optimized in
the fluid modeling software as well as those determined by solving hydrodynamic equations for
the chip layout. Note that in some cases channel length dimensions are different from what they
are at the fluid junction. The subscript c indicates this variation.

Table 6-2: Stacked Channel Design Parameters
Feature
Sample Inlet
Sheath Inlet
Injection Feature
Sheath Outlet
Outlet
Chip Edge

6.2.1

Height
(μm)
1.755c, 3.51
6
1.755
6
6
-

Width
(μm)
5.954c, 8
50
40
30
12
10,000

Length
(μm)
4,250
5,350
3
3,400
3,700
10,000

Velocity
(m/s)
0.001
0.01
-

Stacked Channel Layout
The stacked channel focusing fluid junction modeled earlier is integrated into the

ARROW platform by matching the outlet channel dimensions to those of the established liquidcore ARROW waveguide. Figure 6-7 shows drawings of the chip layout from the top down and
the chip center, where everything interesting happens. Though laminar flow is expected, the
position of the junction was located 100 μm from the nearest solid-core excitation waveguide—
in this case, the MMI. This was close but provided some room for etching processes. The fluid
flows from left to right with 3DHDF happening at the fluid junction before intersecting the solidcore waveguides at the excitation region.
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Figure 6-7: Drawings of the stacked channel layout show critical features.

Each of the chip features is divided into microfabrication process layers that are laid out
in the CAD mask design tool. The software allows for the toggling of layer selectivity to prevent
unintended actions from occurring. Each layer is drawn separately, one at a time, while viewing
the relation of the current layer with the other layers. The set of layers becomes a
photolithography mask set, used as tools to pattern materials during fabrication.
Figure 6-8 shows the CAD layouts of the chip and chip center. These match the drawings
in Figure 6-7. Note, however, that more detail can be deciphered in the fluid junction. This is
where the three layers making up the fluid volume are located. The first layer is drawn in pink,
the second in red, and the third in hashed blue. Various feature widths are included, including the
channel width differences between the junction model and the channel lengths as mentioned
earlier.
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Figure 6-8: Stacked channel mask layouts show the chip and the chip center, along with fluid
junction widths.
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Microscope images of the critical features were taken on the separate masks themselves.
In Figure 6-9, the orange color is the chrome and the dark gray color is glass. Again, these
correspond to the three layers, with Figure 6-9 (a) being the first layer, (b) the second, and (c) the
third. As one can imagine, PR is thinly deposited then patterned with the first mask. A second
layer of PR is patterned over the first, planarizing as described earlier. Finally, the third and
thickest layer of PR is patterned.

(a)

(b)

(c)

Figure 6-9: Photographs show the stacked channel fluid junction masks associated with the (a)
first layer, (b) second layer, and (c) third layer of photoresist that make up the fluid volume.

An issue arose during the waveguide (ridge mask) step due to the proximity of the buffer
outlet channels to the buffer inlet channels at the fluid junction. The 30 μm gap between them
was so close that it was difficult to expose and develop the PR out before depositing nickel. The
nickel is subsequently lifted off in the field by acetone rinsing the PR, so PR remaining in the
gap means the nickel does not perform its function of masking this area. This led to weakened
hollow-cores. Similar issues were seen at the height differences near the fluid junction and may
have contributed to the cracking, which caused bubble formation during operation.
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Figure 6-10: Photoresist residue remained due to the proximity of adjacent channels.

Trench—Volumetric Flow Ratio, Two-Layer
The heart of the trench design is the prismatic plus-shaped fluid junction seen in Figure
6-11 (a) [90]. This requires etching of the substrate but provides for more symmetric focusing.
The operation scheme is the same as any standard buffer fluid based focusing scheme. Buffer
fluid flows from both sides of the sample stream to perform horizontal focusing. However, the
shape of the buffer channels means that buffer fluid also flows above and below the sample
stream performing vertical focusing. The result, seen in Figure 6-11 (b), is a round focused
stream at the outlet. The shape of the stream is determined by the dimension of the top and
bottom portions of the prismatic plus-shaped fluid junction, sometimes called the trench and nub.
A deeper trench and taller nub cause a greater degree of vertical focusing, resulting in a more
elliptical stream cross-section. The 5 μm dimension chosen was expected to yield more robust
devices over, say, 10 μm. It is plain to see that a uniform distribution of particles at the sample
inlet becomes a focused stream at the outlet. The color change represents the increase in velocity
that occurs because both the sample fluid and buffer fluid exit the outlet together at the same rate
that it all comes in from the other three ports.
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(b)
(a)

Figure 6-11: The prismatic plus-shaped fluid junction of the trench design promises symmetric
focusing. (Reprinted with permission from [90].)

Despite the seemingly better focused sample stream, the predicted enhancement
calculated was 2.9, almost 20 percent less than the stacked channel design. It may be that the
optical mode intensity at the channel center plays a large role and the trench-focused stream does
not exhibit quite as much vertical focusing as the stacked channel. The design parameters are
found in Table 6-3. Note that sample fluid velocity and buffer fluid velocity are equal.

Table 6-3: Trench Design Parameters
Feature
Sample Inlet
Buffer Inlet
Trench/Nub
Outlet
Chip Edge

Height
(μm)
6
6
5
6
-

Width
(μm)
6.76
20
10
12
8,000
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Length
(μm)
2,940
2,930
104
3,285
8,000

Velocity
(m/s)
0.01
0.01
-

6.3.1

Trench Layout
The simplification of the fluid system allowed for the removal of buffer outlets, greatly

reducing the chip real estate required. This increased the die count on a 100 mm wafer from 52
to 76, a 45 percent increase. The 8 x 8 mm2 chip and chip center are drawn in Figure 6-12. The
layout and function are very similar to other implementations. Again, the focusing junction is
located 100 μm from the excitation region.

Figure 6-12: Drawings of the trench layout, with critical features labeled. (Reprinted with
permission from [90].)

The improved layout tools presented in Chapter 5 were first implemented in this
photolithography mask set. Figure 6-13 shows the mask layout chip division markers, reservoir
placement markers, channel exposure regions, and chip labels, as well as the critical widths of
the prismatic plus-shaped fluid-focusing junction. Note that the pink layer is used to mask for the
trench etch as well as to pattern the nub feature, and the red forms the remainder of the fluid
channel.
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Figure 6-13: The trench mask layouts show the chip with improved layout features and the chip
center with feature widths labeled.
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Pit—Volumetric Flow Ratio, Single-Layer
The key feature of the pit design is a low-pressure chamber, or pit, that exists in-line with
the sample stream flow, as shown in Figure 6-14 [91]. The sample stream spreads out and drops
into the pit as buffer fluid flows over the top of it, forcing the sample fluid to the bottom of the
channel. Subsequent buffer flow from a trench feature completes the 3DHDF. The pit is located
in the substrate, meaning that the fluid channels can be formed with a single-layer of sacrificial
material. This simplifies fabrication and structure, providing for more robust devices. Figure 614 (d) shows how removal of the pit results in a 2.5D focusing effect where the stream is
sheathed on three of four sides.

(b)
(a)

(c)

(d)

Figure 6-14: The pit feature enables single-layer fabrication and results in 3DHDF. (Reprinted
with permission from [91].)
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Note the sample stream shape in Figure 6-14 (c). Of the three VFR designs presented in
this manuscript, the pit design exhibits the greatest vertical focusing capabilities. This comes at a
fabrication cost, as the pit and trench require a deep substrate etch. However, the single-layer PR
requirement means the design can be simpler to implement than others.
After photolithography mask creation and device fabrication had already occurred, the
model element size was decreased (resolution increased). This resulted in a more complete
streamline data set without changing the real structures. The FEA solutions draw streamlines
between each adjacent cell, making up the total streamline. When the cell size and shape are too
large or irregular, the drawing function struggles to complete the streamline. Due to the sample
stream drop into the pit, some sample streamlines, seen in Figure 6-14, abruptly end, which is not
seen in Figure 6-15. Increaseing the resolution includes the lines and shows the bridge portion of
the nose shaped stream as in Figure 6-15.

(a)

(b)

Figure 6-15: The pit was simulated with altered solution parameters. (Reprinted with permission
from [91].)
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Despite the suboptimal stream shape predicted in the fabricated design, a majority of
sample particles remain located inside the nostril portion of the nose, which is located at the
channel vertical center. Additional top- and side-view perspectives are included in Figure 6-16
for better examination of the sample flow shape. Note the bridge portion of the nose originates
from the buffer inlets over the pit.

Figure 6-16: These are top and side views of the symmetrically solved pit sample stream.
(Reprinted with permission from [91].)

It was estimated that increasing the buffer flow would push the sample stream further
down and eliminate the ridge of fluid originating at the pit buffer inlets. Because the design
includes a shared buffer fluid reservoir, the pit buffer flow and trench buffer flow changes
together. Figure 6-17 shows these investigational simulations with (a) showing a doubling and
(b) an increase of two and a half times. Note the reduction of the ridge at two times the flow and
the near elimination of the ridge at two and a half times. However, the increase in buffer flow
means that more volume in the fluid channel is occupied by buffer fluid rather than sample fluid,
increasing sample processing times. Rather than operating the device with negative vacuum
pressure at the outlet, individually tuned inlet velocities at the sample and buffer inlets could be
used to tune the focused stream. Strong vertical focusing is possible in the pit design.
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(b)

(a)

Figure 6-17: Increasing buffer flow eliminates the bridge portion of the nose-shaped sample
stream seen in the fabricated design model. (Reprinted with permission from [91].)

Because the devices were designed to operate by applying negative pressure at the outlet,
the nose-shaped cross-section sample stream is the best approximation of what the focused
sample stream would look like. Predicted enhancement of optofluidic detection was calculated to
be 2.77. Pit design parameters are included in Table 6-4. Note the single height dimension as
well as the equal inlet velocities. The pit design is the culmination of this work.

Table 6-4: Pit Design Parameters
Feature
Sample Inlet
Buffer Inlet 1
Buffer Inlet 2
Outlet
Chip Edge

Height
(μm)
6
6
6
6
-

Width
(μm)
12
7
12
12
10,000
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Length
(μm)
4,706
2,526
2,507
2,950
10,000

Velocity
(m/s)
0.01
0.01
0.01
-

6.4.1

Pit Layout
The sample inlet channel length required that the chip be 1 x 1 cm2 rather than the 8 x 8

mm2 size of the previous four reservoir designs. Figure 6-18 shows that despite two sets of buffer
inlets at the focusing junction, only two buffer reservoirs are required. This is because the buffer
channel splits halfway between the reservoir and the junction. Again, the optofluidic detection
occurs in the same manner as the other design, with sample fluid being focused at the junction
before intersecting solid-core waveguides deliver excitation light to fluorescent markers in the
sample fluid. The photonic signal is captured in the liquid-core waveguide and coupled to the
collection waveguide which delivers the light to the chip edge, where an APD transduces the
light signal into digital electronic signal.

Figure 6-18: Drawings of the pit chip and chip center. (Reprinted with permission from [91].)

The mask design is much the same as the trench design, implementing the improved
mask design features such as chip divisions, reservoir markers, channel openings, and chip
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labels. Figure 6-19 shows images of the chip, chip center, and critical feature dimensions
including the focusing junction and buffer channel split. The pit and trench are in pink and the
rest of the fluid channel is in red.

Figure 6-19: Layout images of the pit chip, chip center, focusing junction, and buffer channel
split with critical feature dimensions labeled.
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Similar to the PR issue encountered in the stacked channel design, the close proximity of
the adjacent fluid channels of the buffer channel split caused photolithography difficulty. Again,
the waveguide (ridge mask) step is meant to cover the hollow-core channels in nickel to protect
them from a subsequent etch step that defines the solid-core waveguides. PR is deposited as a
means of patterning the nickel and is meant to be removed from the buffer channel split, but the
gap between the channels, seen in Figure 6-20, seems to absorb exposure light and hold on to PR
during development. Increased exposure time helps to remove the PR but can also cause ridge
features that are wider than designed, affecting optical guiding characteristics. Residue
remaining in the gap can cause the nickel to lift off unintentionally and give rise to weakened
hollow-core features, making the devices inoperable.

Figure 6-20: The pit buffer fluid channel split had a photoresist issue due to the proximity of the
two channel arms.
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CHAPTER 7.

FABRICATION

This chapter seeks to include the critical details needed to enable reproduction of the
devices, but not to describe the equipment used or the physics of what is happening. As a
reminder, the ARROW-based optofluidic devices were microfabricated in a class 10 cleanroom
at Brigham Young University using a variety of established microchip processes including
material deposition, photolithography patterning, and material etching. Standard procedures in
wet processing, such as wafer rinsing and drying, are omitted. It should be understood that
continual monitoring is required to ensure proper processing. Deviations from the standard
process for implementation of 3DHDF will be highlighted. Summarized fabrication flowcharts
are found at the end of the chapter. Itemized recipes can be found on ProjectForum at
nanomicro.byu.edu:3455/admin/directory.html.

ARROW Layers
The liquid-core waveguides central to the optofluidic biosensor are made possible by the
deposition of a dielectric layer stack on a blank 100-crystalline silicon wafer. This is performed
by commercial sputtering of silicon dioxide and tantalum pentoxide at thicknesses 265 nm and
102 nm, respectively. As described previously, the thicknesses are determined by the refractive
index of the materials and the visible light spectrum wavelengths used in the ARROW device.
The resulting anti-resonant reflections enable light-guiding in a low-index medium such as liquid
or gas.
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Pre-Core
The core refers to the sacrificial PR that forms the volume of the fluid channels before
being covered and etched out. The pre-core step traditionally happens before the core step. It
patterns chrome pads beneath the core at the location of the reservoir placement, to be used as
etch-stops during the core-expose step.
A 20 nm thick layer of low-refractive index silicon oxide is deposited as an adhesion
promoter for a chrome layer. A layer of chrome 75 nm thick is deposited in an e-beam
evaporator. Then, AZ 3330 photoresist is spun at 5000 rpm for 60 seconds. The wafer is
prebaked on a hotplate at 90° C for 60 seconds, then exposed with ultraviolet (UV) light for 8
seconds through a pre-core mask. It is developed in a 300 MIF developer for about 60 seconds,
then hard baked at 110° C for 2 minutes. An oxygen plasma etcher is used to descum at about
300 mT and 150 W for 60 seconds. Finally, chrome etchant is used for about 3 minutes to
remove the chrome from the majority of the wafer surface, leaving just the pre-core features. The
remaining PR is removed with an acetone and IPA rinse, and the wafer is descummed again.
Lastly, it is placed in a dehydration bake oven at 150° C for at least 15 minutes to prepare the
wafer surface for the core.

Optional—Pre-Core Steps with Ni, Pedestal Etch Steps (Trench and Pit Designs)
At this point, an etch is performed, forming the trench of the trench design or the pit and
trench pair for the pit design. Except for the 20 nm of oxide, the pre-core steps are repeated but
with 100 nm of nickel, the proper mask, and etching with nickel etchant for 3 to 4 minutes. The
nickel acts as a protective layer for the ARROW layers during the etch.
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The etch follows what is called the pedestal etch, which will be outlined in another
section shortly. It is a dry etch performed in an inductively coupled plasma reactive-ion etcher
(ICP-RIE). After removing the oxide ARROW layers, the silicon substrate is etched using the
Bosch process. The results are shown in Figure 7-1.

Figure 7-1: 3D profilometer images show the trench and the pit and trench etch features.

Core(s)
As mentioned earlier, the core refers to the sacrificial PR that forms the volume of the
fluid channels before being covered and etched out. The material used is SU-8 photoresist, which
can be deposited in thick layers and patterned with sharp features [94]. Detailed process
parameters are included in Appendix A. As described in Chapter 5, adjusting spin speed, bake
times, and exposure times is necessary for creating different thicknesses of PR. The various
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recipes included in this manuscript are similar in form, but the details of process parameters
vary. The steps include spin, bake, expose, bake, develop, and hard bakes. Note that hard baking
can reduce the measured height of a core by about 0.5 μm from develop to completed hard bake.
The stacked channel design requires three consecutive layers patterned at 1.755 μm, 3.51
μm, and 6 μm tall. The layers are formed with SU-8 2002, SU-8 2002, and SU-8 10,
respectively, each with a separate mask. Figure 7-2 (a) shows the three-layer fluid volume of the
stacked channel design.

(a)

(b)

Figure 7-2: (a) Three consecutive layers of SU-8 photoresist are patterned to form the stacked
channel fluid volume. (b) The first layer of the Trench design, where SU-8 photoresist fills the
trench void and forms fluid channel volume. (Reprinted with permission [90].)

Only one layer of the two-layer trench design is deposited at this point, shown in Figure
7-2 (b). The SU-8 10 layer fills the trench void and forms the fluid volume of the rest of the
microfluidic channels. The second layer will form the nub feature but is deposited later. Note
that the first layer overlaps the edges of the trench by 5 μm all around, allowing for fabrication
tolerance.
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The pit core is deposited with SU-8 10 photoresist, forming the entire fluid volume with
one layer. The PR fills the pit and trench voids and forms the rest of the fluid channels, much
like the trench design layer in Figure 7-2 (b).

Pedestal
The pedestal is a crucial feature that was introduced to improve device yield and optical
confinement. The core is covered in silicon dioxide, which exhibits a crevice at the boundary
between the hollow-core wall and the field. This crevice weakens hollow channels, potentially
cracking or fracturing. The pedestal moves the crevice down away from the hollow region, as in
Figure 7-3, making cracking less likely. This also increases the amount of air surrounding the
liquid-core waveguide, improving optical characteristics.

Figure 7-3: The pedestal raises the core above the field, yielding more robust devices and better
optical confinement. (© 2010 IEEE [48].)
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7.5.1

Pedestal Patterning
The pedestal is formed as a self-aligned pedestal (SAP) by first spinning

hexamethyldisilazane (HMDS) at 3000 rpm for 60 seconds to promote adhesion of resist on
oxide. Then AZ 4620 is deposited at 2800 rpm for 30 seconds, with an additional 5000 rpm for 2
seconds to remove edge beading. The softbake is performed at 70° C for 60 seconds, plus 90° C
for 60 seconds, and 110° C for 30 seconds.
Next the wafer is exposed with the pedestal mask for 55 seconds plus an additional 7
seconds of flood exposure. The mask defines the areas of the wafer destined for solid-core
waveguides, forming a pedestal for them, while the flood exposure weakens the top of the
positive resist across the wafer. Development occurs in a 1:3 dilution of 400 K developer and
water for about 3 minutes. The intention is that the solid-core areas clear completely and the
existing cores have their tops exposed in preparation for metal protection. This is where the term
self-aligned comes from. A profilometer is used to linescan over the tops of the 6 μm cores to
ensure that a difference of about 2 μm exists, enough for the metal to adhere. Care is taken to
visually inspect the core tops to ensure that no PR residue remains, as this would lead to the
metal mask lifting off and the cores being damaged.
Upon satisfactory development, the wafer is descummed at about 300 millitorr and 50
watts for 30 seconds. Then the wafer is dipped in an approximately 1:1 solution of hydrochloric
(HCL) acid and water for a few seconds to promote adhesion of the nickel. The nickel is
deposited in an e-beam evaporator at a thickness of 100 nm. This is enough to withstand the
pedestal etch but not so much that the stressed metal film curls and flakes. The wafer is placed in
acetone for 3 to 5 minutes to lift off the metal on PR, leaving metal on the solid-core pedestal
defined areas and the SAP cores. The wafer is descummed again.

114

7.5.2

Pedestal Etch
The etching occurs in an inductively coupled plasma reactive-ion etcher (ICP-RIE). First

the 1.3 μm oxide ARROW layers are removed using the SAPoxide recipe in the Trion machine
at BYU. The recipe has a mixture of fluoroform gas (CHF3) and oxygen gas (O2) that chemically
removes the oxide in the energized plasma. Next, the Bosch process is used to etch the silicon
substrate to the desired depth, usually 6 μm. This process has a mixture of CHF3 and sulfur
hexafluoride gas (SF6) and is intended to etch straight down. Finally, a 60-second silicon
isotropic RIE etch with SF6 gas is meant to clean up any residual silicon grass.
The wafer is then immersed in a bath of RS6 developer and hydrogen peroxide (H2O2) at
a ratio of 10:1 for 10 minutes at 55° C. This is meant to remove fluorocarbon molecules from the
surface of the wafer that may have accumulated during the dry etch. Such molecules interfere
with the nickel etchant, used next for 3 or more minutes to remove the remaining nickel. The
wafer is again immersed in the bath, then descummed at 50 W for 30 seconds. The completed
pedestal, shown in Figure 7-4, is measured and the wafer is placed in the dehydration bake oven
for at least 15 minutes in preparation for the next step.

Figure 7-4: The pedestal forms the solid-core platforms and raises the liquid-core out of the field.
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It should be noted that when this process is used for etching a pit or trench feature, the
narrow dimension of such a feature hampers the etch rate. For example, the pit feature etches
faster than the trench and both etch slower than the field. The etch should be continued until the
trench reaches the desired depth. Additionally, cycling of the process may assist in material
removal. This can take the form of three cycles of the Bosch process (77 seconds of etch for each
cycle), then the silicon isotropic etch and immersion bath before repeating until the desired depth
is reached. It is recommended to BYU researchers to investigate using the STS ICP-RIE as an
alternative to the Trion for performing the Bosch process for etching trench or pit features.

Optional—Second Core (Trench Design)
The nub feature of the trench design is patterned from SU-8 photoresist. The recipe is
found in Appendix A. Figure 7-5 shows the nub on top of the first core layer. It is formed by
depositing a thick layer of SU-8 over the existing features which include the core and the
pedestal. The nub mirrors the trench in dimensions for inducing symmetric focusing. For
example, a 6 μm core on a 6 μm pedestal with a 5 μm trench requires a 17 μm PR layer.

Figure 7-5: A second SU-8 photoresist layer on top of the first completes the fluid channel
volume of the trench design.
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Top Oxide
A 6 μm, high-refractive index (n = 1.51) silicon dioxide layer is deposited over the top of
the SU-8 core structures. The oxide forms the fluid channel walls as well as the solid-core
waveguide bodies. This happens in a plasma-enhanced chemical vapor deposition (PECVD)
machine, pictured in Figure 7-6. The method allows the user to tune the deposition recipe for
refractive index and thin film stress. Low-stress recipes are available at a high- and lowrefractive index [50].

Figure 7-6: PECVD oxide covers the SU-8 cores to form the fluid channel walls and solid-core
waveguide bodies.

The refractive index of silicon dioxide thin films is characterized on a blank wafer with
100 nm of oxide deposited. An ellipsometer is used to calculate the refractive index and growth
rate. This is extrapolated for the desired thickness. The index is checked on the blank wafer
before being deposited on the device wafer.
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7.7.1

Oxide Stress
The key to low-stress oxide is the addition of a low-frequency (100–350 kHz) component

to the traditional plasma (13.56 MHz) during deposition. The ions respond to this frequency and
bombard the growing film, densifying it. Mixing the two components allows the user control
over film stress. The PECVD3 at BYU has this capability. Low-stress oxide exhibits less
scattering of optical signal, better environmental resistance, and less fracturing, resulting in
higher performance and higher yield devices [45, 97].
Oxide stress is measured on a 3D profilometer, pictured in Figure 7-7, which optically
scans the height across a wafer and fits the measurements to a curve. The stress is reported as an
average negative or positive value, indicating the type of stress as either compressive or tensile,
respectively.

Figure 7-7: The 3D profilometer.
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Together, the 3D profilometer and PECVD3 were used to develop the oxide recipes used
in the construction of these devices. The work has been described in various other theses and
dissertations as well as conference proceedings and journal publications. The author is credited
with shared contribution for these achievements. Appendix B contains the recipes and general
trends for the PECVD3. The trends should be applicable to other PEVCD machines.

Waveguides (Ridge Mask)
Traditionally this has been called the ridge mask step. This step forms the bodies of the
solid-core waveguides including the multi-mode interference excitation waveguide (MMI),
single-mode excitation waveguide, and collection waveguide, as well as the walls of the liquidcore waveguide. This happens in very much the same manner as the previously described etches.

7.8.1

Waveguide Patterning
First AZ 3330 is spun at 1000 rpm for 60 seconds, with a 6000 rpm, 2 second spin to

remove edge bead. Then the soft bake occurs at 90° C for 7 minutes. The pattern is transferred
under the ridge mask for about a 32 second exposure. Next, the pattern is developed in a 300 K
developer for about 1 minute. If needed, the wafer can be additionally flood-exposed (exposed
with no mask) for 2 seconds and developed for about 15 seconds to remove residual PR. Finally,
the wafer is descummed at about 300 millitorr and 100 watts for 60 seconds.
The size of patterned photoresist features will determine the size of the ridge solid-core
waveguides. Since the waveguides are sensitive to dimension, desired widths should be ensured
before moving on. If needed, the resist is stripped with acetone and IPA and the process is
repeated. Next, the wafer is dipped in a hydrochloric (HCL) acid and water mixture with ratio
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1:1 for a few seconds to promote adhesion of the nickel. 100 nm of nickel is deposited in an ebeam evaporator, then lifted off in a dish of acetone. If needed, a sonicator can be used to
remove stubborn nickel pieces. The wafer is checked to ensure that the nickel has been patterned
properly. If needed, the nickel is stripped with nickel etchant and the process repeated.
Otherwise, the wafer is descummed at 300 millitorr and 100 watts for 60 seconds.

7.8.2

Waveguide Etch
Since only silicon dioxide will be removed at this step, any silicon etch steps in previous

etch processes will not be included. The etch occurs in an ICP-RIE machine with the SiO2
Anisotropic etch recipe for approximately 600 seconds. The recipe uses tetrafluoromethane gas
(CF4) to remove the oxide. The target depth depends on the waveguide design, but current
desired waveguide height is about 4.5 μm. Because 6 μm of oxide were deposited, the waveguide
is called a rib waveguide. If the etch was to go all 6 μm, the waveguide would be called a ridge
waveguide, hence the traditional name.
After reaching the desired etch depth, the wafer is immersed in a bath of RS6 developer
and hydrogen peroxide (H2O2) at a ratio of 10:1 at 55° C for 10 minutes. The wafer is dipped in 5
percent buffered hydrofluoric (HF) acid, rinsed, and placed directly in a dish of water. The dish
containing the wafer is sonicated for about 2 minutes to remove etch residues in the form of
oxide pieces or nickel flakes. Then the wafer is transferred directly from the water to a dish of
nickel etchant. The nickel is etched for 3 to 7 minutes until all the nickel is gone. Any remaining
nickel will lead to poor light confinement in the waveguides. The wafer is again placed in the
water dish and sonicated before being immersed again in the RS6 and H2O2 bath at 55° C for 10
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minutes. Finally, the wafer is descummed at 300 millitorr and 100 watts for 60 seconds. A final
measurement is taken of the width and height of critical features for reporting purposes.

Dehydration Bake Overnight
At a later step, a thick layer of PR will be deposited and hard baked. During the hard
bake, water moisture escapes the oxide layer and forms bubbles and openings in the PR, which
leads to device damage in a subsequent step. To prevent this, water vapor is driven out of the
oxide film in a long overnight dehydration bake. This occurs in a programmable oven beginning
at about 90° C and ramped up to 300° C at about 4° C per minute. The temperature is held at
300° C for between 10 and 15 hours and ramped down to about 150° C at 4° C per minute. The
wafer is moved directly from the oven to the hot plate of the prepared PECVD for depositing a
cladding layer of oxide that seals the first, preventing further environmental effects on the
waveguides.

Cladding Oxide
A 6 μm layer of low-stress, low-refractive index (n = 1.44) silicon dioxide is deposited as
a cladding layer to protect the devices from environmental factors such as moisture or physical
damage. The wafer is taken directly from the overnight dehydration bake and placed in the
PECVD for the growth. This ensures no moisture is contained in the waveguide structure oxide,
which gets sealed by the cladding oxide.

Core Expose
The SU-8 photoresist contained beneath the oxide layers forms the fluid channel volume
but must be removed to flow fluid through the channels. This is achieved by first accessing the
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ends of the channels before etching out the sacrificial material. AZ 4620 is spun on the wafer at
1500 rpm for 60 seconds, then soft baked at 80° C for 15 minutes. The core expose mask is used
with a 45- to 60-second exposure, then developed in a solution of 400 K developer and water at a
ratio of 1:4 for about 3 minutes. The wafer is checked under a microscope to ensure the resist is
removed from the exposed areas and remains everywhere else.
Then the wafer is hard baked at 100° C for 2 hours to solidify the resist. Again, the wafer
is checked for bubbles in the field, especially over critical features. If any structures are exposed,
they will be destroyed and the device will become unusable. The wafer is descummed at 300
millitorr and 150 watts for 60 seconds, then immersed in 5 percent buffered hydrofluoric (BHF)
acid for 700 seconds or more. It is critical that the silicon dioxide over the ends of the cores is
removed or the device will be unusable.

Core Etch
The wafer is placed in a solution of hydrogen peroxide and sulfuric acid at a ratio of 3:2
at a minimum of 90° C. The temperature may be increased to 130° C, but this may result in
damage to weak hollow channels. If concerns about device yield exist, the temperature is kept
lower. After approximately 24 hours each device is checked under the microscope along the
length of the hollow channels. Etching should occur only from the openings toward the center. If
any etching is observed in the lengths of channel supposedly not exposed to the etchant, there are
likely cracks or fractures in the channel. The device is recorded as damaged.
The acid solution should be changed about every 24 hours to maintain the etch rate and to
replenish the hydrogen peroxide, which removes gaseous byproduct from the etch boundary. The
gas can build up and cause popping of the hollow channels. When every device has finished
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etching, the wafer is soaked at room temperature in water for 6 hours, then the acid solution for 6
hours, then water again for 6 hours. This helps to flush any reactant or PR residue out of the
channels in preparation for operational testing.

Summary Flowcharts
Cross-section drawings of critical microfabrication steps are included for the three novel
designs for instructive purposes. The processes are similar, but the order of things can be
confusing. These images help clarify the processes.

Figure 7-8: The stacked channel fabrication flowchart.

Figure 7-9: The trench fabrication flowchart. (Reprinted with permission from [90].)
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Figure 7-10: The pit fabrication flowchart. (Reprinted with permission from [91].)
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CHAPTER 8.

RESULTS

The testing and evaluation methods were outlined previously. This chapter contains the
significant results gathered with such methods, using various chips of the novel designs. Figure
8-1 shows the first image that indicated 3DHDF on the ARROW platform and is representative
of many images gathered during testing. Such data is used to characterize the focused stream
characteristics and the illumination patterns of the waveguides.

Figure 8-1: Illuminated through the MMI, fluorescent dye spots constrained to the center of the
liquid-core channel indicated hydrodynamic focusing for the first time.

Top-down views of a fluorescent focused sample stream indicate that the design is
functioning as intended but can really only confirm 2DHDF. 3DHDF can be directly observed in
certain scenarios using confocal microscopes, or it can be inferred in a variety of ways. Different
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combinations of fluorescent beads, dye, marked biological samples, and deionized water are used
in conjunction with different excitation schemes to engineer various signal generation sets for
analysis. Diffusion is inherent in the two-fluid system. The particles have various diffusivity
values which relate to how readily they diffuse. Dye diffuses quickly, 1 kilobase pair singlestranded DNA (1kbp ssDNA) diffuse at a moderate rate, and beads diffuse slowly [98-101].
Most importantly, the detection enhancement provided by the hydrodynamic focusing
designs is determined by the variance in the signal. The coefficient of variance (CV) is found by
dividing the standard deviation of a distribution by the mean. The lower the CV, the more
uniform the signal is and the higher the detection confidence. The expectation is that 3DHDF
lowers the CV.

Curve
The results showed that the velocities required to induce significant 3DHDF due to
secondary flow would be impractical in the curve design [60]. The design was modeled with
negative pressure at the outlet, giving rise to flow in the meter per second range. Instead, the
device was operated at about 1/100th the velocity modeled, in the centimeter per second range.
Still, limited vertical focusing was predicted and significant horizontal focusing resulted in
enhanced detection. The curve design was rapidly fabricated in PDMS with an array of singlemode waveguides, and was evaluated using combinations of fluorescent beads, dyed H1N1
viruses, and DI water. Figure 8-2 (a) shows the curve layout with intersecting waveguides as
well as the mode of operation. Also seen in Figure 8-2 (b) is a water-focused food-dye stream.
However, the top-down view can confirm focusing in only two dimensions.
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(a)

(b)

Figure 8-2: (a) The operation scheme of the curve design in PDMS and (b) a focused dye stream.
(© 2019 IEEE [60].)

Fluorescent beads were used to elicit discrete signal peaks as the beads passed through
the excitation regions. A control signal trace was captured with all channels filled with beads,
and experimental signal trace was captured with the sample channel filled with beads and the
others filled with DI water. The results are found in Figure 8-3. Note that the experimental data
shows more uniform signal intensity peak magnitude and the histogram distribution shows a
narrowing and shift to the right. The CV of the control dropped from 0.98 to 0.24 with focusing.
Moreover, the mean increased by 3 times. Together they demonstrate enhanced detection
expected from 3DHDF.

Figure 8-3: Fluorescent beads showed enhanced detection when used to compare unfocused to
focused signal intensity distributions. (© 2019 IEEE [60].)
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The position of the beads in the fluid channel was observed from above during the
fluorescent signal generation to map their position and characterize the focusing effect. Again,
only horizontal focusing can be determined. Figure 8-4 shows the camera view as well as the
measured bead positions for control (blue) and experiment (red). The experimental distributions
match simulated distributions very well.

Figure 8-4: Bead position was mapped and compared to simulations, with excellent congruence.
(© 2019 IEEE [60].)

After determining the capability of the design to enhance detection using beads, the curve
design was used with biological samples to evaluate the detection enhancement with a real
sample. H1N1 viruses were marked with fluorescent dye, and similar control and experiment
schemes were run. Figure 8-5 shows the traces and distributions. Note the shape of the
distributions is an incomplete normal distribution because the dye signal is much weaker than
bead signal. Still, the experiment showed an increase in mean intensity by 1.64 times.
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Figure 8-5: H1N1 virus detection was enhanced 1.64 times. (© 2019 IEEE [60].)

Virus flow speed was gathered through fluorescence correlation spectroscopy (FCS). The
multiple excitation waveguides made it possible to auto-correlate each signal peak and generate
histogram distributions, seen in Figure 8-6. The standard deviation of the velocity distribution
decreased from 0.73 to 0.54 cm/s with the addition of 3DHDF. This represents a more consistent
signal.

Figure 8-6: H1N1 virus intensity peaks were autocorrelated to generate velocity distributions
which show narrowing with 3DHDF. (© 2019 IEEE [60].)
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In summary, the curve design fabricated in PDMS was shown to enhance detection by
decreasing CV and increasing mean intensity when detecting fluorescent beads. This curve
design also had sufficient sensitivity to detect single viruses. Virus detection was enhanced by
1.64 times with 3DHDF, and velocity distributions narrowed as well. Further detection
improvements would be possible with greater vertical focusing.

Stacked Channel
Due to the complexity of the stacked channel fluid junction, the height difference
between the three layers of SU-8 material in the stacked channel design meant that crevices
formed in the silicon dioxide. This led to cracks in the hollow-structure body at the boundaries
between layers. During operation, the channels were filled with fluid and the vacuum pump was
actuated to draw the fluid through. Unfortunately, air entered the fluid channel at the junction
and created bubbles, preventing proper operation.
The design was a critical stepping-stone to other advancements made in hydrodynamic
focusing. Planarization of consecutive SU-8 layers was a key element for designing interesting
fluid structures. Additionally, the complexity of the design highlighted the need for simpler fluid
structures that would ultimately lead to the first single-layer 3DHDF design on a 10-μm scale.

Trench
A new method of characterizing hydrodynamic flow was developed [90]. The buffer
channels were filled with dye and the sample channel was filled with either dye or water. This
enabled characterization by analyzing the fluorescence intensity trace across the width of the
channel for various flow schemes. The various expected fluorescent intensity trace profiles are
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drawn in Figure 8-7. A metric called peak to valley (PV = (Ipeak - Ivalley)/Ipeak) was used to
categorize the flow schemes by looking at the PV. A uniformly filled channel would exhibit
nearly uniform fluorescence across its width, as in the green line, (a), while a 2D focused water
stream would only show fluorescence from the dye streams at the edges with a large PV, as in
the blue line, (b). A 3D focused water stream inside the fluorescent dye would exhibit a shallow
dip (small PV) in fluorescence in the center of the stream, as in the purple line, (c).

(a)

(b)

(c)

Figure 8-7: The predicted fluorescence intensity traces for various flow schemes. (Reprinted with
permission from [90].)

The buffer channels were filled with fluorescent dye and the sample channel was filled
with water, with the expectation that the fluorescent intensity profile would match that of the
purple line in Figure 8-7 (c). Images of the flow scheme described are shown in the top-down
camera views of the fluid junction and excitation region of the liquid-core channel in Figure 8-8.
The sample inlet water stream is visible inside the buffer inlet dye stream. The length of the

131

liquid-core channel was illuminated with laser light coupled to the right side of the chip through
the collection core. The red vertical divisions in Figure 8-8 (b) mark regions along the channel
which were used to measure the fluorescence profile across the liquid-core width. The red
dashed box correlates to Figure 8-8 (c), which shows the presence of the expected 3DHDF
intensity profile before it seemingly disappears.

(a)

(b)

(c)

Figure 8-8: 3D focusing was confirmed in the trench design. This was done by filling the buffer
channels with dye and the sample channel with water and observing the predicted fluorescence
intensity profile. (Reprinted with permission from [90].)
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The opposite flow scheme was used to characterize diffusion of the fluorescent dye
stream when illuminating it through the MMI. Diffusion is inherent in any buffer fluid focusing
scheme as the two fluids are in contact with one another. Moreover, fluorescent dye molecules
have relatively high diffusivity. The buffer channels were filled with water and the sample
channel was filled with fluorescent dye. Again, divisions were made along the liquid-core
channel to analyze the fluorescent stream seen in Figure 8-9. This time, the full width at half
maximum (FWHM) was measured and compared to expected values calculated by using
1
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Figure 8-9: A focused fluorescent dye stream appears to diffuse over distance. (Reprinted with
permission from [90].)
Equation 8-1 allowed us to predict the FWHM by first calculating a dimensionless
concentration, c, as a function of lateral x position and microchannel length position z. (Note that
the direction arrows in Figure 8-9 do not correlate with the equation.) The scenario was
approximated as a 1D semi-infinite diffusion problem with a stream half-width a. The solution
takes the form of equation 8-1, where κ represents diffusivity divided by flow velocity [102].
Finally, the FWHM was found by using the calculated distribution to find the width that gave the
half maximum value of the concentration. In other words, the spread of the dye was modeled
until it matched the predicted FWHM.
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The measured and predicted FWHM are compared in Figure 8-10 along with that of 1
kilobase pair single-stranded DNA. The 1 kbp ssDNA is representative of molecules that would
be of interest to use in the ARROW biosensor device, specifically for the detection and
identification of antibiotic-resistant bacteria. Note that the DNA has negligible predicted
diffusion along the length of the liquid-core channel. This is because its diffusivity is an order of
magnitude less than that of dye [98, 99]. While the central stream core may have fairly uniform
flow, the surrounding sheath flow has steep velocity gradients, particularly near the walls.
Velocity gradients cause enhanced transport of material in the lateral direction, called Taylor
dispersion, to which most of the enhanced spread is attributed [103].

Figure 8-10: Diffusion of a dye stream in water is representative of buffer fluid based
hydrodynamic focusing. (Reprinted with permission from [90].)

The multi-spot illumination capabilities of the chip were also used to characterize
diffusion. Again, the buffer channels were filled with water and the sample channel was filled
with fluorescent dye. This time it was illuminated with laser light through the MMI, as in Figure
8-11.
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Figure 8-11: A spot pattern 75 μm wide shows diffusion of a slow-moving focused fluorescent
dye stream. (Reprinted with permission from [90].)

The vacuum pressure of the test apparatus was varied and the FWHM of the multi-spot
pattern was recorded. The lower the vacuum pressure, the slower the fluid moves and the more
diffusion is observed per distance. This is seen as steeper sloped trend lines in Figure 8-12, while
less steep lines represent fast flow. Such a multi-spot pattern could potentially be used for
diffusion-based detection methods which would benefit from slower velocity flow.

Figure 8-12: Slower-moving fluid exhibits more diffusion per distance than faster-moving fluid.
(Reprinted with permission from [90].)
Finally, the trench design flow velocity distribution was measured using the MMI spots
and automatic Δt analyzer. Each of the seven signal intensity peaks generated as beads flowed
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through the MMI pattern was correlated into sets, and the time delay extracted. Figure 8-13
shows how the experiment, representing hydrodynamic focusing, gives rise to a more consistent
time delay distribution over the control. The dotted blue box shows the spread of the time delays
for the control, and the dotted red box shows the time delays for the experiment. Again, the
narrowing of signal and velocity distributions increases detection confidence.

Control

Experiment

Figure 8-13: Focused beads exhibit a more consistent distribution of velocities, increasing
detection confidence.

Pit
Photonic signal was detected by an APD and analyzed using event detector scripts
developed in Python and available on github (github.com/vganjali/EventDetector) [91]. It utilizes
continuous wavelet transform (CWT) with custom made wavelets to enhance the signal in both
time and scale domains, followed by a threshold method to localized events accurately in time
and scale. Scale information is designed to match with the Δt value related to subsequent bright
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spots for a given multi-peak signal and is used as a means to determine the velocity of the
detected fluorescent beads.
200 nm dark red fluorescent beads (FluoSpheresTM Carboxylate-Modified Microspheres
from InvitrogenTM) were diluted to 107/ml concentration to elicit discrete signal peaks for
analysis. The laser light was coupled to the multi-mode interference excitation waveguide
(MMI), designed to generate a 75 μm long multi-spot illumination pattern at the intersecting
liquid-core waveguide.
A control was gathered by filling all channels with fluorescent beads. Then an experiment
was performed by filling the sample channel with beads and the buffer channels with water. The
beads were illuminated with laser light through the MMI. The MMI signal intensity traces are
found in Figure 8-13 along with the intensity and velocity histogram distributions.

(a)

(c)

(b)

(e)

(d)

(f)

Figure 8-14: The pit design control and experiment signal traces show an increase in signal
uniformity with 3DHDF. (Reprinted with permission from [91].)
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Note that despite twice the amount of capture time, the experiment trace includes less
than a third of the number of fluorescent events that the control does. As expected, HDF resulted
in narrower intensity and velocity distributions. The calculated CVs for the control and
experimental intensity were 0.12 and 0.08, respectively, a decrease of 33%, indicating an
increase in signal uniformity afforded by 3DHDF. Moreover, the CVs for control and
experimental velocity were 0.09 and 0.07, respectively, a decrease of 22%, further indicating
enhanced detection. The data were obtained using -15 inHg vacuum pressure-driven flow to
overcome reservoir effects while maintaining high signal intensity, as will be discussed shortly.
The relation between the mean and standard deviation of the signal traces was
investigated by varying the vacuum pressure of operation from -5 inHg to -25 inHg in
increments of 5, as well -28 inHg, the limit of the vacuum system. The mean fluid velocity
ranged from about 1 cm/s to 5.4 cm/s. Figure 8-15 includes the normalized values of mean and
standard deviation for the intensity and velocity.

Figure 8-15: The mean and standard deviation values for intensity and velocity at various
vacuum pressures followed expected trends. (Reprinted with permission from [91].)
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Note how the mean velocity increases nearly linearly with an increase in vacuum
pressure magnitude. Conversely, the mean intensity decreases with an increase in fluid velocity
because fluorescent particles spend less time in excitation regions and thus emit fewer photons.
The CV for intensity and velocity are plotted in Figure 8-16.

Figure 8-16: The coefficient of variance (CV) decreases with increasing vacuum pressure for
both signal intensity and particle velocity before flattening out. Back pressure widens the focused
sample stream at low operational pressures but is dominated at higher pressures. (Reprinted with
permission from [91].)

The trend observed is a result of reservoir effects. This is seen as higher CV values at low
operational vacuum pressures that drop with increasing vacuum pressure before flattening out.
The sample channel has higher fluidic resistance than the buffer channels due to the sample
channel being narrower than the buffer channels. This means the buffer channels consumed
reservoir fluid volume faster than the sample channel, resulting in an increase in back pressure
on the sample fluid due to the greater height of fluid in the column. During experimentation, an
unbalance of volumetric flow ratio occurred, resulting in a less tightly focused sample stream
(higher CV). The reservoir effect is dominant at low pressures but becomes negligible at higher
vacuum pressures, seen as the flattening of the CV line. The flat portion matches expectations as
the device is designed to operate over a range of velocities with negligible focusing change.
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Completed Wafers
Various wafers were fabricated using each new set of photolithography masks.
Microscope images of device centers showing the fluid junction and excitation region are shown
along with fluid junction height difference images of the novel 3DHDF designs. Critical feature
dimensions of each wafer are listed.

8.5.1

Stacked Channel Wafers

Figure 8-17: A stacked channel chip center shows the fluid junction and excitation region.

Figure 8-18: Oblique and cross-section SEM images of the stacked channel fluid junction.
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(a)

(b)

(c)

Figure 8-19: Close-up views of the stacked channel fluid junction show grid lines on the in-focus
layer: (a) the top layer, (b) the middle, and (c) the shortest layer.
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Table 8-1: Stacked channel wafer feature dimensions
Feature
Layer 1 Height (µm)
Layer 2 Height (µm)
Layer 3 Height (µm)
Pedestal Height (µm)
Waveguide Height (µm)
Percent Yield

8.5.2

Wafer 1
(3DSC1)
1.78
3.4
~5.5
6.0
4.5–13
29%

Wafer 2
(3DSC2)
1.8
3.6
4.5
5.8
3.0
21%

Trench Wafers

Figure 8-20: A trench completed device fluid junction and excitation region.
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(a)

(b)

(c)

Figure 8-21: An image set of a completed trench design fluid junction showing grid lines on the
surface in focus: (a) the field, (b) the core, and (c) the nub.
Table 8-2: Trench wafer feature dimensions
Feature
Trench Depth (µm)
Layer 1 Height (µm)
Pedestal Height (µm)
Layer 2 Height (µm)
Waveguide Height (µm)
Percent Yield

Wafer 1
(3DTR4)
11.0
5.6
6.0
11.5
4.0
16%
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Wafer 2
(3DTR8)
5.3
5.0
~10.0
3–6.5
1.5
29%

Wafer 3
(3DTR9)
5.2
5.8
6.5
4.5–5.0
2.5
42%

8.5.3

Pit Wafers

Figure 8-22: A pit device image showing the fluid junction and excitation region. (Reprinted
with permission from [91].)

(a)

(b)

Figure 8-23: Pit device images show (a) the top of the oxide and (b) inside the oxide with the
etched pit and trench pair visible. (Reprinted with permission from [91].)
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Table 8-3: Pit wafer feature dimensions
Feature
Trench Depth (µm)
Pit Depth (µm)
Layer 1 Height (µm)
Pedestal Height (µm)
Waveguide Height (µm)
Percent Yield

Wafer 1
(3DPT1)
10.0
12.0
5.8
6.2
5.6
23%
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Wafer 2
(3DPT2)
11.4
15.0–20.0
6.1
5.7-5.9
4.5–5.0
67%

CHAPTER 9.

MACRO-TO-MICRO INTERFACING

Microfluidic technologies such as printing, cooling, and lab-on-a-chip devices thrive in
the academic and research worlds [104-107]. Innovative ways to interface microfluidic chips
with macroscale peripherals would push more of these emerging microfluidic technologies into
commercial applications. A variety of methods, including those in Figure 9-1, have been
developed and are commonly used, but to this point there had been no standardization or
universal macro-to-micro interface method. Current methods can be categorized into three
groups, namely, press fitting, adhesion fitting, and monolithic fitting.

(a)

(b)

Figure 9-1: Examples of interface methods include (a) Dolomite Microfluidics’ Multiflux
Connector and Multiflux Compatible Interface and (b) NanoPort assemblies by Upchurch.
(Reprinted with permission from [108], image from www.chromtech.com/nanoport-assemblies.)
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Press fitting refers to any mechanism in which force is applied to a flexible gasket or
other material to create a temporary seal, such as Multiflux from Dolomite Microfluidics seen in
Figure 9-1 (a). Often this is achieved with a clamp. Because it is temporary, it enables
adjustment or iteration without damaging the device. However, it requires realignment before
each use and often takes up large amounts of chip real estate.
An adhesion fitting is more permanent. A seal is created with a substance such as glue,
epoxy, or even solder [109]. Adhesion fitting almost always makes use of a bridging object such
as a flange or connector, which is permanently attached to the chip but allows temporary tubing
connection. NanoPorts by Upchurch, seen in Figure 9-1 (b), is one example of these connectors
that add cost to the device and take up large amounts of space on the chip. This method can
result in clogs in the device if the adhesive comes in contact with openings in microfluidic
channels.
Monolithic fitting refers to designing the chip with an integrated interconnect. Most
often, the chip is designed with a void into which tubing can be inserted. This is a popular
method with PDMS devices due to its elastic characteristics. Considerations should be made for
dead volume when fabricating a void into a device. In contrast to a void, a device can be
designed with an onboard fitting to which tubing is attached. Possibly the least common method,
monolithic fitting adds complexity to design and fabrication. However, developments in 3D
printing make this method intriguing [86].
A new interface method has the following advantages compared to existing methods: a)
the low possibility for damage to surface features, b) low component cost, and c) the use of
minimal chip real estate [110]. These are achieved by using an epoxy preform to seal a short
length of plastic tubing directly to a substrate surface, minimizing dead volume. The short length
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of tubing takes the place of a connector and can act as a reservoir. One end melts to the substrate
while its free end can be coupled to peripherals using traditional interconnects. The epoxy
preform begins as a solid, making the process highly predictable and reproducible.

Materials and Methods
The intent when investigating this interface method was to provide robust interfaces to
silicon-based microfluidic chips. The ARROW devices have stacks of dielectric materials on
their surface, which limit the processing temperature to a maximum of between 250° and 300° C.
Higher temperatures risk layer cracking during heating and cooling due to the differences in
thermal expansion coefficients between the materials. For direct attachment to the chips, 18gauge polyethylene (PE) tubing (0.047-inch inner diameter, 0.067-inch outer diameter) with a
melting temperature of 100° C was selected. The tubing is chemically inert and compatible with
1/16-inch Swagelok fittings for subsequent connection to macro peripherals. A compatible epoxy
preform, the blue DC-203 ring preform from Multi-Seals Inc (part #5376-00) was selected for its
size and shape with an acceptable flow and cure temperature of 125° C for 1 hour. Other epoxy
systems are available from Multi-Seals that have lower flow or lower temperature requirements.
The interface process is shown in Figure 9-2. A microfluidic chip is placed on a room
temperature hotplate, which is then set to 105° C. A short length of PE tubing between 1.5 and 2
inches (40–50 mm) is placed on a clean-cut end over a microfluidic port using tweezers. The preheated chip is warm enough to melt the end of the tubing and form a weak seal, which enables
the tubing to stand on its own temporarily. The length of tubing allows for manipulation but
mitigates the tubing falling over or being difficult to handle. An epoxy preform ring is dropped
over the free end of the tubing and surrounds the base of the tubing where it interfaces with the
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chip, as pictured in Figure 9-2 (g). The epoxy begins to flow, but the melted tubing seal prevents
the epoxy from plugging any openings in underlying microfluidic channels. A jig is placed over
the chip to support the tubing during the epoxy cure. Alternatively, omitting the jig allows for
shaping the malleable tube during the cure, which can be useful when observation of the
microfluidic channels beneath a microscope is desired. After 5 minutes at 105° C, the cure
occurs by ramping the hotplate to 125° C for 1 hour, per the manufacturer specifications. Finally,
the hotplate is turned off and the device is allowed to cool for approximately 20 minutes to near
room temperature. Total processing time is about 1.5 hours. Figure 9-2 (h) shows a completed
connection.

Figure 9-2: (a–f) The macro-to-micro interface method; (g, h) a microfluidic chip before and
after processing. (Reprinted with permission from [110].)

This outlines a procedure involving a specific set of materials, but the principle behind
the interface method is highly adaptable. The key is to choose a tubing material and epoxy with a
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sufficiently low melting point. The free end of the tubing should also be compatible with
commercial tubing and fittings, rendering an easy interface with the microfluidic device. The
tubing material and size, as well as epoxy preform curing temperature and size, can be optimized
for a given microfluidic application. In general, the curing temperature of available epoxy
preforms remains below the glass transition of many cross-linked polymer and composite
materials and well below that of inorganics. Appendix C lists some common substrate materials
used for microfluidics that would be compatible with the outlined interface method using PE
tubing [107, 111, 112].

Performance Evaluation
Tests of ultimate pressure for the interface were performed by attaching the free end of
the PE tubing to a high-pressure gas cylinder using 1/16-inch Swagelok fittings. This test was
performed on interfaces made between PE tubing and the following substrates: acrylic
(polymethyl methacrylate (PMMA)), printed circuit board (PCB), microscope slide glass, and
silicon. In each case, the interface was pressurized up to 300 psi (2 MPa) with no observed
leaking when the substrate and interface were submerged in water. The PE tubing itself swells
and bursts at approximately 350 psi, setting an ultimate pressure limit.
The pressure tolerance of the method and its efficacy in creating viable macro-to-micro
fluidic seals was also tested when used to interface with microfluidic channels micromachined
on a silicon surface. Channels were fabricated using SU-8 photoresist as a sacrificial material
defining the cross-sectional area of the microchannels, approximately 12 microns wide and 6
microns tall [92, 93]. The SU-8 was covered with PECVD silicon dioxide of various thicknesses
from 250 nm to 400 nm, and the channels were etched out with a mixture of hydrogen peroxide
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and sulfuric acid at 90° C at a ratio of 3:2 [113-115]. These channels were designed to be
relatively weak so that they could be broken by exerting gas pressure on them.
PE tubing and epoxy preforms were used to form a macro-to-micro interface at the open
ends of the microfluidic channels. Then Swagelok 1/16-inch brass fitting sets (including a nut
(part B-102-1) and front and back ferrules (parts B-103-1 and B-104-1)) were connected to the
PE tubing. Additional Swagelok fittings were used to couple to a high-pressure gas cylinder.
Figure 9-3 illustrates how the interfaces and microfluidic channels were subjected to a pressure
tolerance test. First the interface process was followed to attach the tubing before fitting the
Swagelok parts, connecting to the gas bottle, and immersing the device in water to test that gas
passed through the microchannel and out the opposite port. Then a piece of an epoxy preform
was used to plug the open end of the microchannel by supporting the Swagelok fittings with a jig
while following the same curing process. The completed chip was again connected to the gas
bottle, it was immersed in water, and the pressure increased slowly until gas bubbles appeared
from the microchannel, indicating breakage.

Figure 9-3: The interface method was evaluated on microfluidic channels up to 300 psi.
(Reprinted with permission from [110].)
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The pressure tolerance test was repeated seven times for each of four specific oxide wall
thicknesses. The data points and average breakage pressure versus oxide thickness are plotted in
figure 4. The trend matched expectations, with thinner oxides breaking at lower pressures and
thicker oxides breaking at higher pressures. It should be noted that the range of breakage
pressures in each oxide thickness data set was expected. The error bars shown in the plot
represent the standard deviation from the mean in each data set. This variation represents a
probability function inherent in the samples due to variations in fabrication processes and device
quality, with lower-pressure breakage points indicating weaknesses in the channel oxide when
compared to higher-pressure breakage points in the same oxide thickness data set.

Figure 9-4: Average microchannel breakage pressure versus oxide thickness matched
expectations by breakage occurring at higher pressure for thicker oxide. Breakage pressures up to
300 psi illustrate the high-pressure capabilities of the interface. (Reprinted with permission from
[110].)

153

The direct macro-to-micro interface method presented here meets many of the
requirements for an ideal interconnect in that it is inexpensive, simple, fast, robust, and highly
adaptable. This is achieved by sealing a short length of plastic tubing directly to a microfluidic
chip. The adaptability and low temperature processing make it compatible with a wide range of
device materials. The method was validated on silicon, acrylic (PMMA), printed circuit board
(PCB), and glass substrates with high-pressure integrity to over 300 psi (2 MPa). The utility of
the method was demonstrated by using the robust interfaces to evaluate the pressure breakage
point for surface micromachined channels on silicon substrates. The adaptability overcomes the
issue of standardization in microfluidics and aids in commercialization.
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CHAPTER 10.

CONCLUSION

Summary
The rise of superbugs, including antibiotic-resistant bacteria, and virus outbreaks, such as
the recent coronavirus scare, illustrate the need for rapid detection of disease pathogens.
Widespread availability of rapid disease identification would facilitate outbreak prevention and
specific treatment. The ARROW biosensor microchip has the ability to directly detect single
molecules through fluorescence-based optofluidic interrogation. The nature of the microfluidic
channels found on optofluidic sensor platforms sets some of the ultimate sensitivity and accuracy
limits and can result in false negative test results. Yet higher sensitivity and specificity is desired
through hydrodynamic focusing. Novel 3DHDF designs were implemented and shown to
achieve greater signal uniformity and detection enhancement of single viruses on a chip.
This technology has the ability to detect a wide range of biological particles of interest
quickly and at low cost. Its proven ability has led to intellectual property licensing by Fluxus,
Inc., who aims to commercialize the technology and make it available to the public. The
potential is to provide hospitals and health clinics with the ability to test visitors on their way out
to determine if they have been exposed to antibiotic-resistant bacteria and to administer specific
antibiotics immediately, even prior to the appearance of symptoms. Ultimately, the technology
could become so widespread that it could be used in homes. Fundamental principles, design
process, device fabrication, and results were outlined to enable further development of 3DHDF
designs, specifically for integration with the ARROW platform.
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Future Work
Before this technology can become widespread, the HDF capabilities of the ARROW
biosensor can be improved in a variety of ways. First, the novel macro-to-micro interfacing
method can be used to operate the device. The inexpensive, simple, fast, robust, and highly
adaptable method could simplify the use of lab-on-a-chip technologies and aid in the emergence
of such to the public. Next, some simple changes can be implemented in the operation, design,
and fabrication process to further increase device yield and performance.
Another change would require altering the fluid operation method by using independently
controlled positive pressure at the inlets rather than negative vacuum pressure at the outlet. This
would enable for flow correction of misaligned focused streams arising from fabrication error or
for variable-focused stream size. This mode of operation could be automated to optimize the
velocity uniformity, optical excitation intensity, and collection efficiency of each device tested
by performing a calibration and using some combination of overhead video feed and APD data.
This would truly optimize optofluidic detection.
At the least, fluid channels should be spaced far enough from each other to prevent
photoresist issues encountered during the ridge mask process. It is recommended that the
channels be spaced about 50 μm apart at minimum. The trench and pit etches could be performed
with the STS, which may have better silicon etch characteristics when compared to the Trion.
Additionally, the dimensions of the channels could be chosen for optimal robustness or fluid
characteristics rather than aiming for specific pressure drops. This would allow for easier
operation in less-resistant channels and provide for higher device yield. This approach would
require the independent inlet control mentioned earlier.
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Similarly, the layout of the core could be altered to provide for a flatter surface for the
reservoir to sit on, as visualized in Figure 10-1. The orange layer represents the silicon dioxide
that would cover the core before the core was exposed and etched. Though this has not been an
issue, it was recommended by some researchers.

Figure 10-1: An altered core step could provide a flatter surface for reservoir placement.

One way the fluid design could be simplified is by using an over-the-channel reservoir
scheme such as those in Figure 10-2 [63-65, 116-120]. This would reduce the number of
reservoirs, the length of fragile hollow channel in the device, fabrication times, and operation
complexity. However, new fabrication processes would need to be developed. Either a micropore
process would be required to open ports in the channel or the channel could be sunk into the
substrate and the top simply etched off to create ports [31]. Because fluid flow is laminar, the
focusing effect could take place in a sunken channel, then raised on top of the ARROW layers
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for optofluidic detection. This would introduce a crevice in the oxide, but the dimension would
be relatively small so the film stress would be minimal.

Figure 10-2: Examples of over-the-channel reservoir options. (Reprinted with permission [117].)

This approach would lend itself to spatial multiplexing using multiple parallel fluid
channels and a long MMI waveguide structure [44]. Running parallel channels would also
compensate for the increased sample processing time when using buffer fluid sheathing
techniques.
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It may also be worth investigating alternate focusing methods. Several researchers have
used viscoelastic focusing or various other inertial focusing schemes to center particles in a fluid
stream [71, 96, 121-124]. Alternatively, the dielectrophoresis design conceived by a previous
researcher and included earlier may prove more robust and more effective overall [12]. The
complicated fabrication and high-voltage source required may be acceptable when considering
the great fluidic simplification. The preliminary investigations show promising simulation results
and a bioelectrooptofluidic hybrid design is intriguing [31].
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APPENDIX A. SU-8 PHOTORESIST RECIPES

The following tables are associated with the novel designs presented in this document.
Each represents one layer of sacrificial photoresist material used to form the fluid volume of the
hollow-channel features on the lab-on-a-chip devices.

Table A-1: Stacked Channel Layer 1 of 3: SU-8 2002, 1.755 µm desired
Step Name
Spin
Soft Bake
Clean
Expose
Post Bake
Develop
Hard Bake
Descum
Hard Bake
Descum

Step Parameters
(1) 500 rpm @ 100 rpm/s, 6s (2) 1500 rpm @ 300 rpm/s, 30s (3) 4000 rpm @ 3000 rpm/s, 2s
(1) 65 °C, 3 min (2) ramp to 95 °C, 4 min (3) ramp to 65 °C, 9 min
Remove PR from wafer backside, swab with acetone
30s with filter
(1) 65 °C, 2 min (2) ramp to 95 °C, 3 min (3) ramp to 65 °C, 9 min
35 s, SU-8 developer
(1) 65 °C ramp to 200 °C, 7 min (2) ramp to 65 °C, 23 min
50 W, 60s O2 at ~150 mT
(1) 65 °C ramp to 250 °C, 5 min (2) ramp to 65 °C, 26 min
50 W, 60s O2 at ~150 mT

Table A-2: Stacked Channel Layer 2 of 3: SU-8 2002, 3.51 µm desired
Step Name
Spin
Soft Bake
Clean
Expose
Post Bake
Develop
Hard Bake
Descum
Hard Bake
Descum

Step Parameters
(1) 450 rpm @ 86 rpm/s, 60s (2) 4000 rpm @ 2064 rpm/s, 6s
(1) 65 °C, 3 min (2) ramp to 95 °C, 4 min (3) ramp to 65 °C, 9 min
Remove PR from wafer backside, swab with acetone
30s with filter
(1) 65 °C, 2 min (2) ramp to 95 °C, 3 min (3) ramp to 65 °C, 9 min
35 s, SU-8 developer
(1) 65 °C ramp to 200 °C, 7 min (2) ramp to 65 °C, 23 min
50 W, 60s O2 at ~150 mT
(1) 65 °C ramp to 250 °C, 5 min (2) ramp to 65 °C, 26 min
50 W, 60s O2 at ~150 mT
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Table A-3: Stacked Channel Layer 3 of 3: SU-8 10, 6 µm desired
Step Name
Spin
Soft Bake
Expose
Post Bake
Develop
Hard Bake
Descum
Hard Bake
Descum

Step Parameters
(1) 500 rpm @ 100 rpm/s, 6s (2) 3200 rpm @ 1200 rpm/s, 60s (3) 6000 @ 6000 rpm/s, 2s
(1) 65 °C, 8 min (2) ramp to 95 °C, 8 min (3) ramp to 65 °C, 7 min
23s with filter
(1) 65 °C, 6 min (2) ramp to 95 °C, 6 min (3) ramp to 65 °C, 7 min
60s, SU-8 developer
(1) 65 °C ramp to 200 °C, 12 min (2) ramp to 65 °C, 23 min
50 W, 60s O2 at ~150 mT
(1) 65 °C ramp to 250 °C, 8 min (2) ramp to 65 °C, 26 min
50 W, 60s O2 at ~150 mT

Table A-4: Trench Layer 1 of 2: SU-8 10, 6 µm desired
Step Name
Spin
Soft Bake
Expose
Post Bake
Develop
Hard Bake
Descum
Hard Bake
Descum

Step Parameters
(1) 500 rpm @ 100 rpm/s, 6s (2) 3000 rpm @ 1200 rpm/s, 60s (3) 6000 rpm @ 6000 rpm/s, 2s
(1) 65 °C, 8 min (2) ramp to 95 °C, 8 min (3) ramp to 65 °C, 7 min
30s with filter
(1) 65 °C, 6 min (2) ramp to 95 °C, 6 min (3) ramp to 65 °C, 7 min
60s, SU-8 developer
(1) 65 °C ramp to 200 °C, 12 min (2) ramp to 65 °C, 23 min
50 W, 60s O2 at ~150 mT
(1) 65 °C ramp to 250 °C, 8 min (2) ramp to 65 °C, 25 min
50 W, 60s O2 at ~150 mT

Table A-5: Trench Layer 2 of 2: SU-8 2025, 17 µm desired (match trench depth taller than core
1, 6 μm core on 6 µm pedestal with 5 μm nub = 17 µm SU-8)
Step Name
Spin
Soft Bake
Expose
Post Bake
Develop
Hard Bake
Descum
Hard Bake
Descum

Step Parameters
(1) 500 rpm @ 100 rpm/s, 6s (2) 4000 rpm @ 1200 rpm/s, 60s (3) 6000 rpm/s @ 6000, 2s
(1) 65 °C, 10 min (2) ramp to 95 °C, 10 min (3) ramp to 65 °C, 7 min
30s with filter
(1) 65 °C, 8 min (2) ramp to 95 °C, 8 min (3) ramp to 65 °C, 7 min
60s, SU-8 developer
(1) 65 °C ramp to 200 °C, 12 min (2) ramp to 65 °C, 23 min
50 W, 60s O2 at ~150 mT
(1) 65 °C ramp to 250 °C, 8 min (2) ramp to 65 °C, 25 min
50 W, 60s O2 at ~150 mT
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Table A-6: Pit Layer 1 of 1: SU-8 10, 6 µm desired
Step Name
Spin
Soft Bake
Expose
Post Bake
Develop
Hard Bake
Descum
Hard Bake
Descum

Step Parameters
(1) 500 rpm @ 86 rpm/s, 6s (2) 3600 rpm @ 1032 rpm/s, 60s (3) 6000 rpm @ 6020 rpm/s, 2s
(1) 65 °C, 8 min (2) ramp to 95 °C, 8 min (3) ramp to 65 °C, 9 min
32s with filter
(1) 65 °C, 6 min (2) ramp to 95 °C, 6 min (3) ramp to 65 °C, 9 min
60s, SU-8 developer
(1) 65 °C ramp to 200 °C, 12 min (2) ramp to 65 °C, 23 min
50 W, 60s O2 at ~150 mT
(1) 65 °C ramp to 250 °C, 8 min (2) ramp to 65 °C, 25 min
50 W, 60s O2 at ~150 mT
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APPENDIX B. SILICON DIOXIDE DEPOSITION RECIPES

Table B-1: Low-Stress, Low-Index
Silicon Dioxide (n = 1.44)
Parameter Name
Parameter Value
Temperature (° Celsius)
250
Pressure (mT)
1900
SiH4/Ar 5%/95% (sccm)
200
N2O (sccm)
500
RF Power (Watts)
40
LF Power (Watts)
20

Table B-2: Low-Stress, High-Index
Silicon Dioxide (n = 1.51)
Parameter Name
Parameter Value
Temperature (° Celsius)
250
Pressure (mT)
1900
SiH4/Ar 5%/95% (sccm)
164
N2O (sccm)
88
RF Power (Watts)
20
LF Power (Watts)
-

The Thin Film Master Chart was assembled using hundreds of silicon dioxide deposition
tests with varying parameters [50]. The plus and minus signs represent positive correlation or
negative correlation between the first row and first column. For example, if the RF power during
deposition is increased, film stress tends to be more positive. Conversely, if the LF power during
deposition is increased, film stress tends to go more negative. The chart is not intended to be
used as a rule but to inform PECVD users on the general trend of various parameter changes, for
special use in developing new deposition recipes.
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Table B-3: Thin Film Master Chart: PECVD Parameter/Characteristic Correlations
(+-: no effect, (): [125], (()) best guess)
Stress
Conformality
Refractive Index
Density
Deposition Rate

RF Power LF Power Pressure Temperature Gas Flow SiH4/N2O
+
+
+
+
+
+
+
+
+
+
+
(+-)
+
((-))
(-)
+
+++
-
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APPENDIX C. MICROFLUIDIC DEVICE MATERIAL THERMAL PROPERTIES

Table C-1: Microfluidic Device Material Thermal Properties
Material Type
(Alphabetical by Group)
Inorganics
Ceramic
Silicon
Soda-lime Glass
Polymers
Cyclic-olefin copolymer (COC)
Polycarbonate (PC)
Polydimethylsiloxane (PDMS)
Poly(methyl methacrylate)
(PMMA)
Polytetrafluoroethylene (Teflon)
(PTFE, PFEP, PFA, PFPE)
Thermoset Polyester (TPE)
Other
Paper

Glass Transition Temperature
Tg (°C)

Melting Temperature
Tm (°C)

1000
1000
500

2000
1400
900

80-180
145
150
100 - 150

240
225
N/A
160

80 - 130

330

160 - 240

295

125

N/A
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APPENDIX D. ANSYS MODELING TUTORIAL

Getting Started
•

Download and install ANSYS, including Fluent computational fluid dynamics package.

•

Run ANSYS “Workbench.”

•

In the Toolbox pane, under the “Analysis Systems” tab, click and drag Fluid Flow
(Fluent) to the “Project Schematic” window to create a new standalone project.

•

Rename the project beneath the project icon.

•

Click File and then Save as. Browse to your desired directory and save the workbench
project file.

Geometry Drawing
•

Right-click Geometry to run the design modeler (or other). Subsequently double-clicking
Geometry will run the desired program.

•

In the Design Modeler screen, select the “Units” tab and choose Micrometer before
doing any modeling!

•

Click the light blue orb on the triad to conveniently orient the window. Note that the ZX
plane becomes the floor.

•

Select the ZX plane under “Tree Outline,” and then select the “Sketching” tab to begin
drawing.

•

Use the triad arrows to draw from convenient perspectives such as top-down (click the Y
direction arrow). Note that the X direction will point to the bottom right when clicking
the light blue orb again.

•

Most commonly used drawing tools: Draw: “Rectangle by 3 Points”, “Line”,
Dimensions: “Length/Distance”, Modify: “Trim”, “Drag”.

•

The user can create new planes by clicking Create, then New Plane. Choose Base Plane,
which is the reference point. The user can input a transform or simply leave it as “none”
to basically replicate the reference plane. Click Generate to confirm. This allows for a
separate sketch, which is useful when different portions of the model need different
extrusions.

•

To create an extrusion from a sketch, click Create, then Extrude. In the “Details View”
select Geometry by clicking the “Sketch” name in the “Tree Outline”, then Apply.
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Choose extrude direction and dimension. Then click Generate near the top of the
window.
Meshing
•

Double-click Mesh in the workbench window.

•

Rotate the model by clicking and holding the scroll wheel of the mouse while moving the
mouse.

•

Click on a face, or hold the Control key and click on faces, in the model to highlight
face(s) green. Then right-click on a highlighted face and select Create Named Selection.
Name the inlets and outlets in all capital letters, underscore, and whatever else.
Examples: INLET, INLET_sample, INLET_buffer, OUTLET. The user can edit a named
selection by clicking in the “Details” pane, Geometry, number of Faces, and selecting
new or additional faces before clicking Apply.

•

View named selections in the “Outline” pane by clicking the drop-down expander.
Ensure the correct faces are included by choosing a named selection and rotating the
model or using the triad to view from different angles.

•

Always generate the mesh. Generate mesh by clicking Generate Mesh near the top of
the window. Then click on Mesh in the “Outline” pane to check it before exiting the
window.

•

Right-click on Mesh in the workbench window to “update.”

Meshing Refinement and Cartesian Method
•

“Refinement” and “Methods” increase the number of cells, or decreases the size of each
finite element used to calculate a solution, enhancing resolution. This is typically done
with tetrahedral cells, but “Methods” can be used to choose Cartesian rectangular cells
for symmetric solutions.

•

For refinement, right-click Mesh in the “Outline” window and select Insert, then
Refinement. Hold the Control key and click and hold the left mouse button while
mousing over all faces. Rotate the model by using the mouse scroll wheel. Then hold the
Control key and hold the left mouse button while mousing over additional faces. Once all
faces are highlighted green, in the “Details” pane, click No Selection and/or Apply. All
faces should turn purple and the number of faces is reported in the “Details” pane.

•

Adjust refinement in the “Details” pane by choosing a value of 1 or more. Toggle the
refinement by right-clicking on Refinement in the “Outline” pane and choosing
Suppress or Unsuppress.

•

For Method, right-click Mesh, then Insert, and then Method.

•

Select the body of the model for the geometry selection. Then under “Method,” choose
Cartesian.
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•

Input the element size. Use a half micron or 0.0000005. Also select “Spacing Option”
User Controlled, but leave “Key Points Selection” on Automatic. This just makes things
more evenly uniformly distributed.

Setup
•

Double-click Setup in the workbench window.

•

In the pop-up window, review settings, then click Okay.

•

In the “Outline View” pane, click Materials, then click Create/Edit near the bottom of
the “Materials” pane. In the pop-up window, click Fluent Database. In the second popup window, scroll all the way down the materials list to “water-liquid.” Select it, click
Copy, and see it appear in the “Materials” pane. Click Close to close the second pop-up
window. Then click Close to close the first pop-up.

•

Double-click Cell Zone Conditions, then edit “Solid” and choose “Material Name”
water-liquid

•

In the “Outline View” pane, click Boundary Conditions. Then double-click each of the
named selections the user created in the Meshing section and set the parameter values.
Inlets should be velocity (0.01 m/s is a good starting place). Outlet should be pressure (0
pascals).

•

In the “Outline View” pane, click Run Calculation. Increase “Iterations” to ~500. Then
click Calculate. Accept the request to run initialization. Acknowledge completion, and
exit the window.

Solution
•

Do not double-click Solution in the workbench window. Move immediately to “Results.”

Results
•

Double-click Results in the workbench window.

•

Click Insert, then Streamline. In the “Details” pane, choose the Start From “Inlet”
(“Inlet_sample”). Increase the number of points, ~500-1000. Click Apply.

•

Adjust the parameters as desired. View the model by holding the left mouse button and
dragging or using the triad. Also helpful is zooming with the mouse scroll wheel or using
the four-pointed arrow near the top of the window, which enables model shifting with a
click and drag of the left mouse.

•

Use the “Snipping Tool” or other to gather images and variable data such as velocity.

•

If streamlines do not draw, the calculations may need to be refined in the Mesh window
by inserting Refinement or Method. This is because the animation is unable to draw a line
between each cell and requires higher resolution to do it.
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