Stability of Particle-Mean Flow Interactions in Solid and Hybrid Rockets by Elliott, Trevor Sterling
University of Tennessee, Knoxville 
TRACE: Tennessee Research and Creative 
Exchange 
Doctoral Dissertations Graduate School 
12-2014 
Stability of Particle-Mean Flow Interactions in Solid and Hybrid 
Rockets 
Trevor Sterling Elliott 
University of Tennessee - Knoxville, trevor-elliott@utc.edu 
Follow this and additional works at: https://trace.tennessee.edu/utk_graddiss 
 Part of the Aerodynamics and Fluid Mechanics Commons, and the Propulsion and Power Commons 
Recommended Citation 
Elliott, Trevor Sterling, "Stability of Particle-Mean Flow Interactions in Solid and Hybrid Rockets. " PhD 
diss., University of Tennessee, 2014. 
https://trace.tennessee.edu/utk_graddiss/3193 
This Dissertation is brought to you for free and open access by the Graduate School at TRACE: Tennessee 
Research and Creative Exchange. It has been accepted for inclusion in Doctoral Dissertations by an authorized 
administrator of TRACE: Tennessee Research and Creative Exchange. For more information, please contact 
trace@utk.edu. 
To the Graduate Council: 
I am submitting herewith a dissertation written by Trevor Sterling Elliott entitled "Stability of 
Particle-Mean Flow Interactions in Solid and Hybrid Rockets." I have examined the final 
electronic copy of this dissertation for form and content and recommend that it be accepted in 
partial fulfillment of the requirements for the degree of Doctor of Philosophy, with a major in 
Aerospace Engineering. 
Joseph C. Majdalani, Major Professor 
We have read this dissertation and recommend its acceptance: 
Roy J. Schulz, Christian G. Parigger, Phuriwat Anusonti-Inthra 
Accepted for the Council: 
Carolyn R. Hodges 
Vice Provost and Dean of the Graduate School 
(Original signatures are on file with official student records.) 
Stability of Particle-Mean Flow Interactions 










A Dissertation Presented for the 
Doctor of Philosophy 
Degree 































© by Trevor Sterling Elliott, 2014 


















“I started my life with a single absolute: that the world was mine to shape in the image of 
my highest values and never to be given up to a lesser standard, no matter how long or 
hard the struggle.” 
-Dagny Tagert, Atlas Shrugged 
 
 














 First and foremost, I would like to extend my gratitude to my major advisor and 
committee chair, Dr. Joseph Majdalani, for his continued support of my work and for his 
drive and determination in the pursuit of excellent work.  He has pushed me to achieve 
work that would not be possible without his guidance.   
I would also like to thank my committee members for their review of my work 
and their invaluable comments and suggestions.  Dr. Anusonti-Inthra, Dr. Schulz, and Dr. 
Parigger all provided many ideas and supportive guidance throughout the progress of this 
dissertation. 
Finally, I would like to thank my family for enduring the long hours, frustrations, 
complications, and ultimately success of this journey.  Without their positive support this 






















 Combustion instabilities associated with rocket motors as a result of unsteady 
components in the combustion chamber flow have been known to cause pressure 
oscillations.  These pressure oscillations can result in changes to flight characteristics and 
vibrations translated to the rocket or payload.  The unsteady components are comprised 
of two subcomponents, the vortico-acoustic fluctuations and the hydrodynamic 
fluctuations. As the vortico-acoustic fluctuations have been investigated in an exhaustive 
manner this work will focus on the hydrodynamic fluctuations.  It has been known that 
the addition of particles increases specific impulse due to the resulting increase in 
combustion temperature and mass flow. They also aid in the suppression of fluctuations 
in the flow field due to added density.  However, the drag effects on the gaseous phase 
slow the gaseous exit velocity reducing the specific impulse.   
This work aims to study gaseous flow with particle entrainment within the 
biglobal framework in an effort to quantify the effects of particles in such flows and what 
parameters can be varied to optimize stable flow in this configuration.  To do so, the 
linearized Navier-Stokes equations are utilized with the Stokes drag equation for 
particles.  Applying the biglobal ansatz results in a system of equations that can be solved 
using an eigensolver to yield the entire spectrum of eigenvalues simultaneously.  The 
obtained solutions are compared with previous numerical and experimental results.  In 




entrainment. Furthermore, previous one-dimensional treatments are now extended to 
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ijA  = operator matrix 
 
a  = radius of the chamber 
 
iB  = forcing function column vector 
 
ijB  = right hand side operator matrix of a matrix pencil 
 
ND  = Chebyshev pseudo-spectral derivative matrix of size N, domain  
 
ND  = Chebyshev pseudo-spectral derivative matrix of size N, arbitrary domain 
 
d  = weighting coefficients for pseudo-spectral derivative matrices 
 
Pd  = particle diameter 
 
I  = identity matrix 
 
J  = Bessel function of the first kind 
 
L  = length of the chamber  
 
l  = chamber aspect ratio 
 
M  = mean flow component 
 
M  = instantaneous flow component 
 




 = hydrodynamic unsteady fluctuation 
 
m̂  = acoustic unsteady fluctuation 
 
m  = general unsteady fluctuation 
 





Pm  = mass of one particle 
 
N  = number of collocation points 
 
Pn  = number of particles per unit volume 
 
P  = mean flow pressure 
 
P  = instantaneous flow pressure 
 




 = hydrodynamic pressure fluctuation 
 
p̂  = acoustic pressure fluctuation 
 
p  = general pressure fluctuation 
 
p  = vortical pressure fluctuation 
 
q  = azimuthal integer wave number 
 
Re  = Reynolds number 
 
r  = radial nondimensional coordinate 
 
S  = Stokes number 
 
NT  = Chebyshev polynomial of the first kind 
 
U  = mean flow gas velocity,  , ,r zU U U  
 
PU  = mean flow particle velocity,  , ,rP P zPU U U  
 
NU  = Chebyshev polynomial of the second kind 
 









 = hydrodynamic velocity fluctuation 
 
û  = acoustic velocity fluctuation 
 
u  = general unsteady velocity fluctuation 
 
u  = vortical velocity fluctuation 
 
hu  = headwall injection constant 
 
PX  = particle mass concentration 
 





G  = denotes gas 
 
N  = denotes Chebyshev polynomial order 
 
P  = denotes particle 
 
h = denotes headwall property 
 
i  = denotes a matrix row or vector element 
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i j  = denotes a matrix 
 
j  = denotes a matrix column 
 
r  = denotes radial spatial direction 
 
 = denotes tangential spatial direction 
 










  = gradient operator 
 
  = longitudinal wave number 
 
  = ratio of particle to gas mass 
 
 = 1 / Re  
 
  = eigenvalue 
 
  = dynamic viscosity 
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P  = particle density 
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i  = growth rate 
 









In the realm of propulsion and power generation, combustion instability has been 
a long-standing problem.  Consequently, this instability has been the focus of studies for 
many years.  While much progress has been made in understanding and designing to 
avoid combustion instability, there is a need for vast improvements to instability 
prediction techniques.  These improvements can be made as a result of advancements in 
analytical and computational tools which aid in the capturing of flow characteristics and 
specification of design parameters.  This study furthers works done using the Biglobal 
analysis technique through the addition of particle entrainment.  
 
1.1 Combustion Instability  
Combustion instabilities observed during the combustion process within internal 
flow devices are not only a product of the combustion process itself but are a result of 
unsteadiness within the fluid motion.  The unsteadiness within internal flow devices 
primarily results from geometry and fluid interactions.  Three typical sources of 
unsteadiness are protrusions in the flow, a backward facing step, or fluid/wall 
interactions.  These sources result in three types of vortex shedding processes defined as 
obstacle, angle, and parietal vortex shedding respectively [1].  Flow within a rocket 




inhibitor ring, non-uniform burn of propellant, or other protrusions.  Considering the 
same rocket chamber, angle vortex shedding results from injectant entry at an angle due 
to lack of propellant uniformity.  Finally, flow investigations of a rocket are concerned 
with parietal vortex shedding as it is found to initiate pressure oscillations in 
experimental studies using cold-gas by Prévost et al. [2], small scale motor firings [3], 
and simulations by Vétel et al. [4].  This type of vortex shedding is characterized by 
internal pressure oscillations occurring near the surface and diminishing near the 
centerline.  
 
Using linear stability analysis, a higher order unsteady term is superimposed with 
the steady mean flow.  The resulting instantaneous flow is the sum of the unsteady and 
steady parameters.  The unsteady term can be further decomposed to three fundamental 
types of fluid wave motion.  These are the compressible, irrotational acoustic wave, the 
rotational incompressible vortical wave, and the hydrodynamic wave.  The first waves are 
commonly combined to form the vorticoacousitc wave.  The vorticoacousitc wave is well 
known and has been studied without and with wall injection [5-11].    
 
1.2 Hydrodynamic Instability 
 Hydrodynamic instability is the breakdown of the flowfield associated with vortex 
shedding and can result in turbulent flow.  Unlike its counterpart, the vorticoacousitc 
wave, the hydrodynamic wave evolves over a wide spectrum of frequencies and length 




circular frequency in terms of the generalized eigenvalue problem represented by the 
eigenvectors and eigenvalues respectively. The pioneering studies utilizing 
hydrodynamic stability analysis were performed by Varapaev and Yagodkin wherein the 
stream function is perturbed to solve the Orr-Sommerfeld equation [12].  The one-
dimensional normal mode approach was utilized in this study which assumes parallel 
flow, thus neglecting variations in the transverse direction [13].  Casalis et al. [14] 
addressed the parallel flow assumption by utilizing a technique known as the Local 
Nonparallel (LNP) approach.  Unlike the normal mode approach which assumes all 
fluctuating parameters in the axial and tangential directions are zero, the LNP approach 
assumes them to be relatively small compared to the radial direction.  This technique 
extended the normal mode approach to a larger range of mean flows and showed 
favorable comparisons to experimental data collected from VECLA and VALDO cold-
flow experiments [14-19].  However, the assumption that axial and tangential parameters 
are relatively small compared to the radial is violated for the classic Taylor-Culick [20, 
21] mean flow.  In particular, the assumption of local parallel flow at the headwall and 
sidewall is subject to debate.   
 Further advancing hydrodynamic stability analysis and overcoming the local 
parallel assumption Theofilis [22] introduced the biglobal approach.  The biglobal 
approach allows for significant parameter variations in radial as well as axial directions 
with periodic variations in the tangential direction.  By allowing the amplitude function to 




form.  Additionally, this approach produces a system of partial differential equations 
which allows the satisfaction of boundary conditions at the headwall.  Chedevergne et al. 
[19] have utilized this approach to extract the Taylor-Culick amplified modes and showed 
favorable comparison to VALDO experimental results.  Also utilizing this approach 
Batterson and Majdalani [23, 24] and Elliott et al. [25] captured hydrodynamic structures 
in the bidirectional vortex rocket engine and in hybrid rockets with injecting headwalls 
respectively.  The biglobal frame work utilized by Batterson [26], Batterson and 
Majdalani [23, 24], and Elliott et al. [25] was extended by Akiki [27] to include 
compressibility effects.  The present work aims to extend the same framework to include 
two-phase flows where particles are injected with the propellant.              
 
1.3 Stability Criteria and Illustration 
A dynamic system is considered stable if the fluctuating parameters are decaying 
with time to some acceptable value. This stability criteria is known as Lyapunov 
Stability, named after Aleksandr Lyapunov, and it can be generally defined for the 
nonlinear dynamic system ,    ,x f x t  as follows [28-30]:  
 ( )   for   0ex t x t    
where ( )x t is the system state vector, ex is an equilibrium where   0,ef x  and is a 
user specified distance from the equilibrium.  Within this study the criteria for the 
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 Now that the stability criteria for the individual fluctuating parameters have been 
defined it is beneficial to discuss the global stability in terms of primary results for the 
method utilized in this work, eigenvalues.  The eigenvalues associated with each problem 
are plotted over the entire spectrum, as illustrated in Figure 1.1.  These spectra can be 
viewed in terms of stability, similar to a typical Hopf bifurcation where the problem is 
considered stable when the imaginary component, specifically a part of this component 
termed the first Lyapunov coefficient, of the frequency is negative [31].  In Figure 1.1 the 
horizontal line demonstrates the dividing line between regions of stable (below the line) 
and unstable (above the line) eigenvalues.  The results throughout this work will be 
primarily focused on the values in the unstable region.  
 












Figure 1.1: Example of spectrum for a simulated solid rocket with horizontal line 





1.4 Particle Entrainment 
Particle-laden flow and its stability characteristics have been a topic of interest in 
the propulsion and fluid dynamics communities for many years [32-46].  The injection of 
particles with the primary propellant can be optimized to increase the specific impulse of 
rockets and also act as a suppression agent for high frequency instabilities.  Conventional 
single phase stability theory was extended by Saffman [32] to include inert particles.  The 
presence of particles tends to reduce the gas velocity, attenuating shear effects and 
associated instabilities.  Conversely, they also present a destabilizing effect as a result of 
the local growth in mass, resulting in increased Reynolds number (density sensitive).  
Increasing the Reynolds number results in amplification of the instability growth rates 
found in hydrodynamic studies.  From this it is understood that the global effect of 
particles on intrinsic instability is not obvious.  Féraille and Casalis [35] using the normal 
mode approach applied Saffman’s two-phase concept to analyze a two-dimensional non-
reactive porous chamber with the planar Taylor-Culick Profile.  Their work employed 
constant diameter spherical particles injected into the chamber and one-way coupling 
using the Stokes drag force, being proportional to the relative particle velocity, to couple 
the gaseous and particle phases.  Their results show that in rocket combustion the 
addition of particles can either stabilize or destabilize the flow with dependence on 
particle injection velocity, Stokes number, and the particle mass concentration.  In this 
work an approach similar to that of Saffman’s will be utilized with the biglobal 





1.5 Dissertation Organization 
The remainder of this paper is organized as follows.  In Chapter 2 the gaseous and 
particle biglobal equations are formulated.  This is initiated by first illustrating the 
geometries under investigation including the Solid Rocket Motor (SRM), Solid Rocket 
Motor with reactive headwall, and Hybrid Rocket Engine (HRE).  Next a brief discussion 
on the Stokes number and normalization is given.  Then the chapter provides details on 
the perturbation and mean flow of each phase. Finally, the chapter is brought to a close 
with the selection of boundary conditions. 
Numerical methods are discussed in Chapter 3 including spectral methods and 
eigensolvers. The spectral biglobal equations for two-phase flow are given in Chapter 4. 
The primary objective of this chapter is to illustrate the results and analysis performed for 
the present work. The results are compared with those of prior works.  The main 





Chapter 2  
Formulation of Gaseous and Particle 
Biglobal Equations 
The formulation chapter provides the development of all governing equations 
required for the analysis performed in this work.  Starting with an assumed geometry, the 
problem is described via its physical model, which leads to discussion on the 
implementation of a particle analysis and their predicted behavior within said model.  
Following this model a normalization of the Navier-Stokes equations will be presented 
leading to the fundamental equations governing two phase flow.  Finally the mean flow 
and particle concentration equations combined with the biglobal ansatz give rise to the 
two phase biglobal equations.   
 
2.1 Geometry 
The geometry under consideration is a simplified but well-justified model of a 
solid rocket motor core and the hybrid flowfields as found in Figure 2.1 and Figure 2.2 
respectively.  The gas and particle injection schemes represent the gas, and herein, the 
particle flows, leaving the burning surface of the propellant in both geometries.  The solid 
rocket motor (SRM) model can represent either a reactive headwall, with constant 
headwall injection, or a nonreactive headwall by setting headwall injection to zero.  The 




to be specified by Berman’s cosine function [47] with a maximum centerline velocity of
0.U   Additionally, the headwall injection velocity can be varied to reproduce the rate of 
mass addition at the injector faceplate of the hybrid rocket model.         
 
 
Figure 2.1: Geometry of a simulated solid rocket motor (SRM) with uniform injecting 
headwall and sidewall with particle entrainment 
 
 
Figure 2.2: Geometry of an internal burning hybrid grain with cylindrical perforation and 
sinusoidally imposed headwall injection and particle entrainment.  
 
2.2 The Stokes Number 
The particle entrained flow under consideration is assumed to be incompressible 




with constant diameter, ,Pd  a mass, ,pm  and number density Pn  per unit volume. The total 
particle mass per unit volume can be observed as .P P PX m n   Just as Féraille and Casalis 
[35] this work will use the Stokes approximation to evaluate the drag force on particles.  
The gas density is small in comparison to the density of individual particles, justifying 
this approximation.  The Stokes drag force on the particles is as follows: 
       316, 3 ;  , ,S P P P P PG Pr z d n m dr z r z     F U U   (2.1) 
where  ,G rG zGU UU   and  , .P rP zPU UU   It is important to observe that the drag 
force is proportional to the number of particles and the relative velocity of the gas with 
respect to the entrained particles.  For this expression to be valid the particle Reynolds 
number, ,PRe  must be small, as noted below.  
 1









  (2.2) 
The equations of motion for particles then become 
    D 3
D
P P
P P P P P P G PP P
m n m n d n
t t
      
U U U UU U   (2.3) 
The equations of motion found in Equation (2.3) can be simplified to a first-order 
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It is assumed that the particles are released from rest so (0) 0P U and the 
projected time-dependent behavior is of the type 





     
  
U U   (2.5) 
From this approximation the role of P is fully understood as the characteristic 
time constant for initiating particle motion, hence terming it the dynamic relaxation time.  
Just as this time constant is characterized so must the characteristic time constant for 
mass transport be characterized.  Thus defining the time needed for a particle to cross the 
radius of the chamber, which is estimated as /A wa U   where the particles are being 
injected at constant velocity, ,wU from the wall.  The ratio of these characteristic time 
scales yields the Stokes number, ,S  which is a measure of particle resistance to 
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 
  (2.6) 
The Stokes number acts as a gauge to predict if the particles follow or deviate 
from the surrounding fluids trajectory.  As S   is increased the particles resist entrainment 
such that at very large values, 1,S   result in particle clustering such that the particles 
become uncoupled from the sounding fluid. This by definition makes sense as it implies 
the inertia forces are greater than the drag forces entraining the particles.  For this reason 
this study will investigate configurations where 0.001 0.1S  which depending on the 





Experience has shown that when the governing equations are converted to non-
dimensional forms, important non-dimensional parameters are recovered that prove 
paramount to determining and guiding the characteristics of the flow solutions. The non-
dimensionalization is performed as indicated below:  
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   (2.7) 
Parameters a  and wU  are the radius and reference velocity, respectively, which are used 
to normalize the continuity, species, and momentum equations.  The non-dimensional 
mass concentration of particles is represented here by .PX    
At this point it should be noted that in order to satisfy the momentum 
conservation for the two phases, the drag force for particles as noted in Equation (2.1) 
should be subtracted from the gaseous momentum equation such that the gaseous-phase 
equation of motion is  
  2D 3
D
G
G G P P G Pp d nt
       U U U U    (2.8) 
With the gaseous-phase equation of motion, the fundamental equations for 
conservation of mass and momentum, based on the non-dimensional quantities defined in 
Equation (2.7), can be summarized as: 
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Particle Momentum    1P P P G Pt S

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

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2.3 Perturbation 
The Equations (2.9)-(2.12) are linearized to fully realize the characteristics of 
small disturbance wave propagations and their possible instability modes. Perturbation 
methods are employed to complete this linearization and are applied to the flow variables 
of interest.  These variables are now defined as the linear sum of the mean flow and the 
unsteady components of the variable. Defined in general terms, for any flow variable M  
 M M m     (2.13) 
where M  is the time-mean value and m is the unsteady component. The unsteady term 
can be further broken down as follows 
 m m m m        (2.14) 
where m

is the compressible, irrotational acoustic wave, m is the rotational, compressible 
vortical wave, and m

 is the hydrodynamic wave. 
 The primary interest of this work focuses on the hydrodynamic wave and 
therefore the only unsteady term of interest is m





have been studied at length in previous works.  While these waves occur at specific 
frequencies, the hydrodynamic waves occur over a wide spectrum of frequencies.  The 
following sections will use the aforementioned perturbation method to develop equations 
for the gaseous and particle phases, respectively.     
 
2.3.1 Gaseous Perturbation 
The gaseous-phase equations are developed by normalizing Equations (2.9) and 
(2.11) with the parameters found in Equation (2.7).  The result is the set of viscous, 
incompressible Navier-Stokes equations in cylindrical coordinates with hydrodynamic 
characteristics captured, shown to be 
Continuity 
 1 1 0r r z r r z
U uU U U u u u
r r r z r r r z
 
 
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       
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  
  (2.15) 
Radial Momentum 
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 Further simplifying the above equations it is understood that the mean flow is 
known and is unaffected by the fluctuating parameters so moving forward with analysis 
the leading order terms ( )M and 2( )M  sum to zero.  In addition, this analysis is based 
on solving for first order fluctuations which means further reduction can be applied by 
neglecting the second order terms 2( )m . After applying these simplifications, Equations 
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2.3.2 Particle Perturbation 
The particle equations are developed by normalizing Equations (2.10) and (2.12) 




incompressible transport equations for particle concentration, ,Px with hydrodynamic 
characteristics captured, shown to be 
Continuity 
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 As with the gaseous equations, the mean flow parameters for particles are known 
and our interest is in the first order fluctuations. As such, the same simplification is 
applied to the particle equations, namely removal of ( ),M 2( ),M and 2( )m terms.  
The resulting equations are 
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2.4 Mean Flow Field 
The mean flow field for this work can be divided in two overall areas, gaseous 
and particle.  A one-way coupling between the gaseous and particle phases is utilized 
assuming the concentration of particles is sufficiently weak and their effects on the bulk 
gaseous motion can be neglected. With this assumption the mean gaseous motion can be 
represented by the extended Taylor-Culick solution [48].  Meanwhile the greater interest 
of this formulation is that of the effects of particle motion.  Recent work in this area are 
mostly experimental studies, such as work by Cauty and Erades [49], Duprays et al. [50], 
and Melcher et al. [51], but a few have been simulation or model oriented [33, 52-60].  
While none employ the biglobal approach to understand combustion instabilities, many 
have found interesting results that will prove useful in advancing this work to include 
other analysis [57, 58, 61].  The most noteworthy is the work by Lin [62] which could be 
utilized to further refine particle size within the framework found in this work.  The 
primary means of comparison and advancement within this work is not only the 
advancement of an existing framework but also creating an alternate analysis method to 
the stream function approach in the work by Féraille and Casalis [35]. 
 
2.4.1 Gaseous Mean Flow 
As mentioned in the Stokes drag section, the effects of particles on the gaseous 
mean flow can be ignored as it is assumed that the particle concentration is sufficiently 




mean flow field is that of the extended Taylor-Culick.  The self-similar form for the 






















  (2.31) 
where   is the stream function, U is the mean flow velocity in the given direction, hu is 
the headwall injection constant, and 212sin( )F r .  
 
2.4.2 Particle Mean Flow 
In order to understand the particle mean flow, knowledge can be gleaned from the 
works of Féraille and Casalis [35].  They found that the particle mean flow can be 
mathematically described by the equations: 
 



















  (2.32) 
The case investigated by Féraille and Casalis [35] was in a Cartesian coordinate 
system and therefore the form must be developed for to the axisymmetric case.  This is 
achieved by applying the similarity form as shown in Equations (2.31) and (2.32) to the 
equation of motion for particles, as seen in Equation (2.12), in the radial direction.  The r-
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  (2.34) 
This first order nonlinear ordinary differential equation yields the mean velocity of 
particles in the radial direction.  To solve this ODE the boundary condition must be 
obtained. An assumption is made that injection of the particles occurs at the maximum 
possible injection speed into the chamber, which is the same as the gaseous injectant 
velocity. In this case, when particles are sufficiently small, (1)rP wU U   or
(1) 1J     .  In reality, the particle velocity can be varied such that it is smaller than 
that of the gas by some fraction, , which can be varied by two orders of magnitude based 
on particle mass density and the local velocity field gradient.  In this work the fraction is 
arbitrarily varied over two orders of magnitude, 0.01,0.03,0.05,0.1,0.2,0.4,0.8,  and 
1.0.  This formulation does yield a singularity, namely at 0,r  so an equivalent boundary 
condition must be employed to circumvent this singularity while maintaining the radial 
inflow requirement.  Approaching this by integrating from the sidewall to 1 1; 0r r r   
the singularity can be overcome.  To achieve this Equation (2.34) is expanded in a Taylor 
series expansion such that 
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In the limit as 1 0r  where (0) (0) 0J F  the remaining terms of the expansion are 
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The positive root of Equation (2.37) is 
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For this solution to be physical it must be real which occurs when 
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  (2.39) 
This provides a limit on the Stokes number associated with this analysis which aids 
particle assimilation with gas flow and limits any effects of particles on the gas motion.  
The z-projection of the equation of motion for particles, Equation (2.12), in the 
axial direction is  







  (2.40) 
Just as with the velocity in the radial direction this can be written in self-similar form as 
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2.4.2.1 Illustrations of Axisymmetric Particle Mean Velocity Components 
The particle mean flow velocities were computed from Equations (2.38) and 
(2.41) and plotted in Figures 2.3 and 2.4 with varied Stokes number and ratio of particle-
to-gas injection velocity at the sidewall.  From Figure 2.3 it can be observed that the ratio 
of particle-to-gas injection velocity takes a secondary role to that of the Stokes number in 
overall flow effects. It can further be observed that the particle velocity will lag the 
gaseous velocity but then overtake the gaseous velocity as a result of the reduction in 
chamber area as the particle moves into the chamber.   The gaseous velocity slows more 
quickly when approaching the centerline due to the ability of the gaseous flow to transfer 
its energy more rapidly from the radial to the axial direction through turning and 
integrating with the parallel stream.  Particles, on the other hand, turn more gradually as 
Stokes number is increased in the illustrations the mean particle velocity exceeds that of 
the mean gaseous velocity approaching the centerline.  This can be verified by Figure 2.4 
where the axial velocity for particles lags that of the gaseous velocity.  While a full order 
of magnitude is not shown in the figure, when the Stokes number is increased from 
0.008S   to 0.08S   the maximum centerline velocity is decreased by over 22%.  This 
reduction in velocity is another consideration for limiting the Stokes number, or particle 
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Figure 2.3: Mean radial velocities of particles and gas compared with varied stokes 























Figure 2.4: Mean axial velocities of particles and gas compared with varied stokes 





2.4.2.2 Particle Concentration Field 
The mean particle mass concentration, ,PX  was addressed by Féraille and Casalis 
using the self-similar form, function of y only,  as well as a general form, function of y   
and ,x  where as our work focuses only on the latter. To solve for the particle mass 
concentration we start with the continuity equation of particles, Equation (2.10), and 
assuming no tangential dependence Equation (2.10) becomes  
 0P P rP rP zPrP zP P
X X U U U
U U X
r z r r z
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  (2.42) 
In practice, the rate particles enter the chamber and the mass fraction of particles must be 
zero at an inert headwall requiring ( ,0) ( ,0) 0P PX r X r  .  Particle mass concentration is 
specified along the wall as a function of z  and becomes nearly equal to its asymptotic 
limit, 0(1, ) ( ) ,P PwX z X z X   when 0z z .  The critical abscissa where flow begins to 
breakdown is represented by 0z .  Féraille and Casalis [35] show that particle effects are 
meaningful in the amplified regime downstream of 0z and it is also known that 
breakdown occurs at 0 5z   for cylindrical chambers [63].  Since the particle mass 
concentration and its first derivative at 0z   are set to zero and 0( )PwX z is constant to 
prevent singularity at the centerline a smooth distribution is chosen for 00 .z z    The 
actual shape of PwX is not known but the following piecewise function is assumed to 
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  (2.43) 
Féraille and Casalis [35] have tested two different smooth distributions representing the  
shape of the particle mass concentration with similar stability results near the unstable 
region and no variations in results downstream of the critical abscissa.  Figure 2.5 shows 
the predicted spatial particle concentration distribution in the radial direction for different 
axial locations.  It can be observed that axial distribution of mass concentration is 
reduced by decreasing particle-to-gas velocity at the side wall, .   While   plays the 
primary role in axial scattering, further analysis shows the value of S  plays a limited 
role. 
Equation (2.42) will be reduced to an ODE through the use of the method of 
characteristics.  Again, using the self-similar form, see Equation (2.32), Equation (2.42) 
becomes 
 
       , , ( )( ) ( ) ( ) ( ) , 0P Ph P
X r z X r z J r
J r z u G r J r G r X r z
r z r
            
  (2.44) 
where ,J  ,G and (1, ) ( )P PwX z X z  are known.   
Dividing through by J  and letting ( ) ( ) / ( ),R r G r J r Equation (2.44) becomes 
 




X r z X r z J r
z u R r R r X r z
r z J r r
   
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  (2.45) 
To satisfy the method of characteristics, ( )z z r  must be chosen in a way that Equation 




introduced, where  ( ) , ( ) .PK r X r z r  Then ( )K r  is differentiated with respect to r  
resulting in 
 ( ) ( )P P
X X
K r z r
r z
   
 
  (2.46) 
The first two terms in Equation (2.45) collapse into ( )K r  when ( ) ( ) ( )hz r z u R r   .  









z r z u x u
J x
     (2.47) 
 
The original equation now reduces to  
 
( ) 1
( ) ( ) ( ) 0
( )
J r
K r R r K r
J r r
      
 
  (2.48) 
Given that  0 0(1) 1, ( )P PwK X z X z    the general solution is 
01 1
( ) 1 (1)
( ) (1) exp ( ) d ( ) exp ( )d
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J x x rJ r
                
    (2.49) 
Completing the method, Equation (2.47) is substituted into Equation (2.49) and the final 
solution is determined to be 
     (1), ( ) ( )
( )P Pw h h
J
X r z X z u I r u I r
rJ r

















The function ( )I r  was numerically evaluated within the framework.   
 


































      



































Figure 2.5: Particle mass concentration throughout the chamber with varied particle to 
gaseous velocity ratio and 0.079S  .  
 
 
2.5 Boundary Conditions 
The boundary conditions for the configuration under investigation must be 
determined to accurately assess the unsteady flow parameters and facilitate solution to the 
given problem.  In order to illustrate the boundary conditions Figure 2.6 shows the 
location of the boundary conditions for the headwall ( ( ,0)),M r  sidewall ( (1, )),M z  




equations, the no-slip condition at the sidewall is applied for mean and fluctuating 
velocity components.  This can be observed as 
 (1, ) (1, ) (1, ) 0r zu z u z u z     (2.52) 
The same no slip condition can be observed at the headwall leading to 
 (r,0) (r,0) (r,0) 0r zu u u     (2.53) 
The centerline is assumed to be an axis of symmetry where: 
 
d d d
(0, ) (0, ) (0, ) (0, ) 0
d d d
r zu u pz u z z z
r r r
      (2.54) 
The sidewall and headwall are assumed to be acoustically closed so the pressure 
boundary conditions are selected as: 
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    (2.55) 
The exit conditions are selected such that hydrodynamic waves are allowed to pass 
through the boundary.  In this case extrapolation is used in the streamwise direction [19, 





( , ) ( , ) ( , ) ( , ) 0
dzdz dz dz
r z
f f f f
uu u p
r Z r Z r Z r Z      (2.56) 
With a complete set of boundary conditions for the gaseous phase attention is 
turned to the boundary conditions for particle small disturbance parameters.  Similar to 
that of the gaseous equations sufficiently small particles cannot violate the no-slip 





 (1, ) (1, ) (1, ) (1, ) 0rP P zP Pu z u z u z x z      (2.57) 
 (r,0) (r,0) (r,0) (r,0) 0rP P zP Pu u u x      (2.58) 
Assuming symmetry across the centerline and extrapolated exit conditions the result is 
Equations (2.62) and (2.63) respectively. 
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(r, Z ) (r, Z ) (r, Z ) (r, Z ) 0
dzdz dz dz
PrP zP P
f f f f
uu u x      (2.60) 
  Equations (2.55) – (2.63) represent the complete set of boundary conditions for 
the geometry and flow field under consideration in this work.   
 
 











Chapter 3  
Numerical Methods 
The focus of this chapter is to describe the numerical methods employed to 
perform stability analysis of two-phase flow in solid and hybrid rockets.  This work is a 
continuation of a stability framework first developed at UTSI by Joshua Batterson [26] 
which was recently advanced by Michel Akiki [27].  Due to the exhaustive measures 
taken by Batterson in his PhD dissertation to concisely and clearly articulate 
methodology and coding techniques for spectral methods, the reader is highly encouraged 
to review this work if the surface material offered here needs clarification.  Also of 
interest is the work done by Trefethen [65] on spectral methods and MATLAB.  
 
3.1 Spectral Methods 
 This work investigates combustion instabilities, or wave propagations, in the 
aforementioned geometry, to this end the eigenvalue problem with partial differential 
equations for the two-phase flow can be solved using several methods. The primary 
methods employed are the finite differencing method, the Rayleigh-Ritz-Galerkin method 
(or more commonly known special case, finite element method), and spectral methods.  
Spectral methods surpass the other methods for this case due to higher accuracy results 




temporally is needed to capture hydrodynamic modes.  Due to the nature of some 
hydrodynamic modes this resolution is desirable to capture small vortex structures that 
drive these modes.  Spectral methods have high resolution because of their global nature.  
This global solution is used to obtain higher order approximations which leads to the 
need for approximation methods.   To approximate the functional solution of the two-
phase governing equations, interpolating polynomials are used.  Chebyshev polynomials 
were chosen over Legendre polynomials due to the advantageous nature of their spacing 
[66]. This spacing allows for higher resolution near the boundaries.  A further benefit of 
interpolating polynomials is that they are constructed in a manner that provides an exact 
solution at specific points.  These points are the collocation points which coincide with 
the zeros of the interpolating polynomial.      
    
3.1.1 Chebyshev Polynomials 
A brief overview of Chebyshev polynomials is given to aid in understanding the 
overall solution method.  As noted above, Chebyshev polynomials are not uniformly 
spaced, beyond the advantages previously discussed, this also alleviates issues such as 
Gibb’s and Runge phenomenon.  The Gibb’s phenomenon is the Fourier series behavior 
at a discontinuity associated with a piecewise continuously differentiable periodic 
function.  Chebyshev polynomials on the other hand, have the useful features of 
orthogonal polynomials and the Fourier series.  They are favorable because they allow for 




interval of interest [66, 67]. Associated with Lagrange interpolation, the Runge 
phenomenon is a result of the approximations attempt to resolve oscillations at or near the 
intervals edge [65]. 
Chebyshev polynomials of the first type satisfy the differential equation 
 2 21 1 1(1 ) ( ) ( ) N ( ) 0N N NT T T             (3.1) 
After the following change of variables: 
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     (3.2) 
The solution to this equation is 
  1( ) cos 1 arccos( )NT N        (3.3) 
 In application these polynomials can approximate both known and unknown 
functions to degree .N   The order N discrete polynomial approximation of the function 
( )f   can be shown as 
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  (3.5) 
with 
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d




  (3.6) 
Equation (3.5) yields a system of N  equations and N  unknowns which must be solved 
simultaneously to find the values of the function f  at the collocation points. 
 
 
3.1.2 Pseudo-Spectral Derivatives 
Due to the nonuniform nature of Chebyshev collocation, resulting in sensitivity of 
derivative formulation to step size, a similar means for derivative approximation must be 
utilized.  Given the polynomial approximation, ,NP f  the first derivative of f  can be 
approximated at the collocation nodes with the exact first derivative of NP f mapped to 
the interval [-1,1]. The derivative of NP f is termed the pseudo-spectral derivative found 
in Equation (3.7).   
 ( )N ND f P f    (3.7) 
Just as the original interpolating polynomial was defined the derivative can be defined as 
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The values of f can be calculated directly and the derivative of the weight functions can 
be calculated and stored, within the pseudo-spectral differentiation matrix, a priori.  
Knowing this differentiation matrix Equation (3.8) can be expressed as 
 N N Nf D f    (3.9) 
This method of defining the differentiation matrix is most advantageous in that higher 
order derivatives can be determined by raising the differentiation matrix to the 
corresponding power.  
 
3.1.3 Eigenvalue Problems 
The system of PDEs for two-phase combustion analysis fit the generalized 
eigenvalue problem of the form 
 ij i ij iA f B f   (3.10) 
Where ijA  and ijB  are operating matrices, if is the eigenvector, and  is the eigenvalue.  
The first step in approaching this problem is to determine the transformation to map the 
solution over the interval [-1,1].  In general any interval can be mapped via   
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  (3.12) 
The Kronecker- or tensor- product for matrices, Equation (3.13), is used to build a single 
matrix from a two-dimensional collocation.  In the case above the derivatives with 
respect to r  take the form ( ) (I )N ND   while the derivatives with respect to z take the 
form (I ) ( )N ND  where  ND  is the differentiation matrix and  IN is the identity 
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  (3.13) 
The operator matrices can be built for the system of PDEs now that the differentiation 
matrices have been determined.  For the two-phase formulation each operator matrix can 
be subdivided into subsets over the entire grid encompassing the coefficients of eight 
dependent variables in eight equations.  In the case of N N  collocation points, the 
operator matrix ijA , would consist of 
2 264N N  elements for a total of 464N  within the 
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The final preparation of the system is complete once the boundary conditions have been 
implemented.  This consists of rewriting the entries associated with the boundaries with 
the boundary values for the configuration.  
3.2 Eigensolvers 
Once the eigenvalue problem is fully defined all that is remaining is selection and 




discussed as well as their advantages, disadvantages, and limitations.  The single matrix 
eigenvalue problem form, similar to Equation (3.10), will be used to demonstrate the 
methods of choice.  The characteristic equation can be obtained by expanding the zeroed 
determinate of the single matrix eigenvalue problem as shown in Equation (3.14). 
 det ( ) 0ij NA I    (3.14) 
The characteristic equation is used to obtain the eigenvalues.  If multiplied through by 
1
ijB
 the generalized form can be expressed as a single matrix eigenvalue problem resulting 
in 
 1 1 10;    ij ij ij ij ij N ij ij ijA B B B C I C A B 
         (3.15) 
The eigenvalues of ijC are the eigenvalues of the original problem.  In addition to the 
error incurred from computational accuracy of inverting and solving matrices, the process 
is computationally expensive.   In light of this, other methods are of interest.  Just as the 
above is not advantageous, from a computational expense aspect, algorithms based on 
similarity transformations are advantageous.  The methods discussed in the following 
sections are the LU method, the QR method, and the Arnoldi algorithm.         
 
3.2.1 QR and LR Methods 
 The QR and LR methods both utilize similarity transformations to determine all 
of the eigenvalues converging to a matrix where the eigenvalues are on the diagonal.  The 




to an ability to obtain the inverse via the transpose of the matrix.  The QR decomposition 
sets 
 ij ij ijA Q R   (3.16) 
where ijQ is an orthogonal matrix and ijR is an upper triangular matrix.  The two-step 












 (2) (1)T (1) (1)ij ij ij ijA Q A Q   (3.17) 
 The LR decomposition method is similar to the QR method except it uses 
eliminations with each iterative multiplication of all previous transformations [69].  Its 
form is 
 ij ij ijA L R   (3.18) 
where ijL is a lower triangular matrix and ijR is an upper triangular matrix.  In this case,     




ij ij ijR L A

   (3.20) 
resulting in  
 
1(2) (1) (1) (1)
ij ij ij ijA L A L
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The QR method will be employed for this work due to its ability to capture small 
hydrodynamic structures and the entire spectrum all at once.   
 
3.2.2 Arnoldi Algorithm 
A primary choice for many stability studies, the Arnoldi algorithm [70-73] is 
robust and can accommodate sparse matrices most efficiently.  This method does allow 
for computation interruption and is less computationally expensive.  However it is 
inefficient when trying to capture the entire spectrum due to iteration about initially 
guessed eigenvalue and confined region for solution output.  This study is primarily 
interested in obtaining the entire spectrum under varied conditions and therefore the 




Chapter 4  
Biglobal Stability Analysis with Particle 
Entrainment 
In this chapter the biglobal stability analysis with particle entrainment will be 
applied to solid and hybrid rockets.  Within this chapter the reduced gaseous and particle 
governing equations found in Chapter 2 will be restated with the ansatz for biglobal 
analysis leading to a fully realized set of biglobal equations.  To follow are the results for 
solid and hybrid rockets with varied flow parameters as well as comparison to other two-
phase flow works.  The final results show that the given two-dimensional framework 
provided can accurately characterize the three-dimensional, axisymmetric, cylindrical 
flow for the suggested configuration with unquestioned agreement with other works. 
 
4.1 Spectral Biglobal Equations 
The derivation of the following equations results from Equations (2.19) – (2.22) 
and (2.27) – (2.30).  Starting from the Linearized Navier-Stokes equations a detailed 
development of the two-phase biglobal equations can be found in Appendix A, the final 
result is given below for convenience. 
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Gaseous Tangential Momentum 
 r rr r z z
u U iqU u U U u U u u U iq
i u U u u U u p
r r r r r r z z r
        
  
    
         
    
   
 
2 22
2 2 2 2 2
1 2
r
u u u uq iq
u u
r rr r r r z
   

   
        
   
                                      P PP P
X x
u u U U
S S   
      (4.3) 
Gaseous Axial Momentum 
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Particle Continuity 
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Particle Tangential Momentum  
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  1= z zPu uS    (4.8) 
It can be noted that if particle mean flow and fluctuating components as well as 
particle concentration are set to zero, meaning no presence of particles, the result is the 
two-dimensional Linearized Navier-Stokes Equations as used by Batterson and Majdalani 
[23, 24]. 
 
4.2 Selecting Number of Collocation Points 
 Trefethen and Theofilis show that 30 or more collocations points, ,N  result in 
adequate description of the spatial structure of the eigenfunctions [22, 65].  There are 
several limitations and constraints on the selection of a large number of collocation 




processing itself.  Specifically addressing the memory (RAM) constraints, the current 
framework uses about 8 Gb of memory to provide results when N is 35, about 16 Gb of 
memory when N  is 45, and memory requirements outside of conventional desktop and 
workstation computers as N  is increased further.  Just as noted by Batterson [26] the 
runtime required to obtain results increases by several orders of magnitude moving from 
30N   to 40N   with the runtimes being 10 minutes and 8 hours for each, respectively.  
The results were obtained with both workstation, single quad core, and server 
architectures, dual hex core.  The resulting runtimes for these architectures were not 
different as a result of processing power however differences can be seen in less than 
quad core systems.  The server architecture was able to deliver faster runtimes as a result 
of more available RAM.  Due to these limitations this work utilizes an N of 45 for all 
results shown. The resulting biglobal operator matrices are 2 28(45) 8(45)  or 
16, 200  16, 200  which is a total of 262,440,000 elements in each matrix.            
 
 
4.3 Comparison of Results with Prior Analysis 
While the primary works on particle entrainment are in Cartesian coordinates and 
utilize the normal mode approach there are some parallel comparisons that can be 
observed with the present work.  Féraille and Casalis [35] made some observations in 
their analysis that hold true in the results presented here.  One such observation is that if 
the mass concentration is increased for sufficiently large particle-to-gas injection speed, 




removed from the work by Féraille and Casalis, where the possible evolution of the 
eigenvalues is noted with arrows pointing upward.  This evolution indicates that the 
temporal growth rate is increasing with added particle mass concentration.  This might be 
explained by the particles inability turn as quickly as the gaseous flow and thereby 
introducing disturbances.  The current work finds a similar evolution of eigenvalues for 




Figure 4.1: Two-phase results from Féraille and Casalis where 1000,Re  0.001,S   
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Figure 4.2: Two-phase results from the present analysis where 1000,  0.001,Re S   
1.0,   0.0,hu   and q  = 0. 
 
Also in agreement with Féraille and Casalis we find that the addition of particles 
has a stabilizing effect when the particle-to-gas injection speed is small, 0.1,    and the 
Stokes number is large, 0.1.S    This, as noted by Saffman [32], can be explained by the 
particles resistance to the fluctuating gaseous components as it is entrained with the bulk 
gaseous motion.  In addition to this any gaseous fluctuations must now travel around the 
entrained particles which forces the dissipation of the unstable behavior. The stabilizing 
effects of particles can be seen in Figure 4.3 [35] for the simulated SRM.  Figure 4.4 
shows the results obtained for the same simulated SRM with the present framework.  
This figure shows that the previous framework, work by Elliott, Batterson, and Majdalani 
[74], agrees with the case of zero particle mass concentration.  It also shows the possible 
evolution of eigenvalues.  Again as expected when the particles are injected at a 




the flow.  As the particle mass concentration is increased unstable modes are further 
suppressed.  At this point it is important to note that the present framework does not 
account for temperature or temperature fluctuations.  If the framework had this capacity 
the combustion temperature could be correlated with the Stokes number and particle-to-
gas injection velocity, and as such the particle diameter, allowing analysis of stability and 
specific impulse.  As noted by Huang et al. [37], there is a limit to which subsequent 
increases in particle diameter do not result in greater ignition temperatures.  Since one of 
the primary ways particles increase specific impulse is through an increase in combustion 
temperature a balance can be determined between stability and impulse effects of 
particle-laden flow.   
Finally, Féraille and Casalis noted that “only part of the modes” where shown in 
their analysis [35].  They indicate that these modes are generated by the numerical 
method itself and that they are not associated with the single-phase flow and were not 
convergent when refining the grid.  This filtering of modes is not detailed and is followed 
by a statement that the most amplified modes are found in the single-phase analysis.  This 
is a point of interest because in the present work the two-phase modes are more amplified 
depending on particle-to-gas speed and particle mass concentration    
In addition to comparisons to work with particles the current framework was also 
used to obtain single phase results which were compared to work using the LNP 
approach.  Figures 4.5 – 4.6 are the spectra for a simulated SRM with inert headwall 




entrainment, respectively.  In these figures the axisymmetric, 0,q   case where 
5000Re   is illustrated for the solid rocket motor, 0,hu  the solid rocket motor with 
reactive headwall, 0.5,hu   and the hybrid rocket engine, 50.0.hu    The threshold 
frequencies without particle entrainment for each of these simulated rockets are 
38.432 0.0287 ,i    39.7032 0.30657 ,i   and 82.5351 0.3265i    respectively.   
 
 
Figure 4.3: Two-phase results from Féraille and Casalis where 1000,Re  0.1,S   
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Figure 4.4: Two-phase results from the present analysis where 1000,  0.1,Re S    
0.1,   0.0,hu   and q  = 0.  
 
 
































Figure 4.6: Axisymmetric spectrum for solid rocket motor with reactive headwall














Figure 4.7:  Axisymmetric spectrum for hybrid rocket motor with 50hu  .  
 
 
As expected for these simulations we find that as headwall injection is increased there is 





Review of work by Abu-Irshaid, Majdalani, and Casalis [15] provides insight for 
expected trends in threshold frequencies.  When compared to the Iso-n factors, found in 
Figure 4.8, the results without particle entrainment shows very good agreement with this 
work where results are 01 39.7032 0.30657 ,i   11 57.803 0.2085 ,i   21 75.888   
0.4281 ,i  and 31 76.054 0.0156i    for the cases of 0,1,2,q   and 3.  In Figure 4.4, 
from Abu-Irshaid et al, the threshold circular frequencies for the same cases above are 
33,r  28.5,r  34,r   and 47.r   The Iso-n factors for 1q   dip to a lower 
threshold frequency than that of 0q  with a threshold of 28.5.  The Iso-n factors indicate 
the thresholds for 2q   and 3 are 34 and 47 respectively. While the threshold 
frequencies are not the same the overall trend between headwall injection velocity and 
threshold frequency and unstable range still hold true.  The thresholds in the present work 
hold true to the expectation that the addition of particles provides a dampening effect that 
results in stability in a greater range of frequencies. As expected the threshold frequencies 
with particle entrainment are greater than those without particles and the unstable modes 






Figure 4.8: Iso-n factors from Abu-Irshaid, Majdalani, and Casalis [15] where 










4.4 Biglobal Results 
The parametric studies in this work start with further investigation of a simulated 
SRM. Turning our attention to the smooth transition we selected for the particle mass 
concentration at the wall, as shown in Figure 4.9, we find some interesting correlations 
with other numerical and experimental results [63, 75]. In this figure the smooth 
transition, mathematically defined in Equation (2.54), is illustrated from zero particle 
mass concentration at the headwall  0z   to the prescribed chamber length  0z z  
where the concentration reaches a maximum and remains constant. The eigenvalues 
associated with each variation in critical chamber length can be seen in Figure 4.10 along 
with the evolution of these values as the critical chamber length is moved further from 
the headwall.  The destabilizing effects of transitioning the particle mass concentration  
 






















































































Figure 4.10: Evolution of eigenvalues as maximum particle concentration is reached at 
different chamber lengths. 
 
 






































Figure 4.11: Most amplified eigenvalues as maximum particle concentration is reached 






further down the chamber are apparent and can be explained by the combination of flow 
breakdown and the particle transition occurring in the same area.  This can be noted in 
the “zoomed out” version on the figure shown in Figure 4.11.  Here is seen that the flow 
is clustered until after a critical chamber length of 0 5,z   at which time the range of 
unstable modes increases. This can be corroborated with data obtained from the VECLA 
facility where Avalon et al. noted that flow begins to breakdown at 5 channel heights 
from the headwall, resulting in the term critical chamber length [63].  Also found in 
Figure 4.11 is a trend of amplified modes after a critical chamber length of 0 10.z    
Again, Avalon et al. found that at 10 channel heights down the chamber the flow became 
increasingly unstable.     
 Contour plots of the eigensolutions associated with the first unstable eigenvalue 
are found in Figure 4.12. While these plots are not particularly informative, they do 
illustrate some key features that indicate our results are correct.  As expected the particle 
fluctuations are slightly smaller than that of the gaseous phase fluctuations but act in a 
similar manner.  They are also agreeable with previous work [74] where the larger 
fluctuations in the radial velocity components occur along the streamlines becoming 
more amplified approaching the endwall, axial velocity components fluctuate throughout 




Figure 4.12: Eigensolutions for the first unstable eigenvalue 50.65 0.2469i    with 
1000,Re  0.1,S   0.1,   0.0,hu   0 5.0,X   and q = 0. 
 
 















a) Gaseous radial velocity wave 















b) Gaseous axial velocity wave 
















c) Pressure wave 
















d) Particle radial velocity wave 




















Our attention is now turned to the simulated Solid Rocket Motor with reactive 
headwall.  Figures 4.13 and 4.14 show results for varied particle mass concentration and 
low particle-to-gas injection speed and high particle-to-gas injection speed, respectively. 
The results are very scattered in the case of low particle-to-gas injection speed with no 
discernable pattern, which is counterintuitive compared to expected results and results 
from inert SRM.  On the other hand, the results for higher particle-to-gas injection speeds 
appear to have a clustering trend.  As would be expected the more amplified modes are in 
the case of higher particle-to-gas injection speeds but the clustering trend seems to 
indicate a maximum unstable growth rate as a result of the presences of the particles.   
 
 













Figure 4.13: Two-phase results for a simulated solid rocket motor with reactive headwall 


















Figure 4.14: Two-phase results for a simulated solid rocket motor with reactive headwall 
where 1000,Re  0.001,S   1.0,   0.5,hu   and q = 0. 
 
Almost paradoxically, the results for the Hybrid Rocket Engine, shown in Figures 
4.15 and 4.16, are exactly the opposite of those for the SRM with reactive headwall.  In 
the HRE results the clustering trend is observed for the case of low particle-to-gas 
injection speed, again indicating a maximum unstable growth rate for the flow with 
injected particles. While the scattering of the eigenvalues shows up in the case of high 
particle-to-gas injection speed the overall most amplified modes are not dissimilar.  Also, 
the range of unstable modes does not appear to increase much, relative to other simulated 
motors, namely the inert SRM.  Both the frequency growth rate and range of unstable 
modes appears to be increasing with increased headwall injection which indicates our 
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Figure 4.15: Two-phase results for a simulated hybrid rocket engine where 1000,Re 
0.1,S   0.1,   50.0,hu   and q = 0. 
 
 











Figure 4.16: Two-phase results for a simulated hybrid rocket engine where 1000,Re 








Figure 4.17: Eigensolutions for the first unstable eigenvalue 59.52 0.4958i    with 
1000,Re  0.1,S   0.1,   50.0,hu   0 5.0,X   and q =0. 
 
















a) Gaseous radial velocity wave 
















b) Gaseous axial velocity wave 
















c) Pressure wave 
















d) Particle radial velocity wave 




















It appears that there may be an unexpected correlation between headwall injection 
velocity and the stabilizing or destabilizing effects of particles on the combustion 
chamber flowfield.   
Just as before contour plots of the eigensolutions associated with the first unstable 
eigenvalue are found in Figure 4.17. Again, these contour plots do illustrate some key 
features that indicate our results are correct.  As expected the particle fluctuations are 
slightly smaller than that of the gaseous phase fluctuations but act in a similar manner.  
They are also agreeable with previous work [74] where streamtube motion dominates 
throughout he chamber, the most amplified fluctuations in the radial velocity components 
occur along the streamlines closest to the centerline, and axial velocity component 
fluctuations are the greatest at the endwall.  The waves associated with the eigenfunctions 
for the perturbed flow travel along the streamlines of the mean flow and can be observed 
in Figure 4.18.  This figure is a representation of the velocity field for an eigenmode 
similar to that of analysis performed by Chedevergne et al [19], found in Figure 4.19.  As 
noted by Chadevergne et al [19] in the area near 1r   twoards the exit plane parietal 
vortex shedding can be observred this is the same for the current work.  Furthermore, the 
vortex structures throughout the velocity field in Chedevergne’s work can also be 
observed in the present work with much greater detail.  The increased resolution with the 
present work allows for visualalization of small vortecies which are not captured in the 
prior work.  Of course there are expected variations when comparing the two works as 






Figure 4.18: Velocity field of the eigenfunction associated with the mode 63.17r 
where 1.05,injV   2100,Re  0.079,S  0,q   and 0 0.2X  . 
 
   
 
 
Figure 4.19: Velocity field and contours of the eigenfunction associated with the mode 






Chapter 5  
Conclusions 
This dissertation advanced the biglobal framework with the inclusion of particle 
entrainment.  The framework has been utilized to examine simulated Solid Rocket 
Motors with and without reactive headwalls and simulated Hybrid Rocket Engines.  This 
work developed an analysis tool that aids in further understanding of parietal vortex 
shedding and associated hydrodynamic waves.  This also allows one to analyze acoustic 
waves as vortex shedding is believed to be the triggering mechanism for hydrodynamic 
waves.  To create this framework the equations of motion for the gaseous and particle 
phases are perturbed and the biglobal approach applied.  Appropriate numerical 
procedures, such as Chebyshev collocation and spectral methods, are applied to obtain 
the entire spectrum of eigenvalues.  The set of eigenvalues are used to prepare parametric 
studies of the geometries under various conditions.  Consequently, the results are a means 
to understand the effects particle entrainment on the configurations under review. 
 The analysis of several configurations were compared with previous works by the 
author and colleagues which are, in turn, compared with works that focus on 
experimental cold-gas data obtained in France, specifically at the Office national d’études 
et de resherches aérospatiales (ONERA).  The parametric studies addressing the Stokes 




flow.  The confined physical range of the Stokes number for this formulation was found 
to provide the greatest frequency threshold before instabilities occur.  Seemingly counter 
to the findings of Féraille and Casalis, we find that the two-phase flow does exhibit more 
amplified modes than the single-phase flow. The particle mass concentration was also 
considered in parametric studies showing that an elevated particle mass concentration 
increases the frequency threshold and stabilizes the flow, as expected: yet it also causes a 
diminished gaseous velocity. In connection with particle mass concentration studies, an 
assessment of the chamber length where the particle mass concentration reaches its 
maximum value was performed.  The findings are compare favorably to data obtained via 
experimentation using rectangular test sections.  A new finding in this area is the increase 
of the instability region when the particle mass concentration reaches its maximum at or 
after the point of flow breakdown.  It was also found that significantly amplified, three 
times greater than other cases, eigenvalues occur when this maximum is reached at or 
after 10 radii from the headwall. The effects of variation in the azimuthal wave number 
are found to be comparable with previous published results.  Finally, sample velocity 
fields were created using the current framework and compared with a sample velocity 
field for similar configurations without particles.  The investigated vortex structures agree 
nicely.  The presented new framework provides increased resolution in the study of 
vortices and related phenomena.     
Future work recommendations include the investigation of the Stokes number in 




optimum versus limiting case behavior. Also further parametric analyses are suggested 
Reynolds number as well as expansion of current particle mass concentration to elucidate 
effects on flow velocity and explore implications on system stability. The studies may 
also lead to a quantifiable correlation between particle-to-gas injection speed and 
headwall injection speed.  Of interest as well is the addition of particles with varying 
diameter.  In this case, particle diameter can be utilized in rocket characterizations by the 
dynamic balancing of the terminal velocity and the gravitational force.  The 
characterization with varying particle diameters would allow one to select differing 
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A.1 Development of Biglobal Equations  
 Starting with the normalized Navier-Stokes equations the biglobal equations for 
two-phase flow are derived as follows 
The normalized gaseous continuity equation is: 
 0G U  (A.1)  
For cylindrical coordinates this becomes the following: 









  (A.2) 
Applying the perturbation: 
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  
     (A.3) 
Expanding terms and dropping notation for gaseous phase, all components without phase 
notation will be assumed gaseous: 
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  (A.4) 
The leading order portion of the equation is known and so all leading order terms are 
dismissed resulting in: 
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  (A.5) 
The biglobal ansatz is applied resulting in the following: 
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 (A.8) 
Resulting in the final biglobal gaseous continuity equation below. 
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Moving to the equation of momentum for the gaseous phase, its normalized form 
is the following: 
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For cylindrical coordinates, in the radial direction, this becomes the following: 
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Applying the perturbation: 
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Expanding terms and dropping notation for gaseous phase, all components without phase 
notation will be assumed gaseous: 
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Grouping similar terms we find 
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The leading order terms are known and are dismissed. Our concern is the first order 
solution so second order terms are neglected resulting in: 
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The biglobal ansatz is applied resulting in the following: 
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After differentiation and division by the common exponential term the resulting equation 
is the final biglobal gaseous radial momentum equation below. 
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Following the same procedure the final biglobal gaseous tangential and axial momentum 
equations are 
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Turning attention to the particle phase the normalized particle continuity equation 
is: 
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For cylindrical coordinates this becomes the following: 
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Applying the perturbation: 
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Expanding terms: 
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Grouping similar terms: 
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The leading order terms are known and are dismissed. Our concern is the first order 
solution so second order terms are neglected resulting in: 
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The biglobal ansatz is applied resulting in the following: 
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After differentiation and division by the common exponential term the resulting equation 
is the final biglobal particle continuity equation below. 
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Moving to the equation of momentum for the particle phase, its normalized form 
is the following: 
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For cylindrical coordinates, in the radial direction, this becomes the following: 
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Applying the perturbation: 
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Expanding and grouping terms: 
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The leading order terms are known and are dismissed. Our concern is the first order 
solution so second order terms are neglected resulting in: 
  1=P PrP rP rP rP rP rP rPrP rP zP zP r rP
U uu u U u U u U
U u U u u u
t r r r r z z S
 
 
      
      
      
   
     (A.32) 
The biglobal ansatz is applied resulting in the following: 
     exp exp exp rPrP rP rP rP
U
u i q t U u i q t u i q t
t r r
     
 
                
  
      1exp exp expP rPrP P zP rP
U U
u i q t u i q t U u i q t
r r z

      
 
                 
  
       1exp = exp exprPzP r rPUu i q t u i q t u i q tz S     

              
  (A.33) 
After differentiation and division by the common exponential term the resulting equation 
is the final biglobal particle radial momentum equation below. 
 1=P PrP rP rP rP rPrP rP rP rP zP zP r rP
U uu U U u U
i u U u iqu U u u u
r r r r z z S
 

    
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Following the same procedure the final biglobal particle tangential and axial momentum 
equations are 
 1=P P P P P P PP rP rP P zP zP P
u U U u U u U
i u U u iqu U u u u
r r r r z z S
      
    
    
       
    
 (A.35) 
 1=P PzP zP zP zP zPzP rP rP zP zP zP z zP
U uu U U u U
i u U u iqu U u u u
r r r r z z S
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
    
       
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