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Abstract
We investigate internal groupoids and pseudogroupoids in varieties of universal algebras, and
we give a new description of internal groupoids in congruence modular varieties. We then prove
that in any congruence modular variety an algebraically central extension is categorically central.
The converse implication being already known, it follows that there is a perfect agreement be-
tween these two notions in any congruence modular variety. This theorem extends various partial
results in this direction proved, so far, for -groups, for Maltsev varieties and for semi-abelian
categories.
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0. Introduction
The main purpose of this paper consists in proving that two independent notions
of central extension, the 9rst one arising from the recent categorical theory of central
extensions [10], the second one arising from the theory of commutators in universal
algebra [7], are equivalent in any congruence modular variety.
The 9rst notion of central extension, usually referred to as categorically central
extension, comes from a general theory considering any Barr exact [1] category C and
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any “admissible” subcategory X of C; several examples of this kind can be obtained
by taking for C any congruence modular variety and for X any subvariety of C. This
theory gives a complete classi9cation of the central extensions of an object B in C,
which includes, as a very special case, the classical description of central extensions
of a perfect group B when C is the variety Grp of groups and X is the subvariety Ab
of abelian groups.
The second notion we consider is the one of algebraically central extension, by
which is meant a surjective homomorphism f :A → B in a congruence modular
variety C with the kernel congruence Eq(f) = {(x; y)∈A × A |f(x) = f(y)} con-
tained in the centre Z(A) of A. If we denote by A and ∇A the smallest and the
largest equivalence relations on A, an extension f :A → B is then algebraically cen-
tral if the commutator [Eq(f);∇A] in the universal algebraic sense is trivial:
[Eq(f);∇A] = A.
It was proved in [11] that when C is any congruence modular variety and X is its
admissible subvariety of abelian algebras in C, which is formed by those algebras A in
C with [∇A;∇A]=A, then any categorically central extension is algebraically central.
Various partial results aiming at establishing whether the converse result was also true
were proved in [11] for -groups, in [12] for Maltsev varieties, in [4] for semi-abelian
categories.
The 9nal step of this uni9cation presented here is simple, once the precise relation-
ship between the internal structures of connectors [5] (called pregroupoids in [16–18]),
and of pseudogroupoids [14] is made clear. The solution of this problem con9rms the
viewpoint announced in [17,18,13,14,5], according to which commutator theory is based
on internal categorical structures.
A new characterization of internal groupoids in varieties of universal algebras is
also given, which is clearly related to the results of [13]. In the context of congruence
modular varieties it can be stated very simply as follows: a reHexive graph
X1 X0
d0
d1
s0
is an internal groupoid if and only if [Eq(d0); Eq(d1)] = X1 and Eq(d0) ◦ Eq(d1) =
Eq(d1) ◦ Eq(d0) (where d0 is the “domain” arrow and d1 is the “codomain” arrow,
respectively). We conclude this paper by establishing an equivalence of categories
between the category of central extensions of a given algebra B and the category of
internal connected groupoids on B, provided that the congruence modular variety has
a zero object.
1. Pseudogroupoids and commutators
If C is a variety of universal algebras, we denote by Eq(X ) the lattice of congru-
ence relations (=internal equivalence relations) on a given algebra X in C; if R is
a congruence on X we write qR :X → X=R for the canonical quotient. A variety is
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congruence modular when the lattice of congruences on any algebra X is modular: this
means that, for any R; S; T ∈Eq(X ); T6R implies R∧ (S ∨ T ) = (R∧ S)∨ T . Among
congruence modular varieties there are Maltsev varieties [19], which have the property
that R ◦ S = S ◦ R, and distributive varieties, which have the property that Eq(X ) is a
distributive lattice: R ∧ (S ∨ T ) = (R ∧ S) ∨ (R ∧ T ) for any R; S; T ∈Eq(X ). Important
examples of Maltsev varieties are provided by the varieties of groups, abelian groups,
modules over a 9xed ring, rings, commutative rings, Lie algebras, associative algebras,
quasi-groups, crossed modules; the varieties of Heyting algebras and of boolean alge-
bras are at the same time Maltsev and distributive, while the variety of lattices is
distributive, but not Maltsev.
During the last 20 years, one of the most interesting aspects of universal algebra has
been the development of the theory of commutators, for which an appropriate level
of generality is provided by congruence modular varieties (see [7–9]). We shall adopt
here the new approach to commutators as it was developed in [14], and which is based
on internal categorical structures. We slightly modify the presentation of the de9nition
of a pseudogroupoid, by emphasizing the role of the congruence relations R and S on
a given algebra X , rather than the role of the span
X
X
R
X
S
_
qR qS
_
of the canonical quotients. The de9nition given here below is clearly equivalent to the
one given in [14].
From now on C will denote a 9xed variety of universal algebras de9ned by a set
of operators  = 0 ∪ 1 ∪ 2 ∪ · · · ∪ n ∪ · · · (where n denotes the set of n-ary
operators) and a certain set of identities. If R and S are congruence relations on X ,
an R–S rectangle consists in four elements x; y; t; z in the algebra X with the property
that xRy; tRz; xSt and ySz. We shall represent such an R–S rectangle by a diagram
x S——— t
R
∣∣∣∣∣
∣∣∣∣∣ R
y ———
S
z;
or by a matrix
(
x t
y z
)
. Let R S denote the subset of X 4 = X × X × X × X of all
R–S rectangles; it is a subalgebra of X 4, and it can be obtained by the pullback
R S −−−−−−−−−−−→ R× R
 [d0×d0 ;d1×d1]
S × S −−−−−−−→
[d0 ;d1]×[d0 ;d1]
X × X × X × X
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where d0 and d1 represent, respectively, the 9rst and the second projections of the
congruence relations R and S. We can then introduce the de9nition of a pseudogroupoid
[14]:
Denition 1.1. A pseudogroupoid on R and S is a homomorphism m : R S → X in
C; written as
m
(
x t
y z
)
= m(x; y; t; z);
with the following properties:
1. xSm(x; y; t; z)Rz.
x S———– m(x; y; t; z)
R
∣∣∣∣∣
∣∣∣∣∣ R
y ——————–
S
z
2. m does not depend on the third variable; i.e. m(x; y; t; z)=m(x; y; t′; z) (if both sides
are de9ned).
3. m(x; x; t; z) = z; m(x; y; t; y) = x.
4. m(m(x1; x2; y; x3); x4; t; x5) = m(x1; x2; t; m(x3; x4; z; x5))
for every diagram
t
x1
x2
x3
x4
x5
S
R
R
R
S
S R
y z
R S
S
As shown in [14] if there is a pseudogroupoid m on R and S in a congruence
modular variety, then it is unique. Accordingly, for two congruence relations R and S
to have a pseudogroupoid structure becomes a property. Moreover, a remarkable fact
on pseudogroupoids is the following:
Theorem 1.1 (Janelidze and Pedicchio [14]). If C is a congruence modular variety;
then [R; S] = X if and only if R and S have a (unique) pseudogroupoid
structure.
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Example 1.1. If R and S are two congruence relations on the same algebra X ; we
denote by R×
X
S the pullback
R×
X
S
p1−−−−−→ S
p0

 d0
R −−−−−→
d1
X:
A connector between R and S [5] is an arrow p :R×
X
S → X in C such that
(1) xSp(x; y; z); (1)∗zRp(x; y; z);
(2) p(x; x; y) = y; (2)∗p(x; y; y; ) = x;
(3) p(x; y; p(z; u; v)) = p(p(x; y; z); u; v);
(whenever these elements are de9ned). Clearly; any connector p determines a pseu-
dogroupoid: for any
(
x t
y z
)
in R S one simply de9nes m(x; y; t; z) = p(x; y; z).
Example 1.2. Let X be an internal groupoid in a variety C; represented by the
diagram
X1    × X1x0 X0X1
m
d0
d1
s0
where X0 is the algebra of objects; X1 is the algebra of arrows; X1×
X0
X1 is the algebra
of composable arrows; d0 is the domain; d1 is the codomain and m is the groupoid
composition. It determines a connector; and then a pseudogroupoid; on the kernel con-
gruences Eq(d0) and Eq(d1). Conversely; a connector between Eq(d0) and Eq(d1)
determines a groupoid structure on any reHexive graph:
d0−−−−−→
s0X1 −−−−−→ X0
−−−−−→
d1
the groupoid composition of two composable arrows (g; f)∈X1×
X0
X1 is internally
de9ned by
m(g; f) = p(g; 1d0(g); f):
Example 1.3. If R and S are two congruences on an algebra X with the property that
R ∩ S = X ; then R and S have a unique pseudogroupoid structure: for any (x; y; t; z)
in R S this structure is given by m(x; y; t; z) = t.
The precise relationship between pseudogroupoids and connectors is given in Propo-
sition 1.1 below: the equivalence between (2) and (3) holds more generally in any
category with 9nite limits [5].
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Proposition 1.1. If C is a variety and R and S are two congruence relations on an
algebra X; then the following conditions are equivalent:
(1) There is a pseudogroupoid on R and S and R ◦ S = S ◦ R.
(2) There is a connector between R and S.
(3) There is a centralizing double relation C on R and S.
Proof. (1) ⇒ (2) Consider the pullback
R×
X
S
p1−−−−−→ S
p0

 d0
R −−−−−→
d1
X:
If (x; y; z)∈R×
X
S; then R ◦ S = S ◦ R implies that there exists an element t(x; y; z) in
X with
x S——– t(x; y; z)
R
∣∣∣∣∣
∣∣∣∣∣ R
y ————
S
z:
Let us then de9ne the map p :R×
X
S → X as p(x; y; z) = m(x; y; t(x; y; z); z) where
t(x; y; z) is any element with xSt(x; y; z)Rz. This map is well de9ned; since the
pseudogroupoid m does not depend on the third variable. Let us then show that
p :R×
X
S → X is a homomorphism: let !∈n be any n-ary operation and
let (a1; b1; c1); (a2; b2; c2); : : : ; (an; bn; cn) be n elements in R×
X
S. Now; for any (ai; bi; ci)
there exists t(ai; bi; ci) with aiSt(ai; bi; ci)Rci for any i = 1; 2; : : : ; n. It follows that
!(a1; a2; : : : ; an)S!(t(a1; b1; c1); t(a2; b2; c2); : : : ; t(an; bn; cn))
and
!(c1; c2; : : : ; cn)R!(t(a1; b1; c1); t(a2; b2; c2); : : : ; t(an; bn; cn)):
Then
p(!(a1; a2; : : : ; an); !(b1; b2; : : : ; bn); !(c1; c2; : : : ; cn))
=m(!(a1; a2; : : : ; an); !(b1; b2; : : : ; bn); !(t(a1; b1; c1); t(a2; b2; c2); : : : ;
t(an; bn; cn)); !(c1; c2; : : : ; cn))
=!(m(a1; b1; t(a1; b1; c1); c1); m(a2; b2; t(a2; b2; c2); c2); : : : ;
m(an; bn; t(an; bn; cn); cn))
=!(p(a1; b1; c1); : : : ; p(an; bn; cn)):
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Axioms (1), (1)∗, (2) and (2)∗ in the de9nition of connector easily follow from
axioms (1) and (3) in the de9nition of pseudogroupoid. To check the associativity
axiom (3) in the de9nition of connector, let us consider x; y; z; u; v with xRySzRuSv.
Since x(R ◦ S)z; z(R ◦ S)v and then x(R ◦ S)v by our assumption, there exist t1; t2 and
t3 in X with the properties xSt1Rz; zSt2Rv and xSt3Rv. We can then form the diagram
t3
t1 t2
x
S
R
R
R
S
S R
R S
S
y
z
u
v
and the associativity of the pseudogroupoid gives
p(x; y; p(z; u; v)) =m(x; y; t3; m(z; u; t2; v))
=m(m(x; y; t1; z); u; t3; v)
=m(p(x; y; z); u; t3; v)
=p(p(x; y; z); u; v):
(2) ⇒ (3) A double equivalence relation C on R and S
C
p0−−−−−→
−−−−−→
p1
S
p0

 p1 (1) d0

 d1
R
d0−−−−−→
−−−−−→
d1
X
is called a centralizing relation [6] when the following square is a pullback:
C
p1−−−−−→ S
p0

 d0
R −−−−−→
d1
X:
If p :R×
X
S → X is a connector between R and S, then by de9ning "0(x; y; z) =
(x; p(x; y; z)) and "1(x; y; z) = (p(x; y; z); z) one gets a centralizing relation on R
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and S:
R×
X
S
"0−−−−−→
−−−−−→
p1
S
p0

 "1 d0

 d1
R
d0−−−−−→
−−−−−→
d1
X
(3) ⇒ (1) With the same notations as in diagram (1) above, if C is a centralizing
relation on R and S, then the arrow d1 ◦ p0 :C = R×
X
S → S → X de9nes a connector
p between R and S, so in particular a pseudogroupoid. Moreover, for any xRySz,
the element p(x; y; z) is such that xSp(x; y; z)Rz, proving that R ◦ S6 S ◦ R, and then
R ◦ S = S ◦ R.
In any congruence modular variety the previous result can be stated more elegantly,
thanks to Theorem 1.1:
Corollary 1.1. For two congruence relations R and S on an algebra X in a congruence
modular variety C the following conditions are equivalent
1. [R; S] = X and R ◦ S = S ◦ R.
2. There is a (unique) connector between R and S.
3. There is a (unique) centralizing double relation C on R and S.
This same description of connectors in terms of commutators holds more generally
in any Kiss variety (see [14,15]). It follows from Proposition 1.1 that Maltsev varieties
are characterized by the behaviour of the internal pseudogroupoids: indeed, a variety
C is Maltsev precisely when any pseudogroupoid on R and S is a connector. Propo-
sition 1.1 also provides a description of internal groupoids in any variety C:
Corollary 1.2. Let
d0−−−−−→
s0X1 ←−−−−− X0
−−−−−→
d1
be an internal re<exive graph X in a variety C. Then the following conditions are
equivalent:
(1) X has an internal groupoid structure.
(2) There is a pseudogroupoid on Eq(d0) and Eq(d1) and Eq(d0)◦Eq(d1)=Eq(d1)◦
Eq(d0).
Remark 1.1. In a congruence modular variety C; the previous corollary can be ex-
pressed as follows: for an internal reHexive graph X in C the following conditions are
equivalent:
(1) X has a (unique) internal groupoid structure.
(2) [Eq(d0); Eq(d1)] = X1 and Eq(d0) ◦ Eq(d1) = Eq(d1) ◦ Eq(d0).
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2. The unication theorem
In this section, we shall prove our main result, asserting that any algebraically cen-
tral extension in a congruence modular variety is categorically central. We shall then
show that these extensions correspond to the internal connected groupoids, giving a
conceptual explanation of the well-known fact that any central extension can be seen
as a crossed module.
Let us 9rst recall a few important de9nitions and facts needed in the following. The
categorical theory of central extensions developed by Janelidze and Kelly [10] gives a
classi9cation theorem describing the category of central extensions in an exact category
C, centrality being de9ned relatively to any “admissible” subcategory X. When C is
a congruence modular variety, the admissibility condition on the subcategory X was
shown to assert that X is simply a subvariety of C
I
H
.X C⊥
If H :X→ C denotes the inclusion functor and I :C→ X its left adjoint, we write
%A :A → HIA for the A-component of the unit of this adjunction. An extension of B,
i.e. a surjective homomorphism f :A → B in C, is called a trivial extension if the
commutative square
A
%A−−−−−→ HIA
f

 HI(f)
B −−−−−→
%B
HIB
is a pullback in C. An extension f :A → B is said to be central if there exists a
surjective homomorphism p :E → B such that, in the following pullback
E×
B
A "A−−−−−→ A
"E

 f
E −−−−−→
p
B;
the extension "E :E×
B
A→ E is a trivial extension. Following [11] we shall call cate-
gorically central an extension f :A→ B in a congruence modular variety C which is
central with respect to the subvariety CAb of abelian algebras in C, an algebra A being
abelian when the largest commutator on A is trivial: [∇A;∇A] = A.
On the other hand, there is a well-known notion of “centre” of an algebra A in a
congruence modular variety: the centre Z(A) of A is the largest congruence relation
on A with the property that [Z(A);∇A] = A. An extension f :A→ B is algebraically
central if [Eq(f);∇A] = A, that is, if Eq(f) is contained in the centre of A.
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Theorem 2.1. If f :A → B is an algebraically central extension in a congruence
modular variety; then it is categorically central.
Proof. Let us denote by R= {(x; y)∈A× A |f(x) = f(y)} the congruence arising as
the kernel pair of f. Thanks to Corollary 1.1; the condition [R;∇A] = A implies that
there is a centralizing double relation C on R and ∇A; since obviously R◦∇A=∇A ◦R:
C
"0−−−−−→
−−−−−→
"1
R
p0

 p1 r0

 r1
A× A
a0−−−−−→
−−−−−→
a1
A:
Now, by taking the coequalizer q :R → Q of the arrows "0 and "1 we obtain the
commutative diagram
C
"0−−−−−→
−−−−−→
"1
R
q−−−−−→ Q
p0
 r0
 (2)

A× A
a0−−−−−→
−−−−−→
a1
A −−−−−→ 1:
By assumption the arrow (p0; r0) :C → ∇A is a discrete 9bration of internal equivalence
relations, so that the square (2) is a pullback (see Corollary 2 in [2]). Accordingly,
the object Q is abelian: indeed, if we denote by q(Eq(r0)) and by q(Eq(r1)) the direct
images (in the categorical sense) of Eq(r0) and Eq(r1) along q, we have
[∇Q;∇Q] = [q(Eq(r0)); q(Eq(r1))]
= q[Eq(r0); Eq(r1)]
6 q(Eq(r0) ∧ Eq(r1))
= q(R)
= Q;
since in modular varieties the commutator preserves direct images. This shows that the
congruence relation R is isomorphic to
Q × A
"A−−−−−→
−−−−−→
r1
A
f−−−−−→ B
with Q an abelian algebra. The extension "A : Q × A → A is the pullback of the
unique arrow from Q to 1, which lies in CAb. From this it follows that "A is a trivial
extension, and the extension f is categorically central, as desired.
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Theorem 2.2. An extension f :A → B in a congruence modular variety is alge-
braically central if and only if it is categorically central.
Proof. By the previous Theorem 2.1 and by Theorem (a) in [11].
Let Ext(B) denote the category of extensions of an algebra B and let Centr(B) denote
its full subcategory of central extensions of B. As in the case of Maltsev varieties [12],
we can now express explicitly the reHection of Ext(B) into Centr(B):
Proposition 2.1. If C is a congruence modular variety; then Centr(B) is a re<ective
subcategory of Ext(B).
Proof. For any extension f :A→B there is a canonical quotient %A : A→A=[Eq(f);∇A].
This de9nes a centralization functor J :Ext(B)→ Centr(B) associating with f :A→ B
the unique extension f′ :A=[Eq(f);∇A]→ B with f′ ◦ %A=f. By using the properties
of commutators in congruence modular varieties one can see that the functor J is the
left adjoint of the inclusion functor U :Centr(B)→ Ext(B):
Let us then conclude this paper by proving that, when the congruence modular
variety C has a zero object, then the category Centr(B) is equivalent to the category
ConnGrpd(B) of connected internal groupoids in C on B. The same result has been
established for pointed exact Maltsev categories in [4].
An internal groupoid X in a variety C
X1 × X1 B
B
X1m
d0
d1
s0
is said to be connected if the induced arrow (d0; d1) :X1 → B×B is a surjection. When
the variety has a zero object, there is a normalization functor [3] N :ConnGrpd(B)→
Centr(B) associating the arrow
K[d0]
Ker(d0)−−−−−→ X1 d1−→ B;
with any internal groupoid as above (where Ker(d0) :K[d0]→ X1 is the kernel of d0).
When the groupoid is connected, this normalization d1 ◦ Ker(d0) of the given internal
connected groupoid is surjective; indeed, if s1 is the arrow (0B; 1B), where 0B :B→ B
is the zero arrow, then d1 ◦ Ker(d0) can be also obtained by the pullback
K[d0] −−−−−→ X1
d1◦Ker(d0)

 (d0 ;d1)
B −−−−−→
s1
B× B:
We are now ready to prove the following result:
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Proposition 2.2. Let C be a congruence modular variety with a zero object. The
categories ConnGrpd(B) and Centr(B) are equivalent.
Proof. Let us 9rst show that the normalization functor described above takes its values
in the category of central extensions. For this; consider the following diagram:
The arrow - corresponds to the operation which internally associates the arrow .◦/−1
with any pair of arrows (/; .) with same domain; while the dotted arrows d0; d1 from
Eq(- ◦ k) to Eq(d1 ◦Ker(d0)) are induced by the universal property of the kernel pair
Eq(d1 ◦ Ker(d0)). Now; the arrow d1 ◦ Ker(d0) :∇K[d0] → X is a discrete 9bration
of internal groupoids; and this implies that Eq(- ◦ k) is a centralizing relation on
Eq(d1 ◦ Ker(d0)) and ∇K[d0]. This exactly means that the extension d1 ◦ Ker(d0) is
central.
Conversely, let us construct a functor V :Centr(B) → ConnGrpd(B) associating
an internal connected groupoid with any central extension f :A → B. Let C be the
centralizing relation associated with the kernel pair Eq(f) of f and ∇A. We recall that
the algebra C is, up to isomorphism, the classical double relation P∇AEq(f) on Eq(f)
and ∇A in the construction of the modular commutator of Eq(f) and ∇A (see [8] for
instance). By taking the coequalizer q :A× A→ Q of the projections "0 and "1 of C
on A× A one obtains a reHexive graph with B as objects of objects:
Now, the right hand commutative squares being pullbacks [2], it is simple to check
that this reHexive graph actually is an internal groupoid in C. It is connected because
f× f is a surjection, and (d0; d1) ◦ q= f× f. The functor V is naturally de9ned on
arrows, the category of internal groupoids in C being full in the category of internal
reHexive graphs in C, as it easily follows from the description of internal groupoids in
[13]. These functors N :ConnGrpd(B)→ Centr(B) and V :Centr(B)→ ConnGrpd(B)
determine an equivalence of categories.
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If ConnGrpd(C) denotes the category of internal connected groupoids in C and
Centr(C) the category of central extensions, the arguments in the theorem above also
prove the following result:
Corollary 2.1. In any congruence modular variety C with a zero object; the categories
ConnGrpd(C) and Centr(C) are equivalent.
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