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Abstract
Recent simulation results and some analytical estimates
are presented on beam-induced multipacting in SPS, PS,
and LHC. In particular, we discuss modifications to the
secondary emission model, electron cloud build up simu-
lated for various filling patterns, central cloud density, elec-
tron ‘pinch’ during the bunch passage, expected tune shifts
and tune spreads, memory between LHC bunch trains,
heat loads in LHC arcs and straight sections, consequences
of varying bunch spacing, suppression of multipacting by
solenoids, ‘scrubbing’ dose estimates, energy and angu-
lar distribution of electrons lost to the wall, and a possi-
ble degradation of beam-position monitor signals due to
the electron cloud. Special emphasis is placed on the ef-
fect of elastically re-scattered electrons, which, if present
as modelled, may substantially increase the predicted heat
loads for LHC as well as the total number of electrons in
the vacuum chamber.
1 INTRODUCTION
This report is structured as follows. Section 2 describes
modifications to the simulation model. In Section 3 we
present recent simulation results of electron cloud build up
in the SPS, PS and LHC. Heat loads for the LHC are dis-
cussed next, in Section 4, and scrubbing dose estimates in
Section 5. Other issues, such as tune-shift estimates, the
beneficial effect of a solenoid, the characteristic angular
and energy spectra of lost electrons, and the possible im-
pact on beam-orbit measurements are addressed in Section
6.3. Conclusions are drawn in Section 7.
2 SIMULATION MODEL
Our simulation recipe has previously been discussed in
great detail [1, 3, 2, 4, 5, 6]. As a reminder, the main fea-
tures are summarized by the schematic in Fig. 1.
Simulation parameters assumed for the three accelera-
tors considered are listed in Table 1. In case of the LHC,
we distinguish between an initial and final scenario, i.e.,
before and after ‘surface scrubbing’ by electron bombard-
ment. In Table 1, the symbol E denotes the beam energy,
Nb the bunch population, σx the horizontal rms beam size,
σy the vertical rms beam size, Lsep the bunch spacing,
hy the chamber half height, hx the chamber half width,
δmax the max. secondary emission yield, max the incident
electron energy for which the secondary emission yield
(SEY) is maximum, R the photon reflectivity, and dλe/ds
the number of primary electrons created per proton and
per unit length. The creation rates of primary electrons,
dλe/ds, quoted for the LHC correspond to the computed
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Figure 1: Schematic illustrating various ingredients of the
electron-cloud simulation. Both bunches and interbunch
gaps are split into slices. For each slice, the motion of
electrons is tracked under the influence of the beam field,
external magnetic fields, electron space-charge field, and
the image forces induced by both beam and electrons. For
each passing bunch slice, a certain number of primary elec-
trons is created. Whenever an electron is lost to the wall,
it changes its charge state according to the secondary emis-
sion yield computed for its energy and impact angle, and
it is re-emitted representing either a true secondary or an
elastically scattered electron.
synchrotron radiation flux in the LHC arcs and to the pho-
toemission yield measured on test chambers either before
or after surface scrubbing. (The measured photoelectron
yield per absorbed photon, Y ∗, is 5% and 2.5%, respec-
tively [7, 8]). The primary creation rates for SPS and PS
refer to residual-gas ionization, assuming carbon monox-
ide at an average pressure of 50 or 10 nTorr, respectively,
and an ionization cross section of 2 Mbarn. The values of
max listed for the initial and final LHC conditions, 240
and 170 eV, were derived from recent measurements on an
LHC sawtooth chamber at EPA [9] and are different from
those considered in Chamonix X (300 and 450 eV).
The azimuthal distribution of photoelectrons is charac-
terized by the parameter R, which we call the photon re-
flectivity. For the LHC, we set this parameter to either 5%
or 10%, which implies that 95% or 90% of the photoelec-
trons are emitted inside a narrow outward cone of rms an-
gle 11.25◦. In case of the PS and SPS, where ionization
electrons are thought to be responsible for the start of mul-
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Table 1: Simulation parameters for LHC, SPS, and PS.
Symbols are explained in the text.
symbol LHC (init.) LHC (fin.) SPS PS
E (GeV) 7000 7000 26 26
Nb 1011 1011 1011 1011
σx [mm] 0.3 0.3 3.0 2.4
σy [mm] 0.3 0.3 2.3 1.3
σz [cm] 7.7 7.7 30 30
βx,y [m] 80 80 40 15
Lsep [m] 7.48 7.48 7.48 7.48
hx [mm] 22 22 70 70
hy [mm] 18 18 22.5 35
δmax 1.9 1.1 1.9 1.9
max [eV] 240 170 300 300
R [%] 10 5 100 100
dλe/ds 1230 615 0.25 0.05
[10−6 m−1 ]
tipacting, we choose R = 1, whence the primary electrons
are distributed homogeneously around the chamber. In all
cases, the initial angular distribution of the newly gener-
ated primary electrons is assumed to be uniform in the two
spherical coordinates θ and φ, defined with respect to the
surface normal. The energy distribution of the emitted pho-
toelectrons is modelled as a truncated Gaussian centered at
7 eV, with a standard deviation of 5 eV.
Secondary
Figure 2: Collected electron energy distribution from TiN-
coated Al alloy, revealing three components: true secon-
daries (E < 40 eV), elastically scattered (E ≈ Ep) and
rediffused (in between), for an incident electron energy of
300 eV [10].
The secondary electrons consist of both true secondaries
and elastically scattered or rediffused electrons, as illus-
trated in Fig. 2. For the former, the secondary emission
yield is described by a modified ‘Seiler formula’ [11, 10]:




exp (0.5 (1− cos θ)) (1)
where θ denotes the angle of incidence w.r.t. surface nor-
mal, x = Ep (1 + 0.7(1 − cos θ))/max [12] the primary
electron energy Ep normalized by the energy of maximum
secondary emission yield max, and δmax the maximum
secondary emission yield for perpendicular incidence. The
emission angles of the true secondaries are distributed ac-
cording to dN/dθ ∝ cos θ sin θ, or dN/dΩ ∝ cos θ, where
Ω is the solid angle and θ the emission angle with respect
to the surface normal. The initial energy distribution of the
true secondaries is taken to be a half-Gaussian (centered at
0) with rms spread 5 eV.
The yield for the elastically scattered and rediffused part
is parametrized as [12]








A fit of recent measurements on LHC prototype vac-
uum chambers before scrubbing to the parametrization of
Eq. (2) gives [13, 14]
δel,0 ≈ 0.0
δel,E = 0.56, and
σel = 52 eV. (3)
These values of δel,E and σel are 5–10 times higher than
those considered in previous studies [12]. Measurements
after scrubbing are consistent with slightly smaller values,
δel,0 ≈ 0.0, δel,E = 0.42, and σel = 32 eV [13, 14]. Re-
gardless, for all the simulations including elastic scatter-
ing presented in this report, we have assumed, as a worst
case, the set of parameters in Eq. (2). Since the angular de-
pendence of δel has not been measured, it is not taken into
account. Also, lacking other data, we do not distinguish
between rediffused and scattered electrons and model the
entire yield component δel by elastic scattering of macro-
electrons on the chamber surface, which means the energy
of the electrons is conserved and the momentum compo-
nent normal to the surface inverted.
In our simulation, the total secondary emission yield δ se
is simply the sum of the two components:
δse(Ep, θ) = δts(Ep, θ) + δel(Ep). (4)
3 ELECTRON-CLOUD BUILD UP AND
CENTRAL CLOUD DENSITY
Simulations of electron-cloud build up have been per-
formed for the SPS, the PS and the LHC.
3.1 SPS
Figures 4 and 5 show the simulated line density and central
cloud density near the beam, respectively, in an SPS dipole
chamber during the passage of an LHC batch. Figure 4
demonstrates that in order to observe a significant electron
build up and to reach saturation at the center of the batch, in
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Figure 3: Secondary emission yield for perpendicular in-
cidence versus primary electron energy, with and with-
out elastically scattered electrons, for δmax = 1.4 and
max = 170 eV. The parametrization shown is based on
a fit to yield measurements for an LHC prototype chamber
[13].
agreement with observations [15], we must either assume a
bunch length 30–50% shorter than nominal or include the
elastically scattered electrons, parametrized as in Eqs. (2)
and (3). It is unlikely that the rms bunch length is much
shorter than 30 cm [16], which suggests that simulations
including the elastically scattered electrons are closer to re-
ality. This has important consequences. As seen in Fig. 4,
when the elastic scattering is included the final density of
electrons increases by almost an order of magnitude.
Figure 4: Evolution of the electron line density in units of
m−1 as a function of time in s, during the passage of a full
72-bunch LHC batch through an SPS dipole chamber, for
the nominal rms bunch length including elastic electron re-
flection, and for three different values of rms bunch length
without elastic electron scattering. The top curve saturates
around a value of 1.6× 1010 m−1.
In Fig. 5 we depict, for the same case, the time evolution
of the electron volume density near the beam. This ‘central
cloud density’ is directly related to the strength of electron-
driven single-bunch instabilities [17, 18], and it determines
the magnitude of incoherent tune shifts induced by the elec-
tron cloud. Typical final density values found in the sim-
ulation are of the order of 1012 m−3. Again the density is
higher when elastic scattering is taken into account. Also
note that, in the 3 cases without elastic scattering, the de-
pendence on the bunch length is not monotonic, but the
central cloud density is highest for the intermediate bunch
length.
Figure 5: Evolution of the central electron density in units
of m−3 as a function of time in s, during the passage of
a full 72-bunch LHC batch through an SPS dipole cham-
ber, for various values of the rms bunch length, with (top
symbols) or without elastic electron scattering (others).
Figures 6 and 7 refer to the same parameters as Figs. 4
and 5, except that we here have introduced a gap of 12
missing bunches after the 24th bunch in the batch. Simi-
larly, in Figs. 8 and 9, a gap is placed after the 36th bunch.
Consistent with experimental findings [19], the simulation
shows that a gap of 12 missing bunches (300 ns) is not suffi-
cient to reset the memory of the electron cloud. In both ex-
amples, the electron-cloud density is rapidly re-established
behind the gap, and it saturates only a few bunches later.
From Fig. 8 we can estimate an exponential electron de-
cay time in the gap. Without elastically scattered electrons,
this decay time is about 100 ns; with elastically scattered
electrons it is roughly 3 times longer, or 300 ns.
Figure 10 depicts the simulated electron-cloud build up
for various values of bunch population and secondary emis-
sion yield. This simulation was run for comparison with
experimental data from April 2000 [20], when the LHC
batch consisted of 81 bunches. From the figure, it seems
difficult to define a clear current ‘threshold’ as a function of
secondary emission yield. For all bunch currents the cloud
build up is markedly reduced at values of δmax equal to 1.5
or smaller. It all but vanishes when δmax drops to 1.4.
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Figure 6: Evolution of electron line density in units of m−1
as a function of time in s, during the passage of an LHC
batch through an SPS dipole chamber with a 12-bunch hole
after 24 bunches, for various values of the rms bunch length
and with or without elastic electron scattering. At the end
of the batch, the top curve has approached a value of 1.4×
1010 m−1.
Figure 7: Evolution of central electron density in units
of m−3 as a function of time in s, during the passage of
an LHC batch through an SPS dipole chamber with a 12-
bunch hole after 24 bunches, for various values of the rms
bunch length and with (top symbols) or without elastic
electron scattering (others).
Figure 11 compares SPS simulation results for a field-
free region and for a dipole chamber, in each case consid-
ering two different bunch lengths. and always including the
elastically scattered electrons. The cloud builds up faster in
the field-free region.
3.2 PS
Figures 12–15 depict the evolution of the electron line and
central densities in a PS dipole chamber, without (Figs. 12
Figure 8: Evolution of electron line density in units of m−1
as a function of time in s, during the passage of an LHC
batch through an SPS dipole chamber with a 12-bunch hole
after 36 bunches, for various values of the rms bunch length
and with or without elastic electron scattering. At the end
of the batch, the top curve has approached a value of 1.4×
1010 m−1.
Figure 9: Evolution of central electron density in units
of m−3 as a function of time in s, during the passage of
an LHC batch through an SPS dipole chamber with a 12-
bunch hole after 36 bunches, for various values of the rms
bunch length and with (top symbols) or without elastic
electron scattering (others).
and 13) and with inclusion of the elastially scattered elec-
trons (Figs. 14 and 15). Various bunch lengths are consid-
ered, representing different snap shots during bunch com-
pression prior to beam extraction. (The bunches in the PS
are compressed by a factor of 4, from 4σz/c = 16 ns to 4
ns, within about 10 turns.)
The simulation demonstrates that the electron line den-
sity grows faster the shorter the bunch, and that no elec-
tron cloud at all is built up for the initial bunch length of
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Figure 10: Evolution of electron line density in units of
m−1 as a function of time in s, during the passage of an
81-bunch LHC batch through an SPS dipole chamber, for
an rms bunch length of 0.3 m and including elastically scat-
tered electrons. The four graphs show results for maximum
secondary emission yields δmax of 1.9, 1.8, 1.7, 1.6, 1.5,
and 1.4, respectively. The three curves in each graph refer
to bunch populations Nb equal to 3 × 1010, 4 × 1010 and
8 × 1010. The simulation included the elastically scattered
electrons, according to Eqs. (2) and (3).
Figure 11: Evolution of electron line density in units of
m−1 as a function of time in s, during the passage of an 81-
bunch LHC batch, for two values of the rms bunch length
and a bunch population of Nb = 6 × 1010, comparing re-
gions with and without magnetic dipole field. The simula-
tion included the elastically scattered electrons, according
to Eqs. (2) and (3).
4σz/c = 16 ns.
Comparing Figs. 12 and 14, we further see that with elas-
tically scattered electrons included the simulated equilib-
rium electron line densities are a factor 3–4 higher than
without. Perhaps more surprisingly, the central density is
highest for the intermediate bunch lengths (4σz/c = 8 ns
or 12 ns, respectively), and not for the shortest. We have
seen a similar tendency in Fig. 5 for the SPS. This indicates
that electrons once generated can be more easily ‘trapped’
by the longer bunches, apparently contradicting a predic-
tion based on overfocusing [21].
Figure 12: Evolution of electron line density in units of
m−1 as a function of time in s, during the passage of the 72-
bunch LHC batch through a PS dipole chamber, for three
different values of the rms bunch length. A vacuum pres-
sure of 10 nTorr and an ionization cross section of 2 Mbarn
are assumed. Elastic electron scattering is not included.
Figure 13: Evolution of central electron density in units of
m−3 as a function of time in s, during the passage of the 72-
bunch LHC batch through a PS dipole chamber, for three
different values of the rms bunch length. A vacuum pres-
sure of 10 nTorr and an ionization cross section of 2 Mbarn
are assumed. Elastic electron scattering is not included.
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Figure 14: Evolution of electron line density in units of
m−1 as a function of time in s, during the passage of the
72-bunch LHC batch through a PS dipole chamber, for four
different values of the rms bunch length. A vacuum pres-
sure of 10 nTorr and an ionization cross section of 2 Mbarn
are assumed. Elastic electron scattering is included.
Figure 15: Evolution of central electron density in units
of m−3 as a function of time in s, during the passage of
the 72-bunch LHC batch through a PS dipole chamber, for
four different values of the rms bunch length. A vacuum
pressure of 10 nTorr and an ionization cross section of 2
Mbarn are assumed. Elastic electron scattering is included.
3.3 LHC
Finally we look at electron cloud build up in the LHC. For
the design fill pattern [22], 72-bunch batches are separated
by gaps of 8 missing bunches. Figures 16 and 17 display
the time evolution of the electron cloud in an LHC dipole
and field-free region during the successive passage of three
72-bunch batches, with and without elastic scattering of
electrons on the chamber wall. When elastic scattering is
included, in a dipole magnet the gap between batches is too
short to clear the electrons, and the electron density further
increases during the passage of the second and third batch
(Fig. 16). On the other hand, either in a field-free region
or without elastic scattering (Fig. 17), the electron cloud is
almost fully reset by the 200-ns gap and the electron den-
sity is similar for all three batches. These simulation results
refer to the final LHC parameters (after scrubbing).
Figure 16: Evolution of electron line density in units of
m−1 as a function of time in s, during the passage of three
consecutive bunch trains through an LHC dipole cham-
ber, for nominal final LHC conditions, including elastically
scattered electrons.
Figure 17: Evolution of electron line density in units of
m−1 as a function of time in s, during the passage of three
consecutive bunch trains through an LHC dipole chamber,
for nominal final LHC conditions, not including any elasti-
cally scattered electrons.
4 LHC HEAT LOADS
Estimated heat loads for the LHC critically depend on the
secondary emission yield. This is demonstrated in Fig. 18,
which shows the average arc heat load as a function of the
maximum secondary emission yield δmax. In particular, in-
clusion of elastically scattered electrons leads to a dramatic
increase of the simulated heat load, but below δmax = 1.3
the heat load still approaches acceptable values. The av-
erage arc heat loads were computed by averaging the en-
ergy deposition simulated for various magnetic field con-
figurations over three 14.3-m long dipoles, one 4.045-m
quadrupole, three MB-MB 1.136-m interconnect drifts, and
one 2.425-m MB-MQ interconnect [23].
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Figure 18: Simulated weighted-average LHC arc heat load
as a function of the maximum secondary emission yield,
δmax, for a photon reflectivity R = 5%, comparing cases
with and without elastic electron scattering.
Table 2: Simulated weighted-average LHC arc heat loads
in units of W/m, for the nominal 25 ns bunch spacing.
refl. elast. SEY drift dipole quadr. arc
R e− sc. δmax ave.
10% no 1.9 5.2 2.3 > 0.03 2.47
10% no 1.1 0.67 0.03 0.01 0.11
10% yes 1.9 14.7 5.44 > 0.26 6.17
10% yes 1.1 1.90 0.30 0.11 0.48
5% yes 1.9 14.7 3.54 > 0.29 4.65
5% yes 1.1 1.90 0.22 0.11 0.41
Table 2 summarizes the expected heat loads in dipole,
field-free regions and quadrupoles of the LHC arcs. Com-
pared are initial and final LHC scenarios, either including
or not including the elastically scattered electrons, and, for
the former case, considering two different values of the
photon reflectivity. Measurements on LHC chamber pro-
totypes revealed a total photon reflectivity of 22% [24], of
which only a tenth hits the top and bottom of the chamber.
Therefore, taking a value R = 5% for the fraction of uni-
formly distributed photoelectrons might be a good approx-
imation to reality. A comparison of heat loads computed
using different parametrizations for the azimuthal photon
distribution was reported in Ref. [6].
Increasing the bunch spacing suppresses the multipact-
ing. Table 3 demonstrates that with 75 ns the average heat
load in the LHC arcs is strongly reduced and becomes ac-
ceptable for all values of δmax, even including a large com-
ponent of elastically scattered electrons.
Figure 19 reveals only a weak dependence of the arc heat
load on the rms bunch length. If the bunches are as short as
in the LHC, most electrons in the chamber simply experi-
ence a change in their momentum or ‘kick’ when a bunch
passes by, and this kick only depends on the total bunch
charge, but not on the bunch length.
By contrast, in the case of long bunches, such as those
Table 3: Simulated weighted-average LHC arc heat loads
in units of W/m, for bunch spacings of 75 ns and 25 ns
.
refl. elast. SEY bunch spacing
R e− sc. δmax 25 ns 75 ns
10% no 1.9 2.47 0.02
10% no 1.1 0.11 0.01
10% yes 1.9 6.17 0.40
10% yes 1.1 0.48 0.03
5% yes 1.9 4.65 0.162
5% yes 1.1 0.41 0.03
considered for the PS simulations, during a bunch passage
most electrons execute one or several oscillations in the
beam potential. These oscillations reduce the net energy
gain [25]. In this parameter regime, the dependence on the
bunch length is strong, — see, e.g., Figs. 12 and 14 — ,
since the latter determines the total number of oscillations.
Figure 19: Simulated weighted-average LHC arc heat load
at top energy as a function of the rms bunch length, for a
maximum secondary emission yield δmax = 1.9, energy
of maximum secondary emission max = 240 eV, photon
reflectivity R = 5%, photoemission yield Y = 5%, and
including elastic electron scattering.
In view of LHC commissioning strategies, we have com-
puted the maximum bunch current for which the simulated
heat load still remains within the cooling range of the cryo-
genics system. The total cooling capacity amounts to 1.29
W/m per ring [26]. At ultimate intensity, Nb = 1.6× 1011,
a budget of 0.41 W/m is alloted to impedance and im-
age currents, and 0.25 W/m to synchrotron radition [26].
This leaves a maximum allowed heat load of 0.63 W/m
for the electron cloud. At reduced beam currents, a higher
cooling capacity is available, considering that the contribu-
tions from impedance and synchrotron radiation scale ei-
ther quadratically or linearly with the bunch charge. Fig-
ure 20 shows the electron-cloud cooling capacity as a func-
tion of bunch population. Superimposed are simulated heat
loads for various values of the maximum secondary emis-
sion yield. Error bars were rather arbitrarily set to 25% of
each value. This crude error estimate may underestimate
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the real uncertainty for δmax = 1.9 and δmax = 1.7, where
we could only simulate the passage of a fraction of the full
LHC batch. Regardless, from Fig. 20 we conclude that in
the early commissioning the bunch population should not
exceed 3 × 1010, or, alternatively, less than a fifth of the
nominal number of batches with Nb ≈ 1011 should be in-
jected. When δmax has dropped to 1.3, the bunch popula-
tion can be increased to 6 × 1010, and, finally, δmax = 1.1
allows for bunch intensities up to Nb ≈ 1.1× 1011.
Figure 20: Simulated weighted-average LHC arc heat load
and available cooling capacity of the cryogenics system, as
a function of bunch populationNb, for various values of the
maximum secondary emission yield δmax, and assuming an
energy of maximum secondary emission max = 240 eV,
photon reflectivity R = 5%, photoemission yield Y = 5%,
and including elastic electron scattering on the chamber
wall.
In the straight sections, the heat loads can be higher than
in the arcs [5], because here both LHC beams pass through
a common vacuum chamber. In simulations for the straight
section, we assume the same initial and final parameter val-
ues of secondary emission and photoemission as listed in
Table 1. The two beams are taken to be off-set from the
center of the chamber by ∆x = ±4 mm, and ∆y = ±2
mm, and we consider transverse beam sizes of σx ≈ 1.5
mm and σy ≈ 1 mm, i.e., considerably larger than those
in the arcs. As we did for the latter, we simulate the elec-
tron evolution in a field-free region, a quadrupole, and a
dipole chamber. For quadrupole and drift, a round chamber
aperture with 30 mm radius is considered. For the dipole
we assume a flat chamber with horizontal and vertical half
apertures of 65 mm and 27.5 mm, representing the magnet
D1.
In Table 4, we compare the simulation results for bunch
spacings of 25 ns and 75 ns. We have assumed that bunches
of either beam arrive at half the spacing. The 75-ns bunch
spacing reduces the heat load substantially. Nevertheless,
even for this spacing the heat load in dipoles and field-free
regions is still marginal for the initial LHC parameters with
Table 4: Heat loads for the LHC straight sections in units of
W/m, simulated with two different bunch spacings, assum-
ing a photon reflectivity of R = 5% and including elasti-
cally scattered electrons.
bunch spacing δmax drift dipole quadr.
25 ns 1.9 39.6 34.2 1.2
1.1 1.99 0.26 0.39
75 ns 1.9 3.42 3.52 0.31
1.1 0.43 0.03 0.06
δmax = 1.9. In field-free regions, the heat load could fur-
ther be decreased by adding a weak solenoid field. This
potential cure is discussed later, in Subsection 6.5.
Figure 21 shows an old simulation result [5] of the elec-
tron distribution inside an LHC dipole. Two vertical stripes
of increased electron density are located about ±5 mm
from the chamber center. The stripes reflect regions where
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delta_max=1.3, emax=450 eV, Y=0.025, R=0.1
Figure 21: Snap shot of transverse electron cloud distribu-
tion in an LHC dipole chamber after 60 bunches with the
design current [1]. Vertical stripes indicate regions with
large secondary emission. This simulation did not include
elastically scattered electrons, and the following parame-
ters were assumed: δmax = 1.3, max = 450 eV, R = 0.1,
and Y ∗ = 0.025.
The position and width of the stripes and the local-
ized heat load they represent are an important design as-
pect for the LHC beam screen. They are especially rele-
vant for choosing the location of the beam-screen pumping
slots, through which electrons could deposit an unaccept-
able amount of energy onto the magnet 1.9-K cold bore. To
address these questions, we have computed the horizontal
heat distribution on the chamber wall over the passage of
24 bunches. Figure 22 shows the simulated horizontal dis-
tribution of the heat load per unit surface area. In this sim-
ulation, we included the elastic scattering of electrons and
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we used the latest set of final LHC parameters (see Table 1).
As can be seen, the location of the stripes moves outwards
with increasing bunch charge, and it reaches the outer edge
of the chamber roughly at nominal intensity (N b ≈ 1011).
Figure 22: Heat load on chamber wall in W/m2 as a func-
tion of horizontal position in an LHC dipole chamber, com-
puted over 24 bunches. This simulation includes elastic
scattering of electrons, and assumes a maximum secondary
emission yield δmax = 1.25, energy of maximum sec-
ondary emission max = 170 eV, and photon reflectivity
R = 5%.
The locations of the stripes in Figs. 21 and 22 differ sig-
nificantly. This difference may be attributed to the change
in max. To bear this out more clearly, we have repeated
the simulation of Fig. 22 using max = 450 eV instead of
170 eV. The result is depicted in Fig. 23. As expected, with
this value of max the highest heat loads are found within
1 cm from the center of the chamber. The reason why the
stripes in Fig. 23 appear less clearly pronounced than those
in Fig. 21 is that we here only simulated 24 bunches, due to
computing limits encountered when treating a large num-
ber of elastically scattered electrons.
5 SCRUBBING
Cleaning scenarios for LHC commissioning rely on beam
‘scrubbing’ [27], i.e., on the reduction of the secondary
emission yield by electron bombardment due to multipact-
ing. In April/May 2000, 50-hrs of scrubbing tests were per-
formed in the CERN SPS. We can use our simulation to es-
timate the electron dose deposited during these tests. From
the estimated dose in turn, one could infer an expected de-
crease in the secondary emission and moleular desorption
yields, and compare this with the observed change in pres-
sure rise or multipacting threshold.
Figure 24 shows the net electron impact simulated for the
parameters of the SPS scrubbing experiments. Only elec-
trons with energies above 20 eV were counted, since only
these will participate in the cleaning [28, 14]. At the end
of the batch, the total accumulated number of lost electrons
reaches a value of dNe,tot/ds ≈ 1011 m−1. Under the as-
sumption that the electron impact is uniformly distributed
Figure 23: Heat load on chamber wall in W/m2 as a func-
tion of horizontal position in an LHC dipole chamber, sim-
ulated for a bunch train of 24 bunches with five different
bunch populations. This simulations includes elastic scat-
tering of electrons, and assumes a maximum secondary
emission yield δ = 1.50, energy of maximum emission
max = 450 eV, and photon reflectivity R = 5%.
around the chamber (in a dipole it would rather be localized
in two vertical stripes), we estimate the electron dose after





With half apertures hx ≈ 70 mm, hy ≈ 22.5 mm, and rev-
olution frequency frev ≈ 43 kHz, the dose after T = 50
hrs would be about 0.5 mC/mm2. For this dose, a clear
cleaning effect is expected [29], i.e., the secondary emis-
sion yield should be reduced to a value of δmax ≈ 1.3
[29]. However, for decreasing δmax, the electron impact
rate would go down as well and the real dose would thus
be smaller than estimated. We should also note that for
an electron dose of 0.5 mC/mm2 the molecular desorption
yield of copper decreases by about a factor of 2 [30], which
may contribute to the observed reduction in pressure.
6 OTHER ISSUES
In this section we briefly discuss a number of additional
topics, namely (1) the increase in electron density near the
beam during a bunch passage [31], (2) the incoherent and
coherent tune shifts induced by the electron cloud, (3) the
possible degradation of beam-position readings by elec-
tron emission and deposition, (4) the energy and angular
spectrum of the incident electrons, (5) the suppression of
multipacting and associated heat-load reduction by a weak
solenoid field, and (6) the longitudinal motion of the elec-
trons.
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Figure 24: Accumulated number of electrons per meter
with energy larger than 20 eV hitting the chamber wall dur-
ing the passage of the 81-bunch LHC batch through an SPS
dipole chamber. The bunch population of N b = 4.3× 1010
considered approximates beam conditions for the April-
2000 SPS scrubbing tests. The four curves refer to two
different rms bunch lengths and to the presence or absence
of elastically scattered electrons.
6.1 Electron Density
During the bunch passage the electron density increases
near the center of the bunch, thereby enhancing the inco-
herent tune spread at the bunch tail [31]. To investigate
the density distribution inside the bunch, we have written
a separate simulation program in which a single electron
bunch is sent through an initially uniform electron distribu-
tion. The bunch is divided into many slices, and the elec-
tron distribution is computed after each passage of a slice.
In particular, we calculate the number of electrons inside a
1σ ellipse in the x− y plane, and determine the increase of
this number along the bunch. Normalizing this to the num-
ber in the first slice, the density enhancement factor is ob-
tained. Figure 25 shows results for the PS, SPS and LHC.
The number of electrons within 1σ increases by a factor of
20–30 during the bunch passage. In the example, the initial
temperature of the electrons was set to zero. We have veri-
fied that the result does not change if instead the electrons
are launched with a realistic temperature [32]. Similar en-
hancement of the electron density is seen in simulations of
single-bunch instabilities driven by the electron cloud [18].
Figure 26, depicting the electron phase space after a
bunch passage in the LHC, illustrates how the density en-
hancement is brought forth by electrons performing linear
and nonlinear oscillations around the beam center. An ana-
lytical description is possible, if we only consider electrons
in the linear part of the beam field. In that case, the spatial
distribution can be expressed by a K0 Bessel function [33].
6.2 Tune Spread and Tune Shifts
From the same simulation we also obtain the electric field
of the electron cloud in the vicinity of the beam. The field
Figure 25: Simulated density enhancement factor
ρ(z)/ρ(−σz) as a function of position in units of σz along
the bunch [31], for the SPS, LHC, and PS, as computed
from the number of particles within 1σ in the x− y plane.
The bunch head is on the left.
Figure 26: Simulated vertical electron phase space distri-
bution at the end of the bunch passage in the LHC. for a
region of width and height 22 mm. Ordinate is in units of
m/s, abscissa in units of meter. Initial electron energies are
set to zero.
at the end of the bunch passage for SPS, LHC, and PS is
illustrated in Fig. 27, assuming an initially uniform electron
density of ρe = 1012 m−3.
The gradient of the electric field between ±0.5σy is
roughly 4 − 7 × 105 V/m2 in both planes. This consti-
tutes an increase by about a factor of 30 compared with the
initial field gradient. For a uniform cloud, we might then










where (Bρ) denotes the magnetic rigidity, and C the cir-
cumference. The tune shift, Eq. (6), evaluates to 0.34,
0.036, and 0.02 for the SPS, the LHC at top energy, and
the PS. However, only a small fraction of the beam will
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Figure 27: Simulated vertical electric field after bunch pas-
sage in PS, SPS, and LHC, for ρe = 1012 m−3.
encounter a tune shift as large as this. To get a better esti-
mate of the actual rms value, we approximate the electric
field of Fig. 27 by a step function at the origin, with am-
plitude±Ey . Using a smooth approximation for the lattice
focusing, the tune shift for a particle with maximum verti-
















where Q is the nominal tune. Taking Ey ≈ 150 V/m for
SPS and LHC, andEy ≈ 300 V/m for the PS (Fig. 27), and
numerically integrating Eq. (7) from 0.5σ to infinity over a
Gaussian transverse distribution, the rms tune spread at the
end of the bunch is estimated as ∆Qrms ≈ 0.028, 0.01 and
0.002 for SPS, LHC at top energy, and PS. These number
are 4–10 times lower than those inferred from Eq. 6). The
rms tune spread over the full bunch, i.e., averaged longitu-
dinally, would be about a factor of 2 smaller still.
We next compute the coherent tune shift. To this end, we
consider an elliptical vacuum chamber with semi-axes hx
and hy , uniformly filled by an electron cloud of density ρ e.
The electrostatic potential of the cloud can be written as a
quadratic function [34, 35]











(h2x + s)3/2(h2y + s)1/2
,
(9)
and B is given by a similar expression with hx and hy in-
terchanged. The forces on a beam proton are obtained from
Fx = −e∂U/∂x and Fy = −e∂U/∂y. The force gradient
is constant across the chamber. Using standard formulae
for the effect of a quadrupole error, the coherent tune shifts
are
∆Qx =
hy < βx > Crpρe
γ(hx + hy)
∆Qy =
hx < βy > Crpρe
γ(hx + hy)
, (10)
where C denotes the circumference, < βx,y > the average
beta function, ρe the electron density, and rp the classical
proton radius. In particular, the ratio of horizontal and ver-
tical coherent tune shifts due to the electron cloud equals






We also note that for a uniform electron cloud in an ellipti-
cal chamber, the electron image charges do not contribute
to the coherent tune shift.
Evaluating Eqs. (10) for the parameters in Table 1 and
assuming an average electron density of ρe ≈ 1012 m−3,
we obtain ∆Qx ≈ 2.1× 10−4, 3.6× 10−3, 5× 10−4, and
∆Qy ≈ 2.5× 10−4, 1.1× 10−2, 10−3, for LHC at 7 TeV,
SPS, and PS, respectively. At injection, the LHC coherent
tune shift would be ∆Qy ≈ 0.07.
6.3 Effect on Beam Diagnostics
The impact of the electron cloud on the reading of LHC
beam-position monitors (BPMs) was studied by Rumolo
[6]. Figure 28 shows a schematic of a BPM in the LHC arc.
The direct synchrotron radiation hits the horizontally out-
ward electrode. Photoelectrons are emitted primarily from
this electrode, which results in a net flow of electrons to the














Figure 28: Schematic cross section of a BPM in the LHC
arc [6]. Length of the device is 24 mm. Direct synchrotron
radiation illuminates the first electrode.
Figure 29 shows a simulation result for the electron cur-
rent on the four electrodes, experienced during the passage
of an LHC batch [6]. It illustrates the continuous loss of
electrons from the first to the other three electrodes. At
larger values of δmax (bottom picture), a random compo-














































Figure 29: Net charge deposited or emitted at each BPM
electrode for δmax = 1.1 (top) and δmax = 1.9 (bottom)
[6]. Negative values indicate that a net flow of electrons
away from the plate.
flow determined by the synchrotron radiation. Figure 30
illustrates the time and frequency structure of the electron
current at one of the electrodes [6]. The electron signals
peak during the bunch passages, and the frequency spec-
trum roughly images the bunch frequency contents.
The response the BPM processing electronics to the sim-
ulated input signal was studied independently by R. Jones
[36]. He found that the reading error induced by the elec-
tron cloud is quite small, of the order of 2 µm [36].
6.4 Energy and Angular Distribution
A systematic study has been performed regarding the en-
ergy and angular spectrum of electrons lost to the wall [37].
The result not only provides a better understanding of the
multipacting dynamics, but it also suggests the acceptance
required for any future electron-cloud diagnostics.
Figure 31 shows the electron energy spectrum in the SPS
for three different bunch lengths. The maximum energy
varies strongly with bunch length, and the overall shape of
the spectrum agrees quite well with the result of a fourth-
order symplectic integration over a single bunch passage
[38]. The main difference is that, in our simulation here, a
large number of electrons are lost with nearly zero energy.
Figure 32 depicts the angular spectrum of the electrons
lost in a field-free region of the LHC. The bottom picture is









































Figure 30: Instantaneous electron current at the first elec-
trode vs. time (top) and its power density spectrum vs. fre-
quency (bottom) for a maximum secondary emission yield
δmax = 1.5 [6]. In the top picture, the large negative spikes
which coincide with bunch passages represent the primary
photoemission. In the bottom picture, the fall-off of the
signal power spectrum occurs near the bunch frequency
fbunch = c/(2πσz) ≈ 700 MHz.
refer to simulations which do or do not include the mag-
netic field of the beam. The figure illustrates that, for the
LHC, the inclusion of the beam magnetic field widens the
angular spread of the electrons incident at low angles by
almost a factor of two.
Figure 33 reveals a strong correlation between impact
angle and energy of the lost electrons. The low-angle
region corresponds to electrons accelerated by the beam,
which have acquired a large transverse momentum. Their
impact angle on the wall is small accordingly. These elec-
trons are also the ones which are most affected by the beam
magnetic field.
6.5 Solenoids
A weak solenoid can partly suppress the electron multi-
pacting in an otherwise field-free region. The effect of the
solenoid is made transparent in Figure 34, which depicts
typical transverse electron trajectories simulated with and
without a 50-G solenoidal magnetic field.
A uniform solenoid is highly efficient. However, in real-
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Figure 31: Simulated electron-cloud energy spectrum for dif-
ferent bunch lengths in a field-free region of the SPS [37]. This
simulation considers a round beam with σx = σy = 2.7 mm and
a round chamber of radius 2.5 cm. The energy of maximum sec-
ondary emission yield is taken to be max = 450 eV, and elastic
electron scattering is not included.
Figure 32: Angular distribution of electrons hitting the LHC vac-
uum pipe. Red continuous line corresponds to simulations with
the magnetic field from the beam. Black discontinuous line is the
result without the effect of the beam magnetic field [37]. This
simulation considers a round beam with σx = σy = 303 µm in a
field-free chamber of radius 2.5 cm. The energy of maximum sec-
ondary emission yield is taken to be max = 450 eV, and elastic
electron scattering is not included.
ity the solenoid has a finite length, and, in principle, elec-
trons could still reach the center of the chamber following
magnetic field lines from the outer regions, or, even worse,
they could be trapped in magnetic bottles for extended pe-
riods of time. Considering the simplified case of a periodic
sequence of solenoids with either equal or alternating po-
larity, separated by short drift spaces, E. Perevedentsev has
Figure 33: Angular distribution for different energy values and
LHC beam parameters [37]. The distributions refer to an interval
of 7 eV starting at energy value quoted. This simulation considers
a round beam with σx = σy = 303 µm in a field-free chamber of
radius 2.5 cm. The energy of maximum secondary emission yield
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Figure 34: Sample transverse electron trajectories in a
field-free region (left) and in a 50-G solenoid (right).
derived exact field patterns of various solenoid configura-


















×I0(nkr) cosnkz ) , (13)
where the I andK are modified Bessel functions of the first
order, a is the solenoid radius, h the solenoid length, L the
distance between adjacent solenoids of equal polarity, and
B0 a normalization constant, roughly equal to the field on
axis inside the solenoid. A similar formula, with odd har-
monics doubled and even harmonics set to zero, describes
the case of solenoids with alternating polarity, separated by
L/2.
These formulae have been implemented in our simula-
tions for the LHC, where we truncate the Fourier sums in
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Eqs. (12) either at order n = 5 or at n = 1, and choose
a solenoid half length h of 0.4 m or 6 m, solenoid radius
a = 70 mm, period length L = 1 m or 15 m, and nominal
field B0 = 50 G. The corresponding longitudinal fields at
the center of the chamber are illustrated in Figs. 35 (left)
and (right), for the two solenoid arrangements of constant
and alternating polarity, respectively.
Figure 35: On-axis longitudinal magnetic field as a func-
tion of longitudinal position for a sequence of solenoids
with equal (left) or opposite polarity (right), according to
Eq. (13) and Fourier sums truncated at either n = 1 or
n = 5. The solenoids are taken to be 0.8 m long and sepa-
rated from one another by 20-cm free spaces.
Figure 5 compares heat loads for a drift space in the
LHC straight section computed with and without an ad-
ditional solenoid field modelled in various different ways.
While a uniform solenoid reduces the heat load by more
than two orders of magnitude compared with the field-free
case, more realistic solenoids fields with a finite length are
less efficient. The heat loads appear roughly independent
of the length of the solenoid. We also note that power-
ing all solenoids with equal polarity is superior to pow-
ering them with alternating polarity. A possible explana-
tion is that in the latter case the longitudinal magnetic field
passes through zero in the transition region between adja-
cent solenoids.
Table 5: Heat load for a field-free region in the dispersion
supressor (arc chamber dimension) with and without appli-
cation of a weak solenoid field modelled in various ways.
Photon reflectivity R is 5%, δmax = 1.9, max = 240
eV, elastic electron scattering is included, and the peak
solenoid field B0 is 50 G.
model heat load [W/m]
L = 1 m L = 15 m
no field ≥ 33 ≥ 34
uniform solenoid 0.21 0.20
odd solenoid truncated at n = 1 ≥ 5.3 ≥ 2.8
odd solenoid truncated at n = 5 ≥ 1.3 ≥ 3.3
even solenoid truncated at n = 1 ≥ 0.45 ≥ 0.63
even solenoid truncated at n = 5 ≥ 0.78 ≥ 0.68
6.6 Longitudinal Electron Motion
Several effects give rise to a longitudinal motion of the
electrons. First, the secondary electrons are emitted at an
angle θ with respect to the surface normal, following a cos θ
distribution. Projecting onto the longitudinal direction, we
have < θ2z >≈ 0.37 rad2. Thus the typical longitudinal





< θ2z > Erms
)1/2
(14)
where Erms ≈ 5 eV denotes the rms emission energy. This
evaluates to vz,em ≈ 106 ms−1.
In field-free regions a second contribution comes from
the beam magnetic field. If the electron is initially at rest,


















Inserting the LHC parameters, we find rc ≈ 8.5 mm (this
is the critical radius separating the kick approximation and
the autonomous region [25]), and ve,mag ≈ 3× 106 ms−1.
Simulations show that for LHC the electron energy gain
∆Emax is about a factor 3 smaller than predicted by the
above analytical approximation. Therefore, a more realistic
estimate is ve,mag ≈ 106 ms−1, which is comparable to
the longitudinal emission velocity, Eq. (14). The order of
magnitude was confirmed by simulations [37].
However, in a strong dipole field both the beam magnetic
field and the emission velocity can be neglected. In this
case, the electrons undergo a rapid cyclotron oscillation,
superimposed on which is a uniform longitudinal motion
( /E × /B drift). The maximum drift velocity encountered




For LHC parameters, we find ve,drift ≈ 1.6× 105 ms−1.
Thus, in a field-free region we expect longitudinal elec-
tron motion at a typical speed of a few 106 ms−1, whereas
in an 8.4-T dipole field the maximum longitudinal veloc-
ity does not exceed 2 × 105 ms−1 (in the latter case, the
average velocity would be lower by about a factor of 50).
7 CONCLUSIONS
For a realistic choice of parameters, the simulations repro-
duce most of the PS and SPS observations. They suggest
that a single gap of 12 missing bunches is not sufficient to
reset the memory of the electron cloud, which compares to
the experiment. Optimum agreement between simulation
and measurement is obtained, if we include a fairly large
component of elastically reflected low-energy electrons, as
indicated by measurements on LHC prototype chambers
[14]. The elastically scattered electrons increase the es-
timated LHC heat loads by a significant factor of 2–3, and
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Figure 36: Longitudinal coordinate versus time for two
sample electron trajectories in a field free region (left) and
in a 1-T dipole field (right).
they introduce a memory between successive LHC batches,
which is evidenced by a further increase in the electron
density for the second and third bunch train in a series.
A second sensitive parameter is the energy max where
the secondary emission yield is maximum. The value of
this parameter determines at which horizontal region inside
a dipole field the heat load will be concentrated. While
previous values of max indicated a heat load concentration
about 5 mm from the beam, for the revised numbers the
heat load is highest at the outer edge of the chamber.
The final LHC heat loads stay within the available cool-
ing capacity. The initial heat loads are unacceptably high,
for the nominal beam parameters. Even with 75 ns bunch
spacing, the heat loads remain marginal in the straight sec-
tions, where vacuum chambers are common to both beams.
In field-free regions, the heat load could be reduced by a
weak solenoid field. The efficiency of the solenoid depends
on the exact field pattern.
The scrubbing effect observed in spring 2000 [20] may
be consistent with the simulated electron dose of 0.5
mC/mm2. Estimated rms tune spreads and coherent tune
shifts due to the electron cloud vary between 10−3 and a
few 10−2. They are largest for the SPS.
A high degree of correlation between impact angle and
energy of lost electrons may explain why in our simulations
the effect of elastically reflected electrons is different, ac-
tually much weaker, than in those reported by Furman [3].
For the latter, the reemission angle of elastically scattered
electrons was chosen according to a cos θ distribution and
not determined by the angle of incidence.
In principle, photoemission and secondary emission may
affect the BPM readings, but our simulations suggest that
for the LHC the induced orbit error is small compared to
the resolution required [36].
Finally, the maximum longitudinal electron velocities
are of the order 105 to 106 ms−1. Thus, during the pas-
sage of an LHC batch the electrons spread longitudinally
by much less than the length of a magnet. This validates
a basic assumption of our simulation, namely, that we can
neglect the interference between various magnets and sim-
ulate the electron-cloud build up for each magnet configu-
ration separately.
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