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band density of states whereas the higher energy side is deter- 
mined  by  the  thermal  distribution.  With  increasing  tem- 
perature, the broadening of the distribution function increases. 
In addition, the spectrum shifts to longer wavelengths due to 
the temperature dependence of  the bandgap. The magnitude 
of  the emission decreases with increasing temperature due to 
the dominance of  nonradiative  recombination  processes.  We 
also  measured  the  temperature dependence  of  the  external 
quantum efliciency of an LED (Fig. 3). This measurement was 
calibrated -by placing  a_  large area (0.5  cm2) InSb detector  in 
temperature ,K 
Fig. 3  Temperature dependence  of  external  eficiency  of  InAs, -Jb, 
light emitting diodefor current I  = 200 mA 
front ofa  small (10-4cm2)  LED so  that most of the emitted 
light reaches  the detector. At  low  temperature the efliciency 
reaches  a  maximal  value  of  the order of  0.01%. This  value 
could  be  improved  significantly  by  using  a  heterostructure 
diode as in Reference 2 for the case of an InGaAsSb. 
The operation as a gas sensor is illustrated in Fig. 4 which 
shows the spectrum (a)  for an optical path of  -2m  through 
the atmosphere and (b)  after purging  the gas container with 
dry nitrogen, which leads to a decrease of the CO, absorption 
dip. 
wavelength, pm 
~ 
Fig. 4  Demonstration ofthe  application ofan InAs, -.Sb,  light emitting 
diode as a CO, sensor 
~  measured using a monochromator filled with air 
----  obtained  after  purging  the  monochromator  with  dry 
nitrogen 
In conclusion we have demonstrated for the first time that 
InAs, -.Sb,  can be used to fabricate light emitting diodes on 
GaAs or  Si substrates.  The devices  readily  result  in  a  new 
generation of infra-red gas sensors. 
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FAST BLIND EQUALISATION  BASED ON A 
BAYESIAN DECISION  FEEDBACK 
EQUALISER 
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Indexing  terms: Equalisers, Algorithms, Digital communication 
sVStPmS 
A blind  Bayesian decision  feedback equaliser is  derived for 
joint  channel and data estimation. The  nature of  this algo- 
rithm  leads  to  an  efficient  parallel  implementation.  Con- 
vergence can  be achieved  in  less  than  50  symbols  when  a 
binary symbol constellation is used. 
Introduction: Since  the  pioneering  work  of  Sato  [l],  three 
classes  or  blind  equalisation  techniques  for  nonminimum 
phase channels have emerged. The first class of blind adaptive 
algorithms  constructs  a  transversal  equaliser directly  [l-31. 
The  second  class  of  blind  adaptive algorithms  identifies  a 
channel model using higher order cumulants and then designs 
an equaliser based on the identified channel model [4-61.  The 
third class  of blind adaptive algorithms  employs some blind 
approximation of  maximum  likelihood  sequence estimation 
for joint channel and data estimation [7,  8, *]. 
We derive a novel blind Bayesian decision feedback  equal- 
iser (DFE) for joint data and channel estimation. The channel 
is modelled as a finite impulse response filter with an additive 
noise source. Specifically, the received signal is given by 
“a-  I 
r(k)  = qk)  + e(t) = 1  a,s(k -  i) + e(k)  (1) 
i=O 
where  i(k) denotes  the  noiseless  channel  output,  n,  is  the 
channel  order,  ai are the channel  taps, the symbol sequence 
{s(k)} is independently  identically distributed  (iid) and e(k) is 
an iid Gaussian noise with zero mean and variance U:. 
Bayesian  decision  feedback  equaliser:  A  generic  DFE  is 
depicted  in  Fig.  I,  where  d  is  the decision  delay,  m is  the 
feedforward order and n  is  the feedback  order.  In practice, 
d = n,  -  1,  m = n,  and n = n, -  I. For the symbol constella- 
tion  {si,  1 I  i I  M}, s,(k) = [s(k)  . .  . s(k -  41’  has  N, = 
Md+’ combinations  and,  therefore,  qk)  = [i(k) .  . .  i(k -  m 
+ I)]=  has N,  states. The states of qk)  can be grouped into M 
sets according to the value of s(k -  4: 
RY)  {qk)  = ry)  I  s(k -  d) =  si}  15iIM (2) 
Each  RF’  contains  NY’ = Md states.  The  feedback  vector 
* SFSHADBI,  N.:  ‘Joint data and channel estimation  using blind trellis 
search techniques’, submitted to IEEE Trans.  Commun., 1991 
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Fig. 1 Schematic  diagram  of  generic  symbol-by-symbol  decision Jeed- 
back equaliser 
Because all the channel states are assumed to be equiproh- 
able and the noise is Gaussian, applying the Bayes decision 
rule  leads  to the  following  Bayesian  DFE  [SI: Given  the 
channel U = [ao .  . .  an--  ,I7, compute the M  Bayesian decision 
variables 
N,W 
J= 1 
qik,  a) = ,E  exp (-  Ilr(k") -  r~l\l2/2u~)  1 I  i < M  (3) 
where r(k) = [r(k)  . .  . (k -  m + I)]'.  The decision is then made 
according to the rule 
S(k -  d) = si. if  VJk, U) 
= max {qik,  a), 1 I  i  < M}  (4) 
Blind  implementation:  At  sample  k,  assume  that  J,(k),  an 
'unconditional'  channel  estimate  ci(k -  1 -  d) and  an esti- 
mated mean square error (MSE) u:(k -  1 -  d)  are given. The 
operations of  the blind Bayesian DFE are as follows: 
(i) N, 'conditional'  least  mean  square estimators  update  N, 
'conditional'  channel estimates. Given ikk -  1 -  d)  = i(k -  1 
-  d),  the Ith estimator forms ikk)  from [s;,,(k)i;(k)]'  and r(k), 
where sf,l(k)  is the Ith sequence of  sf(k). 
(ii)  For  each  ikk), a  Bayesian  DFE is  designed  with  the 
required U:  being substituted by u:(k -  1 -  d). The Ith 'condi- 
tional'  Bayesian  DFE  provides  a  tentative  decision  9"(k 
-  d)  =  sa, with  the corresponding  Bayesian  decision variable 
(iii) The detected symbol S(k -  d)  is then chosen to be the best 
solution of the N,  tentative decisions according to 
tl,(k, &(k)), 
S(k -  d) = $l"(k  -  d) if  qJk, it.) 
= max {vi,@, 4).  1 < l < N,} 
(iv) Given  r(k -  d)  and  [S(k -  d)  . .  . $k -  d -  n, + l)]',  i(k 
-  1 -  d) is  updated  to  ri(k -  d) using  the  recursive  least 
squares algorithm. The estimated MSE is adjusted according 
to the adaptive rule 
".-  1 
~(k  -  d)  = r(k -  d) - E  &(k -  d)c(k -  d -  i) 
uz(k -  d) = (1 -  p,)uf(k -  1 -  d) + p(,e2(k -  d) 
i=O  1  (5) 
where 0 < p, < 1 is an adaptive gain. Steps (i) and (ii) consist 
of N,  identical components and are suitable for parallel imple- 
mentation. 
Given  i(  -  1 -  d) = [O.. .  O]'  and  ib(0)  = [O,, ,  O]',  the 
above blind algorithm tends to converge falsely to an 'equiva- 
lent'  minimum  phase  channel.  If  the  ith  channel  tap  ai  is 
known to have the largest amplitude, setting cii( -  1 -  d)  to 1.0 
and the rest  of  3-  1 -  d) to zeros is  a  better  initialisation. 
This suggests an expansion  of  the blind  equaliser to include 
several  units  of  the basic  algorithm.  In theory,  n,  units  are 
needed  to cover the n, initial  estimates, and the ith unit, 0 s 
i 5  n, -  1, is given the initial channel estimate 
riA-l-d)=l 
icJ(-l-d)=O  O<j<n,-  1  and  j#i (6) 
If  a unit converges, its channel estimate converges either to a 
or  to  -a,  and  its  estimated  MSE  U:  will  be  significantly 
smaller than those  of  the units  which  do not  achieve  con- 
vergence. Thus those units which  perform poorly in terms of 
estimated  MSE can  then  be switched  off. Similar  expansion 
can be applied to the initial feedback vector. 
Simulation example:  A  simulated channel  involving a  binary 
symbol constellation  is  used  to illustrate the proposed  blind 
equaliser. The channel had five taps 
U = [-0.205  -0.513  0.719 0.369 0.2051'  (7) 
and  the  signal  to noise ratio  was  15dB. Fig. 2  depicts  the 
estimated MSEs of  the blind adaptive algorithm starting from 
different  initial channel estimates (eqn. 6), where the label If 
indicates that the nonzero element  of  the initial estimate was 
6,  (- 1 -  d).  From Fig. 2, it can be seen that the blind adapt- 
ive unit I, achieved convergence. The channel estimate of  this 
converged unit, averaged over 30  different  runs, is plotted  in 
Fig. 3, where the dashed lines indicate the true channel taps. 
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Fig. 2  Estimated mean square errors of blind adaptive  units with difler- 
ent initial estimates 
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Fig. 3  Channel estimate of  converged unit ouer ensembles of  30  diflerent 
runs 
Conclusions:  A blind Bayesian decision feedback equaliser has 
been developed for joint channel estimation and symbol detec- 
tion. It has been  shown how the complete blind equaliser is 
built up with many identical adaptive units. Simulation results 
have demonstrated the very fast convergence property  of this 
hlind equaliser. 
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NEW PSEUDORANDOM  CODE  READING 
METHOD APPLIED  TO  POSITION 
ENCODERS 
M. Arsic and  D. Denic 
Indexing  terms: Pseudorandom  binary  sequences, Codes and 
coding, Measurement 
A new  code reading method using two reading heads is pro- 
posed  for  use  in  pseudorandom  position  encoders.  This 
method  provides pseudorandom  n-tuple formation  contin- 
uity  and eliminates systematic errors in code reading. Such 
an approach additionally enables simple realisation of  a per- 
manent checking of  code reading correctness. 
Introduction:  Pseudorandom  position  encoders  enable  an 
absolute position measurement using one-bit wide code track. 
Different  solutions  to  the  scanning  problem  and 
pseudorandom/natural code conversion problems are possible 
[2, 4,  51. However, little attention has been paid to the possi- 
bility that n  bits of the position code are not read in parallel 
but assembled sequentially in an n-bit bidirectional shift regis- 
ter, using the technique described in Reference 4. These tech- 
niques  have  the  advantage of  using  only  one code reading 
head. The cost of  applying this solution is loss of  positional 
information  for  any  change  of  direction  of  movement.  We 
proposed  a method that eliminates this drawback, as well  as 
the systematic errors considered in  Reference 4,  and enables 
development of a reliable  method for permanent  checking of 
the code reading correctness. 
Method: The solution is based  on the idea of  using two code 
reading  heads,  instead  of  one,  being  at  distance  n . q. As 
shown in  Fig.  1, by  means of  simple logic consisting of  two 
AND and one OR  gate, a  selection  of  one from  two  reading 
heads is made. Moving to the left the bits read off by the head 
ELECTRONICS LETTERS  13th May 1993  Vol. 29  No. 70 
x(n) will  be accepted, and so will  be the bits read  off by  the 
head x(0) moving to  the right.  In thib  wdy  d pseudorandom 
n-tuple  formed after  the change of  movement  direction now 
responds to the current position of  the movable system (MS). 
r 
.<", 
I 
synchronisation 
track 
Fig. I  Example of application of suggested pseudorandom code reading 
method 
A protection circuit against measuring errors that occur when 
the MS changes the direction of movement on the guide path, 
described in Reference 4, is not necessary any more. The most 
important factor now is that continuity in forming the pseu- 
dorandom n-tuple is achieved even for the possible MS oscil- 
lations  along  the  movement  course.  Application  of this 
proposed  code  reading  method  is  especially  justified  in 
systems where those MS oscillations can occur. 
An example of  a linear pseudorandom position encoder is 
shown in Fig. 1. The scanning problem is solved by using an 
external synchronisation  track  laid along the pseudorandom 
code track. By means of  control logic, sensor heads AUT and 
VER  provide  the  synchronisation  pulses  and  information 
about the movement  direction (RGT: right),  as described in 
Reference 4. By using the code reading method proposed here, 
continual formation of  pseudorandom n-tuples is carried out, 
that are then converted to natural code [3].  The new arrange- 
ment of the reading heads cancels the need for the correction 
element  in  the form of  a  parallel  adder,  because systematic 
errors  at the  code  reading,  considered  in  Reference  4,  are 
eliminated. 
Checking the code reading correctness: The proposed method 
of  pseudorandom code reading enables a simple realisation for 
checking the code reading correctness, providing high reliabil- 
ity  of  the position  transducer.  While  one code reading bead 
serves to form the main pseudorandom n-tuple (corresponding 
to the current position), the other is used to form the control 
pseudorandom n-tuple. To realise permanent checking of  code 
reading  correctness, it  is  necessary  to provide  continuity  in 
forming the control n-tuple. This can be achieved by applying 
the above described method, that is, by  using one more code 
reading head x(2n). The method for loading the code bits into 
the main code assembly  register X (bidirectional shift register 
for forming the pseudorandom n-tuples  corresponding to the 
current position) and into the control register Y, depending on 
the  MS moving  direction,  is  shown  in  Fig.  2.  Checking  is 
carried  out at every  reading  of  new  bits  by  examining  the 
equality of  the register  Y  content, after it has been shifted to 
the left  n  times  using  the direct feedback  equation [SI,  and 
content of register X. 
Because of the uniqueness of the pseudorandom n-tuple 113, 
single errors (if the bit, read with one of  two heads, is wrong) 
will  always  be  detected.  Only  double  errors,  where  both 
reading  bits  are wrong,  should  be  considered.  Let  the  MS 
move to the left. The register  contents, after the code reading 
by  the x(n) and x(2n) heads, will  be  X  = {x'(n), x(n -  I), .  . . , 
XQ),  x(t)}iY = {y'(n),  y(n -  I), ..., y(2), y(l)}, where x'(n) and 
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